This paper proposes a method for detecting the sources of misspecification in a DSGE model based on testing, in a data-rich environment, the exogeneity of the variables of the DSGE with respect to some auxiliary variables. Finding evidence of non-exogeneity implies misspecification, but finding that some specific variables help predict certain shocks can shed light on the dimensions along which the model is misspecified. Forecast error variance decomposition analysis then helps assess the relevance of the missing channels. The paper puts the proposed methodology to work both in a controlled experiment -by running a Monte Carlo simulations with a known DGP -and using a state-of-the-art model and US data up to 2011.
Introduction
In recent years Dynamic Stochastic General Equilibrium (DSGE) models have emerged as important tools for forecasting and policy analysis, thanks to their attractive the-oretical features and their improved time series fit. As these models become more relevant in policy applications, diagnosing their fit becomes crucial. Indeed, despite the great improvements achieved in the empirical performance of DSGE models, misspecification remains a concern even for richly specified models, as documented for example in Del Negro et al. (2007) .
A small but growing number of researchers, including Del Negro et al. (2007) and Del Negro and Schorfheide (2009) The recent crisis has brought new relevance to this question: key causes of the crisis and its protraction, such as the housing market, financial markets, the labour market and the fiscal sector, are often very stylized or missing in most policy macro-models. We need tools to assess which channels/transmission mechanisms are relevant at various points in time. With this paper I aim to make progress in this direction. Some authors, namely Curdia and Reis (2010) and Del Negro and Schorfheide (2009), have proposed to address the above question by allowing a more flexible and general correlation structure for the shocks and analysing which interactions among the disturbances are preferred by the data. In a similar vein, Inuoue, Kuo and Rossi (2014) introduce in the model additional exogenous processes, which they label wedges, and identify potential misspecification via forecast error variance decomposition and marginal likelihood analyses. I instead propose to exploit a data-rich environment, and focus on the interaction between large number of macroeconomic variables and the model to capture the likely sources and magnitude of the model misspecification.
If a model is well specified, then no other variable should help predict the variables of the model. This intuition underpins, for example, the work of Evans (1992) , who questioned the exogeneity of productivity shocks in RBC models, by running bivariate-Granger causality tests between the productivity shock implied by an RBC model and a wide number of relevant macro variables. He found, for the U.S., that money, interest rates and government spending Granger-caused the productivity shocks of an RBC model and his findings contributed to spurring the use of models that incorporated nominal frictions 1 . In this spirit, I propose a method for testing jointly the exogeneity of the variables of the DSGE with respect to some auxiliary variables. The gist of the method is to model the states of the DSGE and auxiliary variables jointly, imposing the restrictions implied by the DSGE as priors. I then verify how much weight is given to these priors in estimation, choosing the tightness of the priors that maximises the marginal data density of the joint model. Finally, I verify what this implies for the parameters of the joint model: if the driving processes of the model, which are assumed to be exogenous in the DSGE, are found to be Granger-caused by some auxiliary variables, then this suggests some form of misspecification 2 . I also measure how relevant the impact of the missing channels is in the dynamics of the model's driving processes, by analysing the forecast error variance decomposition (FEVD) and verifying how much weight is given to other variables. The paper puts the proposed methodology to the test both in a controlled experiment -by running a Monte Carlo simulations with a known data generating process (DGP from now on) -and using a state-of-the-art model and US data up to 2011.
1 Similar results were found for the U.K. by Holland and Scott (1998) . 2 The approach I propose is close in spirit to the methodology proposed by Giannone and Reichlin (2006) to empirically detect if the shocks recovered from the estimates of a structural VAR are truly structural, which is possible only if the shocks are fundamental. Giannone and Reichlin (2006) show that non-fundamentalness can be detected simply by testing whether the VAR is (weakly) exogenous with respect to potentially relevant additional blocks of variables.
I analyse the properties of the Galì, Smets and Wouters model (2012) and find that, despite the richness of its structure, the auxiliary off-model information can account for up to 11% of the forecast error variance decomposition of its driving processes. The investment specific shock appears to be the most misspecified among the shocks, according to the FEVD. I find the investment shock to be Granger-caused by the corporate bond spread, suggesting that this shock does seem to pick up unmodeled aspects of the financial markets and can be seen as a proxy for overall health of the financial system, as stated in Justiniano, Primiceri and Tambalotti (2010) 3 . In order to verify this conjecture, I extend the model to include financial frictions as in Bernanke, Gertler and Gilchrist (1999) , along the lines of Del Negro, Hasegawa and Schorfheide (2014) and find that indeed the misspecification is lower, in particular for the investment specific shock.
The paper is structured as follows. Section 2 discusses the link between misspecification and Granger-causality and Section 3 outlines the methodology. In Section 4 I assess the efficacy of the method I propose in a controlled environment, running a Monte Carlo simulation exercise, while Section 5 presents the results for the Galì, Smets and Wouters (2012) model with US data. Section 6 concludes the paper.
Misspecification and Granger-causality
The concept of misspecification is broad and multiform: it identifies, in a very general way, all issues relating to the fact that some of the features of the econometrician's model are not in line with the true -but unknown -underlying DGP. In this Section I will attempt to formalize the problem of misspecification in the context of (log-)linearized dynamic stochastic general equilibrium models and discuss why I believe that using Granger causality tests and additional information can help us glean information on what aspects of our model are misspecified.
Linear or linearized rational expectations models allow a representation for y t in the state space form
where s t is an n × 1 vector of possibly unobserved state variables, y t is a k × 1 vector of variables observed by an econometrician, and ε t is an m × 1 vector of economic shocks impinging on the states, such as shocks to preferences, technologies, agents' information sets, and ξ t is an l × 1 vector of measurement errors.
H F (θ), Ψ(θ) and C(θ) are functions of the underlying structural parameters of the DSGE model, θ. The ε t 's are Gaussian vector white noise satisfying E(ε t ) = 0,
The ξ t 's are Gaussian vector white noise measurement errors satisfying E(ξ t ) = 0, E(ξ t ξ ′ t ) = R, E(ξ t ξ ′ t+j ) = 0, for j > 0: measurement error can be absent, as is often the case with DSGE models, or affect some or all of the variables, that is 0 ≤ l ≤ k. The assumption of normality is for convenience and allows us to associate linear least squares predictions with conditional expectations.
Model (1) can be solved with methods suggested by, among others, Blanchard and Kahn (1980) and Sims (2002) and cast in the form of a linear state space model,
(2)
where the first equation of (2) is often called transition equation and the second one is the observation equation. A model of this type can be misspecified in many ways.
I will start by discussing the misspecification relative to the transition equation, and will then go on to discuss the role of the observation equation when addressing the issue of misspecification. An intrinsic difficulty when dealing with misspecification in DSGE models is that, while we are interested in assessing the specification of the model in its form (1) and the underlying parameters θ, we must work with the solved version of the model (2) to have a meaningful interaction between the model and the data.
The various forms of misspecification that can be found in (log-) linearized DSGE model are listed here.
1. Order of the approximation. Dynamic general equilibrium models are often highly non-linear models. In order to deal with them more easily, it is often standard practice to approximate them with a simpler model, e.g. by taking a first or second order Taylor approximation of this model around its equilibrium. This paper focuses exclusively on models that are (log-)linearized around their steady state, i.e. exclusively linear models of the type:
where M indicates the econometrician's model. It could be the case however that the true DGP, T , is of a higher order of approximation, e.g.
T :
The appropriate level of approximation depends a lot on the problem we want to address: if, for example, we are interested in big shocks that take us very far from steady state, then the linear approximation is clearly ill-suited. Similarly, if we are interested in accounting for the agents' attitude towards risk in a more rich and realistic manner, e.g. with recursive (Kreps-Porteus-Epstein-Zin-Weil) preferences, then a first order approximation simply will not do. It can be shown that the first order approximation of such model simply collapses to the standard model with constant relative risk aversion preferences, and even in the second order approximation the risk aversion coefficient enters only as a constant. In order for risk aversion and precautionary behavior to play a role in the model, we would need a third order approximation.
2. Model dynamics. Let us assume that the true DGP has this form T :
while the econometrician's model is Thus habits entail an additional degree of endogenous persistence.
3.
Missing variables/channels. Let us now assume that the econometrician's model of the economy is M :
but that the true DGP is actually
σ t is a vector of additional variables important in determining the dynamics of We identified the possible causes of misspecification separately, but obviously various combinations of the above problems are possible.
Models (1) and (2) imply another layer of complexity in that the states are most often assumed to be unobservable and, thus, need to be inferred using a set of observables Y t . Therefore, even in the implausible case in which we knew the "true" model for the dynamics of the states, we still face the non-trivial problem of choosing the right variables to include in our set of observables Y t . Canova, Ferroni and Matthes (2014) propose two methods for choosing the the observables of a DSGE model, based, respectively, on the optimisation of parameter identification and on minimisation of the informational discrepancy between the singular and non-singular model.
The conditions that ensure that we can recover s t and ε t , given the current values of Y t and their (possibly infinite) history are the following: If any of these two conditions is not met, then it will not be possible to recover the values of the states correctly, even with an infinite amount of past data, i.e. the states will be mismeasured to some degree. In this case the econometrician has two options. In case there is no measurement error, he can attempt to find a set observables, which deliver Γ and D such that the eigenvalues of (A − BD −1 Γ) are in the unit circle. An alternative, especially useful in the case of presence of measurement error, is to expand the observables set as in Giannone and Reichlin (2006) and in Boivin and Giannoni (2006) . In particular, see Giannone and Reichlin (2006) for an in-depth discussion of how additional information can help better identify the latent states. Notice however that, in principle, if the econometrician's model is such that max |eig(A − BD −1 Γ)| ≤ 1, then the current and past values of the observables Y t are sufficient statistics for the recovery of the states and adding new variables will not add any additional information.
It is clear that, if the econometrician's model has measurement error or does not respect the poor man's invertibility condition, then the finding that some nonmodel variables Granger-cause the estimated (but surely mismeasured) states of the model is not clearly interpretable. It could be due to the fact that the "true" states are actually non-exogenous, but it could also be the mismeasurement in the states that determines the Granger-causality. In order to avoid this confusion, we work exclusively with models that do not have measurement error 4 and that respect the Since these three types of misspecification can be all represented in the same way (both higher order terms and anticipated shocks can be represented as additional variables in the state vector), finding Granger-causality does not guide us in determining which of the three types of misspecifications we are dealing with. There is no 4 This is quite common in the DSGE literature, e.g. Smets and Wouters (2007) and Del Negro, Hasegawa and Schorfheide (2014). 5 A variable y t fails to Granger-cause another variable x t if y t does not help to forecast x t . The testable implication of Granger causality we test for is the following: the VAR describing x t and y t is lower triangular.
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where ε t and u t white noise, mean zero and serially uncorrelated. y t fails to Granger-cause x t if and only if the filter A(L) is lower-triangular.
obvious way to disentangle the misspecification due to omitted variables and that due to not having properly modeled anticipated shocks, because we do not know the true model. What we will be able to say is that there is misspecification and that it involves certain missing variables or missing mechanisms, and we can speculate exactly what is missing. For example, forward-looking variables such as the stock price might Granger-cause real variables because they capture anticipated information on real shocks, while finding evidence of money Granger-causing technology as in Evans (1992) is rather an indication that some crucial economic mechanism has not been modeled properly. Investigating Granger-causality can help us uncover what the sort of mechanisms the shocks are proxying.
Evans (1992) exploited this link between misspecification and Granger-causality
to study the empirical validity of RBC models. Running bivariate Granger-causality tests between the productivity shock in a RBC model and a number of key US macroeconomic variables, Evans found strong evidence that productivity shocks were not exogenous with respect to money, interest rates and government spending.
Similar results were found for the U.K. by Holland and Scott (1998) . Basing the analysis on bivariate Granger-causality tests, however, leaves out completely the possibility of joint dynamics: this could potentially give rise to false-positives in the search for misspecification. For example, in models with more than one shock, it might be the case that letting the shocks interact dynamically among each other reduces amount of Granger-causality found with respect to non-modeled variables. 
The Methodology
The gist of the methodology is to model the states of the DSGE model and auxiliary variables jointly as a Bayesian vector autoregression (BVAR). We define our prior for the BVAR based on the belief that the model is well-specified. We then optimally determine tightness for the DSGE priors on their own dynamics and on the zerorestrictions on the auxiliary variables. We then obtain a posterior distribution for the parameters and can then verify which coefficients (or sets of coefficients) are significantly different from zero, that is which auxiliary variables Granger-cause the states of the DSGE model.
The solution of a linear or linearized rational expectations model has the following representation for Y t in the state space form
where s t is an n × 1 vector of unobserved state variables, Y t is a k × 1 vector of variables observed by an econometrician, and ε t is an m×1 vector of economic shocks impinging on the states, such as shocks to preferences, technologies, and agents' I am interested in linking the model to a large set of variables, which are commonly available to policy institutions and market participants alike, e.g. industrial production or the flow of funds. Let us consider a panel of additional variables that carry information on current economic conditions. We define by X t = (x 1,t , ..., x N,t ) ′ the vector of these auxiliary variables. We can model the link between the DSGE and the set of auxiliary variables X t as a VAR of order p, in which the states of the DSGE model enter as exogenous variables. Indeed, if the model is well specified, the states must be exogenous with respect to the auxiliary variables, but it is natural to think that the shocks of the model are driving also the variables that are not explicitly modelled in the DSGE.
We estimate the BVARX(p) using Bayesian techniques. In brief, we estimate this model using Bayesian methods, based on a modified Litterman prior, i.e. we impose the following moments for the prior distribution of the coefficients: If model (4) is not misspecified, then it should be sufficient to represent the data accurately and the auxiliary variables X t should not Granger-cause the exogenous driving forces of the model. Consider stacking equations (4) and (5) into the following model:
whereX
] and the coefficient matrices are defined accordingly. θ can be chosen to be the posterior mode or a draw from the posterior distribution.
The key idea is to use this model as a prior for the joint time series model of
We follow Sims (2008) and postulate that, conditional on θ, ( M , N ) have a distribution centered around ( M * (θ) , N * (θ) ). We can express these beliefs with a set of dummy observations. We will focus on three types of priors in particular. In the first two types, the j-th observation consists of a pair w j 1 and w j 0 of current and lagged values for the w t vector. This pair, combined, gives rise to a term in the log prior density as if w j 1 were an observation on a N(M * (θ)w j 0 , N * (θ)N * ′ (θ)). With a Type 1 prior we want to impose the belief that M is close to M * (θ), i.e. that w j 1 = λ j M * (θ)w j 0 .
There are more ways to specify w j 1 and w j 0 for Type 1 prior; we choose the following. Let QT Q ′ = M * (θ) be the Schur decomposition of M * (θ): then we define w j 1 = QT .j and w j 0 = Q .j , where, for example, T .j is the j-th column of T . This sort of prior enforces belief (9) . λ j is a scaling factor that governs the tightness of the prior, as discussed in more detail below. The dummy observations for Type 2 prior are chosen to impose the belief that NN ′ is close to N * N * ′ and are of the form w j 1 = N * (θ)e j and w j 0 = 0, where e j is a vector containing all zeros but a one in the j-th position. Type 1 and 2 dummy observations are particularly convenient, because they lead to a conjugate prior. Since they yield terms in the log likelihood that are of the same form as the pdf of w t in the sample period, Type 1 and 2 dummy observations can, in principal, simply be added to the actual data when estimating the likelihood and there exists an analytical solution for the problem of maximizing the posterior density or the marginal data density when selecting the tightness. Type 1 priors can also be tightened or loosened by scaling up or down the size of w j 1 and w j 0 (using the scaling factor λ j ), with larger dummy observations implying greater precision of beliefs. An interesting aspect of Type 1 dummy observations is that they make it possible to assign different weight to different dummies and therefore impose different elements of the prior with different tightness. Here I allow for two different scaling factors, one associated to the prior that A 11 is close to A * (λ 1 ) and one associated with the prior that A 12 is close to 0 (λ 2 ). λ 1 → ∞ and λ 2 → ∞ imposes the DSGE prior exactly, such that the dynamics of w t implied by priors (12) will coincide with that implied by the DSGE model (7), while λ 1 → 0 and λ 2 → 0 gives rise to an uninformative prior. It is also possible to experiment with various combinations of λ 1 and λ 2 , including the Curdia and Reis (2012) style experiment, in which we loosen the dynamics among the shocks while leaving λ 2 very tight.
The precision of prior beliefs about the connection of M and N with M * (θ) and N * (θ) can be controlled in different ways depending on the type of prior. For each of the two types, the repetition of the dummy observations will tighten the prior.
Once we have selected the tightness of λ 1 and λ 2 , we can obtain the posterior distribution for M via Gibbs sampling and then verify for which coefficients in A 21 the 90% credible set does not include zero 7 . We can also measure how relevant the impact of the missing channels is in the dynamics of the model's driving processes, for example by analysing a forecast error variance decomposition (FEVD) and verifying how much weight is given to other variables. We then assume that the econometrician estimates a prototypical new-Keynesian model, such as the one in An and Schorfheide (2007) , which is characterized by the following log-linearized equations.
Deviations of output from its steady state are denoted by y, π is inflation and r is the interest rate, while z t , g t and mp t are, respectively, the technology shock, the government spending shock and the monetary policy shock. The shocks are assumed to be AR(1) processes. This model uses data on GDP growth, inflation and the interest rate to estimate the history of the shocks driving the model, so part of the data generated by our DGP is unused. I treat the data on consumption growth, investment growth, real wage growth, employment, the unemployment rate and the spread as the auxiliary variables X t in our methodology. To these I add a completely uninformative series (an AR(1) process), to make sure the methodology can correctly distinguish between relevant and irrelevant additional information.
I estimate a BVARX as (5) on these variables, imposing a lag length of p = 1 and selecting the tightness of the prior by maximising the marginal data density, following the methodology proposed in Giannone, Lenza and Primiceri (2015) 8 .
I draw from the posterior distribution for the GSW with financial frictions and generate data from the model implied by those parameters. I then use the econometrician's model (10) to filter the simulated data for GDP growth, inflation and the interest rate and produce some estimates of the shock processes s t = [z ′ t b ′ t mp ′ t ] ′ . I then stack these with the auxiliary variables X t and estimate a VAR for:
As described in the previous section, the priors used for estimating the BVAR are centered on the belief that the model is well-specified, i.e. that A 11 = A * (θ) and
A 12 = 0. We use two different scaling factors, λ 1 and λ 2 , for these priors and select them by choosing the values that maximize the marginal likelihood of model (11).
The Simulation Results
The first way of assessing whether there is misspecification is to look at the forecast error variance decomposition (FEVD) of the econometrician's model's shocks in (11) . For each Monte Carlo replication I compute, for the mean of the posterior distribution of M in model (11) , how much of the long-run (30 quarters) variance of each shock is explained by its own dynamics, by other shocks, and by the auxiliary variables. If the model were well specified, then the auxiliary variables and the other shocks should not contribute at all to the FEVD. We know however that the econometrician's model is misspecified along several dimensions, so, unsurprisingly, I find that other variables will contribute a lotto the FEVD. Table 1 intratemporally, for households and firms. The government spending shock, which in the econometrician's model is a sort of catch-all for various demand shocks, is also affected by labour market variables and consumption growth. Finally notice that virtually no contribution to the FEVD of any of the shocks comes from the spurious AR process we had added.
For each of the 2000 Monte Carlo replications, it is possible to study the posterior distribution of the coefficients in the matrix A 12 of model (11) and ask whether its 90% credible set contains zero. Finding that it does not, is suggestive of nonexogeneity of the shocks with respect to the auxiliary variables in question. For example, Figure 4 .2 reports, for a sample replication, the posterior distribution of the coefficients in the row of the A 12 matrix that impinge on g t . In line with the FEVD, it is clear that both investment and labour market variables are not exogenous to this shock. Figure 4 : Distribution of the coefficients of the row in the A 12 block of matrix M that load the auxiliary variables in the title of each subplot onto the government spending shock g t and their 90% credible set. Under the DSGE prior these coefficients are zero.
The Application
• neutral technology shock: a t = ∆ln(A t ) = (1 − ρ a )γ + ρ a a t−1 + ε a t • price mark-up shock:
• monetary policy shock: r t = ρ r r t−1 + ε r t • labor supply shock:
I then link the model to the variables in Table 2 , i.e. some of the main macro variables followed by the markets and economic research institutions like the NBER. in table 2 . Let X t denote the 20 × 1 vector of the auxiliary variables. I estimate the following VAR(1) for X t :
whereŝ t are the estimated states of the DSGE model. The estimation of the BVAR is performed as described above. In this way we obtain Π * 1 and Γ * , which I will use as a prior for the joint model. 
We postulate that ( M , N ) have a distribution centered around ( M * (θ) , N * (θ) ),
where
As mentioned in the previous section, we implement the prior using the method of generalized dummy observations developed by Sims (2008) and, in particular, we use Type 1 and 2 priors only. The tightness of the prior is governed with a scaling parameter. In particular, we will allow the parameter governing the tightness of the prior on the first n w columns of M, denoted by λ 1 to differ from the tightness parameter for the other columns of M, denoted by λ 2 . In practice, with respect to w t , the parameter λ 1 governs the tightness of the priors coming from the DSGE model, while λ 2 is the tightness parameters for the zero-restrictions on the coefficients that determine the impact of the auxiliary variables on the states of the model. I determine the values of λ 1 and λ 2 that maximize the marginal data density and find that these values push the model away from the prior that the GSW shocks are exogenous to the auxiliary variables. Therefore I measure how much of the variance of the model's shocks' is explained by other shocks and the auxiliary variables, that is a forecast error variance decomposition (FEVD), for example evaluated at the posterior mode. Table 3 reports the FEVD at a 30 quarters horizon. This table highlights that despite the richness of the model's dynamics, the auxiliary variables contribute to the total variability of the model's driving process. In the case of the investment specific shock q t the auxiliary variables determine up to 12% of the shock's variance.
Focussing on the investment specific shock, I can pitch into the lively debate regarding the importance of investment shocks in driving the business cycle and Figure 5 : Distribution of the coefficients of the row in the A 12 block of matrix M that load the auxiliary variables in the title of each subplot onto the investment specific shock q t and their 90% credible set. Under the DSGE prior these coefficients are zero. For example, I find support for Justiano, Primiceri and Tambalotti's (2010) claim that the investment shock is a proxy for the overall health of the financial system. values in GSW (2012): β = (0.31/100 + 1) −1 , Ψ = 3.96, α = 0.17, M p = 1.74, M w = 1.22, ζ p = 10, ρ chi = 0.99, and cgy = 0.69.
The priors and posterior modes and means of the estimated parameters are reported in the following 
