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4. 
INTRODUCTION 
MEMO-PROGES est une "méthode modu l aire de programmation 
pour l'informati que de gestion". (1) 
Elle distingue deux clas ses de modu le s programmés : l es 
"fonctions i nte rmé di aires II et les "fonctions terminal es 11 • LI in terface 
entre deux fonctions (ensemble des données communiquées d ' un module 
à l I autre) forme un "fichier virtuel 11 • 
Les fonctio ns intermédiaires, définies sur les f ichiers 
virtuels, sont décrites au moyen du "Langage de Description de 
Fonctions" (LOF). Ce langage comprend : 
- une clause de déclaration de fonction, 
- des clauses de déclaration des structures de données dan s l es 
fichiers virtuels, 
- des instructions d'accès aux fichiers virtuels (lesque ll es seront 
traduites sous la forme d'instructions de communication entre 
modules), 
- des primitives de structuration des traitements 
sections et quantificateurs de traitements, 
- une fonction de copie implicite des données. 
titres de 
Un tel langage est iricomplet. Un texte LDF :doit donc 
contenir, notamment pour la programmation des opérations sur les 
données, des "séquences termina 1 es II rédigées dans 'un autre langage . 
Ce "langage terminal II sera, au stade de l'analyse, un pseudo-code 
quelconque et, au stade suivant, un langage de programmation. Les 
séquences terminales pourront également contenir des instruc tions 
du "Langage de Contrôle Modulaire" (LCM) pour la manipulation des 
mécanismes de contrôle standardisés du système de prog rammati on · 
MEMO-PROGES. 
Muni de quelques extensions, le LCM pourra égal eme nt 
être utilisé dans la rédaction des autres modules itéra tifs -
principal ement les fonctions terminales d'accès aux fichiers 
réels - requis pour la réalisation d'une unité de traitement 
exécutable. 
5 . 
Les éléments du LCM doivent être considérés comme 
formant une extension du langage terminal, et comme appa r tenant 
à celui-ci. 
Nous présentons ici la réalisation d'une prem1ere 
version d'un compilateur du langage LCM-étendu, produisan t 
un texte objet en COBOL, lequel devra ensuite être compilé 
par le compilateur COBOL de l'installation. 
Le langage COBOL retenu pour le texte objet est 
entièrement conforme à la norme ANS-COBOL 1974 et accepté par 
le compilateur COBOL du DEC System-20. Le pré-compilateur 
LCM est lui-même rédigé dans le même langage COBOL. Seuls, les 
modules terminaux d'accès aux fichiers du compilateur utilisent 
des éléments particuliers à la version DEC du langage COBOL. 
6 . 
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CHAPITRE I Le langage LCM 
A. Définitions syntaxiques 
B. Compatibilité syntaxique avec COBOL 
C. Spécifications détaillées. 
·' 
1 
L 
8. 
Chapitre I Le langage 11 LCM" 
Le langage LCM-étendu - 11 Langage de contrôle modul a-ire 11 (2) 
est ici présen t é dans une syntaxe adaptée , perme ttant son insertion 
dans un texte COBOL. Le lecteur est supposé posséder les rudiments 
du langage COBOL. 
A. Définitions syntaxiques 
1. Slmbol es_atomigues 
Dans le texte d'un programme , les éléments suivants sont 
sensés constituer des symboles atomiques, indécomposables : 
les mots, les littéraux, les entiers, les signes spéciaux. 
Les mots, littéraux, entiers, peuvent être coupés, s'étendre 
sur plusieurs lignes conformément aux règles du langage COBOL. 
a. Signes spéciaux 
LCM utilise les signes spéciaux suivants 
- le caractère 11 espace 11 • 
- les caractères 11 = 11 , 11 (_ 11 , 11 ) 11 , 11 à 11 • 
les signes de ponctuation du langage COBOL 
Il Il Il Il 11. Il 
. ' ' , ' . 
Règles de ponctuation : les signes de ponctuati on 11 ; 11 
et 11 , 11 , comme en COBOL, n'ont aucune . valeur sémantique. 
Ils sont toujours facultatifs et interchangeables. 
Chaque fois qu'un point apparaît dans une définition 
syntaxique, sa présence est obligatoire dans le texte. 
b. Littéraux 
Un littéral est un littéral COBOL alphanumérique, c'est-à-dire 
une chaîne de un à 120 caractères quelconques, comprise entre 
guillemets ( 11 ). 
c. Entiers 
Un entier est un entier COBOL, c'est-à-dire une chaîne 
de 1 à 18 chiffres décimaux, non signés et de valeur 
strictement positive. 
! 
d. Mots 
Un mot est un mot COBOL valide, c'est-à-dire : 
- une chaîne de un à 30 caractères. 
- choisis parmi les suivants : les lettres 11 A11 à 11 Z11 
les chiffres 11 0 11 à 11 911 
le tiret 11 - 11 
contenant au moins une lettre en position quelconque 
9 . 
- dont le premier et le dernier caractère ne sont pas un tiret. 
2. Classes de mots 
Trois classes de mots sont ·définies en LCM les mots cl és , 
les noms de catalogue et les identificateurs. 
a. Mots clés 
Les mots clés sont des mots définis par la syntaxe elle-même 
du langage; ils permettent la reconnaissance syntaxique des 
phrases du langage. 
b. Identificateurs 
Un identificateur est un mot défini par le programmeur pour 
désigner une réalisation d'objet dans le prog0amme. Un 
identificateur doit être un mot COBOL valide, qui peut être 
. 
quali f ié, indexé , ou indicé. 
c. Noms de catalogue -
Un nom de catalogue est un mot défini par le programmeur 
pour identifier une description de type d1objet enregistrée 
dans les catalogues du système 11 MEMO-PROGES 11 • 
Tout nom de catalogue doit être univoque, désigner une 
seule description dans l 1ensemble de toutes les descriptions 
cataloguées dans le système. 
d. Règles d'emploi 
Un mot clé ne peut , dans le texte du programme, figurer 
qu'aux endroits oü le montrent les définitions syntaxiques. 
L'en semble des iden tif icateurs déclarés dans un 
.programme (que leur décl arat ion soit faite par une 
clause LCM ou COBOL) et le sous-ensemble des noms de 
catalogue référencés doivent être disjoints. 
L'innobservance de ce tte règle pourrait rendre impossible 
la prog rammation de références univoques. 
3. Constructions mixtes 
La défini ti on syntaxique du LCM fait appel à' trois 
concepts : séquence, pseudoséquence et référence, qui sont 
des constructions contenant à la fois des éléments du langage 
LCM et des éléments du langage terminal COBOL. Ces 
constructions ne sont que partiell ement analysées par le 
précompilateur LCM. 
a. Séquences 
Une séquence est une suite d'instructions, pouvant contenir 
des étiquettes de paragraphes COBOL. 
Les traitements programmes à l'intérieur d'une séquence 
10. 
sont exécutés dans l'ordre où ils sont rédigés . La succession 
chronologique des séquences est réglée par les mécanismes 
du contrôle dynamique de la méthode MEMO-PROGES . Il 
existe différents types de séquences : 
- séquences terminales : 
= séquencespouvant contenir : - toute procédure COBOL 
- toute instruction et tout 
test LCM. 
- séquences terminales à restriction : 
= séquencesne pouvant contenir aucune instruction de 
communication entre modules (instructions à OPEN,à ICALL, 
à CLOSE) 
Règle : Une séquence ne peut contenir aucune instruction de 
branchement ( GO ou PERFORM) sur une procédure située 
en dehors d'elle. 
Exception : Dans toute séquence, une instruction PERFORM 
peut citer une procédure située dans la section à SUBPARTS. 
(L'observance de cette règle n'est pas vérifiée par le 
pré-compilateur LCM, puisque celui -ci n'analyse pas 
l'instruction PERFORM du langage COBOL. Elle n'est pas non 
plus vérifiée par le ·compilateur COBOL, celui-ci ne 
connaissant pas le concept de séquence). 
b. Pseudo-séque nces 
11. 
:Nous appelons :p.se.udo-:s.éque nce une partie de programme possédant 
la syntaxe d'une séquence terminale, mais non pas sa sémantique 
1 '-exécution d'une pseudo-séquence est commandée par les 
mécanismes propres au langage COBOL plutôt que par les méca-
nismes de contrôle .du .s_y.stème "MEMO-PROGES". 
c. Références 
Une référence e.s t .une référence COBOL valide à une donnée. 
11 s'agit d'un identificateur .simple, qualifié, indicé , ou 
indexé. 
(Le précompi l :a-teur LCM n 1:ana lysant pas la DATA DIVISION du 
programme COBOL ne peut vérifier la validité des références. 
Cette vérification est différée jusqu'à ·1a compilation COBOL). 
4 .. T,yQes_de_:phrases 
Les plus petit-es :constr.u.ctions .significatives dans le LCM 
sont .appelées "phrases 11 • On .di:sti ngue différents types de 
phrases ·: 1 es déclarations, titres, instructions, tests et 
noms de variables. _ 
.a. Déclarations 
L-es déclarations LCM permettent de copier dans le texte du 
prograrrnne la description d'une structure de données enregistrée 
rlans les catalogues .du .système MEMO-PROGES. Le système de 
catalogues n'étant -pas .actuellement réalisé, la version du · 
lCM présentée ici ne comporte -pas ces déclarations. 
b. Titres 
Un certain nombre de titres sont prévus dans le texte d'un 
programme COBOL/LCM. Ils définissent la structure du programme 
-en ·1e .découpant -en .segments Et permettent la gestion implicite 
de la dynamique correspondant A cette structure. 
Les règles syntaxiques des titres COBOL sont ap plicables : 
- le premi er mot doit commencer en zone A de la ligne COBOL; 
les autres mots doivent figurer en zone B de la ligne; 
un titre doit se terminer par le séparateu r 11 • 11 • 
- un titre ne peut s'étendre sur plusieurs lignes. 
- une ligne comportant un titre ne peut contenir aucun autre 
texte. 
c. Instructions 
Une instruction est une phra~e prescrivant une opération. 
Une instruction doit figurer en PROCEDURE DIVI SION à tout 
endroit de la zone B de la ligne. Toute phrase COBOL dans la 
procédure division peut contenir à la fois des instructions 
(propositions) COBOL et des instructions LCM. 
d. Tests 
En COBOL, une conditions est une combinaison de tests 
introduite par une des conjonctions IF, UNTIL, WHEN 
COBOL fournit différents types de tests. 
Le LCM propose un nouveau type de tests portant sur la valeur 
de certains indicateurs de contrôle du système MEMO-PROGES. 
Une instruction COBOL introduite par IF ou UNTIL ne peut 
entre autre tests contenir des tests LCM. 
e. Noms de variables 
1 2 • 
Certaines variables, accessibles aux instructions (particuliè-
rement les instructions COBOL) sont implicitement déclarées 
dans tout programme COBOL-LCM. Elles sont définies par des mots 
cl~s du langage. (Ces variables sont assimilabl es aux registres 
spéciaux COBOL) . 
. 5. Structures_dans_les_Qhrases_LCM 
La définition des phrases du LCM fait appel à quatre types 
de structures : séquentielle, alternative, facultative et itérative . 
Les structures permettent de définir des relations 
"précédent-sui Vél,nt 11 pour 1 es symbo 1 es atomiques d I une phrase. 
13. 
a. Structure séquenti elle 
La structure séquentiell e définit la relation "un précédent -
un suivant" pour deux symbol es atomiques . 
- Re présentation BNF : < Str.Séq > :: = ,:< SAI > < SA2 > 
- Rep résentat ion en "graphe syntaxique" : 
<str.séq>~&e-) 
b. Structure alternative 
La structu re alternative définit la relation 
"un. précédent -
- Représentat ion BNF : <str. 
< str. alt > --c 
c. Structure facultative 
La structure facultative définit la relation 
"un précédent - un suivant facultatif". 
- Représentat ion BNF : < str. fct ·> ::= < SAI> [ < SA2> ] 
- Repré sentation en "graphe syntaxique" 
/ ~ 
< str. fct >~ l 
d. Structure itérative 
La structure itérati ve définit la relation 
"un précédent, un ou plusieurs suivants du même type". 
- Représentation BNF : < s tr. ité > :: = < SAl >. [ < SA2 > ] 
- Représentation en "graphe syntaxique" 
< str. ité >--'" ..... [---18-___._-> 
e. Constructions de phrases LCM 
Pour chaque phrase du langage , nous définissons une syntaxe 
(cfr. annexe). Cette syntaxe peut être formalisée à l'aide de 
la représentation BNF ou de la repr~sentati on en graphe 
syntaxique . Nous préfèrerons cette dernière, celle -c i 
étant plus proche du mécanisme d'analyse syntaxique. 
A chaque phase nous associons un graphe syntaxi que , 
dans l eque l les arcs repré sentent les qua tre types 
de relation précités. 
Les sommets peuvent être de trois types : 
1. Pour tout graphe, il existe un et un seul somme t 
11 entrée 11 (sommet sans précédent). Ce sommet définit 
le premier symbole atomique de la phrase. 
2. Il existe au moins un sommet "sortie" (sommet sans 
suivant). Ce sommet ne définit aucun symbole atomique 
il s'agit d'un sommet "fictif" n'ayant d'autre signifi-
cation que d'indiquer que la phrase est terminée. 
3. Il peut exister des sommets intermédiaires (ayant un 
précédent et un suivant). Parmi ceux-ci, nous distingons 
a. les sommets définissant un symbole atomique de la 
phrase. 
14. 
b. les sommets "de règle" . Ceux-ci définissent un 
sous-gra phe syntaxique ( cf. symbole métalinguistique 
dans la représentation BNF). Ceux-ci possèdent la 
même structure que les graphes syntaxiques : ils ne 
sont qu'une "abréviation" de la syntaxe. 
B. Compatibilité syntaxique avec COBOL 
1. Adaptation_syntaxigue_du _LCM 
a. Dans un texte du programme COBOL/LCM, il es t nécessaire 
. de distinguer les phrases appartenant au LCM de cell es 
qui appartiennent au l angage COBOL. En effet, ces dernières 
ne sont en principe pas examinées par le précompilateur LCM. 
A cette fin, tout premier mot d'une phrase LCM est préfi xé 
par le caractère II à11 ( qui n I est pas un caractère autorisé 
en COBOL). 
b. Une , phrase LCM, peut à l I i ns ta r des phrases COBOL, s I étendre 
sur plusieurs lignes. 
c. Des lignes de commentaire' ( 11 - 11 , ou 11 /" en colonne 7) peuvent 
figurer à tout endroit du texte. 
d. Les signes de ponctuation Il Il 
. ' 
11. Il 
' 
et 11 , 11 doivent être 
utilisés conformément aux règles du langage COBOL : un signe 
de ponctuation doit être suivi d'au moins un espace ou être 
le dernier caractère de la ligne; il peut être précédé d'un 
ou plusieurs espaces. 
2. Règles_spéciales_des_séguences_terminales_en_COBOL 
a. Aucun mot clé du LCM n'est un mot réservé pour le langage 
COBOL (seuls 1 es mots préfixés par 11à II sont réservés, mais 
ce ne sont pas des mots COBOL valides); en revanche, les 
15. 
mots réservés de COBOL peuvent être uti_lisés dans une phrase 
.LCM. Les mots créés par le précompilateur dans le texte objet 
commencent tous par une lettre suivie d'un tiret. Le programmeur 
évitera d'employer lui-même de tels mots. 
b. Afin de ne pas perturber le contrôle dynamique implicite des 
programmes, le programmeur ne peut, en guise de noms de 
procédures, définir que des noms de paragraphes; il ne pe~t 
définir aucun nom de section (exception faite pour les 
sections déclaratives - sections USE). 
c. Le texte d'un prog ramme LOF étant structuré en blocs, 
le programmeur pourrait éprouver des difficultés à localiser 
dans ces blocs certaines procédures qu' il souhai te 
exécuter par PERFORM. Il pourra placer ces procédures à 
l'intérieur de la section à SUBPARTS spécialement définie à 
cette fin. 
C. Spécifications détaillées 
16. 
Des spécifications détaillées définissant les 
catégories syntax iques, la syntaxe et 1 'utilisation du langage LCM 
sont reproduites en annexe dans un document extrait de 11 MEMO-PROGES. 
Définition des langages." 
1 7 . 
Chapitre II Princi pes et méthode s de compilation. 
A. Analyse lex icale 
B. Analyse syntaxique 
C. Analyse sémantique 
D. Production de messages 
E. Etablissement de la structure du programme 
F. Génération du texte-objet. 
~-· 
Chapitre II : Princ ipes et méthodes de compil at ion. 
La compil ation d'un programme COBO L/LCM consiste , 
â partir de celui-ci, â produire un programme-objet COBOL 
et un "listing-compilati on" . 
Con1pi la teur 
COBOL/LCM 
comp ilation 
Dans ce chapitre, nous présen terons les cinq pôles 
de réflexion qui furent les nôtres lors de 1 'él aboration du 
compilateur, â savoir : l' analyse lexi cale, l'analyse syntaxique, 
1 'analyse sémantique, la production de messages, 1 'établissement 
de la structure du programme, la généra tion du te)~te-obj et . (6)(11) 
18 . 
A. Analyse lexicale (6) (8) 
1. ê~!~-9~_} 1analyse _l ex icale_ 
·L1 analyse l exica le consis te à repérer dans le texte du 
prog ramme source les symboles atomiques.A chaque symbole 
est associé un préfixe dé~rivant sa structure syntaxique; 
les informations contenues dans ce préfixe définissent 
la catégorie syntaxique du symbole (mot-cl é , identificateur, 
littéral, entier, signe spécial, symbole invalide) et sa . 
position dans le texte source. 
19. 
Ne sont pas considérés comme symboles atomiques les séparateurs 
11 espace 11 , 11 , 11 , 11 et 11 , qui n'ont pas de signification dans un 
programme COBOL. 
2. ~ri~Sie~~_d'analy~e_lexicale 
a. Nous avons dissocié l'analyse lexicale del 'analyse 
syntaxique pour plusieurs raisons · 
b. 
- les structures lexicographique et syntaxique du 
langage ont des 11 stabilités 11 différentes · la structu re 
lexicographique est définie pour une installation donnée 
(un compilateur COBOL), la structure syntaxique est 
définie pour une "version" donnée du lang age (celui-ci 
pouvant être sujet à des modifications et des extensions). 
- la syntaxe du LCM est définie à partir de symboles atomiques 
- là dissociation de ces deux problèmes permet de mieux l~_s 
aborder. 
L'anal 
de l'a 
l I anal 
dans l 
1 ui. "r 
yseur lexical est consi.déré comme une "sous-routine" 
nalyseur syntaxique. L1 analyseur syntaxique appelle 
yseur lexical en lui demandant le symbole suivant 
e programme-source [GET-TOKEN] ; l 1 analyseur lexical 
envoie 11 un 11 TOKEN 11 ( TOKEN] (symbole et préfixe 
descri.ptif). 
Anal yseur 
lexical 
, 
11 GET -'TOKEN" 
11 TOKEN 11 ' I 
Analyseur 
svntax i aue 
Un symbole atomique pouvant être coupé et s'étendre sur 
plusieurs lignes, le module de lecture d'une ligne de tête est une 
sous routine appelée par l'analyseur lexical. 
B. Analyse syntaxique (6)( 9) 
1. Buts_de_l ' analyse_syntaxigue 
L'analyse syntaxique ne porte pas sur l e programme complet, 
mais séparément sur chaque phrase LCM rencontrée. Pour toute 
phrase, 1 'analyse comporte ·deux parties : la vérifi cation 
de l'organisation des symbo l es atomiques et du "con t exte 
syntaxique" de la phrase, c'est-à-dire à la fois sa position 
dans la ligne COBOL et dans les différentes parties ou 
segments du programme (divi sions et sections). 
On notera les particularités suivantes : 
Les phrases COBOL ne sont pas analysées; elles sont 
simplement recopiées dans le programme-objet. Toutefois, 
les titres de divisions et de sections définis par la 
norme COBOL sont analysés au même titre que les ti t res de 
sections LCM; comme eux, en effet, ils définissent dans le 
programme des segments dont la reconnaissance est nécessaire 
pour l'analyse de contexte évoquée ci-dessus. 
Le langage définit des relations obligatoires,poss i bles et 
interdites entre les différentes instructions citant un 
module ( instructions à ICALL, à OPEN, à CLOSE, â PREPARE). Les 
relations ne peuvent être vérifiées qu'une fois la 
lecture du programme-source complet achevée; 
2. Principes_d'analyse_syntaxigue (10) 
L'analyseur syntaxique est une sous-routine appelée par 
le module principal (LCMCPL) du compilateur, chaque fois 
qu'il détecte le début d'une phrase à analyser, c'est-à-dire 
soit 1 e caractère spéci a 1 11 à II précédant une phrase LCM, 
soit l e premier mot d'un titre COBOL. Le retour au module 
appelant (LCMCPL) s'effectue lorsque 1 'analyseur a détecté 
la fin de la phrase analysée et après qu'il ait provoqué 
l'exécution de tous les traitements associés à cette phrase. 
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a. Descripteurs d'analyse syntaxique 
La structu re syntaxique du langage est mémorisée dans 
un fichier contenant un ensemble de descripteurs d'analyse. 
Ces descripteurs contiennent une représentation des 
algorithmes d'analyse et de traitement des différentes 
phrases du langage. 
Nous avons préféré mémoriser les algorithmes d'analyse 
et de traitement sous forme de fichier, plutôt que sous 
forme d'algorithmes proprement dits : ce type de démarche 
nous donne, en effet, une relative indépendance vis-à-vis · 
des modifications et ~xtensions du langage. 
Pour chaque phrase du langage, nous définissons un ensemble 
de descripteurs auxquels nous accédons au moyen du premier 
symbole de la phrase. 
Nous distingons deux types de descripteurs 
"00" et les descripteurs "nn". 
Descrinteurs "00" 
------~----------
les descripteurs 
Le descripteur "00" défi.nit le contexte autori_sé pour la 
phrase (ensemble de segments pouvant la contenir) et les 
éventuels traitements particuliers à effectuer après 
l'analyse de celle-ci (pourvu que l'analyse ait reconnu la 
validité de la phrase). Ces traitements particuliers sont 
les suivants : _. 
- Pour le titre à IENTRY déclarant le programme : les 
paramètres figurant dans ce titre doivent être mémorisés 
puisque la traduction de certaines phrases s'y réfère 
( (le titre à IENTRY doit être la première phrase LCM 
rencontrée dans le programme). 
- Pour les titres LCM et COBOL , on doit vérifier qu'ils 
se rencontrent au plus une seule fois, et pour ce qui 
concerne les titres COBOL, dans l'ordre prévu par la norme 
du langage. 
- Pour les titres de sections LCM, il y a lieu de clôturer 
dans le programme-objet la section précédente et d'ouvrir 
la nouvelle. 
- Pour les instructions de communication entre modules, il y 
a· lieu de créer une table des instructions rencontrées, 
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en vue de permettre l'analyse ultérieure des rela t ions 
entre e 11 es. 
~~~~ri~!~~r~-~~~: 
2 2. 
Les descripteurs 11 nn 11 représentent l es cheminemen ts poss ibles 
dans le graphe syntaxique associé à chaque phrase du LCM . 
A chaque sommet du graphe syntaxique , nous associons un 
descripteur. 
Nous pouvons distinguer différents type s de des cripteurs : 
- les descripteurs associ és à l 1 11 entrée 11 dans un graphe 
ou un sou s~graphe 
- les descripteurs associés à la 11 sortie 11 d'u n graphe 
ou d'un sous -graphe 
des descripteurs associés à la description d 'un élément 
syntaxique 
les descripteu rs associés au branchement vers un sous-graphe . 
I. Descripteurs associés à l'entrée dans un graphe ou da ns 
un sous-graphe. 
Un descripteur associé à l I entrée dans un graphe ou 
dans un sous-graphe est un descripteur du premier élément 
syntaxique de la phrase ou de la 11 règle 11 et est numéro té 
11 {ill 11 • Il a la même structure qu'un descripteur associé 
à la description d'un élément syntaxique. 
II. Descripteurs associés à la sortie d'un graphe ou d'un 
sous-graphe . 
Les descripteurs associés à la sortie d'un graphe ou d'un 
sous-grap he sont purement 11 fictifs 11 • Le dernier sommet 
(
11 fictif 11 ) du graphe est seulement référencé par les autres 
descripteurs. 
L 
Ce descri pteur porte le numéro 11 99 11 s'il s'agit de la 
sortie normale du graphe (sortie sans erreur), le numéro 
11 98 11 s'il s'agit de la so rtie normale d'un sous-g1~aphe. 
La sorti e d'un graphe ou d'un sous -graphe sera numérotée 
11 0011 s'il s'agit d'u ne sortie 11 erreur 11 • 
III. Descripteurs associés à la description d'un élément 
syntaxique . 
Les descripteurs associés à la descr iption d'un élément 
syntaxique contiennent les informati ons suivantes : 
1. La description du symbole atomique attendu : sa 
catégorie syntaxique, sa valeur s'il s'agit d'un 
mot clé, le séparateur, le suivant ( 11 ; 11 ou 11 , 11 ) 
2. Les traitements 11 0K 11 et 11 K0 11 
Les traitements 11 0K 11 et 11 K0 11 sont effectués selon que 
le symbole ana lysé répond ou non à la description 
du symbole atomique. 
Le traitement 11 0K 11 s'accompagne de la lecture du 
syinbole suivant. 
- · lire symbole 
lire descripteur 
symbole conforme ?i--~N----~ 
y 
· traitemen t 11 0K 11 . traitement 11 K0 11 
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Les traitements 11 0K 11 et 11 K0 11 permettent 
- d'envoyer un message d'erreur ou d'avertissement 
- de stoker dans une table - la table des formes internes -
le symbole analysé ou un texte fourni par le descripteur 
lui -même. 
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- d'identifie r le descripteur suivant (pointeur): descripteur 
contenant la description de 1 'élément syntaxique suivant, 
descripteur de 11 sortie 11 ou descripteur de bra nchement vers 
un sous -graphe. 
Représentation d'un descripteur 
< SA> OK 
Description 1 1 
1 
. t\ d d . t . t po1n e~rs vers e escr1p eur su1van 
' 'traitement KO 
du symbole atom. Traitement OK 
Représentation des structures syntaxiques par des descripteurs 
-8-8 
(_r---<-S-Al->----.-----.--~---KO-....---, 
- structure séquentielle 
ERREUR 
- structure alternati-ve 
L <SAl> OK KO 
<SA2> 
1 
OK KO 
: 1 
•~ ERREUR 
<SA3> . 1 - ----
------
- structure facultativ e J:el-e 
< SAl > OK 
1 
-
-------
< SA2> 
-------
- structure itérative 
d < SAl > OK KO 
< SA2 > 
IV. Descripteurs associés au branchement vers un sous-graphe 
Les sous-graphes peuvent contenir les mêmes descripteurs que les 
graphes .syntaxiques, à l'exception des descripteurs 00. 
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Les descripteurs associés au branchement vers un sous-graphe comprennent 
les informations suivantes : 
l'identification du sous-graphe dans lequel se poursuivra le chem~nement 
- le pointeur vers l e descripteur à considérer après le cheminement dans 
le sous-graphe. 
Représentation d'~n descripteur associé au branchement vers un 
sous-graphe . 
Pointeur vers le descripteur 
suivant dans le graphe . 
Il convi en t de remarquer que le sous-graphe est une rout i ne fermée 
retournant toujours au graphe appelant. 
b. Production de formes internes 
A cha~ue phrase LCM, nous associons une table des formes internes. 
Cette table constitue l'interface ·entre l'analyseur syntaxique 
(qui la crée) et le générateur de texte objet (qui la consulte). 
Elle contient 
- soit dans une entête les informations •nécessaires au traitemen t 
de la phrase (contenues dans le descripteur 00) 
- soit la mémorisation de certains symboles ou groupes de symboles 
rencontrés dans la phrase analysée, de certains textes définis 
dans les descripteurs. 
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La table des formes internes est construite comme un ensemble de listes 
chaînées : A chaque liste correspond une forme interne. 
La liste "00" contient le descripteur syntaxique "00". 
Les listes "nn" contiennent un ou plusieurs symboles formant un tout 
cohérent pour le générateur de texte-objet. 
/ 
Exemple soit l'instruction : à ICALL MODULE-NAME (ARGl OF ARTl, 
ARG2 OF ART2 (INDICE) ) 
Les forme s internes correspondantes seront 
forme interne 00- ~1 des cr. synt. 001 
forme interne 01---ll"I MODULE-NAME 1 
forme interne 02 o --c-~§+l ARTll 
forme interne 03~ ;,§~8~{I] 
Ces listes sont irritialement vides (c'est-à-dire au début de 
l'analyse de la phrase). 
La primitive d'insertion du producteur de formes i nternes est 
INSERT-NEXT (numéro de forme interne) 
Les primitives d'obtention du générateur de texte objet sont 
OBTAIN-FIRST (numéro de forme interne) 
OBTAIN-NEXT (numéro de forme interne) 
C. Analyse sémantique 
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La version actuelle du compilateur ne comporte aucu ne vérification 
sémantique dans le programme-source. 
Celle-ci consisterait à vérifier la cohérence entre données 
déclarées en DATA DIVISION et leur emploi en PROCEDURE DIVISION. Cette 
vérification demanderait l'analyse de la DATA DIVISION et la manipulation 
d'une table des symboles. 
D'autre part, cette vérification est effectuée par le compilateur 
COBOL car le programme-objet conserve les références présentes dans le 
programme-source. 
Le comp ilateur devrait aussi vérifier si la valeur de nombres entiers 
est comprise dans un ensemble de valeurs permises (instructi on à INDIC 
(< subscript >) : où la valeur de <subscript> doit être comprise entre 
1 et 120. Cette vérification n 1est pas effectuée : elle den1a nderait 
la mise en place d'algorithmes spéciaux.Pou r ces cas, le comp ilateur 
se contente de produire un message d'avertissement demandant au 
programme ur d 1effectuer la vérification lui-même . 
D. Production de messages 
Un message à destination du programmeur peut être produit lors 
del 'analyse syntaxique ou lexicale. 
Nous distingons deux types de messages : 
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- les messages d 1 erreursfatales:lorsqu 1 une erreur est détectée,le compilateu1 
cesse toute génération du programme-objet. Il continue néanmoins 
1 1 anal yse sy~taxique des phrases, mais n'effectue plus entièrement 
leur analyse de contexte . 
- les n~ssages d 1 avertissement : ils sont produits uniquement à titre 
d 1 avertissement , et n'affectent en rien la généra tion du programme -objet. 
Mécanisme_de_production_des _messages 
Le fait d 1 associer un message à un événement peut être mémorisé 
de deux façons différentes : 
- soit dans le programme du compilateur 
- soit dans un descripteur d 1 analyse syntaxique. 
Lorsqu'une erreur est détectée, il s'agit de faciliter au maximum 
la détection et la compréhens ion de celle-ci par le programmeu r. 
Lors de la détection d'une erreur, nous créons une paire de données 
(numéro de message d'erreur, symbole du programme-source erroné). 
Le numéro de message d'erreur permet de distinguer les erreurs fatales des 
avertissements et sert de clé d 1 accès dans un fichier contenant une explication 
cursive del 1 erreur. 
De plus, la structure de 1 'édition de ces messages est telle que dans le 
listing de contrôle de la compilation, le message d'erreur suit directemen t 
la ligne source erronée. 
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Exemple ~ RESSET STATUS 
x FATAL x MOTCLE LCM INCONNU RESSET 
type explication cursive symbole erroné 
E.Etablissement de la structure du programme 
1. Structure_des_programmes_source_et_objet 
Un programme source COBOL/LCM possède une structure don t 
dérive directement la structure du programme - objet.En effet, 
programme-source et programme-objet sont un ensemble de 
11 segments 11 • 1 Un 11 segment 11 est défini par la présence d'un 
titre dans le texte : 
- les titres de sections et de divisions COBOL dans l 1 ordre 
- les titres de sections LCM (dans la PROCEDURE DIVISION) 
dans un ordre quelconque. 
De pl us, : un programme COBOL/LCM, comme tout programme COBOL 
ne peut contenir qu'un seul segment d_e chaque type. 
Sur cette structure, dans le programme~objet, se greffent 
les éléments du contrôle dynamique des programmes du système 
MEMO-PROGES : 
- l'algorithme de contrôle de l'itération dans le programme 
(U-LCM) 
- l'initialisation et clôture implicite des modules appelés. 
(U-ICALL SECTION). 
PROGRAMME-SOURCE 
IDENTIFICATION DIVISION ( b) 
àIENTRY (c) 
ENVIRONMENT DIVISION (b) 
DATA DIVISION (b) 
FILE SECTION (a) 
PRO GRAMME-OBJET 
IDENTIFICATION DIVISION (c) 
PROGRAMME-ID ... (c) 
ENVIRONMENT-DIVISION (c) 
DATA DIVISION (c) 
FILE SECTION ( a) 
WORKING-STORAGE SECTION ( a ) WORKING-STORAGE SECTION (c) 
COPY U-INT. (1) 
LINKAGE SECTION (c) LINKAGE SECTION (c) 
COPY U-EXT. (2) 
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PROCEDURE DIVISION 
DECLARATIVES 
(b) PROCEDURE DIVISION USING U-EXT ... (c ) (3) 
(a) DECLARATIVES (a) 
END DECLARATIVES 
àCORPUS SECTION 
àCONSTANT SECTION 
àFIRST SECTION 
àLAST SEC TION 
à I NIT SECTION 
àTERM SECTION 
àPARAM SECTION 
(a ) facultatif 
(a ) END DECLARATIVES (a) 
COPY U-LCM (4)(c) 
(c) Li - CO RP US SECTION (c) 
(a) Li -CONSTANT SECTION (c) 
(a) U-FIRST SECTION (c) 
(a) U- LAST SECTION (c) 
(a) U-I NIT SECTION (c) 
(a) U-TERM SECTION (c) 
(a) U-IC ALL SECTION (5) 
(b) facultatif mais message d'avertissement 
(c) obl ig atoire 
(1) indicat eurs l ocau x du contrôl e del I it érat ion 
(2) indica teurs globaux du contrôle de 1 'itération 
(3) défini tion del 'in terface 
(4) Algo r i thme du contrôle del 'itération 
(5) initialisation et clôture i mp licite des modul es appelés. 
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2. Elaboration_d 1une_structure_à_partir_d 1un_programme_COBOL-LCM_ 
La structure d 1un programme-objet est élaborée sur base 
- des titres COBOL et LCM 
- des instructions 11 OPEN 11 , 11 ICALL 11 , "CLOSE", 11 PREPARE 11 
rencontrées dans le programme-source. 
- Ceux-ci sont détectés et mémorisés lors de 1 •an a lyse syn-
taxique. 
la présence d 1un titre est mémorisée dans une table 
des segments. 
- pour les instructions 11 OPE N11 , 11 ICALL 11 , 11 CLOSE 11 , 11 PREPARE 11 , 
nous mémorisons le type d 1instruction et le nom du module 
concerné. 
- L1analyse d 1un titre CO BOL ou LCM provoque la traduction 
dans un segmerit donné : 
nous consid ~rons le programme-o bjet comme un ensemble de 
segments initialement vides. Le mécagisme de génération du 
texte-objet se charg era de remplir de manière adéquate ces 
différents segments. 
Après avoir terminé 1 'a na lyse du texte source nous effectuons 
les vérifications nécessaires dans ces deux tables et générons 
- les titres obligatoires dans le programme-objet non 
rencontrés dans le program me -source. 
- les initialisations· et clôture implicites des modules 
appelés. 
F. Génération du texte-objet 
Le lang age LCM définit pour chaque phrase sa traduction en 
COBOL. La traduction de la phrase peut se faire "sur place 11 
suite à l •analyse de celle-ci et de celles qui la précèdent. 
Nous devons être à même de générer sa traduction. Le générateur 
peut être consid éré comme une 11 sous-routine 11 de l 1analyse ur 
syntaxique. 
Analyseur 
syntaxique 
"TRADUIRE < instr>" Gé né r ateur 
du P . 0. 
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Ainsi ch aque phra se est l'origine d'une ou plusieurs lignes COBOL 
dans le programme-objet. 
La production d'une ligne COBOL nécessite certaines informations 
- un prototype de tradu c tion de la ligne à générer 
- la localisati on de la ligne dans le programme objet. 
1. Prototxee_d e _traduction 
Le prototype de traduction contient le texte qui sera la 
traduction de la phrase LCM et des références à des symboles 
rencontrés dans la phrase à traduire ou dan s une phrase 
précédemment analysée . La génération d'une ligne COBOL 
consistera à recopier le texte en remplaçant les références 
à des symboles rencontrés par les symboles eux-mêmes. 
Les symboles rencontrés dans la phrase proviendront de la 
table des formes internes. Les symboles rencontrés dans une 
phrase déjà analysée proviendront de la table des 
"paramètres actuels". 
La production d'une ligne COBOL peut être ·conditio nnelle à 
l'absence ou à la présence de certaines références. 
2. Localisation_de_la_ligne_générée 
r 
Chaque ligne générée doit trouver sa place dans le programme 
obj et. Les mécanismes de génération permettent de générer une 
ligne dans - le segment courant 
- le se gment précédent 
- le segment donné. 
Ensemble de segments 
u w 1 '· ,. T r o ~ s 1 i g n e s d é j à 9 é -'==)y nerees dans ce segment. 
A chaque segme nt, nous pouvons fair e correspondre une pile : 
la primitive d'insertion d'une ligne objet es t du t ype 
"INSERT LAST (n° pile)" (Insertion dans la lign e après celles 
qui se trouvent déjà dans ce segme nt). 
Le mécanisme d'insertion dans ces différentes piles est le 
suivant : 
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Nous produisons séquentiellement toutes les lignes dans un fichier 
uniqu e et à chaque ligne nous associons un préfixe indiquant 
- la pile à laquelle elle appartient 
- son numéro d'ordre dans la pile. 
Ensuite, pour obtenir le programm e-objet définitif, nous tirons 
ce fichier appelé programme-objet provisoire avec en guise de 
clé de tri le préfixe associé à chaque ligne. 
34. 
CHAPITRE III Implémentation du compil ateur 
A. Options générales sur la programmation 
B. Structure générale du compil ateur 
C. Analyseur lexical 
D. Analyseur syntax ique 
E. Producteur du listing-compilation 
F. Générateur du programme-objet 
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Chapitre III Impl émen tation du compil ateu r 
A. Options général es sur la programmation 
1. Utilis at ion de la méthode MEMO- PROGE S 
Dans la mesure du possible, nou s avon s employé la méthode MEMO-PROGE S 
lors de l 1él aboration du compilateur. 
Nous n'employo ns pas la méthode de décompositi on , MEMO-PROGES n' ét ant 
pas conçu pour 1 'analyse d'un compilateur : en effet, celle-ci est 
développée pour des applications de type "gestion". En effet , pour 
certaines fonctions, il leur était possible de répondre à la définition 
proposée par la méthode, à savoir : 
- posséder un et un seul fichier "maître" 
- transformer un des attributs définissant 1 'état d 'un seul de ses 
fichiers d'entrée. 
Au niveau de la programma tion des fonctio ns , nous avons emp loyé la 
méthode MEMO-PROGES, à savoir : 
- 1 'utilisation d'interfaces banalisés : A chaque appe l de module, 
nous transmettons le paramè tre global U-EXT contenan t les 
indicateurs banalisés du contrôle dynamique des programmes. Lors 
de la programmation , nous avons re~arqué qu'un certain nombre 
d'informations devaient être consultées ou modifiées par un 
grand nombre de modules : un 11 COMMON--BLOC 11 contient ses 
informations et est ajouté à la liste des argume nts de 
1 'instruction à ICALL de tous les modules exceptés les modules 
terminaux (d'accès aux fichiers). 
- la gestion dynamique et des erreurs : la gestion dynamique 
comprend les déclarations de modules itératifs ( àIENTRY), la 
décompo sition en sections et 1 'instruction d'appel itératif 
( àICALL). La gestion des erreurs repose sur l'emploi des 
paramètres de contrôle banalisés. 
- les fonctions terminales spécialisées d'accès aux fichiers 
sont celles proposées par la méthode (modèles préprogrammés). 
Bref, les modules utilisés sont des modules COBOL/LCM rédigés en langage 
objet COBOL. 
2. Structure des données 
Les données transmises par les différents modules du compilateur 
sont composées d'un couple (préfixe , donnée ). 
Le préfixe définit ce rtains attributs de la donnée . 
Exemple : TO KEN 
préf i xe n° de ligne dans le programme-so urce 
longueur . en caractè res 
donnée 
3. Accès aux tables externes 
position de début (du premier caractère ) 
dans la ligne 
chaîne de caractères. 
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Le comp il ateur consulte trois t ab les externes : pour ch aque article 
de ces tables ; il existe une cl ê d'accès uni que , permettant l' accès 
direct. 
Les tabl es sont stokées dans des fichiers tri és par ordre de cl é 
croissante. En début d'exécution, l es t ab les sont chargées en mémoire 
centrale. 
Cette technique nous permet un accès plus rapide aux articles des 
fichiers, étant donné qu'ils sont relativement petits (en tout± 200 
enregistrements de 80 caractères ). D'autre part, la l ecture séquenti elle 
et la recherche en table donne une adaptab ili té plus grande vis -à-vis 
du comp ila teur COBO L par rapport aux techniques d'accès direct. 
Toute fonction de consultation d'une table externe sera composée 
de deux modules : les modules OBT XX X et RDTXXX. 
Au chargement le modu le OBTX XX appelle le module RDTXXX de lecture 
séquentielle du fichier (fonction terminale) et met les articles en 
table. 
A chaque demande d'article, le module OBTXXX reçoi t une clé d'accès , 
effectue une ·recherche en table et transmet l'article dema ndé. 
Fonction de consultation 
KEY J Î ART 
4. Conventions_pour_ la_représentation_des_ 11 diagrammes _d' a(?pel 11 (3)(4)( S) 
Un diagramme d'appel est un schéma représentant les relations entre 
différents modules. 
Les modules repr~sentan t des fonctions essentielles sont encadrés 
d'un rectangle( O ), les fonctions terminales (d'entrée/sortie) 
sont encadrées 0 
Les fi chi ers physiques sont représen tés Lu s I i 1 s sont en II i nput 11 
L/.:J s ',ils sont en 11 output 11 
Les relations 11 module-appelant - module-appelé" sont matérialisées 
par une flèche dans le sens module appelant vers module appelé. 
Nous y ajoutons le nom des arguments tr~nsmis par les modules et leur 
sens de transmission. 
Exemple Ml 
At JB 
M2 
Signification le module Ml appelle le module M2 
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le module Ml transmet en guise d'argument 
à M2 le paramètre B. 
le module M2 11 renvoie 11 l'argument A au 
module Ml. 
38. 
Le fait d ' employer l a méthode MEMO-PROGES nous amène à transmettre à 
ch aque appel l e paramètre global banalisé U-E XT comprenant 1 'indica teur 
d'appel U-SWl et 1 'i ndicateur de retour U-SW2 . 
De manière à ne pas alourdir l a représentation des diagramme s d'appel, 
nous considérons comme implicite l a transmission du paramètre U-EXT. 
Comme mentionné plus haut , l e paramètre des informatio ns globales à 
tou s les modul es ( exceptés l es modules entrée/sortie), 1 e 11 CO MMON-BLOC 11 
est aussi un argument transmis lors des appels de modul e . Nous le 
considérons égalemen t implicitement transmis pour la représenta tion 
des di agrammes d'appel. 
B. Structure généra le du compilateur 
1. Diagra~ne_des_flux_ externes 
A parti r du fich ier 11 programme-source 11 et à l 1aide des fichiers 
"Descripteurs syntaxiques", "Descripteurs obj et II et "Messages 
d1erreurs 11 , l e compi l ateur produ i t systématiquement 
"un programme-objet", un 11 listing-comp il ation11 et un 11 listing-map 11 • 
Progr. 
source 
M 
Descr. 
erreu r 
A 
Progr. 
objet 
N 
Descr. 
Stx 
A 
Listing 
compil. 
N 
Descr. 
obj et 
A 
Programme-source programme à compiler en COBOL/LCM 
Descrip teu rs des mess ages d'erreu r: fichier contenan t l es textes 
des mes sage s d'erreur 
Descripteurs s~1ntaxiques : fichiers con tenant les descripteurs 
syntax iques 
Descripteurs objet Fichi er con tenant les pro t otypes de trad uc tion 
des différentes phases LCM. 
39. 
Programme-objet Programme com~lé comportan t 
- les phrases CO BOL du programme source inchangées 
- les phrases LCM sous forme de lignes de commentaires 
- la traduction des phrases LCM en COBOL. 
Listing-compilation Listi ng du programme- source , chaq ue ligne étant 
suivie s'il y a li eu du ou des messages d'erreur 
la concernant. 
2. Décou pe_en_ph rases 
Les traitements effectués par le compilateur'peuvent se subdiviser en 
3 phases successives : 
1. Le traitement du programme source (LCMCPL) 
2. La génération de compléments (ENDCPL) 
3. Le tri du programme-objet provisoire (SRTCPL) 
Il existe des interfaces entre ces 3 phases 
provisoire 
SRTCPL 
Tables internes 
du compilateur 
40. 
3. Structure_ logigue_des_différentes_~h ases 
a. Phase I : traitement du programme -source 
Le traitement du programme source a pour but de produire un texte-objet 
provisoire et les tables internes nécessaires à la génération des 
compléments . 
Conceptuell ement, il se subdivive en quatre fonctions 
1. Analyseur lexical 
2. Analyseurs syntax iqu es 
3. Produc teur de programme -objet 
4. Rédacteur du listing compilation 
Analyseurs 
syntaxiques 
Producteur 
Progr.objet 
Progr. 
objet 
provisoire 
Rédacteur 
listing compil. 
listing 
compil. 
'--- --_/ 
b. Phase II : Générate~r de compléments 
Le générateur de compl éments examine l es tables internes constituées 
à la phasë I du compilateur et complète le programme objet provisoi re 
s1'il y a lieu. 
Conceptuellement, il se subdivise en : 
- Examen des tables internes et production de formes internes 
- Producteur de programme-obj et 
- Rédacteur du li st ing compilati qn 
Tables internes 
de compilat ion 
Examen tables 
Producteur 
progr.objet 
Progr. objet 
provisoire 
c. Phase III : Tri du programme-objet provisoire 
Rédacteurs li sting 
comp i l . 
Cette phase est uniquement un tri d'un fichier~ le programme objet 
provisoire donnant un programme objet. 
41. 
4 2 . 
. Progr. objet 
Tri 
Progr. 
4. Descr ipti on de 1 'u nité de traitemen t 
-------- ------------------------ ----
L'unité de traiteme nt est composée d'un module directeur (MAIN) activant 
succes siveme nt les phases I et III du compi lateur (phases de traitement 
du programme- source et de tri du programme objet provisoire). 
La phase II est quant a elle activée par l a phase I lo rsque celle-ci 
est terminée. 
Le di agramme des appe ls est l e suivant : 
ENDCPL 
Comme ntaires relatifs aux différents modules : 
MAIN : modu le directeur de la méthode MEMO- PROGES -
effectue la lecture du nom du fichier-source et transmet ce nom 
par 1 'intermédiaire de U-EXT (interface banalis é) 
LCMCPL · cfr supra 
SRTLCM cfr supra 
ENDCPL cfr supra. 
5. Liste des i nformations contenues dans le COMMON - BLOC 
- CTR- ERROR : Compteur du nombre d'erreurs "fata l es" 
- TABL E-SGMT : Table des codifications des di ffé rents segments 
Codificat ion du segment 
- nom du segment 
- statut du segment 
l e segment peut être obligatoire ou facul tatif 
dans le programme source 
dans le programne objet. 
- nombre de lignes objet géné rées dans ce segment 
(hauteur de la pile) 
nombre de fois oQ le segment a été rencontré dans 
le programme. 
- ACTUAL - LA NGAGE : langage traité "actue llement" par le compilateur 
- ACTUAL-SGMT : Numéro de segment CO BOL et LCM '"actuel s" 
- TABL E DE PARAMETRES 
. nom du segment COBOL "actuel" 
nom du segmen t LCM"a ctuel" 
. nom du segment COBOL précédent 
nom du segment LCM précédent 
nom du programme {du module compil é) (àI ENTRY) 
nom du premi er argument de la phrase àIENTRY 
. nom du deu xième argument de la phrase àIE NTRY 
C. Analyseur lexical 
L'analyseur lexica l est une "sous-routine" des analyseurs de séquences 
terminales LCM et COBOL. Chaque fois qu'il est appelé, il fournit le 
•token" suivant dans le prog ramme source. D' autre part, il effectue 
des vérificatio ns au niveau de la struc t ure lexicale de la lig ne 
COBOL/LCM et envoie chaque ligne lue à destination des rédacteurs de 
listing compilation et de programme-objet provisoire. 
1. ComQosition_des_unités_d'information : 
43. 
LINE-READ :-(chaîne de 120 caractères ) ligne lu e dans le programme sou rce 
en format COBOL DEC 20 (qui est différe nte du format 
norme COBOL) 
STD-LI NE :-ligne du prog ramme source en format norme COBOL 
LINE-REC V 
TO KEN 
LST-LINE 
préfixe 
- contenu 
- préfixe 
numéro ligne (numérotation continue) 
numéro de la position du premier caract ère 
dans 1 a ligne 
numéro de la position du dernier caractère 
de la ligne . 
- ligne du programme source 
44. 
- numéro ligne du premier caractère du symbo le 
- numéro li gne du dern i er caractère du symbol e 
- position dans la lig ne du premi er caractère 
- longueur du symbole en caractères. 
- catégori e syntaxique : mot clé COBOL 
-· séparateurs : 
(mot réservé) 
mo t COBOL 
littéral COBOL non 
numér ique 
nombre entier sans signe 
carac tère spécial. 
SEPAR (1) indique si le symbo l e 
n'est pas suivi d'un blanc 
est suivi d' au moins un bl anc 
est en . fin de ligne. 
SEPAR (2) indique si le symbo le est suivi 
d'un 11 ; 11 ou d'une 11 , 11 
SEPAR (3) indique si le SEPAR (2) 
n'est pas suivi d'un blanc 
est suivi d'au moins un blanc 
est en fin de ligne. 
- contenu : symbole 
- numéro du mes sage d'erreur 
- zone où si 1 ' erreur le permet, le module de lecture 
met le symbole erro né . 
TEXTE et O&J.LIN zone de préfixe mise à blanc 
DESCR-L 
(cfr rédacteur listing compilation) 
(cfr rédacteur programme objet) 
- STD-LINE 
- contenu : symbole. 
45. 
2. Di agramme_des_appels 
J ÎTOKEN 
LST-LI NE t tîOKEN OBJ-LINE 
1 EDTE*1 CHLINE STXCAT 
• 
tSTD-LINE J toESCR-L 
FMTCBL OBTKYW 
• 
tLINE-READ 
source 
46. 
3. Commentaires relatifs aux différents modules 
RDLINE Fonction te rm inale de lecture du f-ïchier "programme-source" 
FMTCBL "Formattage" de l a ligne "format DEC" en format COBOL(norme) 
CHLINE numérotation des lignes et détermination du premier et derni er 
caractêres non blancs dans ra li gne. 
RDSYMB Extract ion des "token" dans la ligne COBOL/LCM 
Vérification de _la structure lexicale de la ligne COBOL/LCM : 
(cou pure de littéraux, lignes blanches, signes de continuation, 
découpage de la ligne d 1 écriture). 
Transmission de la ligne aux modules de rédaction du lis ting 
compilation et du programme objet. 
STXCAT Détermination de la catégorie syntaxique du "TOKEN" 
OBTKYW Recherc he dans la tab le d~s mots réservés CO BOL : le symbole 
est-il un mot réservé COBOL? 
WRLINE cfr. Rédacteurs de listing 
WROLIN cfr. Rédacteur du programme-objet. 
D. Analyseur syntaxique 
Le programme source est composé alternativement de phrases COBOL et de 
phrases LCM. Les phrases sont des suites de "tokens" et sont disjointes. 
Le problême del 'ana lyse se décompose comme ceci : 
1. L'analyse du type de phrase. 
2. L'analyse d 1 une phrase COBOL 
3. L'analyse d 1 une phrase LCM. 
1. Analyseur du type de phrase 
li li 
Toute phrase LCM commen ce par le symbo le à, ce qui nous permet de 
déterminer la transition COBOL-LCM et"d'activer" l'analyseur LCM. 
L'analyseur LCM traite une phrase LCM et détermine la transition 
LCM-COBOL et de "désactive". 
Le système de lecture des symboles (Appels à l'analyseur lexi cal) 
est tel quel 'on possède toujours un symbole d'avance, c'est-à-dire 
qu e les analyseurs LCM et_COBOL lisent un symbole en plus de ceux 
qu'ils ont reconnus. L'analyseu r l exica l renvoie un symbole de 
longueur nulle lorsqu'il n'a plus de symbole à lire. 
lecture symbole 
longueur=O 
symbole= à 
lecture et 
analyse des 
symboles de 
la phrase 
LCM 
lecture et 
analyse des 
symboles 
COBOL 
47. 
Lecture symbole lecture symbole 
L'analyse du type de phrase est articulée autour des modules 
LCMCPL analyseur du type de phrase 
ANALYS analyseur d'une phrase LCM 
CBLANL analyseur d'une phrase COBOL 
48. 
Le diagramme des appels est le suivant 
LCMCPL 
ANALYS 
tTOKEN CBLANL 
.RDSYMB 
2. Analyseur d'une .Phrase COBOL 
Les phrases COBOL sont 11 ignorées 11 du compilateur (c'est-à-dire recopiées 
telles quelles dans le programme-objet) exceptés les titres de sections 
et de divisions. 
Ces titres de sections ou divis i ons seront dès lors considérés comme 
appartenant au langage LCM (donc passés à ANALYS). 
1. Composition_des_uni tés_d'information 
TOKEN : cfr supra 
S6MT-CORR : - nom de segment COBOL 
- numéro du segment COBOL 
2. Diagramme_des_agQels 
CBLANL 
TOKE~ ÎroKEN ~ S6MT-CORR 
RDSYMB 
3. Commenta i res relatifs aux différents modu l es 
CBLANL : module d'analyse des phrases COBOL 
Sélectionne les phrases de titre de section ou de division 
ANALYS cfr supra 
RDSYMB cfr infra 
49. 
NOSGMT module de mise â jour des informati ons segment actuel - segment 
préeédent dans le COMMON-B LOC. 
3. An~lyseur de phrases LCM 
L'analyseur de phrases LCM effectue des traitements au niveau 
- des symboles de la phrase 
- de la phrase tout entière . 
a. Traitement _au_ niveau _des_symboles 
pour chaque ~ymbole de la phrase, l'analyseur vérifie la concorda nce 
descripteur syntaxique - symbole rencontré et crée une forme interne 
s'il y a lieu. 
b. Traitements_au_niveau_de_la_phrase 
L'analyseur effectue la vérification du contexte de la phrase (contexte = 
fait d'appartenir â une section ou une division). 
Si la phrase est un titre, il s'agit de mettre â jour la table des 
paramètres contenue dans le COMMO~-BLOC. 
Si la phrase est un "{)P EN " , 11 ICALL 11 , "CLOSE" ou "PREPARE", il s'agit 
de mémoriser dans la t able in terne des modules appelés le fait d'avoir 
rencontré cette phrase . 
1. ComQosition_des_unités_d'information 
TOKEN : cfr sup ra 
PARSER-DES : descripteur d'ana lyse syntaxique 
cl é d' accès : - OPER- NAME : nom du premier mot de l a 
phrase ana lysée, ou nom du 
graphe ou du sous -graphe. 
50. 
- numérotation :.continue à partir de 00 pour 
un ~raphe syntaxique 
.continue à pa r tir de 01 pour 
un sous-graphe syntaxique . 
contenu : a) pour les descripteurs 00 
- descri ption du contexte de la phrase : liste 
des segments où la phrase peut se trouver. 
- description de la mise en page de la phrase 
place de la phrase -dans la ligne COBOL. 
description des traitements à effectuer après 
l'analyse de la phrase : · 
1. s'il s'agit d'un titre mise a Jou r 
des paramètres actuels-précéden ts dans le 
COMMON-BLOC. 
2. possibil ité de faire à partir des formes 
internes des variables globales dans le 
COMMON -B LOC 
3. s'il s'agit d'un OPEN-CALL-CLOSE. Mémori-
sation de la phrase. 
b) pour les descripteurs "nn" 
1. Descri pteurs associés à l a descrip t ion 
d 1 un él ément syntaxique 
51. 
- des cription de l' élément syntaxique (t oken ) 
Ca tégorie syntaxique : mo t cl é CO BOL, 
mot COBOL, entier, littéral , caractères 
spéc i aux , si gne de ponctuation ".". 
Val eur du token, s i celui -c i doit en avoir 
une bien déterminée. 
Séparateurs suivant le token , soit 
SEPAR (1) et (3) - pas de blanc 
- un bl an c ou plus 
- fin de ligne. 
SEPAR (2) - soit inexis t ant 
- soit ";" ou 
- Traitemen ts "OK" et "KO" 
Il Il 
' . 
numéro du message d'erreur ou d'avertis-
sement à produire. 
numéro de la forme interne à produire 
contenu de la forme interne 
- soit le symbole analysé 
- soit un texte . 
2. Descrip teurs associé s au branc hement vers 
un sous-graphe. 
nom du sous-graphe dans lequel se poursuivra 
le chem inement 
- numéro du descri pteur suivant dans le graphe. 
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3. Commentaires relatifs aux différen ts modules 
---------------------------------------------
AN ALYS : module d ' ana lyse syntaxique 
- effectue le parcours du graphe syntaxique en créant des 
formes internes s'il y a li eu . 
53. 
- donne les i nformations de mise en page au module d'écriture 
du programme-obj et. 
EDTERR 
TEXTGN 
WROLIN 
module d'édition des erreurs. cfr supra. 
module de production du programme-objet provisoire. cfr supra. 
module de mi se en page du progralnme-objet provi soire . cfr supra. 
RDSYMB cfr infra. 
OBTPAR modu l e d 'accès aux tables internes contenant le s descr ipteurs 
syn tax iqu es . 
RDTP AR fonction terminaie d'accès au fichi er con tenant les descripteurs 
· syntaxiques (RDTPAR.SRC ) 
OCG ES module de création et de consultation (cfr supra ) d 'une table 
interne du compilateur renfermant les informati ons né ces sa i res 
à la gestion des "OPEN", "CLOSE" et "PR EPARE ". 
NOS 6MT cfr infra. 
EDTI NT modul e d'i nser tion et de consultation de la tabl e des 
fo rmes internes . 
E. Producteur du listi ng -compilation 
Le listi ng-compi lation est composé du programme-source, chaque ligne du 
programme-source étant , s'il y a lieu, suivie du (des ) message(s) d'erreurs 
la conce rnant. 
La structure del 'appel du module "RDSYMB " (module extracteur des toke ns 
du programme~source) est telle que celui-ci envoi e d' abord la ligne du 
programme-source suivie des lignes de messa ges d'erreurs la concernant. 
a. Compos ition_des_unités _d'information 
LSTLIN : - numéro du message d'erreur. 
Le numéro du message permet de distinguer s'il s'agit d'une 
erreur fatale ou d'un avertissement. 
54. 
- zone, où lors de la détection del 'e rreur, on a pu me ttre 
un symbole erroné facilitant la correction par l e programmeur . 
ERRDES 
- numéro du message d' er reur 
- te~te du message d 'erreu r 
TEXTE 
- préfixe= blanc si li gne du programme source 
= numéro de message si ligne d'erreur. 
- texte du programme- source ou du mes sage d'erreur. 
b. Di agramme_des_appels 
RD TERR 
SRC 
OBTERR 
ERRDES 
RDTERR 
{ LSTLIN 
TEXTE 
~ 
WRLINE 1-----..... 
Listing 
compilation 
c. Comme ntaires relatifs aux différents modules 
--------------------------------------------
EDTERR: module d'édition des messages d'erreurs 
Effectue la concaténation - du type de message d'erreur 
- du texte du message d'erreur 
du symbole concerné par l'erreur. 
OBTERR module d'obtention du texte d'un message d 1 érreur sur base 
d'u n numéro de message 
55. 
RDT ERR fonction termihal e de l ecture· du fichier des messages d'erreurs 
WRLI NE fonction t erminale d'écriture sur le fichier listing compi la t i on . 
F. Générateur du programme~ob j et 
L Producteur du texte-objet prov i so i re 
Le produc teur du texte-objet provisoire est une 11 sous-routine 11 des 
analyseurs syntax i ques et du générateur de compl éments . 
Celui-ci se compose de deux parties : 
- le générateur de li gnes-objets 
- le rédacteur du programme-objet. 
a) Le_gén érateur_de_lignes -objets 
Le générateur de lignes-objets produit une série de lig nes de texte-objet 
à destination du rédacteur. 
a. Comp_osition _des _unités _d I informations 
-OP ER-NAME : nom del 'o pération : clé d'accès à un ensemble de 
descrip teurs de l a (des) li gne(s) objet (prototypes). 
OBYD ES Descr ipteur d'une ligne obj et à générer. 
clé d,1accès : - nom de l 'opération 
préfixe 
- numéro de ligne (numérotation continue 
pour une opéra tion donnée ). 
- codification permet tant la génération d'une ligne 
condition ne ll ement à l 1existence ou à la 
non-ex is tence de certains paramètres 
. dans une forme interne 
dans la table des paramètres du 
COMMON- BLOC. 
- codification permettant la géné ration de la 
ligne - dans un segment COBOL et LCM 
spécifié 
IrHERN-RECV 
SGMT-CORR 
OBJ LIN 
donnée texte-prototype 
dans le segment 11 courant 11 
dans le segment "précédent " 
Le texte prototype est un schéma (image ) 
de la traduction d 1 une i nstru ction. 
56. 
Celui-ci contient une cha1 ne de caractères qui 
à l 1exception des méta-symboles, sera _recopiée 
dans le prog ramme objet. 
~~~~~ l~ de texte prototype - sans métasymbo les. 
Traduction de l 1 instructi on àCORPUS SECTION 
Texte prototype LI-CORPUS SECTION 
G-CORPUS 
Les métasymbol es permettent de faire référence 
à des s)mboles créés par le programmeur . Ceu x-c i 
peuvent se trouver dans la table des paramètres 
du COMMON-BL OC ou dans une forme interne. 
~~~'.!:'t!l~ de texte prototype - avec métasymbole. 
Traduction del 1 instruction : 
à ICALL <MODULE> (ARG1,ARG2) 
L'analyseur syntaxique garnit les 3 formes 
internes suivantes : 
Il <MODULE> 
12 < ARGl > 
- 13 < ARG2 > 
Texte proto type : MOVE U-SWM TO U-Slfl U-SW2 
CALL 11H=Il 11 USING U-EXT t=II2:t=II3 
cfr supra 
- numéro de segment LCM ou COBOL 
- nom du segment 
cfr supra 
57. 
b. Diagramme_des_aeee ls . 
il,~ 
S6MT-CORR 
JOPER-NAME 
OBTOBJ 1 NQ,G~I 
i • OBJDES 
RDTO BJ 
SRC 
TEXTGN module de génération de lignes de texte-objet pour une phrase 
donnée. 
OBTOBJ module de consultation de la table des prototypes de traduction 
(OBYDES) 
RDTOB2 fonction terminale de lectu re du fichier contenant les prototypes 
de traduction (RDTOBJ.SRC) 
NOSGMT 
EDTINT 
WROLIN 
module donnant la correspondance entre le numéro du segment 
COBOL/LCM actuel et le nom du segment COBOL/ LCM . 
module de création (cfr analyseur) et d'obtention d'une forme interne. 
module de mise en page du programme-objet provisoire (cfr supra). 
b) Rédacteur_du_erogramme-objet 
La fonction du rédacteur du ·programme-objet est de "mettre en page" les 
différentes lignes du programme-objet. 
Nous avons considéré le programme-objet comme un e "copie" du programme-source 
avec néanmoins (!) certaines modifications. 
Les phrases LCM sont copiées sur des lignes de commentaires et suivies 
de leur traduction en COBOL. 
Ceci de~ande l a mise en oeuvre de mécanismes particuliers. 
Ainsi, pour une ligne du programme source composée alternativement 
d'une séquence COBOL-LCM-COBOL : 
1 COBOL -1 1 LCM COBOL-21 
le texte se présentera comme ceci 
COBOL-1 1 
, }{ /l/1/l!I/// 
Traduction de la 
phrase LCM 
CO BOL-2 
1. Description_des_unités_d 1 infnrmation 
OBJLIN : préfixe : - numéro de segment COBOL 
- numéro de segment LCM 
58. 
- numéro de 
- numéro de 
- numéro de 
ligne dans le 
la ligne dans 
la ligne dans 
segment COBOL (numérotation continue 
le segment LCM(numérotation continue 
le programme-source (référence) 
- numéro de la sous-li gne par rapport à une l igne du 
programme-source 
Remarque Toutes ces informations fournissent la cl é de tri du 
programme objet provisoire. 
- langage - COBOL 
- LCM 
COBOL généré 
- numé rotation continue dans le prog ramme objet. 
donnée ligne générée. 
59. 
RUPT Information permettant de faire la coupure des lignes (rup tures 
de lan gage) 
type rupture soit LCM/COBOL ou COBOL/LCM 
- position de l a rupture dans la ligne source 
numéro de la ligne source concernée . 
2. Dia~ramme _d 1 appel 
1 RDSY~ 
OBJ-LINE 
1 TEX~GN 1 
t 
OBJLINE 
~ 
• OBJLIN 
vJRPLI N 
S . Com;::ientaires relatifs aux différents modules 
ANALY S 
·Programme 
obje t 
provisoire 
ANALYS analyseur syntaxique détectant les ruptures de langage 
TEXT6N générateur de texte produisant des lignes objets (traduction d 1 une 
phrase LCM) 
RDSYMB analyseur lexical livrant les symbol es du programme source. 
2. Générateur de compléments 
Le générateur de compl éments a pour but ~e produire des lignes COBOL 
considérées comme implicites dans le programme-source mais obligatoires 
dans le programne objet. 
Ces lignei sont relatives 
aux SECTIONS et DIVISIONS COBOL et LCM qui sont nécessaires a la 
gestion i mp l ·icite de 1 'i térati on . 
- aux in itiali sation et terminaisons de l 'indicateu r d 1 appel 
(O PEN et CLOSE implicites ) 
Il effectue d 1 autre ·p~rt des vérif ications relatives aux sections et 
divisions (u n seul segment de chaque type et' segments COBOL dans l'ord re 
défini par l a norme) ainsi qu 1 aux uo prn u, IJCLOSE'' et IJP RE PARE 11 • 
a. Composition_des_unités_d 1 informations 
OPER- NAME : nom del 1 opération a effectuer 
Exemp l e : IMPLCALL génération d 1 un OP EN et CLOSE implicite 
cfr supra. 
b. Diagramme_d ' appe ls 
ENDCPL 
SECTG N 
'/4 
OP ER-NAME OP ER -NAME 
EDTERR ~N 
c. Commentaires relatifs aux différents modules 
END CPL 
SECTGN 
modul e principal de la générat ion des compl éments 
modul e déterminant les sections et divisions ma ~quantes 
OCGES module déterminant les uOPENu et 11 CLOSE 11 implicites 
TEXTGN cfr supra. 
60. 
61. 
Conclusïons 
Ce travail avait pou r but de réaliser un des out ils logiciels 
associés à ME MO - PROG ES , à savoir l 1 él aboration d 1 une version d 1 un comp il ateu r 
ayant un programme source rédigé en CO~OL-LCM et produisant un programme obj et 
en COBOL. 
Le langage LCM possède quelqu es particul arités 
1. Il est inclus dans un langage 11 hôte 11 , ici le COBOL et possède 
une syntaxe apparentée au COBOL. ~l pou r rait être inclus 
dans un autre langage 11 hôte 11 • 
2. Il est sus cep t ible de recevoir des extensions , des modifications. 
3. Sa traduction est effectuée en COBOL, mais pourrait être faite 
dans un autre langage. 
Dans l I é l aborat~ on du compil at eur, nous -avons cherché une certaine 
indépendance (c 1 est-à-di re que nous avons cherché à minimi se r les efforts 
de reprogrammation en cas de modifications). Cette indépendance est obtenue. 
au moyen de tabl es descriptives. 
- indépendance vis-à-vis du langage 11 hôte 11 et de la structure des 
programmes rédigés dans ce langage : l 1 analyse de la structure 
basée sur une table décrivant la segmentation est une solution 
générale : en effet, le langage LCM est un lansage segmenté, tout 
comme COBOL. Toute insertion dans un autre lane;age 11 hôte 11 amènera 
aussi une segmentation, tout au moins pour le LCM. 
- indépendance vis-à-vis de la syntaxe du LCM : celle-ci est 
obtenue par 1 'emploi d 1 une table externe : les descripteurs 
syntaxiques. 
indépendance· •vis-à-vis du langage-objet: en effet, la tradu±ion 
des phrases LCM est décrite également dans une table externe : 
les prototypes de traduction. 
Au point de vue de la réalisation du compilateur, nous avons 
utilisé les deux principes essentiels du système de programmation de MEMO-PROGES 1 
· (l), à savoir l'interface banalisé 
- les fonctions terminales spécialisées. 
·Grâce à ceux-ci, nous disposons d1une certaine souplesse dans la 
reconfiguration des programmes : 
- le remplacemen t ou l 1ajout de modules est facilité par l 1empl oi de 
l 1interf ace banalisé, car nous profitons de l a qu asi compatibilité 
des modules (possibilité de coupler entre eux des modules quelconques, 
sous réserve de quelques restrictions valables pour tout module 
indi stinctement). Ainsi, des modu les d1analyse sémantique et de 
structuration du programme pourraient être ajoutés . 
l 1emploi des foncti ons terminales spécialisées donne une indépendance 
totale vis-à-vis du support des tab l es externes : cell es- ci peuvent 
62. 
être par exemple des tables progra~nées, des fichiers séquenti els traités 
comme tables en mémoire centrale, des fichiers séquentiels indexés. Pour 
modifier le support, il suffit d1incorporer au programme la fonction 
terminale adé~uate. 
Nous avons a-ussi utilisé deux techniques courantes dans l 1élaboration 
d1un compilateur, à savoir [6] [8] 
- la déconnection entre les analyseurs lexica l et syntaxique. 
Cell e-ci est obtenue grâce à un inte rface : le TOKEN. (sym bole extrait 
du programme source ) 
- la déconnection entre l 1analyseur syntaxique du texte source et le 
générateur du programme-objet : celle -ci est obtenue par un autre 
interface : la t able des formes internes (conten ant uniquement les 
info rmations de la phrase LCM nécessaires à la génération de sa 
traduct ion). 
La technique de génération d'un texte objet provisoire et de tri de celui-ci 
paraît, à postériori, superflue : moyennant quelques modifièations, il serait 
possible de produire directement un programme obj et définitif : en effet, 
dans no tre version, d'une part l 1analyse et la vérification de la structure 
du programme source, d1autre part la création d'une structure dans le 
programme-o bjet sont disséminées dans l I analyseur syntaxique, le générateur 
de texte source, le générateur de compléments et le tri du programme objet 
provisoire. 
Une prochaine version devrait, à l 1aide de modules spécialisés , résoudre 
plus élégemment ce problème. 
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