We introduce project NIHAO (Numerical Investigation of a Hundred Astrophysical Objects), a set of 100 cosmological zoom-in hydrodynamical simulations performed using the gasoline code, with an improved implementation of the SPH algorithm. The haloes in our study range from dwarf (M 200 ∼ 10 10 M ⊙ ) to Milky Way (M 200 ∼ 10 12 M ⊙ ) masses, and represent an unbiased sampling of merger histories, concentrations and spin parameters. The particle masses and force softenings are chosen to resolve the mass profile to below 1% of the virial radius at all masses, ensuring that galaxy half-light radii are well resolved. Using the same treatment of star formation and stellar feedback for every object, the simulated galaxies reproduce the observed inefficiency of galaxy formation across cosmic time as expressed through the stellar mass vs halo mass relation, and the star formation rate vs stellar mass relation. We thus conclude that stellar feedback is the chief piece of physics required to limit the efficiency of star formation in galaxies less massive than the Milky Way.
INTRODUCTION
Understanding the formation of spiral galaxies (including our own Galaxy -the Milky Way) has been at the forefront of theoretical astrophysics for decades. While there is a broadly-sketched paradigm for the formation of disk galaxies (White & Rees 1978; Fall & Efstathiou 1980; Mo, Mao, & White 1998; Dutton et al. 2007 ), the details have yet to be understood. The simulation of realistic spiral galaxies from cosmological initial conditions has been a formidable challenge. Early (low-resolution) simulations were plagued by over-cooling, and angular momentum losses resulting in compact bulge dominated galaxies (e.g., Navarro & Steinmetz 2000) . Recently, it has been shown that high spatial resolution coupled to more realistic models for star formation and stellar feedback can solve these problems, resulting in spiral galaxies with realistic sizes and bulge fractions (Guedes et al. 2011; Brook et al. 2012; Aumer et al. 2013; Marinacci et al. 2014 ).
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One of the most fundamental constraints for galaxy formation models is the relation between the stellar mass of a galaxy, Mstar, and the mass of its host dark matter halo, M halo . This relation encodes the global efficiency at which galaxies turn gas into stars. In the context of ΛCDM, a model that matches the Mstar − M halo relation will also reproduce the observed galaxy stellar mass function, which has been a benchmark for galaxy formation models for over a decade (e.g., White & Frenk 1991 , Benson et al. 2003 Crain et al. 2009; Oppenheimer et al. 2010 ). An advantage of the Mstar vs M halo relation is that single galaxies can be compared, whereas comparing with the stellar mass function requires a cosmologically representative volume.
In recent years the Mstar vs M halo relation has been studied extensively using observations of weak gravitational lensing, satellite kinematics, and halo abundance matching (e.g., Yang et al. 2003; Mandelbaum et al. 2006; Conroy & Wechsler 2009; Moster et al. 2010; More et al. 2011; Leauthaud et al. 2012; Behroozi et al. 2013; Kravtsov et al. 2014; Hudson et al. 2015) . One of the key results of these studies is that star formation is inefficient -the maximum efficiency Figure 1 . Concentration vs halo mass (left) and spin parameter vs halo mass (right) for the sample of haloes presented in this paper. Concentrations are from NFW fits. Solid and dashed lines show the mean and 1σ scatter from the low-resolution parent simulations in the Planck cosmology from Dutton & Macciò (2014) .
is ∼ 25%, and independent of redshift, occurring at a halo mass similar to that of the Milky Way (i.e., ∼ 10 12 M⊙). At both higher and lower halo masses the efficiency drops even further.
Reproducing this relation both at redshift z = 0 and earlier times, in a fully cosmological context has been a challenge, with many simulations and semi-analytic models predicting either too many stars at redshift z = 0, or earlier times (Weinmann et al. 2012) . Even some of the largest zoom-in and cosmological volume simulations do not reproduce the observed z = 0 relation between stellar and halo mass (e.g., Guedes et al. 2011; Marinnaci et al. 2014; Vogelsberger et al. 2014) . Only a handful of cosmological simulations have been able to reproduce the stellar vs halo mass relation over a wide range of halo masses from dwarfs to the Milky Way (Di Cintio et al. 2014; Hopkins et al. 2014; Schaye et al. 2015) . On the other hand these simulations were subject to either limited resolution on disc galaxy scales (Schaye et al. 2015) or based on a handful of objects with unclear selection function (DiCintio et al. 2014; Hopkins et al. 2014) and thus not able to recover the variety of formation histories of real galaxies. The next step is then to create a large sample of galaxies with very high resolution over a range of halo masses with an unbiased sampling of the mass accretion histories. The NIHAO 1 (Numerical Investigation of a Hundred Astrophysical Objects) project aims to achieve these goals with ∼ 100 hydrodynamical cosmological zoom-in simulations with halo masses ranging from M halo ∼ 5 × 10 9 to ∼ 2 × 10 12 M⊙. In this paper we describe the numerical methods and sample selection and present results on the growth of stellar mass across cosmic time from the first ∼ 80 NIHAO simulations. Subsequent papers will discuss: dark halo shapes 1 Nihao is the Chinese word for "hello". (Butsky et al. 2015) ; central dark matter density slopes (Tollet et al. in prep.) ; Tully-Fisher relations (Dutton et al. in prep.) ; and gas content (Stinson et al. prep) . This paper is organized as follows: The simulations including sample selection, hydrodynamics, star formation and feedback are described in §2, results including the stellar mass vs halo mass and star formation rate vs halo mass relation are presented in §3 and a summary in in §4.
SIMULATIONS
The simulations presented here are a series of fully cosmological "zoom-in" simulations of galaxy formation run in a flat ΛCDM cosmology with parameters from the Planck Collaboration et al. (2014) : Hubble parameter H0= 67.1 km s −1
Mpc
−1 , matter density Ωm = 0.3175, dark energy density ΩΛ = 1 − Ωm − Ωr = 0.6824, radiation density Ωr = 0.00008, baryon density Ω b = 0.0490, power spectrum normalization σ8 = 0.8344, power spectrum slope n = 0.9624.
Sample selection and Initial Conditions
The simulated galaxies were selected from two cosmological boxes of sides 60 and 20 Mpc/h from Dutton & Macciò (2014) , as well as a new simulation of size 15 Mpc/h with 400 3 particles. We select halo masses from 9.7 ∼ < log 10 (M200/M⊙) ∼ < 12.3. Haloes are selected without considering the halo structure or merger history. For technical reasons with the zoom-in technique we require the haloes to be "isolated". Formally, we only consider haloes that have no other haloes with mass greater than one-fifth of the virial mass within 3 virial radii. 95% of all parent haloes satisfy this constraint, so it does not bias our sample in any significant way. The concentration vs mass and spin vs mass relations from dark matter only simulations are shown in Dutton & Macciò (2014) showing that our selected haloes span a wide range in concentrations and spins. Initial conditions for zoom-in simulations were created using a modified version of the grafic2 package (Bertschinger 2001) as described in Penzo et al. (2014) 
We chose the refinement level in order to maintain a roughly constant relative resolution (i.e., ǫDM/Rvir ∼ 0.003), and ∼ 10 6 dark matter particles per halo. This allows us to reliably probe the mass profile down to 1% of the virial radius or better across the full range of halo masses we simulate. The motivation for achieving a constant relative resolution, rather than a fixed physical resolution is that we wish to resolve the dark matter mass profile down to the galaxy half-light radius, which is typically 1-2% of the virial radius (Kravtsov 2013) . Fig. 2 shows the mass resolution of our simulations compared to a number of state-of-the-art zoom-in (ERIS - Guedes et al. 2011; Governato et al. 2012; Aumer et al. 2013; Marinacci et al. 2014; FIRE -Hopkins et al. 2014 ) and large volume (ILLUSTRIS -Vogelsberger et al. 2014; EAGLESchaye et al. 2015) simulations. NIHAO is by far the largest set of zoom-in simulations resolved with ∼ 10 6 particles per halo. The large volume simulations (EAGLE, ILLUSTRIS) contain many thousands of galaxies, but the fixed force and mass resolution means that only the highest mass haloes are well resolved. The force softenings and particle masses for the highest refinement level for each simulation are given in Table 1 . Note that the ratio between dark and gas particle masses is initially the same as the cosmological dark/baryon mass ratio ΩDM/Ω b ≈ 5.48, and the gas (and star) particle force softenings are set to be (ΩDM/Ω b ) ≈ 2.34 times smaller than the dark matter particle softenings. Each hydrodynamic simulation has a corresponding dark matter-only simulation run at the same mass and force resolution to enable a study of the effects of galaxy formation on dark halo structure (Dutton et al. in prep) .
Hydrodynamics
We use a new version of the N-body SPH solver gasoline (Wadsley et al. 2004) . A complete description of the new gasoline code including tests is given in Wadsley et al. (2015) . In their paper describing superbubble feedback, Keller et al. (2014) described the updates they made to gasoline. While we do not use their superbubble feedback, we employ their modified version of hydrodynamics that reduces the formation of blobs and improves mixing. We thus refer to our version of gasoline as ESF-gasoline2. The biggest differences to the hydrodynamics in ESF-gasoline2 come from the small change Ritchie & Thomas (2001) proposed for calculating P/ρ 2 . Ritchie & Thomas (2001) also proposed modifying the density calculation to use equal pressures, but we do not use those densities in the simulations described here.
Diffusion of quantities like metals and thermal energy between particles has been implemented as described in Wadsley et al. (2008) . Metal diffusion is used, but thermal diffusion is not used because it is incompatible with the blastwave feedback that delays cooling. Gasoline2 includes several other changes to the hydrodynamic calculation. The Saitoh & Makino (2009) timestep limiter was implemented so that cool particles behave correctly when a hot blastwave hits them. To avoid pair instabilities, ESF-gasoline2 uses the Wendland C2 function for its smoothing kernel (Dehnen & Aly 2012) . The treatment of artificial viscosity has been modified to use the signal velocity as described in Price (2008) . We also increase the number of neighbor particles used in the calculation of the smoothed hydrodynamic properties from 32 to 50.
Cooling via hydrogen, helium, and various metal-lines in a uniform ultraviolet ionizing background is included as Figure 3 . Edge-on views of a subset of NIHAO galaxies after processing through the Monte Carlo radiative transfer code sunrise. Images are 50 kpc on a side. described in Shen et al. (2010) and was calculated using cloudy (version 07.02; Ferland et al. 1998 ) These calculations include photo ionization and heating from the Haardt & Madau (2005) UV background and Compton cooling and range from 10 to 10 9 K. In the dense, interstellar medium gas, we do not impose any shielding from the extragalactic UV field as the extragalactic field is a reasonable approximation in the interstellar medium.
Star Formation and Feedback
Within the hydrodynamic simulations, gas is eligible to form stars according to the Kennicutt-Schmidt Law when it satisfies a temperature and density threshold. Our fiducial runs adopt T < 15000 K and n th > 10.3 cm −3 . The stars feed energy back into the interstellar medium (ISM) gas through blast-wave supernova feedback (Stinson et al. 2006 ) and ionizing feedback from massive stars prior to their explosion as supernovae, referred to as "early stellar feedback" ).
In gasoline , as in Stinson et al. (2013) , the pre-SN feedback consists of 10% of the total stellar flux, 2 × 10 50 erg of thermal energy per M⊙ of the entire stellar population, being ejected from stars into surrounding gas. Because of the increased mixing in ESF-gasoline2, the simulations required more stellar feedback to have their star formation limited to the abundance matching value at the Milky Way scale. Thus, we set ǫESF=13%, which gives a better match to Behroozi et al. (2013) abundance matching results. Radiative cooling is left on for the pre-SN feedback.
In the second, supernova, epoch of feedback, stars of mass 8 M⊙ < Mstar < 40 M⊙ eject both energy and metals into the interstellar medium gas surrounding the region where they formed. Supernova feedback is implemented using the blastwave formalism described in Stinson et al. (2006) . Since the gas receiving the energy is dense, it would quickly be radiated away due to its efficient cooling. For this reason, cooling is delayed for particles inside the blast region for ∼ 30 Myr. 
Derived galaxy and halo parameters
In this section we describe how the various galaxy and halo parameters we use in the rest of the paper are defined and measured.
Haloes in our zoom-in simulations were identified using the MPI+OpenMP hybrid halo finder AHF 2 (Knollmann & Knebe 2009; Gill et al. 2004 ). AHF locates local over-densities in an adaptively smoothed density field as prospective halo centers. The virial masses of the haloes are defined as the masses within a sphere containing ∆ = 200 times the cosmic critical matter density. The virial mass, and size are denoted M200 and R200. The mass in stars, Mstar, is measured within a sphere of radius, r gal ≡ 0.2R200. The star formation rate, SFR, is measured as the mass of stars formed inside r gal over the preceding 100 Myr. These parameters of the main halo/galaxy are given in Table 2 . The simulation ID is named after the redshift z = 0 halo mass (Mvir/[M⊙/h]) from the low resolution dark matter-only simulation. The the actual halo masses in the hydrodynamic simulation may differ due to: baryonic mass loss; differential evolution; and a different halo mass definition.
Edge-on and face-on images for a selection of 30 galaxies at z = 0 are shown in Figs. 3 & 4. Each image is 50 kpc on a side and was created using the Monte Carlo radiative transfer code sunrise (Jonsson 2006) . The image brightness and contrast are scaled using arcsinh as described in Lupton et al. (2004) . The image orientation was determined using the angular momentum vector of the stars inside 5 kpc. We see a variety of galaxy morphologies, sizes, colors, and bulge-to-disc ratios. The galaxies are ordered according to their halo mass. The variation in morphology follows the increase of halo mass. The lowest mass galaxies are small blue dots. Higher mass halos gradually extend into peanut shapes before filling out entire discs. Once the galaxies become discs, their stellar populations start to include more old, red stars, and exhibit stronger absorption from dust lanes. These discs then start to show extended merger structures. In some cases the disc has disappeared and all that is left is a smaller, red spheroid that represents the remnant of a merger. Even though all the images are taken from the z = 0 outputs, the mass sequence seems to replicate the evolutionary sequence of galaxies. In addition to the main target halo each simulation contains several smaller haloes within the high-res region, which we include in our analysis. We verify with convergence tests (see §3 below) that these poorer resolved haloes have similar global parameters to their higher resolution counterparts. Fig. 5 shows the relation between stellar mass and virial mass for our simulated central galaxies compared to results from three different halo abundance matching measurements: Behroozi et al. (2013) , Moster et al. (2013) , and Kravtsov et al. (2014) . We show all three relations to represent the lingering uncertainty in the abundance matching and halo occupation techniques. Most of the difference is apparent at low stellar masses, Mstar ∼ < 10 8 M⊙. That is the lower mass limit for the Sloan Digital Sky Survey (SDSS, Blanton et al. 2005) . The smaller, deeper survey, GAMA (Driver et al. 2012) , has pushed the stellar mass function to lower masses, but only the Kravtsov line uses data from the most up-to-date GAMA survey. The lines at low masses are dashed indicating that they are extrapolations of the higher mass results. The Kravtsov relation also differs from the other two at high masses because of how it takes into account intra-cluster light, namely by using the Bernardi et al. (2013) stellar mass function that extends surface brightness profiles to larger radii. Our simulations agree well with each of these relations, especially the most up-todate relation from Kravtsov et al. (2014) at high masses. At low masses, the simulations most closely follow the extrapolation of the Moster et al. (2013) , which has the steepest slope, Mstar ∝ M 2.4
RESULTS

Stellar mass vs halo mass
200 . An additional systematic uncertainty to consider is due to form of the stellar initial mass function (IMF). The abundance matching results use stellar masses assuming a universal Milky Way IMF (e.g., Chabrier 2003) . A Milky Way IMF in spiral galaxies is consistent with dynamical based massto-light ratios (Courteau & Dutton 2015) . However, there is increasing evidence for "heavier" IMFs in massive elliptical galaxies and the bulges of massive spiral galaxies (e.g., Conroy & van Dokkum 2012; Dutton et al. 2013a,b) . Thus for massive galaxies (Mstar ∼ > 10 11 M⊙) the stellar masses may be underestimated by a factor of ∼ 2 when assuming a Milky Way IMF. Taking this into consideration improves the agreement of our most massive simulations with observations.
The parameters of the feedback model are kept constant across the entire mass range. The parameters were determined based on a comparison with abundance matching for one galaxy about the mass of the Milky Way (M200 ∼ 10 12 M⊙) (see Stinson et al. 2013) . The agreement between the simulated galaxies and the abundance matching at a wide range of masses provides strong support for stellar feedback being the key ingredient that limits star formation in galaxies lower mass than the Milky Way (see also Hopkins et al. 2014) .
The points in Fig. 5 are color coded according to the number of particles within the virial radius (dark, gas and stars). The main haloes have between 4 × 10 5 and 4 × 10 6 particles. The halo mass range from 2 × 10 10 to 10 11 M⊙ includes simulations with a wide range of resolutions (from 20 000 to more than 400 000). There are no systematic offsets indicating good convergence in stellar masses at an order of magnitude fewer particles than our zoom-in target galaxies. . Stellar mass vs halo mass at redshift z = 0 for main simulations (blue points) together with lower mass galaxies in the zoom-in region (green and red points). The solid black line and shaded region shows the relation from Kravtsov et al. (2014) derived using halo abundance matching. Our simulation matches this very well. The dashed lines show extrapolations of the abundance matching relations. For reference, the dotted line shows the cosmic baryon fraction of mass associated with the dark matter halo, indicating that our simulations convert only a small fraction of the available gas into stars, as observed.
In addition, our central galaxies have a range of physical spatial resolutions, with baryonic force softenings varying from 75 pc to 400 pc. This is encouraging as cosmological simulations do not always converge when changing the physical resolution (see discussions in Vogelsberger et al. 2014; Schaye et al. 2015) .
Below a halo mass of M200 ∼ 2 × 10 10 M⊙, there starts to be a discrepancy between different resolutions. The high resolution simulations (blue points) contain less stars than lower resolution galaxies. There are two possibilities: Stars may form more readily in low resolution galaxies or else their halo masses might be reduced through processes such as tidal stripping. Tidal stripping is the more likely possibility. While the lower resolution halos are outside of the main halos in the z = 0 output, it is possible that they have flown nearby the main galaxy at some point in the past given their proximity to more massive halos. The low resolution halo could form a mass of stars according to its earlier halo mass, make a close passage of the main halo, and thus have its halo mass reduced while retaining its stellar mass (for a study that shows that the outermost mass is stripped first, see Chang et al. 2013) .
Above a halo mass of M200 ∼ 2 × 10 10 M⊙ the scatter in the relation is a constant and consistent with observational constraints of ∼ 0.2 dex (More et al. 2011; Reddick et al. 2013) . Below a halo mass of M200 ∼ 2 × 10 10 M⊙ the scatter starts to increase. More high resolution simulations are needed to verify this feature is not due to the relatively low resolution of these haloes or the stochasticity of tidal stripping.
A number of semi-analytic models have been able to produce galaxies that follow the observed relation between stellar and halo mass at redshift z ∼ 0 (e.g., Bower et al. 2006; Somerville et al. 2008; Guo et al. 2011 ). However, simultaneously reproducing the evolution has been a challenge (Weinmann et al. 2012; Hopkins et al. 2014 ). Fig. 6 shows the evolution of the stellar mass vs halo mass relation since redshift z = 4 (a look back time of ∼ 12 Gyr). Here we only show the most massive halo per simulation. Our simulations show good agreement with the abundance matching relations from Behroozi et al. (2013) There is good agreement between our simulations and constraints from halo abundance matching (Moster et al. 2013; Behroozi et al. 2013) . The dashed lines show extrapolation of the relations into mass scales without observational constraints. For reference, the dotted line shows the cosmic baryon fraction of mass associated with the dark matter halo.
et al. (2013) . Note that most of the simulated galaxies fall in a mass range that can only be extrapolated (dashed lines). The range of masses directly constrained by observations is shown as the solid lines.
The agreement with the Mstar − M200 relation is not totally unexpected, as the feedback model employed here has been shown to reproduce the time evolution of a single Milky Way mass galaxy through the stellar mass vs halo mass plane , as well as the stellar to halo mass relation for galaxies of mass 10 8.5 ∼ < Mstar ∼ < 10 10.5 M⊙ at redshifts z > 2 using lower resolution simulations in a cosmological volume of size ∼ 100 Mpc (Kannan et al. 2014) . Our study bridges the gap between these two works by creating a large number of high-resolution simulations with realistic stellar masses.
Our simulations are not the first to replicate the Mstar − M halo relation at z = 0 or even at higher redshifts. Aumer et al. (2013) presented a sample of 16 galaxies with comparable resolution to those presented here but on a smaller mass range (10 11 M⊙ to 2 × 10 12 M⊙ ). Those simulations showed a similar mass and redshift dependence as the simulations presented in our sample, even though they tend to over produce stars at z > 4 and under produce them at z < 0.5 in the low mass range, an effect we do not see in our (even larger) sample. Hopkins et al. (2014) presented a sample of only 7 galaxies with a factor of ∼ 5 higher mass resolution than ours (see Fig. 2 ), accompanied by several other galaxies that were also simulated inside the zoom region. Again, the results are similar to what we find, although at all halo masses they overproduce stellar masses at z = 2 when compared with the Behroozi et al. (2013) prediction and its extrapolation. All three simulation suites were run with different codes and stellar feedback recipes, but there are common features to all of them. 1) They all include efficient supernova feedback (at least 10 51 erg returned to the ISM in all cases). 2) The supernova feedback is deposited in the local environment of where the stars formed, promptly, ∼ 3 Myr after the stars formed. 3) They all include some sort of feedback prior to supernova (Aumer: strong, τIR ∼ 25, radiation pressure; Hopkins: radiation pressure, stellar winds, and photoioniza- . tion; this work: strong photoionization included as thermal energy). Schaye et al. (2015) show that their simulated stellar mass function follows observations at z = 0, with an exception at the knee that translates into a low peak efficiency of star formation around M halo ∼ 10 12 M⊙ (see their figure  8 ). Those simulations invoke a simple prescription for stellar feedback that injects slightly more thermal energy per supernova instantaneously after the star particle is formed. They add AGN feedback to their energy budget, which prevents over cooling in higher mass galaxies.
Star formation rate vs stellar mass
A consistency check on the stellar mass growth of our simulated galaxies comes from the relation between star formation rate and stellar mass, sometimes referred to as the "star forming main sequence." Fig. 7 shows the evolution of the star forming main sequence in our simulations compared with the observed relations (as compiled by Dutton et al. 2010 ) at z ∼ 0 (Elbaz et al. 2007 , Salim et al. 2007 ), z ∼ 1 (Elbaz et al. 2007 , Noeske et al. 2007 ), z ∼ 2 ) and z ∼ 4 (Daddi et al. 2009 , Stark et al. 2009 ), together with the compilation by Behroozi et al. (2013) . Broadly speaking, our simulations recover the order of magnitude decline in SFR at fixed stellar mass observed since z ∼ 4, and match the observations well at z = 0 and z = 4. At redshift z = 2 however, our simulations under predict the observed SFRs by a factor of ∼ 2. This is a common feature of galaxy formation models (e.g., Dutton et al. 2010; Somerville & Davé 2014) , which tend to have SSF R ∝ (1+z) 2.25 . This discrepancy may signal a strong decoupling between cosmological gas accretion and star formation (Weinmann et al. 2011) , or even a modification to the stellar IMF (Davé 2008) . However, given that star formation rates and stellar masses are subject to a number of systematic biases at the factor of ∼ 2 level, the disagreement is not a major cause for concern. 
Rotation curves
To this point, our analysis has focused exclusively on the mass of stars formed in the simulated haloes. Those comparisons show that our simulations are successful according to that measure. However, a fully successful galaxy formation model should also reproduce the mass distribution of material in the galaxies. We will look into the matter distributions in more depth in follow-up papers, but give a preliminary look at the rotation curves for the simulated galaxies here. Fig. 8 shows the spherically averaged circular velocities for all the galaxies in the NIHAO sample. The galaxies have been separated into four separate mass groups to limit the confusion. The circular velocity curves are colored by their halo mass. The curves show a gradual transition based on mass that represents a change in the halo response that will be explored more explicitly in Dutton et al. (in prep) . In general terms, the lowest mass halos, M200 < 2 × 10 10 M⊙, have rotation curves that rise relatively steeply. As the masses increase, the rotation curves rise more slowly. Then, the galaxies cross a higher mass threshold around 6×10
11 M⊙ at which the galaxies revert to a steeply rising rotation curve, which in some cases grows to have a high central peak. Such centrally peaked rotation curves do exist in observed massive spiral galaxies (e.g., Noordermeer et al. 2007; Dutton et al. 2013a ). However, we note that our simulations do not include any form of AGN feedback. The central peaks in the rotation curves may thus represent over cooling that would otherwise be heated by AGN or another higher energy phenomenon.
SUMMARY
We introduce a new, unmatched sample of high resolution hydrodynamic simulations from the NIHAO project. The galaxies are individually simulated in their own zoom regions. They span a wide range of halo masses, 5 × 10 9 <M200/M⊙ < 3 × 10 12 and stellar masses 5 × 10 4 < Mstar/M⊙ < 2×10
11 . Across this range of masses, the galaxies show a range of morphologies, colors and sizes that correspond well with observed galaxies. The only energetic source term for the simulations comes from stars: stellar feedback due to photoionization from hot, young stars; and the thermal energy from supernovae. The stellar masses of the simulations closely track the results from abundance matching for stellar masses as a function of halo mass across more than three quarters of the life of the Universe. That means that a complete cosmological sample of these galaxies would populate the stellar mass function as observed. The correspondence of the simulations to observations provides a final proof that stellar feedback is the chief piece of physics required to limit the efficiency of star formation in galaxies less massive than the Milky Way.
