Abstract-The increasing reliance of power systems on Information and Communication Technologies (ICTs) places higher requirements on the reliable and secure operation of ICT networks. This paper proposes an approach to measure the effect of failure/misoperation of ICT network components on the reliability of power grid. A new vulnerability index, namely the system security index (SSI), based on Complex Network Theory (CNT), is derived for this purpose. The vulnerability of each ICT network component is quantified based on the influence of its failure/misoperation on the probability of the failure/misoperation of the power system. The proposed approach is demonstrated on a real UK's power station intertrip scheme and compared with the conventional fault-tree analysis.
Model-based ICT-EP system reliability analysis is flexible and inexpensive to perform. A reliability block diagram (RBD) model to evaluate the reliability of electric power communication network was proposed in [1] . However, it does not quantify the vulnerability of the ICT component nor does it demonstrate its applicability on real networks. The direct ICT-EP interdependencies are analyzed in [2] using a state-mapping technique, which requires much computational power, and thus it is not feasible for larger network reliability analysis. A Monte Carlo and graph based simulation approach was proposed in [3] to study ICT's impact on power system, and its applicability was demonstrated on a PMU-based substation network. Fault trees [4, 5] and attack trees [6, 7] provide a straightforward visualization of ICT-EP logic relationships thus allowing potential events and causes of failures to be identified which helps to improve system reliability [8] . However, one of their main limitations is the exhaustive computational effort to enumerate all possible sequences of failures and algorithms to solve such models with computational time growing exponentially with the size of the system [9] .
To overcome the limitations of conventional reliability analysis techniques and to enhance their applicability and scalability in complex system studies, this paper presents a novel and easy-to-implement approach to study the reliability of interconnected ICT and power systems. The interconnected system is first divided into two subsystems according to their functions, namely the power system and the ICT network. The reliability indices of each ICT network component are then computed using Markov modeling, and the results are incorporated into a complex network model to assess the overall interconnected system reliability, that is system security index (SSI). Thereafter, the impact of each ICT network component's reliability on the normal operation of the interconnected system is assessed by calculating the increase in SSI when the studied ICT component is set to be completely reliable. Consequently, the vulnerabilities of ICT components are quantified. The approach is demonstrated on a real UK's power station intertrip scheme.
II. RELIABILITY ANALYSIS AND VULNERABILITY ASSESSMENT
Power system monitoring and control applications, such as Advanced Metering Infrastructure (AMI) and Demand Response (DR), require highly reliable ICT network. The failure of measurement units (e.g. phasor measurement units (PMUs)), communication channels, or the actuators, could therefore cause significant issues in power system operations. [10] In an interconnected ICT-EP network, the ICT network nodes always function as intermediate ones to collect and transmit sensory data and to execute control command between electrical nodes which act as the information provider and command receiver at the head and the tail of the process, respectively. Fig. 1 presents an example of a generation rejection scheme (GRS) system structure [10] , which will be used in this Section for demonstrating the proposed methodology. The purpose of this scheme is to maximize the power flow between bus 2 and bus 3 as the operating cost of the generator G1 is higher than the cost of the generators G2 and G3. Under the condition that the loading of bus 3 exceeds a certain level (monitored by the remote terminal unit (RTU)) and a fault exists on either line 1 or line 2 (detected by main protection trip relay (MPTR)), the scheme will be activated and a signal will be issued at programmable logic controller (PLC) to trip the circuit breaker of G2 and redispatch its output to G1. With GRS in place, the overloaded lines can be relieved, avoiding cascading failures of these lines.
A. Interconnected ICT-EP network complex network model
Complex network theory (CNT) allows the modelling of interconnected ICT-EP network as a graph G which is composed of nodes (V≡{v1, v2, …, vn}, n is the number of nodes) and edges (E≡{e1, e2, …, em}, m is the number of edges). In this paper, nodes represent power systems' monitored or controlled circuits/generators and ICT network components. Nodes are then divided into two types Ve≡{ve1, ve2, …, vep} and Vc≡{vc1, vc2, …, vcq} (p, q are the number of electrical and ICT network nodes respectively). To represent the source nodes which provide the power system measurement and the target nodes which receive the control action respectively, electrical nodes in Ve are further divided into Ves≡{ves1, ves2, …, vesa} and Vet≡{vet1, vet2, …, vetb} (a, b are the number of source and target nodes respectively). The interdependencies between power and ICT network components, being measurements, sensory and communication data, control command and control action are represented as directed edges connecting two or more dependent nodes. Fig. 2 shows a directed graph for the example protection system in Fig. 1 . In this protection scheme, the monitored circuit power line 1 and line 2 are modelled as node E1, and load 3 is represented as node E2. Both E1 and E2 nodes work as source nodes to provide sensory data for the scheme to be activated. G2 is modelled as a target node E3 where the scheme finishes. The ICT network nodes C1, C2, C3, and C4 representing MPTR, RTU, PLC and CB respectively, between the source nodes E1 and E2 and the target node E3, provide important paths to allow the integrated protection action to take place. The collection of protection device status and load 3 monitoring data, activation signal, arming signal, intertrip signal, and control action are modelled as directed edges. Assuming these edges (i.e. communication links) are in perfectly reliable operating condition, any ICT node's misoperation will result in the failure of this protection scheme.
B. ICT-EP Reliability Assessment Approach
The fundamental design requirements for power system protection scheme are dependability, security, selectivity, and robustness [11] . Protection schemes may be made at the highest system level and the data may be provided from a wider area of the system [12] , which causes a significant issue to ICT network components' security-based misoperations (SBMs). According to the NERC System Disturbance Reports from 1986-2009 [13] , the majority of the disturbances related to protection misoperation mainly involved SBM (about 80%) of protection schemes (including System Integrity Protection Schemes (SIPS)). In the example network of Fig. 1 , the misoperation of any ICT network component may result in the spurious trip of generator 2, as shown in Fig. 3 . Spurious trip here refers to the incorrect and unnecessary trip of the generator following a SBM of the protection scheme. To quantify the security level of this system, or any interconnected ICT-EP network, i.e., the reliability of the system operating in a normal manner without any spurious trips of any power system components (e.g. lines and generators), a system security index (SSI) is defined as follows:
where ne and nc are the number of EP system nodes and ICT network nodes respectively. Rij is the reliability of the most reliable path between i and j, which is calculated as
where Pc(SBM) is the probability of security-based misoperation of ICT network component c within the most reliable path between i and j.
Assuming that the communication channels are 100% reliable, the No. 1 and 2 circuits protection devices status and load 3 monitoring data are correctly collected by PMR and RTU, and the Pc(SBM) of ICT network components MPTR, RTU, PLC and CB are 0.1, 0.2, 0.2 and 0.1 respectively, the SSI of the example protection system is therefore estimated to be 0.34, using equations (1) and (2) . ne is equal to 3 and nc equals to 4 as shown in Fig. 2 . The reliabilities Rij of the most reliable paths in the example protection scheme are presented in Table I . For example, the most reliable path between E1 and E3 is E1→C1→C3→C4→E3. 
C. Probability of ICT network component security-based misoperation
The probability of security-based misoperation of the ICT network component PC(SBM) can be evaluated using Markov model as presented in Fig. 4 , considering the detected failure and repair rates (λdd, μdd), the undetected failure and repair rates (λdu, μdu) and the spurious trip and repair rates (λs, μs) of each ICT component [14] . [14] The operating states include: a) Normal state: All ICT network components operate in a secure manner.
b) Failure, detected:
The dependability-based misoperation (DBM) of the ICT component is detected and fixed before it causes any problems, preventing overall DBM of the integrated system. c) Failure, undetected: ICT components' DBM failure is not detected, resulting in the scheme failure to operate when needed.
d) Spurious trip:
ICT network component(s) operate when not required, causing overall SBM. Fig. 4 is used as a model to calculate PC(SBM) of ICT network components. As aforementioned, based on a review of the NERC disturbance reports [13] , it was identified that the majority of misoperations (about 80%) of protection schemes (including SIPS) are SBMs; hence the focus here is to evaluate the effect of SBM. However, the analysis can be extended to consider DBM too. 
D. ICT network vulnerability analysis
Fig . 5 presents the procedure for ranking the ICT network components' vulnerabilities related to SBM. First, the complex network model needs to be constructed. Using the reliability data of each ICT network component and the Markov model of Fig. 4 , the PC(SBM) is estimated. Next, the reliability of the interconnected ICT-EP system is evaluated based on SSI. By setting the value PC(SBM) of each ICT network component c to zero, the SSI of the interconnected system is re-evaluated (denoted as SSI*). The vulnerability of the ICT network component V(C) is then assessed using (3) based on the difference between SSI and SSI*. q is the total number of ICT components. Table II shows the SSI* and V(C) of the example protection scheme of Fig. 2 . 
III. TEST SYSTEM -UK POWER STATION INTERTRIP SCHEME
The proposed reliability and vulnerability assessment method is next demonstrated using an intertrip scheme, applied to a real hydro power station (represented as B3 in Fig. 6 ) in the UK, operated by the National Grid.
The most critical circuits are the B7-B4 and B7-B5 circuits from an outage perspective. Only one supergrid connection is left between this supergrid and the rest of the system when an outage happens to either of these circuits, with a simultaneous outage of both B2-B4 circuits. 
A. Scheme operating logic
There are three operational phases in the scheme: arming (grey), activation (blue) and implementation (red), as shown in Fig. 7 . The scheme is manually switched in when the power transfer to or from B3 exceeds 1235MW. The summated loading of the B3 1&2 circuits, as shown in Fig. 7 , are monitored by two PMRs located at B2, one each for pumping and generating. The generators located at B3 are only tripped when the generated or absorbed power is in excess of the levels which would lead to overloading of the transmission lines and/or instability of the supergrid shown in Fig. 6 [15] .
The identification of the states of B2-B4 1 & 2 circuits is based on the monitoring of the status of circuit breakers, line and busbar disconnectors associated with these circuits. The activation signal is sent from the 1 st and 2 nd main protection of B2-B4 1 & 2 circuits (MP1TR and MP2TR) to cover stuck circuit breakers problems. Under the switch-in mode, the scheme is initiated when an intertrip signal is transmitted to B3, on the condition that both circuits are out concurrently. A short time delay was included in the scheme, to prevent spurious operation during system faults as a result of inaccurate measurements. Two PLCs at B2 and B3 are responsible for carrying out the scheme logic operations. The generators to be tripped are manually pre-determined by operating the selection switch located on the machine intertrip cubicle. Two generators are usually tripped by opening the appropriate 18 kV circuit breakers connected to the motor of the generator on receipt of the activation signal. This ensures the remaining power transfer to/from B3 does not exceed 1235 MW, preserving the stability of the area.
B. Complex network model of the intertrip scheme
The interdependent complex network model of the intertrip scheme is presented in Fig. 8 . On the electrical part, B2-B4 circuits and B3 generator groups are represented as electrical source node E1 and electrical target node E2 respectively. In the ICT network subsystem, the monitoring of B2-B4 No.1 and No.2 circuits, including the status of main protection trip relay (MPTR), CBs, BDs and LDs, are represented as ICT network nodes C1 and C2 separately. Nodes C3 and C4 represent respectively the generating and pumping PMRs located at B2. B2 PLC is represented as node C5, and B3 control room is represented as C6. The activation signal and arming signal are sent from B2 PLC and control room to B3 PLC (represented as node C7), to allow implementation signal to be issued. Nodes C8, C9 and C10 represent each probabilistically two random machines (15 combinations in total), since two generators are usually tripped when the scheme is activated and there are six generators located at B3. 
C. Intertrip scheme SSI
The logic relationships of the scheme, as well as the reliability of each component are modelled as probabilistic weights in the graph. The proposed Markov model in Fig. 4 is applied to each ICT network component to estimate their operational state probabilities. Data of mean time to failure (MTTF) and mean time to repair (MTTR) are assumed based on experience and public databases and historical records [16, 17] . The P c (SBM) of each ICT component is calculated using the MTTF and MTTR data and the Markov model, and they are presented in Table III [14] . Further details can be found in [14] . Based on equations (1) and (2) and data presented in Table  III , the SSI of the intertrip scheme is calculated to be 0.55.
D. Vulnerability analysis
The vulnerability of each ICT network component related to the security-based misoperation of the system is calculated by the increase in system SSI assuming each ICT component c in perfectly reliable operating condition (i.e. P c (SBM)=0). The results of vulnerabilities of the most critical ICT network components are presented in Fig. 9 .
As can be seen from Fig. 9 , the most vulnerable component is B3 PLC which collects the arming and activation signal, and implements the tripping command. The B2 PLC is also important as it needs to calculate and provide a reliable output from different information sources. However, it is less vulnerable than circuit breakers. The vulnerabilities of circuit breakers are mainly due to their positions in the logic relationships, as they are the closest component of initiating a spurious trip. PMRs rank the fourth in terms of SBM vulnerability, as they are merely information providers. The results are verified by the fault-tree analysis presented in [14] .
IV. CONCLUSION
Power system reliability analysis needs to consider the reliability of its supporting ICT network as modern power grid are becoming more and more dependent on the ICT network to fulfil its monitoring and control functions. The conventional reliability analysis techniques (e.g. Monte Carlo, fault-tree and attack-tree) require a significant amount of computational effort and therefore they are not practical for larger network analysis. Complex networks provide an alternative for ICT-EP system reliability analysis. The vulnerability of each component related to overall system reliability can be easily quantified, and the risk analysis and appropriate network improvement strategies can be proposed.
A system reliability index SSI is proposed in this paper to measure the security level of the system. Furthermore, the index facilitates the assessment of the vulnerability of each ICT network component. The results of the analysis using the newly proposed approach (i.e. based on complex network theory) confirm the findings of the past, conventional, faulttree analysis [18] ; however the complex network model is found to be more scalable and easy-to-implement. The proposed methodology can be easily extended by including more logic relationships to facilitate analysis of large interconnected ICT-EP systems.
