Overview
========

Pharmacometrics,^[@bib1]^ while having first been solely applied to continuous data due to its historical ties with pharmacokinetics^[@bib2]^ and its methodological complexities,^[@bib3]^ now commonly includes analysis of discrete type data.^[@bib4]^ This tutorial, intended for pharmacometricians familiar with basic concepts in population modeling, simulation, and model-based drug development,^[@bib5]^ aims at presenting the foundations of count data analyses and builds on a recent tutorial on time to event models.^[@bib6]^ After defining count data and alternative analysis approaches, the main count models will be described with an emphasis on their assumptions, which will be completed by considerations in the context of drug development.

Count Data Theory
=================

Count data definition
---------------------

Count data are generally defined as numbers of events per interval. For count data to be recorded, events need to be specified beforehand, and then recognized and counted during the experiment. The events should, in essence, be able to and, in practice, tend to occur several times in order for the gathered data to be qualified and identifiable as count. Mathematically, counts are non-negative integers, since an event cannot happen an incomplete or a negative number of times. Naturally, zero event/count is a possibility; certain entities may even display particularly many null observations, which phenomenon will be addressed later in this tutorial. Technically, there is no upper boundary to a count, because there can theoretically be close to an infinite number of events taking place.

Count data are not restricted to biomedicine; in fact, numerous statistical advances in the domain took place within other fields. Early applications ranged from the number of convictions pronounced by jury panels per year to the number of phone calls received at a call center per minute, through the number of cavalrymen killed by horse-kicks per year. In preclinical or clinical trials, counts are typically reported for each subject, e.g., number of epilepsy seizures per month,^[@bib7]^ number of incontinence episodes per week,^[@bib8]^ or number of gastrointestinal symptoms per day.^[@bib9]^ Such individual data are assumed in this tutorial, therefore finding their application within the context of population analysis.^[@bib10]^

Underlying hazard process
-------------------------

Since count data are intrinsically event frequency measures, the inherent connection with repeated time to event is evident. Events are counted within time intervals essentially when their exact time of occurrence is ignored, usually for convenience and practical reasons. For simplicity, both for data record and for data analysis, time intervals are generally---although not systematically---of fixed length, e.g., months, weeks, or days. The shorter the time intervals, the less summarized the occurrences are. As in survival analyses, events are presumed instantaneous and assumed to arise only one at a time, i.e., the probability that an individual experiences two events at the exact same instant is zero.

In consonance with the analogous event data, count data are driven by an underlying hazard. Hazard is the instantaneous rate of the events.^[@bib6]^ Determining whether and how this hazard varies with covariates, including treatment effect, is typically the aim of the data analysis. When time affects the hazard, i.e., the hazard is not constant, summarizing the information in counts per interval may dilute the effect. The extent of this dilution depends on the pattern of the time effect and its coincidence with the time interval limits. Nevertheless, in studies where the goal is to most accurately characterize a time-varying hazard, a repeated time to event analysis, although slower, will be more appropriate than a count analysis. The exceptions to this principle are if the events are rare enough and if the time intervals are short enough for only one or zero count to be recorded.^[@bib11]^

Noncount data
-------------

Some types of data are sometimes unsuitably identified as event count data, such as grouped binary data or ordinal data. Grouped binary data arise from counting the number of successes or failures resulting from a certain number of binary outcome processes, i.e., Bernoulli trials. A binomial model, handling the number of tests performed and therefore the implicit maximum, appears more adapted to analyze grouped binary data. A Poisson model can nevertheless be appropriate to describe binomial data if the number of experiments is large, since the two models are mathematically equivalent for an infinite number of repetitions. Regarding ordinal data, ordered categorical models are the suitable models for the evaluation.

On the other hand, true event count data are often handled with models for a different data type. For instance, they may be categorized, i.e., dichotomized (event, no event) or made ordinal (low, medium, and high frequency of events). This practice, intended to simplify the process, risks information and power loss. Another alternative approach applied to count data is to treat them as continuous, which does not involve data transformation. A continuous model, despite not addressing the integer nature of the data, may be successfully applied to count data, predominantly when the distribution is wide with high counts. These characteristics commonly apply to events in a volume or an area, e.g., number of neutrophils per microliter of blood or number of bacteria per square centimeter of a Petri dish. It should be noted that the classic count methods can also be used for these types of observations nonetheless.

Count data visualization
------------------------

There are several---standard or not---ways to visualize count data, and a representative sample will be given in this tutorial. The familiar representation of the dependent variable---here the counts---vs. time (**[Figure 1](#fig1){ref-type="fig"}**, left panel) is inevitable, although it does not carry the notion of the integer nature of the observations. This type of graph will, as for other data, inform about the variability between subjects as well as a potential time course.

A histogram of the frequency of the counts (**[Figure 1](#fig1){ref-type="fig"}**, right panel) is highly recommended, because of the indication it gives about the shape of the distribution. This is referred to as probability mass function (pmf) owing to the discrete nature of the probability distribution of counts, as opposed to the probability density function associated with continuous data. In **[Figure 1](#fig1){ref-type="fig"}**, the histogram was intentionally rotated to exhibit how the two y-axes coincide, which is, however, not common practice. It can be highlighted that most variables included in the count model structure *in fine* govern the pmf.

Count Model Structure
=====================

The Poisson model
-----------------

The most important count model is the Poisson model. It is also the model to which all other count models presented in this tutorial converge, when their extra parameter goes to zero or infinity. It is named after the French mathematician who reintroduced the concept^[@bib12]^ a century after de Moivre published it.^[@bib13]^

The model describes the observations using the Poisson distribution. Accordingly, the random variable in the model is Poisson distributed. The term Poisson model used thereafter corresponds to this definition.

An observation *Y* during an interval *j* for an individual *i* is said to follow a Poisson distribution when the probability that it takes values *n* = 0,1,2,... can be expressed as in Eq. 1.

where *λ*~*i*~ is a parameter and ! the factorial function.

Mean count parameter
--------------------

The parameter *λ* (lambda) is the single parameter of the Poisson model in its simplest form. The expectation for the Poisson distribution *E* (*Y*) is equal to *λ*, and the parameter will therefore also correspond to the arithmetic mean of the counts occurring during a certain time. *λ* is by definition a positive real number, i.e., it is not necessarily an integer.

In pharmacometrics, parameters are often expressed as a mixed effect---a combination of a fixed (*θ*) and a random (η) effect. A common parameterization preventing negative values is given in Eq. 2. The introduction of interindividual variability (IIV)---the random effect---results in *λ* to be interpretable as the mean number of events per time interval for individual *i*.

As opposed to, for example, a normal distribution, the variance of the Poisson distribution is not governed by an additional parameter, but by *λ*~*i*~ as well. As a result, an individual\'s *λ*~*i*~ value defines both the mean and the variance of the discrete probability distribution for the observations of this specific individual, as in Eq. 3.

This feature of the Poisson distribution is illustrated in **[Figure 2](#fig2){ref-type="fig"}** (left panel) with three pmfs corresponding to three *λ* values. It can be observed that as *λ* increases: (i) the mean of the distribution shifts and the probability of zeros decreases, (ii) the function is less skewed and approximates a normal distribution, and (iii) the variance increases and higher counts are encountered.

Poisson model properties
------------------------

The equality between mean and variance of the counts experienced by an individual constitutes an important property of the model through its distribution. Named equidispersion, it should be investigated in the data exploration and disclosed in the model report. Though restrictive on the statistical level, this trait naturally applies to many *in vivo* phenomena.

Another characteristic intrinsic to the Poisson model is independence between events or memoryless process. Common for discrete probability functions, it means that the occurrence of an event does not alter the probability of another. While admissible in idealistic cases such as rolling a die and counting the number of occurrences a 6 is obtained, this assumption may generally not be fulfilled when dealing with biomedical symptoms.

The third Poisson property, presented here and discussed elsewhere in the tutorial, is the constance of the event rate within time intervals, also known as homogeneous process. On account of an evident lack of information at this level, this aspect is inherent to the data collection. While echoing the consequences of low-resolution time intervals, the feature can be perfectly acceptable in many cases.

Exponential model family
------------------------

Considering *λ* as a piecewise constant rate further enables to establish the link between the Poisson model and the hazard model.

The similarity between the two exponential models can be depicted, for instance, by computing the probability of zero event to happen within an interval according to the Poisson model (Eq. 4) and the same probability given by the time-to-event approach when the hazard is known to be constant (Eq. 5).

The analytic solution of the integral in the case of a constant hazard makes more apparent that *λ*, the variable describing the number of events within an interval in Eq. 4, corresponds to the product in Eq. 5 of the rate of the events and the length of the interval.

The proof of the mathematical equivalence between a piecewise proportional hazards model and a Poisson regression model was produced, along with demonstration of identical estimates, independently by two teams in 1980.^[@bib14],[@bib15]^

The advantages of acknowledging the direct relationship between *λ* and a constant hazard reside in the meaning of the methods, the understanding of the results, and the interpretation of the conclusions. Stating the existence of a clear correspondence (Eqs. 4 and 5) between the two models also suggests shared robustness and accuracy in terms of inferences.

Mean count function
-------------------

If *λ*, in the standard Poisson model does not vary within time intervals, it can nevertheless vary between them. Since *λ* represents the mean counts, it can be susceptible to time changes and is the parameter on which a potential drug effect will primarily be explored. These elements place *λ* at the heart of disease progression and pharmacodynamics characterizations, which include *in silico* description of the time course (natural history or placebo effect) of the disease status assessment and the action of the drug (if achieving a measurable response). The disease status assessment is in this case the counted events chosen as end point during, e.g., a clinical trial. The assessment is expected to undergo a response qualified either as a desired effect or as an adverse event, both of which can take the form of a stimulation or an inhibition.

After establishment of the count structural model, model building can be carried out on *λ* the same way it is for a continuous model,^[@bib16]^ in terms of a variability model and a covariate model. In pharmacometric models, *λ* is typically a function that can be affected by time (*f*(*t*~j~)), drug effect (*g*(*PK*~i~(*t*~j~)), and covariate effects (*α*~1~*X*~1~,*α*~2~*X*~2~,...*α*~*K*~*X*~*K*~). Eq. 2 may therefore be extended to, e.g., Eq. 6.

The variable *PK*~*i*~(*t*~*j*~) stands for a pertinent pharmacokinetic model-derived exposure metric^[@bib17]^ driving the response. It is apparent that the exposure variable will account for the entire time interval and, therefore, is likely to be a summary metric (e.g., steady-state concentration or average area-under-the-curve) as opposed to momentary concentration.

Note that setting the functions *f* and *g* (in Eq. 6) to asymptotically approach zero allows the mean count to tend to zero while keeping it from becoming negative. Prevalent exponential decay and sigmoid *E*~max~ functions, respectively, can be successfully used in this context. To the same end, others may prefer a parameterization on the natural logarithmic scale such as, e.g., Eq. 7. The fixed effect of the intercept *θ* in this case will not be directly comparable with the one from the previous equation.

**[Figure 2](#fig2){ref-type="fig"}** (right panel) illustrates such a case with the mean response in a hypothetical population displaying a decline over the month, which is more pronounced in one of the two treatment groups. The ordinate axis clearly depicts *λ* as no longer only a parameter but a multidimensional function varying with time and exposure and furthermore, between individuals.

Count Model Components for Data Violating Poisson Assumptions
=============================================================

Nonequidispersed events
-----------------------

Equidispersion can be verified numerically by computing and comparing the mean and the variance of the observations of each individual represented in the raw data. A statistical test consists in calculating the χ^2^ distributed ratio between the variance and the mean, i.e., the index of dispersion,^[@bib18],[@bib19]^ and testing equality to one. However, in a context of time-varying mean count, only limited conclusions can be drawn from this practice. Therefore, such calculations should only be interpreted along with other diagnostics and must not preclude further investigations.

Graphically, when individual means and variances are plotted against each other, a linear relationship suggests that the condition is respected. Violations of the equidispersion assumption can be of two kinds: overdispersion or underdispersion. Overdispersion corresponds to cases of a variance greater than the mean for most of the population, and underdispersion to the opposite, a variance lower than the mean. In the mean--variance plot (**[Figure 3](#fig3){ref-type="fig"}**, left panel), these types of profiles are respectively situated above and below the identity line. Again, this may be impacted by a nonconstant *λ*, and thus, a stratification on time (e.g., by week in this daily record example) should be considered.

Another diagnostic designed to indicate whether the observed distribution approximately compares with a Poisson distribution is the Poissonness plot.^[@bib20],[@bib21]^ It is based on a quantity called count metameter, calculated from the frequency of each encountered count (*f*~n~), the factorial of the count values (*n*!), and the sum of all frequencies (*N*). According to Eq. 8, if the data follow a Poisson distribution, the metric is linear with regard to the possible counts *n*, with an intercept −*λ* and a slope log (*λ*).

This diagnostic (**[Figure 3](#fig3){ref-type="fig"}**, right panel), similar in concept to the Q--Q plot, however, seems to be more adapted to detect overdispersed distributions---more points not falling on a straight line---than underdispersed ones, the double Poisson in this example. The diagnostic power of the available plots is limited due to the stochastic nature of the count distribution as well as the potentially complex *λ* profile. Therefore, one should not completely rely upon them and investigate alternative models described in this section.

Overdispersion or underdispersion circumstances may not always be explainable. The first case, denoting that the within-individual variability is especially large compared with the mean, i.e., that the same patient can experience few events during most time intervals and many at some other times in the same study, can be encountered in types of diseases presenting sudden outbreaks of symptoms. The second case, referring to notably low within-individual variability vs. mean, i.e., homogeneous records, maybe displayed by rather constant experiences and robust symptoms, like in diseases qualified as slowly progressive. The cause of the dispersion phenomenon may be identifiable, e.g., epilepsy counts may substantially differ between morning and evening and the bimodal distribution may be misinterpreted as overdispersed, or recurring migraines may be treated with rescue medication leading the count distribution to appear underdispersed. But in many cases, driving forces for the noise in the process are missing or unknown, and resulting overdispersion or underdispersion seen to occur are left to be characterized in the absence of explanatory factors.

Analyzing data not conforming to the equidispersion assumption related to the Poisson distribution may require the use of candidate models different from the Poisson model. Several models have to this end been proposed and a few are presented here.

*Negative binomial model.* The negative binomial (NB) model,^[@bib22],[@bib23]^ also sometimes referred to as the inverse binomial model, is the main alternative to the Poisson model in case of overdispersion (**[Figure 4](#fig4){ref-type="fig"}**, right panel). It uses a supplementary parameter, (omicron), responsible for an increased variability compared with the mean counts. This overdispersion parameter belongs to the range ∈ (0,∞), but values below 1 are generally sufficient. The discrete probability distribution (Eq. 9) still has a mean of *E*(*Y*~*ij*~) = *λ*, while the variance is now Var(*Y*~*ij*~) = *λ*~*i*~(1+ *~i~*·*λ*~*i*~).

Although the distribution is not defined for = 0, it tends toward a Poisson distribution when approaching it. This means that by allowing the parameter to vary between individuals---by including a random effect---both NB-like and Poisson-like profiles can be captured. The NB model was found adequate when applied to epilepsy data in several analyses^[@bib24],[@bib25]^ and to infectious diseases.^[@bib26]^

*Generalized Poisson model.* The generalized Poisson model^[@bib27],[@bib28]^ is another model used to account for deviation from equidispersion in data to be analyzed. The additional parameter, *δ* (delta), governs the dispersion of the pmf. The distribution can result in an overdispersed pmf if *δ* is positive (*δ* \> 0) and in an underdispersed one if *δ* is negative (*δ* \< 0) (**[Figure 4](#fig4){ref-type="fig"}**). The limits within which *δ* exists are *δ* ∈, ), where *Δ* is the largest positive integer greater than or equal to 4 that satisfies the inequality *λ + Δδ* \> 0. The parameterization in Eq. 10 permits the mean count to be equal to *E*(*Y*~*ij*~) = *λ*~i~ and the variance to Var(*Y*~*ij*~) = *λ*~*i*~/(1−*δ*~*i*~)^2^.

Clearly, the generalized Poisson model reduces to the Poisson model and therefore adjusts for equidispersion when *δ* = 0. The flexibility of the model to accommodate the twin properties of over- and underdispersion makes it an attractive candidate. Nonetheless, the dependence between the lower bound of *δ* and *λ*, two parameters to estimate, introduces an inconvenience. A step-wise procedure can be used to circumvent the difficulty by starting with *δ* = 0 and then with the obtained fixed effect estimate *λ* setting .

*Double Poisson model.* The double Poisson model^[@bib29],[@bib30]^ is generally promoted in the context of underdispersion (**[Figure 4](#fig4){ref-type="fig"}**, left panel), since in contrast to the previous models, the higher the extra parameter, the more underdispersed the distribution. Both forms of dispersion can be managed though, through the parameter *υ* (upsilon). The real number υ yields underdispersion when above 1 (*υ* \> 1) and overdispersion when below 1 (*υ* \< 1). The model gains in flexibility when IIV is associated with *υ*. The discrete probability distribution generated by Eq. 11 has a mean of approximately and a variance of approximately .

As its name suggests, the model is based on the double exponential family. This extension of the Poisson model is obtained as an exponential combination of the Poisson density with mean *λ* and of the Poisson with mean *n*. In the case of *υ* = 1, the double Poisson model collapses to the Poisson model. Technically, the double Poisson function only approximates a pmf. The last element of the equation is a normalizing constant specified to make the sum of the probabilities closer to unity.

*Other nonequidispersion models.* Several other names, notations, or parameterizations exist for the models described above that do not correspond to different distributions. The mentioned models were used to simulate density profiles to compare underdispersed (**[Figure 4](#fig4){ref-type="fig"}**, left panel) and overdispersed (**[Figure 4](#fig4){ref-type="fig"}**, right panel) data to a unique Poisson---equidispersed---set of data. While the means of all pmf were chosen to be the same, the dispersion parameters were set to illustrate the feature, which could be enhanced or diminished.

Other models were proposed to handle overdispersion, such as mixture models. This alternative is based on the suspicion of two (or more) underlying processes leading to an event. A mixture model can be developed with two (or more) λ values, where the observed sum of events has a larger variability than either of the two distributions.

Another frequent case of overdispersion is when it is due to an excess of a certain value. Zero counts are commonly observed in higher frequency in the data compared with the amount predicted by the model. A possible situation is a threshold needed to be crossed for positive counts to be observed, another being a poor compliance when adverse events are counted. The Hurdle model, built as a mixture of two different densities, may remedy to excess of zeros. The zero-inflated Poisson model is a straight-forward substitute, where the two mixture components, (i) zero and (ii) a Poisson pmf, are weighted by a factor corresponding *de facto* to the probability of not observing any event. The zero-inflated Poisson model can be combined with distribution functions other than the Poisson model, e.g., a zero-inflated NB model was explored in the analysis of antibody titers^[@bib31]^ to account for patients not developing immunity.

More nonmixture models presenting dual properties of over- and underdispersion are: the compound generalized Poisson distribution,^[@bib32]^ the Katz System yielding the generalized event count model,^[@bib33],[@bib34]^ or the Conway--Maxwell Poisson model.^[@bib35],[@bib36]^

A further reason for observing underdispersion is data truncation. Right truncation is observed when events above a fixed value (*c*~*r*~) are not counted, whereas left truncation occurs when the censoring affects counts below a set value (*c*~*l*~). The most common case of the latter is zero truncation. Models to be used in case of data truncation can be any of the above, yet their distribution must be truncated while retaining probabilities adding up to 1. Density truncation can be applied though division by the cumulative density function (cdf) within the range of possible counts, i.e., sum of probabilities for right truncation or for left truncation. This technique was also used to model score data.^[@bib37]^

Nonindependence between events
------------------------------

Assuming that events happen in an independent manner may not be appropriate to describe disease symptoms. In epilepsy, the notion that seizures beget seizures is debated, but implies that seizures themselves are epileptogenic. Besides events directly triggering more events, events clustered in high-intensity periods or low-intensity periods can denote an underlying---indirect---dependence. Migraines are believed to follow such an unknown process leading low-activity epochs to intercalate with peaks. Micturition contains a psychology factor leading events to be artificially more regularly spaced compared with if truly driven by a random process.

Dependence between events can be diagnosed by scrutinizing the data. A simple way to visualize dependence is to plot consecutive observations against each other (**[Figure 5](#fig5){ref-type="fig"}**, left panel). A linear regression line can indicate in which fashion their dependence occurs. Individual profiles (**[Figure 5](#fig5){ref-type="fig"}**, right panel) may also support independence invalidation, since within-individual dependence in biomedical observations is likely to be expressed as trains of similar values. Correlations may be involved if the displayed time courses are smoother than when generated under an independence assumption.

In statistics, this property is named serial correlation and can be addressed in different ways. In pharmacometrics, approaches implemented to reflect dependence between observations include the first-order autoregressive (AR(1)) model,^[@bib38]^ correlating residual errors, and stochastic differential equations,^[@bib39]^ decomposing residual errors into system and measurement noise. However, both approaches have been described so far only for continuous processes.

For discrete models, published methods for serial correlation mainly relate to Markov models. Observations in Markov models are assumed dependent on previous states. The previous state in question is often the exact preceding one, referred to as first-order Markov model, but can instead or in addition implicate the observation before the last (i.e., second-order Markov), etc. Because the chain of states is discrete, i.e., time intervals are defined as a set of measurement occasions, the full terminology is discrete time Markov chain.

Note that the preceding observation is known and can therefore directly enter the model. This is a concept different from that of hidden Markov models,^[@bib40]^ where the state influencing the current observation is unknown. In a hidden Markov model, the latent system transitions between hidden states, with the state where it is positioned at a certain time altering the probabilities for the observations at that time. This methodology was implemented for mixed-effects count models.^[@bib41]^

Markov models are integrated as components to probability models through functions of a prior observation affecting the probability of a current observation (Eq. 12). In count models, most implementations are specified according to models considered by Zeger and Qaqish.^[@bib42]^ Markov components contribute to modify the pmf mainly via addition to *λ*, or through inflation-deflation probabilities (similar to the zero-inflated Poisson model).

Markov element predictors can be of any type: binary, categorical, count, or continuous, since they can be the actual previous observation or a derived value. In pharmacodynamic count models, the two most encountered parameterizations are a continuous function of the previous count and a mixture function of the previous status no count/counts. Examples of the first case are a proportional *E*~max~ function of the preceding epilepsy seizure count^[@bib25]^ or a linear function of the past number of multiple sclerosis contrast enhancing lesions^[@bib43]^ (or a multiplicative power function of hypothetical events in **[Figure 5](#fig5){ref-type="fig"}**). Still applied to epilepsy, results were presented where the last observation information was dichotomized depending on whether the seizure was present or absent.^[@bib24],[@bib44]^

Nonconstant event rate within time intervals
--------------------------------------------

As expressed before, the concept of hazard^[@bib45]^ is key in this context, since this rate determines when the events, ultimately counted, occur. Applying a model from the Poisson family assumes that this rate is constant within the intervals where the counting is made. These stationary increments may not be suitable for all problems at hand. Time variations of event occurrence are likely to take place within all time intervals, but their capture may be more possible and crucial in some circumstances than others.

In the case of safety studies, when the count variable is a rare adverse event, this time variation is seldom of importance and often not feasible to capture, given the sparseness of the available data. Similarly, the description of cyclic fluctuations, like a circadian rhythm, where the length of the period coincides with the length of the interval, is likely not possible. However, prior or simultaneous characterization of a time-varying biomarker or a pharmacokinetic profile, suspected to influence the hazard, may be the ground for requiring nonconstant event rate within intervals.

Relaxing the stationarity assumption corresponds to converting the homogeneous Poisson process into an inhomogeneous (or nonhomogeneous) Poisson process. Ample research was performed in the branch of recurring events rate analysis. Inhomogeneous Poisson models couple (i) models with time-varying count intensity^[@bib46]^ to (ii) Poisson (or other) probability distribution models. In this case, the expectation of the sum of counts during a finite interval (Eq. 13) can be obtained from the sum of the expectations of each event.

Where *λ*~*i*~(*u*) can be expressed as in Eq. 6 with the *PK*~*i*~(*t*~*j*~) being for example the drug concentration (not averaged over the time interval any more) or a covariate *X* being time-varying.

Ordinary differential equations are, therefore, required most of the time in this family of models. Nevertheless, analytical solutions may be employed in some cases (e.g., the Weibull distribution). The parameter/function λ acts as hazard which accumulates over time. The likelihood of positive counts is set to the chosen pmf, while the likelihood of zero count is equal to the survivor function. The hazard, cumulative hazard, and survival were represented in **[Figure 6](#fig6){ref-type="fig"}**.

The literature reporting pharmacometric investigations using inhomogeneous Poisson models is relatively sparse. One of the studies is a sensitivity analysis made with regard to the data simplification to compare homogeneous models with an inhomogeneous model.^[@bib47]^ In other respects, a novel approach was proposed connecting a third type of model: an ordered categorical model, to estimate the maximal severity achieved from nonconstant repeated categorical events summarized per time intervals.^[@bib48]^

One may note that the inhomogeneous approach relieves the considerations with regard to the regularity of the interval length, and an integration is done over elapsed time after the beginning of the study. Intervals of different lengths can nonetheless be efficiently handled in a homogeneous model. As indicated by Eq. 5, the interval duration can be taken into account such as Eq. 14. Hence, if symptoms are, for example, counted every day during stays at the clinic and every week when the patient is at home, the data can be analyzed without having to add daily counts into weekly ones.

Count Modeling Practices
========================

Model fit software
------------------

Model fit of count data can be performed in all major nonlinear mixed-effects modeling software, i.e., the pharmacometric software NONMEM, Monolix, Phoenix, and S-ADAPT, and the statistical software WinBUGS, R, SAS, and Matlab.

The language (e.g., NM-TRAN) used to code the probability functions naturally depends on the software of choice, with the Poisson (and oftentimes some other) distribution(s) being predefined in a few of the programs (e.g., WinBUGS, where one can write "dpois").

Furthermore, the factorial function (·!), which is part of all count models, is not systematically embedded in all programs. Approximations such as a refinement of the Stirling\'s formula or the one derived by Ramanujan are a solution to this. The gamma function (Γ·) can be handled the same way since it is directly related to the factorial function. For most models though, the approximation of the factorial does not affect parameter estimation as it is constant in the likelihood.

Another potential difficulty taking place during count modeling is numerical issues while dealing with high counts. This risk can be prevented and model stability increased by log-transforming the model or its components, e.g., the gamma function of the NB model.

Estimation method choice
------------------------

Maximum likelihood estimation is the prevalent parameter estimation method in pharmacometrics. Since count models consist in probabilities, they are easily interpretable as sets of likelihoods, in the same way the other types of discrete models are.^[@bib49]^ Estimation in population count models is, therefore, completed through likelihood-based approaches, requiring approximation of the integral over the random effects. As in other cases, estimating parameters through minimization of −2 times the log-likelihood presents advantages over maximization of the likelihood.

Maximum likelihood estimation algorithms may not perform equally well due to the challenging nonlinearity of the models. Accordingly, the use of the primary NONMEM estimation algorithm FOCE is prohibited and the alternative Laplace and sampling-based methods recommended. The evaluation^[@bib50],[@bib51]^ of the performance---accuracy and precision---of the algorithms Laplace in NONMEM, stochastic approximation of expectation maximization in Monolix, and Gaussian quadrature in SAS indicated that these estimation methods are appropriate for count analyses. Bayesian methods are also successfully used to estimate count model parameters as seen on available training material.^[@bib52]^

Model development workflow
--------------------------

After appropriate graphical exploration of the data, knowledge about the data structure, profile, and trends is undeniably gained. This information can highlight features to reflect in the model structure as well as to use in guiding model building.

The model development workflow nevertheless follows a relatively consistent series of steps: (i) fit Poisson model, (ii) test other densities, (iii) develop structural model on *λ*, and (iv) refine interindividual variability model. In a case of a parallel arms placebo-controlled study, steps (i) and (ii) may be performed only on nontreated patients. Step (iii) includes the investigation of time effect, previous observation effect, covariate effect, drug effect, etc. Before step (iv), most parameters may already consist in an association between a fixed and a random effect, so correlations (i.e., covariance matrices) and semiparametric distributions (e.g., box-cox transformation) can be investigated.

Model evaluation, as in any other model exercise, takes place at each model modification to quantify and qualify the fit improvement.

An example in the form of a hands-on case study is provided as **Supplementary Material** online.

Model evaluation diagnostics
----------------------------

Numerical evaluation in count models is facilitated by the fact that most models are nested with the Poisson model. Hence, the likelihood ratio test can be applied between the hierarchical models of a workflow following the steps previously described.

Graphical evaluation does not include the same battery of goodness of fit plots as for continuous models. Regardless, residuals adapted to count models are applicable.^[@bib53]^ The Pearson residual, based on the estimated mean and variance compared with the observations, and the Anscombe residual, built only with the estimated mean and the observations, may be inspected vs. *λ* or or time to detect misspecifications.

Simulation-based evaluation remains nonetheless the gold-standard due to its ability to reliably depict several aspects---variability and structure---of the model efficiently. Based on a preferably high number of simulations potentially including uncertainty, a visual predictive check can, for instance, be produced. A visual predictive check typically displays percentiles of a dependent variable plotted against an independent variable both for observations and simulations, overlap of fitted data and simulated data is the goal. In the case of count data, the ordinate can be the number of events although its integer nature may alter the plot. A favored representation consists in plotting the proportions of counts within certain ranges. In **[Figure 7](#fig7){ref-type="fig"}**, these proportions are featured with regard to time. Other graphs to consider to complete the assessment include: a stratification on treatment and other important categorical covariates, a switch to dose on the *x*-axis if enough dose levels and to important continuous covariates, an adjustment of the count proportions to proportions of transition values between consecutive counts, and a replacement of the *y*-axis by the variance-to-mean ratio. Some software, like PsN,^[@bib54]^ feature an automation tool generating the visual predictive check with simulations, autobinning, and percentile calculation being done with one command.^[@bib55]^

Count data simulation
---------------------

Whether intended for model evaluation or model inferences, simulations are an important part of count data analysis. In software where the distribution function is predefined (e.g., R), it can be used both for estimation and for simulation, whereas in software where a user-defined function is necessary (e.g., NONMEM), the code should be adapted between estimation and simulation.

The simulation code needed for Poisson distributed data is once again borrowed from the proportional hazard model (Eq. 15). It follows Algorithm 1, according to which the number of times *n* that *r* needs to be drawn from a uniform distribution for the sum to reach 1 corresponds to the simulated number of events.

**Algorithm 1:** Simulation of Poisson random variable

**Algorithm 2:** Simulation of count model random variable

For pmfs different from the Poisson model, a more general simulation code is necessary. This code is described in Algorithm 2 and is suitable for all models presented in this tutorial.

Count model-based drug development
----------------------------------

Count models are inevitably part of decision-making within the drug development landscape, which is why solid knowledge about the approach is necessary. A fundamental aspect is that count modeling is a flexible approach detached from any particular therapeutic area. As more data are analyzed and more knowledge acquired, it is nevertheless imaginable and desirable that platform models are built in specific diseases. As of now, predominance of application of mixed-effects count models seems to be situated in epilepsy^[@bib24],[@bib25]^ and oncology.^[@bib8],[@bib9]^ Knowledge about the biological processes involved is invaluable and enables the development of mechanistic components into the models, but insight into the physiological variations is at times insufficient, justifying the choice of empirical functions.

The impact of count modeling can take place at all phases of drug development, as shown by analyzed studies ranging from animal experiments^[@bib56]^ to patient trials.^[@bib9]^ Decisions that can be informed include go-nogo or dose selection. The function *λ* is where the drug effect, subject of the evaluation, is most likely to be implemented and a target response to be defined. Graphical^[@bib57]^ representations should be sought (e.g., **[Figure 8](#fig8){ref-type="fig"}**) and parameter uncertainty considered when relevant. Drug development strategic questions generally involve several aspects such as efficacy and safety, in which case Gupta *et al.*^[@bib8]^ combined a count model and a categorical model to predict the therapeutic index of a new formulation. When the different aspects concern the same end point, like frequency and severity of a unique type of events, models can be combined on another level,^[@bib48]^ but this has not been done for count models yet.

A determinant factor in clinical development is trial efficiency. Underpowered or poorly designed studies lead to nonconclusive and expensive trials. Important decisions in study design can be supported by stochastic simulations and estimations from a previously developed model. Next to sample size and study duration, the length of the time interval during which events are counted may be investigated in the case of count studies. Optimal design,^[@bib58]^ recognized to significantly impact the degree of conclusiveness of an experiment through parameter precision, has been shown to be able to handle discrete/count data.^[@bib59],[@bib60],[@bib61]^ Hence, from a vantage point of a drug developer, count modeling and simulation can enable more precise, more certain, faster, and cheaper decisions.

Conclusions
===========

Modeling and Simulation is a powerful tool to characterize, quantify, understand, predict, power, optimize, and rationalize (pre)clinical trial data and studies. As in the case of any tool, its impact is maximized if it is shaped to fit its purpose. In the case of count outcome, tools in the form of pmfs are available. They come with assumptions as well as extensions, which were the topic of this tutorial. The Poisson model, a close relative of the survival model, is the basis for all count data models. Adaptations for handling overdispersion, underdispersion, autocorrelation, or inhomogeneity were proposed in the literature and presented here. Other sources of information may be useful to the reader, such as Cameron *et al.*^[@bib62]^ or Coxe *et al.*.^[@bib63]^ All in all, count modeling is an integral part of the dynamic science of pharmacometrics alongside count data being possible end points collected during drug development.

Conflict of Interest
====================

The author declared no conflict of interest.

We thank Mats Karlsson for encouraging data type-informed modeling analyses and Sebastian Ueckert for valuable comments.

Supplementary Material {#sup1}
======================

###### 

Click here for additional data file.

![Representation of count data. The left panel displays the time course of the counts in a 25-individual population, whereas the right panel reveals the probability mass function of the counts in the same population.](psp201427f1){#fig1}

![Properties of the parameter *λ*. The plots represent how varying *λ* values between individuals or groups of individuals result in shifted probability mass functions (left panel, with three distributions) and shifted mean counts (right panel, stratified on treatment). Varying *λ* within individuals can also be revealed in the right panel with fluctuating means over time, here represented with their 95% prediction intervals.](psp201427f2){#fig2}

![Dispersion plots. The left panel is a mean--variance plot and the right panel is a Poissonness plot. Each dot represents metrics of all counts for one individual on the left, and a metric for each possible count of one individual on the right. Each line consists in a linear regression of the dots belonging to the same model on the left and to the same individual on the right, and the additional dashed line on the left panel displays the identity. The dots on the right panel also have their 95% confidence interval represented and are colored black if the linear regression did not include this interval. The plots were produced from simulations with different models: Poisson, negative binomial (NB), generalized Poisson with a positive dispersion parameter (GP (δ \>0)), and double Poisson (DP).](psp201427f3){#fig3}

![Nonequidispersed distributions. The same distribution density issued from a Poisson model (*λ* = 3) is plotted on both panels, together with two models for underdispersion (narrower distributions) on the left panel and two models displaying overdispersion (wider distributions) on the right panel. The explored models are double Poisson (DP) (*υ* = 3), generalized Poisson (GP) (*δ* = −0.75 and 0.50), and negative binomial (NB) ( = 0.75).](psp201427f4){#fig4}

![Serial correlated counts. A population displaying correlation between consecutive observations (Markov Poisson) is represented in comparison with a simulation from a Poisson model (assuming independence between counts). The left panel investigates the correlation between neighboring counts with the dots representing the counts and the solid lines the linear regressions (dash line is identity line). In the right panel four individuals are exhibited, with slowly varying profiles in the Markov population and highly fluctuating curves in the vanilla Poisson simulations.](psp201427f5){#fig5}

![Inhomogeneous model variables. The plot displays variables for two individuals. The "count" variable corresponds to observed data and the "hazard" to the function *λ*. The "cumulative hazard" and the "survival" function are quantities involved in the estimation, and scaled here to share the same *y*-axis.](psp201427f6){#fig6}

![Visual predictive check for count data. Each panel represents the probability of observing a range of counts against time The solid line is the median of the observed data and the ribbon the 95% confidence interval around the median (dotted line) of 500 simulations from a count model fitted to count data.](psp201427f7){#fig7}

![Dose selection plot. The exposure--response is depicted as change from baseline in *λ* at day 28 against average daily concentration. The blue elements are the model-based mean and 95% prediction interval generated from 500 simulations on a fine grid. The two-dimensional densities, built from patients observations, indicate the dose groups from the last conducted studies. A placebo group had been studied and a placebo effect observed.](psp201427f8){#fig8}
