cells and continues forward until the matrix is successfully filled (Sanderson et al. 1998) . ''Swap'' algorithm begin with the observed matrices as the starting point. They repeatedly swap subelements of the observed matrix to create new random matrices . Both swap and fill algorithms generate reshuffled matrices that preserve row and column totals of the original matrix, although their statistical distributions are different from one another (Sanderson et al. 1998, Gotelli and Entsminger 2001) , depending on the precise details of the algorithm used.
In a recent issue of Ecology, Manly and Sanderson (2002) criticized a swapping algorithm for null model analysis of presence-absence matrices presented by Gotelli (2000) . In brief, Manly and Sanderson (2002) created a single, random matrix, tested it with the swapping algorithm in Gotelli (2000) , and obtained a statistically significant result (P Ͻ 0.05). From this outcome, they concluded that the swapping algorithm was defective.
In this paper, we provide a more detailed analysis of the swapping algorithm and re-evaluate the conclusions of Manly and Sanderson (2002) . Our main points are: (1) We could not reproduce their result. When we tested their random matrix with our implementation of Gotelli's algorithm, we obtained the identical, nonsignificant result that Manly and Sanderson did. (2) We then created and tested 100 additional random matrices of the same dimension and fill as Manly and Sanderson's single random matrix. When we tested this set of random matrices with Gotelli's algorithm, we appropriately rejected the null hypothesis (P Ͻ 0.05 in each tail) for only 10 of the 100 random matrices. (3) Manly and Sanderson claimed that Gotelli's method requires the calculation of the mean and normalized variance of the simulated data, but the method neither requires nor implements these calculations. These new analyses are consistent with previous benchmark tests of the swap algorithm (Gotelli 2000, Gotelli and Entsminger 2001) . Our results provide no support for Manly and Sanderson's (2002) conclusion that the swap algorithm is ''irredeemably flawed.'' It is a challenging mathematical problem to construct a random matrix with a set of fixed row and column totals. Two general strategies for creating such a matrix are ''fill'' and ''swap'' algorithms (Gotelli and Entsminger 2001) . In a fill algorithm, an empty matrix is randomly filled one element at a time (Sanderson et al. 1998, Gotelli and Entsminger 2001) . In a swap algorithm, the starting point is the original data matrix. Certain elements in the matrix are repeatedly swapped to achieve a random matrix. 
Notes:
The random data matrix in Manly and Sanderson (2002 : Table 1 ) was used, and our calculation of the observed C score (C ϭ 13.9429) agrees with that reported by Manly and Sanderson (2002) . Each of the 20 trials is based on 1000 simulated matrices. The tail probability, average C score, and standard deviation of the C score for each trial are presented, as in Sanderson and Manly (2002) . Grand averages and standard deviations (in parentheses) are given in the last two rows. These results should be compared to Manly and Sanderson (2002 : Table 3 ), in which the same algorithm was implemented, but the null hypothesis was rejected in all 20 trials.
Swap algorithms seek out submatrices of the following form: 01 10 or 10 01
The elements of these submatrices (which do not have to be physically adjacent) can be interchanged to create a new random matrix, but the row and column totals of the original matrix will always be preserved. The algorithm is like a tiled picture puzzle, in which adjacent tiles are repeatedly swapped to create a random rearrangement of the original picture. Gotelli (2000) and Manly (1995) used two slightly different versions of the swap. Gotelli (2000) used 1000 initial swaps from the original matrix to remove transient effects, and then retained the next set of 1000 swaps to form the null set. Manly (1995) used no initial swaps, but created two swapping sequences of random length, each beginning from the original matrix. The two sequences were combined to produce a set of 1000 null matrices. Manly's (1995) method is based on the theoretical work of Besag and Clifford (1989) for estimating tail probabilities from simulated distributions; Gotelli's method simply treats the set of matrices as a random sample of all possible matrices with fixed row and column totals. Following Manly and Sanderson (2002) , we refer to these two algorithms as the ''Gotelli Swap'' and the ''Manly Swap.'' A third approach is to use the Gotelli Swap to create a single random matrix without retaining any of the consecutive matrices in the null set. A fresh start is taken with another set of swaps for the next random matrix. In this ''Independent Swap,'' there is no serial correlation between matrices, which are each produced by unique swapping sequences (Gotelli and Entsminger 2001) . Manly and Sanderson (2002) created a single 15 ϫ 15 presence-absence matrix and randomly filled it with 1s and 0s. When they tested it 20 times with the Manly Swap, they rejected the null hypothesis (P Ͻ 0.05) three times, with an average P value of 0.071. When they tested the same matrix 20 times with the Gotelli Swap, they rejected the null hypothesis every time, with an average P value of 0.041. Based on this result, Manly and Sanderson (2002) concluded that the Gotelli Swap was defective.
We disagree with their conclusions based on three substantive points.
First, Manly and Sanderson (2002:582) claim that tail probabilities in the Gotelli Swap are calculated by comparison with the mean and standard deviation of the simulated matrices. This is incorrect. We simply compare the observed community co-occurrence index with its position in the tail of the simulated distribution, as is standard in Monte Carlo testing (Manly l991). We have calculated standardized effect sizes (Gotelli and McCabe 2002) , but only in the context of meta-analysis (Gurevitch et al. 1992) , and not for the purposes of determining tail probability values.
Second, it is unwise to draw conclusions about the behavior of a null model based on the analysis of a single data matrix (Gotelli 2001) , as Manly and Sanderson (2002) have done. Therefore, we created 100 random 15 ϫ 15 matrices and tested their behavior with the Gotelli Swap. We tested each of the 100 random matrices using 1000 different null matrices. Before the first null matrix was created, 1000 initial transpositions were used to remove transient effects. Matrices were created and tested in EcoSim Version 3.0 (Gotelli and Entsminger 2002) , the version of our software that was cited by Manly and Sanderson (2002) . We also tested the version of the Gotelli Swap that we implemented in EcoSim 7.0. This version uses 30 000 initial transpositions. Finally, we used EcoSim 7.0 to test a version of the Independent Swap in which consecutive matrices are not retained, and each null matrix is created by 30 000 independent transpositions. Using each algorithm, we then tallied the number of matrices out of Table 1 ). Out of 20 simulation trials, results are presented for the number of significant results (P Ͻ 0.05), average P value, C score, and standard deviation. Standard deviations for each of these averages are given in parentheses. Only Manly and Sanderson's (2002) implementation of the Gotelli Swap generated nonrandom results for their random test matrix.
the 100 for which the null hypothesis was rejected (P Ͻ 0.05) in either tail of the distribution. For a set of 100 random matrices, a well-tempered null model should reject the null hypothesis for approximately 5 matrices in each tail of the distribution. We obtained this result for all 3 of the swap algorithms we tested. There was no evidence of an excessive Type I error rate for the Gotelli Swap, which confirms other benchmark tests (Gotelli 2000, Gotelli and Entsminger 2001) .
Third, we were unable to reproduce the results reported in Manly and Sanderson (2002) . When we applied the Gotelli Swap as implemented in EcoSim 3.0 to the random matrix they presented in their Table 1 , we never rejected the null hypothesis in 20 trials, and generated an average P value of 0.079 (Table 1) . The different variants of the swap algorithm that we tested did not produce identical distributions, but they all gave comparable results that were not qualitatively different from Manly and Sanderson's (2002) version of the Manly Swap (Table 2) . Most important, the results of our implementation of the Gotelli Swap are similar to those of the Independent Swap, in which there is no serial correlation of random matrices.
The results presented here reaffirm the extensive benchmark tests in Gotelli (2000) and Gotelli and Entsminger (2001) , as well as the hundreds of unpublished tests we have performed on the Gotelli Swap during software development. Our results are also consistent with other explorations of sequential swap algorithms by Stone and Roberts (1990) and A. Zaman and D. Simberloff (unpublished manuscript) . We would never assert that our programs are error-free. However, our implementation of the Gotelli Swap produces unique matrices in the correct frequencies that are predicted by a theoretical analysis (Appendix in Gotelli and Entsminger 2001) . Manly and Sanderson (2002) have claimed that the single matrix they presented is random, and all of our tests point to the same conclusion (Tables 1, and 2). We appreciate that there are a wide variety of approaches to null model analysis and to computer programming, and we are not claiming that the Gotelli Swap is the best or the only algorithm that should be used in null model analysis. Nevertheless, we do not accept Manly and Sanderson's (2002) conclusion that the Gotelli Swap algorithm is ''irredeemably flawed.'' The most prudent method for evaluating null model algorithms is to test their performance on a large number of random and structured matrices (Gotelli 2001 ), which we have done for the Gotelli Swap and other related algorithms (Gotelli 2000) . In this way, frequencies of Type I and Type II errors can be measured.
