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1. Introduction
In this work, we establish the existence of mild solutions for a class of impulsive neutral functional differential equations
described by
d
dt
(u(t)+ F(t, ut)) = A(t)u(t)+ G(t, ut), t ∈ I, t 6= ti, (1.1)
∆u(ti) = Ii(uti), (1.2)
u0 = ϕ ∈ B, (1.3)
where A(t) : D ⊂ X→ X is a family of densely defined closed linear operators; (X, ‖ · ‖) is a Banach space; I is an interval
of the form [0, T ); 0 < t1 < · · · < ti < · · · < T are pre-fixed numbers; the history ut : (−∞, 0] → X, ut(θ) = u(t + θ),
belongs to some abstract phase space B defined axiomatically; F ,G : I × B → X, Ii : B → X are appropriate functions
and the symbol∆ξ(t) represents the jump of the function ξ at t , which is defined by∆ξ(t) = ξ(t+)− ξ(t−).
The theory of impulsive differential equations as much as neutral differential equations has become an important area
of investigation in recent years stimulated by their numerous applications to problems arising in mechanics, electrical
engineering, medicine, biology, ecology, etc. Relative to ordinary impulsive differential equations, we cite among other
works [1–4]. Partial neutral integro–differential equations with infinite delay have been used for modeling the evolution
of physical systems in which the response of the system depends not only on the current state, but also on the past history
of the system, for instance, in the theory development in Gurtin and Pipkin [5] and Nunziato [6] for the description of
heat conduction in materials with fading memory. On the other hand, first-order abstract neutral functional differential
equations with finite delay were considered in Adimy and Ezzimbi [7], Datko [8] and Fu and Ezzimbi [9] among others. The
work on first-order abstract neutral functional differential equations with unbounded delay was initiated by Hernández
and Henríquez in [10,11]. Concerning second-order abstract neutral differential equations we only mention Hernández
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and McKibben [12]. Recently, Agarwal et al. [13] have investigated weighted pseudo almost periodic solutions to some
partial neutral functional differential equations; Baghli and Benchohra [14] have investigated sufficient conditions for the
existence ofmild solutions, on the positive half-line, for two classes of first-order functional and neutral functional perturbed
differential equations with infinite delay; see also [15]. An important point to note here it that when the delay is infinite the
right notion is phase space, which is characterized through axioms. This concept was introduced by Hale and Kato in [16].
It plays a fundamental role in the study of qualitative theory of such equations. The literature concerning the existence
and qualitative properties of solutions of impulsive abstract neutral functional differential equations is very restricted and
limited to a very few articles. This fact is themainmotivation of our work.Wemention here the recent papers by Hernández
et al. [17,18] concerning to the existence of mild solutions for a class of autonomous impulsive partial neutral functional
differential equations with infinite delay of first and second order.
It is worth noting that our assumptions are very natural andwe have tested in the practical context. In particular, to build
intuition and throw some light on the power of our results, we examine sufficient conditions for the existence of solutions
to a impulsive partial differential system.
We now turn to a summary of the work. The second section provides the definitions and preliminary results to be used
in the theorems stated and proved in this article; we review some of the standard facts on evolution families, phase spaces,
mild solutions and certain useful fixed point theorems. In the third section, we focus our attention on the local existence of
mild solutions for the problem (1.1)–(1.3), when I = [0, a]. The fourth section is dedicated to the study of the existence of
global solutions for the problem (1.1)–(1.3). Finally, in the fifth section, we give an application.
2. Preliminaries
We introduce certain notations which will be used throughout the article without any further mention. Let (X, ‖ · ‖X)
and (Y, ‖ ·‖Y) be Banach spaces, andL(Y,X) be the Banach space of bounded linear operators fromY intoX equippedwith
its natural topology; in particular, we use the notationL(X)when Y = X.
Throughout this work, A(t) denotes a family of closed linear operators defined in a common domain D , which is
independent of t and dense in X. We assume that the system{
u′(t) = A(t)u(t), t ≥ s, t, s ∈ I,
u(s) = x ∈ X, (2.1)
has an associated evolution family of operators {U(t, s), t ≥ s, t, s ∈ I}, which is uniformly bounded. We use the following
notations:
M˜a := sup
0≤s≤t≤a
‖U(t, s)‖L(X), M˜∞ := sup
0≤s≤t
‖U(t, s)‖L(X). (2.2)
Definition 2.1. A family of linear operators {U(t, s) : t ≥ s, t, s ∈ I} ⊂ L(X) is called an evolution family of operators for
(2.1) whenever the following conditions hold:
(a) U(t, s)U(s, r) = U(t, r) for every r ≤ s ≤ t .
(b) For each x ∈ X the function (t, s)→ U(t, s)x is continuous and U(t, s) ∈ L(X,D) for every t > s.
(c) The function (s, t] → L(X), t → U(t, s) is differentiable with ∂
∂tU(t, s) = A(t)U(t, s).
For additional details about evolution families, we refer the reader to Pazy [19]. In this work, we employ an axiomatic
definition of the phase space B, which is similar to the one introduced in Hino et al. [20] and suitably modified to treat
retarded impulsive differential equations. More precisely,B is a linear space of functionsmapping (−∞, 0] intoX endowed
with a seminorm ‖ · ‖B and we assume thatB satisfies the following axioms:
(A) If x : (−∞, σ + a] → X, a > 0, σ ∈ R such that xσ ∈ B, and x|[σ , σ + a] ∈ PC([σ , σ + a],X), then for every
t ∈ [σ , σ + a) the following conditions hold:
(i) xt is inB;
(ii) ‖x(t)‖X ≤ H‖xt‖B ;
(iii) ‖xt‖B ≤ K(t−σ) sup {‖x(s)‖X : σ ≤ s ≤ t}+M(t−σ)‖xσ‖B , whereH > 0 is a constant;K ,M : [0,∞)→ [1,∞),
K is continuous,M is locally bounded and H, K ,M are independent of x(·).
(B) The spaceB is complete.
Remark 2.1. In impulsive functional differential systems, the map [σ , σ + a] → B, t → xt is in general discontinuous. For
this reason, this property has been omitted from the description of phase spaceB.
Example 2.1 (The Phase Space PCr × L2(g,X)). Let r > 0 and g : (−∞,−r] → R be a non-negative, locally Lebesgue
integrable function. Assume that there is a non-negative measurable, locally bounded function η(·) on (−∞, 0] such that
g(ξ + θ) ≤ η(ξ)g(θ) for all ξ ∈ (−∞, 0] and θ ∈ (−∞,−r] \ Nξ , where Nξ ⊂ (−∞,−r] is a set with Lebesgue measure
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zero. We denote by PCr × L2(g,X) the set of all functions ϕ : (−∞, 0] → X such that ϕ|[−r, 0] ∈ PC([−r, 0],X) and∫ −r
−∞ g(θ)‖ϕ(θ)‖2Xdθ < +∞. In PCr × L2(g,X), we consider the seminorm defined by
‖ϕ‖B := sup
θ∈[−r,0]
‖ϕ(θ)‖X +
(∫ −r
−∞
g(θ)‖ϕ(θ)‖2Xdθ
)1/2
.
From the preceding conditions, the space PCr × L2(g,X) satisfies the axioms (A1), (A) and (B). Moreover, when r = 0, we
can take H = 1, K(t) = (1+ ∫ 0−t g(θ))1/2 andM(t) = η(−t) for t ≥ 0.
Let 0 < t1 < · · · < tn < a be pre-fixed numbers. We introduce the space PC = PC([0, a];X) formed by all functions
u : [0, a] → X such that are continuous at t 6= ti, u(t−i ) = u(ti) and u(t+i ) exists, for all i = 1, . . . , n. In this work, we
assume that PC is endowed with the norm ‖u‖PC := sups∈[0,a] ‖u(s)‖X. It is clear that (PC, ‖ · ‖PC) is a Banach space;
see [21] for details.
In what follows, we put t0 = 0, tn+1 = a, and for u ∈ PC, we denote by u˜i ∈ C([ti, ti+1],X), i = 0, 1, 2, . . . , n, the
function given by
u˜i(t) =
{
u(t), for t ∈ (ti, ti+1],
u(t+i ), for t = ti.
Moreover, for B ⊂ PC, we employ the notation B˜i, i = 0, 1, 2, . . . , n, for the sets B˜i =
{
u˜i : u ∈ B
}
.
Lemma 2.1 ([21]). A set B ⊂ PC is relatively compact in PC if and only if the set B˜i is relatively compact in the space
C([ti, ti+1];X), for every i = 0, 1, . . . , n.
In the following definition, we introduce the concept of a mild solution for the problem (1.1)–(1.3).
Definition 2.2 ([22]). A function u : (−∞, 0] ∪ I → X is called a mild solution of the abstract Cauchy problem (1.1)–(1.3)
if u0 = φ ∈ B; u|I ∈ PC(I;X); the function s→ A(s)U(t, s)F(s, us) is integrable in [0, t) for all t ∈ I and
u(t) = U(t, 0)(φ(0)+ F(0, φ))− F(t, ut)−
∫ t
0
A(s)U(t, s)F(s, us)ds+
∫ t
0
U(t, s)G(s, us)ds
+
∑
ti<t
U(t, ti)Ii(uti)+
∑
ti<t
[F(t, ut)|
t+i
− F(t, ut)|
t−i
], t ∈ I. (2.3)
Motivated by the previous definition, we introduce the following assumptions. There exists a Banach space (Y, ‖ · ‖Y)
continuously included in X such that
(S1) The function s→ U(t, s)y ∈ C([t,+∞);Y), t ≥ 0.
(S2) The function s → A(s)U(t, s) defined from (t,+∞), t > 0 into L(Y,X) is continuous and there is a function
H(·) ∈ L1([0,∞);R+) such that
‖A(s)U(t, s)‖L(Y,X) ≤ H(t − s), for all t > s.
Remark 2.2. Assume that (S1) and (S2) hold and u ∈ C([0, t];Y), then from the Bochner’s criterion for integrable functions
and the estimate
‖A(s)U(t, s)u(s)‖X ≤ ‖A(s)U(t, s)‖L(Y,X)‖u(s)‖Y ≤ H(t − s)‖u(s)‖Y,
we have that the function s → A(s)U(t, s)u(s) is integrable over [0, t) for all t > 0. For additional remarks about these
types of condition in partial neutral differential equations, see e.g. [23]. In general, we observe that, except in trivial cases,
the operator function s→ A(s)U(t, s) is not integrable over [0, t] (see e.g. [24]).
To obtain our results we need the following results.
Theorem 2.1 ([25, Theorem 6.5.4] Leray Schauder Alternative). Let D be a closed convex subset of a Banach space (Z, ‖ · ‖Z) and
assume that 0 ∈ D. If F : D→ D is a completely continuous map, then the set {x ∈ D : x = λF(x), 0 < λ < 1} is unbounded
or the map F has a fixed point in D.
Theorem 2.2 ([26, Corollary 4.3.2]). Let D be a closed, convex and bounded subset of a Banach space (Z, ‖ · ‖Z). If B, C : D→ Z
are continuous functions such that
(a) Bz + Cz ∈ D for all z ∈ Z;
(b) C(D) is compact;
(c) there exists 0 ≤ γ < 1 such that ‖Bz − Bw‖ ≤ γ ‖z − w‖ for all z, w ∈ D;
then there exists x ∈ D such that Bx+ Cx = x.
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3. Local existence
In this section, we study the existence of mild solutions for the impulsive systems (1.1)–(1.3), when I = [0, a].
To obtain our results, we introduce the following conditions.
(H1) The function F : I × B → X is completely continuous, F(I × B) ⊂ Y, F ∈ C(I × B,Y) and there exist positive
constants c1 and c2 such that
‖F(t, φ)‖Y ≤ c1‖φ‖B + c2, t ∈ I, φ ∈ B.
(H2) The function G : I ×B → X satisfies the following conditions.
(a) The function G(t, ·) : B → X is continuous for all t ∈ I .
(b) The function G(·, φ) : I 7→ X is strongly measurable for all φ ∈ B.
(c) There exists a continuous function m : I → [0,∞) and a continuous non-decreasing function W : [0,∞) →
(0,∞) such that
‖G(t, φ)‖ ≤ m(t)W (‖φ‖B), t ∈ I, φ ∈ B.
(H3) The maps Ii : B → X are completely continuous and uniformly bounded, i ∈ F = {1, 2, . . . ,N}. In what follows, we
use the notation Ni = sup{‖Ii(φ)‖ : φ ∈ B}.
(H4) There are positive constants Li, such that
‖Ii(ψ1)− Ii(ψ2)‖ ≤ Li‖ψ1 − ψ2‖B, ψ1, ψ2 ∈ B, i ∈ F.
(H5) The function F : I ×B → Y is Lipschitz; that is, there is a constant LF > 0 such that
‖F(t, φ1)− F(t, φ2)‖Y ≤ LF‖φ1 − φ2‖B, t ∈ I, φi ∈ B, i = 1, 2.
(H6) Let y : (−∞, 0] ∪ I → X be the extension of φ such that y(t) = U(t, 0)φ(0) for all t ∈ I and S(I) the space
S(I) := {x : (−∞, 0] ∪ I → X : x0 = 0, x|I ∈ PC(I;X)} endowed with uniform convergence topology in I . Then the
set of functions {t → F(t, xt + yt); x ∈ Q } is equicontinuous in I for all bounded sets Q ⊂ S(I).
After these preparations, we can formulate the main result of this section.
Theorem 3.1. Assume that the hypotheses S1, S2,H1,H2,H3 andH6 are fulfilled. Suppose, in addition, that the following properties
hold.
(a) For all t, s ∈ [0, a], t > s and r > 0, the set {U(t, s)G(s, ψ) : s ∈ [0, t], ‖ψ‖B ≤ r} is relatively compact in X.
(b) µ := Kac1
[‖ic‖L(Y,X) + ∫ a0 H(s)ds] < 1, KaM˜a1−µ ∫ a0 m(s)ds < ∫∞c dsW (s) , where ic : Y→ X is the inclusion operator and
c = Ka
1− µ
[
[(M˜aH + c1M˜a‖ic‖L(Y,X))+ K−1a Ma]‖φ‖B + c2‖ic‖L(Y,X)(M˜a + 1)
+ c2
∫ a
0
H(s)ds+ M˜a
n∑
i=1
Ni
]
, (3.1)
where H is the constant given by Axiom (A), Ka and Ma are given by Ka = sup0≤t≤a K(t) and Ma = sup0≤t≤aM(t),
respectively, and M˜a is the constant given by (2.2).
Then there exists a mild solution of the initial value problem (1.1)–(1.3).
Proof. Let S(I) and y : (−∞, a] → X be introduced in (H6) and 0 : S(I)→ S(I) the operator defined by (0u)0 = 0 and
0u(t) = U(t, 0)F(0, φ)− F(t, ut + yt)−
∫ t
0
A(s)U(t, s)F(s, us + ys)ds+
∫ t
0
U(t, s)G(s, us + ys)ds
+
∑
0<ti<t
U(t, ti)Ii(uti + yti). (3.2)
To prove that the function 0u ∈ S(I), we need to show that the following properties are satisfied:
(i) The function 0u is continuous in t 6= ti.
(ii) The limit limt→t−i 0u(t) = 0u(ti), for all i = 1, . . . ,N .
(iii) The limit limt→t+i 0u(t), exists, for all i = 1, . . . ,N .
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Taking into account that F and t → U(t, 0)F(0, φ) are continuous, it follows from (S1), (H2) and Remark 2.2 that the function
0u(t) is continuous in t 6= ti. On the other hand, from thedefinition of0, theDominatedConvergence Theoremand condition
(S2), we have that limt→t−i 0u(t) = 0u(ti) and that limt→t+i 0u(t) = 0u(ti)+ Ii(uti).
Next, we show that 0 is a continuous operator. Let (un)n∈N be a sequence in S(I) and u ∈ S(I) such that un → u in S(I).
By using the continuity of F and conditions (H2-(a)), (H3) and (H6), we prove that F(t, unt + yt) → F(s, us + ys) uniformly
in I , G(s, uns + ys)→ G(s, us + ys) for all s ∈ I , and Ii(unt + yt)→ I(ut + yt) uniformly on I . Using conditions (S2), (H2-(b,c))
and Lebesgue’s Dominated Convergence Theorem, we conclude that∫ t
0
A(s)U(t, s)F(s, uns + ys)ds→
∫ t
0
A(s)U(t, s)F(s, us + ys)ds,∫ t
0
U(t, s)G(s, uns + ys)ds→
∫ t
0
U(t, s)G(s, us + ys)ds,
as n→∞, which clearly implies that 0 is a continuous operator.
In order to use Theorem 2.1, we need to obtain an a priori bound for the solutions of the integral equations λ0u = u, λ ∈
(0, 1). Let λ ∈ (0, 1) and let xλ be a solution of λ0u = u, 0 < λ < 1; taking into account that ‖yt‖B ≤ (KaM˜aH +Ma)‖φ‖B
and using Remark 2.2, (H2) and (H3), we find that
‖xλ(t)‖ ≤ M˜a(‖ic‖L(Y,X)(c1‖φ‖B + c2))+ ‖ic‖L(Y,X)
(
c1(Ka‖xλ‖t + (KaM˜aH +Ma)‖φ‖B)+ c2
)
+
∫ t
0
H(t − s)(c1(Ka‖xλ‖s + (KaM˜aH +Ma)‖φ‖B)+ c2)ds
+ M˜a
∫ t
0
m(s)W (Ka‖xλ‖s + (KaM˜aH +Ma)‖φ‖B)ds+
N∑
i=1
M˜aNi,
where we are using the following notation: ‖f ‖t := sup0≤s≤t ‖f (s)‖X. Next, putting δλ(t) = Ka‖xλ‖t + (KaM˜aH+Ma)‖φ‖B ,
it follows that
‖xλ(t)‖ ≤ ‖ic‖L(Y,X)(M˜a(c1‖φ‖B + c2))+ (c1δλ(t)+ c2)+
∫ t
0
H(t − s)(c1δλ(s)+ c2)ds
+ M˜a
∫ t
0
m(s)W (δλ(s))ds+
N∑
i=1
M˜aNi.
We obtain after some simplification and a rearrangement of terms
δλ(t) ≤
[
KaM˜aH + c1KaM˜a‖ic‖L(Y,X) +Ma
] ‖φ‖B + c2Ka‖ic‖L(Y,X) (M˜a + 1)
+ c1Ka
(
‖ic‖L(Y,X) +
∫ a
0
H(s)
)
δλ(t)+ Kac2
∫ a
0
H(s)ds+ KaM˜a
∫ t
0
m(s)W (δλ(s))ds+ KaM˜a
N∑
i=1
Ni.
From hypothesis (b), we have that δλ(t) ≤ c + KaM˜a1−µ
∫ t
0 m(s)W (δλ(s))ds.
Denote by βλ(t) the right-hand side of the previous inequality. Computing β ′λ(t) and observing that δλ(t) ≤ βλ(t) for
t ∈ I , we arrive at
β ′λ(t) ≤
M˜aKa
1− µm(t)W (βλ(t)),
whence∫ βλ(t)
βλ(0)
ds
W (s)
≤ M˜a
1− µ
∫ a
0
m(s)ds <
∫ ∞
c
ds
W (s)
.
This allow us conclude that the set of functions {βλ : λ ∈ (0, 1)} is bounded. This implies that {uλ : uλ = 0uλ, λ ∈ (0, 1)}
is bounded in S(I).
It remains to show that 0 is completely continuous. To this end, we introduce the decomposition 0 = 01 + 02, where
(0iu)0 = 0, i = 1, 2, and
01u(t) = U(t, 0)F(0, φ)− F(t, ut + yt)+
∫ t
0
U(t, s)G(s, us + ys)ds−
∫ t
0
A(s)U(t, s)F(s, us + ys)ds, t ∈ [0, a],
02u(t) =
∑
0<ti<t
U(t, ti)Ii(uti + yti), t ∈ [0, a].
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We now prove that 01 is a completely continuous operator. We consider u in Br(0, S(I)), an open ball of radius r . Applying
now the Mean Value Theorem for the Bochner integral (see [26, Lemma 2.1.3]), we infer that
(01u)(t) ⊂ U(t, 0)F(0, φ)− F(t, ut + yt)− tco{A(θ)U(t, θ)F(θ, uθ + yθ ), θ ∈ [0, t], u ∈ Br(0, S(I))}Y
+ tco{U(t, θ)G(θ, uθ + yθ ), θ ∈ [0, t], u ∈ Br(0, S(I))}.
Taking advantage of assumptions (a) and (H1), we conclude that {(01u)(t), u ∈ Br(0, S(I))} is a compact subset of X.
Now, we prove that the set of functions {01(u); u ∈ Br(0, S(I))} is equicontinuous in I . To this end, consider 0 <  <
t < t ′ for t, t ′ ∈ [0, a]; then there is 0 < δ <  such that
‖U(t, 0)F(0, φ)− U(t ′, 0)F(0, φ)‖ < ,
‖F(t, ut + yt)− F(t ′, ut ′ + yt ′)‖ < ,
‖U(t, s)G(us + ys)− U(t ′, s)G(us + ys)‖ < ,
for all s ∈ [0, t], |t − t ′| < δ and u ∈ Br(0, S(I)). On the other hand, using the continuity of the map (t, s)→ A(s)U(t, s) for
t > s, we arrive at
‖A(s)U(t, s)F(s, us + ys)− A(s)U(t ′, s)F(s, us + ys)‖ < ,
for all s ∈ [0, t − ], |t − t ′| < δ and u ∈ Br(0, S(I)). Under these conditions, for u ∈ Br(0, S(I)), |t − t ′| < δ, we infer that
‖01u(t)− 01u(t ′)‖ ≤ ‖(U(t, 0)− U(t ′, 0))F(0, φ)‖ + ‖F(t, ut + yt)− F(t ′, ut ′ + yt ′)‖
+
∫ t−
0
‖A(s)(U(t, s)− U(t ′, s))F(s, us + ys)‖ds
+
∫ t
t−
‖A(s)(U(t, s)− U(t ′, s))F(s, us + ys)‖ds+
∫ t ′
t
‖A(s)U(t ′, s)F(s, us + ys)‖ds
+
∫ t
0
‖(U(t, s)− U(t ′, s))G(s, us + ys)‖ds+
∫ t ′
t
‖U(t ′, s)G(s, us + ys)‖ds.
From the above estimate, one can deduce the following inequality:
‖01u(t)− 01u(t ′)‖ ≤ 2 + (t − )+ (c1(Kar + KaM˜aH +Ma))
∫ t
t−
H(t − s)ds
+
∫ t ′
t
H(t − s)ds+ t + M˜aW (c1(Kar + KaM˜aH +Ma))
∫ t ′
t
m(s)ds,
which shows the equicontinuity at t ∈ I . So, to conclude the proof, we show that 02 is completely continuous. We observe
that the continuity of 02 is obvious. On the other hand, for r > 0, t ∈ [ti, ti+1], i ≥ 1, and u ∈ Br = Br(0,PC([0, a];X)), we
have that there exists r˜ > 0 such that
[0˜2u]i(t) ∈

i∑
j=1
U(t, tj)Ij(B˜r(0;B)), t ∈ (ti, ti+1),
i∑
j=1
U(ti+1, tj)Ij(B˜r(0;B)), t = ti+1,
i−1∑
j=1
U(ti, tj)Ij(B˜r(0;B))+ Ii(Br(0;B)), t = ti,
where B˜r(0;B) is an open ball of radius r˜ . From condition (H3) it follows that [0˜2(Br)]i(t) is relatively compact in X, for all
t ∈ [ti, ti+1], i ≥ 1. Moreover, using the fact that the operators {Ii}i are compact and the continuity of the evolution operator
U(t, s), we conclude that for ε > 0 there exists δ > 0 such that
‖U(t, ti)z − U(s, ti)z‖ ≤ ε, z ∈
N⋃
i=1
Ii(B˜r(0,B)), (3.3)
for all ti, i = 1, . . . ,N , t, s ∈ (ti, ti+1] with | t − s |< δ. Thus for u ∈ Br , t ∈ [ti, ti+1], i ≥ 0, and 0 <| h |< δ with
t + h ∈ [ti, ti+1], we have that∥∥[0˜2u]i (t + h)− [0˜2u]i (t)∥∥ ≤ Nε, i = 1, . . . ,N. (3.4)
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We have shown that the set [0˜2(Br)]i is uniformly equicontinuous for i ≥ 0. Now, from Lemma 2.1, we conclude that 02 is
completely continuous.
We have proven that 0 satisfies the conditions of Theorem 2.1, which allows us infer the existence of a mild solution of
the problem (1.1)–(1.3). This completes the proof of the theorem. 
If the map F and Ii, i = 1, . . . ,N fulfill some Lipschitz condition instead of the compactness properties considered in
Theorem 3.1, we also can establish an existence result.
Theorem 3.2. Suppose that the assumptions S1, S2, H2, H4 and H5 are satisfied and that the condition (a) of Theorem 3.1 is
fulfilled. If[
KaLF
(
‖ic‖L(Y,X) +
∫ a
0
H(s)ds
)
+ M˜aKa lim inf
r→∞
W (r)
r
∫ a
0
m(s)ds+ M˜aKa
N∑
j=1
Lj
]
< 1,
where ic denotes the inclusion operator from Y into X, then there exists a mild solution of the impulsive problem (1.1)–(1.3).
Proof. Let0 be the function given in the proof of Theorem 3.1 and consider the decomposition0 = 01+02, where0iu = 0
on (−∞, 0], i = 1, 2, and
01u(t) = U(t, 0)F(0, φ)− F(t, ut + yt)+
∑
0<ti<t
U(t, ti)Ii(uti + yti)−
∫ t
0
A(s)U(t, s)F(s, us + ys)ds, t ∈ [0, a],
02u(t) =
∫ t
0
U(t, s)G(s, us + ys)ds, t ∈ [0, a].
We claim that there exists r > 0 such that 0(Br(0, S(I))) ⊂ Br(0, S(I)). In fact, if we assume that this assertion is false,
then for all r > 0 we can choose xr ∈ Br = Br(0, S(I)) and t r ∈ [0, a] such that ‖0xr(t r)‖ > r . Observe that standard
computations involving the phase space axioms yield
r < ‖0xr(t r)‖ ≤ M˜a‖F(0, φ)‖Y + ‖ic‖L(Y,X) sup
0≤t≤a
‖F(t, 0)‖Y + LF‖ic‖L(Y,X)(Kar + (KaM˜aH +Ma)‖φ‖B)
+
∫ a
0
H(s)ds(LF (Kar + (KaM˜aH +Ma)‖φ‖B)+ sup
0≤τ≤a
‖F(τ , 0)‖Y)
+ M˜aW (Kar + (KaM˜aH +Ma)‖φ‖B)
∫ a
0
m(s)ds+ M˜a
N∑
i=1
(Li(Kar + (KaM˜aH +Ma)‖φ‖B)+ ‖Ii(0)‖).
Thus,
1 ≤
[
KaLF
(
‖ic‖L(Y,X) +
∫ a
0
H(s)ds
)
+ M˜aKa lim inf
r→∞
W (r)
r
∫ a
0
m(s)ds+ M˜aKa
N∑
i=1
Li
]
,
which is contrary to our assumptions.
Let r > 0 with 0(Br(0, S(I))) ⊂ Br(0, S(I)). It follows from the proof of Lemma 3.1 in [12] that 02 is completely
continuous in Br(0, S(I)). Moreover, the estimate
‖01u− 01v‖∞ ≤
[
KaLF
(
‖ic‖L(Y,X) +
∫ a
0
H(s)ds
)
+ M˜aKa
N∑
i=1
Li
]
‖u− v‖∞,
u, v ∈ Br , shows that 01 is a contraction on Br . Consequently, 0 is a condensing operator from Br into Br . Then the existence
of a mild solution of (1.1)–(1.3) is a consequence of Theorem 2.2. This completes the proof. 
4. Global solutions
In this section, we study the existence of mild solutions for the impulsive problem
d
dt
(u(t)+ F(t, ut)) = A(t)u(t)+ G(t, ut), t ∈ I = [0,∞), (4.1)
u0 = ϕ ∈ B, (4.2)
∆u(ti) = Ii(uti), 0 < t1 < t2 < · · · < tn < · · · (4.3)
where (ti)i∈N is an increasing sequence of positive numbers.
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Let h : [0,∞)→ [0,∞) be a positive, non-decreasing, continuous function such that h(0) = 1 and limt→∞ h(t) = +∞.
In addition, suppose that the map (t, s) → U(t, s) is uniformly bounded. We denote by M˜∞ := sup0≤s≤t ‖U(t, s)‖L(Y,X).
Moreover, PC([0,∞);X) and (PC)0h(X) denote the spaces
PC([0,∞);X) =
x : [0,∞)→ X :
x|[0,a] ∈ PC([0, a];X), ∀ a ∈ (0,+∞) \ {ti : i ∈ N},
x0 = 0,
‖x‖∞ = sup
t≥0
‖x(t)‖ < +∞
 ,
(PC)0h(X) =
{
x ∈ PC([0,∞);X) : lim
t→∞
‖x(t)‖
h(t)
= 0
}
,
endowed with the norms ‖x‖∞ = supt≥0 ‖x(t)‖ and ‖x‖PCh = supt≥0 ‖x(t)‖h(t) , respectively.
To get the next results, we need a very detailed knowledge of the relatively compact sets of the space (PC0h)(X). We will
use the following result.
Lemma 4.1. A bounded set B ⊂ (PC)0h(X) is relatively compact in (PC)0h(X) if, and only if:
(a) The set Ba = {u|[0,a] : u ∈ B} is relatively compact in PC([0, a];X), for all a ∈ (0,∞) \ {ti : i ∈ N}.
(b) limt→∞ ‖x(t)‖h(t) = 0, uniformly for x ∈ B.
We introduce the following concept of a global solution of system (4.1)–(4.3).
Definition 4.1. A function u : R→ X is called a global solution of the problem (4.1)–(4.3), if the conditions (4.2) and (4.3)
are verified; u|[0,a] ∈ PC([0, a];X) for all a ∈ (0,+∞) \ {ti, i ∈ N} and
u(t) = U(t, 0)(φ(0)+ F(0, φ))− F(t, ut)−
∫ t
0
A(s)U(t, s)F(s, us)ds+
∫ t
0
U(t, s)G(s, us)ds
+
∑
ti<t
U(t, ti)Ii(uti), t ∈ [0,∞). (4.4)
We have to prove the following theorem.
Theorem 4.1. Assume that the hypotheses S1, S2, H2, H3, H6 and the condition (a) of Theorem 3.1 are valid in I = [0, a] for all
a > 0. Suppose, in addition, that functions M(·) and K(·) given by Axiom (A) are bounded and that the following conditions hold.
(a) For all j > 0, limt→∞ 1h(t)
∫ t
0 m(s)W (jh(s))ds = 0.
(b) The function F : I ×B → Y is completely continuous and there exists a positive continuous function c1 : [0,∞)→ [0,∞)
with c1(t)→ 0 when t → ∞ and a positive constant d2 such that ‖F(t, ψ)‖Y ≤ c1(t)‖ψ‖B + d2 for all t > 0, ψ ∈ B
and
lim
t→∞
1
h(t)
∫ t
0
H(t − s)h(s)ds = 0.
(c) η :=
(
‖ic‖L(Y,X)K∞c1,∞ + supt≥0 K∞
∫ t
0 H(t − s)c1(s)ds
)
< 1.
(d) M˜∞K∞1−η
∫∞
0 m(s)ds <
∫∞
c
1
W (s)ds, with
c = (1− η)−1((M˜∞K∞H +M∞ + M˜∞K∞‖ic‖L(Y,X)c1,∞)‖φ‖B
+‖ic‖L(Y,X)K∞(M˜∞ + 1)d2 + M˜∞K∞
∞∑
i=1
Ni + d2K∞
∫ ∞
0
H(s)ds) <∞,
where c1,∞ := supt≥0 c1(t), K∞ := supt≥0 K(t),M∞ := supt≥0M(t).
Then there exists a global solution of (4.1)–(4.3).
Proof. Let y : R→ X be the extension of φ such that y(t) = U(t, 0)φ(0), t ≥ 0 and S(∞) be the set defined by
S(∞) := {x : R→ X; x0 = 0 and x|[0,∞) ∈ PC0h (X)} ,
endowed with the norm ‖x‖PCh = supt≥0 ‖x(t)‖h(t) and 0 : S(∞)→ S(∞) be the operator defined by (0u)0 = 0 and
0u(t) = U(t, 0)F(0, φ)− F(t, yt + ut)−
∫ t
0
A(s)U(t, s)F(s, ys + us)ds+
∫ t
0
U(t, s)G(t, ys + us)ds
+
∑
ti<t
U(t, ti)Ii(yti + uti), t ≥ 0.
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Since ‖u(t)‖ ≤ ‖u‖PChh(t), for all t ≥ 0, we have that
‖0u(t)‖
h(t)
≤ M˜∞‖F(0, φ)‖
h(t)
+ ‖ic‖L(Y,X)[c1(t)K∞‖u‖PChh(t)]
h(t)
+ ‖ic‖L(Y,X)
[
c1(t)(M˜∞K∞H +M∞)‖φ‖B + d2
]
h(t)
+ 1
h(t)
∫ t
0
H(t − s)(c1(s)(K∞‖u‖PCh + (M˜∞K∞H +M∞)‖φ‖B)+ d2)h(s)ds
+ M˜∞
h(t)
∫ t
0
m(s)W ((K∞‖u‖PCh + (M˜∞K∞H +M∞)‖φ‖B)h(s))ds+
M˜∞
h(t)
∞∑
i=1
Ni,
so by (a) and (b), we have that 0u ∈ S(∞).
Next, we show that 0(Br), where Br = Br(0, (PC)0h(X)), satisfies the conditions of Lemma 4.1. To do this, we show
the continuity of the operator 0. Let (un)
n∈N be a sequence in S(∞) and u ∈ S(∞) such that u
n → u in S(∞). Take
C = sup {‖un‖PCh , ‖u‖PCh; n ∈ N}, J = (M˜∞K∞H + M∞)‖φ‖B + CK∞ and the function µ : [0,∞) → R defined by
µ(t) = c1(t)J + d2. From conditions (a), (b) and (c), there exists L1 > 0 such that
2
h(t)
∫ t
0
H(t − s)µ(s)h(s)ds+ 2M˜∞
h(t)
∫ t
0
m(s)W (Jh(s))ds+ 2M˜∞
h(t)
∞∑
i=1
Ni <
ε
2
,
for t ≥ L1. From the proof of Theorem 3.1, we have that F(t, unt +yt)→ F(t, ut+yt) uniformly for t ∈ [0, L1], when n→∞.
From Lebesgue’s Dominated Convergence Theorem, we can fix a positive number Nε > 0 such that
1
h(t)
‖F(t, unt + yt)− F(t, ut + yt)‖ +
M˜∞
h(t)
∫ L1
0
‖G(s, uns + ys)− G(s, us + ys)‖ds
+ 1
h(t)
∫ t
0
H(t − s)‖F(s, uns + ys)− F(s, us + ys)‖ds+
M˜∞
h(t)
∑
ti≤L1
‖Ii(unti + yti)− Ii(uti + yti)‖ <
ε
2
,
for all t ∈ [0, L1] and n ≥ Nε . Using the above inequality, for t ∈ [0, L1] and n ≥ Nε we have that
sup
{‖0un(t)− 0u(t)‖
h(t)
: t ∈ [0, L1], n ≥ Nε
}
≤ ε. (4.5)
On the other hand, for t ≥ L1 and n ≥ Nε , we get
‖0un(t)− 0u(t)‖
h(t)
≤ ‖F(t, u
n
t + yt)− F(t, ut + yt)‖
h(t)
+ 1
h(t)
∫ L1
0
‖A(s)U(t, s)(F(s, uns + ys)− F(s, us + yt))‖ds
+ 1
h(t)
∫ t
L1
‖A(s)U(t, s)(F(s, uns + ys)− F(s, us + ys))‖ds
+ 1
h(t)
∫ L1
0
‖U(t, s)(G(s, uns + ys)− G(s, us + ys))‖ds
+ 1
h(t)
∫ t
L1
‖U(t, s)(G(s, uns + ys)− G(s, us + ys))‖ds
+ M˜∞
h(t)
∑
ti≤L1
‖Ii(xnti + yti)− Ii(xti + yti)‖ +
2M˜∞
h(t)
∑
ti≥L1
Ni
≤ 2
h(t)
∫ t
L1
H(t − s)µ(s)h(s)ds+ 2M˜∞
h(t)
∫ t
L1
m(s)W (Jh(s))ds+ 2M˜∞
h(t)
∞∑
i=1
Ni + ε2 ,
and thus
sup
{‖0un(t)− 0u(t)‖
h(t)
: t ≥ L1, n ≥ Nε
}
≤ ε. (4.6)
Using inequalities (4.5) and (4.6), we conclude that 0 is continuous.
Next, we prove that the set0(Br) is relatively compact. Let r > 0 be a positive real number, J = (M˜∞K∞H+M∞)‖φ‖B+
rK∞. From the proof of Theorem 3.1, it follows that the set 0(Br) |[0,a] = {0u |[0,a] : u ∈ Br} is relatively compact in
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PC([0, a];X) for all a ∈ (0,∞) \ {ti; i ∈ N}. Moreover, for x ∈ Br , we have that
‖0u(t)‖
h(t)
≤ 1
h(t)
[M˜∞‖ic‖L(Y,X)(c1(0)‖φ‖B + d2)] + 1h(t)
[‖ic‖L(Y,X)c1(t)Jh(t)+ d2]
+ 1
h(t)
∫ t
0
H(t − s) (c1(s)Jh(s)+ d2) ds+ M˜∞h(t)
∫ t
0
m(s)W (Jh(s)) ds+ M˜∞
h(t)
∞∑
i=1
Ni
≤ 1
h(t)
[M˜∞‖ic‖L(Y,X)(c1(0)‖φ‖B + d2)] + ‖ic‖L(Y,X)
(
c1(t)J + d2h(t)
)
+ Jc1,∞
h(t)
∫ t
0
H(t − s)h(s)ds+ d2
h(t)
∫ t
0
H(t − s)ds+ M˜∞
h(t)
∫ t
0
m(s)W (Jh(s))ds+ M˜∞
h(t)
∞∑
i=1
Ni, (4.7)
which enables us to conclude that ‖0u(t)‖h(t) → 0, when t →∞, uniformly for x ∈ Br .
By Lemma 4.1, we infer that 0(Br) is relatively compact in (PC)0h(X). Thus, 0 is completely continuous. To finish the
proof, we need to obtain an a priori estimate for the solutions of the integral equations λ0u = u, λ ∈ (0, 1). To this end, let
uλ be the solution of the equation λ0uλ = uλ. For t ≥ 0, we have that
‖uλ(t)‖ ≤ ‖ic‖L(Y,X)
(
c1,∞
[
(M˜∞(1+ K∞H)+M∞)‖φ‖B + K∞‖uλ‖t
])+ ‖ic‖L(Y,X)(M˜∞ + 1)d2 + M˜∞ ∞∑
i=1
Ni
+
∫ t
0
H(t − s)
(
c1(s)((M˜∞K∞H +M∞)‖φ‖B + K∞‖uλ‖s)+ d2
)
ds
+ M˜∞
∫ t
0
m(s)W
(
(M˜∞K∞H +M∞)‖φ‖B + K∞‖uλ‖s
)
ds.
Putting αλ(t) := (M˜∞K∞H +M∞)‖φ‖B + K∞‖uλ‖t , we have that
αλ(t) ≤ (1− η)−1
(
(M˜∞K∞H +M∞ + M˜∞K∞‖ic‖L(Y,X)c1,∞)‖φ‖B
+‖ic‖L(Y,X)K∞(M˜∞ + 1)d2 + M˜∞K∞
∫ t
0
m(s)W
(
αλ(s)
)
ds+ d2K∞
∫ ∞
0
H(s)ds+ M˜∞K∞
∞∑
i=1
Ni
)
,
where η :=
(
‖ic‖L(Y,X)K∞c1,∞ + supt≥0 K∞
∫ t
0 H(t − s)c1(s)ds
)
. Denoting the right-hand side of the previous expression
as βλ(t), we see that
β ′λ(t) ≤
M˜∞K∞
1− η m(t)W (βλ(t)) ,
and subsequently, upon integrating over [0, t], we obtain∫ βλ(t)
βλ(0)
1
W (s)
ds ≤ M˜∞K∞
1− η
∫ ∞
0
m(s)ds <
∫ ∞
c
1
W (s)
ds.
The above inequality together with condition (d) enables us to conclude that the set of functions {uλ : uλ = λ0uλ} is
bounded inPC([0,∞);X). Note that, if x ∈ PC([0,∞);X), then ‖x‖PCh ≤ ‖x‖∞. This allows us to conclude that the set{uλ : uλ = λ0uλ, λ ∈ (0, 1)} is bounded in S(∞). Finally, from Theorem 2.1 we infer the existence of a fixed point of 0,
and consequently, the existence of a global solution of (4.1)–(4.3). This completes the proof. 
If we suppose that the functions Ii, i ∈ N are Lipschitz, then we have the following result.
Theorem 4.2. Suppose that the hypotheses S1, S2, H2, H4 and H6 are valid for all a > 0. Assume also that condition (a) of
Theorem 3.1 and condition (b) of Theorem 4.1 are satisfied and that
∑∞
i=1 ‖Ii(0)‖ < +∞. If
c1,∞K∞
(
‖ic‖L(Y,X) +
∫ ∞
0
H(s)ds
)
+ lim inf
r→∞ M˜∞
∫ ∞
0
m(s)
W (T (r, s))
r
ds+
∞∑
i=1
K∞M˜∞Li < 1, (4.8)
where T (r, s) := (K∞M˜∞H +M∞)‖φ‖B + K∞rh(s), then there exists a global solution of the problem (4.1)–(4.3).
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Proof. Let 0 be the operator introduced in the Theorem 4.1 and consider the decomposition 0 = 01 + 02, where
(0iu)0 = 0, i = 1, 2, and
01u(t) = U(t, 0)F(0, φ)− F(t, yt + ut)−
∫ t
0
A(s)U(t, s)F(s, ys + us)ds+
∫ t
0
U(t, s)G(s, ys + us)ds, t ≥ 0,
02u(t) =
∑
ti<t
U(t, ti)Ii(yti + uti), t ≥ 0.
Proceeding as in the proof of Theorem 4.1, we infer that the map 01 is completely continuous. Moreover, it is easy to see
that
‖02u− 02v‖PCh ≤ M˜∞K∞
∞∑
i=1
Li‖u− v‖PCh , u, v ∈ S(∞),
which implies that 02 is a contraction in S(∞). We prove that there is r > 0 such that 0Br ⊂ Br , where Br = Br(0, S(∞)).
In fact, if we assume that the assertion is false, then, for every r > 0, there exists ur ∈ Br and t r ≥ 0 such that ‖0ur (tr )h(tr ) ‖ > r .
This yields that
r ≤ 1
h(t r)
M˜∞‖F(0, φ)‖ + ‖F(t
r , urtr + ytr )‖
h(t r)
+ 1
h(t r)
∫ tr
0
‖A(s)U(t r , s)‖L(Y,X)‖F(s, urs + ys)‖Yds
+ 1
h(t r)
∫ tr
0
M˜∞‖G(s, urs + ys)‖ds+
M˜∞
h(t r)
∑
ti<tr
‖Ii(urti + yti)‖
≤ 1
h(t r)
M˜∞‖F(0, φ)‖ + ‖ic‖L(Y,X)c1,∞((M˜∞K∞H +M∞)‖φ‖B + K∞rh(t
r))
h(t r)
+ ‖ic‖L(Y,X)d2
h(t r)
+ M˜∞
h(t r)
∞∑
i=1
‖Ii(0)‖ + 1h(t r)
∫ tr
0
H(t r − s)[c1,∞((M˜∞K∞H +M∞)‖φ‖B + K∞rh(s))+ d2]ds
+ 1
h(t r)
∫ tr
0
M˜∞m(s)W ((M˜∞K∞H +M∞)‖φ‖B + K∞rh(s))ds+ M˜∞h(t r)
∞∑
i=1
Li((M˜∞K∞H)‖φ‖ + K∞rh(ti)),
which implies that
1 ≤ c1,∞K∞
(
‖ic‖L(Y,X) +
∫ ∞
0
H(s)ds
)
+ lim inf
r→∞ M˜∞
∫ ∞
0
m(s)
W (T (r, s))
r
ds+ K∞M˜∞
∞∑
i=1
Li,
which is contrary to our assumptions. This prove that there exists r > 0 such that 0 is a condensing operator from Br into
Br . This completes the proof. 
5. Application
LetX = L2([0, pi]) be the space of the functions which are square integrable andB = PCr×L2(g,X). Now, we consider
the operator A : D(A) ⊂ X→ X defined by Ax = x ′′, where
D(A) = {x ∈ X : x′′ ∈ X, x(0) = x(pi) = 0}.
Iswell known that A is the infinitesimal generator of an analytic and compact semigroup (T (t))t≥0 onX. Furthermore, A has a
discrete spectrum, the eigenvalues are−n2, n ∈ N, with corresponding normalized eigenfunctions zn(ξ) =
( 2
pi
)1/2
sin(nξ),
and the following properties hold.
(a) {zn : n ∈ N} is an orthonormal basis for X.
(b) If x ∈ D(A) then Ax = −∑∞n=1 n2 < x, zn > zn.
(c) For x ∈ X, T (t)x =∑∞n=1 e−n2t < x, zn > zn. In particular, we have that (T (t))t≥0 is a uniformly stable semigroup with‖T (t)‖ ≤ e−t for all t ≥ 0. Moreover, it is possible to define the fractional power of A; see e.g. [24,17,23].
(d) For each x ∈ X and each β ∈ (0, 1), (−A)−βx =∑ni=1 1n2β < x, zn > zn. In particular, ‖(−A)−1/2‖ = 1.
(e) For each x ∈ X and β ∈ (0, 1), (−A)βx =∑ni=1 n2β < x, zn > zn. Moreover,
D((−A)β) =
{
x : x ∈ X,
n∑
i=1
n2β < x, zn > zn ∈ X
}
.
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Consider the impulsive partial neutral differential system,
∂
∂t
[
w(t, ξ)+
∫ t
−∞
∫ pi
0
a1(t)b(s− t, η, ξ)w(ξ, s)dηds
]
= ∂
2
∂ξ 2
w(t, ξ)+ a0(t, ξ)w(t, ξ)+ ϑ(t, w(t, ξ)),
w(t, 0) = w(t, pi) = 0, t ≥ 0,
∆w(ti, ·) = w(t+i , ·)− w(·, t−i ) =
∫ pi
0
pi(ξ , w(ti, s))ds,
(5.1)
where (ti)i∈N is a strictly increasing sequence of positive real numbers. To treat this system, we assume the following
conditions.
(a)∗ The function ϑ : R × R → R is continuous and there is a continuous and integrable function m : R → [0,∞) such
that
|ϑ(t, x)| ≤ m(t)|x|, t ≥ 0, x ∈ R.
(b)∗ The function a1 : R→ [0,∞) is continuous and limt→+∞ a1(t) = 0.
(c)∗ The functions b(s, η, ξ), ∂
∂ξ
b(s, η, ξ) are integrable, b(s, η, pi) = b(s, η, 0) = 0 and
LF := sup
{∫ pi
0
∫ 0
−∞
∫ pi
0
(
1
g(s)
∂ ib(s, η, ξ)
∂ξ i
dηdsdξ
)2
: i = 0, 1
}
< +∞.
(d)∗ The functions pi : [0, pi] × R→ R, i ∈ N, are continuous and there are positive constants Li such that
| pi(ξ , s)− pi(ξ , s¯) |≤ Li | s− s¯ |, ξ ∈ [0, pi], s, s¯ ∈ R.
(e)∗ The function ξ → a0(t, ξ) is continuous for each t ∈ Rwith a0(ξ , t) ≤ −δ0, (δ0 > 0), for all ξ ∈ [0, pi].
We now define the functions F ,G : [0,∞)×B → X, Ii : X→ X and A(t) : D(A(t)) ⊂ X→ X by
F(t, φ)(ξ) =
∫ 0
−∞
∫ pi
0
a1(t)b(s, η, ξ)φ(s, η)dηds, t ≥ 0, ξ ∈ [0, pi],
G(t, φ)(ξ) = ϑ(t, φ(0, ξ)), t ≥ 0, ξ ∈ [0, pi]
Ii(φ)(ξ) =
∫ pi
0
pi(ξ , φ(0, s))ds, i ∈ N, ξ ∈ [0, pi]
A(t)x(ξ) = Ax(ξ)+ a0(t, ξ)x(ξ), x ∈ D(A(t)), t ≥ 0, ξ ∈ [0, pi], (5.2)
where D(A(t)) = D(A), t ≥ 0 and
Y := D(A1/2) =
{
x(·) ∈ X :
∞∑
n=1
n < x, zn > zn ∈ X
}
.
We can see that the system{
u′(t) = A(t)u(t), t ≥ s,
u(s) = x ∈ X, (5.3)
has an associated evolution family, (U(t, s))t≥s on X, see e.g. [11], which can be explicitly given by
U(t, s)y = T (t − s)e
∫ t
s a0(τ ,·)dτy.
Using the properties of semigroup (T (t))t≥0, we have that Y verifies the conditions (H1) and (H2). Moreover, in this case
‖(−A) 12 T (t)‖X ≤ e
−t
2 t−
1
2√
2
, for t > 0,
and
‖U(t, s)‖X ≤ e−(1+δ0)(t−s) for every t ≥ s.
It easy see that problem (5.1) can be modeled as the abstract impulsive Cauchy problem (4.1)–(4.3).
Theorem 5.1. Assume that the previous conditions hold. Moreover, suppose that
∑∞
i=1
[∫ pi
0 |pi(ξ , 0)|2dξ
]1/2
<∞. If
LFK∞(1+ 0(1/2))+ M˜∞K∞
∫ ∞
0
m(s)ds+ K∞
∞∑
i=1
Li < 1, (5.4)
where 0(·) : (0,∞) → R denotes the Gamma function and c1,∞ = L1/2 supt≥0 a1(t), then there is a global solution of the
impulsive system (5.1).
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Proof. Take Y = D(−A1/2) and H(t) = e−t/2t−1/2√
2
; then we deduce that conditions (S1) and (S2) are fulfilled. We now
prove that conditions (H2), (H4) and (H6) are satisfied. From condition (a)∗, one can easily conclude that the function
G(t, ·) : B → X is continuous, for all t ≥ 0, and G(·, φ) : [0,∞) → X is a strong measurable function for each φ ∈ B.
Moreover, for all t ≥ 0 and φ ∈ B, we have
‖G(t, φ)‖2X =
∫ pi
0
|ϑ(t, φ(0, ξ))|2dξ
≤
∫ pi
0
m(t)2|φ(0, ξ)|2dξ
≤ m(t)2‖φ‖B .
Now take a functionW : [0,∞)→ (0,∞) defined byW (ξ) = ξ ; condition (H2) holds. From condition (d)∗, we have
|Ii(φ)(ξ)− Ii(ψ)(ξ)| ≤
∫ pi
0
|pi(ξ , φ(0, s))− pi(ξ , ψ(0, s))|ds
≤ Li
∫ pi
0
|φ(0, s)− ψ(0, s)|ds
≤ piLi‖φ − ψ‖B,
for all φ,ψ ∈ B. This clearly implies that ‖Ii(φ)− Ii(ψ)‖X ≤ pi√piLi‖φ − ψ‖B . From Lebesgue’s Dominated Convergence
Theorem it follows that F(t, φ) ⊂ Y and ‖F(t, φ)‖Y ≤ LF |a1(t)|‖φ‖B , for all t ≥ 0 and φ ∈ B. Let u : (−∞, 0] ∪ I → X be
a function satisfying the assumptions in (H6); then for t ∈ I and h > 0 with t + h ∈ I , we infer that
‖F(t + h, ut+h)− F(t, ut)‖X ≤ k1|a1(t + h)− a(t)| + k2
∫ pi
0
∫ 0
−∞
∫ pi
0
|b(s− h, η, ξ)− b(s, η, ξ)|2
g(s)
dsdηdξ
+ h sup
θ∈[−r,0]
∫ pi
0
|u(θ, η)|2dη,
where k1, k2, are constants which do not depend on u(·); hence the function t → F(t, ut) : I → X is uniformly continuous
with respect to u. Moreover, we notice that supt≥0 ‖F(t, ·)‖ ≤ LF , for all φ ∈ B, t ≥ 0, where LF is the constant given
by (c)∗. On the other hand, we infer that ‖ic‖L(Y,X) = 1. Then, from (5.4) and Theorem 4.2, the problem (5.1) has a global
solution. 
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