Important issues in statistical downscaling of general circulation models (GCMs) is to select dominant large-scale climate data (predictors). This study developed a predictor screening framework, which integrates wavelet-entropy (WE) and self-organizing map (SOM) to downscale station rainfall. WEs were computed as the representatives of predictors and fed into the SOM to cluster the predictors. 
INTRODUCTION
Rainfall as the major component of the hydrologic cycle deposits most of the fresh water on the earth and can lead to disasters such as floods, erosion, sedimentation, and surface and groundwater contamination. The role of precipitation in water resource management cannot be disregarded, therefore, an extensive range of studies on the issue is being carried out, of which, the basic requirement of such studies is rainfall data. Access to high-resolution rainfall data can lead to more reliable studies; however, availability of high-resolution rainfall data is limited due to large spatiotemporal variation of rainfall as well as restrictions of cost, technical capability, and scarcity of hydrological stations. In this way, general circulation models (GCMs) can be considered as reliable hydro-climatologic data sources. GCMs use physical-based equations on various processes of the atmosphere and ocean for simulating the response of global climate system against increasing greenhouse gas concentrations (IPCC ). The skill of GCMs in reproducing hydrologic parameters such as precipitation is of critical importance. Although GCMs are tools that provide reliable atmospheric data, coarse spatial resolution of GCMs may lead to their poor applicability as the input to local-scale hydrologic models. Downscaling is an approach to obtain local-scale weather data from largescale GCMs. The two methods of downscaling are dynamical and statistical downscaling. Dynamical downscaling is a method to derive smaller-scale climatic information over a bounded area via a high-resolution regional model driven by boundary conditions from GCMs. Statistical downscaling encompasses statistically relating large-scale climate features (predictors), to local climate (predictand) data (Wilby & Wigley ) ; in this way, physical characteristics of the study area can be involved in downscaling by extracting the statistical pattern between predictors and predictand, which indeed demonstrates a black box modeling.
In spite of high-resolution outputs of dynamical down- Input data screening is an important step in any datadriven modeling and which usually improves the modeling performance. Since different researchers have already proved that the application of input data screening approaches can enhance the efficiency of data-based models such as ANN (Nourani et al. ) , it is expected that application of a robust input data screening technique can increase the efficiency of ANN in downscaling problems as well. In statistical downscaling problems, the main concern is encountering huge data sets relevant to several large-scale climate variables with long historical time series (i.e., temporal variation) at diverse grid points (i.e., spatial variation). Generally, such large input data sets may lead to decreasing ANN performance, thus implementing input data screening on GCM data by reduction of the input data size, or in other words, dominant input selection among GCM variables might be useful.
In downscaling subjects, apart from different climate variables at multiple grid points over long time intervals, selection of effective GCMs among several GCMs is the other factor to manifold the data dimensionality. Although various research centers around the globe prepare GCMbased climate data, generally they do not offer the same values for a specific variable in a particular region; the reason is due to different parameterization schemes, variation in boundary layers and different resolutions, relying on the output from a single model, and finally, abrupt spatial variability in climate (Khan & Pilz ) . Thus, proper selection of the GCM is of prime importance in downscaling approach (Lee & Kim ) . In this way, the question is which variables and GCMs should be included in a SDSM. of SOM advantages to k-means are: the k-means method is sensitive to initialization which SOM is not; the k-means gradient orientation forces a premature convergence which, depending on the initialization, may frequently yield local optimum solutions while SOM is less prone to local optima than k-means and can deal effectively with problems having multiple optima; the performance of the K-mean algorithm largely depends on not only the number but also the placement of the initial codebooks. This has been a limiting factor in the application of the k-mean algorithm, while the SOM mapping tries to preserve topological relations, i.e., patterns that are close in the input space will be mapped to units that are close in the output space, and vice versa. To allow an easy visualization, SOM offers the opportunity for an early exploration of the search space, and as the process continues it gradually narrows the search. By the end of the search process (providing the neighborhood radius decreases to zero) the SOM is exactly the same as k-means, which allows for a minimization of the distances between the observations and the cluster centers.
Since climatologic data sets involve non-stationary time series, entropy as a measure of information content (Shannon ) could be preferred to statistical moments (i.e., This article is organized in four sections as follows: the section below describes the study area as well as the applied data, including the station and GCM data; furthermore, the applied methodology is included at the last part of this section. This is followed by a results and discussion section, and the final section provides concluding remarks. ), predictors on four grid points around the study station were adopted in this study as well (Figure 1 ). The four closest grid points from each GCM around the Tabriz station were considered as the potential grid points based on the grid size of each GCM. But according to the proposed Although linear correlation coefficient may be used as a criterion to select dominant inputs, nonlinear input selection method is essential for a nonlinear process as judged by Nourani et al. () . In this regard, nonlinear input screening method was addressed in this study to find the significant inputs of ANN-based downscaling model.
MATERIAL AND METHODS

Study area and data set
Proposed methodology
In order to downscale GCM data, an ANN-based statistical method was applied, and to improve the efficiency of the ANN model, pre-processing on variables of GCMs over GCMs was implemented in this study using a newly proposed method involving WE and SOM tools. In this way, the ensemble of three different GCMs was performed in the screening step before downscaling. The ensemble idea in the current study was ensemble in input not outputs, therefore all the considered predictors in Table 1 from four grid points of three GCMs (i.e., in total 12 sources of predictors) were integrated into the screening methodology in order to select the important variables which impact on Tabriz rainfall generation. Since the selected variables belonged to different GCMs at diverse grid points, it was named multi-GCM ensemble procedure.
The proposed methodology considers three stages to achieve statistical downscaling of predictand. According to the presented schematic diagram in Figure 2 , the first step is dominant input selection procedure, the second step is ANNbased downscaling model, and finally, the third step is projection of future rainfall at Tabriz hydrological station according to a multi-input ensemble ANN model under RCPs 4.5 and 8.5. Due to the complexity of climate variables, poor linear correlation between predictors and predictand is probable in spite of strong nonlinear relation. In this regard, the mutual information (MI) concept was used as a measure to detect nonlinear relations between predictors at clusters and predictand. Finally, the variables which passed the screening procedure were considered to be used in the rainfall downscaling model via ANN.
Second step
In the second step, the ANN-based downscaling model was developed. In this way a multi-GCM ensemble model was Figure 2 | Schematic of proposed methodology to screen predictor (first step), downscale GCM data (second step) and project future rainfall (third step). At the first step, P N GCMi denotes the Nth variable belong to GCMi, i shows three applied GCMs. At the second step, predictor N denotes N dominant variables which were selected at the first step. At the third step, the matrix denotes the input data to the simulation model, where, P t N denotes the monthly value of dominant variable at RCP 4.5 or 8.5, t shows date which starts from 2017 to 2100, and N displays the dominant variables selected at the first step. The sections below briefly explain the required tools for the proposed methodology.
Wavelet-entropy
The seasonal pattern encompassed in climate time series are captured with WT by decomposing the time series into subseries with different periods. The wavelet makes localization of a signal in time and scale domain by comparing the relationship between wavelet function and signal. Here, in this study, discrete form of WT is used and screened as Equation (1) (Mallat ):
where * is the complex conjugate and g(t) named wavelet function or mother wavelet. Different types of mother wavelets are ciof2, Daubechies (db) family, sym3 Meyer, etc. (Mallat ); m and n denote the wavelet dilation and translation, respectively; a 0 is a specified fined dilation step greater than 1; and b 0 is the location parameter which must be greater than zero. The most common and simplest choice for parameters are a 0 ¼ 2 and b 0 ¼ 1. This power-of-two logarithmic scaling of the dilation and translation is known as the dyadic grid arrangement. The dyadic wavelet can be written in more compact notation as (Mallat ):
For a discrete time series, x i , the dyadic WT becomes (Mallat ):
where T m,n corresponds to wavelet coefficient of the discrete wavelet at scale a ¼ 2 m and location b ¼ 2 m n.
This gives the ranges of m and n as, respectively, 0 < n < 2 qÀm À1 and 1 < m < q.
The inverse discrete transform is given by (Mallat ):
or in a simple format as (Mallat ):
in which T̅ (t) is called approximation sub-signal at level q and W m (t) are detail sub-signals at levels m ¼ 1, 2, …, q.
The wavelet coefficients, W m (t) (m ¼ 1, 2, …, q), provide the detail signals, which can capture small features of interpretational value in the data; the residual term, T̅ (t),
represents the background information of data which is named approximation signal.
Entropy is a statistical measure of the randomness or uncertainty in terms of probability distribution, presented by Shannon (). So, entropy of each wavelet decomposed sub-series T m,n , which takes values T m,n 1 , T m,n 2 , …, T m,n N with probabilities P(T m,n 1 ), P(T m,n 2 ), …, P(T m,n N ), respectively, is defined as (Shannon ): 
Here the examples of two variables X and Y in this study MI is computed by the following equation for a predictor x i and the predictand y i in this study (Yang et al. ) :
For numerical calculation of MI and E using Equations (6) and (8), PDF for all of the variables should be specified.
Histogram method is the most common approach of calculating PDF (Yang et al. ).
Self-organizing map
SOMs are unsupervised ANNs which reduce dimensionality of data by generating a low-dimensional, discretized representation of the input space of the training samples, called a map. Neighborhood function is used to keep the topological attributes of the input space. Therefore, SOMs are effective in visualizing low-dimensional illustration of high-dimensional data.
The SOM structure contains components named nodes which are in various arrangements. The common arrangement of nodes is a two-dimensional hexagonal grid.
A weight vector of the same dimension as the input data vectors is assigned to each node. In order to detect the node with the closest (smallest distance metric) weight vector (w) to the n-dimensional input vector x Euclidean distance concept is used (Kohonen ):
The weight with the closest match to the input data is the winner node named best matching unit (BMU). In order to further decrease the distance between the weights and BMU learning continues by changing the weights at each training iteration t (Kohonen ):
where α corresponds to the learning rate ranging in [0 1], h lm denotes the neighborhood function. The most commonly used neighborhood function is the Gaussian function (Kohonen ):
where l and m correspond to BMU and its neighboring output nodes' position, and σ is the width of the topological neighborhood at iteration t.
Finally, SOM clusters homogeneous data with a similar pattern in a cluster, and reduces the dimensionality of data. 
where i, j, and k show the input, hidden, and output layer neurons, respectively. w ji is a weight in the hidden layer, which connects the ith neuron in the input layer to the jth neuron in the hidden layer; w jo is the bias for the jth hidden neuron, f h is the activation function of the hidden neuron; w kj is a weight in the output layer connecting the jth neuron in the hidden layer to the kth neuron in the output layer; w ko is the bias for the kth output neuron, f o is the activation function for the output neuron, x i is ith input variable for the input layer andŷ k is computed output. N N and M N are the neuron numbers of input and hidden layers, respectively. For more information on the ANN, readers are referred to study relevant books in this field such as Haykin ().
Evaluation criteria
Clustering evaluation criterion
In order to measure validity of SOM-based clustering, silhouette coefficient (SC) is applied. SC refers to a technique of verification of consistency within clusters of data. It is obvious that increasing the number of clusters leads to more homogeneous clusters and, generally, the consistency of clusters increases by growing the number of clusters, but such increment may not be wise in high dimensional data such as in the current study where the dominant feature from each cluster will be used by ANN. Since numerous inputs to ANN can decrease the efficiency of the model, a logical number of inputs obtained from clusters should be considered, and to do so, the mean value of SC for each number of cluster was drawn up. In the following, SC calculation is explained.
It is assumed that the data have been clustered via SOM (any technique of clustering can be used) into k clusters. For each datum i, two kinds of dissimilarities are defined; first the average dissimilarity of i with all other data in the same cluster is defined by a(i), which denotes how well i is assigned to its cluster (the smaller the value, the better the assignment). Second, the average dissimilarity of point i to each of the other clusters other than own cluster of i is defined, which is the average distance from i to all points in an individual cluster. The lowest average dissimilarity of i to any other clusters, of which i is not a member is named neighboring cluster and shown by b(i). Indeed, the neighboring cluster is the subsequent best fit cluster for point i. It is noted that any distance metric (e.g., Euclidean distance) can be used to compute the average dissimilarity between two data. The following equation corresponds to silhouette calculation (Amorim & Hennig ):
The S(i) varies between À1, 1 and as a result, a component of a cluster that is closer to 1 indicates that the clustering is done correctly; low or negative results of S(i)
show the incorrect placement of a component in the respective cluster; and near zero S(i) means that the datum is located on the border of two clusters.
In order to assess the overall clustering configuration, the average S(i) over all data of all clusters is calculated, which shows how appropriately the data have been clustered.
If there are too many or too few clusters, as may occur when a poor choice of k is used in the clustering algorithm, some of the clusters will typically display much narrower silhouettes than the rest. Thus silhouette averages may be used to determine the natural number of clusters within a data set while too many or too few clusters can occur when a poor choice of cluster numbers is used. The average S(i) for the entire data set, is defined as (Hsu & Li ) :
where n is the total number of arrays in the data space. Root mean square error (RMSE) is a measure of accuracy and assesses how effectively downscaling model predicts rainfall: 
Simulation evaluation criteria
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RESULTS AND DISCUSSION
Among several GCMs, the three potential GCMs (i.e., Can-ESM2, BNU-ESM, and INM-CM4) were assigned to select dominant predictors. In this regard, important climate variables of all the GCMs were identified according to the WT-EN-SOM methodology, which was proposed as the first step in the current study.
First step-input screening
Through the first step, DWT was applied to decompose time According to the SOM hits plot in Figure 4 (a), among the nine groups of clustered data, the first cluster (i.e., at left bottom corner) with just two components is considerable. These two members refer to east-and northward winds (85,000 pressure level) at the grid point B4 relevant to the INM-CM4 model with a majority of zero values. The sensitivity analysis proved that these components have no effect on the rainfall of Tabriz; therefore, they were eliminated and not considered in the modeling procedure. The SOM neighbor weight distances plot (Figure 4(b) ) shows the discrepancy of these two variables by the darkest shade. It is worth noting that east-and northward winds at 92,500 and 100,000 pressure level of the INM-CM4 model at all the four grid points were totally zero, which was not considered in the clustering process.
Dominant features of the clusters, selected in the first step of the proposed methodology, are tabulated in Table 2 .
Although various predictors were selected from the three GCMs through the clusters, representative predictors were related to humidity, wind velocity, geopotential height, and heat flux of the atmosphere; accordingly, some previous studies more or less pointed to such atmospheric GCMs, which overlapped, is larger than the area made by the INM-CM4 grid points around the study station. Important predictors on each grid can denote the morphologic impact of that region on atmospheric variables, which consequently affects the Tabriz station rainfall. Concerning the issue, humidity-relevant variables became important on grids, which are influenced by close water bodies. In this way, the specific humidity variable hus7000 showed a dominant effect on Tabriz rainfall at the nearest grids to the study area (i.e., the grids A2 and B4) around the study location.
The Caspian Sea and Urmia Lake, as the sources of moisture, lead to dominancy of the humidity variable (i.e., hus7000) on the grid A2 and B4, respectively.
Eastward wind (i.e., ua100000) at the nearest grid (i.e., the grid A2) was the other dominant variable in downscaling rainfall; the wind variable was in line with the prevailing wind of the region.
Hfls was the most important climate variable, which affected Tabriz rainfall from distant grid points and became significant at the grids A1, A3, and A4. The latent heat flux emerges as winds carry moisture away from the surface; thus, it can be involved in regional rainfall as an important factor. In this way, faraway water bodies can also influence Tabriz rainfall through the hfls climate variable. The source of such moisture can be Urmia Lake adjacent to grid A1, Sevan Lake close to grid A3, and the Caspian Sea near grid A4 (see Figure 6 ). Different hidden neurons (which were selected via trial and error method) through 1,000 epochs were examined.
Evaluating criteria of ANN model demonstrated that the maximum efficiency occurred at 480 epochs with four hidden neurons. Results of multi-GCM ensemble downscaling model is tabulated in Table 3 .
In order to determine the efficiency of the proposed screening methodology, standard correlation analysis also was used to select dominant predictors (the acceptable range set to 0.3 and up). The obtained predictors from CCbased method were fed into the ANN and results also tabulated in Table 3 . The results showed that the proposed screening method was 46% more successful than CC-based downscaling due to recognizing the nonlinear relations and filtering redundant information, and thus could detect a more robust pattern between predictor and predictand.
To investigate the relationship between the grid point distance from the Tabriz station and the impact of variables at the grid points over the predictand forecasting, ANNbased sensitivity analysis was performed on the variables of each grid point and the results are shown in Table 4 .
According to Table 4 , none of the two grid points (i.e., A1 and B4) with the least distance from the study area could catch the maximum effect on production of the predictand; however, the middle distance grid point (i.e., A2)
had the maximum effect on calibration of the predictand.
Moreover, the two distant grid points (i.e., A3 and A4) with little difference with point A2 were more effective for downscaling the Tabriz station rainfall.
Therefore, the significance of large-scale climate variables in the rainfall production of the region was not related to the distance of the grid points from the studied Moreover, Figure 7 demonstrates that both the ANN downscaling models showed high efficiency in forecasting peak points of rainfall so that, as an example, the April mean rainfall was forecasted as accurately as the observed data, while the MLR model could not perform as efficiently as the ANN model.
Furthermore, in order to test the ANN downscaling accuracy, the BI criterion was calculated for the multi-GCM ensemble model at the verification step. Figure 8 shows that, during the dry months of summer (i.e., June, July, August, and September), the proposed multi-GCM under both RCPs will show decrease, while during autumn and winter decreasing is more notable than decline during spring and summer. Especially during spring, the rainfall under both RCPs tends to be almost constant comparing observation at baseline. Projections show that although mean rainfall will decrease, the extreme events will be more probable. This outcome is also in line with the IPCC  report which stated that 'the amount of rain falling in heavy precipitation events is likely to increase in most regions, while storm tracks are projected to shift poleward'. 
CONCLUDING REMARKS
The Tabriz hydrological station rainfall variation is the important parameter in developing hydrologic impact studies of the city. In this regard, the future rainfall of the In contrast to research, in which the variables were selected at important grid points according to inverse distance weighting (IDW) based on the distance from the study station (Zhou & Zhang ) , the present study showed that sometimes the distance cannot be a suitable criterion for choosing an effective variable to simulate predictand. Therefore, in this study, the contribution of the variables in distant points was even more than in close points in downscaling the Tabriz station rainfall.
In the last step, future rainfall of the Tabriz station under RCPs 4.5 and 8.5 was projected. Results of the simulations indicated that, according to intermediate and high emission scenarios, the station rainfall will decrease in average (i.e., 0.29-36%) and high states (i.e., 21-30%), respectively.
Overall, the results of this study provide promising evidence for statistical downscaling and, more specifically, for the proposed WE-SOM input screening method, to select climate variables. In order to build on the current study, it is recommended in the future that the proposed WE-SOM screening method is used to downscale other climatologic parameters of the station (e.g., temperature). Moreover, the proposed downscaling method can be compared with statistical and dynamical downscaling models (other than the MLR, which was used in this study). In this way, due to the different abilities of artificial intelligence and machine learning methods, it may be suggested to use other versions and kinds of AI models (e.g., SVM, ANFIS, GEP) and clustering approaches.
