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GDP data is published quarterly with a lag of several weeks. Relying on relevant variables which are available earlier and at higher frequency, an "approximate" dynamic factor model (ADFM) can be used to deduce a common indicator to nowcast GDP. The outcome is a GDP series of higher frequency than its actual one (Aruoba et al., 2009 , Camacho and Perez-Quiros, 2010 , Camacho and Doménech, 2012 , and Camacho and Garcia-Serrador, 2014 . 1
A central aspect of this class of small-scale nowcasting models is the pre-selection of indicators for the ADFM. 2 For example, Camacho and Perez-Quiros (2010, p. 672-674) suggest a selection procedure based on "successive enlargements." Due to ordering in their screening out, they do not treat candidate variables symmetrically. Our contribution is to overcome this deficiency by proposing to subject the selection of indicators to an extreme bounds analysis (EBA); see e.g. Levine and Renelt (1992) .
The selection of indicators is illustrated for a sample case in two steps. First, we reduce a set of 258 monthly time series related to Spanish GDP to 27 (14) by keeping only the series showing a reasonable correlation with GDP, both contemporaneously and at its quarterly and yearly lags. In a second step, we apply an EBA procedure to drop "non-robust" indicators. To identify robust indicators, the strategy is to consider all possible regressions with quarterly GDP as dependent that can be estimated by taking combinations of a parsimonious subset (micro-scale) of pre-selected series (small-scale).
The sensitivity analysis then consists in checking for each series whether the resulting distribution of parameter estimates has only positive or negative support, that is, whether the respective coefficient estimate does not change its sign in all regression runs. The latter should, at least, hold in an interval of so-called "extreme bounds" (Levine and Renelt, 1992) .
We interpret and apply EBA as shrinkage device. Moreover, we prefer EBA to other more timely shrinkage devices such as the least absolute shrinkage and selection operator (LASSO) and ridge regressions or subset regressions based methods (see, e.g., Elliott et al., 2013) as for the latter the focus is on forecast performance, whereas it is on qualitative characteristics of series in the EBA case. EBA selects more economically meaningful indicator series into the micro-scale ADFM by assuring that they do not change, for instance, from procyclical to countercyclical (or from coinciding to either leading or lagging) indicators depending on covariate subset compositions during shrinkage.
Against this backdrop, our central research questions can be summarized as follows:
1. Does it pay to consider a symmetric shrinkage device in the pre-selection process?
2. Does robust parsimonity improve nowcasts, even if we rely on a rather ad hoc pre-selection device and a shrinkage device with focus on selecting economically meaningful indicators rather than on pure forecast performance in going from small-scale to micro-scale ADFM?
Approximate Dynamic Factor Model
The general idea behind an ADFM is that each series of a set can be written as sum of two stochastic components: a common factor f t , which e.g. reflects the overall business cycle and an idiosyncratic component u t which captures specific characteristics of each series. In general it reads
where y t is a K ×1 vector of variables, f t an N ×1vector of common factors with N < K, and L a K × N matrix of factor loadings. Furthermore,
where η t and ε t represent white noise processes. To be estimated are matrices L, A i , and C i for i = 1, . . . , p. Growth rate γ then is forecasted by
where a (L) and b (L) denote lag polynomials in L of order p a and Breitung and Eickmeier, 2006 ). An ADFM comprises three steps: (i) computation of the Gaussian likelihood using the Kalman Filter, (ii) estimation of L, A i and C i , and (iii) use of the Kalman Filter smoother to obtain estimates of f t .
Implementation and in-sample analysis
Spanish GDP growth is stationary and available in quarterly frequency between 1975
and 2011 (solid line in Figure 1 ). A group of indicators (y t ) driven by the same common factor as the growth rates of GDP must be selected to calculate the factorf t .
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Implementation
Initially, we consider 258 variables related to Spanish GDP. All variables are available in monthly frequency and cover, at least, 10 years during the period at stake.
All non-deseasonalized series were seasonally adjusted. Time series which were not stationary in levels were log first differenced. All monthly rates are tested stationary.
Choice of core-set of indicators. We first consider the correlation coefficients (ρ) of each series and its quarterly and yearly lags with GDP growth (henceforth, denoted by γ t representing first differences of the natural log of real GDP). To qualify it is required that |ρ| > .5. In our sample 27 series meet the requirement.
Dynamic extreme bounds analysis. In a second step we apply a non-standard EBA 3 to check if the remaining K = 27 candidate indicators are "robust" in explaining GDP growth, i.e. if they are stable in their relationship with GDP growth. To this end, for each of the K candidate variables c a total number of J of the following regressions are estimated
where x i,j denotes a vector of up to three (k = 3) additional indicator candidates, acting as randomly assigned conditioners in each of the J regression models. The order
in L is chosen on the basis of information criteria AIC and BIC for each k, respectively. The maximum lag order is set to 12. Note, if a variable is chosen in ≥ 1 lagged expression for the x -set, it is also considered both in contemporaneous form and in all approved lagged expressions for c t . This is why we refer to our EBA version as "dynamic" EBA (DEBA). Hence, the minimum number of models to be checked J min is
In our case (K − 1 = 26; k = 3), J min = 2, 600 and a total number K × J min = 27 × 2, 600 = 70, 200 is to be estimated disregarding L. Considering L, we actually estimate a total of K × J = 309, 960 models. For each model j, we obtain estimates β c j and σ βc j distributed across regressions j = 1, ..., J. Next an upper and lower extreme 3 If standard EBA is defined by the seminal approaches advocated in Levine and Renelt (1992), in Sala-i-Martin (1997) , sometimes referred to as "modified EBA", and in Hoover and Perez (2004, p. 774-775) , our approach is a hybrid version of all three of them. Following Levine and Renelt (1992) , we consider one focus variable (in our notation c). Like Sala-i-Martin (1997) we take into account exactly (and not at most as in Levine and Renelt, 1992) three "doubtful" variables in the conditioning set. And, as in Hoover and Perez (2004) , we abstract from any other fixed subset of series (or, in general, variables) that we always include as covariates. However, we stick with the "strict" robustness definition of Levine and Renelt (1992) and also do not likelihood weight estimates. bound (EB) for each candidate indicator c and for each model j is defined:
A candidate indicator is said to be robust if for all models J sign (EB L ) = sign β c j − 2 σ βc j = sign (EB U ) = sign β c j + 2 σ βc j ;
in contrast, it is identified as fragile if
The intuition behind applying EBA is straightforward: whether a candidate indicator 
where X t comprises all potential indicator candidates or "target determinants" of γ t .
The LASSO can be interpreted as performing "all-in" penalized least squares (LS)
estimations of linear models dropping "seemingly small" target determinants, whereas the EBA routine performs "all-in" LS estimations of linear models dropping "sign switching" target determinants. Economically, sign switching target determinants of γ t are implausible indicator series that switch from procyclical (coinciding) to countercyclical (leading or lagging) indicators or the other way around depending on the subset composition of conditioners considered in the estimations.
Statistical and economical properties of EBA. Sensitivity analysis in the form of EBA has been mainly, although not exclusively (see, e.g. Sturm et al., 2005, and Moosa, 2009, analyzing IMF credit and FDI decisions, respectively) , used in the context of model uncertainty with regard to cross-sectional growth regressions. This is also where the Bayesian foundations of this method are rooted (Leamer, 1982 (Leamer, , 1983 . It has been very rarely applied in the context of time series so far. Indeed, the only exceptions we are aware of are Fowles and Loeb (1995) and, more recently, Gassebner et al. (2016) . Both studies are not dynamic in the above defined sense of DEBA, in that both do not consider lagged expressions of variables, neither in the conidtioners set nor as focus indicators. In general, following Leamer (1982) and Fowles and Loeb (1995) , EBA can be developed as an application of a Bayesian natural conjugate prior on the set of "doubtful" indicator-variables. For the normal linear regression model
the prior mean on the p doubtful variables is also normal (representing the crucial characteristic of a conjugate prior), centered at zero, with variance matrix H * −1 . Hence,
where R is a p × k matrix of constants, β a k × 1 column vector of parameters, and 0 a p × 1 zero vector, and H * is denoting a p × p positive definite symmetric precision matrix (i.e. the inverse of the variance covariance matrix). As shown in Leamer (1982) , extreme values of linear functions of the posterior mean for the k × 1 vector τ ,
are given by
when H * is constrained to fall between positive definite matrices Vl and Vh, and where
As Fowles and Loeb (1995, p. 363) note, the widest possible bounds occur at Vl = 0H * −1 and Vh = ∞H * −1 . As shown in Chamberlain and Leamer (1976) and Leamer (1982) , priors are minimal since H * , i.e. the prior precision matrix, is only required to be positive definite symmetric. Matrix R reduces the dimensionality of the prior space from k to p.
Apart from these desirable properties, (D)EBA has essentially three drawbacks.
First, irrespective of its dynamic (i.e. lag) structure, the model size is quite restrictive (e.g. allowing only triplets of indicators as conditioning set). Secondly, models are equally weighted in the shrinkage procedure. And finally, standard EBA can be assessed as very or even "excessively" conservative; see Durlauf et al. (2009 Durlauf et al. ( , p. 1132 Durlauf et al. ( -1134 ). The standard cross-sectional and non-dynamic version of EBA has been shown in simulation studies by Hoover and Perez (2004) to be of very low empirical size (showing an overly low proportion of type I error), that is, the "algorithm almost never selects a variable that does not belong" (Hoover and Perez, 2004, p. 777) , at the cost of a relatively low power. However, this trade-off needs not to apply to the same extent in the context of DEBA 4 and needs to be put into perspective in the context of using sensitivity analysis in the forecasting context as shrinkage device. Relatively high type II errors might hamper the precision of forecasts as "incorrect" indicators might survive the shrinking.
On the other hand, the picking-out of economically meaningful (either coinciding or leading/lagging) indicator series is warranted with an extremely high probability. See the discussion in the preceding paragraph on DEBA.
In-sample performance
In Figure 1 the estimated common factor is plotted against the Spanish quarterly GDP growth series. The factor loadings are all estimated as significantly different from zero at standard levels. The estimated common factorf t is the final ingredient to determine the adequate lag structure of the forecast equation 
Out-of-sample performance
To examine and compare the out-of-sample characteristics of the two indices based on the core indicators on the one hand and on the selected candidates from the core set after screening out fragile indicators using EBA techniques on the other, we perform a "pseudo" real-time nowcasting exercise. It is "pseudo" (in contrast to "genuine")
because we are considering a method (ADFM) that was not available at the time of the nowcasts we are simulating. In our exercise, the focus is to see how our method would have performed in case it would have been available. 5
In our exercise we simulate nowcasts for every quarter starting in 2007:Q1 until 2011:Q3. To simulate our pseudo real-time nowcasting procedure we assume that the information from the first quarter of 2007 onwards is not available at the moment of selecting the variables to be used to calculate the ADFM. This way we overcome a possible hindsight-bias regarding the selection of the variables for our procedure.
Additionally, we use GDP vintage data to simulate the nowcasting procedure with the information that one would have had at the time of the nowcast. Due to multiple data revisions the estimations of GDP are usually revised even some years after the quarter had passed. We proceed widely in line with the applied literature (see, e.g., Castle et al., 2009 ) in judging the out-of-sample forecast potential of the derived common factor. In order to assess the one-period ahead forecast properties, we treat the period starting the second quarter of 1975 to the last quarter of 2006 as given and successively extend this window by an additional quarterly observation to make one-quarter ahead projections for each successive step of prolonging the in-sample-"window" up to the penultimate quarter (using the vintage series of each quarter). Hence, our first projection uses equation (9 Table 2 , where "relative" errors refer to ratios of the respective errors to the corresponding errors of the AR(2) benchmark model. As can be seen from Table 2, while the nowcasting accuracy of the AR(2) measures up to the one of the small-scale ADFM without sensitivity analysis shrinkage (or even tops it in SFE-terms in case of excluding the crisis period), the real-time forecasts of the micro-scale ADFM implemented applying (D)EBA outperform both of them, i.e. AR(2) and small-scale ADFM, throughout and nearly measure up to the ones by the EC. (14) FE ( Throughout forecast errors are the lowest for the common factor including the EBA exercise in the final step of its implementation. It is also this factor that throughout ourperforms the univariate benchmark model by implying relative forecast errors < 1.
In Table 3 , the first three columns with numerical entries show the test statistics of the pairwise test proposed by Diebold and Mariano (1995) respectively. This holds also for the MDM test, where the first difference now turns out statistically significant even at a five percent level of significance. Additionally, the EC nowcast is statistically significantly better in terms of accuracy than the AR (2) benchmark, at least, at a ten percent level of significance, when correcting for small sample properties (MDM test). Moreover, neither for the SDM nor the MDM test, we 7 One reason for doing so is that one might be bothered that by merely dropping some indicators in the derivation of the common factor raises the weight of the stock exchange for real estate and finance index in the constitution of the factor and through this channel alone gives the (D)EBA based factor a comparative advantage. However, as can be seen from Table 2, the FE difference between the two factors remains if we leave out the recent crisis which is generally seen to be rooted in Spanish housing price dynamics. Interestingly, the FE for the model with the 14 core variables and the benchmark AR(2) process is almost the same excluding the crisis. find a statistically significant difference in forecast accuracy between the EC nowcast and the micro-scale ADFM nowcast with DEBA pre-selection of indicators.
Conclusion
We examined the implementation stage of an ADFM to nowcast GDP growth using Spanish time series. To overcome a common deficiency of the literature, treating candidate indicators for the estimation of the common factor not symmetrically, we propose a two-tiered procedure. First, variables highly correlated with growth are identified as "core." Secondly, they are checked for robustness according to a dynamic version of EBA standards to nowcast Spanish GDP growth. We find that our implementation clearly improves the accuracy of nowcasts compared to ADFM nowcasts implemented without the help of sensitivity analysis and to a benchmark AR(2) process.
It leads to nowcasts almost measuring up to real-time forecasts by an institution with an interest in high-quality nowcasts (i.e. by the EC). Thus, we conlude by answering our central research questions raised in the introductory section: First, it can pay to consider a symmetric shrinkage device in the pre-selection process. Secondly, parsimonity can improve nowcasts, even if we rely on a rather ad hoc pre-selection device and a shrinkage device with focus on selecting economically meaningful indicators rather than on pure forecast performance in going from small-scale to micro-scale ADFM.
It remains for future work to check our partially ad hoc framework for its robustness in selecting predictors with regard to the choice of parameters both at the pre-selection (in particular, concerning ρ) and at the shrinkage stage (in particular, concerning k).
A further future task, that is beyond the scope of the present paper, is to scrutinize the trade-off between using all variables and adding more factors on the one hand (see, e.g. Giannone et al., 2008) and selecting variables a-priori and then using only a single factor on the other. Such a check might be based on the quasi maximum likelihood approach proposed in Doz et al. (2012) . 
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