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Summary
Recently, remotely sensed multispectral data have been proved to be very useful for many 
applications in the field of Earth surveys. For certain applications, however, limits in the 
spatial resolution of satellite sensors and variation in ground surface restrict the usefulness 
of the available data, since the observed spectral signature of the pixels is the result of a 
number of surface materials found in the area of the pixel.
Two mixed pixel classification techniques which have shown high correlation with vegeta­
tion coverage of single pixels are described in this thesis: the vegetation indices and the 
linear mixing model. The two approaches are adjusted in order to deal with sets of pixels 
and not individual pixels. The sets of pixels are treated as statistical distributions and 
moments can be estimated. The vegetation indices and the linear mixing model can then 
be expressed in terms of these statistics.
The illumination direction is an important factor that should be taken into account in 
mixed pixel classification, since it modifies the statistics of the distributions of pixels, and 
has received no attention until now.
The effect of illumination on the relation between the vegetation indices and the proportion 
of sets of mixed pixels is examined. It is demonstrated that some vegetation indices, which 
are defined from the ratio of statistics in two spectral bands, can be considered relatively 
invariant to illumination changes.
Finally, a new illumination invariant mixing model is proposed which is expressed in terms 
of some photometric invariant statistics. It is shown to perform very well and it can be used 
to unmix accurately sets of pixels under many illumination angles. The newly introduced 
mixing model can be considered a suitable choice in the mixed pixel classification field.
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Chapter 1
Introduction
Remote Sensing instruments on board satellites record the spectral reflectance within 
their instantaneous field of view (IFOV) and they actually measure the solar radiation 
reflected by various objects on the ground, at certain wavelength ranges. Different kinds 
of sensors exist with different spatial resolutions. The intensity of each pixel corresponds 
to the average radiance measured electronically over the ground area that the pixel images. 
Each material on the earth’s surface has a characteristic “spectral signature” and this is 
exactly the basis of multispectral classification. On the whole, multispectral data are 
available in large amounts and are often used in agriculture for assessing crop condition 
against flood or drought, estimation of vegetation cover etc.
The Landsat TM (Thematic Mapper) and SPOT HRV (Haute Resolution Visible) ra­
diometers are commonly used for multispectral data collection. They are high resolution 
sensors characterised by a low frequency in data acquisition. This results in the amount of 
data acquired not being adequate to monitor changes in land cover over time. Thus, the 
AVHRR (Advanced Very High Resolution Radiometer) on board the NOAA satellites has 
been used for data acquisition since it provides frequent and low cost data collection. The 
main disadvantage though of these sensors is their coarse spatial resolution of 1.1 km2. 
In this case, objects monitored by the sensors are of a similar or smaller size compared 
to the spatial resolution of the satellite sensor. Therefore, the radiation detected by the 
sensor is caused by a number of different materials oil the ground. Furthermore many 
depicted scenes correspond to semiarid regions or agricultural lands during their early
1
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growth stages. Thus, the low spatial resolution of the sensors and the large variability of 
the depicted terrain lead to the generation of images mainly consisting of mixed pixels.
The “mixture phenomenon” has been treated by many researchers whose main purpose was 
the disaggregation of subpixel components or the unmixing. Unmixing is the procedure 
of estimating the contribution of each pure component in a mixed pixel. In mixed pixels, 
the observed spectral signature is the result of the reflectance properties of a number of 
surface materials constituting the area of the pixel.
Three main approaches have been developed to deal with the pixel classification problem: 
Calculation of indices [44] [83], Statistical methods of image classification [54], [40] and 
Spectral mixture analysis. All models take as an input raw satellite data and provide 
different kind of information about properties of the depicted scene.
The first two methods result in the production of large thematic maps which can often 
be a poor representation of reality. Among various mixing models in the spectral mixture 
analysis approach, the linear mixing model has been most commonly used in previous 
studies of mixing in remote sensing [73], [27], [75], [19], [37]. The main assumption the 
linear mixing model is based on is that each photon that reaches the sensor has interacted 
with only one cover type. Thus, the spectral reflectance of each mixed pixel in any 
wavelength, can be expressed as a linear combination of the spectral reflectances of the 
components that constitute the mixture, weighted by their relative proportions in the 
mixture. Therefore, the mixture phenomenon is always a problem in vegetation studies 
in Remote Sensing. This work is especially focused on the mixed pixel classification with 
the use of vegetation indices and the linear mixing model.
1.1 Motivation
Vegetation indices and the linear mixing model play similar roles in the vegetation cover 
prediction of the Earth’s surface. The initial motivation of this work was the need to 
combine in some way the Normalized Difference Vegetation Index (NDVI), which is one 
of the simplest and most popular vegetation indices, with the average mixing proportion 
of a mixed area, as estimated from the linear mixing model.
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The NDVI can usually be expressed as a tangent function which is a nonlinear function. 
Thus, it is interesting to see if the non linearity of the vegetation index can represent better 
the reality than the linear mixing model. Furthermore, a theoretical relation between the 
proportions as estimated from the linear mixing model and the NDVI would facilitate the 
switching from the large amount of existing maps of vegetation indices to ground cover 
proportion maps.
The direction of the research though slightly changed when the illumination factor was 
introduced. The obtained relation was very sensitive to illumination changes, especially 
when a very rough scene was studied, thus a global invariant relation between the two 
approaches could not be obtained.
As a result, the impact of illumination variation on vegetation indices and proportion 
estimates was investigated in detail, and the effect in the relation between these two was 
examined. The sun’s position may change during the day or the year. Especially when 
a rough scene is depicted, the introduction of shadows significantly alters the appearance 
and the characteristics of the scene. It is possible that a whole rough mixed scene has to 
be unmixed under several illumination conditions. Thus, a mixing model should be avail­
able that can guarantee accurate unmixing of the area independently of the illumination. 
Therefore, a new mixing model is proposed which is robust to illumination.
Simulated scenes used in this study were generated, in way that they imitate real rough 
scenes as much as possible. The roughness of the scenes was due to the height of the trees 
and not due to the terrain morphology. The available real data are Landsat TM images 
depicting mixed areas in the prefecture of Attica in Greece. Ground truth data were also 
available for the specific areas but they had been obtained with errors of no less than 15%.
1.2 Aim
The aim of this work is to propose methods for the mixed pixel classification which work 
effectively under various illumination conditions. For this reason, the two main approaches 
used in Remote Sensing for vegetation prediction are employed: vegetation indices and 
linear mixing model.
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We are especially interested in rough mixed surfaces assumed to be Lambertian, which 
comprise several pixels. Therefore, the above two approaches are adjusted for sets of 
pixels. Dealing with distributions of pixels allows the incorporation of subpixel variability 
of the terrain which, is significant, and which is ignored when single pixels are unmixed. 
Statistics of the distributions of pixels are usually utilised for the unmixing [7]. These 
statistics though will be proved to be susceptible to changes of illumination direction.
This thesis concentrates on the effect of the illumination on the recorded radiance from 
the satellite sensor and thus on the vegetation indices and linear mixing model which are 
estimated from statistics of the radiance.
Our aim is to introduce photometric invariant parameters which are combinations of the 
simple statistics and express the vegetation indices and the linear mixing model in terms 
of them, so that illumination invariant unmixing of sets of mixed pixels is possible to be 
achieved.
1.3 Outline of the thesis
In this thesis, first a brief description of the illumination problem and its consequences in 
the Remote Sensing field is presented in chapter 2. Also, the two most important methods 
which are usually employed for quantitative vegetation evaluation and may be affected by 
the illumination factor, namely the vegetation indices and the linear mixing model, are 
presented. Special emphasis is given on the fact that these methods should be altered so 
that they can be used for sets of pixels.
In chapter 3 various empirical ways in which the vegetation indices can be expressed for 
sets of pixels are proposed. The NDVI for sets of pixels is studied in more detail and 
it is shown that the NDVI and the linear mixing model are very closely related and in 
particular, estimation of NDVI could lead to the calculation of the mixture proportions 
and vice versa.
In order to study the performance of vegetation indices and the linear mixing model in 
predicting the vegetation cover, some simulated scenes have first to be created. Hence, in
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chapter 4 the generation of the mixed scenes of different vegetation cover corresponding 
to various illumination conditions is described.
Having generated the simulated scenes, the next step is to assess the empirical and the­
oretical relation between the NDVIs as expressed for sets of pixels and the vegetation 
coverage. Thus, in chapter 5, both the simulated and real data are utilised to produce 
experimental results and calibration lines for the various definitions of NDVIs.
In chapter 6, the performance of all existing vegetation indices for sets of pixels are eval­
uated in terms of their robustness to various illumination conditions and their ability to 
predict vegetation cover. It is proved that the ratio based vegetation indices are especially 
invariant to illumination.
In chapter 7, we prove that the simple first and second order statistics usually employed 
to perform the unmixing of sets of pixels are significantly affected when very rough Lam­
bertian surfaces are studied. Thus, we propose the use of illumination invariant statistics 
that can be used to describe the distribution of pixels.
We then proceed to formulate the problem of spectral unmixing of sets of mixed pixels 
in terms of these invariants in chapter 8. The unmixing of sets of pixels with the linear 
mixing model has been introduced before [7]. However, this process of linear spectral 
unmixing of sets of pixel is particularly sensitive to illumination variations of the statistics 
of the set used for the unmixing. In order to overcome this limitation of the linear mixing 
model, we introduce a new illumination invariant model which uses photometric invariant 
statistics for the spectral unmixing.
Finally, our conclusions and main contributions of this thesis are presented in chapter 9.
Chapter 1. Introduction
Chapter 2
Literature Review
2.1 Introduction
The aim of this chapter is to summarise the effects that can influence the radiance recorded 
from a satellite sensor, with special emphasis on the illumination effect, and present the two 
main approaches which make use of these radiance measurements and enable prediction 
of vegetation coverage.
First of all, the illumination variation impact on the reflectance of a depicted scene is 
described in detail in section 2.2 and possible correction methods are presented.
Two general approaches that make use of the available multispectral data for estimating 
green vegetation cover are the vegetation indices and the linear mixing model. Both the 
above approaches are introduced and described in detail.
Several existing vegetation indices found in the literature are summarised in section 2.3 
and the most important factors which affect their performance in predicting the vegetation 
cover of a scene are presented. Next the linear mixing model is described in section 2.4 
alongside its advantages and limitations.
Usually, these two approaches are utilised in a pixel-by-pixel basis, leading in the prediction 
of vegetation coverage of individual mixed pixels. This is not always the case, though, 
since there is the possibility that the vegetation cover of a large number of pixels has to be
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calculated. The importance of modifying these two approaches to deal with sets of mixed 
pixels is emphasised.
This chapter finally concludes with a brief review of the illumination variation problem in 
the general field of Computer Vision.
2.2 The problem of illumination variation
The radiance of a given object measured by any sensor is influenced by several factors, i.e. 
changes in scene illumination, atmospheric conditions, viewing geometry and instrument 
response characteristics. Two main categories of illumination variation exist.
Global illumination change: Illumination varies during the day, the year and the geograph­
ical position due to the variable position of the sun.
Local illumination change: Illumination varies due to topographic relief of the local surface, 
which induces shadowing effects, and secondary illumination sources such as neighbouring 
reflecting surfaces.
The global illumination change is a common problem which can be dealt with if we know 
the time the specific image was captured and the orbit of the satellite. In particular, if 
images of the same scene taken at different times and from different positions need to be 
compared, then the viewing and illumination geometry which change, must be taken into 
consideration. The effects of these changes can be removed by radiometric correction or 
more specifically by sun elevation correction [50].
In Remote Sensing applications, the change of local illumination due to topography is a 
large unsolved yet problem. In order to alleviate the topographic effect, the topographic 
correction was introduced to correct for surface roughness [50].
Illumination change induces great variation in the radiance recorded by the satellite sensor. 
Thus, any characteristic of the scene estimated from the acquired radiance e.g. vegetation 
indices, vegetation cover etc. may change dramatically. Due to the significance of the 
illumination effects, it is interesting to study in detail both the radiometric and topographic 
correction methods and their ability to cope with these effects.
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2.2.1 Radiometric correction
Often, it is necessary to use multitemporal datasets for monitoring vegetation changes. 
Such datasets may have been collected under different illumination conditions. In this case, 
a radiometric correction is applied, which alleviates the effects of the sun’s elevation angle. 
This way, image data acquired under different solar illumination angles are standardised 
to a zenith solar elevation angle.
The correction is applied by dividing every pixel value by the cosine of the sun’s zenith 
angle [77].
A graphical depiction of the geometry is given in figure 2.1.
F ig u re  2.1: Illumination geometry
It has to be mentioned that the above correction ignores topographic and atmospheric 
effects. This means that the correction law considers the scene as a flat surface and the 
illumination change as the multiplication of all pixel values of the image by a common 
factor. This is rarely the case with natural surfaces since the texture of the surface itself 
introduces shadowing effects that cannot be corrected by the radiometric correction.
2.2.2 Topographic correction
Most satellite sensors obtain data with short acquisition time so that the data are acquired 
with approximately constant view and illumination angle. Especially if the terrain is flat 
then all surfaces are viewed at a constant sensor and illumination angle. In rugged terrains 
though, where the surface roughness is large, a wide range of view and illumination angles
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are obtained even for one image. Thus, topography highly contributes to the variation 
in the scene’s radiance. Furthermore, shading induced by the topography decreases the 
ability of differentiation between various forest stands and vegetation species lying in the 
shadowed area, and therefore it reduces the classification accuracy.
All the above mentioned cases are problems induced by the topographic relief of the 
scene and change in illumination conditions. The procedure of recovering the true surface 
reflectance by removing topographic effects is called topographic correction and is an 
important task for remote sensing scientists. There are several topographic correction 
methods proposed which aim in normalising the satellite data and removing or reducing 
topographic effects, some of which are:
• Band ratios [38]
• Lambert cosine correction [78],[16]
• Minnaert correction [78],[16]
• c-correction [81]
Band ratios and specifically the NDVI (Normalized Difference Vegetation index), are usu­
ally preferred due to their simplicity, their insensitivity to topography, based on the idea 
that all wavelengths are affected similarly by topographic relief, and because they have 
been proven to correlate well with biomass and LAI (leaf are index).
Peddle et al. [61] have tested both the NDVI and simple spectral mixture analysis to 
determine fractions of sunlit canopy, sunlit background and shadow at subpixel scales, in 
radiometer data, collected for several sun zenith angles (SZA). They proved that biomass 
and LAI were better estimated by the linear mixing model which incorporated SZA cor­
rected data than from NDVI. Furthermore, Colby [15] utilised both band ratios and the 
Minnaert correction model in Landsat TM data depicting mountains showing that the 
topographic effect was reduced oil the ratio images but visual inspection and statistical 
analysis of the corrected images showed that the Minnaert was a superior normalising 
method.
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The Lambertian approximation, if sky irradiance and atmospheric path are neglected, is 
similar to the illumination correction of flat images, as mentioned before. This simple 
cosine correction though, has been shown to be inadequate for the case of mountainous 
terrain. Although it provided satisfactory classification results when used in conjunction 
with atmospheric correction [17] there are many disadvantages of the model. Among them 
are: the Lambertian assumption holds for a restricted range of incident and slope angles, it 
introduces high variance in the data [78] and it results in over-correction for slopes facing 
away from the sun which appear brighter than slopes facing towards the sun, as well as in 
under-corrections [14].
The Minnaert model is more general than the Lambertian model and incorporates the 
roughness of the surface under examination through the Minnaert constant k. It was 
shown that the Minnaert model is more appropriate than the Lambertian model and it is 
valid for a wider range of illumination angles, after it was applied on Landsat MSS images 
of a mountainous region [78]. It also enhanced the classification accuracy of Landsat TM 
images depicting tropical highlands compared with the results obtained from applying 
Lambertian correction on the data [16].
Teillet et al. [81] proposed several correction equations, Lambertian, non-Lambertian and 
semi-empirical applied on Landsat MSS and airborne MSS data, but these resulted in no 
significant improvements in the classification results.
The Lambertian cosine correction, the Minnaert correction and the c-correction consider 
the topographic effect by modifying the sensor radiance using the cosine of the incident 
angle of the sun light estimated from a pixel’s slope and aspect as obtained by digital 
elevation data. Even if the DTMs (Digital Terrain Models) used by these models are of 
high quality, there always exist limitations on their resolution and accuracy compared 
with this of the Landsat scenes which are considered of high resolution. Since maps of 
very accurate contour lines are rarely available for all the areas under examination, the 
topographic normalisation by these models of some areas is likely to remain approximate.
Several investigators propose techniques other than the traditional ones mentioned before. 
Civco [14] introduced a new technique based on a linear transformation of the TM data, 
which removes the topographic effect from Landsat TM data. The first stage of normal­
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isation preserved the overall spectral characteristics of the scene but did not completely 
alleviate the topographic effects, and the second stage normalisation, which was based on 
an empirical coefficient, reduced the variance of the scene usually increased by the simple 
Lambertian model, and provided successfully corrected data and accurate classification 
results.
Gu and Gillepsie [35] proposed a Sun-Canopy-Sensor model which proved to perform either 
slightly or significantly better than the Lambertian, Minnaert and c-correction models in 
removing topographic effects from Landsat TM forest images. The photometric function 
of the model is as simple as the cosine correction but it contains not only the incident sun 
angle but also the slope angle.
The topographic correction of a complicated rough scene is an important and interesting- 
mat ter and research in the field continues for improvement of existing models or introduc­
tion of new ones.
Following, we describe some of the basic topographic correction models.
2 . 2 . 2. 1 L a m b e r t  c o s i n e  c o r r e c t i o n
The radiance reaching the satellite scanner consists of the surface radiance attenuated by 
the atmosphere, together with an additive atmospheric path radiance term. The surface 
radiance itself, consists of the reflected solar flux and the reflected diffuse sky irradiance. 
Especially for the Landsat case, the atmospheric path radiance and the diffuse sky radiance 
can be neglected. Then, the radiance L of any tilted surface, as measured by the Landsat 
sensor in digital numbers, is given by [78]:
L( A, 9e) =  A(A) cos 91p( A, 9e, 07) +  e(A) (2.1)
where:
91 =  incident sun angle with respect to the surface normal (effective solar angle);
9e =  exitance angle, angle between the surface normal and the sensor; 
p =  the scene bidirectional reflectance factor;
A =  constant value in each spectral band, equals CE0T/7r, with C being the Landsat 
scanner calibration factor, E0 being the surface solar radiance and T  being the atmospheric
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transmittance;
A =  spectral wavelength; 
e =  error term.
The geometry between the tilted surface, the sun and the sensor are shown in figure 2.2. 
In this figure:
Figure 2.2: Illumination geometry for Landsat sensor 
6S =  solar zenith angle;
0n =  surface normal zenith angle or slope of the surface;
<f)s =  solar azimuth angle measured from the North;
(f)n =  surface azimuth or aspect;
9V =  sensor (view) zenith angle;
(f)v — sensor azimuth angle.
Then, the effective angle and the exitance angle measured from the surface normal are 
given by:
cos 9j =  cos 9S cos 9n + sin 9S sin 9n cos((fis — (f)n) (2.2)
cos 9e =  cos 9V cos 9n +  sin 9V sin 9n cos[<j)n +  27r — <f)v) (2.3)
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In the special case when the Landsat MSS sensor is utilised, for which 6V «  0, equation 
(2.3) becomes:
cos 6e =  cos 6n (2.4)
If the Lambertian assumption holds then the surface reflects uniformly in every direction, 
thus the reflectance factor is independent of the incident and exitance angles and it is a 
constant for each spectral band: p(X,9j,9e) =  p(A). Thus, the Lambertian radiance given 
by (2.1) is:
L(X, 9e) =  A(A) cos Oyp(X) = Ln(X) cos 07 (2.5)
where Ln represents the radiance measured when 07 =  9e =  0°. Then, equation (2.5) can 
be inverted to provide the radiance correction transformation for topographic slope and 
aspect, which is the Lambertian model:
Ln =  - V  (2*6)
C O S  9 y
The above cosine correction has extensively been used for transformation of satellite data
under the assumption of a flat terrain. When topographic variation though becomes
significant then the incident angle 07 will extend from 0° to 90°. In the special case of 
angles close to 90° the cosine factor becomes very large, resulting in great increase of the 
corrected radiance values to the saturation level of 255 [81]. Thus, the corrected image 
becomes very bright in areas where the sun is nearly grazing the slopped terrain. It is
clear that the Lambert correction does not adequately correct the real scenes for large
incident angles and non-Lambertian reflectances which require taking into account both 
the diffuse and specular reflectance of the surface.
2.2.2.2 Minnaert correction
If the surface is not Lambertian then the reflectance factor cannot be considered a constant. 
A more general semi-empirical reflectance factor was proposed by Minnaert [58] given by:
p{ A, 91, 9e) =  p{ A) cos^ ^ -1 <97 cos* ^ - 1 9e (2.7)
In this case the radiance collected by the sensor is:
L{A, 6e) =  Ln(A) cos^A) 07 cos^ - 1 9e (2.8)
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where k is the Minnaert constant which describes the surface roughness, k =  1 represents 
a Lambertian surface and low k values imply a porous surface which exhibits assymetric 
diffuse scattering. By taking the logarithm of both sides of equation (2.8) it is possible to 
linearise the above equation and estimate k from linear regression.
log(L cos 9e) =  log Ln +  k log (cos 07 cos 9e) (2.9)
After estimation of k and by inverting equation (2.8) it is possible to determine the cor­
rected for topographic effects radiance which provides the Minnaert correction law:
^ n cosfc 07 cos ’^-1 0e (2-10)
2.2.2.3 c-correction
The c-correction is another semi-empirical correction, introduced by Teillet et al. [81] and 
it is based on the observation that the radiance collected by the sensor is linearly related 
with the cosine of the incident illumination angle.
L =  ?7i cos 07 +  6 (2.11)
where m is the slope and b is the intercept of the linear equation between L and cos 07, 
The empirical coefficient c =  b/m was introduced in the correction law which is:
=  cos^+c
n  C O S 0 7  +  C  v '
The coefficient c was assumed to be constant for each spectral band for a specific scene 
and includes the skylight effect which is usually ignored in the Lambertian correction. 
Sometimes though, it becomes so large that it has no physical meaning.
As a conclusion, radiometric correction corrects for the different amount of radiation a 
flat surface receives from the sun according to the inclination with respect to the sun’s 
direction, but it does not correct for the fraction of pixels that will be shadowed for 
different solar angles due to the roughness of the imaged surface. This thesis is concerned 
with semiarid rough scenes where the roughness is induced due to the height of the trees. 
Thus, radiometric correction is not appropriate for correcting the illumination effects of 
rough scenes.
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An alternative solution to the problem of illumination could be the application of to­
pographic correction methods on the data. In this case though, extra information is 
necessary to describe the roughness of the scene such as digital elevation data. The to­
pographic correction though corrects for the roughness of the terrain and not the texture 
due to the trees. Next, we present the two main approaches that make use of satellite 
data to predict vegetation coverage of a mixed scene and which are significantly affected 
by the illumination variation.
2.3 Vegetation Indices
One of the most popular approaches, which employs existing multispectral data and es­
timates the consistency of the recorded radiation with biophysical parameters, such as 
fraction of vegetation cover, leaf area index (LAI), plant water content, fraction of ab­
sorbed photosynthetically active radiation (fAPAR) etc, is the vegetation index approach.
Vegetation indices are defined as combinations of the measured spectral reflectance data 
in different wave-bands. They were introduced to enhance vegetation signals in remote 
sensing measurements. Vegetation indices provide information about the presence or lack 
of vegetation on the ground over large areas, forestry and crop discrimination and predic­
tion. They are widely used for the construction of vegetation maps. They also have shown 
better sensitivity to vegetation detection than individual spectral bands. The advantage 
they offer over use of individual bands, is that they minimise the effect of external factors. 
Among all spectral bands, the broad Red and Near Infrared (NIR) are the most frequently 
utilised in vegetation monitoring, since it is known that chlorophyll strongly absorbs the 
visible radiation and strongly reflects the Near Infrared radiation [83]. This different be­
haviour of the vegetation in the two bands allows for the differentiation of vegetation from 
soil.
Several external factors though exist, which affect the recorded radiation and consequently 
the calculation of vegetation indices and the relationship between the vegetation indices 
and the biophysical parameters. These are presented in detail next.
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2.3.1 Factors which affect the vegetation indices
Several factors can affect the usefulness of remote sensing data. Therefore, the employment 
of vegetation indices which reduce these factors has been essential. In general, vegetation 
indices can be separated into two categories: 1) Ratio indices, which do not involve any 
external factors other than reflectances; 2) soil line indices which take into consideration 
the soil characteristics. A vegetation index can be considered as good if it is very sensitive 
to the amount of vegetation and insensitive to factors such as soil brightness, atmospheric 
effects, solar illumination geometry, sensor viewing conditions and topography [4].
Soil background
The background soil brightness may vary due to the structure, colour, moisture and rough­
ness of the soil and has proved to be a significant factor which alters the vegetation indices. 
The soil-vegetation interaction is complex hence it is difficult to subtract the soil influ­
ence. More specifically, a vegetated canopy scatters and transmits NIR flux towards the 
soil which is underneath it. Therefore, the soil reflects part of this flux towards the sensor. 
On the other hand, the red light is absorbed by the vegetation thus the soil reflectance 
reaching the sensor is the reflectance coming directly from the soil [41]. As a result, the 
soil reflectance becomes indistinguishable from the vegetation reflectance especially in in­
termediate levels of vegetation and influences the vegetation indices. Several vegetation 
indices have been introduced to correct for the soil influence. Kauth and Thomas [45] 
developed the Soil Brightness Index (SBI), the Green Vegetation Index (GVI), the Yellow 
Vegetation Index (YVI) and the Non Such Index (NSI) which were mainly based on empir­
ical observations and utilise data from four bands of the Landsat-MSS sensor. Kauth and 
Thomas [45] also studied the variability of soil reflectance due to brightness in Landsat 
MSS data and noted that the soil reflectance values fall on a line in the two-dimensional 
data space (or on a plane in the three-dimensional space) which they called “soil line” , 
and which passes through the origin. Richardson and Wiegan [70] and Jasinski and Eagle- 
son [43] also noticed that soil forms a line in the two dimensional Red-Infrared space and 
that vegetation usually lies on the left of the line and water lies on the right of the line. 
The soil reflectance may vary due to several factors such as soil type, moisture content, 
roughness and view and illumination conditions. Thus, if only one parameter varies at a
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time [43], then different soil lines are formed. When all parameters are varied then the 
soil line remains almost linear although some scattering exists. The soil line may also shift 
due to atmospheric conditions and sensor calibration and the slope and the origin may 
change. Hence a mean soil line should be estimated, from different soil lines under dif­
ferent conditions. Several vegetation indices were introduced with their definitions based 
on the concept of the soil line, in order to correct for the soil brightness. Some of them 
are the PVI (Perpendicular Vegetation Index) [70], SAVI (Soil Adjusted Vegetation Index) 
[41], MSAVI (Modified Soil Adjusted Vegetation Index) [67] and TSAVI (Transformed Soil 
Adjusted Vegetation Index) [6].
Atmosphere
The atmosphere is one significant environmental factor which alters the vegetation index 
magnitude since it alters the radiances measured by satellite or airborne sensors. Before 
the electromagnetic energy reaches the sensor, Rayleigh scattering and ozone absorption 
may affect the amplitude of the reflectance measured in the visible part of the spectrum. 
Furthermore, aerosols generally scatter radiation in visible wavelengths more than in the 
near-infrared. As a result, significant perturbation of the radiance may occur due to the 
atmosphere. Several indices have been designed to minimise the atmospheric effects such 
as ARVI (Atmospherically Resistant Vegetation Index), TSARVI (Transformed Soil Atmo­
spherically Resistant Vegetation Index), GEMI (Global Environmental Monitoring Index), 
AVI (Angular Vegetation Index) etc. The present study does not deal with atmospheric 
effects on the vegetation indices. Therefore, most of the atmospheric indices are not ex­
amined assuming that the collected data have already been atmospherically corrected by 
some method.
Sun-sensor geometry
Another important external factor, which causes the recorded signal and consequently the 
vegetation index calculation to vary, is the sun-sensor geometry. Some remote sensing 
systems such as the NO A A AVHRR collect large amounts of data per location per day. 
So, many geometries are available for each location due to the variable position of sensor 
and sun. In addition, the more anisotropic (non-Lambertian) a surface viewed by the 
sensor is, the more it is affected by off-nadir viewing and the more important the viewing
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geometry becomes. Qi et al. demonstrated that vegetation indices are sensitive to sun­
sensor geometries [68] and proposed to estimate the albedo-based NDVI instead of the 
reflectance-based NDVI. They showed that using albedos, which are integrated reflectances 
over a hemisphere of the surface, instead of reflectances, reduces the dependency of the 
vegetation indices to view angles and partly to sun angles. The only limitation of this 
approach is the fact that it requires simultaneous multidirectional measurements of the 
same target. This could be tackled by using data of the same target taken from different 
sensing systems.
Topography
The topographic variation in combination with various viewing and illumination geome­
tries is also a source of variation of the reflectance values of the ground target. The 
topographic effect is defined as the variation in the recorded radiance from inclined sur­
faces compared with radiance from a horizontal surface, as a function of the orientation 
of the surface relative to the illumination and sensor position [38]. Although band ratios 
were found to generally reduce the influence of topography on the remotely sensed data 
[38] compared to using individual bands, topography still remains a problem and reduces 
the accuracy of vegetation indices [9].
Sensor characteristics
Additionally, the sensor calibration and sensor characteristics such as the field of view [4] 
and spectral resolution [23], may influence the correct collection of data and may prohibit 
the uniform comparison of vegetation indices obtained from different sensors. The effects 
of the spectral and spatial characteristics on vegetation indices were examined by Teillet 
et. al. [82]. They initially emphasised the fact that vegetation indices may exhibit 
different values if they are estimated by surface reflectance, radiance as measured at the 
sensor, digital numbers, or reflectance at the sensor. They concluded that the best way to 
estimate vegetation indices is as a function of surface reflectance so that sensor calibration 
and atmospheric conditions are not important. Furthermore, they proved for the NDVI 
and subsequently for several other vegetation indices, that the spectral resolution affects 
the NDVI values significantly and the spatial resolution is an important factor, depending 
on the nature of the scene and the extend of the land cover. Elvidge and Chen [23]
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examined the effects of soil background on the performance of broad-band and narrow­
band vegetation indices to correlate with LAI and vegetation cover, and found that the 
background effect could be reduced with the use of the narrow-band derivative based 
vegetation indices they proposed.
Scene Autocorrelation
Finally, a factor which has also been studied is the effect of scale on the relationship 
between NDVI and biophysical parameters. The influence of the subpixel spatial auto­
correlation of the ground 011 the relationship between NDVI and both LAI and fAPAR 
[28] was examined. It was demonstrated that the range of NDVI, LAI and fAPAR values 
were controlled by the spatial autocorrelation of the ground scene. As the autocorrelation 
reached the spatial resolution of the TM sensor, the NDVI became more correlated with 
the LAI and fAPAR.
2.3.2 Vegetation Indices and biophysical parameters
Some effort has been made for accomplishing a relationship between several vegetation 
indices and green vegetation amount in the past.
Several ratio transforms have been proposed [83] and found to be highly related with 
various vegetation properties as green leaf biomass, green leaf area, leaf water content, 
chlorophyll content etc. [39]. More specifically, the simple ratio (SR) was found to be 
more linearly related to the green leaf variables than the NDVI [39]. By applying several 
indices on boreal forest, Chen [13] concluded that the SR and NDVI are better correlated 
with LAI and also introduced a Modified Simple Ratio (MSR).
Epiphanio and Huete [24] studied the impact of sun-sensor geometry on two vegetation 
indices, the NDVI and the SAVI (Soil Adjusted Vegetation Index) with respect to their 
connection with the fAPAR (fraction of Absorbed Photosynthetically Active Radiation) 
in fields of low, medium and high alfalfa. The SAVI proved to be more sensitive to view 
angle variations than NDVI and they exhibited different behaviour as the view angle 
shifted from an antisolar to forward direction. In general the relation between the indices 
with the fAPAR proved to be linear but it was disturbed by view angle variations which 
caused over or underestimation of fAPAR.
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In a similar way, the variation in the SR and NDVI were examined due to sun-view 
geometry with respect to their relation with leaf area index (LAI) and the fAPAR in 
alfalfa fields [85]. It was found that both indices varied with the solar and view angles and 
their relation with the two biophysical parameters varied as well. Linear and exponential 
relations could be used to calculate these biophysical parameters with minimal dependence 
on solar angles.
Furthermore, Richardson and Wiegand [70] managed to associate the composition of arid 
range lands in Australia scene with the Perpendicular Vegetation Index (PVI), through 
the use of scattergrams.
Some researchers proposed a linear relation for associating the fractional vegetation cover 
with the NDVI. Phupin et al. [62] obtained a linear trend in the fractional cover-NDVI 
relation by use of AVHRR data. Ormsby et al. [59] also showed by use of satellite data 
that a strong linear relation exists between an area averaged NDVI and the fractional 
vegetation cover. Finally, Wittich and Hansing [86] also considered the relation between 
fractional cover and the area averaged NDVI approximately linear.
Several researchers though suggest that a non-linear relation would better represent the 
relation of fractional vegetation cover with the NDVI. Dymond et al. [21] used SPOT 
images from New Zealand to relate vegetation coverage to NDVI and produce cover maps. 
A non-linear calibration curve was derived between the NDVI and the percent coverage 
by fitting satellite data. In a similar way, Purevdorj et al. [66], investigated the rela­
tionship between percentage vegetation cover and several vegetation indices, by use of 
simulated AVHRR data. They showed that a 2nd order polynomial regression provides 
better relationships.
Leprieur et al. [47] evaluated the performance of three vegetation indices, NDVI, SAVI 
and GEMI (Global Environment Monitoring Index) to estimate the vegetation cover by 
use of simulated data by quantitatively assessing the performance of the vegetation indices 
in various soil types and atmospheres, to relate to the vegetation cover.
One of the most significant factors which affect the recorded radiance is the illumination 
variation effect, as was described before. The ability of the vegetation indices to relate 
with the fractional vegetation coverage under the illumination effects was investigated by
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several researchers.
McDonald et al. [56] studied the behaviour of six vegetation indices in predicting the 
conifer forest cover by using two simulated scenes generated with the geometrical-optical 
model and the Monte Carlo Ray-Tracing model and also the use of TM data. SR, NDVI, 
PVI, SAVI, TSAVI and GEMI proved not to be linearly related with the cover, and 
they were also significantly affected by perturbations such as the solar zenith angle, the 
background reflectance, the leaf area index, the stand structure and the atmosphere. It 
was also demonstrated that different vegetation indices are more suitable under different 
conditions and different degree of coverage.
More recently, Gemmell and McDonald [31] examined the NDVI, SAVI and GEMI and 
the effects of view zenith angle on their relationship with vegetation cover and LAI. It 
was found that although the potential of the indices for discriminating forest cover was 
low, their performance could be improved with off-nadir viewing. Furthermore, SAVI and 
GEMI significantly reduced the background effects and were well correlated with LAI.
Next, the most important vegetation indices found in the literature are described and 
some of their properties are presented.
2.3.3 Existing vegetation indices
2.3.3.1 Simple Ratio (SR)
The simple ratio vegetation index was first introduced by Pearson and Miller [60] and is 
defined as:
S R = N f  (2.13)
where R represents data from the red channel and N IR  represents data from the Near 
Infrared channel. The utilisation of NIR and R spectral bands enhances the contrast 
between the soil and the vegetation. Clearly, 0 < SR < oo. Highly vegetated areas are 
characterised by SR ^  10 and bare soil areas have SR ~  1.
A graphical representation of the SR as in [41] is shown in figure 2.3. The case in which 
R «  NIR  characterises the non-existence of vegetation in the scene, and it represents a
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straight line in the R-NIR space which is the “soil line” . As it can be observed, the soil 
line corresponds to the value of SR «  1 and passes through the origin. Lines of constant 
vegetation (isolines) which correspond to specific SR values, also pass through the origin. 
The soil line covers a range of several soil types with the wet soil being darker and lying 
closer to the origin and the bright soil diverging out of the origin. The SR represents 
the slope of each isoline, and as the vegetation cover increases, the isoline’s slope also 
increases.
Although this index was considered to normalise for illumination and viewing geometries, 
it was shown that it can be seriously affected by the solar angle and off-nadir viewing 
when estimated for winter wheat [63]. In general, the ratio eliminates variability of the 
index from factors that affect both bands in the same way, such as the topography [38]
[63].
R
F ig u re  2 .3 : The SR isolines in the R-NIR space
2.3.3.2 Normalized Difference Vegetation Index (NDVI)
The NDVI is a vegetation index which is also considered a ratio index and it is based on 
the same principle as the SR: it enhances the contrast between the soil and vegetation. 
NDVI is defined by [34]:
_rT- ,, ,r N IR — R . .
n d v i = n Tr T r. (2'14)
In general — 1 < N D VI < 1, The case in which N D VI ~  0 represents the “soil line” . The 
value, N D VI «  1, represents full vegetation coverage. The characteristic of NDVI is that
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it also expresses the slope of the vegetation isolines as in figure 2.4 which pass through 
the origin in the R-NIR space and increases with the vegetation amount. In chapter 3 
we study the NDVI in depth and we show the exact relationship between NDVI and the 
slope.
N IR
F ig u re  2.4: The NDVI isolines in the R-NiR space
2.3.3.3 Transformed Vegetation Index (TVI)
The TVI was introduced by adding 0.5 to the NDVI values so as to avoid the negative 
values the NDVI would obtain.
TVI =  VN DVI +  0.5 (2.15)
2.3.3.4 Perpendicular Vegetation Index (PVI)
The PVI was introduced to minimise the effect of the variation of the soil background 
[70]. PVI expresses the distance of a signature point of specific vegetation coverage from 
the soil line in the R-NIR space. Furthermore, the intersection of the soil line with the 
perpendicular drawn from the signature point represents the soil background reflectance 
of the point. The main characteristic of the PVI is that the isolines do not pass through
the origin but are parallel to the soil line as shown in figure 2.5, since pixels of the same
vegetation cover should be equidistant from the soil line and thus exhibit the same PVI 
value. The PVI is defined as:
PV I =  \J(Rson -  R f  + (NIRsoi, -  N IR ) 2 (2.16)
2.3. Vegetation Indices 25
where the term Rsou — R represents the distance between the pure soil and the candidate 
vegetation point in the Red band. If a general soil line NIR  =  ciR +  6, with a the slope 
of the soil line and b the intersection, is considered, then the PVI can be re-written as 
follows:
p v l  =  J V 7 g -a  
v a  +  1
In general, for bare soil P V I =  0, for vegetation PV I  > 0 and for water P V I  < 0. 
Although PVI was introduced to deal with the soil brightness problem, it was demonstrated 
that it is not completely independent from it [5] when related to LAI or APAR but it was 
less influenced by the brightness compared with the ratio vegetation indices.
NIR
F i g u r e  2.5: The PVI isolines
2 . 3 . 3 . 5  S o i l  A d j u s t e d  V e g e t a t i o n  I n d e x  ( S A V I )
The SAVI [41] was introduced in order to minimise the soil brightness influence on the 
vegetation indices. In a study of cotton and range grass it was found that vegetation 
isolines may neither converge at the origin in the NIR-R, as in the ratio indices, nor be 
parallel to the soil line, as in PVI. Instead, isolines may converge to another point. Under 
these observations, Huete [41] modelled the vegetation isolines by shifting the origin to 
another point different from zero. There is a possibility though that all isolines do not 
converge to a common point. A first order approximation was made that they do converge 
to a single point. A shift of the NIR-R origin to a point 0(l\, h) towards the negative values 
implies an addition of a constant to the Red and NIR reflectance values. In particular, 
the new values were R +  h and N IR + I2. The new isolines are depicted in figure 2.6.
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The soil line usually has a slope close to 1, so it was assumed that l\ =  h =  I- In this
F ig u re  2.6: The SAVI isolines
case the new vegetation index was introduced by substituting the new reflectance values 
of Red and NIR in the NDVI formula. Therefore, SAVI was defined as:
s a v 1 1 - n i r I r + l  <2 -1 8 >
where L — 21. Subsequently, a modified version was defined,
] \J  T T ) _  D
SAVI2 = m n i i + L {1 + L )  ( 2 - 1 9 )
so as to maintain the same range of values as those of NDVI namely from —1 to 1. The 
optimal soil adjustment factor L which minimised the soil effect varied inversely with the 
vegetation density but a value of L =  0.5 was considered the best adjustment for dealing 
with the soil brightness in a wide range of vegetation densities. The main characteristic 
of the SAVI is that the isolines are between those of the ratio indices (SR, NDVI) and 
PVI isolines. Since the value of L varies from zero to infinity then for some values of L 
it was shown by Huete [41] that SAVI can approximate NDVI and for others PVI. More 
specifically, for L =  0 the SAVI becomes equal to NDVI and for L infinity (no convergence 
of isolines), it becomes equivalent with a distance index such as PVI, in which case the 
isolines become parallel to the soil line.
Major et. al. [51] introduced some modified versions of SAVI for taking into account the 
dry or wet soil and variation of solar angle.
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2 . 3 . 3 . 6  T r a n s f o r m e d  S o i l  A d j u s t e d  V e g e t a t i o n  I n d e x  ( T S A V I )
TSAVI was first introduced by Baret et al. [6] as an improved form of SAVI. Tlie main 
difference from SAVI is that it assumes a convergence point of the isolines closer to the 
origin. Furthermore, TSAVI takes into account the soil line slope and intersect which are 
considered 1 and 0 respectively for SAVI.
JTrT.„ a(NIR  — ciR — b)
TSAVI1 =   ------——------- ~  (2.20)R +  aNIR -a b  v 1
The TSAVI was corrected to minimise the effects of the soil brightness as follows:
n Arrrc Ct,(NI R ~  ClR ~  b)TSAVI 2 =  — X —  ----- ^  (2.21)R +  a N IR -  ab +  X(1 +  a2) v '
This index is a measure of the angle between the soil line and the line which connects 
the candidate vegetation point with a point on the soil line which has abscissa —X. The 
best adjustment of X  for minimising the soil effect was found to be X  =  0.08. The values 
TSAVI obtains are in the range of 0 for bare soil to 0.7 for very dense forest cover. TSAVI 
takes into account the soil line and so, it is more sensitive to vegetation and less sensitive 
to soil for low vegetation covers compared to NDVI. For a soil line with slope a =  1 and 
intercept 6 =  0, TSAVI is equivalent to NDVI.
2 . 3 . 3 . 7  M o d i f i e d  S o i l  A d j u s t e d  V e g e t a t i o n  I n d e x  ( M S A V I )
Parameter L as introduced in SAVI is not constant but varies inversely with the vegetation
cover. Thus a Modified Soil Adjusted Vegetation Index was proposed by Qi et. al. [67]
which replaces the constant factor L with a self-adjusted variable which decreases with 
increasing vegetation cover and further minimises the soil effect. Therefore, instead of 
manually choosing an optimal L value as in SAVI, the L value can automatically be 
adjusted. The MSAVI is defined as:
M S A V I 1  =  +  +  V  ( ^ 2)
where
L =  1 -  27N D VI x W D V I  (2.23)
28 Chapter 2. Literature Review
where W D VI is called weighted difference vegetation index and W D V I =  N IR  — 7R 
with 7 representing the slope of the soil line. Instead of parameter L defined in equation
(2.23), the value L =  1 — N D VI could be used since this quantity reduces with increasing 
vegetation which is a necessary property of L. Since N D VI is significantly affected by 
soil noise though, parameter L would also include the soil noise. So, the product N D V I  x 
W D VI was chosen since these two indices have opposite behaviour in soil brightness. The 
factor 2 was used to increase the dynamic range of L. As can be observed from equation
(2.23), L could obtain negative values, if the product N D VI x W D V I >  0.5. The values 
of the two indices though were found to be less than 0.7 for arid and semiarid areas, thus 
the range of L is usually from 0 to 1. For L =  0, which is the case of high vegetation 
coverage, MS AVI becomes equivalent to NDVI and for L — 1, which is the case of low 
vegetation cover, MSAVI approximates the distance vegetation indices such as the PVI or 
WDVI. For high vegetation coverage however, there is the possibility that the isoline is 
almost parallel with the NIR axis, thus the isoline could intersect the soil line in the first 
quarter of the NIR-R space, resulting in a negative L value. In this case, the MSAVI may 
obtain values greater than 1, which makes the index useless for prediction of vegetation 
coverage in high vegetated surfaces. To avoid this, Qi et al. [67] introduced a new self- 
adjusted L value which is estimated from an iteration process, and they ended up with a 
new formula for MSAVI:
M S A vn  = 2NiR± i-ymmTWEM(2.24)
From experiments in cotton fields it was shown that MSAVI1 and MSAVI2 exhibited simi­
lar behaviour in vegetation prediction. They both increased in range compared with SAVI 
and also they further decreased the soil influences. Therefore they can be considered more 
sensitive indicators of vegetation amount over SAVI and other ratio indices. Therefore, 
both equations (2.22) and (2.24) can be utilised for MSAVI estimation.
2 . 3 . 3 . 8  G l o b a l  E n v i r o n m e n t a l  M o n i t o r i n g  I n d e x  ( G E M I )
Pinty and Verstraete [64] introduced a vegetation index to reduce both soil and atmo­
spheric effects. It uses the concept of the soil line but it does not need the slope and
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intercept of the line. It can only be written in terms of the Red and NIR radiances:
R — 0 125
GEMI -  n(l -  0.25n)  — —— (2.25)
1 — R
where
2(NIR2 -  R2) +  1.5N IR  +  0.5R
n =  J  NIR + R + 0.6------------  (2-26)
The index varies approximately between 0 and 1 over continental areas. It was shown [64]
that the GEMI is not significantly affected by illumination changes compared to SR and
N D VI since a solar zenith angle change corresponds to a variation in optical path and
GEMI is almost insensitive to that change. GEMI and SAVI were proved to be better
indicators of vegetation cover when the atmosphere was considered [47].
2 . 3 . 3 . 9  O p t i m i z e d  S o i l  A d j u s t e d  V e g e t a t i o n  I n d e x  ( O S A V I )
OSAVI is an optimised version of SAVI introduced by Rondeaux et al. [71] who tried to 
estimate an optimum value for the soil adjusted factor L, introduced in SAVI. By study of 
simulated scenes with many different soil backgrounds, they emphasised the importance 
of the adjustment factor L and calculated an optimum value L — 0.16 to minimise the soil 
influence in the SAVI family of indices for a wide range of vegetation cover. Thus a new 
vegetation index was introduced defined as:
O S A V I= m R  +  R +  0.16 (2-27)
The term (1 + L) was not used since it only changes the range of the index when L takes up 
a larger value (L > 0.4). The OSAVI has a simple formulation and it could be suitable for 
agricultural applications. The variations of OSAVI due to the solar zenith angle, viewing 
zenith and azimuth angles and atmospheric conditions were studied in [79] with use of 
simulated data and it was found that the error of vegetation cover estimation did not 
exceed 4 — 5%.
2 . 3 . 3 . 1 0  R e n o r m a l i z e d  D i f f e r e n c e  V e g e t a t i o n  I n d e x  ( R D V I )
The RDVI was initially introduced as a less sensitive to background reflectance vegetation 
index [72], It is defined as:
( 2 -2 8 )
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Roujean and Breon [72] used the SAIL (Scattering by Arbitrarily Inclined Leaves) model 
for simulating a great number of vegetation canopies and a large variation of sun and view 
angles. They concluded that different geometries lead to very different NDVI-fAPAR 
relationships and there is an optimal geometry which produces a linear relationship and 
a small dispersion. Also different soil background resulted in different NDVI values for 
low vegetation coverage where the soil is very dominant. Thus, the new vegetation index 
was proposed so that it performs like NDVI for large vegetation coverage and performs 
better in low coverages. In particular it was found that the Difference vegetation index 
D VI =  IR  — R has exactly the opposite behaviour from NDVI which means that it 
is relatively invariant to soil background in small vegetation coverages. Hence, the new 
RDVI combines the advantages of the two indices and it is defined as the product RDVI =  
VDVI • N D V I .
2 . 3 . 3 . 1 1  M o d i f i e d  S i m p l e  R a t i o  ( M S R )
MSR is an improved version of RDVI and was introduced by Chen [13] in order to increase 
the linearity between the index and the biophysical parameters. It is defined as:
It is obvious that MSR is a function of SR, thus the MSR isolines are also lines passing 
through the origin in the NIR-Red space. MSR is a non-linear index and its definition was 
based on the RDVI. The range of values of MSR is between 0 and infinity. It was proved 
that the MSR was an improvement over RDVI since it was less sensitive to external factors
MSR (2.29)
and more linear with LAI and fAPAR while it performed equally well as SR and NDVI.
2 . 3 . 3 . 1 2  N o n - L i n e a r  I n d e x  ( N L I )
•This index is defined els [33]:
(2.30)
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2 . 3 . 4  W h y  s t u d y  v e g e t a t i o n  i n d i c e s  f o r  s e t s  o f  p i x e l s ?
The relationship between the vegetation indices and biophysical parameters is usually 
maintained locally since vegetation indices are usually estimated in a pixel-by-pixel basis. 
However, there are special cases when we are interested in evaluating the degree of presence 
of vegetation in a specific region or the change of the cover over time and not the fractional 
cover of single pixels. In this case, the vegetation indices should be able to quantify 
vegetation coverage of sets of pixels. Furthermore, changes in the physical properties of the 
plants (e.g. leaf area, amount of chlorophyll) and soil background (e.g. surface roughness, 
soil moisture etc.) in addition to subpixel variations due to the factors mentioned before, 
such as topographic and illumination effects, induce alteration of reflectance in different 
parts of a real scene called subpixel variability. As a result, even if several pixels are pure, 
containing the same vegetation class, they will not all exhibit the same reflectance value 
due to these external factors. The reflectance variation of pure pixels is known as the 
intraclass variability. Thus, the usual vegetation indices which are estimated from these 
reflectances, could introduce some uncertainties [1] since subpixel variability is not taken 
into account. Studying sets of pixels with a similar composition and not single pixels would 
overcome the problem of having to model the variability within the vegetation class. As a 
result, each pixel can be considered as a random variable and each class can be represented 
by a distribution of pixels. For the above two reasons, it seems appropriate to introduce 
some vegetation indices which could predict the vegetation of distributions of pixels with 
similar composition.
Our objective is to express vegetation indices for sets of pixels, mathematically model 
the relation of these indices with the average vegetation coverage of the sets and also 
study their illumination dependency. The ideal vegetation index would exhibit a linear 
relationship with the vegetation cover, it should be insensitive to illumination and could 
be used for cover prediction.
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2.4 Linear Mixing Model
So far, many researchers have treated the mixture phenomenon with the linear mixing 
model approach. This method describes the contribution of various components of the 
scene to a mixed pixel. It is based on the assumption that the response of each mixed 
pixel in any spectral wavelength can be considered as a linear combination of the responses 
of each component which is assumed to be in the mixture. Hence, the spectral response 
7'i of a mixed pixel can be expressed as [75], [3]:
n
ri =  Xjdij + ei  (2.31)
j=l
where rz- represents the spectral reflectance of a mixed pixel measured in the Ith spectral 
band, aij represents the spectral reflectance of the j th-component in the ith band, Xj rep­
resents the proportion of the j th component in the mixed pixel and e* stands for the error 
term of the ith band. The variable j  =  1,.., n corresponds to the number of components 
that constitute the scene and i — 1, ..,m to the number of available spectral bands of the 
sensor.
Two important constraints that the proportions should follow so that physically acceptable 
solutions are obtained, are:
f > j  =  l  (2-32)
j =1
Xj > 0 (2.33)
The main problem that researchers had to cope with, was the unmixing of the linear mixing 
model, thus, the calculation of the proportions of each component Xj in the mixed pixel, 
where the reflectance of the mixed pixel r{ is extracted from the image and the spectral 
reflectances of the pure classes aij, called endmembers, are extracted from training data. 
The estimation of the proportions of each component could be achieved by solving the 
linear system of equations that can be written for all mixed pixels for all spectral bands.
In the case that the number of available bands is larger than the number of components
that make up the scene, which implies an overdetermined system, the proportions xj
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of each component in each individual mixed pixel could be estimated by least square 
inversion.
Foody and Cox [27] proved that a strong correlation exists between the actual subpixel 
composition of mixed pixels and the predicted ones derived from the use of a linear mixing 
model.
Shimabukuro and Smith [75] applied the Constraint Least Squares and the Weighted Least 
Squares methods to produce shade images of a scene, relating the percentage of shading 
in each pixel to different eucalyptus ages.
Furthermore, Hlavlca and Spanner [37] used the Ordinary and Generalized Least Square 
inversion method for mapping of forest disturbance and regrowth with AVHRR imagery.
The linear mixing model is the most popular model used by several investigators deal­
ing with the mixing problems in the remote sensing field. The advantage of the model 
that makes it preferable is that it is based on the sensible physical assumption of linear 
combination of the components’ reflectance for generation of the mixed pixel.
2.4.1 Linear Mixing model for sets of pixels
Most of the previously mentioned studies, managed to estimate the contribution of each 
pure component in isolated pixels. The main disadvantage though of the linear mixing 
model is that it restricts the number of classes that can be identified to be less or equal 
to the number of available bands. Furthermore, it is possible that we are interested 
in unmixing a large mixed area which contains many mixed pixels, and not individual 
pixels. Dealing with each individual pixel does not allow for consideration of intraclass 
variability which as mentioned before, can be a major problem. Therefore, a different 
approach was followed by Bosdogianni et al. [7] which overcomes the above limitations. 
This approach attempts the unmixing of sets of pixels by assuming identical composition. 
Following this approach, one could estimate average coverages for whole sets of pixels. The 
specific method characterises landscapes as stochastic surfaces incorporating the intraclass 
variability in vegetation and soil background. Thus, the distribution of each class is taken 
into account and means and covariance matrices are estimated.
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The set of equations for the mean values of the spectral reflectances for mixed and four
pure classes according to the linear mixing model is:
vii =  axi +  byi +  czi +  dvi (2.34)
where W{ represents the mean value of the known spectral reflectance of the mixed pixel 
distribution in band i, Xi, y*, Z{ and V{ represent the mean values of the known spectral 
reflectances of the four possible cover components in the mixed pixel, and a, 6, c and d 
represent the proportions of the four components in the set of mixed pixels. Considering 
only two bands {i — 2), equation (2.34) represents a set of 2 equations, one for each band. 
Adding the sum-to-one constraint (a +  bJt-c +  d =  1), we finally end with a total number 
of 3 equations with four unknowns (the four fractions of the components). This set of 
equations was supplemented by Bosdogianni et. al. [7] by the equations that relate the
second order moments of the distributions of the pure and mixed classes:
covwiWj — a2covx{Xj +  b2covyiyj + c2covZiZj +  d2cowiVj (2.35)
where covwiWj, covx-ixj, covyiyj, covziZj, cowiVj represent the covariances of mixed and 
pure distributions respectively between bands i and j ( i }j  =  1,2). Equation (2.35) adds to 
the problem 3 more equations. As a result, 6 equations exist in total, with 4 unknowns. 
This is the case that inversion could be performed by the Constrained Least Square Error 
method and more classes could be unmixed, than spectral bands [26]. The proportions 
a, b, c, d could be calculated subject to the constraints that they must be non-negative and 
add up to one. The reliability of equations (2.35) is not the same as the reliability of 
equations (2.34): second order moments of sets of samples are less reliably calculated than 
first order moments. So, in the definition of the total square error, the errors arising from 
the different equations are weighted inversely proportionally to the standard error with 
which an indicative quantity of one of the variables can be calculated. As such indicative 
quantities, the quantities that refer to the set of mixed pixels are utilised. Therefore, the 
proportions are retrieved by minimising the total error [7] as in equation (2.36):
2 y^
E t OTAL =  Y ' '  {fbi — a%i — byi — CZi — dvi)2 +t—' varwi i—l 1
E E  2 (covwi j ) 2 {C0VWiWi ~ a2c°VXiXi -
b2covyiyj — c2covziZj — d2cow{Vj)2 (2.36)
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Consequently, the limitation of the simple linear mixing model to predict class coverage 
when more spectral bands are available than classes can be overcome by unmixing sets of 
pixels and not individual pixels.
2.5 V egetation  Indices versus Linear M ix in g  M o d e l
The vegetation indices and linear mixing model approaches are generally used to provide 
different kinds of information about Earth surface characteristics.
The vegetation indices are used for the production of global maps that can supply in­
formation about the presence or not of vegetation, crop condition in general, etc. They 
associate well with the ground vegetation cover without requiring any prior knowledge of 
ground condition.
On the other hand linear mixing models yield class-specific information indicating the 
proportion of different vegetation classes on the ground with the help of pure classes.
One limitation of the linear mixing model could be considered the fact that it is a linear 
approximation of what actually happens. In reality, the reflectance of a mixed pixel is a 
more complex function of the reflectance of the pure classes. Non linear mixing models 
have been introduced which manage to model the reflectance from different materials 
considering also the multiple scattering which has been ignored from the simple linear 
mixing models [49], [87], [69]. However, the linear mixing model can be a very good first 
approximation of this function.
In general, studies have shown that the linear mixing model is a better tool for accurate
vegetation coverage estimation than vegetation indices [22].
In this thesis, we are trying to estimate the amount of vegetation cover of sets of mixed 
pixels. Thus, as a first step new vegetation indices are introduced, based on statistics, 
which can predict the average coverage of sets of pixels.
Since the two approaches, the vegetation indices and linear mixing model, provide sim­
ilar information on the vegetation abundance, an effort is made to combine these two 
approaches especially for the NDVI case, so that information about vegetation index can 
lead to coverage information.
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Furthermore, the illumination variation is one of the most important factors that may 
affect the performance of the vegetation indices, as was described before. This factor 
becomes even more significant when rough scenes are studied which introduce shadows. 
The effect of the illumination change could be significantly reduced if radiometrically 
corrected data were used. However, radiometric correction does not usually take into 
consideration the surface texture which may affect the statistics of sets of pixels, and 
topographic correction deals with the roughness of the depicted terrain. In our case we 
are interested in unmixing scenes where the roughness exists not due to the terrain (hills, 
mountains) but due to the nature of the vegetation (difference in tree heights). In this 
case, the vegetation indices which are defined in terms of the statistics of the sets of pixels 
will vary. Therefore, we examine the potential and limitation of these indices with respect 
to illumination effects.
Illumination is also particularly important in the unmixing of mixed pixels with the linear 
mixing model. The effect of terrain on conifer reflectance and the retrieval of forest 
coverage was studied by Gemmell [30]. He demonstrated the significant variation the 
reflectance exhibits due to the roughness of the terrain and proved by the use of simulated 
and real data that the sloping terrain had to be included in the inversion process of 
calculating conifer coverage, in order to obtain reliable proportion estimates.
Especially when sets of mixed pixels are spectrally unmixed by matching the shapes of the 
distributions of the pixels of the pure and the mixed classes [7], the illumination variation 
on a rough scene may cause very inaccurate proportion estimates. The statistics of these 
distributions will change dramatically with the illumination angle due to the different 
amount of induced shadow. Hence, some photometric invariant statistics of distributions 
will be introduced and an illumination invariant mixing model will be formed in terms of 
these statistics which overcomes the limitation of the simple linear mixing model for sets 
of pixels.
2.6 P h otom etric  invariant descriptors in colour vision
The use of multispectral data and the study of illumination invariant descriptors which 
can be utilised for classification purposes, is a problem not only found in Remote Sensing
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but generally in the Computer Vision field.
Photometric invariant descriptors have been used in colour applications where colour im­
ages, consisting of three bands, Red, Green and Blue provide information for object recog­
nition. Several factors such as the position of the illumination source, the orientation of 
the viewed object, the position of the camera and the colour of the illumination source, 
may limit the object recognition task. Thus, data from the bands of the colour images 
may be combined to create descriptors invariant to intensity and direction of illumination, 
the object’s surface orientation and the camera viewpoint.
Invariant colour features were introduced in the colour constancy problem, in order to 
normalise images to a standard illuminant and correct for the illumination condition ef­
fects. Furthermore, invariant colour features are utilised in image retrieval which is the 
procedure of identifying an image similar to the query image in a large image database.
In image retrieval, images may be represented with the help of their colour histograms. A 
colour histogram expresses how many pixels in an image, have a particular colour. Images 
then may be retrieved on the basis of similarity of their colour histogram with that of the 
query image. Simple R-G-B histograms have been used by Swain and Ballard [80] in a 
technique called Colour Indexing (Cl).
Colour histograms, however, are susceptible to illumination changes. Thus, histograms 
of various colour features, which are invariant to position and orientation of the viewed 
object, to change in direction, intensity and colour of illumination and camera viewpoint 
have been proposed in the literature to be used in image retrieval [80], [29], [32] [36].
As an example, an alternative improved approach to colour indexing, called colour constant- 
colour indexing (CCCI) [29] was introduced, which matches histograms of colour ratios, 
instead of just colours, and exhibits better performance in image retrieval than the colour 
indexing. Ratios of RGB triplets from neighbouring locations were estimated and proved 
to be invariant to intensity and colour of the illumination source.
Furthermore, the global colour constancy algorithm [36], is a method based on the com­
putation of global moment invariants of colour pixel distributions useful for illumination 
invariant object recognition. This method, based on moments of colour distributions,
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performed significantly better than the Cl and the CCCI algorithms which are based on 
colour distributions, when different source lights were used to illuminate the objects.
Recently, several classical normalisation techniques were considered in computer vision 
such as chromaticities, Hue and Saturation, and more invariant features were introduced 
which are based on the physical formation of a colour image as in [32]. The histograms of 
these colour features were constructed, and proved to provide high discriminative power 
as far as object recognition is concerned, in change of illumination intensity and colour.
All previous methods introduced to correct mainly for intensity, colour and direction 
of illumination, object’s surface orientation and camera viewpoint and do not actually 
consider the change in shadow of the 3-D objects introduced by the change of the source’s 
position. The variation of the colour of the source illumination is modelled by a simple 
scalar multiplication of all pixel values of the colour image, in each band. This factor, 
disappears when band ratio based features are examined. In our case, where real rough 
semiarid scenes are depicted, the shadow amount is very important and can alter any 
classification procedure. Simple ratios of the spectral bands are not sufficient to account 
for illumination change, since this procedure is not a multiplicative one, although it will 
be proved that they can be quite invariant under several assumptions.
2.7 C onclusions
In this chapter, we stressed the illumination problem and its implications on the recorded 
radiance from a satellite sensor, especially in the case where a rough scene is studied. We 
described in detail the two most popular tools used to analyse remotely sensed data, the 
vegetation indices and the linear mixing model. Furthermore, we emphasised the need to 
modify these methods to deal with distributions of pixels so that the average vegetation 
amount of many pixels can be obtained. The possible effect of illumination variation on 
these methods was also discussed. Finally, the problem of illumination in the field of 
computer vision was briefly presented and it proved that no statistical invariants have 
been introduced until now that consider the shadows created in a rough scene. The most 
relevant attempt in this direction has been done by Chantler and various collaborators 
[11], [12], [57] where the effects of illumination on the appearance of texture and its
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implications to accurate texture classification, are considered. Thus, the need to propose 
some invariants which are robust to illumination and could be employed for the unmixing 
of sets of pixels, cannot be neglected. Next, we generalise first the definitions of the 
vegetation indices for sets of pixels.
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Chapter 3
Vegetation Indices for sets of 
mixed pixels
3.1 In trod u ction
In the previous chapter, the two main approaches which are utilised for coverage prediction 
of vegetated surfaces were reported, namely the vegetation indices and the linear mixing 
model. Furthermore the most important factors which alter the recorded reflectance and 
therefore could modify the coverage assessed by these two approaches were described, 
with particular emphasis on the illumination variation factor. Finally the importance of 
coverage prediction of sets of pixels instead of individual pixel in a scene, was stressed. 
In the case of sets of pixels, any vegetation index should be properly modified to express 
the whole set of pixels and not each pixel individually. Then, such a vegetation index 
could provide information about biophysical properties of the whole set of pixels. Since 
we are especially interested in studying the information the vegetation indices of a set 
of pixels provide about the fractional cover of the set, empirical relations and theoretical 
expressions which relate these two quantities are introduced.
In this chapter, we propose various ways in which vegetation indices can be modified to 
deal with sets of mixed pixels. The NDVI is separately studied due to its simplicity and the 
high correlation it exhibits with the vegetation content of a scene. In section 3.2, first the
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relationship of the NDVI of individual pixels in a mixed scene with the vegetation coverage 
of each pixel is geometrically described, with the use of the simple linear mixing model. 
Furthermore, in section 3.3 various definitions of the NDVI and other existing indices are 
introduced to cope with sets of pixels and empirical and mathematical relations between 
the NDVI defined for sets of pixels, with the fractional vegetation cover of the set are 
obtained. We are especially interested in evaluating the newly introduced NDVIs in terms 
of their ability to correctly calculate the true vegetation cover of sets of pixels.
3.2 A  geometric interpretation of NDVI and the Linear 
Mixing Model for single pixels
As it was indicated in chapter 2 the NDVI is defined as [34]:
N D V I = ^ Z J ±  (3.1)
where Bi represents data from the red (R) channel and B2 represents data from the Near 
Infra Red (NIR) channel. The NDVI could obtain two extreme values. Grossly speak­
ing, NDVI=0 would imply that no vegetation exists in the scene, being equivalent with 
Bi =  £?2- This expression would represent a straight line in the 2-D coordinate system 
(Bi,B2) which might be called the “soil line" since it corresponds to the absence of vegeta­
tion. The other extreme value, NDVI=1, would mean that the area under examination is 
characterised by full vegetation coverage. The index could obtain this value only if B\ =  0. 
This expression would represent axis B\ =  0 in the 2-D (B\,B2) space which might be 
called the “vegetation line” . These two values are not realistic when real scenes are con­
cerned. A more realistic case is to assume that the vegetation and soil lines are described 
by the equations: B2 =  XVB\ and £2 =  XSB\ respectively with the slopes depending on 
the nature of the scene under examination.
The underlying assumption, according to which both these lines intercept at zero, is that 
both the vegetation and the soil classes have well defined spectra, with the shadows created 
by their roughness, shifting them towards the origin. A graphical depiction of the soil and 
vegetation lines is given in figure 3.1.
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A mixed pixel represented by A in the 2-D space defined by the two bands, would exhibit 
reflectances &i and 62 in the two bands respectively. The NDVI value of the pixel would 
be ia :
62 _  I
(3.2)
1 
bi l
lA =  f ,------
bi +  1
From the geometry in the figure it is obvious that Jj- =  tan#, where 6 is the angle defined 
by Bi axis and line OA. Let 4> represent the angle between OA and the soil line and to
Figure 3.1: NDVI and linear mixing model representation
the angle that the soil line forms with the Bi axis. The NDVI could be expressed by the 
use of the known angles only, following the calculation below :
ti ~  ^ _  a^n $ ~ 1 
%A h. +  1 tan 9 +  1
Since tan 45° =  1 then [6]:
tan 0 ° - - tan 45° , 0.%A =  —  =  tan(0 -  45°)
(3.3)
(3.4)
1 +  tan 6 tan 45°
It is obvious from figure 3.1 that 6 =  4> +  u. As a result the NDVI can be expressed as :
%A =  tan(0 +  u — 45°) (3.5)
The linear mixing model could also be geometrically represented in the same graph. How­
ever, the linear mixing model needs the definition of the spectra of the pure classes.
44 Chapter 3. Vegetation Indices for sets of mixed pixels
If point B represents the reflectance of pure soil, the reflectance of pure vegetation should 
be represented by the point where line BA intercepts the vegetation line, ie point C. Only 
then, the reflectance of the mixed pixel A can be considered as a linear combination of 
the reflectances of the two pure components.
If B{bs\,bs2) and C(bvi,bv2) are the reflectances of soil and vegetation pure pixels, then 
the reflectance of the mixed pixel A(bi,b2) according to the linear mixing model is:
bi =  abv\ +  (1 — a)bs%
b2 =  abv2 +  (1 -  a)bS2 (3.6)
where a represents the proportion of vegetation in the mixed pixel. Solving the second 
equation we obtain the proportion of vegetation:
— 2^ ~ bs2
°  “  bv2 - b s2
B 'A ' f*  7\
a = -Wc>( 3 '7 )
where B1, A' and C' are the projections of points B, A and C respectively on the B2 axis. 
It is clear from the above simple geometric interpretation that NDVI is not directly related 
to the mixing proportion a. In fact, infinitely many different values of a, corresponding
to different orientations of line segment CAB pivoted about point A with its two ends
always remaining 011 the soil and vegetation lines, will give rise to the same value of the 
vegetation index that depends only on angle 6 . On the other hand, it is obvious that the 
value of a is sensitive to the absolute reflectance of each class since it depends on the exact 
positions of points B and C.
Any change in illumination will cause significant change in the value of a. Only if the 
pure and the mixed spectra come from pixels on the same image, a may be computed 
independently from illumination: the level of illumination will simply slide segment CAB 
parallel to itself towards or away from the origin O.
From the definition of NDVI and equations (3.6) it is easy to derive an expression for 
NDVI in terms of the mixing proportions a and the spectra of the pure classes, and an 
expression for a in terms of the NDVI of the mixed pixel and the reflectances of the pure 
classes:
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• =  abv2 +  (1 -  ~ abyi ~ (1 ~ q)6j1 /g g\
A abv 2 +  (1 — a)b$2 +  &6?u +  (1 — a)6si
__________ S^2(l ~ M) ~ ^£l(l +  Ia)_______________________  , g  q X
(6«2 ~ bS2)(iA — 1) + (fryl ~ bsi)(iA +  1)
If the values of 6si, 6S2> Ki and bv2 have been normalised to the same illumination level, 
these equations are invariant to the exact level of illumination.
Consequently, it was shown that a unique relation between the NDVI and the proportion 
value of one individual mixed pixel cannot be established due to the dependence of the 
proportion value 011 the pure reflectances. Different reflectance spectra of the pure classes 
which may even be obtained under the same illumination conditions with the mixed class, 
would lead to different proportion estimates due to intraclass variability caused by other 
factors such as physical properties or topography variation.
3.3 N D V I for a set of pixels
From the definition of the vegetation index it is obvious that the distribution of the pixels 
containing pure soil is along the soil line. However, this is the case only if there is no 
intraclass variability in the pure classes and shadows and light variations shift the pixels 
towards the origin. In reality, due to intraclass variability, the soil distribution is a “wide” 
distribution.
The first question that arises is whether the mixed distribution is an infinitely thin line 
passing through the origin or whether it is a wide distribution. Since the NDVI of one 
pixel of the mixed distribution could be represented by the tangent of the angle formed 
by the position vector of this pixel with the B\ axis and some other known and constant 
angles, then if all mixed pixels had the specific slope in Figure 3.1, they would all exhibit 
the same NDVI value. This would be a convenient case since all mixed pixels having the 
same NDVI value would also exhibit the same estimated average proportion as calculated 
from equation (3.9). This does not happen in reality though, as even if the two original 
pure distributions are infinitely thin, the mixed distribution is “wide” . Hence, each mixed 
pixel exhibits its own vegetation index.
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The NDVI for a set of pixels can be defined in one of the following three ways:
• From the mean reflectance values of the pixels of the set [86] [1].
• As the mean NDVI of the NDVIs of the individual mixed pixels [59] [1].
• From the angle 6 the principal axis of the distribution of the pixels forms with axis 
Bi, and with the help of equation (3.3) or (3.4).
In the following, we shall derive the relationship between NDVI and mixing proportion a 
for each case and compare the various definitions of NDVI in terms of this relationship. In 
all cases we assume that we know the NDVI of the set of mixed pixels and the statistics 
of the distributions of the pure classes, and we try to derive an estimate of the mixing 
proportion a of the set of mixed pixels. The purpose is to see which of the definitions 
relates best to the true mixing proportions of the set.
3.3.1 Case A : N D V I defined from mean values
In this case, the NDVI of the set of mixed pixels has been defined using the average 
reflectance values of the mixed pixels in the set. We call it mean NDVI and we denote it 
as
iu  = f + T  (3-10)
02 +  01
The relation between the mean NDVI with the proportion of the set is provided below:
i M  -  ° ^ v 2  +  ( *  ~  -  a K i  -  (1 -  a ) b 3 i  ^
abv2 +  (1 -  a)bs2 +  abvi +  (1 -  a)bsi
Then, the mixing proportion a can be calculated from an equation similar to (3.9) with 
variables bsi, bs2, bv 1, bv2 being replaced by the corresponding mean values of the pure 
classes:
bs2(1 — »m) ~ ^»i(l +  h t)
(bv 2 — bS2)(iM — 1) +  (Ki — bsi)(iM +  1)
(3.12)
It is also possible to modify all the existing vegetation indices as reviewed in the previous 
chapter in the same way, so as to express sets of pixels. Hence, the mean vegetation index 
VIm is estimated from the mean reflectance values of the pixels of the set.
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VIm  =  function(NIRtR) (3:13)
In this case VI corresponds to any of the vegetation indices reported previously and the 
function corresponds to any of the formulae of the respective indices.
Most vegetation indices though, as described in chapter 2 cannot easily be expressed 
with the help of the linear mixing model and form a simple relation as the one between 
the NDVI and the proportions in equation (3.8). As a result, due to their complicated 
formulation, it is not possible to express them with a simple mathematical relation in 
terms of the proportion values. Their relationship with the proportion values will only be 
studied experimentally in chapter 6.
3.3.2 Case B: N D V I defined as the mean of pixel N D VIs
In this case we have a separate NDVI for each mixed pixel. Then the integrated NDVI 
of the whole set of N  mixed pixels is computed as the average of individual NDVIs. We 
denote it by ij:
■ _  ^V s b'i2 ~  b i l  f n  i  a \
(3-14)
This value, in conjunction with the mean values of the pure classes will yield an equivalent 
mixing proportion a if used in equation (3.12).
In the case of the other existing vegetation indices, the V I of the set of N  mixed pixels is 
computed as the average of the individual values. The integrated V I  of the set is denoted 
by VIp.
V Il =  j f ' £ V I t (3.15)
i= l
where again VI corresponds to any vegetation index.
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3.3.3 Case C: N D V I derived from principal axis
In this case, the NDVI can be represented as the slope of the principal axis of the set of 
pixels. Let us assume that we subtract the mean reflectance values of a class from all pixels 
that belong to that class. We shall use the notation (6sii,6si2) to represent the reflectance 
values of soil pixel i minus the corresponding mean values of the class soil. The covariance 
matrix of the soil class then is given by:
c o v soil — (3.16)
E(b2si i) E(bsilbsi2)
E ( bsi2bsil) F (b  ^ 2 )
where E() is the expectation operator. Similarly, and with analogous notation, the covari­
ance matrix of the vegetation class is given by:
COVygy --
E{b2vil) E(bvnbyi2)
E(byi2byil) E(bvl 2)
(3.17)
According to the theory of random variables, the distribution of the mixed class is given 
by the equation:
COVm ix —  (1 a )  COVsoil T Cl COVyeg (3.18)
As a result, the covariance matrix of the mixed distribution can be expressed as a linear 
combination of the covariance matrices of soil and vegetation distributions given by:
a2E(blii) + (1 -  o)2E(b2si) a2S(i.„ii&«2) +  (1 -  a)2E(bsilbsi2)
c°Vmix —
a2E(bvilbva) + (1 -  a)2E(bsilbsi2) a2E(b2vi2) +  (1 -  a)2E(b2si2)
(3.19)
From the above equation it is apparent that if a set of mixed pixels with assumed identical 
composition is available, their covariance matrix could be estimated and by equating it 
element by element with the above matrix, the unknown proportion a of the set of mixed 
pixels could be calculated by a least square error method. Bosdogianni et al. [7] used 
exactly these equations in combination with the equations that express the relationship 
between the means of the pure and the mixed classes to solve in the least square error 
sense for a.
We may associate then a mean NDVI value for the mixed pixels in the distribution, 
considering the principal axis along which most of them are distributed. The orientation
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of the principal axis of the set of mixed pixels is the orientation of the first eigenvector 
of the covariance matrix of the mixed distribution. To estimate the eigenvectors, first we 
calculate the eigenvalues. If x — ($1, £’2) represents an eigenvector and A represents the 
corresponding eigenvalue of the covariance matrix, then we can write the following set of 
equations:
COVffiixX - \x —r’
a2E(bla ) +  (1 -  a)2E{b2a ) o.2E(bvabvi2) +  (1 -  a)2E{bsilbsi2) 
a2E(bvabvi2) +  (1 — a)2E(bsnbSi2) a2E( 6yi2) +  (1 — a)~E(b2i2)
The following must be true for this system of equations to have a solution:
a2E(b2vil) +  (1 -  a)2E(b2a )-  X a2E(bv(1 -  a)2E(bsilbsa)
a? E{bvnbvi2) +  (1 — a)2E(bsnbsi2) d2 E{b2i2) +  (1 — a) 2 E{b2si2) — A 
We can set for simplicity:
r r ~\
Xl
=  A
Xl
®2 X2
=  0
a2E{bla) + (1 -  a)2F(62a) 
ci2E(bviibVi2) +  (1 — a)2 E(bsnbsi2) 
a2E{b2i2) +  (1 — a)2E{b2i2)
A
B
C (3.20)
Thus equation (3.20) becomes:
A -  A B 
B C - A
= 0 = > { A - \ ) ( C - \ ) - B 2 =  0 =» 
A2 — (A + C)X +  AC — B2 =  0 (3.21)
The solutions of the above equation are the two eigenvalues of the covariance matrix:
Ai,2 =  \{A +  C) ±  \(y/(A — C )2 +  4B2). If we substitute the values of A , B and C we
obtain after some algebra, the expression for the largest eigenvalue:
A-f- =  —(Bid2 +  B2& +  B% +  xjA\cA +  A20,^  -{* A$d2 +  A^d +  A.5) (3.22)
AJ
where:
50 Chapter 3. Vegetation Indices for sets of mixed pixels
Ai =  E2( b 2sil) + 2E(b2vil)E{b2il) -  2E{b2M )E{%-  +
-2E(b2vil)E(b2vi2)-  2 E{b2vil)E(b2i2) + E2(b2va) + +
+  4E2 (bvnbvi2) + 8E(bviibvi2)E(bsiibSi2) + 4E2 (bsnbsi2) (3.23)
A2 =  8E(b2sil)E(b2i2) +  4E(b2vil)E(b2i2) -  4E(%a )E(b2i2) -  4E2(b2ai2) -  4E 2(b2a )
-  4E(b2a )E(b2vil) + 4E(b2sil)E(b2vi2) -  l 6E(bvilbvi2)E(bsabsi2)
-  U E 2(bsilbsi2) (3.24) 
As =  6e 2(62„ )  +  2E(b2sil)E(b2vil) -  2 E(b2sil)E-  12E(b2a )E(b2si2)
-  2E(b2va)E(b2i2) +  2E(b2vl2)E(b%2) +  6E2(b%2) +  8E(bvilbvi2)E(bsilb,i2)
+  24 E 2(bM bsi2) (3.25)
A4 =  8E(b2il)E(b2i2) - 4 E 2(b2il) - 4 E 2(b2a ) - 1 6 E 2(bsabsi2) (3.26)
^  =  E2(b2sa) -2 E (b 2a )E(b2i2) +  E2(b2i2) +  4E2(b!a bsi2) (3.27)
Si = EiblA  + E ^  +  E ^ + E l b 2^ )  (3.28)
B2 = ~2E(b2M )-2 E [b 2si2) (3.29)
Bz =  B(b2sil) +  E(b2si2) (3.30)
The eigenvector corresponding to the largest eigenvalue can be estimated by solving the 
system of equations below:
covmiXx  =  Xx =>
ci
(3.31)
A B Xi +-<II
Xi
B C X2 X2
A x \  - f  B x 2 =  X + x i  
B x \  +  C x  2 =  X^.X2
The system is homogeneous thus, the orientation of the eigenvector could be estimated by 
use of the first of the two identical equations :
X2 X + — A
x i  B
If 6 is the angle the first principal axis forms with axis Bi we may, therefore, write:
(3.32)
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tan 6* = A+ -(3.33)£
By using tan 9 in equation (3.3) we obtain the expression of NDVI as estimated from the 
principal axis, defined this way:
t a n | - l  
tan 0 + 1
If we substitute tan0 from equation (3.33) and A and B from equations (3.20) we find the 
expression that relates NDVI and the vegetation proportion with the statistics of the pure 
classes playing the role of parameters:
. _  A+ -  n2[g(6gn ) +  Ejbygb„Q)] -  (1 -  «)2[S (4 l)  +  E{bM bai2)] , ,
*P A+ +  a W „ n ^ 2 ) - S ( 6 2il)] +  ( l - a ) 2[B(6,u 6si2) - i S ( 6?n)] ‘
where:
A+ =  — (Bid2 +  B2C1 +  £3 +  \J A\cA +  A2cr* + A o^S +  A^a +  Aq) (3.36)
Solving equation (3.35) for a in terms of the vegetation index, allows the estimation of 
proportion a from the value of NDVI and the knowledge of the statistics of the pure classes. 
It can be shown that a is one of the roots of the following polynomial:
C\cfi +  C2Q? H- C3U2 +  C4C1 +  C5 — 0 (3.37)
where:
Cl =  (4 -  l)[£(bmAi2) +  E(bsilb3i2)][E(b2vil) -  E(b2vi2) +  E(b2sil) -  E(b2i2)]
— 4i[E(bviibvi2) +  E(bsnbsi2)]2 (3.38)
C2 =  2 ( 4 - l ) B ( 6 aii6si2) [ E ( 4 2) +  2 £ :(4 2) - S ( 6 2il) - 2 S ( 6 2jl)]
+ 2 (4  -  1 ) [£ (4 2) -  ® ( 4 1)] +  +  £(&„«!&»»2)13.39)
C3 =  (4 - l ) m i i 6si2)[S(4 1) +  6S (4 1) - B ( 62j2) - 6S (4 2)]
+  (i23 -  l)E(bvilbvi2)[E(b2a ) -  £(62i2)]]
—8iE(bsiibSi2)[E(bviibvi2) +  3E(bsnbSi2)} (3.40)
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Gi =  i(il3 - l )E (b H1bsi2){E(%i2) - E ( b 2sil)] 
(bsnbsi2)
Cs =  ( 4  -  l)E(bsilbai2)[E(b2a )-  E(b2i2)}
~4iE~ {bsi\bsi2) (3.41)
3.4 Conclusions
In this chapter, the importance of considering distributions of pixels when a unique relation 
between NDVI and proportion need to be established, due to the intraclass variability, was 
justified. Three definitions of the vegetation indices appropriate for sets of pixels, were 
introduced: the mean NDVI, defined in terms of the mean values of the pixels of the 
distribution of the mixed class in the two bands, the integrated NDVI, defined as the 
mean value of the individual NDVIs of each pixel, and the NDVI defined by the direction 
of the principal axis of the mixed distribution.
Furthermore, from these definitions three theoretical relations between the NDVI and 
the proportion values of the sets of pixels were derived. The first two simple formulae 
connect the NDVI with the proportions incorporating only first order statistics of the 
pure classes that comprise the set of mixed pixels. The third formula incorporates second 
order statistics of the pure distributions and is more complicated and of higher order than 
the first two. All relations of the NDVI with the vegetation proportions of sets of pixels will 
be tested with the help of simulated and real data in chapter 5. The appropriate artificial 
scenes utilised for assessing the derived relations are generated in the next chapter. As it 
can be observed, the derived mathematical relations are quite complicated, although the 
NDVI formulation is quite simple. For this reason, theoretical relations between existing 
vegetation indices other than the NDVI and proportions are not further studied due to the 
complex definition of these indices. On the contrary, all the vegetation indices expressed 
for sets of pixels are experimentally studied in relation to the proportion values of the sets 
in chapter 6. As it was discussed in section 3.2, the illumination variation may change the 
pure reflectance so dramatically that correct evaluation of the proportion of a mixed scene 
by the use of the linear mixing model may be impossible. It is interesting to examine how
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this external factor would also affect the relation between the vegetation indices with the 
proportions. We show that these relations are significantly influenced by the illumination 
conditions under which the scene was obtained in chapter 6, and we try to identify the 
best performing indices.
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Chapter 4
Simulation of mixed scenes
4.1 Introduction
Landscape modelling is often a necessary procedure for investigating the applicability of 
certain mathematical methods in remote sensing science. The construction of landscape 
models is motivated by the general absence or limited availability of real satellite data for 
which ground data are also available.
We are especially interested in studying the effect illumination conditions have on both 
the relationship between vegetation indices and proportions of mixed scenes and also on 
the unmixing of the mixed scenes by use of statistics. In order to do that, mixed data 
under several illuminations for which the true situation is known, are needed.
In this chapter, we describe the generation of simulated scenes of various degrees of veg­
etation cover which are illuminated by several sun angles and resemble real scenes of low 
resolution as obtained from sensors on board satellites. The generation of mixed scenes 
as stochastic geometric canopy soil reflectance models is presented. More specifically, the 
geometric model represents the trees as spheres, superimposed on a flat pure soil back­
ground.
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4.2 The turning bands method (TBM ) for simulation of 
multidimensional random fields.
The existence of real data is very important in the development of statistical methods in 
several areas of Geophysics as in Hydrology, Meteorology or Oceanography. If real data are 
not available, then simulated spatial data are necessary. Usually, spatial data are modelled 
by random processes (fields). So, it is often useful to generate random fields spatially 
correlated where the spatial trend is expressed with a known covariance function. Different 
techniques for simulation of multidimensional random fields have already been proposed 
[18]. Matrix models represent the multidimensional field at a number of specific discrete 
points only. Spectral techniques simulate a multidimensional scene not only at discrete 
points but at every point within the area of interest. The turning bands method [55] is 
another approach for simulating multidimensional fields. The idea behind this method is 
that the projection of a multidimensional zero-mean, stationary, isotropic process with a 
specific covariance, onto a one-dimensional subspace, is also a stationary isotropic process 
with a different covariance function. Thus, the multidimensional field can be simulated 
as a sum of series of equivalent unidimensional fields. The last approach is much less 
expensive and time consuming and more accurate compared with the first two, so it has 
been extensively used in three and two dimensional spatial simulations [53]. This method 
is adopted to generate a 2D pure soil field with a specific correlation function. For details 
of this method, see Appendix C.
4.3 Scene simulation
Several geometric-optical models which rely on the 3-D nature of the trees have been 
successfully employed in many cases in the past for simulating realistic vegetation fields. 
Jackson et.al. [42] modelled crop canopies as rectangles also considering the shadow intro­
duced by the height of the crops. Li and Strahler [48] modelled trees as cones of random 
height, similar shape, randomly located on a flat soil background. In order to take into ac­
count the subpixel variability and study semi-vegetated landscapes, Jasinski and Eagleson 
[43] represented the landscapes using a stochastic geometric canopy soil reflectance model.
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We adopted an approach similar to that of Jasinski and Eagleson [43] for simulating mixed 
scenes, representing them by stochastic geometric canopy soil reflectance models. Since 
soil and vegetation reflectance vary at scales smaller than the size of a pixel, due to topo­
graphic factors or changes in their physical properties, the parameters describing soil or 
vegetation were treated as random variables. Furthermore, a geometric model was adopted 
for the representation of trees as spheres, located on a flat soil background. Our interest 
was mainly focused on estimating the projection of the trees on the 2D background so 
that the scene resembles a 2D image. A pixel in a simulated scene corresponds to lm 2 
on the ground. The created scenes may then be coarsened to various degrees to create 
images that supposingly have been captured by sensors of various resolutions.
4.3.1 Theoretical model for scene representation
Scenes are usually depicted as digital images, obtained from a remote sensing device with 
each pixel representing a reflectance measurement. We conceptualise the semi-vegetated 
landscape as a stochastic surface which possesses only two dominant species, soil and 
vegetation. The assumption can be made that soil background is flat thus geometric 
changes due to slopes are considered negligible. Vegetation may consist of trees of various 
heights representing different stages of growth as well as small bushes, classes which can be 
identified in any semi-arid landscape. The scene is illuminated by the sun. The incident 
rays are all assumed to be parallel and form a constant angle with the surface normal, the 
value of which is known a priori. Shadows are introduced due to the tree height. Several 
parameters have to be taken into account for the realistic representation of such a scene.
Reflectance distribution
As a first step, the reflectance value of soil and vegetation has to be modelled. Changes 
in properties of the plants and soil background are known to induce variability in the 
reflectance of the classes. Therefore, the most general scenario is to treat the reflectance 
as a 2D, normally distributed random variable, since we assume that measurements from 
two spectral bands are available. In this way, we take into account the intraclass variability 
introduced in real scenes. Both subpixel and regional (spatial) variability are incorporated 
if soil reflectance is treated as a 2D random field with a specific correlation function.
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The exponential correlation function is selected as in [43] which represents the gradual 
reduction of correlation in space and it is given by equation (4.1):
R(r) =  a2e~br (4.1)
where a in this case is the standard deviation of the soil reflectance distribution, 6-1 has 
units of length and is called correlation length and r is the distance between any two points 
of the field.
To achieve the correlation in the pure soil field, the turning bands method is adopted for 
generation of the soil scene in both bands as described in Appendix C. The vegetation re­
flectance is also assumed to be a 2D normally distributed random variable with a constant 
correlation between the two bands equal to 1. No spatial correlation is assumed since the 
canopy is randomly located anywhere in the scene. Therefore the turning bands method 
is not employed in this case.
In order to model trees, three main features had to be taken into account: their spatial 
distribution, tlieir geometry and the shadow they introduce.
Spatial distribution
All canopy models require the selection of a so called spacing function [48] to represent the 
distribution of trees within the scene and describe the patterns formed by the vegetation. 
In general, a Poisson model with a specific arrival rate is utilised for forest modelling. 
Since we are interested in simulating semi-arid scenes, a uniform distribution in space is 
considered more appropriate to characterise sparse vegetation. Thus, it is assumed that 
the centres of the trees are uniformly distributed in the scene and the surrounding pixels 
are assumed to belong in the tree’s crown, and have similar reflectance value depending 
on their illumination angle.
Tree geometry
The fundamental assumption made for simulating vegetation with a geometric model is 
that canopy can be modelled by any geometric solid object 2- or 3- dimensional (cone, 
sphere, cylinder, rectangle), instantiations of which are randomly distributed in space. 
The geometric model also requires specifying the height and density of trees, the angle
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of illumination, the shape and length of the shadow, the reflectance value of tree pixels, 
illuminated or shadowed and the reflectance value of the soil background, illuminated 
or shadowed. After all these input parameters have been provided, the geometric model 
outputs a scene which can be considered realistic and resembles satellite scenes obtained by 
a high resolution remote sensing device. In our case, we considered canopy to be depicted 
as spheres of a specific radius. The sensor is assumed to be placed at zenith and the sun 
illuminates at the East-West direction, causing shadows. Since the scene’s background 
is flat and the sensor scans perpendicular to the scene, the projection of a sphere on the 
horizontal plane is a circle parameterised by a single constant, i.e. the radius. Thus, in 
order to present a scene as depicted in a satellite image, the projection of the spherical 
canopy has to be calculated and every pixel has to be assigned a reflectance value.
In figure 4.1, the spherical crown of a typical tree is illustrated. As a first step, we are 
concerned with the evaluation of the reflectance value of each pixel corresponding to the 
crown of the same tree according to the direction of the sun. If s is the angle of the direction 
of the sun with the horizontal plane then we are interested in estimating the reflectance 
of point I(x ,y ,z )  which is an arbitrary point on the surface of the sphere of radius r. 
It is obvious that point A with surface normal towards the sun receives the maximum 
illumination. We assume that all materials in the scene have Lambertian properties, i.e. 
they reflect light equally in all directions. Therefore point A will also exhibit the highest 
reflectance among all the points on the sphere, symbolised by R. Obviously, all points 
located on the same concentric circle around A (e.g. circle BIB') have the same orientation 
with respect to the sun, and thus, they exhibit the same reflectance value. For example, 
points B, I  and B' in figure 4.1 will have the same reflectance value. Thus, reflectance in 
point / ,  can be substituted by the reflectance in point B which is easier to evaluate, since 
A and B lie on the same plane Oyz. Similar circles defined on the surface of the sphere 
are the loci of constant reflectance values.
It can be seen from the figure, that the angle between points A and B is 4> — s hence, the 
reflectance at point B and consequently at point I  is:
R.i =  R. cos [(f) — s) (4.2)
In order to assign a reflectance value to an arbitrary point / ,  it is essential to estimate the
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reflectance value of the corresponding point B which lies 011 the interception of the large 
circle of the sphere witli the Oyz plane. In other words, according to equation (4.2), the 
angle 0 of point B with the horizontal plane, has to be evaluated.
VIEWER SUN
Figure 4.1: Illumination of a tree
Let us denote by I' the projection of point I 011 the horizontal plane Oxy and C' the 
intersection of OV with the surface of the sphere. The dihedral angle C is equal to arc 
C'A'.
Let us consider the spherical triangle CIA. We have: C l = 0°, CA =  90° — s and 
IA = BA =  0 — s. We apply the cosine law to obtain [46]:
cos (0 — s) =  cos#cos(90° — s) + sin0sin(9O° — s) cos(90 — u) => 
cos(0 -  s) = cos 0 sin .s + sin 0 cos s sin cj =j>
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/ # \ zi . , O/ 7 yiCOS {(p — s) =  — sill s 1--------coss— -=>r r Ol
cos((f) ~ s) =  —----------------- sin s +  —----- ------ cos s\A2 ~
- y 2i
r
\A'2 - - y j
r
\Jx'i +  y2i  w
a - a y icos{(f) — s) =  —----------------- sins H-cos 5”
•\/r2 -  Xt ~ V2r sins +  yi cos s 
cos (0 - s )  =  1 ------------------ -------------------
J r 2 — x2 — y2 sin s +  yi cos s 
<f) — s =  cos“ 1(-^ — - — —-——   — )
, \/r2 -  a;? -  y? sin s +  yi cos s
4, =  cos-^Y      ) +  « (4.3)
r
Therefore, angle <fi — s is expressed in terms of the Cartesian coordinates of point J, the 
radius r of the spherical canopy and the orientation of the sun s. Notice that only the 
location of point I on the image plane (Oxy) matters, as only coordinates xj and yi appear 
in the equation. This is expected as we are supposed to be viewing the scene from the 
zenith and seeing the circular projection of the canopy on plane {Oxy). Once angle (f> -  s 
is known, equation (4.2) then returns the reflectance value for any pixel of the projected 
tree canopy. Notice that the rays of the sun just graze the tree canopy along all the points
of the large circle with diameter K K ' perpendicular to the direction of the Sun. This
circle divides the canopy into two parts: the illuminated one and the self-shadowed one. 
From equation (4.2) we can calculate the limiting value of angle <f> for which the reflectance 
become zero.
7r
cos(<f) — s) =  0 => <p — s ±
4>k  =  «s +  |, (4.4)
4>k > -  s ~ | (4.5)
Thus, pixels of the tree that correspond to angles smaller than </>/<•/ or greater than 4>k  will 
have zero reflectance. In reality, the shadowed tree pixels are not exactly black due to sec­
ondary sources of illumination such as reflectance of light from other surfaces. Therefore, 
we assumed that the self-shadowed part of the crown will exhibit reflectance values equal 
to the reflectance of pixel of angle closer to the critical angle reduced by a constant factor.
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The consequence of this is that the shadowed crown is darker but spectrally similar to its 
directly illuminated counterpart.
Term r2 — xj — yj has to be greater or equal to zero for the square root in equation (4.3) 
to obtain a real value. Under this limitation, an example of a simplified projection of a 
sphere of radius 2 on the horizontal plane is given in figure 4.2, where the corresponding 
angle 0 of each pixel is noted. These values have been computed for s =  45°.
135°
126° 97° 76°
180° 120° 90° 60° 90°
126° 97° 76°
135°
Figure 4.2: Representation of the projection of a tree with radius 2 on the ground.
Given that the shape of the tree has been modelled, the next step is to determine its 
height. In general, a lognormal distribution explains better the variation of tree height in 
forests, but a simpler choice is to parameterise the tree height by a normal distribution. 
The height is a necessary feature to describe each individual tree so that the shadow length 
can be determined.
We have modelled the canopy as a collection of randomly located spheres with random 
height which are illuminated at a known angle. As a final step the shadow cast by each 
tree has to be computed. This will result in the reduction of the brightness of adjacent to 
the tree pixels.
When we try to transfer all these into the digital domain, we remember that each projected 
circular canopy will be represented by a digital circle. So, care has to be taken when we 
apply formula (4.3) using the xi and yj coordinates of each tree pixel, measured from the 
central pixel of the projected canopy where the presence of a tree has been postulated.
Pixels in the shadow produced by a tree are assigned a reflectance value which is equal 
to a fraction of their original value. The factor used is the same for all shadowed pixels.
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The shadow length can be determined by the geometric relation as shown in figure 4.3. 
Let us denote the shadow length by I, the angle of the Sun by s and the height of the
SUN
Figure 4.3: Tree representation
critical point K  by h. The main assumption made is that the height of the tree trunk is 
equal to the radius of the tree r. Thus, the radius of the canopy takes up one third of the 
tree height. Furthermore, the height h of point K  is equal to h = r + r + zk , where zk 
is the ^-coordinate of the point in the 3-D coordinate system defined in figure 4.1. Then
the shadow length can be evaluated as follows:
h h 2 r +  r cos K "O K
tan s = — => I = ------ => I =    =+I tan s tan s
2r + rcoss , r cos s(cos s +  2)
I = --------------- =+ I =  F------------ - (4.6)tan s sm s
where from figure 4.1 we can see that zk =  r cos K "O K  and K "O K  = s since the two
angles have their sides perpendicular to each other.
Now that the height and shadow length have been determined, and the shape of the tree 
and its shadow are known in advance to be circular, there exist four different classes: 
illuminated and shadowed vegetation and illuminated and shadowed soil.
Next we introduce some necessary rules in order to deal with overlapping effects of soil, 
vegetation and shadow. Several assumptions are made:
• A tree pixel overlaps any illuminated soil pixel.
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• A'tree pixel overlaps any shadowed soil pixel.
• A tree pixel overlaps another tree pixel if it belongs to the crown of a higher tree.
• If a tree pixel is already shadowed, no further reflectance reduction due to overlapping 
shadow is introduced.
• If a soil pixel is already shadowed, no further reflectance reduction due to overlapping 
shadow is introduced.
• Shadow may overlap a tree pixel if shadow originates from a higher tree.
• Small trees occupy only one pixel and do not introduce any shadow.
Following the above procedure, the very basic characteristics of a semi-vegetated landscape 
are taken into consideration and high resolution images can be produced. It has to be 
mentioned that detailed information of the canopy such as leaf area, structure of the 
tree etc. are not important in our case since our interest is mainly concentrated on low 
resolution images in which such information disappears through the averaging process the 
resolution of the sensor imposes.
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4.3.2 Generation of simulated mixed scenes with fine resolution
Initially fine grid scenes were created by simulating images of l?n2 pixels. Soil reflectance 
values were generated in two bands, following an exponential correlation function of 20m 
length. The soil reflectance was produced by the turning bands method as described 
before. Vegetation reflectance was also assumed to be a 2D normally distributed random 
variable with correlation of unity between the two bands. The statistical characteristics 
of both soil and vegetation are shown in Table 4.1. Typical values of the reflectance were 
used as mentioned in [43].
Class Mean 
(band 1)
Mean 
(band 2)
S.Dev • 
(band 1)
S.Dev 
(band 2)
Correlation 
(bands 1,2)
Soil 0.15 0.2 0.023 0.023 exponential /?=0.05m
Vegetation 0.2 0.4 0.02 0.04 1.0
T a b le  4.1: Statistical characteristics of the pure classes.
lag
Figure 4.4: Correlation of the 2D pure soil field
The correlation of the soil field as produced by the turning bands method, versus the 
theoretical exponential correlation is illustrated in figure 4.4.
Eleven fine mixed scenes containing soil and vegetation were generated, each having an 
area of 250x250?n2 and a different vegetation composition. The vegetation coverage per 
scene was varied in steps of about 10% ranging from 0 to approximately 100%. The sun’s
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angle was assumed to vary from the horizontal direction to zenith, illuminating in the 
East-West direction. Mixed scenes were produced for several sun angles ranging from 1° 
to 90° from the horizon.
The soil background was chosen to have the same statistics in all simulated scenes but 
it was not identical for all scenes. It was generated with a different seed of the random 
number; generator for each scene.
Tree pixels were superimposed on the soil background of each segment as objects of finite 
size. The position of each centre of tree followed a uniform distribution in space. Trees 
may fully overlap or the centre of a tree may be located in the crown of an adjacent tree. 
In both cases pixels belonging to the highest tree replace the preassigned pixel value.
Furthermore, the height of the trees was provided from a normal distribution jV(3,1) 
and characterised each tree. By the knowledge of the height, the radius of the sphere 
could be determined as one third of the height value as well as the projection of each 
tree on the plane. In addition, the fully and partly illuminated part of each tree was 
decided according to the angle each pixel of the tree formed with the sun and each part 
was assigned a reflectance value as a fraction of the values provided by the 2D normal 
distribution.
Due to the height, each tree casts a shadow which reduces the reflectance of the pixels 
located on the left of the tree at an amount of about 30% their original value. The shadow 
of a large tree extends far enough to fully overlap soil or the canopy of a smaller adjacent 
tree. The eleven scenes as produced for the two bands illuminated by the sun at 45° 
are illustrated in figures 4.5 to 4.10 for all proportions of vegetation. The actual scenes 
produced in the previously described way are 2D arrays of real reflectance values in the 
range [0,1]. For displaying purposes, the real values were multiplied by 255 to produce 
visible results.
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(c) 20% (d) 30%
Figure 4.5: Mixed scenes in the red band. The sun elevation angle is 45°. The percentages represent
the vegetation cover (shadowed and not shadowed) for each scene.
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(c) 60% (d) 70%
Figure 4.6: Mixed scenes in the red band. The sun elevation angle is 45°. The percentages represent
the vegetation cover (shadowed and not shadowed) for each scene.
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(c )  1 0 0 %
Figure 4.7: Mixed scenes in the red band. The sun elevation angle is 45°. The percentages represent
the vegetation cover (shadowed and not shadowed) for each scene.
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(c) 20% (d) 30%
Figure 4.8: Mixed scenes in the infrared band. The sun elevation angle is 45°. The percentages
represent the vegetation cover (shadowed and not shadowed) for each scene.
4.3. Scene simulation 71
(c) 60% (d) 70%
F i g u r e  4.9: Mixed scenes in the infrared band. The sun elevation angle is 45°. The percentages
represent the vegetation cover (shadowed and not shadowed) for each scene.
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(c) 100%
F i g u r e  4 . 1 0 :  Mixed scenes in the infrared band. The sun elevation angle is 45°. The percentages
represent the vegetation cover (shadowed and not shadowed) for each scene.
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4.3.3 Generation of simulated mixed scenes of low resolution
In most Remote Sensing applications, spatially integrated multi-spectral observations are 
usually available. The above scenes were created by simulating fine grid images of lm 2 
pixels. In order to create lower resolution images as captured by sensors on board satellites, 
we averaged the reflectance of the fine grids to different scales following the methodology 
of Jasinski and Eagleson [43]. Accordingly, the scenes were aggregated to 5, 10 and 
25m levels of resolution by averaging the reflectance values within windows of 5x5, 10x10 
and 25x25 points to produce aggregated images consisting of 2500, 625 and 100 pixels 
respectively. These images contain both mixed pixels and pure class pixels. The last two 
cases correspond to real satellite applications since they consist of pixels with sizes similar 
to those of SPOT and the Thematic Mapper sensors. The resulting scenes are illustrated 
in figures 4.12 to 4.17.
The R.-IR. scattergrams of all scenes at each level of aggregation are illustrated in figure 
(4.11) and they display the characteristic triangular shape that Jasinski and Eagleson 
[43] observed. The top and bottom envelope lines represent the vegetation and soil lines 
respectively, as produced by generating two pure scenes one with 100% vegetation and the 
other with 100% soil and aggregating afterwards. It is obvious that the introduction of 
shadows shifts the pixels’ position towards the origin.
(a) aggregation level 5 (b) aggregation level 10 (c.) aggregation level 25
F i g u r e  4 . 1 1 :  Red-Infrared scattergrams of aggregated scenes for 45° sun angle
As a result, realistic mixed scenes were created, which can substitute high or low resolution 
real satellite images for any application, in case of limited availability of real data.
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0) 90% (k) 100%
Figure 4 .1 2 : Aggregation of the red band to 5 meters resolution
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(j) 90% (k) 100%
Figure 4.13: Aggregation of the red band to 10 meters resolution
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(a) 0% (b) 10% (c) 20%
0) 90% (k) 100%
Figure 4 .1 4 : Aggregation of the red band to 25 meters resolution
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(j) 90% (k) 100%
Figure 4 .1 5 : Aggregation of the infrared band to  5 meters resolution
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(j) 90% (k) 100%
Figure 4 .1 6 : Aggregation of the infrared band to  10 meters resolution
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(d) 30% (e) 40% (f) 50%
(j) 90% (k) 100%
Figure 4 .1 7 : Aggregation of the infrared band to 25 meters resolution
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Chapter 5
Relationship between NDVI and 
vegetation coverage
5.1 In trodu ction
The primary objective of this chapter is to test the experimental and theoretical expres­
sions between the NDVIs for a set of mixed pixels and the percentage cover of the set, as 
obtained in chapter 3. Experimental points and calibration lines, which make possible the 
retrieval of the composition of a mixed scene, are produced and compared for the various 
NDVI definitions. Verification of the produced relationships is studied with the use of 
simulated and real satellite data.
The criteria used for the evaluation of the NDVI are the following: high correlation of the 
NDVI values with the vegetation coverage, good agreement between the theoretical line 
and the experimental points, linearity of the relation which would simplify the transfer 
from one parameter to the other and consistency with the sensor resolution. The best 
NDVI for sets of pixels is decided according to the above criteria.
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5.2 E xperim enting w ith sim ulated data
Our objective was to verify the derived relationships between fractional cover and the 
NDVI values. As a first step, the simulated data created in chapter 4 were used. More 
specifically, eleven scenes containing different vegetation coverage from 0% to 100%, in 
all aggregation levels 5, 10 and 25 meters and taken under 45° sun angle were used. The 
results obtained are described next.
5.2.1 N D V I - coverage relation with simulated data
The three NDVI indices as defined in cases A, B and C of section 3.3 were estimated for all 
eleven aggregated scenes, in each level of aggregation. The indices were computed using 
equations (3.10 ) and (3.14) for cases A and B respectively and the direction of the 1st 
principal axis of the mixed distribution in case C. In figures 5.1-5.3, we plot the value of 
the NDVI versus the true proportion of the vegetation in the scene, for each one of the 
three cases and for all levels of aggregation.
The continuous curves on the same figure were produced by using equations (3.11) for 
cases A and B and (3.35) for case C. In both formulae, estimates of statistics of the pure 
classes were obtained by generating separately pure scenes and estimating the statistics 
from them. Also, for the cases A and B, the line of linear regression is also fitted and the
correlation coefficient is given in the figure caption of each graph.
First of all, it can be observed that there is a good agreement between the theoretical
curves and the points computed from the data.
Since the regression lines between the NDVIs of cases A and B and the real proportions of 
the scenes, have a correlation coefficient close to 1, an approximately linear trend between 
the NDVIs and the real proportions is proved. Furthermore, although the theoretical lines 
are slightly curved below a straight line, they can be considered roughly linear.
On the other hand, the newly proposed NDVI of case C exhibits a non-linear trend with an 
underlying linearity in a small range, which curves gradually to asymptotes at the edges. 
The non-linearity of this NDVI was implied from the definition of the NDVI as a tangent 
of an angle, thus it was expected.
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(a) case A (b) case B (c )  c a s e  C
Figure 5.1: NDVI versus mixed proportions, aggregation level 5
(a) case A  (b) case B (c) case C
Figure 5.2: NDVI versus mixed proportions, aggregation level 10
(a) case A (b) case B (c) case C
Figure 5.3: NDVI versus mixed proportions, aggregation level 25
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As observed, the linear mixing model explains well the tendency of the NDVIs since the 
modelled NDVI values presented by the lines, correspond fairly closely to the observed 
NDVI represented by the points, in all cases.
As far as the aggregation effect is concerned, it was noticed that especially in the cases A 
and B, both the points and the calibration curve do not appear to change as the aggregation 
levels increase. This could be explained by the fact that both NDVI definitions and their 
mathematical relations with the proportions in these cases were based on estimation of 
first order moments of the mixed or pure classes and a small number of pixels in the case 
of a large aggregation level is adequate for the accurate estimation of these quantities.
On the other hand, the NDVI in case C is calculated with the aid of second order moments 
the estimation of which is very sensitive to the number of available data. Therefore, the 
largest the aggregation level, the smaller the number of the available pixels, the less 
accurate the estimation of the NDVI. This is obvious by the progressive departure from 
linearity of the calibration line. In level 5 of aggregation the approximately linear region 
extends from the proportion value 40% to 90% and changes to 70% to 90% and 80% to 
90% for levels 10 and 25 respectively. Not only the linear area shrinks, but the slope of 
the line changes also, becoming more steep, as the aggregation level increases. Due to the 
deviation of the line from the experimental points, it is obvious that the obtained relation 
between NDVI and proportion of equation (3.35) would underestimate high proportion 
values, in high aggregation levels which corresponds to low resolution images.
Overall, the use of simulated scenes on the study of the relation between NDVIs for sets 
of mixed pixels and the proportions of the set, gave us a first insight about the suitability 
of these indices to accurately predict the vegetation coverage of mixed scenes. It was 
demonstrated that the NDVI estimates of cases A and B seem better indicators of the 
vegetation coverage due to their linearity, consistency with the experimental points and 
consistency with the sensor’s resolution. The newly introduced NDVI estimated from the 
angle of the principal axis of the mixed distribution could also be utilised in high resolution 
images where it approximates better the linearity and could provide fairly easily, estimates 
of the vegetation coverage in the linear region of the calibration curve. However, in general 
does not seem to be very useful.
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5.3 E xperim enting w ith  real data
5.3.1 Description of real scenes
The available satellite data consists of 53 mixed scenes, each containing about 100 pixels 
with known proportions obtained from ground inspection. The scenes depict four areas 
located close to Athens: Varnavas, Penteli, Pateras and Lavrio. Data were extracted from 
7-band Landsat TM images but only two bands were used, the red and the infrared one. 
The primary classes comprising this area are soil and 3 main types of vegetation: aleppo 
pine, maquis and phrygana. Since we are interested in discriminating vegetation from soil 
only, we considered all types of vegetation as a whole, so, we took into account only two 
pure classes: soil and green vegetation.
We are interested at this point to examine which of the NDVI definitions and which of 
the theoretical relationships we proposed earlier by equations (3.11) and (3.35) could fit 
the above data. All NDVIs for sets of pixels could be estimated from the mixed pixel sets. 
On the other hand, both relationships which associate the NDVI with the proportions, 
incorporate statistical characteristics of the soil and vegetation classes. Thus it is necessary 
to isolate the pure classes and estimate their statistics. The terrain under consideration 
though, is usually characterised by great subpixel variability due to sparse vegetation. As 
a result, it is impossible to extract sets of pixels representing the pure classes from the 
satellite image itself. Therefore, the statistics (mean values and covariance matrices) of 
the pure classes could be derived from the use of mixed sites with known composition.
If i =  l ,..,n  where n is the number of the used spectral bands, then the problem of 
estimating the means of the two pure classes can be described by the equation:
wk>i =  a^Xi +  bkyi (5.1)
where: k =  1,.., ?n, with m the number of available mixed scenes used for training, wk,i 
the mean value of the kth scene in the ith band and Xi, yi the mean values of the 2 pure 
classes in the «th band. This equation can also be expressed in a matrix form as:
W  =  P X (5.2)
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where W  is an (nm x 1) matrix containing the mean values of the m sites in n bands, 
P is an (mn x 2n) matrix containing the proportions of the pure classes, which are the 
same in all bands that refer to the same sites and X  is a (2n x 1) matrix containing the 
unknown mean values of the pure classes in the n bands. Thus, equation (5.2) represents 
an overdetermined system of mn equations for 2n unknowns. The system was solved for 
the vector of the mean values, X, by taking the pseudoinverse of matrix P. A similar 
overdetermined system of linear equations in a2, b2 was solved for the estimation of the 
elements of the covariance matrices of the pure classes.
The most important step of the analysis is the selection of the appropriate scenes which 
could provide realistic results. The NDVI for sets of pixels as defined in case C proved to 
have some limitations. It was observed that some scenes exhibited negative NDVI values. 
This was due to the fact that the angle of the principal axis of some mixed distributions 
was smaller than 45°. In this case, the right hand side of equation (3.4) became negative. 
Thus, if the slope of the principal axis of the distribution of some mixed scenes is very 
small compared with the diagonal of the R-IR space, then these scenes are excluded from 
the study. As an example, in figure 5.4 the first scattergram belongs to a scene which 
has a positive NDVI value and the second scattergram comes from a scene with very high 
reflectance variability with no preferable orientation of the data and thus it is excluded. 
In fact, the scenes that are guaranteed to provide positive NDVI values are these for which 
the correlation coefficient of the reflectance values in the two bands is positive, and the 
variance of the distribution in band 1 is smaller than the variance in band 2 (the case in 
which the variances in the two bands are equal is the case of N DVI =  0 which is the soil 
line). It has to be mentioned that the NDVIs as defined in cases A and B never obtain 
negative values due to the physical property of the vegetation that the IR reflectance 
is always larger than the R reflectance. Therefore, by excluding the scenes that exhibit 
negative NDVI values, we end up with a total number of 29 scenes available for study.
For achieving consistency in the data, the total number of 29 mixed scenes was divided 
into two categories due to their different statistical characteristics. Therefore the Pateras 
sites were analysed separately from the other mixed areas [7]. Thus, the linear regression 
as described before, was repeated separately for the Pateras sites and the Varnavas, Penteli 
and Lavrio sites. Since the total number of mixed scenes is not very high, all of them were
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(a) (b)
Figure 5.4: Scattergrams of two scenes of Pateras area, a) Scene included in the study b) Scene 
not included in the study
used for training, i.e. to derive the statistical characteristics of the pure classes and for 
testing, i.e. to examine the NDVI-coverage relation. Thus, 13 training and testing mixed 
scenes were available for the Pateras area and 16 training and testing scenes were available 
for the second category, all with known proportions from ground inspection.
After solving the systems of the linear equations (one system per calculated statistic) the 
statistics of the pure classes by considering 16 training scenes are quoted in Table 5.1.
Class Mean 
(band 1)
Mean 
(band 2)
Variance 
(band 1)
Variance 
(band 2)
Covariance 
(bands 1,2)
Soil 49.93 52.27 89.68 SI.63 84.43
Vegetation 19.28 39.66 8.99 27.98 7.25
Table 5.1: Statistical characteristics of the pure classes for Varnavas, Penteli and Lavrio sites.
In a similar way, the statistics of the pure classes for the Pateras scenes are depicted in 
Table 5.2.
Class Mean 
(band 1)
Mean 
(band 2)
Variance 
(band 1)
Variance 
(band 2)
Covariance 
(bands 1,2)
Soil 71.0047 72.5547 74.0158 77.6084 90.1237
Vegetation 21.2033 42.702 14.7214 13.9104 20.4504
Table 5.2: Statistical characteristics of the pure classes for Pateras sites.
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As a result, all the statistics of the two sets of pure classes are available and it is possible 
to study the relation of the three NDVIs with the proportion values of the real scenes by 
use of both experimental formulae from equations (3.10), (3.14) and (3.4) and theoretical 
formulae from equations (3.11) and (3.35).
5.3.2 N D V I - coverage relation with real data
In order to study the relationship between vegetation indices and percent vegetation cover, 
dispersion plots of the NDVI of each scene as estimated in cases A, B and C versus the 
real proportion values of each scene were calculated and depicted in Figures 5.5, 5.6 for 
Varnavas, Penteli and Lavrio sites and Pateras sites respectively. The calibration curves, 
as obtained from equations (3.10) and (3.35) are also plotted.
(a) case A (b) case B (c) case C
Figure 5.5: NDVI versus mixed proportions for training scenes of Varnavas, Penteli and Lavrio.
Visual inspection of the above plots indicates that in cases A and B, NDVI values ex­
tracted from all the scenes seem to follow an approximately linear relation, similar to 
that obtained by use of simulated scenes, with no significant distinction between the two 
NDVI definitions. On the other hand, in case C, NDVI points exhibit higher dispersion 
from the calibration curve especially at higher vegetation densities although they follow a 
non-linear relation, similar to the one produced from the simulated scenes. Therefore, in 
the case where real satellite scenes were used, the calibration curves for the cases A and B, 
could provide good estimates of the proportion values, while in case C, NDVI is expected 
to provide poorer estimates in higher vegetation covers.
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(a) case A  (b) case B (c) case C
Figure 5.6: NDVI versus mixed proportions for all scenes of Pateras.
5.4 Conclusions
Our purpose was to propose and examine the performance of three NDVIs estimated for 
sets of pixels, with respect to their ability to estimate vegetation cover and also present 
calibration curves which could be used to convert between the values of these indices and 
the fractional cover of any mixed scene. The vegetation indices were examined with both 
simulated and real satellite data. The NDVIs based on mean values approximated linearity 
very well when plotted against the fractional cover of vegetation. The calibration lines 
in this case, which were based on the linear mixing model, could describe very well this 
trend when both simulated and real data were employed. The newly introduced vegetation 
index estimated from the slope of the principal axis of the pixel distribution, exhibited 
non uniform behaviour. It is insensitive to small percentage covers: the theoretical line is 
almost flat for vegetation cover less than 50%, thus not giving us a one to one relationship 
between the value of the vegetation index and the mean cover proportion of the scene. 
Another disadvantage of the NDVI defined from the angle of the first principal component 
of the set of pixels, is that it assumes that the main reason of the pixel distribution in the 
scattergram is due to illumination: i.e. the pixels in the scattergram are all spread towards 
the origin of the axes because some of them are more shaded than others, etc. On the other 
hand, the spreading in the orthogonal direction is assumed to be smaller and therefore 
measured by the spreading along the second principal axis. We saw that in practice this 
is not always the case: for some sites the intraclass variability due to illumination was
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less than the intraclass variability due to other factors. In those cases the first principal 
axis is not towards the origin of the axes, but orthogonal to that direction. This leads to 
negative vegetation indices.
Since the NDVIs of cases A and B offer an effective mechanism for vegetation fractional 
cover prediction, it is useful to modify all other existing vegetation indices as described in 
chapter 2 in terms of the mean values of the reflectances in the two bands. Furthermore, it 
is useful to investigate the influencing factors that would affect their performance. As was 
mentioned before, illumination variation is one of the main sources of classification errors. 
Thus, the next chapter is dedicated in studying the performance of all vegetation indices, 
expressed for sets of pixels as in cases A and B, under several illumination conditions, 
regarding their ability to predict the vegetation coverage.
Chapter 6
Relationship between Vegetation 
Indices and vegetation coverage 
under several illumination 
conditions
6.1 Introduction
In this chapter we analyse vegetation indices expressed for sets of pixels with respect 
to their relationship with the average percentage cover and their potential of remaining 
invariant under different illumination geometries. The invariance of the vegetation indices 
significantly depends on the nature of the depicted scene. If a rough mixed scene is 
studied, then it is possible that the shadows introduced due to the roughness will alter the 
reflectance and thus the statistics of the mixed distribution of pixels. As a result, the best 
vegetation index which is independent from the scene roughness and illumination could 
be utilised for the estimation of average coverages of whole sets of pixels of a mixed scene 
under several illumination conditions.
Since vegetation indices provide empirical relations with vegetation cover and these re­
lations usually depend on the depicted scene under examination, simulated scenes were
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utilised instead of real scenes, so that it is possible to examine effects of variation of single 
parameters on the vegetation indices. It is proved with the help of the simulated data, 
that the more efficient vegetation indices, are the ratio based vegetation indices. They are 
robust to changes in illumination, exhibit more linearity and can predict the proportion 
values more accurately.
6.1.1 Vegetation Index - coverage relation with simulated data
In order to examine the ability of each vegetation index expressed for sets of pixels to 
correlate well with the vegetation coverage, independently of illumination conditions, all 
vegetation indices were calculated as in cases A and B of section 3.3. For the study of 
the vegetation indices, the simulated scenes as generated for several elevation sun angles 
varying from 1° to 90°, and for several aggregation levels, were employed. Due to the dif­
ferent heights of the trees, it is expected that the simulated scenes exhibit some roughness. 
Thus, shadows are introduced which reduce the overall reflectance of the scene.
Figures 6.1, 6.2 and 6.3, depict the values of all mean vegetation indices as estimated in 
case A from equation (3.10), versus the true proportion of the vegetation in the scene, for 
all illumination angles and level of aggregation 5. For comparison purposes, the NDVI for 
sets of pixels although studied before, is displayed together with the other indices. For 
each of the above diagrams the scale of the vertical axis of each index differs because of 
the different range of index values and also because it is more clear to see the differences 
between sun angle effects. Figures 6.4, 6.5, 6.6 and 6.7, 6.8, 6.9 depict similar diagrams 
for aggregation levels 10 and 25 respectively.
It has to be mentioned that for the vegetation indices which depend on the soil line (PVI, 
MSAVI1, MSAVI2, TSAVI1, TSAVI2), estimates of the slope of the soil line were obtained 
by generating separately aggregated pure soil scenes for each level of aggregation and using 
the least square error method.
As a first step, we can draw some conclusions about the suitability of vegetation indices to 
describe the vegetation cover of sets of pixels, independent from the illumination angles, by 
examining figures 6.1 6.2 and 6.3. It can be seen that the mean SR, NDVI, TVI and MSR 
have an approximately linear relationship with the average scene proportions, increasing as
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the vegetation increases and not significantly altered by the change of sun angle especially 
for small vegetation coverages. As the vegetation coverage increases the shadow effect 
becomes more important for the smaller elevation sun angles, thus the variation in SR, 
NDVI, TVI and MSR increases, until the full vegetation cover, in which case the shadow 
effect disappears.
Although GEMI is considered to be insensitive to illumination changes, in our case it seems 
that it is affected by the sun angle, with increasing variation as the vegetation coverage 
increases. A change in the sun angle also induces a significant change in the dynamic 
range of the index. For the small sun elevation angle 1° the vegetation index increases 
rapidly when the vegetation coverage becomes 10% due to the large amount of shadow 
introduced by such a small sun angle. Thus, the vegetation cover estimate is not reliably 
calculated in this case. Gemmell [31] and McDonald [56] used simulated scenes and showed 
a different GEMI behaviour in which the index decreases until medium coverage and then 
it increases again. Furthermore, they observed that elevation angle decrease results in 
significant reduction of the GEMI which contradicts our results. These disagreements 
may appear due to the fact that we are estimating indices for sets of pixels using statistics 
and due to the different nature of the simulated scenes.
PVI may be relatively insensitive to the illumination angle variations, especially for small 
percentage coverages, it does not though strongly correlate with the vegetation cover. 
Therefore it is not suitable for coverage prediction.
OSAVI, SAVI1, SAVI2, MSAVI1 and RDVI exhibit a similar trend, and can be considered 
useful for illumination invariant coverage prediction for sun elevation angles larger than 
20° because they are both insensitive to sun angle and almost linearly related to the 
vegetation proportions although their dynamic range is not very large. The trend of SAVI 
in our case does not agree with other studies [31],[56] in which cases the SAVI exhibited a 
non-linear relation with coverage. Steven [79] demonstrated that OSAVI shows a similar 
negligible variation to the range of solar angles as in our case, for the larger elevation sun 
angles.
In a similar way, TSAVI1 and TSAVI2 are almost positively correlated to the proportions, 
for larger sun elevation angles, with TSAVI1 exhibiting a larger dynamic range. In the
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TSAVI1 and TSAVI2 figures, the extreme value of sun angle 1° has not been included 
since for this value, the relation became very unreliable.
MSAVI2 can also be considered linear with the vegetation proportions for elevation sun 
angles greater than 20° and relatively invariant with the sun angle.
Finally, NLI exhibited the worst performance of all indices since they obtained negative 
values.
Comparison of figures 6.1, 6.2 and 6.3 with figures 6.4, 6.5 and 6.6 and figures 6.7, 6.8 and 
6.9, shows that the mean vegetation indices of case A do not differ when the aggregation 
level varies from 5 to 10 to 25 respectively. Thus, the spatial resolution of a sensor does 
not significantly affect the performance of the vegetation indices to predict the vegetation 
cover.
The integrated vegetation indices of case B were estimated for all previous cases and are 
depicted in figures 6.10 - 6.17. Similar observations could be drawn about the performance 
of each index, since the relations of integrated Vis versus proportions did not differ from the 
relations of mean Vis versus proportions. Again, the level of aggregation did not introduce 
any change in the indices. The only vegetation index which performed differently when 
estimated from the mean values of reflectances or estimated as the mean of individual 
vegetation index values was GEMI. Comparing figures 6.1(d) with 6.10(d) it is noticed 
that the values of the integrated GEMI decrease compared with the values of the mean 
GEMI.
A general observation is that the value of all indices for the 0% vegetation remains un­
changed in all cases. This can be explained by the fact that in the pure soil scene there 
is no shadow induced since the ground was assumed flat. Therefore no change of the 
reflectance with the sun angle is induced. It has to be mentioned that the soil scene 
was produced independently from the sun angle, thus it remained unchanged under all 
illumination conditions. On the other hand, in the full vegetation scenes, only the SR 
based indices converge at the same point. At this point, the vegetation is so thick that 
the shadows induced in the rough scene become completely obscured by the canopy and 
the reflectance of the scene increases until the values of full vegetation cover. This is the 
case in which the shadow effect disappears and the only change in reflectance with the
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sun is due to the cosine of the incident sun angle that every pixel is multiplied with, to 
account for the illumination variation, as it will be described in the next chapter. Thus, 
only the ratio indices SR, NDVI, TVI and MSR can be considered insensitive to the cosine 
correction factor since this factor is cancelled when the ratio of reflectances is estimated. 
The rest of the indices are variant to the cosine correction factor.
6.2 Conclusions
Our purpose was to investigate the performance of several vegetation indices estimated 
for sets of mixed pixels, with respect to how well they correlate with the vegetation cover 
independently of the illumination geometry, and also to present empirical curves which 
could allow the calculation of these indices from the fractional vegetation cover and vice 
versa. The illumination angle variation may be negligible for a single scene but when 
multitemporal observations are used, especially of rough scenes then it can become a 
significant problem. The vegetation indices were investigated with the help of simulated 
data. All ratio indices (SR, NDVI, TVI and MSR) exhibited approximate linearity with 
respect to the fractional vegetation cover and proved to be illumination invariant. The 
empirical lines derived, could be used as a look up table to convert from vegetation index 
to cover proportion and vice versa. OSAVI, MSAVI2 and TSAVI1 can be considered as 
the second option after the ratio indices which could be utilised for coverage prediction for 
small zenith sun angles since they exhibited a larger dynamic range in comparison with 
the rest of the indices. PVI, SAVI1, SAVI2, MSAVI1, TSAVI2 and RDVI had a similar 
trend and low dynamic range. Finally, intergrated GEMI and NLI did not perform well 
hence they are not recommended for further use.
In general, vegetation indices can not have standard universal values and are influenced 
by several factors such as roughness, solar-view, soil characteristics, geometry and sensor 
characteristics. The SR and all the indices based on it, exhibited a good performance 
when the solar angle changed. It is likely though that if soil and atmospheric effects are 
considered, another index could be more useful to predict the vegetation cover of a scene. 
Furthermore, this study only examined the case of nadir viewing sensor, therefore, it is 
possible that off-nadir viewing may give rise to different vegetation indices being suitable
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for vegetation coverage calculation. In general, the choice of a vegetation index to predict 
the vegetation cover in a specific environment remains a difficult matter.
Next, the illumination effect on a rough scene is more extensively studied and its impor­
tance in the statistics estimation of the reflectance of a distribution of pixels is emphasised. 
Some new statistics including the ratio of the mean reflectances in the two bands which 
proved robust to illumination, are introduced, which remain unaltered with sun angle.
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(a) SR (b) N D VI
(c) TV I (cl) GEM I
(e) PVI
proportion
(£) OS AVI
Figure 6.1: Mean vegetation indices for several illum ination angles, versus percentage vegetation
coverage. Scenes o f aggregation level 5.
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(a) SAVIl (b) SAVI2
(c) MSAVI1 (d) MSAVI2
(e) TSAVIl (f) TSAVI2
Figure 6.2: Mean vegetation indices for several illumination angles, versus percentage vegetation
coverage. Scenes o f aggregation level 5.
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(a) RDVI (b) MSR
1 0 0
(c) NLI
Figure 6.3: Mean vegetation indices for several illumination angles, versus percentage vegetation
coverage. Scenes of aggregation level 5.
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(a) SR (b) NDVI
(c) T V I (d) GEMI
(e) PVI (f) OSAVI
Figure 6.4: Mean vegetation indices for several illumination angles, versus percentage vegetation
coverage. Scenes o f aggregation level 10.
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(a) SAVI1 (b) SAVI2
(c) MSAVI1 (cl) MSAVI2
(e) TSAVI1 (f) TSAVI2
Figure 6.5: Mean vegetation indices for several illumination angles, versus percentage vegetation
coverage. Scenes o f aggregation level 10.
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(a) RDVI (b) MSR
(c) NLI
Figure 6.6: Mean vegetation indices for several illum ination angles, versus percentage vegetation
coverage. Scenes o f aggregation level 10.
6.2. Conclusions 103
(a) SR (b) N D VI
(c) TVI (cl) GEM I
(e) PVI (f) OSAVI
Figure 6.7: Mean vegetation indices for several illum ination angles, versus percentage vegetation
coverage. Scenes o f aggregation level 25.
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(a) SAVI1
proportion 
(b) SAVI2
(c) MSAVI1 (d) MSAVI2
(e) TSAVI1 (f) TSAVI2
Figure 6.8: Mean vegetation indices for several illumination angles, versus percentage vegetation
coverage. Scenes o f aggregation level 25.
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(a) RDVI (b) MSR
(c) NLI
Figure 6.9: Mean vegetation indices for several illum ination angles, versus percentage vegetation
coverage. Scenes o f aggregation level 25.
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(a) SR (b )  N D V I
(c) TV I (d) GEMI
(e) PVI
proportion
(f) OSAVI
Figure 6.10: Integrated vegetation indices for several illum ination angles, versus percentage vege­
tation coverage. Scenes o f aggregation level 5.
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(a) SAVI1 (b) SAVI2
(c) MSAVI1
proportion 
(d) MSAVI2
(e) TSAVI1 (f) TSAVI2
Figure 6.11: Integrated vegetation indices for several illum ination angles, versus percentage vege­
tation coverage. Scenes o f aggregation level 5.
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(a) RDVI (b) MSR
(c) NLI
Figure 6.12: Integrated vegetation indices for several illumination angles, versus percentage vege­
tation coverage. Scenes o f aggregation level 5.
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(a) SR (b) N DVI
 *------ *  45 deg
 *------ *  60 deg
o------a 80 deg
A------A 90 deg
—!_____  I_____._____ I_____i_____
40 60 80 100
proportion
40 60
proportion
(c) TV I (cl) GEM I
(e) PVI (f) OSAVI
Figure 6.13: Integrated vegetation indices for several illumination angles, versus percentage vege­
ta tion coverage. Scenes of aggregation level 10.
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(a) SAVIl (b) SAVI2
(c) MSAVI1 (d) MSAVI2
(e) TSAVI1 (f) TSAVI2
Figure 6.14: Integrated vegetation indices for several illumination angles, versus percentage vege­
tation coverage. Scenes of aggregation level 10.
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(a )  R D V I (b) MSR
(c) NLI
Figure 6.15: Integrated vegetation indices for several illumination angles, versus percentage vege­
tation coverage. Scenes of aggregation level 10.
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(a) SR (b) NDVI
(c) TV I (d) GEMI
(e) PVI
proportion
(f) OSAVI
Figure 6.16: Integrated vegetation indices for several illumination angles, versus percentage vege­
tation coverage. Scenes of aggregation level 25.
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(a) SAVI1
proportion
(b) SAVI2
proportion
(c) M SAVII
proportion
(cl) MSAVI2
(e) TSAVI1 (f) TSAVI2
Figure 6.17: Integrated vegetation indices for several illumination angles, versus percentage vege­
tation coverage. Scenes of aggregation level 25.
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(a) RDVI (b) MSR
(c) NLI
Figure 6.18: Integrated vegetation indices for several illumination angles, versus percentage vege­
tation coverage. Scenes of aggregation level 25.
Chapter 7
Illumination invariant statistics
7.1 Introduction
We have reported the effect of illumination variation on rough scenes and demonstrated 
that this effect may result in classification errors, when vegetation indices of sets of pixels 
are employed for vegetation coverage prediction. As a result, the significantly changed 
behaviour of some vegetation indices with the illumination, discourages the general use 
of these indices for proportion estimation. The linear mixing model which utilises high 
order moments could be employed for the unmixing of sets of pixels, if some photometric 
invariant statistics could be utilised, instead of the usual first and second order statistics. 
In this chapter, we utilise some fractal surfaces which can very well model rough terrain, to 
study in detail the shadow phenomenon. It is proved that the usual first and second order 
statistics of the distribution of the reflectance values of a rough scene may considerably 
change due to the introduction of shadows, when the position of the sun changes, while 
the self-shadow effect diminishes, as the roughness of the terrain increases. Moreover, 
under the assumption that we deal with a Lambertian very rough scene, we propose 
some statistics which are illumination invariant and therefore they can characterise the 
distributions irrespective of the solar angle.
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7.2 Illumination effects on the statistics of a distribution
The great variability in the recorded radiance induced by changes in illumination can be 
demonstrated by considering simulated fractal 2-D scenes. The utility of fractal surfaces 
to represent real surfaces has been demonstrated before [74]. Fractals are more applicable 
than deterministic models, because they describe better the randomness of nature.
Some fractal surfaces of area 128 x 128 (where 1 pixel is assumed to represent lm 2) and 
fractal dimensions D — 2.4,2.5,2.6 were generated for a specific value of standard deviation 
scaling the heights. These are shown in figure 7.1.
The fractals have a mean height value of 15m and they may represent, for example, 
a landscape surface covered by canopy of different heights. The fractal dimension D 
alongside the standard deviation o  of the fractal affects the degree of roughness of the 
surface [20],[10]. We chose a standard deviation of a — 9 distance units. A fractal 
dimension of D =  2.4 represents a large scale rough surface and could imitate a landscape 
fully covered by trees of similar heights. As the fractal dimension increases, the roughness 
of the scene increases.
A fractal dimension of D =  2.6 may be unrealistic for landscape representation but it could 
represent a landscape with sparse vegetation, where the heights of neighbouring points 
may be anticorrelated: the difference in height of pairs of pixels becomes uncorrelated for 
D =  2.5 and anticorrelated for D > 2.5 [84].
Every pixel of the surface is assigned two reflectance values for the two spectral bands. 
These reflectance values are drawn from normal distributions with the statistical charac­
teristics given in table 7.1.
Mean 
band 1
Mean 
band 2
Std Dev 
bandl
Std Dev 
band2
Correlation
coefficient
0.2 0.4 0.02 0.04 0.5
T a b le  7.1: Statistical characteristics of the scene
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(a) D  =  2.4, cr =  9
(b) D  =  2.5, <r =  9
(c) D  =  2.6, <7 =  9
F i g u r e  7.1: 3-D representation of rough surfaces with fractal dimension D=2.4, 2.5, 2.6, and
standard deviation 9.
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In order to study the effect of the sun’s position on the rough surface, it is important 
to define some geometric rules of estimating the reflectance of each pixel according to 
the height of the surrounding pixels. We are especially interested in the shadows created 
by the fractal surface, which may dramatically alter the reflectance of the whole scene. 
The shadows may be divided into two categories: an object may be self-shadowed when its 
orientation is away from the direction of the sun; alternatively, an object may be shadowed 
because the shadow of some neighbouring object falls on it.
We shall show next that the self-shadow effect is much less important in very rough surfaces 
than the shadow effect. For simplicity, we assume that the direction of the sun coincides 
with the direction of one of the grid axes, and so the 3D shadowing problem is reduced to 
a 2D shadowing one. To estimate the self-shadow effect, we need to estimate the slope of 
each object and apply to it the cosine correction, using the angle 91 which is the incident 
sun angle with respect to the surface normal, and specifically characterises the individual 
object. To estimate the shadow effect, we must consider the shadow cast by each object 
as if it were the tip of the local structure (e.g. a tree) of a certain height.
We start by considering the self-shadowing effect. We consider the two cases illustrated 
in figure 7.2. In these examples, the Sun is on the right and each pixel is treated like a 
sampling point of the surface.
(a) (b)
Figure 7.2: Sloped surfaces and their relative positions with respect to the sun
Let us consider pixel i with height hi and let us assume that its neighbouring pixel in the 
direction of the sun is pixel i -F 1 with height hi + We denote by 9S the sun’s angle from
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the zenith and by On the slope of the surface between sampling points i and i +  1. There 
exist three different relative height relations of pixels i and i +  1:
Case 1. Pixel i is higher than i +  1 {hi > hi+1). In this case, the incident angle with 
respect to the surface normal is 91 =  6S — Qn. Depending on the sun’s position relative 
to zenith and surface normal, this angle can become negative, but since the cosine of the 
angle is used, the sign of the angle is not important. Angle 6$ is known in advance, thus 
our only task is to estimate 9n. Since the heights of all pixels are known then:
9n =  tan-1  (hf -  hi+±) (7.1)
where the distance between the two pixels is assumed to be 1. Thus, angle 07 can also be 
estimated. This is the slope of the surface at the point between pixels i and i +  1. For 
simplicity, we associate this slope with pixel i. Then the reflectance R'{ of the pixel i is 
calculated as follows:
If 91 < 90°
R'{ =  Ri cos(07) (7.2)
where Ri is the reflectance of pixel i if the Sun were at zenith and the slope were zero.
Case 2. Pixel i is lower than t +  1 {hi < h»+i). In this case, the incident angle with respect 
to the surface normal is 07 =  9S +  9n.
9n =  tan“ 1(/ii+i -  hi) (7.3)
The reflectance of pixel i is calculated as follows:
If 07 <90°
R,i =  Ri cos{91) (7.4)
If 07 > 90°
Ri =  0 (7.5)
Case 3. Pixel i has the same height as i +  1 {hi — h{+1). In this case, 9n =  0 and 
R[ =  R{ cos{9S).
Using the above rules, we studied the effect of self-shadow only, on the statistics of the pixel 
scattergram. The rougher the scene, the less significant the self-shadow effect is expected
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to be. This is because when the surface is very rough, for a wide range of solar angles, 
there will always be a fraction of pixels totally shadowed, and some fully illuminated. This 
is reflected in the change of the values of the first and second order statistics of the pixel 
distribution shown in figure 7.3 for various values of the solar angle. We can see that the 
rougher the surface, the less the change in the various statistics due to the solar angle. 
For even rougher surfaces (i.e. more diverse appearance in terms of vegetation sparseness 
and height variability) the less significant the self-shadow effect is expected to be.
Next the shadow effect is studied by considering the heights of all the pixels that could 
cast their shadows on pixel i. In this case, the value of pixel i is not reduced by the cosine 
factor; it becomes zero if it is in shadow. In figure 7.4 we show how the values of the first 
and the second order statistics change with the solar angle. As it can be seen, the change 
in the statistics is very dramatic and it is more so the rougher the surface is.
As a conclusion, we have demonstrated that the statistics of a scene may change signifi­
cantly with the solar angle, and that the shadow effect is more significant for very rough 
surfaces than the self-shadow effect. Thus, for very rough scenes, like those with sparse 
vegetation where the variation of height between trees and bushes and bare soil is large 
and anticorrelated, the cosine correction which accounts for the different amount of il­
lumination an object receives due to its orientation to the sun, can be ignored with no 
significant error introduced. Next, we propose some statistics which can be used for such 
rough surfaces of sparse vegetation, because they are invariant to the shadow effect.
7.2. Illumination effects on the statistics o f a distribution 121
(a) Mean value in band 1
(c) Correlation between bands 1,1
(b) Mean value in band 2
(d) Correlation between bands 1,2
(e) Correlation between bands 2,2
Figure 7.3: Change in the mean values (panels a and b) and elements of the correlation matrix 
between bands 1 and 2 (panels c.d and e) due to illumination variation of a scene. Only the cosine 
effect is considered.
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(a) Mean value in band 1 (b) Mean value in band 2
(c) Correlation between bands 1,1 (d) Correlation between bands 1,2
(e) Correlation between bands 2,2
F i g u r e  7.4: Change in the mean values (panels a and b) and elements of the correlation matrix 
between bands 1 and 2 (panels c,d and e) due to illumination variation of a scene. Only the shadow 
effect is considered.
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7.3 Illumination invariant statistics
Let us consider a scene consisting of N  pixels which is directly illuminated from the sun 
at zenith. Let us also consider that the reflectance is recorded by several spectral bands of 
a satellite sensor also situated at zenith. If the reflectance of a pixel i in 2 bands is (x{, yi) 
then, the distribution of the pixels can be described by the following statistics:
Mean value in band 1:
= 4 l >  (7-6)
Mean value in band 2:
77 =
Ny =  Tl> V 7)
The elements of the correlation matrix of this distribution are:
Rn =  j f T , xi (7-8)
i
=  JfY^Vi (7-9)
i
Rvi =  J jX > XiVt (7.10)
i
If this scene were to be illuminated by the sun at angle 6S with respect to the zenith, two 
effects would influence these statistics:
• The values of all pixels would be multiplied by cos 9S to account for the reduced 
radiation they would receive globally.
• A fraction of the pixels would be in shadow, due to the roughness of the surface.
The first effect would change the statistics of the distribution as follows:
XQS -  x cos 9S (7.11)
y6s =  y cos 9S (7.12)
R\ies =  Rncos2^  (7.13)
R-22es — R 22 cos2 9S (7.14)
Rl26s =  Rl2COS2 0s (7.15)
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where we used the subscript 6S to indicate that these are the statistics of the distribution 
when the solar angle has changed from 0 to 0S with respect to the zenith of the mean imaged 
surface. These equations will be valid if the surface is relatively flat. If the surface however 
is very rough, the major change in the set statistics will be due to the created shadows 
and not due to the reduced radiation the whole set will receive: Imagine for example an 
orchard scene. When the sun is at zenith there is a fraction of surface elements that are 
turned towards the sun face on (ie. they have solar illumination angle #s= 0), a fraction 
with normals that form angle #7 with the direction of the sun (and they receive radiation 
cos #7 times what, the previous ones receive) and so on. When the sun is no longer at 
zenith, there will still be a fraction of surface elements that are turned towards the sun  
and thus receive full illumination, and a fraction that receive cos #7 of the full illumination 
and so on. The surface elements that make up each of these fractions are not the same as 
those when the sun was at zenith, nevertheless, the net result would be that the overall 
statistics of the set are not expected to change much for a given range of scene roughness 
and solar angles due to this effect. Thus, the statistics change significantly, due to the 
creation of shadows when the sun is not at zenith, as was also proved with simulations 
in the previous section. The rougher the surface, the less important the cos #7 correction 
becomes, but the more important the effect of the shadows. In this work, we shall assume 
that we are dealing with a rough Lambertian surface and study only the effect of the 
shadows in the pixel statistics when the solar illumination changes, ignoring the cos 91 
effect.
Let us assume that a fraction of t pixels of all N  pixels become shadowed due to topographic 
effects. Let us also assume that a shadowed pixel does not have zero illumination, but due 
to ambient light reflected by other objects in the scene, its brightness when it is shadowed 
reduces by a factor s from the brightness it has when the sun is at zenith. Thus Nt pixels 
will have new reflectance values (sxi, syi) where i is a pixel identifier. If S is the set of 
all the pixels, then we call S\ the subset of non-shadowed pixels and S2 the subset of the 
shadowed pixels.
We assume that both subsets of pixels, S\ and S2, constitute affair sampling” of the 
original distribution and therefore the statistics of the original distribution would be the
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same either they were computed over the whole set, or over any of these two subsets:
* =  =  ( 7 ' 1 6 )
Rn =  ^ N ^ E ^ E * ?  (7.18)
£22
N iTs * " ( * - * > &  ‘
N  E  Vi J V ( 1  _  t )  E  Vi j V t  E  Vi (7-19)
teS v ' itS 1 ie52
*12 =  ^  E  =  VfTTT) E  =  V i  E  (7-20)
?eS v ' %tS\ zeS2
The assumption of fair sampling is correct if the originally fully illuminated pixels are 
included in subset Si, so that pixels in this set exhibit the full range of variation of 
illumination observed when the sun is at zenith. If the solar angle is so large that subset 
S\ does not include the full range of illumination levels, this assumption breaks down.
Let us calculate now the statistics of the distribution with shadows. We shall use primed 
quantities to distinguish them from the statistics referring to the distribution when the 
sun is at zenith.
The new statistics are:
x' =  TjJX xi +  X sa,Tl =  TplA(l -  t)x +  sNtx] =  (1 — t)x +  stx =4>
ieSi ieS2
J? =  [l +  (s -l)*]3s (7.21)
y' =  Tf C  Vi +  X  svil =  4 t iV(1 ~ *)y + sNt'V] =  (! -  t)x  +  stV =>
ieSi teS  2
[1 +  (s -  1 )t]y (7.22)
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R'n — T fty i x2 +  y ?  s2x2] =  ~[N (1  -  t)Rn +  s2NtRn\ — (1 -  t)Rn +  s2tRu =» 
xeSi «s2
iZii =  [1 +  (s2 -  l)£]i?n  (7.23)
=  s C  Vi +  E  -  t)Rn +  s2NtR22) =  (1 -  i)i?22 +  s2tR22 =>
ieSl ieS2
#22 =  [1 +  (a2 - l)«]iJ22 (7.24)
#12 =  ^ ( E  +  E  ■s2a;iVi] =  “  *)#12 +  S2NtRl2] =  (1 -  t)iil2 +  S2ti?l2 =S-
i t S  i ieS?
#'12 =  [1 +  (a2 -  l)t]iii2 (7.25)
It is obvious from equations (7.21)-(7.25) that the mean and correlation matrix of the 
distribution change as the illumination angle changes depending on the roughness of the 
surface (expressed by parameter t) and the material of the surface which defines the level 
of diffuse light (expressed by parameter s). Using these statistics, therefore, to characterise 
the distribution of the surface pixels, is incorrect. We may derive from them, however, 
quantities which are invariant to illumination, by taking some combinations of them.
1 =  4 =  y.
x‘ X
-  Rp.
^22 R22
R'n — Rn
R'n R\2
(7.26)
(7.27)
(7.28)
rt12 ^1  
R fThe quantity +P is also invariant to illumination changes but since it can also be ex- 
12
pressed as the ratio J/K, it does not convey any independent piece of information. The 
first of the above invariants is the well known Simple Ratio vegetation index, which was
7.4. Conclusions 127
experimentally proved to be robust to illumination changes in chapter 6, if the y band is 
identified with the infrared band and the x band with the red band.
The normalised difference vegetation index (NDVI) can be expressed as a function of I:
N D VI =  (7.29)
It lias been shown that this index is a non-linear function of the vegetation cover of the 
site. In the next chapter we shall try to make use of all three invariants to spectrally 
unmix mixed pixels.
7.4 Conclusions
The reflectance of a real mixed scene may change significantly, due to its roughness and 
change of illumination which induce shadows, resulting in the change of the statistics of 
the reflectance values of a set of mixed pixels. It was proved with the use of simulated 
scenes that from the introduced shadow, the self-shadow effect does not contribute highly 
to the statistics variation, when a very rough scene is depicted. Under this consideration, 
and also assuming that we are dealing with a rough Lambertian surface, we introduced 
some photometric invariant statistics which could be utilised instead of the the simple 
mean values and covariances, for the unmixing of sets of mixed pixels. Since the linear 
mixing model [7] which employs first and second order statistics of the class distributions 
is not applicable and would lead to misclassification, we proceed in the next chapter 
to formulate the problem of spectral unmixing of sets of mixed pixels in terms of these 
invariant statistics.
Chapter 7. Illumination invariant statistics
Chapter 8
Illumination invariant unmixing of 
sets of mixed pixels
8.1 Introduction
In this chapter, the spectral unmixing of sets of mixed pixels is formulated in terms of 
the invariant statistics introduced before, and a new illumination invariant mixing model 
is introduced. As a first step, in section 8.2, the problem of unmixing two classes only, 
soil and vegetation, is studied. It is demonstrated that the formulation of the new mixing 
model leads to an open set of equations, i.e. as more equations are introduced, additional 
unknowns are also added. In section 8.3, the invariant mixing model is generalised to deal 
with four classes.
Finally, some approximate solutions to the problem are investigated. The usefulness of 
the new approach is demonstrated with the help of simulated scenes in section 8.4 and 
also with the help of some real satellite data in section 8.5.
8.2 Illumination invariant mixing model for 2 classes
Let us assume that two classes are known to comprise a mixed scene and a is the proportion 
of one class in mixed pixel i. Then according to the linear mixing model, described before,
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we may hypothesise that there are two pixels, i\ and i2, one of each of the pure classes, 
with spectral reflectances (xu,yn) and (^72^ 72) respectively, such that:
Xi =  axu  +  (1 -  a)xi2
Vi =  a y n  +  (1  -  o)yi2  ( 8 - 1 )
If we assume that on average, all mixed pixels have the same mixing proportions, then we 
can postulate two “ghost” distributions, one from each pure class, such as pairs of pixels 
from the two sets, when linearly combined in proportions a:(l-a) will give rise to the set of 
mixed pixels we have. If we denote by subscript 1 and 2 the statistics of these two “ghost” 
distributions, it can easily be shown that (see Appendix A):
x =  ax 1 +  (1 — a)x 2 (8.2)
y =  ayx +  (1 — a)y2 (8.3)
K11 =  a2Rn,i +  (1 -  a)2R n t2 +  2o(l -  a)x1X2 (8.4)
R22 =  cl2 R22A -f- (1 — ci)2R22,2 +  2a(l — cf)y-py2 (8-5)
R 12 =  a2Ru,i +  (1 -  a)2Ri2,2 +  a(l -  o)xYy2 +  a( 1 -  a)x2yi (8.6)
Let us assume that the roughness of the two pure classes is characterised by parameters t\ 
and t2 respectively, and the material of each pure class is such that the diffuse illumination 
it creates it makes shadowed pixels to be si and s2 times darker than when they are not 
shadowed respectively. Then the statistics of the pure classes when the sun is at zenith 
and the corresponding statistics when it is at angle 9S from the zenith (primed quantities) 
are related by the following equations:
xi =  (1 + (si “  l)*i]3fi
x2 =  [1 + (s2 — I)t2)x2
^11,1 =  I1 +  (5 i ~  l ) * i ] R n , i
^11,2 =  [1 +  (52 — l)^2]Rll,2
y'l =  I1 +  (5i -  l )t1]y1
y '2 =  I1 + (s2 -  1)^ 2.}V2
-#22,1 =  t1 +  (S1 “  l)*l]^22,l
•#22,2 = [^4* (S2 ~ 1)^ 2]-H22,2 (8.7)
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We may try now to express the illumination invariant statistics I, J and K  of the mixed 
class in terms of the invariant statistics of the pure classes using equations (8.2), (8.3), 
(8.4), (8.5) and (8.6):
=  y  a /i +  ( l - q ) J i |  , 
x a + ( l - a ) j ^ | j  
all +  (1 -  a)IiL 
1  =  a +  ( l - « ) f c L  (8'8)
where
h  =  /2 =  ^ ,  (S.9)X\ X2 Vi
Quantities I\ and I2 are invariant, but L is not. In a similar way we obtain (see Appendix 
B for derivation)
r _  n2Ji +  (1 -  a) 2 J2M  +  2a(l -  a)T
a2 +  (1 -  a)2M  +  2a(l -  a)P U'
K  _  a2Ji +  (1 -  a) 2hM_ +  M 1 ~ o)T  .
a2-jf^  +  (1 — E)2j^ M  T- o(l — a)Q +  &(1 — a)R
where
£ 11,1
£ 22,1
11 £ 11,2 
£ 22,2 ’
£ 22,2 , T = ^1^2 p  _
£ 22,1 £ 22,1 ’
II £ 11,1 
£ 12,1 ’ £1.2,2
Q = ®iy2 £ 22,1 ’
R =  *2!/l 
£22,1
yii/2
£ 22,1
(8.12)
(8.13)
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We see'that expressions (8.8), (8.10) and (8.11) involve not only illumination invariant 
quantities, but also statistics which change with the solar angle. These statistics refer to 
the pure classes and they have to be estimated for the case when the sun is at zenith. We 
may solve each one of equations (8.8), (8.10) and (8.11) for the mixing proportion a, to 
obtain:
a = h I2L -  hIL  
II2 ~ I\LI — I1I2 + I1I2L
(8.14)
[J + M J -  2PJ -  h  -  J2M  + 2N]a2 +  2[-M J  +  PJ +  J2M -  Nja
+M J -  MJ2 =  0 (8.15)
[J1 K K 2 +  J2 M K K 1 -  Q KK 1 K 2 -  R K K 1 K 2 -  J1 K 1 K 2 -  J2M K lK 2 + 2TK1K 2\a2 
+ [-2 J2 M K K 1 +  Q KK 1 K 2 +  RKK 1 K 2 + 2J2M K 1K 2 -  2TK\K2]a 
+J2 M K K 1 -  J2M K iK 2 =  0 (8.16)
We expressed the illumination invariant statistics of the mixed distribution in terms of 
the illumination invariant and illumination variant statistics of the pure distributions and 
ended up with a system of 3 equations for a, the first order equation (8.14), and the second 
order equations (8.15) and (8.16). Then if parameters £1, t2 and si and s2 are known in 
advance, it is possible to calculate the values of the illumination variant statistics for the 
sun at zenith from the values of the same statistics at solar angle 6S using equations (8.7). 
Especially parameters £1, t2 which represent the roughness of each class could be extracted 
from the terrain by use of several methods. As described by Shepard and Campbell [74] 
if a surface can be modelled as a fractal, the fraction of the surface which is not shadowed 
can be estimated as a function of the incident sun angle, the slope of the surface the fractal 
dimension and the standard deviation a. Furthermore, if the trees can be modelled by 
identical in shape and size solids and they only cast shadow on the background soil but
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not overshadow each other, then the proportion of shadow in the scene can be estimated 
from the geometry of the tree [43],[48].
Having values for L, M, T, P  and Q we can compute three values of proportion a in the 
mixed scene, using equations (8.14),(8.15) and (8.16).
8.3 Illumination invariant mixing model for more classes
As it was demonstrated previously, equations (8.14), (8.15) and (8.16) can provide esti­
mates of the proportion of vegetation of a mixed scene if only soil and vegetation comprise 
the mixed scene. The existence of three equations provides robustness since it is possible 
to combine all three values obtained from the three equations in some way, to a single 
more accurate proportion estimate.
Furthermore, the three invariant statistics allow us to generalise the unmixing problem 
and solve for the proportions of four classes instead of only two classes, as previously 
shown. The three equations and the sum to one constraint provide in total four equations 
which can be utilised for the unmixing of four classes in the mixed scene.
Let us assume that four classes are known to comprise a mixed scene and a, 6, c and d 
are the proportions of the classes in mixed pixel i. We may hypothesise that there are 
four pixels, i i , i2, h  and i4, one of each of the pure classes, with spectral reflectances 
{xn,yn)Xxi2,yi2), (a'i3,yi3) and (^ 4,^4) respectively in the two available bands. Then 
according to the linear mixing model:
In a similar way described for the simple case of two classes, it is possible to express the 
statistics of the mixed class in terms of the statistics of the four pure classes:
X^  — ClXi 1 I bXi2 ~b CXffi I" dx-i4
Vi = a y n  + byi2 +  cyi3 + dyi4 (8.17)
X axi 4- bx2 -I- cx3 +  dx4
y =  ayx +  by2 +  cy3 +  dy4 (8.18)
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-#11 — o2Rii,i + 52i?ix, 2 +  c2-#n,3 *F d2 Ri i ;4 -F 2a6a:ia'2 +  2acxixs
+  2ad xfx4  +  2bcx2xz +  2bdx2X4 +  2edxzX4
R22 — Q?R22,1 4 * b2R22,2 +  c2R 22,z +  d2R22 ,4 +  2aby4y 2 ±  2 acyxy3
+ 2a d y1 y 4 + 2bcy2y 3 + 2bdy2y 4 + 2 cdyzy 4
R l2  =  a2-Ri2,l +  b2 R\2,2 +  C2i?i2,3 +  d2i?i2,4 +  a^ lI /2 +  o6yi^2
+  a c x iy 3 +  acyfxz  +  a d x \y4 +  a d y fx 4
+  bcx2y 3 +  bcy2xz +  bdx2y4 +  bdy2Xi
+ cdxzy4 +  cdysX4 (8.19)
In this case, the illumination invariant statistics / ,  J and K of the mixed class can be 
expressed as a function of the illumination invariant statistics of the four pure classes and 
some other variant statistics, by use of equations (8.18) and (8.19):
J = {a2J1 +  b2J2M + c2J3M' + d2J4M" +  2abT +  2acT' +  2adT" 
+  2bcTl F 2bdT[ +  2cdT2)
• (a2 +  b2M  +  c2M' +  d2M" +  2 abP +  2 acP' +  2 adP"
I< =  (a2 Ji +  62 J2M +  c2 J3M' + d2 J4M" +  2a6T -f 2acT' +  2adT" + 2bcT1 
+  2bdT4 -F 2cdT2)
ah +  bLh +  cL'h +  dV'h  
a +  bRL +  cRL' +  dRL"
(8.20)
+ 2bcPi +  2bdP{ +  2 cdP2)~l (8 .21)
M' +  d2^LM " +  abQ +  acQ' +  adQ" +  abR + bcR'
+ bdR" +  acS +  bcS' +  cdS" +  adU +  bdU' +  cdt/ " ) -1 (8.22)
a + 6 + c + d = l (8.23)
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where L, M, T, P, Q and R are defined in equations (8.9), (8.12) and (8.13) and the 
other illumination variant parameters are given in equations (8.24). If the roughness and 
the material of each pure class are known in advance, it is possible to calculate the values 
of the illumination variant statistics for the sun at zenith from the values of the same 
statistics at solar angle 6S using equations similar to (8.7).
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7722.1
Js
Ja
Ti
T{
t 2
Pi
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7722.3 
R ii ,a
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X2X3
7722.1
^2^4
7722.1
T33I4
7722.1 
V2V3
7722.1 
V2V4
7722.1 
V3VA
7722.1
(8.24)
Eventually, by use of the four equations (8.20), (8.21), (8.22) and (8.23) in which all 
the parameters, illumination variant and invariant, are known, it is possible to solve for 
the four unknown proportion values a, b, c and cl. Since the above equations are too 
complicated to be solved analytically, approximate proportion values could be estimated.
8.4 Mixing model in simulated scenes
In order to examine the accuracy of the model in predicting the vegetation cover in mixed 
scenes, the model was tested on simulated scenes, representing semi-vegetated landscapes. 
Simulated scenes may not fully describe the complexity of a real surface but if carefully 
generated, they have the advantage that vegetation and soil parameters can be fully con-
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trolled and varied as necessary.
We decide to study the mixing model for two classes due to its simplicity compared to the 
more general one. Thus, the simulated scenes which contain soil and vegetation only ancl 
are illuminated by several sun angles as generated in chapter 4, were utilised so that the 
invariance of the parameters of interest could be examined. Especially, the low resolution 
mixed scenes of aggregation level 5 were employed, so that more realistic results could 
be obtained. Pure scenes for soil and vegetation (to be used for the calculation of the 
statistics of the pure classes) were separately generated with a different seed value for the 
random number generator and with the sun at zenith.
8.4.1 Illumination invariant parameters
As a first step, parameters I, J and K  for the mixed distribution were examined as regards 
to their invariance with the illumination changes. For this purpose, the above parameters 
were estimated for each scene containing 0% to 100% vegetation, and for each sun angle. 
The results are shown in figures 8.1 and 8.2.
In general, parameters / ,  J and K  remain invariant, presenting a slight fluctuation as the 
vegetation cover increases. As it can be observed, these parameters are totally constant 
in pure soil, due to the fact that the soil scene is flat and no shadow is introduced and 
also in the pure vegetation, due to the complete obstruction of shadows from the thick 
vegetation. The slight variance of the statistics / ,  J and K  as the fractional vegetation 
cover increases can be explained by the cosine effect which is ignored in the definition of 
these statistics but may have some significance when the roughness of the scene increases.
8.4.2 Proportion estimation of simulated scenes
As a next step we try to estimate the proportions of the generated scenes by use of the 
three equations (8.14), (8.15) and (8.16) for all available sun angles. For this purpose, 
the means and correlations of the pure classes were estimated and substituted in the 
above equations. Parameters tx and t2 which represent the proportions of shadowed soil 
and vegetation, could be estimated for each mixed scene. In our case though, these two
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parameters were defined for the pure scenes. Since both pure soil and vegetation scenes 
were considered when the sun was at zenith, no shadow was introduced, thus, tx =  t2 =  0. 
With this assumption it can be noted that parameters L, M, T , P, Q and R which 
usually vary with illumination, become invariant. Furthermore, as mentioned before, the 
reduction on the reflectance of both classes when they are shadowed was the same for all 
scenes and equals 70% which means that parameters si =  S2 — 0.3. The results of the 
proportion cover estimation for all eleven scenes and all sun angles are given in tables 8.1,
8.2 and 8.3.
It is obvious that besides the case where the light rays graze the scene, in all other cases 
equations (8.14), (8.15) and (8.16) are found to reproduce the coverage well, within some 
expected uncertainty of ±15%.
Results are also graphically presented in figures 8.3 and 8.4. The three sets of points rep­
resent the proportions a l , aJ and aK  as estimated from the three equations (8.14),(8.15) 
and (8.16) respectively.
As can be seen from these figures, all three equations provide very good estimates of 
the proportion values for the pure scenes 0% and 100%. It is also observed that the first 
order equation always provide larger values of proportions compared with the second order 
equations. In general, the proportion values are accurately calculated, with only exception 
the extreme case of the low sun angles (1°), where proportions are underestimated in each 
case.
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sun  angle (degrees)
- - -  J
—  K 2.5
sun angle (degrees)
(a) 0% vegetation (b) 10% vegetation
—  j
—  K 2.5
S 2
1e
2. 1.5
 j K
.£ 1
sun  angle (degrees)
(c) 20% vegetation
sun angle (degrees)
(d) 30% vegetation
su n  angle (d egrees) sun  an gle (d egrees)
(e) 40% vegetation (f) 50% vegetation
Figure 8.1: Parameters l,J,K of the scenes, versus the illumination angle
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(a) 60% vegetation (b) 70% vegetation
sun  angle (degrees) sun angle (degrees)
(c) 80% vegetation (cl) 90% vegetation
2,5
S 2 E
e
S. 1.5
 J K
40 60 60 100
sun  angle (degrees)
(e) 100% vegetation
F i g u r e  8.2: Parameters l,J,K of the scenes, versus the illumination angle
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T a b le  8.1: Real and estimated proportions from equation (8.14) for scenes illuminated by several 
sun elevation angles
Real (% ) % % % % % % %
proportions {4> =  i°) (0 =  20°) -e
- II O 0 (0 =  45°) II 05 o 0 II oo o 0 II <o CD 0
d 0 0 0 0 0 0 0
10 6 7 8 8 8 7 9
20 13 16 18 19 18 16 19
30 20 27 29 30 29 25 29
40 30 42 43 45 42 37 42
50 38 53 54 56 53 46 51
60 43 62 62 64 60 53 58
70 57 75 76 77 74 66 71
80 70 85 86 87 85 78 81
90 83 92 94 94 93 8 8 90
100 100 100 100 100 100 100 100
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Table 8.2 : Real and estimated proportions from equation (8.15) for scenes illuminated by several 
sun elevation angles
Real (% ) % % % % % % %
proportions
OtHII II to o 0 (0  =  40°) (0  =  45°) (0 =  60°) 11 00 o 0 II to o o
0 0 0 0 0 0 0 0
10 4 5 7 7 7 7 8
20 12 14 17 17 17 15 18
30 19 24 27 28 27 24 28
40 29 38 40 42 40 36 41
50 36 50 51 53 50 45 50
60 42 59 60 62 58 51 57
70 56 74 74 76 72 65 70
80 68 84 85 86 83 77 80
90 82 92 93 94 93 87 90
100 100 100 100 100 100 100 100
Table 8.3: Real and estimated proportions from equation (8.16) for scenes illuminated by several 
sun elevation angles
Real (% ) % % % % % % %
proportions (0 =  1°) (0  =  20°) II o o (0  — 45°) II 03 o O •©
- II CO o 0 (0  =  9 0°)
0 0 0 0 0 0 0 0
10 4 5 7 7 7 6 8
20 11 14 16 16 16 15 18
30 18 23 26 27 26 24 28
40 28 37 39 40 39 35 40
50 36 49 50 52 49 44 49
60 41 58 58 60 57 50 56
70 55 73 73 75 71 64 69
80 67 84 84 86 83 76 80
90 81 92 93 94 92 87 89
100 100 100 100 100 100 100 100
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10 20 30 40 50 60 70 80 90 100
sun angle (degrees)
(a) 0% vegetation (b) 10% vegetation
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Figure 8.3: Proportion values for each scene and each sun angle, from the equation of each
photometric invariant, I, J and K.
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30 40 50 60 70
sun angle (degrees)
30 40 50 60 70
sun angle (degrees)
(a) 60% vegetation (b) 70% vegetation
10 20 30 40 50 60 70 60 90 100
sun angle (degrees)
30 40 50 60 70
sun angle (degrees)
(c) 80% vegetation (d) 90% vegetation
10 20 30 40 50 60 70 80 90 100
sun angle (degrees)
(e) 100% vegetation
Figure 8.4: Proportion values for each scene and each sun angle, from the equation of each
photometric invariant, I, J and K.
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8.5 M ixing m odel w ith real scenes
The accuracy of the model to predict the vegetation coverage in mixed scenes was also 
tested on real scenes. The scenes depict areas located close to Athens in Greece for which 
also ground information was available and were described in more detail in chapter 5. The 
ground, information had been provided by human inspection and not in any systematic 
way. So, it is doubtful that it is more accurate than ±15% the true value, and even less 
than that.
8.5.1 Description of the real scenes
As it was mentioned in a previous chapter, the available satellite data consist of 53 mixed 
scenes, and all of them are utilised. The scenes are divided into two categories, 22 sites of 
the mountain Pateras and 31 sites of other regions namely Lavrio, Varnavas and Penteli.
In order to predict the class composition of the mixed sites, the statistical characteristics 
of the distributions of the soil and vegetation pixels are needed. Due to the heterogeneity 
of the scenes though, the statistics (mean values and correlations) of the pure classes could 
only be retrieved from the use of mixed sites with known composition, which are called 
training sites. From the total number of scenes of the Pateras region, 16 of them are 
used as training scenes, and 6 of them are used for testing of the method. In a similar 
way, from the total number of scenes of the other regions, 23 of them are used as training 
scenes, and 8 of them are used for testing. The linear system of equations referring to the 
training scenes was solved in the least square error sense as described in chapter 5 in order 
to derive the statistical characteristics of the pure classes. The derived statistics of the 
pure classes for the Pateras scenes, by considering 16 training scenes are quoted in Table 
8.4.
Class Mean 
(band 1)
Mean 
(band 2)
Variance 
(band 1)
Variance 
(band 2)
Covariance 
(bands 1,2)
Soil 68.54 63.37 23.96 73.63 49.99
Vegetation 30.49 53.30 55.31 43.42 42.32
T a b le  8.4: Statistical characteristics of the pure classes from the Pateras training scenes.
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In a similar way the derived statistics of the pure classes for 23 training scenes of the other 
regions studied together are quoted in Table 8.5.
Class Mean 
(band 1)
Mean 
(band 2)
Correlation 
(band 1,1)
Correlation 
(band 2,2)
Correlation 
(bands 1,2)
Soil 54.20 55.03 85.99 76.11 77.46
Vegetation 20.43 40.95 16.49 20.67 7.98
Table 8.5: Statistical characteristics of the pure classes from the training sites.
As can be seen from equations (8.14),(8.15) and (8.16), besides the pure class statistics, it 
is also necessary that parameters tx, t2 and s are known in advance and extracted from the 
pure scenes. The computation of these parameters, demands the knowledge of elevation 
data of the pure scenes, the knowledge of the material and the reflectivity of each class and 
also the knowledge of the illumination conditions under which, the images were obtained or 
the sun position at the time of the satellite pass. Since no such information was available, 
these parameters can be estimated from the use of the training scenes. The purpose of 
our experiments is to evaluate the illumination invariant model in correctly estimating the 
vegetation coverage of mixed scenes, and not the reliability of tx, t2 and s computation. 
Therefore, the most suitable values of these parameters must be used, which in our case 
could be the parameters that would guarantee the best coverage estimates of the training 
scenes. For this purpose, an exhaustive search was used for the best values of tx, t2 and 
s varying from 0 to 1. The values for which the best classification results of the training 
sites were obtained, were adopted.
The best set of values for the Pateras sites was found to be: tx =  0.05, t2 =  0.1 and 
s =  0.95. For these values of the parameters the results of coverage of the training and 
test sites, as obtained from equations (8.14),(8.15) and (8.16) together with the real pro­
portions obtained from ground inspection, are given in Tables 8.6 and 8.7 respectively. 
The values propl, propJ and propK refer to the proportion values estimated from equa­
tions (8.14),(8.15) and (8.16) respectively. In a similar way, the values that provide more 
correctly classified training scenes in the second category of sites are: tx =  t2 — s =  0. 
The results of proportion estimation of the training and test sites are presented in Tables 
8.8 and 8.9 respectively.
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Proportion 
by inspection%
propl
%
propJ
%
propK
%
70 57 57 57
45 34 33 33
70 42 41 41
80 69 69 69
100 100 100 100
45 60 60 60
80 90 90 90
95 100 100 100
90 90 91 92
90 100 100 100
70 80 80 81
80 91 93 93
85 60 60 60
55 41 41 41
90 81 75 74
80 77 76 76
T a b le  8.6: Proportion estimation for the Pateras training sites
Proportion 
by inspection%
propl
%
propJ
%
propK
%
75 87 88 88
85 94 96 97
70 98 100 100
90 91 90 89
30 54 54 54
30 47 46 46
Table 8.7: Proportion estimation for the Pateras test sites
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Proportion 
by inspection%
propl
%
propJ
%
propK
%
80 69 69 69
60 72 72 72
85 58 58 59
65 48 48 49
45 43 43 44
90 100 100 100
85 94 94 94
60 52 52 52
75 56 56 56
85 60 60 59
90 85 85 85
SO 94 94 93
80 77 77 77
100 98 98 99
95 98 98 98
100 90 90 90
100 88 88 88
85 88 8S 86
90 100 100 100
70 100 100 100
95 92 92 92
100 100 100 100
95 99 99 99
T a b le  8.8: Proportion estimation for the test sites
8.6 Conclusions
In this chapter, by adopting the photometric invariant statistics derived before, we formed 
a new mixing model, useful for the reliable calculation of vegetation coverage of a real scene 
without any influence from the illumination conditions. The model requires as input data, 
the statistics of the pure classes, information about the roughness of the surface of these 
classes, as well as information about the level of illumination in the shadowed regions. Such
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Proportion 
by inspection%
propl
%
propJ
%
propK
%
95 100 100 100
100 100 100 99
85 49 49 49
90 43 44 44
65 71 71 71
70 94 94 95
35 57 56 55
95 84 84 84
T a b le  8.9: Proportion estimation for the test sites
information can be derived from training scenes for which accurate ground information is 
available.
The invariance of the proposed statistics was demonstrated with the help of simulated 
scenes. For the same scenes we could also use the proposed method to derive with high 
accuracy the cover proportions.
The real data at our disposal did not have very accurate ground information. Even so, 
with the exception of a few cases, when the cover proportions computed by our method 
were very wrong, in most cases reasonable agreement with the ground inspection was 
achieved. The statistics of the pure classes had to be derived from the training sites, 
and the roughness and shadow parameters were chosen so that maximum consistency was 
achieved among the training data.
Chapter 9
Conclusions
9.1 Overview and Discussion
One of the most common problems in certain applications of Remote Sensing can be 
considered the presence of mixed pixels which result from the limitations of the spatial 
resolution of sensors on board satellites, and the variability of ground surface cover. This 
thesis was concerned with the case of unmixing sets of pixels and not individual pixels. 
There are two main advantages of this approach: first, it does not need a detailed descrip­
tion of the scene because it evaluates the scene composition as a whole. Second, it takes 
into consideration the intraclass variability of each class since it treats pixels as random 
variables.
The sensitivity of any method employed to perform the unmixing of a mixed area to the 
illumination conditions is a vital criterion for the choice of the appropriate method. This 
thesis was especially concerned with the unmixing of rough mixed semiarid areas where 
the roughness was due to the variable vegetation height. Any change in the illumination 
direction produces shadows which alter the reflectance of the whole scene. This leads to 
misclassification of the scene, when simple statistics are used for the unmixing. Hence, 
the factor illumination can prove critical in the unmixing of sets of pixels.
In chapter 2, the problem of illumination was described and the two approaches applied 
for the vegetation estimation were presented and compared: the vegetation indices and
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the linear mixing model. The necessity of generalising these two approaches for sets of 
pixels was discussed and the effect of illumination variation on them was stressed.
Chapter 3 proposed some new ways of defining vegetation indices for sets of pixels. The 
first two definitions incorporate first order statistics of the pixel distributions or vegeta­
tion indices. Especially for the NDVI a third definition employs second order moments, 
expressing the NDVI as the direction of the principal axis of the mixed distribution. This 
definition is based on the underlying assumption that the shadow factor is so significant 
that the distribution of pixels is oriented towards the origin of the R-IR scattergram. Fur­
thermore, a theoretical relation between the NDVI and the proportion values of sets of 
mixed pixels was derived for each of the three definitions.
In chapter 4, artificial rough mixed scenes were generated, of different degrees of vegetation 
coverage, illuminated under several sun angles.
The experimental NDVIs for sets of pixels and the mathematical relations between the 
NDVIs and the proportion values were studied with the use of simulated and real data 
in chapter 5. It was proved that the NDVI of sets of pixels as defined from the principal 
axis was a non linear function of the vegetation coverage also exhibiting negative values in 
the cases that the intraclass variability of the mixed class turned the principal axis away 
from the origin, or even in the cases that some other unidentified components were present 
in the scene. On the other hand, the NDVIs defined from the mean values were almost 
linearly related to vegetation coverage and revealed high correlation with the vegetation 
proportion values. Thus, these two definitions were employed for further study.
In chapter 6, all vegetation indices expressed for sets of pixels and based on mean val­
ues only, were evaluated in terms of their correlation with the vegetation coverage and 
robustness to illumination changes. It was proved that the ratio indices performed very 
well.
Some novel statistical parameters were proposed in chapter 7 which under some assump­
tions, can be considered illumination invariant. Restricting the surface under examination 
to be Lambertian, simplifies the problem, since the consideration of different view angles 
can be avoided. Furthermore, ignoring the selfshadow effect was proved to be realistic, 
especially as the roughness of the scene increases.
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Finally, in chapter 8 the simple linear mixing model for sets of pixels was expressed in 
terms of the newly introduced photometric invariant statistics and it was proved to be 
helpful in unmixing sets of pixels under several illumination conditions.
At this point it is interesting to identify the best way in which the average vegetation cov­
erage of a rough mixed area can be estimated, independently of any illumination condition. 
The vegetation indices based on the ratio of mean values in the two bands, exhibited lin­
earity and performed very well in the unmixing process. Although they seem an obvious 
simpler choice, there are some problems arising from their use. First of all, vegetation 
indices can only classify one vegetation class. It is obvious that the estimation of vege­
tation coverage is quite accurate, and similar errors with the mixing model are obtained. 
The limitation that appears is that the vegetation index values are not global, thus the 
calibration lines can not be utilised for every mixed scene, but they can only characterise 
the specific scene under examination.
On the other hand, the illumination invariant mixing model seems to be more complicated 
but it can identify more than two classes, as it can be extended as shown before to 
the four class identification, especially in the case that two spectral bands are available. 
Furthermore, they can also unmix any mixed scene if the reflectances of the pure classes 
that comprise the scenes and their roughness are known. Thus, it can be considered that 
the mixing model is a better choice for illumination invariant mixed pixel classification.
9.2 Contribution of the thesis - Further Work
The aim of this thesis was to study methods that are used in the mixed pixel classifica­
tion area, provide an understanding of the relationship between vegetation indices and 
linear mixing model, investigate the effects of illumination on an image of a rough scene, 
investigate the impact of illumination variation on these methods and also propose new 
algorithms for illumination invariant unmixing of sets of mixed pixels. It can be considered 
that this aim was successfully achieved. The various methods were examined from several 
points of view and their accuracy was investigated for a variety of situations. In detail, 
the main contributions of this thesis are the following:
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• Vegetation indices were generalised to deal with sets for pixels.
• For the simple case that two spectral bands are utilised, theoretical relations between 
NDVI and vegetation coverage were derived and they proved useful only in the case 
that the NDVI was estimated from first order moments.
• The appropriate vegetation indices which can be employed for illumination invariant 
vegetation prediction were identified.
• Some new photometric invariant statistics were proposed.
• A new mixing model was introduced, based on the photometric invariant statistics, 
which successfully unmixes sets of pixels independently of the illumination conditions 
in the case of simulated scenes and provides satisfactory proportion estimates in the 
case of the available real scenes.
Some future work could be done for the generalisation of the newly proposed mixing 
model. The Lambertian assumption the model is based on, is not a realistic one when real 
scenes are depicted. Real rough surfaces reflect energy anisotropically, hence they appear 
different from different view angles. Furthermore, the satellite position when passing a 
specific location, does not always coincide with the nadir position. Therefore, it would 
be interesting to study the behaviour of the invariant statistics when the scene is viewed 
under several view angles and also evaluate the performance of mixing model under these 
conditions. It is expected that in this case, instead of utilising the statistics of the pure 
distributions as estimated at zenith, the “hot spot” angle statistics will be involved. This 
is the case in which the sun angle coincides with the view angle, and no shadows are 
introduced in the scene.
Finally, it would be useful to use more appropriate real data, for which more accurate 
ground truth information is available and also information about the height and position 
of the trees is known.
Appendix A
We derive here the expressions of the statistics of the set of mixed pixels in terms of the 
statistics of the pure classes:
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In these expressions, we pair pixels from two different distributions to find the various 
components of their cross-correlation. The pixels we pair have been selectively chosen to 
be those which were combined to give rise to a mixed pixel. We may assume that other 
pairs of pixels may give rise to equally plausible mixed pixels. Then, we may for example 
write:
xnxi2 ~  "y2 2  S =  S xil~N lL/X32 =  Xl ’ x2 (A-7)
i i j i j
Similar expressions can be derived for the other elements of the cross-correlation matrix.
In short, we may say that assuming independence of the two pure distributions, we have:
X\X2 =  X\ • x2
ViV2 -  V1 -V2
xxy2 =  xi ■ y2
y 1x 2 =  y i - x 2
( A . 8)
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Here, we express the invariant statistics of the set of mixed pixels in terms of the statistics 
of the pure classes.
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Appendix C
C .l  Description of the turning bands method
We describe here the turning bands method used to generate the 2D pure soil field [53]. 
In general, if x =  ($1, a2, xn) represents a point in n dimensional space Rn, and Z(x.) is 
a random variable corresponding to point x then the pair [x, Z(x)|x e  Rn] is defined as a 
stochastic process on Rn.
A stochastic process is called ‘second-order stationary’ if the following conditions are 
satisfied:
• The mean value of the process does not depend on the position of each point in space 
Rn:
J5[Z(x)] — m(x) =  m (C.l)
• The correlation function of the process depends only on the vector difference x i -  x2 
and not on each particular vector x i , x 2:
R(x  i , x 2) =  E[Z{xx)Z{x2)] =  R{x  1 — x 2) =  R{ r) (C.2)
where r =  x i — x 2.
A stochastic process is called ‘isotropic’ if the correlation function does not depend on the 
direction of vector r but only on the vector length:
R(r) =  R(r) 
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where r =  |r[.
A Gaussian, zero-mean, second-order stationary and isotropic process can be simulated 
by the turning bands method. In the turning bands method, instead of simulating a 2- 
or 3- dimensional process with a specific correlation, one can simulate a unidimensional 
processes along several lines each with the same correlation, and estimate the value at a 
point of the 2D random field as the weighted sum of the values of the projections of the 
point on the 1-D lines. A schematic representation of the field and the turning band lines 
is provided in figure C.l:
field P
Figure C .l: Turning bands representation
Let P  in figure C.l represent the multidimensional random field. The steps of the turning 
bands method for generating Z(x) with a given correlation R(r) are the following:
1. First an arbitrary origin O in Rn is chosen and L straight lines passing through 
the origin are taken. The unit vectors of the lines can be represented as u*, where 
i — 1, ..,L. The tips of the unit vectors of the lines are uniformly distributed on the 
unit circle or sphere. In the 2D case for example, the orientation 6{ of the ith line is 
uniformly distributed between 0 and 2n (see figure C.l).
2. Along each line i, a zero-mean one dimensional process is generated with correlation 
function R\{Q) where Q represents the shifting parameter along line i. (A relation
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between the correlation function of the field R(r) and the corresponding Ri{Q) must 
have already been calculated, so that function Ri{Q) is assumed known.)
3. Each point of the field is projected onto each line. Then, the value of the unidimen­
sional process along each line is calculated at the projected points. It can be shown 
that if (x n iVn ) are the coordinates of point IV, in the 2D field, then its projection 
on line i, is point Qvi =  x iv * W-
4. Finally, the value assigned to point N  is:
where u>i(Gv) is the value of the unidimensional process along line i. We can understand
f l i p  - f n r 'f n v  — 1—  i n  o n n a t i n n  f !  A  • fnllnw .Q1 W p  w i s h  f l i p  9 .F) r n / n r ln m  f ip lr l  w p  r v p n f p  f n
variance from those points, to find the same variance we would have found if we were to 
use any sufficiently large collection of points from the field. Let us say that we express 
Z(zjv) as a linear combination of the values as its projections on the L lines:
We must determine parameter S so that the field is homogeneous and isotropic with 
respect to its variance. We assume that both the 2D and the ID process are with 0 mean. 
Then we square both sides of equation [C.5] and take the expectation value:
The second term on the right-hand-side of equation [C.6] contains the cross-correlation 
between the random process along two different lines. These are assumed to be indepen­
dent, so the second term in [C.6] vanishes. The term 011 the left-hand-side is the variance
1 L
Z ( x n ) =  - 7 =  £  • u«)
v - L  i=i
(0.4)
1 LZ(xN) =  ~Y^W i(xN ■ Ui)
i=l
(C.5)
(C.6)
of the 2D process, call it o 2 and each of the terms on the right-hand-side is the variance 
of the process along each line, call it o 2:
(C.7)
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If we wish to have a\ =  erf, then we must choose S =  \/L.
This method is called ‘ turning bands method5 (TBM) because of the bands which appear 
on every line when perpendicular lines are drawn from the discrete points of the 2D grid 
projected onto the lines. The bands turn as the lines turn on the unit circle or sphere.
The difficulty the TBM has to deal with is to express the correlation £i(C) of the unidi­
mensional process in terms of the desired 2D R(r) covariance function.
If Xi,X2 are two points of the field then the correlation function of the simulated scene 
according to equation (C.43) is:
i?(x1,x2) =  S[Z(x1)Z(x2)] (C.8)
If we substitute for Z from equation [C.4], we have:
1 L L
R {x i ,x 2) =  ' ui)wj(x 2 • uj)l (C.9)
i—1 j=1
Due to the independence of the unidimensional processes in the different lines we have 
E[wi(xi • Ui)wj(x2 • Uj)] =  and the above relation can be written as:
L
^ E [ w i ( x i • Mi)wi(yL2 • u ,■)] 
i—1
(C.10)
L
Y ^ R l i ^ l  • U i ,x2 ■ u i) 
1
( C .l l )
L
*Ui - x 2 -Ui)
2 —r
(C.12)
L
^ £ i ( ( x 2 - x 1) . Ui) (C.13)
L
X - ^ ! ( r ’ ui)
i=l
(C.14)
where r =  x 2 - x x and E[wi{xx ■ni)wi{x.2 -u*-)] represents the correlation of the ID process 
Ri on line i. Vector u; is uniformly distributed over the unit circle or sphere, thus the 
above equation depends only on |r| =  r.
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For a very large number of lines, (L —> oo) the correlation function becomes:
1 L
R(r) =  lzmL- >00{ — • u;)} (C.15)
i— 1
=  B[Ri(r ■ Ui)] (C.16)
=  f  Ri(r- u i ) / ( u ) < i u  (C.17)
J C
where c represents the unit circle, / ( u) is the probability density function of u which is 
1/(27t) in the 2D case and du is the differential length at the end of u. Thus, equation 
(C.17) for the 2D case (n =  2), is given by
R{r) =  —  f  Ri{r ■ u)du (C.18)
27T J u n i t  circle
i.e. the 2D correlation function is equal to the 1-D one, averaged over all possible orien­
tations on the plane.
The projection of the argument of R , r along the direction of unit vector Uj is ]r| • jui| • 
cos(0 -  9i) (see figure C.l) i.e. rcos(0 — #*) as |ui| =  1. Also, du is the tangent vector to 
the unit circle, so it is |ui| d9=d9.
Equation (C.18) therefore becomes:
fl(r) =  - L / '  R^rcosifi-OVdO  (C.19)
27F J u n i t  circle
We may define a new variable oj — cf) — 9. Its limits of integration are from 0 — 27r to 0. 
As we are integrating a periodic function over one period, it does not really matter which 
period we are integrating over, so we may use limits of integration from 0 to 27r:
1 f 2lr
R(r) — 7T“ /  Ri(rcosu)(-du)) (C.20)
27r  Jo
As R\ is an even function with respect to its argument, and as cos w =  — cos(w ±  7r) this 
can be written as:
1 f tR (r )=  4 - —- /  Ri(rcoscj){-du>) (C.21)
27T J o
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If we substitute £ = r cosw then dcu — and equation (C.21) becomes:
fl(D =  2- l rsinwi r m d i
2 r  f l i (0
7T J o  y j r 2 — £2
(C.22)
This equation can be rewritten as:
r  Rite)
J o  ( r 2 -  C2)1/2
(C.23)
This integral equation cannot be solved for i?i(£) in terms of R{r). However, Brooker
[8] provided a general analytic expression of R i( 0  which becomes complicated when a 
spherical 2D correlation function is utilised. A numerical solution can be obtained via the 
Fourier transform of the ID correlation function. Thus, the line process can be generated 
with the use of a spectral method since the spectral density function of the unidimensional 
process can be expressed as a function of the radial spectral density function of the 2D 
process [53].
C.1.1 2-Dimensional field generation with the use of spectral line gen­
eration method
C. 1.1.1 Spectral method for 2-Dimensional process generation
The way of generating a random process as mentioned before is the ‘spectral method5.
If we assume that the Fourier transform of the correlation function S{oj) exists, then the 
correlation R{r) can be expressed as:
(C.24)
For a real field, this becomes:
(C.25)
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where to =  [0/1,072], a vector of frequencies, dto =  dujidtoo and £ 2 denotes the 2D Fourier 
domain. Function S(to) is the spectral density function of the 2D process.
The spectral density function is given by the Fourier transform of £(r):
s(w) =  (5FF L  e^ ' UR^ dr ( ° -26)
As R{r) is symmetric with respect to its argument, function S(to) becomes:
s^  =  WpI# cos r^ ' ( ° -27)
From the above equation it is obvious that S(to) is symmetrical with respect to both its 
arguments, (i.e. S(to) =  S(—to)) since R{r) is a real function. If the process is isotropic 
then S(to) =  S(tu), where to =  jw|. In polar coordinates, a;, 0, dto =  todddu; and due to the 
isotropy of the field: R{r) =  R(r). Thus, (C.25) becomes:
poo r2n
R(r) =  /  / cos(o7?’ cos0)d05' (uj)toduj (C.28)
io Jo
The integral J027r cos(wr cos0)d0 is equal to / 027r cos(wr sin0)d0 =  27rJo(o;r) [2] where Jo is 
a Bessel function of the first kind of order zero. Thus, equation (C.28) becomes:
poo
R(r) =  27r / Jo(tor)S(to)todto (C.29)
Jo
The radial spectral density function of a 2D isotropic process is defined as:
f (u )  =  L  [S(w)ud6 =  - b s (w)w [  d e=  ^  ^
& J  Cu> O Jcu O
where a2 is the variance of the process, cw is a circle with radius to and todO is the differential 
length on the circle. Thus: S(to) =  a2f  (w)/(2-kw) and by substitution into equation (C.29) 
the correlation function becomes:
poo
R{r) =  cr2 /  f{uj)Jo{ur)dto (C.31)
Jo
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In a similar way, starting from (C.27) and substituting R{r) =  R(r), dr =  rdrdO and 
voj =  ur cos #, we obtain:
/(w) =  [  R(r)Jo(u)r)rdr (C.32)
O’ Jo
C .l.1.2 Spectral method for unidimensional process generation
For a unidimensional process, the correlation function i?i(£) may also be spectrally rep­
resented. If Si (uj) is the spectral density function of the unidimensional process, then:
/ oo _ rco rco
e?utSi(cj)duj =  / cos(cjQSi(uj)dco + j  / sm(u()Si((jj)du)
-oo J—oo J—oo
/ OO TOOcos(ojQSi(oj)dcj =  2 cos(ojQSi(oj)d<jj (C.33)-oo J 0
since 5i(a>) is real, symmetric and positive. If function i?i(£) is substituted into equation 
(C.23) from equation (C.33), we have
nf \ _  2 [ r -Hi(C) 
(  )  i t  Jo (r2 - C 2)V 2
dC
4  rr  roo c o s { u Q b i { u > ) d o j
7r Jo Jo (r2 - C2)1/2
cos(w£)d£ 
(r  ^— £2)1/2
4 , sr f r , _
=  -J o  5l(w ){/o (C'34)
We set
£ =  rsin# =+ d£ = r cos 9d0 =  r{ 1 -  — ^^dO =  (r2 — £2)1//2d# (C.35)
Therefore
<'ir/2A roo  / - t t / z
i?(r) = — -S'i(w) /  cos(wr sin#)d#da; (C.36)
W o Jo
Since the integral in the brackets equals (7r/2) J0(car), equation (C.36) can be written as:
rco
R(r) =  2 /  5i(w)Jo(wr)dca (C.37)
Jo
C.l. Description o f the turning bands method 165
At this point we can use the Hankel transform of this equation. Hankel transforms are 
integral transformations whose kernels contain Bessel functions. If f (x )  is a function 
defined for x > 0 then its i/th order Hankel transform is defined as [65]:
r oo
Fu(s) =  'H„{f(x)}== x f{x )J l/{sx)dx (C.38)
Jo
If v > —1/2, the inverse Hankel’s transform is given by the formula:
poo
f (x )  =  H -'iF ^ s )}  =  /  (C.39)
Jo
If we assume that v — 0 and identify f (x )  in (C.39) with R(r) in (C.37) we deduce that 
sFu(s) corresponds to 2Si(u). Therefore Fl/{s) corresponds to ~Si(u). Replacing Fl/{s) 
and f (x )  with their corresponding functions in equation (C.38) we obtain:
9 r°°
—Si{co) =  /  rR(r)Jo(ru)dr (C.40)
u) Jo
from which equation (C.41) follows.
1 r°°Si(uj) =  -oj /  R{r)J0 {ur)rdr (C.41)
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R'om the comparison of equations (C.41) and (C.32) we obtain:
2
Sl(w) =  y / ( w )  (C.42)
This means that there is a relation between the spectral density function of the unidimen- 
sional process and the radial spectral density function of the 2D process. Thus, the steps 
that can be followed for estimation of the correlation of the unidimensional process are:
1. Use equation (C.32) to estimate the radial spectral density function f(u )  from the 
knowledge of the correlation R(r) of the 2D process.
2. Use equation (C.42) to estimate the spectral density function of the unidimensional 
process.
3. Use equation (C.33) to estimate the correlation function Ri{Q  of the unidimensional 
process.
166 Appendix C.
C.1.2 ••'- Application of the T B M  in generating a 2-Dimensional field with 
exponential correlation function.
One of the covariograms used often for the simulation of random fields is the exponential, 
providing a high correlation in the near neighbourhood of a point which is expressed by 
the correlation length and decaying as the distance from the point increases. Such a 
correlation function is described by the equation below:
R(r) =  <j2e~br (C.43)
where a2 is the variance of the process, 6_1 has units of length and is called correlation 
length and r is the distance between any two points of the field. Thus, the turning bands 
method can be followed for the generation of a 2D stationary isotropic field with the 
prespecified correlation function. As mentioned before, the process can be expressed as a 
weighted linear combination of unidimensional processes according to equation (C.4).
C. 1.2.1 Generation of a line process by using the spectral method
Following the three steps necessary to apply the turning bands method, we first calculate 
f{u>) by use of equations (C.32) and (C.43) [52]:
/(ul) 6[1 +  [i/b)2]3/2 (C'44)
Then, from equation (C.42) we obtain:
<7 u/b
Sl(w) “  2 b [l+  («/i>)2]3/2 (C'45)
For the exponential function, the corresponding one-dimensional correlation function is 
given by equation (C.46), as derived by the use of (C.33) and (C.45) [52]:
= <r2{ i  -  \K[h- - W ) ] } (C.46)
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where Jo is the Bessel function of the first kind of order zero and Lq is the modified Struve 
function of order zero. Thus, in order to generate a 2D process with an exponential 
correlation function, a linear combination of 1-D processes has to be taken which have as 
correlation function the one given by equation (C.46).
With the form of the 1-D correlation determined, there remains the problem of generating 
data which yield this correlation.
Shinozuka and Jan [76] proposed a spectral method for the generation of a homogeneous 
multidimensional random process. The process can be simulated as a series of cosine 
functions with weighted amplitudes, almost evenly spaced frequencies and random phase 
angles. Thus, if the spectral density function of the 1-dimensional process is S'i (uj) as 
estimated previously, then discrete points of the unidimensional process on a line i are 
given by:
M
Wi{0 =  2 £ [S iM A o ;]1/2 cos(wJ.£ + 0fc) (C.47)
k- 1
where:
0/. are independent random angles, uniformly distributed between 0 and 27r. 
uk =  {k -  |)Aw 
wj]. =  ook 4- 5to
k =  1,..., M  with M  being the number of harmonics used or number of intervals along the 
axis of the frequency domain.
The discretization frequency Aw = Cl/M where [—0, 4-fi] is the region in which the func­
tion Si(w) is significant.
5uj is a small random number added in order to avoid periodicity of the simulated process 
and is uniformly distributed between —Aw;/2 and Aw'/2 
Aw' is a small frequency, Aw' <<  Aw.
The main disadvantage of utilising the spectral method for 1-D process generation, is, the 
excessive computer time necessary for the repetition of the random generation in each 
iteration. In addition to this, the large amount of predefined parameters impairs the 
potentiality of the method. Instead, a Fast Fourier Transform which is considered more 
efficient and speeds up the ID process generation can be adopted.
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C .l .2.2 Example o f line process generation with FFT
The generation of a unidimensional process with the use of the spectral method is actually 
based on the Wiener-Khinchine theorem, according to which the Fourier transform of the 
correlation function of a real signal equals the square magnitude of the spectrum of the 
signal.
Thus, in general, the square root of the magnitude of the power spectrum, when trans­
formed back to the space domain, allows data with the required correlation to be simulated.
Instead of using the Discrete Fourier Transform of equation (C.47) the FFT can be adopted 
which is generally considered rapid and more effective.
As a first step, the FFT of the correlation function as given by equation (C.46) had to 
be estimated. For this reason, the modified Bessel function Iq and the modified Struve 
function Lq were calculated for various sampling rates.
In general, the series expansion of the Struve function for small arguments is given by [2]:
t /z\ _  (IzW+l y '  {z/2)2k______
2 £r(* + |)r (G’ 8)
A limitation though was observed in estimating the Struve function for large arguments. 
Thus an approximate relation used to estimate directly the difference between the Bessel 
and the Struve functions for large arguments was adopted [2]:
T t \ - t  t\ 1 +  (~l)*+T(fc + j )
So, for 0 < z < 10 equation (C.48) and the Bessel series was used, while for z > 10 
equation (C.49) was adopted.
Furthermore, a Gaussian, zero mean unit variance signal was generated by use of a random 
number generator and the FFT of the signal was estimated. For producing the ID process 
with the desired correlation (C.46), the inverse FFT of the square root of the correlation 
spectrum which equals the actual spectrum of the desired signal, with the phase of the FFT 
of the signal, was estimated. The obtained 1-D process has the predefined correlation. In 
figure G.2 we compare the theoretical unidimensional covariance function (solid curve) as
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estimated from equation (C.46) with the covariance function estimated from the generated 
field, for lags 0 to 10.
Figure C.2: Correlation of 1-D random fields versus the lags, and correlation length 0.5m 1.
The covariance function in the above figure has been normalised by dividing by the vari­
ance, and the lag distance r has been normalised by dividing by the correlation length.
As it is observed, excellent agreement between the simulated and theoretical correlation 
was achieved even when the number of simulated points was only 128. It has to be 
mentioned that for the FFT method to be used, the number of points had to be a power 
of 2.
L such 1-D independent processes were generated on L lines, spaced evenly on the unit 
half-circle (0,7r), with prescribed directions [53]. L =  16 was considered sufficient to 
provide an accurate representation of the process.
C .l .2.3 Example o f 2-Dimensional process generation with turning bands
As an application of the turning bands method, a 2D field was generated, yielding an 
exponential correlation function. Any point in the 2D grid being simulated, was projected 
onto each of the L lines in turn and was tied to a discrete value on each line. The weighted 
sum of the values gave the required 2D point value. As a first step for this procedure, 
variable (  which represents the projection of any point of the field on any 1-D line had to 
be estimated. Let us say that point A in figure C.l, with coordinates Xo,yo with respect
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to the x-y coordinate system, is the bottom left point of the field, and any point N  of the 
field has coordinates Xi,yi. Let us also say that parameter £ stands for the x-coordinate 
of the projected point N  on the new coordinate system x y '  of the line. If Ax and Ay 
are the distances between simulated points in the two axes, then it can be shown that the 
projection of any point N  onto the line is:
Ci = [x{Ax +  x0] cos 9 +  [ijiAy +  y0] sin 9 (C.50)
The value of £ will fall within a bin (a so called “band” ) which is centred at one of the 
simulated points of the 1-D process. The width of the bin is the distance between the 
simulated values of the ID realization on the line. We chose as bin width Az =  1.0 and 
also Ax  =  Ay =  1.0 since we were interested in simulating a grid of lxlra2 pixels. An 
example of exponential correlation function of a 2D field as generated with the turning 
bands method is given in figure C.3. As the number of simulated points increases, the 
simulated correlation rapidly approaches the theoretical one. As it is observed, the larger 
the correlation length, the more the points needed to achieve better correlation in the 
field.
In general, in the turning bands method, simulation errors appear due to the finite number 
of lines (L) and the discretization along the lines (A£). Thus, for the generation of a 2D 
random field these parameters have to be taken into account and the simulation has to be 
carefully designed.
R
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(a) correlation length 0.5m 1.
(b) correlation length 0.05m 1
Figure C.3: Correlation of 2D random fields versus the lag
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