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In terms of communication, PVM provides routines for packing and sending mes-
sages between tasks. The model assumes that any task can send a message to any 
other PVM task, and that there is no limit to the size or number of such messages. In 
practice, we have found that packing and unpacking data can be very costly and can 
seriously afFects performance. The PVM communication model provides asynchronous 
blocking send and receive, and non-blocking receive functions. 
An important advantage of PVM is that it is available in the public domain. 
Additionally, there are tools for visualization and debugging of PVM programs such 
as Xab [34, 35], and XPVM [36]. Xab, or X-wiudow Analysis and deBugging, is a 
tool for run time monitoring of PVM programs. Using Xab, PVM programs can be 
instrumented and monitored. Xab uses PVM to monitor PVM programs, making Xab 
also very portable. Xab consists of three main components: a user library, which 
provides instrumented versions of the PVM calls; a monitoring program, which runs 
as a PVM process and gathers monitor events in the form of PVM messages; and an 
X-windows front end, that displays information graphically about PVM processes and 
messages. 
XPVM is a graphical console and monitor for PVM. It provides a graphical 
interface to the PVM console commands and information, along with several animated 
views to monitor the execution of PVM programs. These views provide information 
about the interactions among tasks in a parallel PVM program, to assist in debugging 
and performance tuning. To analyze a program using XPVM, a user need only compile 
their program using the PVM library (version 3.3 or later) which has been instrumented 
to capture tracing information at run-time. Then, any task spawned from XPVM will 
return trace event information, for analysis in real time, or for postmortem playback 
from saved trace files. 
2.2.2 MPI 
The international Message Passing Interface (MPI) initiative [37, 38], was founded by 
Oak Ridge National Laboratory, the Center for Parallel Computing at Rice University 
and the University of Southampton. The MPI Forum is a collection of major vendors 
and users from around the world. The main goal of this effort has been to define a 
message passing interface which could be efRciently implemented on a wide range of 
parallel and distributed systems. MPI is intended to be the standard message passing 
interface for parallel applications and library programming. The basic content of MPI is 
point-to-point communication between pairs of processes and collective communication 
within groups of processes. MPI also provides more advanced message passing features 
which allow the user to manipulate process groups, topological structures, and support 
the development and utilization of parallel libraries. 
MPI data structures allow the user to send and receive messages with complicated 
storage patterns without the need to copy data in to and out of message buffers, and 
allow an implementation to optimise communications with such storage patterns. Issues 
such as parallel input/output and remote read/write are not currently included in MPI. 
The MPI Forum intends to cover further topics in a second phase begining in 1995. 
Communications within MPI are performed within a communication conkzt which 
insulates messages in different parts of the program from one another. The defining 
property of a context is that a message send in one context can only be received in 
that same context. The communication context is the primary mechanism for isolation 19 
2.3 Review of Performance Analysis Tools 
2.3.1 PABLO 
PABLO is a performance analysis environment developed at the University of Illinois, 
designed to provide performance data capture, analysis, and presentation (both sound 
and graphics) across a wide variety of parallel systems [22]. PABLO is a toolkit for the 
construction of performance analysis environments. It consists of two primary compon-
ents: portable software instrumentation and portable performance data analysis, with 
a trace data meta-format coupling the instrumentation with data analysis. 
# Portable software instrumentation: this is designed to support interactive spe-
cification of source code instrumentation points. The software instrumentation 
can be used to gather performance information from either the system or the 
application code. The initial architectural targets are: Thinking Machines CM'2, 




Portable performance data analysis: this consists of a set of data transformation 
modules that can be graphically interconnected to form an acyclic, directed 
data analysis graph. Performance data Bows through the graph nodes and is 
transformed to yield the desired performance metrics. 
Trace data meta-format: the performance data format has no embedded se-
mantics (i.e. there are no predefined event types or data sizes). 
Performance data analysis software: this is an object-oriented software written 
in C4--t- designed to be easily ported to new machine architectures. 
The PABLO design philosophy attempts to address the three issues of: 
# 
Portability and ease of use are critical to the acceptance of new performance tools. 
Scalability is a key characteristic of the new generation of massively parallel systems 
by adding processors one can incrementally increase performance without replacing 
existing hardware or changing the underlying software. A performance environment 
must be extensible, allowing its users to interact with the system and add new features 
to it. If a tool's functionality is too limited, it will not be used. If a tool is too 
general and does not support common cases in obvious ways, it wQ also not be used. 
The environment must also be able to recognize different kind of users (e.g. novice, 
intermediate and expert). 
The PABLO environment presently includes: 
# A Motif-based interface for the specification of source code instrumentation points 
(both trace and count data). 
# A C parser that can generate instrumented application source code. 23 
records and passes those values to the modules for processing. The semantics of the 
data analysis are embedded in the user's graphical conAgnration, not the data analysis 
software. 
The graphical programming model allows users to develop new data analyses by 
constructing data analysis graphs whose semantics re&ect the desired transformation. 
The PABLO data analysis environment's Sexibility rests not only on the self-
describing data format (SDDF) and the environment infrastructure, but also on the 
of data analysis and presentation modules. The basic set of data analysis 
modules process performance data without software embedded knowledge of higher level 
data semantics. AH data analysis modules in the basic set are - they process 
all mathematically valid combinations of data inputs. The basic module set includes 
simple mathematical transforms such as counts, sums, products, differences, ratios, 
maxima, minima, averages, absolute value, powers, logarithms, and trigonometric 
functions. This data analysis environment wiU serve three kind of users: novice, 
intermediate, and expert. 
The PABLO environment supports two types of data presentation modules: graph-
ical and sonic. The graphical displays are based on the X window system. Currently 
supported graphical displays include: 
# Bar graphs. 
# Bubble charts. 
Strip charts. 
Contour plots. 
Dials (with and without history). 
# Interval plots. 
Kiviat diagrams. 
LEDs (discrete bar graphs). 
# X-Y line/scatter plots. 
Matrix displays. 
# Pie charts. 
# Polar plots. 
# 3-dimensional scatter plot. 
2.3.1.4 Data Sonification 
Just as visual elements (e.g. colour, form, and line) are combined to present and 
analyze data visually, the elements of sound (e.g. duration, pitch, volume, timbre, and 
spatial location) can be combined to present data aurally. Sound can emphasize data 
characteristics not easily seen, much in the same way a movie sound track conveys 







graph was built. The basic idea of this experiment was to determine the bottlenecks of 
the algorithm using the current displays provided by PABLO and to evaluate the tool 
itself. 
The design and creation of the data analysis graph was easy. The most important 
consideration is to have specific questions to ask about the performance data. For this 
example, the factors to be analyzed are work load and commmiication traffic. Work 
load is represented by the percentage of idle time per processor using two displays: 
Bargraph and Kiviat. Communication traffic is represented by the number of messages 
that each node has produced: the length of those messages and the communication 
patterns. Five displays are used here: Led, Matrix, Contour, Bargraph and Kiviat. 
1. The Led display represents its input parameter as a set of levels stacked either 
horizontally or vertically. Individual levels are filled according to the magnitude 
of the datum and the "minimum" and "maximum" data values stored within 
the functional unit. The minimum and maximum values may be set by the user 
during the configuration process. 
2. Matrix accepts a two-dimensional array of input values and represents the data 
as individual squares in a grid pattern accessible by row/column indexing. The 
squares within a matrix are filled with a solid colour: the colour varies with the 
magnitude of the data according to the colourmap defined in the functional unit. 
3. Contour represents the data as contour lines drawn within a grid in the plotting 
array. Contours are drawn according to the magnitude of the data: larger values 
correspond to contours having more lines. The grid line defining the region in 
which each contour appears may or may not be drawn. The intersection points of 
the grid lines define identify particular (row,column) locations; location (0,0) is 
the top-left intersection, and rows grow to the right and columns grow downward. 
4. Bargraph represents its input parameter as a single bar whose size varies with the 
magnitude of the incoming datum. In addition to the bar, Bargraph maintains a 
"sticky hold" value, a line drawn in colour to mark the maximum value the bar 
has obtained during a given period. 
5. The Kiviat display accepts as input a vector of data values and maps each 
vector element to a location on a corresponding axis within valid "minimum" 
and "maximum" ranges according to the values set by the user at configuration 
time. Kiviat axes are spoke like and radiate from the origin of a circle. A default 
option for Kiviat is to connect the plotted points with a line and fill (or shade) 
the resulting closed area with a colour. 
All these displays can be seen in figure 2.2. The displays show the first stage of the 
algorithm in which every processor is working on its particular section of the matrix. 
It is easy to see in this figure how well the processors are working at this moment. The 
percentage of idle time is not high (around 10%), and it is equally balanced among the 
processors (Bargraph and Kiviat). It is possible to obtain this value by cZzctmg the 
mouse on the desired position of the display. 
The ring communication pattern can be recognized in the Contour and Matrix 
displays. The same number of messages have been sent by each processor. These 




the lines of communication that were used are displayed, indicating the logical 
commnnication links between processors. 
Message Z^engtAg 
Messages are represented by a coloured square in a grid whose rows and columns 
correspond to sending and receiving processors. The length of each message is 
indicated by the colour of the square. This colour, may be modified by the user 
via keyboard input in the appropriate window of the legend. At the end of the 
simulation, the cumulative message volume for the complete run is shown. 
This is a geometric representation of individual processor utilization and overall 
load balance. Each processor is depicted as a spoke of a wheel. The fractional 
utilization of each processor portrays a point on the spoke, with the hub of the 
wheel representing zero (completely idle) and the edge of the spoke representing 
one (completely busy). The vertices of the polygon whose size and shape indic-
ate the load balancing and utUization of the system, are determined by taking 
together all those points on the spoke. 
This display shows when each processor is busy, idle or waiting to receive a 
message, using different colours for each state. Each processor is depicted as a 
line which changes its colour depending on the state. It is similar to the Feynman 
display, but does not show the communication lines between processors. 
This plot displays the number of processors that are busy as a function of time. 
It is useful to determine the load balance of the system. The same information 
can be found in the Gantt and Feynman displays, but it is usefuHy summarized 
here. 
Communication 2)oa(f 
It shows either the volume or the number of messages of the system as a function 
of time. It is like the Utilization display but for communications. 
Qweue 5'zze 
This display depicts the length in bytes of the message queue for a particular node 
as a function of time, as weH as the number of messages in a particular queue. 
# Message Queues 
Depicts the length of the messages that are currently traveling on the system for 
each processor. The display uses diferent colours to show different lengths and 
at the end of the simulation it produces a useful summary. It works also with the 
number of messages as well as with the length. 
# Communzcatzon 5'tat:st%cs 
This display shows the communication statistics for a single node as a function of 
time. It displays not only the source but also the destination. It has three types: 
node, message type and message length. In the first caae, it shows the messages 
going from and to a particular node. The last two cases show the same situation 





This indicates current time in the simulation. 
# Trace Aeconf 
This shows the cnrrent trace record being processed and optionally by expanding 
the window, past trace records. 
# o/ nocfea 
This display shows the actual number of nodes of the simulation. 
# OMfer 
This enables the user to specify the ordering of processes in the displays or to 
select a particular subset of them. Automatic reordering ensures that a given 
process is not multiply displayed. 
# 5'cron 
This option allows control of the scroll of a particular display over the time. There 
are fives alternatives: smooth, jump 1/4, jump 1/2, jump 3/4 and jump 1. 
# 6'coZe 
This controls the scale factor of the displays. There are four options: 64, 128, 
256 and 512. 
# 
This resets the current display. 
# fauge/Regume 
This option allows the user to stop the simulation and study a particular snapshot 
of it, resuming the execution when desired. 
# 
This enables the user to study the execution of the simulation step by step. 
# 5'e^ 
This enables the user to modify the start and end times, the time step, the printer 
for screen dumps, and the trace image dump file names. 
This option allows to user to save the actual layout of the ParaGraph's displays 
in order to re-draw them in another session. 
» Menu 
This is ParaGraph's main menu. Display windows may be selected or de-selected 
by toggling their corresponding buttons, and replay of the trace may be started, 
stopped or single-stepped. A number of display options may be adjusted, and 
screen-dumps may be taken. 
2.3.3.3 A case study using ParaGraph 
The LU matrix decomposition algorithm used in this section was proposed by Geist 
and Romine in 1988 and implemented by Ortega [46]. This algorithm, known as CSPR 
(Column Storage Row Pivoting), builds the LU decomposition using row pivoting on 49 
# fomZ/eZ frogmmmmg; fef/ormonce fergpec(z'i;e, S. Thakkar [114]. 
# v4n mfegratecf approach to pomZZeZ progmm de6wgg%n^ ond per/brmonce cnoZg/gig 
on Zonye-gcaZe muZ(«proceggorg, R. Fowler et al [115]. 
# Zngtrumentotzon an(Z f efyormonce Monztonng o/D%gtrz6uW 6'2/gtemg, R,. McLaren 
and W. Rogers [116]. 
# MuZtzprogrommmg one! fAe fefyomzcnce 0/ fomZZeZ frogmnzg, M. Benten and H. 
Jordan [117]. 
# fey^onnonce Meagurement /ngfrumenWzon /or MwZ^zproceggorg Compu^erg, R. 
Carpenter [118]. 
# fef/ormonce Meoguremen^ 7ng(rumen(a(ion /or ZoogeZy-CowpZed M/MD 
v4rcA%(ec^ureg, J. Roberts et al [119]. 
# Monitoring 0/ DwM6«(e(Z AeoZ-Time S'yg^emg.- TAe Fergo^iZe Tinzmg vinaZyzer, 
W. Kastner and U. Schmidt [120]. 
# Z7n(Zergfan(Zmg (Z;e 6eAawo«r o/paraZZeZ gg/g^emg, Peter Capon [121]. 
# T^orA;gAop on f er/ormance Meaguremen^ and yiguaZizo/ion 0/ f aroZZeZ 5'i/gfemg, 
Rainer Klar [122]. 
# Monitoring f amZZeZ f rogmmg Aunnmg in TVongpufer jVetwor&g, Umberto ViUano 
[123]. 
# j4 pey^ormonce onaZi/gig ezempZor - faraZZeZ Aoy Tracing, D. Jensen and D. Reed 
[124]. 
# vlnoZyzingparaZZeZ program ezecwtiong wging muZtipZe mewg, T. LeBlajic et al [125]. 
# j4n Oweruzew 0/ Common BencZimar&g, Reinhold Weicker [126]. 
# 6pecioZ fggwe on fefn' Wef MotZeZing o/foraZZeZ Compw^erg, Giovanni Chiola [127]. 
# TooZg/or M«Z^ipZe-Cf(7 ^ni;ironmenfg, Warren Harrison [128]. 
# MocZeZ-fZriuen VoZWo^ion o/farcZZeZ frogramg BagecZ on ^t;en( Tmceg, P. Danphin 
et al [129]. 
2.3.5 Comparisons and Conclusions 
In order to compare the set of tools described in previous sections and make some 
conclusions, the following issues wiU be considered: 
# _Run-(ime ua. fog^-mor^em 
Most of the tools that have been mentioned in this document are postmortem 
tools, that means tools which work with trace data generated by a previous run of 
the application being studied (PABLO, SIMPLE, and ParaGraph are postmortem 
tools). 
There is one clear advantage of using a run-time tool: only one execution of 
the application is needed (at least in theory) to obtain and analyze the current 50 
performance of the application (for some systems the analysis of trace files implies 
another execution of the program). However, some disadvantages were found: it 
is not always possible to repeat an event of interest; when the elapsed time of an 
application is long enough and the user has no idea about what to analyze (i.e. 
which breakpoints to use to stop the application when it is needed), it could be 
difficult to foHow a run-time display and, Anally, there is a lack of perspective 
due to the fact that the views are only or ZocoZ views. 
In a postmortem environment it is often possible to repeat events of interest (e.g. 
ParaGraph), and to change the perspective of the current view of the system 
in time (e.g. changing the scale of the display in ParaGraph). In this way, the 
analysis can be done in a more Sexible way, examining the data as many times 
as needed. The amount of information provided by a postmortem tool is also 
more specific, because a postmortem tool has the possibility to allow a certain 
amount of invasiveness while recording the performance data that a run-time 
system cannot accept. 
In general, a postmortem tool provides more flexibility than a run-time tool 
and most of the existing performance analysis tools for parallel programs are 
postmortem, including recent and sophisticated developments (e.g. PABLO). 
However, for large volumes of data run-time systems (e.g. Paradyn [130]) are a 
more convenient choice. 
Visualization is the most popular way to represent performance data. AH of the 
tools reviewed here have visual representations of the data, offering a wide range 
of displays (e.g. Kiviat, Feynman, Gantt, Dial, etc). However, other forms of data 
representation have started to appear. PABLO uses sound as an alternative way 
to represent certain kinds of performance data. Other authors (e.g. Francioni et 
al [103, 104, 105]) have also been working in this field. 
Most researchers are convinced that visual displays are necessary to help the 
user in understanding the behaviour of a parallel application, but they are not 
convinced that sound would help. However, it is wise to test alternative ways 
to represent data (i.e. use of sound) especially to overcome current problems of 
performance data representation on massively parallel machines with hundreds 
or thousands of processors. 
# 
Portability is a key issue for the success of any performance analysis tool. However, 
some of the took presented here have some kind of platform dependence (e.g. 
trace format, hardware architecture). ParaGraph can only read the trace data 
generated by PICL and more recently by PARMACS and Express (Southampton's 
trace file converters). Although it is possible to obtain data from applications that 
have been run on a variety of architectures, ParaGraph is restricted to the inform-
ation included in the PICL trace standard. In contrast, SIMPLE and PABLO are 
not dependent on the trace format. SIMPLE tools use the TDL/POET library 
to access the trace data and PABLO has a Self Defining Data Format (SDDF), 
where all the characteristics of the data are represented. In this way, SIMPLE 
and PABLO can analyze ani/ trace data generated by any machine. 51 
Other levels of portability are generally fulfilled by the use of the X standard and 
Motif for the graphical system. However, the only tools that offer portability 
(i.e. independence of the performance trace data) are SIMPLE and PABLO. 
Extensibility means that it is possible and straight-forward to add new features 
to the performance analysis tool and that users are able to incorporate their 
own ideas into it. In this sense, only PABLO and SIMPLE are really extensible 
(although the most recent version of ParaGraph has some extensibility features 
[10]). SIMPLE is a set of tools which use the TDL/POET interface to access the 
performance trace data and PABLO is designed as a toolkit for the construction of 
performance analysis environments. In both cases it is easy to add new features, 
but PABLO has a more robust design for this particular purpose. 
Scalability is another key characteristic of the new generation of massively par-
allel systems; by adding processors one can incrementally increase performance 
without replacing existing hardware or changing the underlying software. However, 
new ways to represent performance data are required in order to produce useful 
and understandable displays for thousand of processors. 
The latest version of ParaGraph has 512 as the maximum number of processors 
to be represented. However, it is not clear that the displays are stiH useful for this 
number of processors. In some cases, there is not an explicit maximum number of 
processors, but the displays cannot work beyond a certain point (e.g. Smart tool 
in SIMPLE, Etool in Express [11], PATOP in TOPSYS [131, 62] and TimeMap 
in PA-TOOLS [132]). 
Some ideas like, for example, using or c/ogges of processors instead 
of individual processors, might be useful, but more research is needed in this 
area. Another aspect of scalability, that has not been tested but certainly very 
important, is that the performance analysis tool itself must be scalable to work 
with even larger trace files. If a tool works very well for small traces but only 
very slowly for larger ones, it is unlikely that the user will continue using it. 
# o/ uge 
Most of these tools are in general easy to use. However, some are easier than 
others. ParaGraph is very easy to use, but unfortunately it does not provide 
graphical help (this could make things easier for the user). PABLO is easy to use 
once the user has understood its approach. SIMPLE also requires some training. 
In some cases a tool is easy to use but not to use. Ease of use 
must be balanced against the power of the tool. We can expect a complex but 
powerful tool to be more complicated to use than a simple and not very powerful 
one. 
@ 
A powerful tool must be extensible, but should also provide a set of basic features 
for the novice user. Thus it is desirable for a tool to have different user levels (e.g. 
novice, intermediate and expert). An expert user wiU wish to modify and add 
new features to the system depending on the application being analyzed. PABLO 
and SIMPLE fulfill this requirement. 52 
# Z/ge o/ coZourg range o/ numencoZ uoZueg 
There are many ways to represent numerical values in a visual form but one of 
the most popular is using some kind of colour scale. Typically, a light coloiir 
represents a small numerical value and a dark colour a large numerical value. 
This way of representing data is helpful when the amount of data is considerable. 
Another use of colours is to establish a difference between events or stages (e.g. 
green means that the processor is busy and red that it is idle). The use of colours 
is provided by all the tools. It would be helpful to define a standard use of colours 
in order to avoid confusion between systems. 
# f rogmmmmg MocfeZ 
Several tools are restricted to message passing systemB. However, languages Dke 
EPF (High Performance Fortran) do not include communications statements 
explicitly. HPF is based on data parallelism and it could become a standard 
for high performance computing. For these reasons, it is important to separate 
the event collection process and the analysis of the performance data. A tool 
must be general enough to avoid any dependency on the communication model. 
When a tool is dependent on the information and semantics of a specific trace 
data format (e.g. ParaGraph), it is unlikely to be flexible enough to support 
different models. PABLO and SIMPLE have a performance data format without 
embedded semantics, and can be extended to support different models. 
Since a perfect tool does not exist, it is sometimes useful to use a combination of 
tools. However, the lack of a standard for the representation of performance data 
makes this option difRcult and several (e.g. PICL SDDF (PABLO), 
PARMACS PICL (ParaGraph)) have been written. 
However, if the problem was only due to a particular it would be relatively 
easy to solve. The major problem arrives when there is a lack of information and 
no translation is possible. Again, PABLO and SIMPLE are most likely to be able 
to interact with other tools due to their portable data format (SDDF and TDL). 
# o/ ad Aoc gwerzeg by (Ae uaer 
The performance analysis of a parallel program is an iterative process. The user 
usually wishes to ask questions about the performance, using the feedback to 
produce even more interesting queries. 
The key factor here is to allow the user to build queries about the performance 
data in as Bexible a way as possible. Although it is useful to provide some 
basic facilities (e.g. it is always useful to know the percentage of idle time per 
processor), it is also worth allowing users to use their imagination in asking any 
kind of question about the data. We cannot forget that the user is the of 
the application being analyzed. 
SIMPLE allows users to their own queries using the TDL/POET in-
terface. In contrast, PABLO provides a performance data analysis environment 
where the user could buUd a gmpA which will produce the required 
answer. 53 
# f er/ormance o/ (Ae f ef/ormance Toof 
It is desirable for a performance analysis tool to have a reasonable performance. 
E this is not the case, the user would spend more time answering even simple 
questions about the data. In extreme cases, the user would decide to avoid the 
use of the tool. 
# Mec/tonisma AandZe and display o/ (fofo 
Experience using several tools suggest the foDowing features to handle the exe-
cution and display of data: 
- Possibility to go forward and/or backward in time. 
- Access to a specific point in time or where a specific event occurs. 
- Re-execution of events. 
- Control of the speed of the execution by the user. 
# fezyormance Ana/i/szs MefAodoZog;/ 
In order to successfully complete the performance analysis process, a methodology 
is required. However, none of the tools presented in the previous sections suggest 
a particular methodology. The use of a methodology would save time and also 
give ideas to the user about what to do. Such a methodology would have to be 
Bexible, understandable, portable and extensible. 
# between peT^rmonce ond source code 
Once a possible bottleneck have been found, it is often difBcult to relate the 
problem to the source code of the application in order to know wAere the problem 
is located. It would be desirable from the user point of view, to cZicA; the mouse 
over a specific display where the problem is being represented and then obtain the 
source file and the line where the program is currently executing. However, this 
has not been achieved by any of the tools described here. In general, the relation 
between performance data and source code, depends on the user's ability and 
his/her knowledge about the problem. Some features, like user defined events, 
could be used in order to facilitate this effort. 56 
metrics: percentage of idle time per processor, load and communication balancing 
and synchronization time are described in detail elsewhere [24]. 
Speedup is the elapsed time of the best sequential algorithm divided by the elapsed 
time required by the parallel version on p processors. EHiciency is related to price-
performance. It is defined by the ratio between the speedup and the number of 
processors. A small efRciency indicates waste of resources. In general, increasing the 
number of processors should reduce the elapsed time of the application, but by what 
factor? This is measured by the speedup. Speedup close to linear is good, but how 
close to linear is good enough? The serial fraction answers this question. 
This section describes the two most interesting metrics measured by ANDES: the 
experimentally determined serial fraction and the percentage of cpu-communication 
overlap. 
3.1.1.1 Experimentally determined serial fraction 
The theoretical serial fraction of a program is the part of the program that must be 
executed sequentially. To calculate this serial fraction in an analytical way is a very 
complex problem, because there is not an easy way to determine for each program 
which fraction of it is executed serially and which fraction is not. 
For this reason, Karp and Flatt [74] introduce the definition of experimentally 
determined serial fraction (serial fraction from now on), which is an empirical estimation 
of the theoretical serial fraction. The serial fraction is defined by the following equation: 
1 
P 
where A(7i,p) is the speedup for a problem size of n on p processors. 
One of the advantages of the serial fraction is its capability to make projections 
of the performance of the program using a larger number of processors and thereby 
determine the scalability of the algorithm. 
The serial fraction is a good diagnostic tool to detect anomalies in performance. 
While speedup and efRciency change when the number of processors increases, the serial 
fraction should remain constant in an ideal system (problem size remains the same). 
Small variations are much easier to detect from something that should be constant than 
from something that varies. 
3.1.1.2 Percentage of cpu-communication overlap 
Computation and communications do not always occur in a disjoint way. When an 
algorithm is doing only communication, the processor is practically idle. This time 
may be used to do some computations independent of the data being transmitted 
or received. Computing the percentage of cpu-communication overlap, allow us to 
determine whether the program is using the maximum parallelism possible on one 
node. If this is the case, the processor would be busy most of the time doing useful 
things; if not, there may be a problem. This indicator also helps to define the degree 
of parallelism of a program more precisely. 58 
+ Compute the serial fraction for p—(where P is the total nnmber 
of processors). Extra,polate this information to project the performance 
for any nnmber of processors. 
+ Apply Amdahl's law, using the serial fraction, and compute the max-
imum speedup possible for p processors. 
It could be dificult to decide whether the speedup of an application is good 
enough (for example, is a speedup of 70 on 100 processors good enough 
or not?). For this reason, the serial fraction and Amdahl's law are used. 
Through these metrics it is possible to know which part of the program (the 
serial or the parallel fraction) grows faster when the number of processors is 
increased (again, the problem size remains constant). 
# Step 3: Analysis per routine. 
— Metrics used: 
+ Load and Communication balancing 
* Percentage of communication time 
* Percentage of non communication time (complement of the communic-
ation time) 
* Percentage of cpu-communication overlap 
* Percentage of synchronization time between processes 
— Description: 
+ Locate which are the heaviest used routines in the application. These 
are the routines consuming the largest amount of time. 
* Determine specific bottlenecks. 
If the speedup is not as expected and the serial fraction confirms some kind of 
additional overhead (perhaps due to communication, synchronization or load 
balancing), then it is necessary to specify: what exactly are the problems, 
what are the possible causes of these problems, which routines generate these 
problems and in what proportion do these routines contribute to the total 
execution time of the application. 
# Step 4: Apply steps 1,2 and 3 and evaluate results. 
— Description: Once the problems are identified and the improvements have 
been applied, the evaluation process starts again. This iterative evaluation 
process continues until the performance is satisfactory or until no further 
improvements can be gained. 
3.1.3 A case study using ANDES 
In order to evaluate ANDES with a real problem and validate the methodology pro-
posed, Acosta and Fernandez [138] implemented a parallel version of the 5'ompZer 
algorithm and analyzed it using ANDES. 
The (7(666 5'ampZer algorithm determines a curve that represents the function 
associated with a given collection of initial data using statistical methods. This 
algorithm has a high degree of parallelism, because the load balancing is good and 68 
4.4 Measuring Invasiveness 
The purpose of this section is to determine the invasiveness of PARMACS on the 
COMMSl Genesis Benchmark for a set of four different hardware platforms: Parsys 
Snpernode (transputer based), Intel iPSC/860, Meiko CS-1 (transputer based), and 
SUN Workstation Network. The reason why the COMMSl Genesis Benchmark was 
selected is that although this benchmark is very simple, tracing measurements in 
PARMACS are made basically when a process is doing communication and the purpose 
of this benchmark is, precisely, to measure the basic communication properties of a 
computer network. 
The Genesis Benchmark Suite has been developed to fulRU a need for bench-
mark programs that can be used to evaluate the performance of distributed-memory 
MIMD systems on scientific and engineering problems [142]. The COMMSl Genesis 
Benchmark measures the basic communication properties of a computer network by 
performing the pmgpong experiment between a neighbouring pair of nodes. A message 
of varying length is sent to a neighbouring node, and immediately returned after the 
data has become available to the receiving user program. 
On the other hand, the PARMACS ANL/GMD Macros provide a portable pro-
gramming model for distributed memory architectures. They are available for a variety 
of architectures (Cray Y-MP, Intel iPSC/2, iPSC/860, nCUBE 2, SUPRENUM, Meiko, 
Transputers) as well as for networks of workstations [43]. PARMACS provides portable 
point-to-point message passing between processes arranged in a host-node configura-
tion. The macros were originally based on a message passing interface developed at 
Argonne National Laboratory for the C programming language. Four implementations 
of PARMACS were used for this experiment: Parsys Supernode, PARMACS baaed 
on top of VCR [143]; Meiko CS-1, PARMACS based on top of CS-Tools [144]; SUN 
Workstation Network, PARMACS based on top of PVM [33] and Intel iPSC/860, 
PARMACS based on top of NX-2 (Intel's communication library software). 
4.4.1 Results 
The general results for this experiment are presented in table 4.1. The experiment 
consisted of measuring the time to send a message of a particular length between a 
neighbouring pair of processors, with the tracing mechanism of PARMACS on and off, 
recording the difference between them. 
The overhead produced by the tracing mechanism of PARMACS is very high for 
short messages. The worst cage is 68.5% (Msg. length = 1 byte, Meiko - Transputer 
based) and the best value 0.4% (Msg. length = 40000 bytes, Intel iPSC/860). In 
general, the overhead appears to be inversely proportional to the message length. This 
is true for the Parsys, Meiko and Intel machines but not for the SUN Workstation 
Network. For this latter case, the overhead is not linear and depends on the dynamic 
network load (Sun-1 and Sun-II represent two different executions of the experiment). 
The best general behaviour is achieved by the Intel iPSC/860, followed by the 
Parsys and Meiko versions of PARMACS (see figure 4.1). For these three cases the 
invasiveness for a message length greater than 5000 bytes, is less than 3.3%. 
Since tracing measurements in PARMACS are made when a process is doing 
communication, the results given above mean that we could expect a low invasiveness for 
applications with message lengths greater than 5000 bytes for these particular hardware 72 
above, the amount of work is not enough to keep all processors busy and there is no 
gain in performance but in overhead. 
4.4.4 Other results 
Mohr afRrms in [147] that times reported in the literature for software monitoring and 
"normal" amount of event instructions (e.g. each entry and exit of each function) vary 
from 10% up to 500%. Examples are: 45% for IPS-2 [50], and 200% for TOPSYS [139]. 
In [148], Beier shows that due to the measurements made by the software monitor, the 
program execution slows down about 2%. However, a software implementation of these 
mechanisms of the monitoring system reduces the complexity of the hardware monitor 
by about 30%. 
Mtool reduces the intrusiveness of software instrumentation by using an initial 
profile to estimate and control the overhead it is introducing [53]. Goldberg and 
Hennessy afErm that generally, Mtool's instrumentation increases program execution 
time by less than 10% while comparable existing tools (e.g. Quartz [6], IPS-2 [50]) 
increase it by 40-70%. Using hybrid monitoring and carefully placed event calls, these 
values could be reduced to 0.1 - 1% [147, 149, 150]. 
4.5 Comments and Conclusions 
Invasiveness is an important factor to be considered when measuring the performance 
of a parallel application. Invasiveness represents the overhead produced by a measuring 
mechanism and it can affect the accuracy of the performance data generated. In 
this Chapter, the invasiveness of PARMACS has been determined on four diEerent 
hardware platforms (Intel iPSC/860, Meiko CS-1, SUN Workstation Network and 
Parsys Supernode) and compared with results using similar tools. One of the main 
purposes of this experiment is to learn how to use profiling tools in such a way that the 
invasiveness is minimized, satisfying the user requirements in terms of data accuracy. 
As an example of the previous statement, the results of the COMMSl Genesis 
Benchmarks Suite show that we could expect a low invasiveness for applications with 
message lengths greater than 5000 bytes for those particular hardware platforms (except 
the SUN Workstation Network, where results depend on the network load). 
Another way of minimizing the invasiveness, is to select the tool which haa the 
smallest degree of invasiveness for the particular application and hardware platform, 
as it can be deduced from the experiment of section 4.4.2. 
The application being monitored is another factor that a%cts the degree of in-
vasiveness. Using an LU Matrix Decomposition Algorithm as a small, real application 
and comparing these results against the COMMSl results, it is possible to see how the 
invasiveness is similar for an equivalent message length, but it is also possible to notice 
how the invasiveness increases up to 30% for the LU Matrix Decomposition Algorithm 
as the number of processors increases, since the amount of work is not enough to keep 
all processors busy and there is no gain in performance but in overhead. 
There are some other issues that are important to notice. Using PARMACS on top 
of any other communication software like VCR, increases the overhead. However, there 
are no efficient implementations of PARMACS for every hardware platform (at least not 
at the time these experiments were made). In any case, further measurements should be 
done for more e&cient implementations of PARMACS. Another issue is that only the 73 
overhead in terms of execution slow down is measured as an effect due to invasiveness. 
In general, these results show a wide variety of values for the invasiveness depending 
on the event collection mechanism, the hardware platform, and the application. 
One very interesting issue is to determine what values are low in terms of invas-
iveness. In general, values below 10% are considered acceptable if the reordering of 
events do not affect the final result of the application and this statement is based on 
empirical results (Miller [50], Goldberg [53], Mohr [147]). Greater invasiveness implies 
longer execution times and less accuracy. 
Mohr has suggested that values for the invasiveness of the order of 0.1 to 1% could 
be achieved using hybrid monitoring and carefully placed event calls. However, it is 
clear that timing perturbations cannot be completely removed by efficient instrument-
ation: perturbation analysis must be applied for reliable performance prediction and 
resolution of tracing-generated timing errors. 
Finally, further research is needed into these invasiveness effects, as weU as a better 
understanding of perturbation models. Accurate information is crucial for an accurate 
performance analysis. 92 
program performance visualization. VISTA is applicable to a large class of scalable 
programs and machines, specifically SPMD and data-parallel programs executing on 
distributed memory computer systems, and it is presented via a hierarchy of views. At 
least two levels of observation can be identified in VISTA: microscopic (lower- level) 
and macroscopic (higher-level). A microscopic perspective highlights the individual 
components of the system, and specific behaviour is presented in detail. A macroscopic 
view rejects the overall behaviour of the collection of components. The activity of any 
component becomes part of an aggregate activity of the system. These levels form a 
useful hierarchy which must be exploited for larger systems. A key and essential area 
of study is analyzing the microscopic versus macroscopic performance of large systems, 
where there is little experience [157]. 
Not only visual but also aural methods are being explored in order to represent 
parallel performance data. Visual and aural portrayals of parallel program execution 
are used to gain insight into how a program is working (e.g. PABLO [22]). The 
combination of portrayals in a coordinated performance environment provides the 
user with multiple perspectives and stimuli to comprehend complex, multidimensional 
run-time information [103]. Reasons for using auralization in general and in parallel 
computing in particular are documented by Prancioni [104, 105]. Some interesting 
features of auralization are: 
« By listening to the auralization while looking at a related graphical display, 
the speed of recognition and distinction of whole and partial programs may be 
increased over using either sound or graphics alone. 
#  The scalability of auralization, specifically for representing program behaviour, is 
essentially an unknown and remains to be empirically determined. 
In general, visual-aural representations could be used effectively on large systems. 
However, suitable approaches must support a hierarchical presentation and/or logical 
grouping of information [103]. 
Another interesting line of research is proposed by Sarukkai et al [12]. They 
suggest that a programmer should begin the investigation into the causes of performance 
degradation with high level and abstract views, so that global trends can be seen. A 
set of guidelines for methodical application of views, proceeding from the highest level 
to the lowest level, is also presented in [12]. While a collection of views, animations, 
and general performance data can help uncover performance bugs, some guidelines or 
strategies are needed to direct the order in which views are examined. The guidelines 
that they suggest are: 
@  Dissatisfied with performance? 
Compare progress with zdeoZ behaviour. 
# Examine deviation in overall behaviour. 
Examine individual sections/PEs. 




The work done by Conch in [158] deals with the problem of scalability. In that 
paper, global context is described by scalable execution views that do not change 
in format, size, meaning, or clarity as processors are added to an execution. Couch 
also states that one way to produce a scalable view is to categorize processors by 
behaviour and display category statistics. Categorical views are particularly useful 
when there is am inverse mapping for an arbitrary view region to the subset of processors 
whose behaviour was described in the region. The execution visualization tool Seeplex 
implements this form of category management to provide scalable execution views [158]. 
Seeplex manages view relationships using a data-&ow visualization environment in the 
spirit of scientific visualization systems such as AVS. Two important issues are also 
addressed by Couch. The first one is that a scalable view is less useful if one cannot 
trace back from view features to raw data. The second one is that (ateg 
ancf ezpenence fo regwZk. Aope (o an 
ouoWg gZoboZ seorcA omtf oZZ 
we do [158]. 
Finally, another interesting research effort is the approach to parallel program 
analysis by LeBlanc, Mellor-Crummey and Fowler [125], which is based on a multiplicity 
of views of an execution. A synchronization trace, captured during execution, is used 
to construct a graph representation of the behaviour of the program. The user then 
manipulates this representation to create and tune visualizations using an integrated, 
programmable toolkit. They also state that tools should be structured so that a 
programmer can select views of a program execution in some reasonable sequence, 
where each view tales into consideration previous views and the programmer's current 
needs. One of the views presented in this work done by LeBlanc, Mellor-Crummey 
and Fowler, analyzes a similar surface (equivalent to a Do-Loop-Surface) displaying 
data transfer time, worker processes and rounds of computation. For a Gaussian 
Elimination experiment, they concluded that the display helped them to find an 
explanation of a particular performance problem. Although there are similarities 
between this visualization and the DLS display, we believe that the DLS display has 
several new features such as the integration with a Scientific Data Visualization Tool 
(AVS), providing further data analysis capabilities. Additionally, the idea of using this 
sort of display for performance analysis is evaluated in depth in this document. 97 




Figure 6.2: Matrix Multiply: Do-Loop-Surface (Synchronous communication). Notice 
the pattern that is repeated three times representing communication delays while a 
particular processor is broadcasting a row of the matrix to every other processor. 
Elapsed Time per Iteration (sees) 
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Figure 6.3: Matrix Multiply: Do-Loop-Surface (Asynchronous communication). Notice 
how the values are smaller, deeper valleys and a more intense blue in a colour picture 





Matrix Multiply: Asynchronous vs Synchronous Program Speedup 
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Figure 6.4: Matrix Multiply: Program Speedup for Synchronous and Asynchronous 
communications (n=100 and n=400). 
Figure 6.5: TRANSl Genesis Benchmark. Exchanging of sub-matrices between 
processors. Note that the distance between these processors is not the same. Bold 
circles indicate longer distances between two processors. 103 
topology n. The Arst ajid the third iterations have longer elapsed time than iterations 
2 and 4. This fact can be seen in the DLS display (Agnre 6.12). 
For topology H, every processor starts and ends comm^unication at the same time. 
Some processors can send messages "faster" than others due to additional links, and 
then they keep waiting for the corresponding receive (orange lines on the Feynman 
display in a colour picture). The first three iterations have the same elapsed time, 
but the last one is shorter. This last remark can be clearly seen in the DLS display 
(figure 6.13). Even a small change in the elapsed time of a particular iteration may 
produce a dramatic eEect on the DLS display as it is illustrated in this example. 
6.3 Cache/Memory effects 
The main purpose of this case study is to show how useful the DLS displays can 
be to understand cache/memory effects generated by changing the order in which a 
particular do-loop accesses a particular data structure (a matrix in this case). The 
hardware platform for this experiment is a CM-5 (64 Sparc nodes with 32 Mbytes of 
memory and 4 vector units each). The software platform is based on the PARMACS 
message-passing interface. 
The do-loop under study can be seen in figure 6.14. Notice that each do-loop can 
be arbitrarily reordered, changing therefore the access to each matrix A, B, and C. The 
operation executed in the innermost do-loop is irrelevant, since the most important 
issue for this experiment is the way the memory hierarchy is used. 
In figures 6.15, 6.16, and 6.17 the memory access pattern is displayed depending 
on the order the do-loop is executed (i.e. there are only 6 possible combinations for 
ij,k). 
Figures 6.18 to 6.23 show the results for this case study. Each figure represents one 
particular order of the 6 possible ones. The memory size, which is another important 
factor to be taking into account, is defined by the size of each matrix in the example. 
In this case, each matrix is 50x50x50. 
The results in terms of performance, from best to worst, are: 
# kj,i; 0.465 seconds in average per iter, per processor (figure 6.23). 
# k,ij; 0.466 seconds in average per iter, per processor (figure 6.22). 
# j,k,i; 0.481 seconds in average per iter, per processor (figure 6.21). 
« i,k j; 0.7 seconds in average per iter, per processor (figure 6.19). 
# j,i,k; 1.004 seconds in average per iter, per processor (figure 6.20). 
# ij,k; 1.176 seconds in average per iter, per processor (figure 6.18). 105 
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Figure 6.13: FFTl Genesis Benchmark. Comparison between a Feynman display 
(ParaGraph) and a DLS. 4x4 Grid plus some additional links. Ill 




Figure 6.22: DLS: Matrix access using k,i,j. Average time per iteration: 0.466 seconds 
(CM-5, 31 processors). 





Figure 6.23: DLS: Matrix access using k,j,i. Average time per iteration: 0.466 seconds 
(CM-5, 31 processors). 
(g USMAFIV p-114 
computation in the red/black algorithm, but they operate with the data in a different 
way (i.e. different memory access patterns). However, we did not find a considerable 
difference in applying any particular strategy (the merge loop was slightly better), but 
we found an irregular behaviour. The very first iteration of the program was taking 
almost 100% longer than the following iterations. In order to test whether this situation 
was due to cache/memory eSects, we prepared an example where a copy of the original 
2D data array used in the algorithm was incorporated in the computation but only on 
two specific iterations (5th and 17th). Since this new array has not been referenced 
before, we would expect a longer execution time for these two iterations. The DLS of 
figure 6.27 illustrates a high initialization cost in one of the partitions (the scalar) as 
well as higher execution time in the 5th iteration (as we would expect) but only for 
the scalar partition. The surface of the DLS for the vector partition (hrst 4 processors 
from left to right in the Agure) was Aat and regular. 
The problem is generated by the size of the data arrays. When this size is large 
enough (greater than 1 Mb for the scalar partition), we find a long initialization phase 
and subsequent irregular memory behaviour (hiUs in the picture). But, if the size of the 
data array is less than 1 Mb, the initialization costs disappear as well as the irregular 
memory effects and we get a Aat surface again. The size of the oS chip direct mapped 
cache for the scalar processors is precisely 1 Mb. We confirmed this analysis using a 
smaller data array. We obtained the expected result for the experiment using a data 
array which has not been referenced before in two particular iterations (4th and 16th), 
as illustrated in figure 6.28. # 
# 
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For a very large mimber of processors, a dynamic notion of performance in-
strumentation and measurement can be used [130]. In this way, the amount 
of information produced can be dramatically reduced. 
We have been working hard to visualize the performance of the whole execution 
of a particular application. However, only those parts that are aEecting the 
overall performance are relevant to our study. Therefore, one possible improve-
ment would be to coUect only reZeuanf information, i.e. information related to 
changes in the execution of our program (e.g. coUect data only if the 
elapsed time per do-loop iteration is greater than a certain value). 129 
can transform and display data in many ways, rotate figures, zoom in and zoom out 
as necessary, change colour scales, create different views of the same data, ajialyze 
statistics, etc. The main purpose of integrating performance analysis with scientific 
data visualization is, precisely, to take advantage of these excellent capabilities for data 
analysis. Once we have produced the required performance data (e.g. by instrumenting 
the program's source code), we are ready for the analysis process. Nothing else is 
required. One of the advantages of this approach is that no tool development is 
necessary. This is important for several reasons: (1) we can spend more time analyzing 
our performance data and (2) we do not need to reinvent the wheel. To create a 
visualization program is not a trivial task at all and this effort may be incorporated to 
a more productive goal, i.e. the performance analysis process. 
In this thesis we have presented our experience on performance analysis of parallel 
programs. The performance tool, ANDES, invasiveness measurements and the new 
parallel performance representation, DLS, show the importance of several issues related 
to the evaluation of parallel performance. 
ANDES was an interesting starting point since it gave us the opportunity to learn 
more about the behaviour of parallel processes. If one wants to measure a parallel 
program, first we have to understand the internal complex behaviour of processes 
interacting in parallel. Additionally, we had to design a methodology in order to 
make the performance evaluation process more efficient. The first version of ANDES 
was restricted to one particular software platform. However, an enhanced version 
of ANDES that was developed for PARMACS allowed us to make ANDES more 
Portability is a key issue for the success of a performance analysis tool. 
Finally, by ANDES and gnupZof we find an example of the advantages 
that can give us. The use of existing tools is important because allow 
us to incorporate facilities and features that are not present in our tool, making the 
performance evaluation more complete. 
Developing a performance analyzer is a very valuable experience. Amongst other 
things, we learned that performance instrumentation can perturb the application by 
a significant factor. It was clear for us that the study of was the next 
step. Understanding invasiveness makes possible a better control over it. Low and 
predictable invasiveness is our goal if we want accurate performance data. However, 
this is a complex problem and more research is required for a better understanding of 
invasiveness effects and how to control them. 
The experiments presented in this thesis have successfully demonstrated that 
the DLS representation of performance, our main contribution, is an useful tool for 
analyzing and evaluating parallel program performance. The DLS is scalable, portable, 
easy to use, useful, it can be used in a collaborative way with other tools and it has 
aU the advantages of using a commercial scientific data visualization tool such as AVS. 
Additionally, using the MPE profiling library in order to produce the trace data required 
to display a DLS, makes it possible to have a very portable version based on MPI. 
Moreover, this version wiU be freely available in the near future. 
Future research directions of this work should consider the use of DLS for different 
programming paradigms such as HPF, different applications such as databases and 
different architectures (e.g. mixtures of shared and distributed memory machines). 
Another area to explore is the use of DLS for the design of compilers (e.g. use a DLS 
to decide whether one do-loop ordering is better than other). Incorporating gouncf 
to a DLS wiH be an interesting test because it wiH add one additional dimension to 132 
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