It was recently found that there are very close connections between the existence of additive spanners (subgraphs where all distances are preserved up to an additive stretch), distance preservers (subgraphs in which demand pairs have their distance preserved exactly), and pairwise spanners (subgraphs in which demand pairs have their distance preserved up to a multiplicative or additive stretch) [Abboud-Godwin SODA '16, Godwin-Williams SODA '16]. We study these problems from an optimization point of view, where rather than studying the existence of extremal instances we are given an instance and are asked to find the sparsest possible spanner/preserver. We give an O(n 3/5+ε )-approximation for distance preservers and pairwise spanners (for arbitrary constant ε > 0). This is the first nontrivial upper bound for either problem, both of which are known to be as hard to approximate as Label Cover. We also prove Label Cover hardness for approximating additive spanners, even for the cases of additive 1 stretch (where one might expect a polylogarithmic approximation, since the related multiplicative 2-spanner problem admits an O(log n)-approximation) and additive polylogarithmic stretch (where the related multiplicative spanner problem has an O(1)-approximation)
Introduction
There has been significant recent progress on problems involving graph spanners: subgraphs which approximately preserve distances. The traditional notion of spanner has involved multiplicative stretch, in which all distances are preserved up to a multiplicative factor known as the stretch. If this stretch factor is k then the subgraph is known as a k-spanner. It has been known for over 20 years that all undirected graphs admit sparse spanners if the stretch factor is at least 3, where sparser and sparser spanners are possible as the stretch factor increases. More formally, Althöfer et al. [4] showed that for every graph G and integer k ≥ 1, there is a (2k − 1)-spanner of G with at most n 1+1/k edges. Moreover, this is tight assuming the Erdős girth conjecture [22] .
A different but synergistic question involves optimizing spanners: given an input graph G and a stretch value k, can we algorithmically find the sparsest k-spanner of G? After all, not all graphs are those from the girth conjectures, and if some graph does have a sparse spanner, we would like to find it. This is known as the Basic k-Spanner problem [17] , and similar optimization problems can be defined for many other versions of spanners where tradeoffs do not exist, such as for directed graphs [8, 18, 7, 20] , when the objective is to minimize the maximum degree rather than the sparsity [14, 15] , etc. Many of these problems can be thought of as standard network design problems (e.g. Steiner Tree, Steiner Forest, etc.) but where the connectivity constraint is augmented with a distance constraint: not only do certain nodes need to be connected, the distance of the connecting path must be short. There has been significant recent progress, both positive and negative, on many of these problems: in general they tend to be as hard to approximate as Label Cover [5] (but not always), but it is still often possible to give nontrivial approximation algorithms.
In parallel with this work on optimizing spanners, there has been rapid progress on understanding what other tradeoffs are possible. Three directions in particular have been the focus of much of this work, and in fact have been shown to be related [2, 9] : additive spanners, distance preservers, and pairwise spanners. In additive spanners we restrict attention to unweighted graphs, but ask for the stretch to be additive rather than multiplicative (giving us more leeway for small distances, but less flexibility for long distances). In distance preservers and pairwise spanners we make an orthogonal change to the spanner definition: instead of preserving all distances, we are given some subset of pairs of nodes T ⊆ V × V (known as the demands) and are only required to preserve distances between demand pairs. In a preserver we must preserve these distances exactly, while in a pairwise spanner we again allow some stretch (multiplicative or additive) for the demands. All three of these objects exhibit somewhat surprising behavior (see Section 1.2 for a more detailed discussion), but have also shown to be related to each other (for example, preserver lower bounds can imply pairwise spanner lower bounds [2] , and some overlapping techniques have been useful for both preservers and additive spanners [9] ).
In this paper we bring together these lines of work, by studying the approximability of distance preservers, pairwise spanners, and additive spanners. We provide the first nontrivial upper bounds for distance preservers and pairwise spanners, while for additive spanners we provide the first known hardness of approximation. Our hardness of approximation in some ways mirrors recent results on tradeoffs for additive spanners [1] , in that we can provide hardness for settings where the associated multiplicative problem is actually easy. Moreover, the techniques required for our upper bounds also yield new insight into classical network design problems, giving an improved approximation for the Directed Steiner Forest problem when all edges have the same cost. 1 
Our Results and Techniques
We now give our results, and for each result some short intuition about the techniques used. Given a graph G, we will let d G (u, v) be the shortest-path distance between u and v in G (note that we are assuming unweighted graphs throughout this paper, so the distance is the same as the number of edges). If G is clear from context we may omit it, and simply refer to d(u, v). Definition 1.1 Given a directed graph G = (V, E) and a collection P ⊆ V × V , a subgraph H = (V, E ′ ) is a pairwise distance preserver if d H (u, v) = d G (u, v) for all (u, v) ∈ P . Definition 1.2 In the Pairwise Distance Preserver problem we are given a graph G = (V, E) (possibly directed and with edge lengths) and a collection P ⊆ V × V , and are asked to return a pairwise distance preserver H which minimizes |E(H)|.
Our first result is for distance preservers, where we give the first nontrivial upper bound. Theorem 1.3 For any constant ǫ > 0, there is a polynomial-time O(n 3/5+ǫ )-approximation algorithm for the Pairwise Distance Preserver problem.
The main difficulty in proving this theorem is the fact that n is not a lower bound on the optimal solution. Most approximation algorithms for spanners (e.g. [8, 18, 7, 20] ) involve randomly sampling shortest-path trees: since n − 1 is a lower bound on OPT for spanners, sampling f trees only costs us f in the approximation ratio. But for preservers, n is no longer a lower bound since the optimal solution need not be connected. Hence sampling shortest path trees is no longer low cost, and without this step any existing algorithm for spanners we might apply has unbounded cost.
To overcome this, we replace shortest-path trees with junction trees. Junction trees are trees which cover "significant" demand at "little" cost. Typically they involve a root node r, and a collection of shortest paths into r and shortest paths out of r in order to satisfy some of the demand. Due to their simple structure we can usually find the densest junction tree (the tree with best ratio of demand covered to cost incurred) relatively efficiently, and then due to their high density these junction trees can be combined into a global solution at low cost. They have been used extensively in network design since their introduction by [12] , but this is the first time (as far as we are aware) that they have been used for spanner problems, or for any problem with a hard distance constraint. We believe that bringing this technique into spanners is a significant contribution of this work.
By using some of the ideas about junction trees that we developed for the Pairwise Distance Preserver problem, we can give an improved approximation algorithm for a classic network design problem: Directed Steiner Forest with uniform costs.
Definition 1.4
In the Directed Steiner Forest problem we are given a directed graph G = (V, E), nonnegative edge costs c : E → R ≥0 , and a collection of node pairs P ⊆ V × V . If all edges have the same cost, we say that the edge costs are uniform. We are asked to return a subgraph H of G which minimizes e∈E(H) c(e) subject to there being a directed path from s to t for all (s, t) ∈ P . Theorem 1.5 For any constant ǫ > 0, there is a polynomial-time O(n 3/5+ǫ )-approximation algorithm for the Directed Steiner Forest problem with uniform edge costs.
The current best approximation for Directed Steiner Forest isÕ(n 2/3 ) [7] , and also comes from intuition about spanners (directed spanners rather than distance preservers). Note that while our approximation is stronger, it is for a significantly simplified setting (uniform edge costs).
Our next result is for pairwise spanners, where we relax the exact distance requirement of preservers but unlike in Directed Steiner Forest do still have a hard restriction on the length. Definition 1.6 Given a directed graph G = (V, E), a collection P ⊆ V × V , and an integer k, a subgraph H of G is a pairwise spanner with multiplicative stretch
∈ P then we say that H has additive stretch k.
Our approximation algorithm will actually be for a much more general problem than finding pairwise spanners with a given stretch bound: we will allow every demand pair to have its own stretch bound. We can instantiate these bounds to give multiplicative or additive stretch, but we can also be more flexible if desired.
Definition 1.7
In the Pairwise Spanner problem we are given a graph G = (V, E) (possibly directed), a collection of vertex pairs P ⊆ V × V , and a function D : P → N. We are asked to return a subgraph H minimizing |E(H)| subject to d H (s, t) ≤ D(s, t) for all pairs (s, t) ∈ P .
Note that this problem generalizes the other problems we have mentioned. When D(s, t) = d G (s, t) for every pair (s, t) ∈ P , this is exactly the Pairwise Distance Preserver problem. When D(s, t) = n for all pairs, this is Directed Steiner Forest with uniform edge costs. We show the following result, which generalizes our other algorithmic results: Theorem 1.8 For any constant ǫ > 0, there is a polynomial-time O(n 3/5+ǫ )-approximation algorithm for the Pairwise Spanner problem.
Our algorithm must contend with the issues that come up both for Pairwise Distance Preserver and Directed Steiner Forest, though the main technical obstacle is the following: As before, we would like to find a junction tree with a common root r through which we connect many terminal pairs. However, because of the distance constraints, we cannot use the the algorithm of Chekuri et al. [13] for finding junction trees as a black box. If we had constraints on the distances between each terminal and the root r, then this could be handled using a reduction which layers the graph. However, the stretch bound for a terminal pair here translates to a bound on the sum of distances of the two terminals in that pair to/from r. The need to coordinate these distance pairs across many terminal pairs, when the LP of [13] might spread its weight across many possible distances for each terminal, makes it more challenging to round this LP. This requires us to go into the details of [13] and significantly change the LP and the rounding in order to allow terminals to make individual distance choices but in a way that their sums still satisfy the stretch requirements. This involves major technical challenges and forms one of the main technical contributions of this paper.
Finally, we move to lower bounds by studying additive spanners.
Definition 1.10 In the Additive k-Spanner problem we are given a (possibly directed) graph G = (V, E) and an integer k > 0, and are asked to return a +k-spanner H minimizing |E(H)|.
To the best of our knowledge, Additive k-Spanner has never been considered before this paper. But while not explicit in their paper, it is straightforward to see that theÕ(n 1/2 )-approximation algorithm of [7] for the multiplicative version continues to hold in the additive setting. Theorem 1.11 For any constant ǫ > 0 and any value k ≥ 1 (not necessarily constant), there is no polynomial-time 2 log 1−ǫ n /k 3 -approximation algorithm for Additive k-Spanner unless N P ⊆ DT IM E(2 polylog(n) ).
Note that this theorem implies strong hardness results for both small and large extremes of k: the problem is hard when k = 1, but is also hard when k is polylogarithmic in n. The associated multiplicative-stretch problem, of multiplicative 2 and polylogarithmic in n respectively, are actually both easy: there is an O(log n)-approximation for the multiplicative 2 problem [26] , and the classical tradeoff of [4] implies an O(1)-approximation when the multiplicative stretch is at least Ω(log n). The +1-spanner hardness is particularly surprising, as many of the techniques that have been used to prove hardness for multiplicative spanners in the past [14, 21, 27] break down for this problem. In particular, essentially all previous hardness results for spanners have been reductions from Label Cover [5] or Min-Rep [27] in a way where the key factor to the hardness is the difficulty of spanning some set of crucial edges using paths of length at most the allowed stretch. This length must be at least 3, since multiplicative 2-spanners are easier to approximate [26] . But for +1-spanners it cannot be that edges are the hard things to span, for the same reason (multiplicative 2-spanners are easy). Instead it must be pairs at longer distance which are hard to span. But the obvious ways of turning an edge into a longer path (e.g. subdividing) run into something of a catch-22, since spanning the intermediate edges of such a path is itself expensive. So we are forced to use a much more complicated reduction which "unifies" these paths in such a way that intermediate edges are no longer too costly, making our reduction significantly more complex.
Once we have these ideas, we can further modify them to allow us to prove hardness for much larger stretch values. Without using the ideas from the +1 case it is easy to prove a theorem similar to the hardness of Basic k-Spanner proved in [17] of 2 (log 1−ǫ n)/k . This involves starting with an instance of Min-Rep and subsampling the superedges to get a high girth instance, but with this technique it is not possible to prove hardness for stretch values that are logarithmic or larger. But if we replace the superedges with longer paths, as we did in the +1 case, we can move the k from the exponent to a multiplicative factor, allowing hardness for much larger stretch values. This requires even more technical work than in the +1-case, as the longer paths introduce even more troublesome complications.
Related Work
Distance preservers were introduced by Coppersmith and Elkin [16] , who showed that extremely sparse preservers exist if the number of demand pairs is not too large. The state of the art is due to Bodwin and Williams [9] , who gave a more fine-grained existential analysis and also (with [2] ) demonstrated some connections to additive spanners. There has been much more work on additive spanners (see [11] for a recent survey); some upper bound highlights include a +2-spanner with O(n 3/2 ) edges [3] , a +4-spanner withÕ(n 7/5 ) edges [10] , and +6-spanner with O(n 4/3 ) edges [6, 29] . From a lower bound perspective, Woodruff [28] gave the first lower bounds that did not depend on the Erdős girth conjecture, and recently Abboud and Bodwin [1] showed that the 4/3 exponent is tight: sparser spanners are not always possible even when the allowed additive stretch is a small polynomial.
Work on optimizing spanners began over 20 years ago, with the first upper bounds provided by Kortsarz and Peleg [26] for stretch 2 and the first lower bounds given by Kortsarz [27] and by Elkin and Peleg [21] (who in particular showed hardness for pairwise spanners; hardness for distance preservers is folklore). There has recently been a surge of progress on these problems, including new algorithms for low stretch spanners [7, 20] , for directed spanners [8, 7, 18] , for low-degree spanners [14, 15] , and for fault-tolerant spanners [18, 19, 20] , as well as lower bounds which finally provide strong hardness [17] .
2 An n 3/5+ε -approximation for Pairwise Distance Preserver
In this section we prove Theorem 1.3. We begin with some definitions and previous results which will help. For any pair (s, t) ∈ P , let P s,t denote the collection of shortest paths from s to t, and let the local graph G s,t = (V s,t , E s,t ) be the union of all nodes and edges in P s,t . Note that every path from s to t in G s,t is a shortest path. For any k, we say a pair (s, t) ∈ P is k-thick if |V s,t | ≥ k and otherwise, we call the pair k-thin. We say that an edge set F ⊆ E satisfies a pair (s, t) ∈ P if F contains a shortest path from s to t. Consider the following standard LP relaxation (essentially that of [18] for spanners).
x e ≥ 0 ∀e ∈ E Let LP denote the value of the optimal solution to this relaxation. Consider the following simple randomized rounding:
• Retain every edge e ∈ E independently with probability min{1, x e · k ln n}.
The next claim is due to [7] (here we adapt the wording for preservers).
Claim 2.1 ( [7] ) The above rounding preserves the distance for every k-thin pair with high probability, and the number of edges retained is at mostÕ(k) · LP.
For thick pairs, we have a different guarantee. As noted in [8, 18, 7] , the local graphs of thick pairs have a small hitting set. This can be proved by random selection or through rounding a feasible solution for a Hitting Set LP; we include one proof here for completeness: Claim 2.2 We can find in polynomial time a hitting set of sizeÕ(n/k) for the vertex sets V s,t of all k-thick pairs (s, t).
Proof: This is easily seen by noting that the vector (1/k, . . . , 1/k) ∈ R V is a feasible solution for the standard LP relaxation for Hitting Set when all sets have size at least k, and the value of this solution is n/k. Thus, it can be easily rounded to a hitting set of cardinalityÕ(n/k).
We assume that we know the value OPT (this is without loss of generality since we can just try every possible value in [|E|] for OPT). We start with the following algorithm.
Algorithm 1
• Set k = n/ √ OPT.
• Run the above randomized rounding and add the edges to our current solution F repeatedly until F preserves distances for all k-thin pairs.
• Find a hitting set X ⊆ V of cardinalityÕ(n/k) using Claim 2.2 for the vertex sets V s,t for k-thick pairs (s, t), and for every u ∈ X, add to F a shortest-path tree from u and a shortest-path tree into u.
It is easy to see that the resulting set is a preserver, and that the cardinality of the set of edges added to F in the final step isÕ(n 2 /k), and so we get the following guarantee:
Lemma 2.3 Algorithm 1 gives anÕ(n/ √ OPT)-approximation for Pairwise Distance Preserver.
Proof: By the above observation for thick pairs, and Claim 2.1 for thin pairs, we get an approximation guarantee of
Remark 2.4
For global spanner problems (when OPT = Ω(n)), a similar algorithm and analysis in [7] gives an approximation ratio ofÕ(n/ √ OPT) =Õ( √ n). However, since we have no lower bound on OPT for non-global spanning and connectivity problems, we cannot achieve such a guarantee using just this algorithm.
When OPT ≥ n 4/5 , the above guarantee immediately implies our desiredÕ(n 3/5 )-approximation. So let us now consider the case when OPT < n 4/5 . We begin by partitioning our pairs P into log n buckets, such that in each bucket, the distances d(s, t) in that bucket are all in the range [d * , 2d * ) for some value d * associated with that bucket. We run our algorithm separately for each bucket, at the cost of an additional log n factor in our approximation guarantee (relative to the approximation that we will state). Let us focus on one such bucket P d * for a fixed value d * . Our next algorithm is similar to Algorithm 1, but does not add a full shortest-path tree and works well for buckets where d * is small. For the sake of this algorithm, let us define sets of nearby terminals for every vertex u ∈ V :
Our second algorithm is as follows:
Algorithm 2:
• Run randomized rounding as in Algorithm 1 and add the edges to our current solution F repeatedly until F preserves distances for all k-thin pairs in P d * .
• Find a hitting set X ⊆ V of cardinalityÕ(n/k) for the vertex sets V s,t for k-thick pairs (s, t) ∈ P d * , and for every u ∈ X, add to F a shortest path from u to every t ∈ T u d * and from every s ∈ S u d * to u.
It is easy to see that the resulting set preserves distances for all pairs in P d * , and that the cardinality of the set of edges added to F in the final step isÕ(d * (max u∈V (|S u d * | + |T u d * |))n/k), and so we get the following guarantee: Lemma 2.5 Algorithm 2 satisfies all pairs in P d * and has at mostÕ( √ d * n · OPT) edges.
Proof: Note that every terminal must have at least one incident edge in any preserver, and so the number of terminals is always at most O(OPT). Thus, by the above observation for thick pairs, and Claim 2.1 for thin pairs, we get a total cost of
Note that for d * ≤ n 1/5 , this gives us our desiredÕ(n 3/5 ) approximation guarantee. Finally, we focus on the remaining case when d * > n 3/5 (and recall that OPT < n 4/5 ). For this regime, we use the junction tree approach which has been used until now only for problems without hard distance constraints [13, 23, 7] . A junction tree is a disjoint 1 union of an in-arborescence and an outarborescence with terminal leaves and a common root. In our case, the leaves of the in-arborescence will come from the set S d * = {s | ∃t : (s, t) ∈ P d * } and the leaves of the out-arborescence will come from the set T d * = {t | ∃s : (s, t) ∈ P d * }. The density of a junction tree (in the context of preservers) is the ratio between the number of edges in the junction tree, and the number of terminal pairs in P d * such that the junction tree contains a shortest path connecting that pair. In order to find such a junction tree, we construct a pair of graphs for every node u: we let G in d * (u) be the union of all shortest paths into u, let G out d * (u) be the union of all shortest paths coming out of u. Note that every path in these two graphs is a shortest path.
Chekuri et al. [13] show that for any fixed u, a minimum density junction tree for general connectivity problems can be approximated within an n ε factor for any ε > 0. While their algorithm is only designed to handle connectivity demands, and not distance-based demands, we can apply their algorithm as a black box on the graph G d * , which we define as the disjoint union of G in d * (u) and G out d * (u) (connected through u), and the pairs
Since the only paths connecting such terminal pairs in this graph are shortest paths, we are guaranteed that every pair connected by the algorithm of [13] will also be distance-preserved. Thus our third algorithm is as follows:
Algorithm 3: As long as P d * = ∅, repeat the following:
• For every u ∈ V , use the algorithm of [13] to find an approximately optimal junction tree in graph G d * (u) w.r.t. pairs P d * (u), and let F u and P u be the set of edges used and terminals connected by this algorithm, respectively.
• Choose u * minimizing the ratio |F u * |/|P u * |, add edge set F u * to F , and remove pairs P u * from P d * .
The approximation guarantee of this algorithm is as follows:
Lemma 2.6 Algorithm 3 satisfies all pairs in P d * and adds at most n ε · OPT 2 /d * edges.
Proof: As shown in [23] , the above algorithm adds at most O(α · OPT) edges (for some α > 1) as long as we have the guarantee that we can find a junction tree with density at most α · OPT/|P d * |. 2 Thus, by our adaptation of the algorithm of [13] , it suffices to show that there exists a junction tree with density at most
, guaranteeing that we can find a junction tree with at most the same density up to an additional n ε factor. To see that such a junction tree exists, let F ⊆ E be some optimum solution, for every pair (s, t) ∈ P d * fix a shortest path p s,t in F , and for every edge e ∈ F , let P d * (e) = {(s, t) ∈ P d * | e ∈ p s,t }. Thus, for the average edge in F we have
Thus there exists an edge e with a junction tree going through it which connects at least Ω(d * |P d * |/OPT) pairs, and uses at most OPT edges (since it is a subset of F ), giving a density of at most
So by applying Algorithm 2 for buckets where d * ≤ n 1/5 and Algorithm 3 for buckets where d * > n 1/5 , and using the fact that OPT < n 4/5 (or else Algorithm 1 is already sufficient), Lemmas 2.5 and 2.6 imply that we get an approximation ratio of at mostÕ(
Directed Steiner Forest with uniform costs
We now turn to Directed Steiner Forest with uniform cost edges. For this problem, we would like to adapt our algorithm for preservers and get an n 3/5+ε -approximation. This could be done quite directly if we knew, for some optimum solution F ⊆ E, what the distance in F of every terminal pair is. However, since these distances are not known (unlike for preservers), we need to be slightly more careful.
We start with our adaptation of Algorithm 1, for the corresponding case when OPT ≥ n 4/5 , and we use the following standard LP relaxation:
Here we have no notion of local graphs independent of the LP. Instead, for every pair (s, t) ∈ P , we define its local graph w.r.t. this LP: let V s,t be the set of vertices involved in the flow f s,t . We can define k-thick and k-thin terminal pairs accordingly -(s, t) is a k-thick pair if |V s,t | ≥ k, and otherwise it is k-thin. The guarantee of Lemma 2.3 follows here with the same analysis. The only difference is the justification of Claim 2.1 from [7] . In their paper, the proof of this claim relies entirely on showing that the number of minimal "antispanners" (edge sets whose removal from the flow f s,t increases the distance from s to t) is bounded by |E| · |V s,t | |V s,t | . In our case, the proof is even simpler, since rather bounding the number of antispanners, we need to bound the number of minimal cuts, which is clearly at most 2 |V s,t | (since every minimal cut is simply a partition). Now suppose OPT < n 4/5 . As discussed in the proof of Lemma 2.6, as long as we have an algorithm to find a junction tree (or really any edge set) with density at most α · OPT/|P |, we can repeatedly apply such an algorithm to the set of remaining unconnected pairs, adding at most O(α · OPT) edges overall. One way to find an edge set with good density is indeed via junction trees, or by adapting one of our other algorithms to connect a constant fraction of pairs. Thus, we need an algorithm which finds an edge set with density at most n 3/5+ε ·OPT/|P |. Rather than using buckets as in Section 2, we use thresholding. While our approach at this point is very similar to that of [7] , the actual parameters and combination of algorithmic components is slightly different, so we give the algorithm and analysis here for completeness. Set D = n 1/5 , and define a layered graph
, D}, and
We start with the following LP relaxation, where |f s,t | denotes the value of a flow f s,t :
While this LP seems to increase the number of vertices by a factor of D, it is simply a compact way of formulating a flow LP on G where the flows are restricted to paths of length at most D, and we may think of the flows f s,t as such.
The algorithm now trades off a slight variant of Algorithm 2 and Algorithm 3, and chooses the sparser of the two edge sets:
• Solve the above LP relaxation (if feasible), and run Algorithm 2 on pairs P 1/4 := {(s, t) ∈ P | |f s,t | ≥ 1/4}, where V s,t is the support (in V ) of flow f s,t , and distance bounds D (w.r.t. the hitting set), and let F 0 be the edge set found by this algorithm.
• For every u ∈ V , use the algorithm of [13] to find an approximately optimal junction tree in graph G and all pairs P , and let F u and P u be the set of edges used and terminals connected by this algorithm, respectively.
• If the LP is infeasible, or |F 0 |/|P | > min u |F u |/|P u |, then add output F u that minimizes this ratio. Otherwise, output F 0 .
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The following lemma gives the required guarantee:
Lemma 3.1 Assuming OPT < n 4/5 , Algorithm 4 outputs an edge set F ′ which connects terminal pairs
Proof: For some optimum solution, let P D be the set of terminal pairs in P which the solution connects using paths of length at most D. Consider two cases.
In this case, the above LP is feasible, and has value at most OPT. Also note that constraints (3) and (4) imply that |P 1/4 | ≥ |P |/4, and so by the same analysis as Lemma 2.5, the algorithm connects these pairs using at mostÕ(n 3/5 OPT) edges, giving a set of densityÕ(n 3/5 · OPT/|P |).
In this case, at least |P |/2 pairs are connected by paths of length at least D, and so we find a junction tree with density at most n ε · OPT 2 /(|D||P |) < n 3/5+ε · OPT/|P | by the exact same analysis as in the proof of Lemma 2.6.
Pairwise spanners
Much of our algorithm for Pairwise Distance Preserver and/or Directed Steiner Forest can be used for Pairwise Spanner with almost no change. As before, we guess OPT, and run Algorithm 1 if OPT ≥ n 4/5 , since the guarantee of Lemma 2.3 applies here as well.
If we were concerned only with constant additive or multiplicative stretch spanners, we could bucket on distances as in our algorithm for Pairwise Distance Preserver. However, in Pairwise Spanner we could have arbitrary distance demands, so this bucketing is not possible in general. Instead, we use the same approach as Algorithm 4 for Directed Steiner Forest, with the same analysis as in Lemma 3.1 plus two changes. First, we need to very slightly change our application of Algorithm 2. As in Section 3, we define the graph
, and solve the following slightly modified LP:
x e ≥ 0 ∀e ∈ E
As shown in [7] , this LP ensures that thin pairs (s, t) that are settled by Algorithm 2 will be spanned by a path of length at most D(s, t) (the general spanner version of Claim 2.1).
However, the step in Algorithm 4 that requires junction trees cannot work as stated. Nor can we apply known techniques via a simple reduction as in Algorithm 3. Recall that in Algorithm 3, we constructed a graph of shortest paths through a root r (which we called u in Section 2) for which we wanted to find a sparsest junction tree using the algorithm of [13] as a black box. This black box reduction worked because we restricted our instance so that all paths were shortest paths. However, there is no obvious graph we can restrict to for arbitrary distance bounds (or even when we only allow additive or multiplicative stretch). Consider a single pair (s, t), and all paths of distance D(s, t) that go through a proposed junction tree rooted at r. Some of these paths could have a prefix of length D(s, t)/2 to r and a suffix of length D(s, t)/2 from r to t, while others may have a prefix of length D(s, t)/2 − 1 to r and a suffix of length D(s, t)/2 + 1 from r to t. Allowing the algorithm to connect s and t using the edges from the union of such paths can result in a path of length D(s, t) + 1, or even more, violating the required distance.
Thus handling these hard distance requirements introduces significant difficulties, and requires us to modify the algorithm of [13] in a non-black-box manner. At a high level, their algorithm uses height reduction and a reduction to (undirected) Group Steiner Tree in a tree via a density LP. Roughly speaking, our version of their density LP has a flow f s to the root r for every left terminal s, and a flow f t from r to t for every right terminal t. Each flow is explicitly decomposed into flows on specific path lengths. That is, f k s only uses paths of length exactly k, etc. Our LP is roughly of the form 3
In order to apply the technique of [13] , we need to make the choices of distances for left and right terminals independent. In other words, we need to restrict every left or right terminal u to a fixed set of distances Λ(u) such that for every pair (s, t) ∈ P we have k + ℓ ≤ D(s, t) for every pair of distances (k, ℓ) ∈ Λ(s) × Λ(t), while still preserving a large (1/polylog(n)) fraction of the total flow. It turns out that this can be achieved by retaining, for every terminal, all distances up to its median distance, weighted by the y variables. Since this part of our algorithm is somewhat more complex, and involves a non-blackbox use of previous junction tree algorithms, we present our junction tree algorithm separately in Section 5.
Junction Tree Algorithm for Pairwise Spanner
In this section, we present our approximation algorithm for approximating the Minimum Density Junction Tree for the Pairwise Spanner problem, which we then use as part of Algorithm 3 in Section 4 (replacing Algorithm 3 from Section 2). Formally, we prove the following theorem:
Theorem 5.1 For any constant ε > 0, there is a polynomial time algorithm which, given an unweighted directed n vertex graph G = (V, E), terminal pairs P ⊆ V × V , and distance bounds D : P → N (where D(s, t) ≥ d(s, t) for every terminal pair (s, t) ∈ P , approximates the following problem to within an O(n ε ) factor:
• Find a non-empty set of edges F ⊆ E minimizing the ratio
where d F,r (s, t) is the length of the shortest path using edges in F which connects s to t while going through r (if such a path exists).
Before we describe our algorithm and analysis, let us first mention two tools on which our algorithm relies.
Useful lemmas from previous work
The following lemma describes part of junction tree algorithm of [13] . Since it is not explicitly mentioned as a separate result in their paper, we give a proof sketch in Appendix A for completeness.
Lemma 5.2 (Height reduction) Let G = (V, E) be an edge-weighted directed graph with edge weights w : E → R ≥0 , let r ∈ V be a source vertex of G, and let σ > 0 be some parameter. Then we can efficiently construct an edge-weighted undirected treeT r rooted atr of height σ and size |V | O(σ) together with edge weightsŵ : E(T r ) → R + 0 , and a vertex mapping Ψ :
• For any arborescence J ⊆ G rooted at r, and terminal set S ⊆ J, there exists a treeĴ ⊆T r rooted atr such that letting L(J) and L(Ĵ ) be the set of leaves of J andĴ, respectively, we have
• Given any treeĴ ⊆T r rooted atr, we can efficiently find an arborescence J ⊆ G rooted at r such that, for leaf sets L(J) and L(Ĵ) as above, we have L(J) = Ψ(L(Ĵ )), and moreover, w(J) ≤ŵ(Ĵ ).
The following lemma is from [24] (Theorem 4.1, Corollary 6.1), and was also used in [13] . Given a set X, we will use P(X) and 2 X interchangeably to denote the power set of X.
Lemma 5.3 (Group Steiner Tree rounding in a tree) Given an edge-weighted undirected tree T rooted at r, with edge weights w : E(T ) → R ≥0 , a collection of vertex sets S ⊆ P(V (T )), and a solution to the following LP:
s.t. capacities {x e } support one unit of flow from r to S
∀S ∈ S
x e ≥ 0 ∀e ∈ E Then we can efficiently find a subtree T ′ ⊆ T rooted at r such that for every S ∈ S at least one vertex of S participates in the tree T ′ , and w(T ′ ) ≤ O(log n log |S| · e∈E w(e)x e ).
Our junction tree algorithm
Although we solve the same Minimum Density Junction Tree problem as in Pairwise Distance Preserver and Directed Steiner Forest, there are key technical difficulties we run into when trying to find junction trees for Pairwise Spanner. In Directed Steiner Forest, we do not have to concern ourselves with the length of the paths. In Pairwise Distance Preserver, we are able to restrict the graph to use only shortest paths. Here we have many choices of source-to-root and root-to-sink paths with various distances, and we have to pick a pair of paths with the right distances. Thus, it is not possible to use the algorithm of [13] for the Minimum Density Junction Tree problem as a black box. While our algorithm follows the same overall structure as theirs, key parts of the algorithm need to be applied in conjunction with a reduction, while others need to be replaced.
In fact, we have two technical issues. First, a standard technique that reduces the Minimum Density Junction Tree problem to a tree instance of the density version of the Group Steiner Forest problem (GSF) does not work for us, as it does not keep track of distances. Secondly, the approach of [13] is to bucket an LP relaxation for Density GSF, giving a relaxation for GSF itself, which can then be rounded directly using the algorithm of [24] . Here, again, we cannot apply their technique directly, because the bucketing needs to prune the possible distances for different terminals, so that they can be picked independently while still respecting the total distance bound between terminal pairs.
As usual, we will try all possibilities for a root r ∈ V , and approximate a minimum density junction tree rooted at r. For every such choice of r, we start by reducing our problem to an instance of the following problem: Definition 5.4 In the Minimum Density Steiner Label Cover problem we are given a directed graph G = (V, E), nonnegative edge costs w : E → R ≥0 , two collections of disjoint vertex sets S, T ⊆ P(V ), a collection of set pairs P ⊆ S × T , and for each pair (S, T ) ∈ P , a relation R(S, T ) ⊆ S × T . The goal is to find a set of edges F ⊆ E minimizing the ratio
Our reduction allows us to use the first part of [13] by turning our distance problem into a connectivity problem, albeit a considerably more complicated one. The reduction is as follows: construct a layered directed graph with vertices V r = ((V \ r) × {−n + 1, . . . , −2, −1, 1, 2, . . . , n − 1}) ∪ {(r, 0)} and edges
Set all edge weights for e ∈ E r to w(e) = 1. Now for every terminal pair (s, t) ∈ P with distance bound D(s, t), add new vertices (s t , −i) and (t s , j) for all i, j ≥ 0 such that (s, −i), (t, j) ∈ V r , and for all such i and j add zero-weight edges ((s t , −i), (s, −i)) and ((t, j), (t s , j)). Denote this final graph by G r . Finally, for every terminal pair (s, t), define terminal sets S s,t = {(s t , −i)|i ≥ 0}∩V (G r ) and
Note that for every terminal pair (s, t) ∈ P and label i, there is a bijection between paths of length i from s to r in G, and paths from (s t
To use our construction, we need one more, much simpler graph: Let G ′ be a graph comprised of two graphs G + and G − which are copies of G intersecting only in vertex r. For every node u ∈ V , denote by u + , u − the copies of u in G + , G − , respectively. The following lemma follows directly from our construction:
Lemma 5.5 For any f > 0, and set of terminal pairs P ′ ⊆ P , there exists an edge set F ⊆ E(G ′ ) of size |F | ≤ f containing a path of length ≤ D(s, t) from s − to t + for every (s, t) ∈ P ′ iff there exists a junction tree J ⊆ E(G r ) of weight w(J) ≤ f such that for every terminal pair (s, t) ∈ P ′ , J contains leaves (s t , −i), (t s , j) such that ((s t , −i), (t s , j)) ∈ R s,t . Moreover, given such a junction tree J, we can efficiently find a corresponding edge set F .
Thus, to prove Theorem 5.1, it suffices to show that we can achieve an O(n ε )-approximation for the Minimum Density Steiner Label Cover instance (G r , w, {S s,t , T s,t , R s,t | (s, t) ∈ P }) obtained from our reduction. We are now ready to apply the first part of the junction tree algorithm of [13] . We apply the algorithm of Lemma 5.2 to our weighted graph (G r , w) with parameter (constant) σ > 1/ε, and obtain a shallow treeT r with weightsŵ, and mapping Ψ : V (T r ) → V (G r ). All terminals (s t , −i), (t s , j) in G r are now represented by sets of terminals Ψ −1 ((s t , −i)) and Ψ −1 (t s , j), respectively, in V (T r ). 4 We can extend the relation R s,t in the natural way tô
Therefore, by Lemma 5.5 and Lemma 5.2, it suffices to show the following:
Lemma 5.6 There exists a polynomial time algorithm which, in the above setting, gives an O(log 3 n) approximation for the following problem:
• Find a tree T ⊆T r minimizing the ratioŵ
The rest of this section is devoted to proving Lemma 5.6. In the original junction tree algorithm of [13] , with no distance constraints, the application of Lemma 5.2 gave a Minimum Density Group Steiner Forest instance, for which they formulated and rounded an LP relaxation. However, our reduction yields a connectivity problem of a much more subtle nature, in which it is not enough to choose representatives of various sets of terminals, but to also choose them in a way that satisfies the relationsR(s, t). Fortunately, the relationsR(s, t) have a very specific structure, which still allows us to obtain a polylogarithmic approximation (whereas for more general relations the problem would be considerably harder). Nevertheless, these non-cross-product relations require both a new LP relaxation, and a more subtle rounding. We use the following natural LP relaxation for the problem described in Lemma 5.6: min e∈E(Tr)ŵ (e)x e s.t.
(s,t)∈P (ŝ,t)∈Rs,t yŝ ,t = 1 (11) t :(ŝ,t)∈Rs,t
ŝ:(ŝ,t)∈Rs,t
capacities x e support zŝ flow fromŝ tor
capacities x e support zt flow fromr tot ∀(s, t) ∈ P,t ∈ Ψ −1 (T s,t ) (15)
This is easily seen to be a relaxation, by considering, for any tree T ⊆T r , the following solution: Let P T = {(s, t) ∈ P | ∃(ŝ,t) ∈R s,t : T contains anŝ t path}. 5 Let x e = 1/|P T | for every e ∈ E(T ), and x e = 0 otherwise. Then clearly the objective function gives e∈E(Tr)ŵ (e)x e =ŵ(T )/|P T | as required. Next, for every (s, t) ∈ P T , let (ŝ,t) ∈R s,t be a pair of representatives that is connected by T , and set zŝ = zt = yŝ ,t = 1/|P T |, and set all other y and z variables to 0. It is easy to check that all constraints are satisfied by this solution.
Given an optimum solution to the above LP relaxation, our goal is to transform such a solution to an LP relaxation for Group Steiner Tree (on the treeT r ), which can then be rounded using known algorithms without losing too much in the LP value. In particular, for pairs (s, t) ∈ P , we need to prune the sets of representatives Ψ −1 (S s,t ) and Ψ −1 (T s,t ), so that we can choose such representatives independently while still respecting the problem structure. Formally, we need to find representative setsS s,t ⊆ Ψ −1 (S s,t ) andT s,t ⊆ Ψ −1 (T s,t ) such thatS s,t ×T s,t ⊆R s,t (so that there is no chance that we will pick a pair of representatives corresponding to a path of total length greater than D(s, t)), but also make sure that these representative sets still cover a large LP value. This representative set pruning is accomplished by sorting the representatives of each terminal, and taking all representatives of a terminal up to the median representative. The formal pruning procedure is as follows:
• For all terminal pairs (s, t) ∈ P , define γ s,t := (ŝ,t)∈Rs,t yŝ ,t .
• For every terminal pair (s, t) ∈ P , sort the representative sets Ψ −1 (S s,t ) and Ψ −1 (T s,t ) by non-decreasing order of distance labels:
. .} so that for any i ′ , j ′ , if Ψ(ŝ i ′ ) = (s t , −i) and Ψ(ŝ j ′ ) = (s t , −j) for some i < j, then i ′ < j ′ .
-Sort Ψ −1 (T s,t ) = {t 1 ,t 2 , . . .} so that for any i ′ , j ′ , if Ψ(t i ′ ) = (t s , i) and Ψ(t j ′ ) = (t s , j) for some i < j, then i ′ < j ′ .
• Choose median prefix sets for all terminals: For every terminal pair (s, t) ∈ P , define
, and
and letS
Note that our pruning is somewhat simplified by the fact that the terminal representative sets Ψ −1 (S s,t ) and Ψ −1 (T s,t ) are disjoint from the representative sets for all other pairs, so we do not need to prune the representatives of a single terminal s w.r.t. a number of terminals t simultaneously (or vice versa). As we shall see, the choice of median representative prefix sets automatically guarantees that at least half the LP value is preserved. However, we need to verify that these sets do not contain any pairs that are disallowed by the spanner constraints (formally, by the terminal relationsR s,t ):
Lemma 5.7 In the above algorithm, for every terminal pair (s, t) ∈ P we haveS s,t ×T s,t ⊆R s,t .
Proof: Fix some terminal pair (s, t) ∈ P . For the purpose of this proof, let us also define the suffix set U = {ŝ i | i ∈ {µ(s t ), . . . , |Ψ −1 (S s,t )|}}. By our choice of µ(s t ) and definition of γ s,t , we have that ŝ∈U t :(ŝ,t)∈Rs,t
Now, let ℓ be such that Ψ(ŝ µ(s t ) ) = (s t , −ℓ), and note by our sorted ordering that for everyŝ ∈ U we have Ψ(ŝ) = (s t , −ℓ ′ ) for some ℓ ′ ≥ ℓ. Therefore, for any representativeŝ ∈ U , for any representativê t ∈ T s,t such that (ŝ,t) ∈R s,t we must have Ψ(t) = (t s , j) for some
}, again by our sorted ordering, we have that for anyŝ ∈ U and
This immediately implies that k ≥ µ(t s ). Moreover, for anyŝ ∈S s,t andt ∈T s,t (⊆ {t 1 , . . . ,t k }), we have Ψ(ŝ) = (s t , −ℓ ′ ) and Ψ(t) = (s t , j ′ ) such that ℓ ′ ≤ ℓ and j ′ ≤ k = D(s, t) − ℓ, and therefore ℓ ′ + j ′ ≤ D(s, t), which implies that (ŝ,t) ∈R s,t , thus proving the lemma.
With this pruning in place, we can run the remaining part of the classical junction tree algorithm. By the definition of γ s,t and constraint (11), we get that (s,t)∈P γ s,t = 1. We now bucket the pairs P by their γ values. That is, for all i ∈ {0, 1, . . . , ⌈log |P |⌉}, define
By a standard argument, there exists some i * such that (s,t)∈P i * γ s,t ≥ 1 2(⌈log |P |⌉+1) , and so |P i * | ≥ 2 i * /O(log n). Moreover, for every pair (s, t) ∈ P i * we have ŝ∈Ss,t zŝ ≥ ŝ∈Ss,t t :(ŝ,t)∈Rs,t yŝ ,t by constraint (12)
and similarly
Now, scaling our LP solution up to x * e := min{1, 2 i * +2 · x e }, from the above bounds together with constraints (14) and (15) 
w(e)x e )   such that for every pair (s, t) ∈ P i * at least one vertexŝ ∈S s,t and at least one vertext ∈T s,t are connected throughr in the tree T ′ . Recalling by Lemma 5.7 that such (ŝ,t) pairs also belong tô R s,t , we have the following bound on the "density" of the tree T ′ :
w(e)x e   , thus rounding our original LP, and proving Lemma 5.6 and in turn Theorem 5.1.
Overview of Hardness Results for Additive Spanners
In this section we givea high-level overview of our hardness results for additive spanners. We begin with an informal overview of the result for +1-spanners, and then discuss how to extend the reduction to +k-spanners for larger stretch values. All details can be found in Sections 7 and 8.
In all of our reductions we will start from the Min-Rep problem, which was first introduced by [27] . In Min-Rep we are given a bipartite graph G = (A, B, E) where A is partitioned into groups A 1 , A 2 , . . . , A r and B is partitioned into groups B 1 , B 2 , . . . , B r , with the additional property that every set A i and every set B j has the same size (which we will call |Σ| due to its connection to the alphabet of a 1-round 2-prover proof system). This graph and partition induces a new bipartite graph G ′ called the supergraph in which there is a vertex a i for each group A i and similarly a vertex b j for each group B j . There is an edge between a i and b j in G ′ if there is an edge in G between some node in A i and some node in B j . A node in G ′ is called a supernode, and similarly an edge in G ′ is called a superedge.
A REP-cover is a set C ⊆ A ∪ B with the property that for all superedges {a i , b j } there are nodes a ∈ A i ∩ C and b ∈ B j ∩ C where {a, b} ∈ E. We say that {a, b} covers the superedge {a i , b j }. The goal is to construct a REP-cover of minimum size.
We say that an instance of Min-Rep is a YES instance if OP T = 2r (i.e. a single node is chosen from each group) and is a NO instance if OP T ≥ 2 log 1−ǫ n r. The following theorem, which is the starting point of our reductions, is due to Kortsarz [27] :
Unless NP ⊆ DTIME(2 polylog(n) ), for any constant ǫ > 0 there is no polynomialtime algorithm that can distinguish between YES and NO instances of Min-Rep. This is true even when the graph and the supergraph are regular, and both the supergraph degree and |Σ| are polynomial in 2 log 1−ǫ n .
Intuition for +1-Spanners: In the basic reduction framework, due to [27, 21] , we start with a Min-Rep instance, and then for every group we add a vertex (corresponding to the supernode) which is connected to vertices in the group by "connection" edges. We then add an edge between any two supernodes that have a superedge in the supergraph. So there is an "outer" graph corresponding to the supergraph, as well as an "inner" graph which is just the Min-Rep graph itself, and they are connected by connection edges. The basic idea is that if we want stretch 3, the only way to span a superedge is to use a path of length 3 that goes through the Min-Rep instance, in which case the Min-Rep edge that is in this path corresponds to nodes in a valid REP-cover. So if we create many copies of the outer nodes (i.e. of the supergraph), then in a YES instance each copy can be covered relatively cheaply by using 3-paths corresponding to the small REP-cover, while in a NO instance every copy requires many edges simply in order to 3-span the superedges. This can be generalized to larger stretch values by changing the connection edges into paths of length approximately k/2.
Slightly more formally, suppose that we make x copies of the outer nodes. Then in the basic reduction, in a YES instance we can find a 3-spanner that has total size of approximately x · 2r, while in a NO instance every 3-spanner has size at least x · 2 log 1−ǫ n r.
This reduction strongly depends on having canonical paths of length at least 3: since there is an O(log n)-approximation for multiplicative stretch 2 spanners [26] , no similar reduction can exist. So if we want to prove hardness for +1-spanners, we need to make the true distance between supernodes at least 2, rather than 1. The obvious way to do this would be to subdivide each superedge into a path of length 2. But now consider these new vertices: clearly in the optimal solution they must have degree at least one, and thus even in a YES instance the sparsest spanner must have size at least x · |E(G ′ )| ≈ x · 2 log 1−ǫ n r. So we have entirely lost the hardness!
The intuitive solution is to subdivide superedges as before, except we use the same middle vertex for all of the x copies. Thus we have to add only |E(G ′ )| extra nodes rather than x · |E(G ′ )|, and so the fact that these nodes must have degree at least 1 in the optimal solution is no longer a problem. Of course, now we have other problems: how do we span all of the new edges we added? To do this we have to add yet another dummy node and paths of length 2 from each outer node each of the middle superedge nodes, so it does not seem like we have much progress. This seems like a catch-22: every time we add new vertices or edges to span other pairs, it becomes too expensive to span what we've added. But now by carefully hooking these nodes up together, it turns out that we can use the same extra dummy node for each of the x copies, so the total extra cost ends up being only O(rx), which is still small enough that we maintain the hardness gap.
Hardness for +k-Spanners: To extend our hardness reduction to larger stretch values we will want to use the same basic idea: instead of supernodes being at distance 1 from each other if they have a superedge (as in the classical reductions [27, 21, 17] ), we will make them further away initially and make sure that canonical paths have length exactly k more than the original lengths. But here the reason we need large initial distance is very different from the reason that we needed it for +1-spanners: when the additive stretch is larger than 1, then including superedges directly would lead to the possibility of spanning a superedge using non-canonical paths made up entirely of superedges. This was the main difficulty in proving hardness of approximation for multiplicative spanners, and was overcome by [17] by sparsifying the superedges so there are no short non-canonical paths (note that allowing directed edges solves this problem, for both multiplicative and additive spanners, but we want hardness for even the undirected setting). But we pay a price in the hardness for doing this sparsification: the hardness drops to 2 log 1−ǫ n k , which becomes negligible when k = Ω(log n).
Pushing past this boundary requires giving up on sparsifying. Thus the supergraph might have girth 4, so if the original distance between two supernodes connected by a superedge is d, then the spanner instance we construct might have a path of length 3d using only these superedge paths. To prevent such paths from being a problem, we will have to make them be too long, i.e. we will need 3d − d = 2d to be greater than the additive stretch k. But again we have the same Catch-22 as in +1-spanners: if we replace each superedge by a long path, then simply spanning all of the edges in those paths is too expensive. Moreover, it now becomes difficult to span pairs that were innocuous before, e.g. two copies of the same supernode. Overcoming these issues requires adding even more extra paths and vertices, which create their own complications when trying to span them. But these difficulties can be overcome with enough technical work; see Section 8 for details.
Hardness for +1-Spanners

The Reduction
Suppose we are given a Min-Rep instance G = (A, B, E) with associated supergraph G ′ = (U, V, E ′ ). For any vertex w ∈ U ∪ V we let Γ(w) denote its group. So Γ(u) ⊆ A for u ∈ U , and Γ(v) ⊆ B for v ∈ V . We will assume without loss of generality that G ′ is regular with degree d G ′ and G is regular with degree d G . Let x ∈ N be a parameter which we will set later.
Our +1-spanner instance will have several kinds of vertices. We first define the following vertex sets:
In other words, the V out vertices are just x copies of the nodes in the supergraph, S consists of one additional "special" node for each node in the supergraph, and M has a vertex for each superedge (these are the "middle" nodes). Let V R = V L out ∪ V R out ∪ A ∪ B ∪ S ∪ M be the "main" vertex set. For technical reasons these vertices will not quite be enough, so we will also define a single special node t and a set of nodes T = {t y : y ∈ V R }. The final vertex set of our instance will be
Now that our vertices are defined, we need to define edges. We first add inner edges, which will just be a copy of the Min-Rep instance G. Formally, since A, B ⊂ V G , we just let E in = E. We will next connect the outer nodes to the inner nodes using connection edges:
The next set of edges (the outer edges) form length-2 paths for each superedge:
We next connect nodes in S using three edge sets: one which connects S to the outer nodes, one which connects S to the inner nodes, and one which connect S to the middle nodes M :
We next add group edges to form a clique inside each group:
Finally, we will add "star" edges to make the entire graph have diameter 4 by going through the special node t:
Our final edge set E G is the union of all of these sets:
Analysis
Soundness
We first analyze the soundness of this reduction: we want to show that the size any +1-spanner is lower bounded by OP T M R (the optimal solution of the Min-Rep instanceG). Let H be an arbitrary +1-spanner of G = (V G , E G ). Definition 7.1 A path between outer nodes (u, i) and (v, j) is called canonical if it has the form (u, i) → a → b → (v, j), where a ∈ γ(u) and b ∈ Γ(v). In other words, it is a length 3 path whose first and last edges are from E con and whose middle edge is from E in .
Note that if {u, v} is a superedge then (u, i) and (v, j) are at distance 2 in G because of the outer edges. Thus in H they must be at distance 2 or 3. The intuition is that if {u, v} is a superedge then H should contain a canonical path from (u, i) to (v, j) for all i, j ∈ [x]. Such a path exists, since it corresponds to choosing nodes in a REP-cover to satisfy the {u, v} superedge. Unfortunately this isn't quite true, but it's "true enough" -with only a small loss, we can guarantee that enough paths are canonical.
For the purposes of lower bounding |E(H)|, it will turn out to be easier to only consider the case of j = i. Note that (u, i) and (v, j) are also at distance 2 when j = i, but for the purpose of the analysis we will only care about j = i. Thus we will not try to make all possible paths canonical, but rather only when j = i Definition 7.2 A +1-spanner H ′ of G is canonical if for all outer nodes (u, i) and (v, i) where {u, v} ∈ E ′ and i ∈ [x], there is a canonical path between (u, i) and (v, i).
Proof: For each superedge {u, v} ∈ E ′ , let a uv ∈ Γ(u) and b uv ∈ Γ(v) be arbitrary inner nodes so that {a uv , b uv } ∈ E, i.e. so that there is a canonical path (
. We create a new graph H ′ by starting with H, and then for each ((u, i), (v, i)) pair of outer nodes where {u, v} ∈ E ′ and i ∈ [x] but where there is no canonical path from (u, i) to (v, i), we add the connection edges {(u, i), a uv } and {(v, i), b uv } and the inner edge {a uv , b uv } (if these edges do not already exist). Since H ′ contains H, we know that H ′ is also a +1-spanner, and it is canonical by construction.
So it remains to prove the size bound. How many edges did we add to H to get H ′ ? Suppose we added (at most 3) edges to canonically span the pair ((u, i), (v, i)). Then in H the path between (u, i) and (v, i) already had length at most 3, but was not a canonical path. Since it was not a canonical path but had length 3, it must have one of the following forms:
This classification is easy to see by inspection. The unique path of type 1 is clearly the only path of length 2. And the only nodes reachable in 2 hops from (u, i) are inner nodes, outer nodes of the form (u, j), s u , m uv ′ (where v ′ is not necessarily equal to v), s v ′ , t (u,i) , and t. If a 2-hop path to an inner node can be extended in one hop to (v, i) then we have a canonical path, so by assumption no such path exists. Of the other nodes reachable in two hops, the only ones adjacent to (v, i) are m uv and s v . Hence no paths other than paths 2 and 3 exist of length 3.
This classification implies that either {(u, i), m uv } or {(v, i), m ab } (or both) is an edge in E(H). Let e uvi be one of these edges (if both exist, choose one arbitrarily). When creating H ′ , we added up to three edges in order to add a canonical path between (u, i) and (v, i). We will charge those edges to e uvi .
When we do this for all {u, v} ∈ E ′ and i ∈ [x], it is clear that we have charged a different edge for each such (superedge, value) pair. Since each charge involves at most three new edges, and every existing edge is charged at most once, we immediately get the lemma.
Proof: By Lemma 7.3, we just need to show that |E(H ′ )| ≥ x · OP T M R .
For i ∈ [x], let C i ⊆ A ∪ B be the set of inner nodes which in H ′ are adjacent to the associated outer node, i.e. C i = {a ∈ A ∪ B : {(Γ −1 (a), i), a} ∈ E(H ′ )}. We first claim that C i is a REP-cover ofG for all i ∈ [x]. To see this, fix i ∈ [x] and a superedge {u, v} ∈ E ′ . Since H ′ is canonical there is a canonical path (u, i) → a → b → (v, i) in H ′ . Thus a and b are both in C i , and since the middle edge of the canonical path is an edge in E we know that C i covers the superedge {u, v}. Hence C i is a valid REP-cover for all i ∈ [x], and thus |C i | ≥ OP T M R Now note that by definition, every node a ∈ C i is incident on an edge {a, (Γ −1 (a), i)}. Since this edge is different for all i ∈ [x] and a ∈ C i , we immediately get that
Completeness
We now show completeness: that there is a +1-spanner of G which does not cost too much more than OP T M R in the YES case. Recall that in a YES instance there is a valid REP-cover of size |U | + |V | where for each supernode we choose exactly one representative. Let C be such a REPcover, for each u ∈ U let a u be the unique element of C ∩ Γ(u), and for each v ∈ V let b v be the unique element of C ∩ Γ(v).
The subgraph H of G we will analyze will include E in ∪ E so ∪ E si ∪ E sm ∪ E star . It will also include connection edges {(u, i), a u } for all i ∈ [x] and u ∈ U and connection edges {(v, i), b v } for all i ∈ [x] and v ∈ V . Finally, it will include a star of group edges in each group, with the representative from C as the center. More formally, for each u ∈ U we will include the group edges {{a u , a} : a ∈ Γ(u)} and for each v ∈ V we will include the group edges {{b v , b} :
We first analyze the size of H, and then later will prove that it is a +1-spanner of G. Recall that d G ′ is the degree of the supergraph G ′ (which is regular). Let n ′ be the number of nodes in the supergraph, and let |Σ| denote the size of each group in G.
Proof: Clearly E in = E has at most n ′ d G ′ |Σ| 2 edges, E so has at most n ′ x edges, E si has at most n ′ |Σ| edges, E sm has at most n ′ d G ′ edges, and E star has at most
The number of group edges added is clearly at most n ′ |Σ|, and the number of connection edges is at most n ′ x. Putting this together, we get that
as claimed.
Theorem 7.6 H is a +1-spanner of G.
Proof:
Since H includes all star edges it has diameter at most 4, and hence any two vertices which were originally at distance 3 or 4 are spanned by H. Thus we only need to analyze pairs which were at distance 1 or 2 in G.
We begin by analyzing pairs which were at distance 1 in G, i.e. edges of G. If some edge is also in H then it is trivially spanned. The only edges of G not in H are the outer edges, some group edges, and some connection edges. Each outer edge has a length 2 path spanning it by using one edge of E so and one edge of E sm . Each group edge has a length 2 path spanning it using the star inside every group that is included in H. Similarly, each connection edge has a 2-path spanning it using the included connection edge and an included star edge. Slightly more formally, consider a connection edge {(u, i), a}. Then H includes the connection edge {(u, i), a u } and the group edge {a u , a}. The same analysis holds for connection edges on the other side.
We now consider pairs which were at distance 2 in G, and prove that they are at distance at most 3 in H. To do this, first note that if the 2-path connecting two nodes in G has both edges in H then it is trivially still spanned in H, and if one of the two edges are in H then it still has distance at most 3 in H (since by the previous analysis all missing edges are replaced by a path of length 2). So we only need to worry about pairs of vertices at distance 2 in G where both edges on the 2-path in G are not in H.
This leaves only a few cases to analyze, based on the types of the two edges in the path. We consider them each.
1. Two outer edges. From an outer node (u, i) ∈ V L out , any path involving two outer edges must end at either an outer node (v, j) where {u, v} ∈ E ′ or at a node (u, j) with j = i. For the first of these, we know by construction that there is a length-3 canonical path from (u, i) to (v, j). For the second, there is still a 2-path by going through s u and using two edges from E so . The same analysis holds for paths from outer nodes (v, j) ∈ V R out . The only other type of 2-path involving only outer edges are path between two middle nodes, i.e. 2-paths from m uv to m u ′ v ′ . For such a path to exist, either u ′ = u or v ′ = v, and hence H still has a 2-path of the form m uv → s u → m uv ′ or of the form m uv → s v → m u ′ v .
2. Two connection edges. Any 2-path involving two missing connection edges must be either between outer nodes (u, i) and (u, j) with i = j, or between two inner nodes a, b with Γ −1 (a) = Γ −1 (b). In the first case there is still a 2-path between the nodes by using edges in E so , and in the second case there is still a 2-path by using the remaining edges of E group in Γ(Γ −1 (a)).
3. Two group edges. This is trivial since any pair of nodes connected by such a 2-path are also connected by a single group edge, so the analysis for a single edge holds.
4. Outer edge and connection edge. Any such path is from a middle node m uv to an inner node a ∈ Γ(u) ∪ Γ(b). A 2-path between these nodes exists in H by using an edge in E sm and an edge in E si .
5. Outer edge and group edge. No such path exists.
6. Connection edge and group edge. The two endpoints of such a path must be an outer node (u, i) and an inner node a ∈ Γ(u). But G already has a connection edge between them, so they are at distance 1 in G and the previous analysis applies.
Thus H is a +1-spanner of G.
Putting it Together
We can now finish the proof of hardness.
Theorem 7.7 For any constant ǫ > 0, there is no polynomial-time 2 log 1−ǫ n -approximation algorithm for the +1-spanner problem unless N P ⊆ DT IM E(2 polylog(n) ).
Proof: We first instantiate x to be d G ′ |Σ| 2 . With this setting of x, it is obvious that the graph G created by our reduction has size n which is polynomial in the size n ′ |Σ| of the Min-Rep instance G (and that we can create G in polynomial time).
Theorem 6.1 implies that under the given complexity assumption, there is no polynomial-time algorithm which can distinguish between the YES case where OP T M R = n ′ and the NO case where OP T M R ≥ n ′ 2 log 1−ǫ (n ′ |Σ| . Let OP T denote the size of the optimal +1-spanner for G. Then
On the other hand, if G is a YES instance, then Theorems 7.5 and 7.6 imply that OP T ≤ 12n ′ x. Thus we cannot approximate the +1-spanner problem better than 48 · 2 log 1−ǫ (n|Σ|) . By using a sufficiently smaller value of ǫ (and restricting our attention to large enough input instances), this implies hardness of 2 log 1−ǫ n as claimed.
Hardness for +k-Spanners
We now prove hardness for larger additive stretch, with the goal of proving Theorem 1.11.
The Reduction
Suppose we are given a bipartite Min-Rep instance G = (A, B, E) with associated supergraph G ′ = (U, V, E ′ ). For any vertex w ∈ U ∪ V we let Γ(w) denote its group. So Γ(u) ⊆ A for u ∈ U , and Γ(v) ⊆ B for v ∈ V . We will assume without loss of generality that G ′ is regular with degree d, and let n ′ = |U ∪ V |. Let x ∈ N be a parameter which we will set later.
Our +k-spanner instance will have several kinds of vertices. We first define the following vertex sets:
Let the union of the above vertices be
In order to decrease the diameter, we will also have an extra node t and extra nodes
The final vertex set of our instance will be
Now that our vertices are defined, we need to define edges. We first add inner edges, which will just be a copy of the Min-Rep instance G. Formally, since A, B ⊂ V G , we just let E in = E.
We next define the crucial connection edges, we connect the inner nodes to the outer nodes:
We now need to define paths among the outer nodes:
The next edges also form paths: E P is set up to provide alternate bounded-length paths between the outermost outer nodes, and E L is set up to provide bounded-length paths from the outermost outer nodes to S.
We now connect the nodes in S using two edge sets:
And now we connect the nodes in M via more paths. Note that the following edge set is empty if k = 3.
We connect M to V out using outer edges:
We now add group edges to form a clique in each group, and star edges to make the entire graph have diameter 2k:
This completes the reduction: the final edge set is
Hence H must include at least one of these paths. All three of these paths include an outer edge: either {(u, i, k − 1), m 1 uv } or {(v, i, k − 1), m k−2 uv } or both. We charge all edges on the canonical path we added to whichever of these outer edges exists in H (if they both exist in H, then we pick one arbitrarily). Clearly any two canonical paths will be charged to different outer edges, and thus each edge in H is charged at most 2k − 1 times, proving the lemma.
This now makes it easy to prove soundness. For i ∈ [x], let C i ⊆ A ∪ B be the set of inner nodes which in H ′ are adjacent to the associated outer node, i.e. C i = {a ∈ A ∪ B : {(Γ −1 (a), i, 1), a} ∈ E(H ′ )}. We first claim that C i is a REPcover ofG for all i ∈ [x]. To see this, fix i ∈ [x] and a superedge {u, v} ∈ E ′ . Since H ′ is canonical there is a canonical path (u,
Thus a and b are both in C i , and since the middle edge of the canonical path is an edge in E we know that C i covers the superedge {u, v}. Hence C i is a valid REP-cover for all i ∈ [x], and thus |C i | ≥ OP T M R Now note that by definition, every node a ∈ C i is incident on a connection edge {a, (Γ −1 (a), i, 1)}. Since this edge is different for all i ∈ [x] and a ∈ C i , we immediately get that |E(
Completeness
We now show completeness: that there is a +1-spanner of G which does not cost too much more than OP T M R . Let C be a REP-cover of size OP T M R , and for each u ∈ U ∪ V let C u = C ∩ Γ(u).
The subgraph H of G that we will analyze will include
In other words, the only edge sets we defined which it does not entirely include are E con and E out . Of these, we do not include any edges of E out . We include connection edges to inner nodes in C, i.e. we also include all edges in the set {{(u, i, 1), a} :
We first analyze the size of H, and the later will prove that it is a +k-spanner of G. Recall that d is the degree of the supergraph G ′ (which is regular), and |Σ| is the size of each group. Let n ′ = |U ∪ V |. Theorem 8.5 H has at most x · 7k 2 OP T M R + 8k 2 n ′ d|Σ| 2 edges Proof: The following size bounds are direct from the definitions:
The number of connection edges we add is at most x · |C| = x · OP T M R . Adding these all up, we get that
where for the last inequality we used the fact that OP T M R ≥ n ′ .
Note that this implies that if
Proof: Because of E star , the diameter of H is at most 2k and thus we only need to worry about spanning a pair of nodes if their distance in G is at most k − 1.
We first consider the simple case of nodes at distance 1 (i.e. edges of G). The only edges of G missing from H are the outer edges and some connection edges. Consider a connection edge {(u, i, 1), a} which is not in H. Then since C u = ∅ there is some a ′ ∈ C u , and thus H has a path of length 2 spanning the missing edge: (u, i, 1) → a ′ → a, where the first is a connection edge and the second is a group edge. Now consider a missing outer edge {(u, i, k − 1), m 1 uv }. In H there is a path of length k + 1 between these nodes by using edges of E L and E sm , in particular the path (u, i, k − 1) → ℓ u,i,1 → ℓ u,i,2 → · · · → ℓ u,i,k−1 → s u → m 1 uv . A similar path exists for missing outer edges of the form {(v, i, k − 1), m k−2 uv }. For the next case, consider two nodes at distance 2 in G. If the shortest path between them has zero or one edge in E(G) \ E(H), then we know that their distance in H is at most k + 2 as desired. The only pairs of nodes at distance 2 in G whose shortest path contains two edges from E(G) \ E(H) are 1) outermost outer nodes corresponding to the same supernode, e.g. nodes (u, i, k − 1) and (u, i ′ , k − 1) with i = i ′ , and 2) innermost outer nodes corresponding to the same supernode, e.g. nodes (u, i, 1) and (u, i ′ , 1) with i = i ′ . The second case is simple: these nodes have a 2-path in H using a different shortest path of two connection edges to the same inner node in C u . The first case is essentially why we added the P and Q nodes: there is a path of length either k + 1 (if k is even) or k + 2 (if k is odd) between (u, i, k − 1) and (u, i ′ , k − 1) by using edges in E P . Now consider two nodes who are at distance more than 2 (but less than k) in G. If their shortest path contains at most 1 outer edge or connection edge, then the above discussion implies that they are spanned in H. Since they are at distance less than k, their shortest path cannot include both an outer edge and a connection edge. Hence we are only concerned with pairs whose shortest path contains more than one connection edge or more than one outer edge.
It is easy to verify that every shortest path of length less than k includes at most two connection edges, or at most two outer edges. Pairs that are connected by a shortest path with two connection edges are spanned in H by a path of length at most 2 longer than in G by routing around the missing connection edges.
The more interesting case is pairs of nodes that are connected by a shortest path which includes two outer edges. If these two outer edges directly follow each other on the shortest path, then we already showed that they are spanned by a path of length at most k + 2. Hence using this detour only add at most +k to the length of the shortest path and thus H has a path at most k longer than in G. On the other hand, if they do not directly follow each other on the shortest path, then the fact that the shortest path has length less than k implies that in fact the two nodes are outermost outer nodes (u, i, k − 1) and (v, j, k − 1) where {u, v} ∈ E ′ (no other pairs have distance between 3 and k − 1 in G with shortest path containing two non consecutive outer edges). By construction, there is a canonical path of length 2k − 1 in H between these nodes, and in G their distance is k − 1, so H does span them.
Since this exhausts all cases, we have shown that H is a +k-spanner of G.
Putting it Together
Theorem 8.7 For any constant ǫ > 0 and any value k ≥ 3 (not necessarily constant), there is no polynomial-time 2 log 1−ǫ n /k 3 -approximation algorithm for the +k-spanner problem unless N P ⊆ DT IM E(2 polylog(n) ).
Proof: We first instantiate x to d|Σ| 2 . This means that the size of our reduction is
Let OP T denote the size of the sparsest +k-spanner of H. Then Theorems 8.4, 8.5, and 8.6 imply that
Putting the size and the approximation together (with the fact that the original Min-Rep instance had size n ′ |Σ|), we get that an f (n)-approximation for the +k-spanner problem would result in a 32k 3 · f (7k 2 n 2 )-approximation for Min-Rep. Then Theorem 6.1 implies that this is at least 2 log 1−ǫ n . Using a smaller value of ǫ in order to dominate the constant factors completes the proof. Proof: [Sketch of The Proof] We order vertices of J by depth-first-search order. Let i = 0, and let V 0 = L(J) be the set of "leaves" of J. We first add a copy of V i toĴ. Then we partition vertices of V i into blocks B 1 , . . . , B q , each of size ∆, according to the depth-first-search order. For each block B j , we find the least common ancestor of vertices of B j , denoted by a j . We add edges from each v ∈ B j to a j (which will be added to J ′ ). Then we define V i+1 = {a j } j (remove duplicate) and continue the same process on V i+1 until |V i+1 | = 1. At the termination, if the only vertex left in V i+1 is v = r, then we add a copy of r to J ′ and join v to r. We define the weight w ′ (u, v) of an edge (u, v) ∈ E(J ′ ) to be the weight of the unique u, v-path in J.
In each step, we pay a factor of O(∆·w(J)) because paths from the same block may share edges, and they can also share edges with one block from the left and one from the right. Since there are only log ∆ (|L(J)|) steps, we pay a factor of O(∆ · log ∆ (|L(J)|)). By adjusting the parameter ∆ so that σ = log ∆ (|L(J)|) and thus ∆ = |L(J)| 1/σ , we have the claimed upper bound.
Building the treeT r . Next, we construct the treeT r as in Lemma 5.2 by listing all paths of length (number of edges) at most σ in the metric completion of G (denoted by M G ) that start from r and then form a suffix tree. Let P r σ denote the set of all paths in M G that start at r and have length at most σ. We then defineT r = (V ,Ê) as a suffix tree on the set P r σ , i.e., the vertex and edge sets ofT r areV = P r σ andÊ = {(Q, Qv) | Q, Qv ∈ P r σ }.
The mapping is defined to be the end vertex (resp., edge) of each path in P r σ .
Ψ(Qv) = v, for all Qv ∈V where Q ∈ P r σ , v ∈ V (G) Φ(Qu, Quv) = φ(u, v), for all (Qu, Quv) ∈Ê where Q ∈ P r σ ; u, v ∈ V (G) wûv = w(φ(u, v)), for allûv ∈Ê where ψ(û) = Qu and ψ(v) = Quv
Now consider any arborescence J in G, and the arborescence J ′ of height σ as in Theorem A.1. It is easy to see that there is a treeĴ inT r such that V (J ′ ) = Ψ(V (Ĵ )), and E(J ′ ) = Ψ(E(Ĵ )). This simply follows by the construction ofT that we list all the rooted-path of length at most σ in M G . For any edge (u, v) ∈ E(J ′ ), where u = ψ(û) and v = ψ(v), we know thatŵ(ûv) ≤ w ′ (u, v) becauseŵ(ûv) is the weight of a shortest u, v-path in G whereas w ′ (u, v) is the weight of a u, v-path in the subgraph J of G. This proves Lemma 5.2.
