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Weakly Hyperbolic Systems by Symmetrization
F. Colombini 1 T. Nishitani 2 and J.Rauch 3
Abstract
We prove Gevrey well posedness of the Cauchy problem for general
linear systems whose principal symbol is hyperbolic and coefficients
are sufficiently Gevrey regular in x and either lipschitzian or ho¨lderian
in time. Such results date to the seminal paper of Bronshtein. The
proof is by an energy method using a pseudodifferential symmetrizer.
The construction of the symmetrizer is based on a lyapunov function
for ordinary differential equations. The method yields new estimates
and existence uniformly for spectral truncations and parabolic regu-
larizations.
MSC Classification. 35L45, 35L40
Keywords. Weakly hyperbolic, Gevrey regularity, symmetrizer, energy
method, characteristics of variable multiplicity.
1 Introduction
A partial differential operator in t, x ∈ R1+d is called hyperbolic when
t = 0 is non characteristic and the characteristic polynomial has only real
roots τ for arbitrary ξ ∈ Rd \0. For the first order systems that we consider,
Lu = ∂tu−
d∑
j=1
Aj(t, x)∂xju+B(t, x)u = f, u(0, ·) = g, (1.1)
the coefficients Aj and B are m×m matrix valued. The principal symbol is
A(t, x, ξ) :=
d∑
j=1
Aj(t, x) ξj .
Hyperbolicity, assumed throughout, means
∀t, x, ξ ∈ R× Rd × Rd, SpectrumA(t, x, ξ) ⊂ R . (1.2)
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For the noncharacteristic Cauchy problem, (1.2) is a necessary condition for
the Cauchy problem to be well set for non analytic data. The condition is not
sufficient for well posedness for C∞ data. For most non strictly hyperbolic
scalar operators, most lower order terms lead to initial value problems that
are ill posed in the C∞ category above. The generic ill posedness holds even
if the coefficients are real analytic functions or even constant.
For real analytic hyperbolic operators, [9] and [20] showed that for Gevrey
initial data, Gs with 1 < s < s0, there are Gevrey solutions. No condi-
tions of E.Levi type is needed. It came as a surprise to many, including us,
when Bronshtein [2] proved that the Cauchy problem for linear hyperbolic
partial differential operators whose coefficients are finitely smooth in time
and Gevrey in x is well posed for Gevrey data. Bronshtein, Ohya-Tarama
[19], and Kajitani [14], [15] used parametrix constructions either by exam-
inig the resolvent close the imaginary axis or by Fourier Integral Operator
constructions. The papers [3], [4], [16], [17] use energy methods of increasing
complexity. In this paper we introduce an energy method that we think is
as simple as the very simplest of these and also very natural. Our estimates
are proved while ignoring the detailed behavior of the eigenvalue crossings.
We call this as working with our eyes shut.
A standard approach to proving well posedness for Gevrey data for hyper-
bolic systems is to multiply the reference system by the operator of cofactor
symbol to reduce to scalar operators. That approach has at least two de-
fects. First applying the cofactor matrix requires that the coefficients have
a number of derivatives in time roughly equal to the size of the matrix.
Second, this totally ignores the system structure. For example if a system
is merely two copies of a strictly hyperbolic system, the cofactor approach
immediately replaces the problem with one that is much less well behaved.
We study first order hyperbolic systems and prove Gevery well posedness, by
proving a priori estimates by constructing a pseudodifferential symmetrizer.
The symmetrizer is motivated by a special Lyapunov function for asymp-
totically stable constant coefficient first order systems of linear ordinary
differential equations. The proof not only gives straightforward a priori es-
timates, but also clarifies some effects coming from the block structure of
the system. It does not at all look closely at the eigenvalue crossings and
that is its principal strength.
This paper discusses only the existence and uniqueness of solutions. The
method of [6] gives the natural precise estimate for the influence domain. In
particular this allows one to eliminate our hypothesis that the coefficients
are independent of x outside a compact subset of space.
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To our systems we associate, in Hypothesis 2.1, an index 0 ≤ θ ≤ m − 1.
The value of θ measures roughly whether the Taylor polynomial of degree
N = max{2θ,m} of the symbol can be uniformly block diagonalized with
blocks of size θ + 1. It is always satisfied with θ = m− 1.
The functions uniformly Gevrey s on Rd are denoted Gs(Rd) and those of
compact support by Gs0(Rd). In the results below, the Gevrey index s0 is
cruder, that is smaller, than the sharp results of [3], [4] valid in special cases.
The result for coefficients lipshitzian in time is the following.
Theorem 1.1 Suppose Hypothesis 2.1 is satisfied. Define
s0 := max
{2 + 6θ
1 + 6θ
,
3 + 4θ
2 + 4θ
}
.
For some 1 < s ≤ s0 suppose the coefficients Aj(t, x) (resp. B(t, x)) are
lipschitzian (resp. continuous) in time uniformly on compact sets with values
in the elements of Gs(Rd) that are constant outside a fixed compact set,
g ∈ Gs0(Rd), and f ∈ L1loc(R ;Gs0(Rd)). Then there is a T0 > 0 and a unique
local solution u ∈ C([0, T0] ;Gs0(Rd)) to the Cauchy problem (1.1).
Remark 1.1 The proof shows in addition that for all constants c > 0 and
T > 0 the interval of existence can be chosen uniformly for the data satis-
fying
∫
|gˆ(ξ)|2ec〈ξ〉1/sdξ +
∫ T
0
(∫
|fˆ(t, ξ)|2ec〈ξ〉1/sdξ
)1/2
dt < ∞ .
An analogous remark applies Theorem 1.2.
The next result concerns equations with coefficients Ho¨lder continuous of
order κ in time.
Theorem 1.2 Suppose that 0 < κ < 1 and that Hypothesis 2.1 holds. De-
fine
s0 := min
{
2 + 3θ
2 + 3θ − κ , max
{2 + 6θ
1 + 6θ
,
3 + 4θ
2 + 4θ
}}
.
Suppose that the map the t 7→ Aj(t, ·) (resp. t 7→ B(t, ·)) is κ Ho¨lder con-
tinuous (resp. continuous) in time uniformly on compact sets with values in
the elements of Gs(Rd) that are constant outside a fixed compact subset of
R
d, g ∈ Gs0(Rd), and f ∈ L1loc(R ;Gs0(Rd)). Then the conclusion of Theorem
1.1 holds.
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The idea of the symmetrization is easy. We multiply by a positive hermitian
pseudodifferential operator to derive estimates. The change of variables
v = ea〈D〉
ρtu replaces the operator L by L − a〈D〉ρ. Choosing a >> 1 and
0 < ρ < 1 appropriately, the matrix
M(t, x, ξ) = A(t, x, ξ) + B(t, x) − a〈ξ〉ρ
has spectrum with real part ≤ −〈ξ〉ρ for all t, x, ξ. For the ordinary differ-
ential equation X ′ =MX, the positive definite matrix
R(t, x, ξ) :=
∫ ∞
0
(
eMs
)∗
eMs ds
defines a strict lyapunov function, that is RM+M∗R < 0. Our symmetrizer
is based on R(t, x,D). This multiplier method has many advantages. For
example, it yields estimates uniform in ǫ for the regularized operators
∂t + χ(ǫD)
(∑
j
Aj∂j +B
)
χ(ǫD) , χ ∈ S(Rd), χ(0) = 1 ,
as well as for parabolic regularizations,
∂t +
∑
j
Aj∂j + B − ǫ∆ .
The first is used to prove existence and is related to the spectral method
analysed in [7]. This yields two more ways that these very weakly hyperbolic
equations are in line with other hyperbolic Cauchy problems.
2 Gevrey operators
2.1 Symbol classes and conjugation
Denote
〈ξ〉ℓ :=
√
ℓ2 + |ξ|2 = ℓ
√
1 + |ξ/ℓ|2 (2.1)
where ℓ ≥ 1 is a positive large parameter. We write 〈ξ〉1 = 〈ξ〉 and note
that 〈ξ〉 ≤ 〈ξ〉ℓ ≤ ℓ〈ξ〉.
Definition 2.1 If 1 < s < ∞, the function a(x) ∈ C∞(Rd) belongs to
Gs(Rd) if there exist C > 0, A > 0 such that
∀x ∈ Rd, ∀α ∈ Nd, |∂αx a(x)| ≤ CA|α||α|!s .
Denote Gs0(Rd) := Gs(Rd) ∩ C∞0 (Rd).
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Definition 2.2 For 0 < δ ≤ ρ ≤ 1, the function a(x, ξ; ℓ) ∈ C∞(Rd × Rd)
belongs to S˜mρ,δ if for all α, β ∈ Nd there is Cαβ independent of ℓ, x, ξ such
that ∣∣∂βx∂αξ a(x, ξ; ℓ)∣∣ ≤ Cαβ〈ξ〉m−ρ|α|+δ|β|ℓ .
Denote S˜m := S˜m1,0.
Definition 2.3 For 1 < s, m ∈ R, the function a(x, ξ; ℓ) ∈ C∞(Rd × Rd)
belongs to S˜m(s) if there exist C > 0, A > 0 independent of ℓ, x, ξ such that
for all α, β ∈ Nd,
∣∣∂βx∂αξ a(x, ξ; ℓ)∣∣ ≤ C A|α+β| |α+ β|!s 〈ξ〉m−|α|ℓ .
We often write a(x, ξ) for a(x, ξ, ℓ) dropping the ℓ. If a(x, ξ) is the sym-
bol of a differential operator of order m with coefficients aα(x) ∈ Gs(Rd)
then a(x, ξ) ∈ S˜m(s) because |∂βξ ξα| ≤ CA|β||β|!〈ξ〉
|α|−|β|
ℓ and |∂βxaα(x)| ≤
CαA
|β|
α |β|!s for any β ∈ Nd.
Proposition 2.1 Suppose 1/2 ≤ ρ < 1, s = 1/ρ, and a(x, ξ) be m × m
matrix valued with entries in S˜1(s) and ∂
α
xa(x, ξ) = 0 outside |x| ≤ R with
some R > 0 if |α| > 0. Then the operator b(x,D) = eτ〈D〉ρℓ a(x,D)e−τ〈D〉ρℓ is
for small |τ | a pseudodifferential operator with symbol given by
b(x, ξ) =
∑
|α|≤k
1
α!
Dαxa(x, ξ) (τ∇ξ〈ξ〉ρℓ )α + R(x, ξ)
with R(x, ξ) ∈ S˜max {ρ−k(1−ρ) ,−1+ρ} and Dxj := −i∂/∂xj .
Proposition 2.1 is not new. For completeness a proof is given in §7.
If a were real analytic in x then the sum on the right would be
∑
|α|≤k
∂αxa
α!
(−iy)α = a(x− iy , ξ) + O(|y|k+1) , y = τ∇ξ〈ξ〉ρℓ .
For large ξ, y tends to zero because ρ < 1. Therefore, this is a very small
displacement in the complex direction. In the early work of [9], [20] the
coefficients were analytic and one could make such complex displacements.
For our problems, the coefficients are not analytic and the replacement for
complex displacement is to put complex arguments into Taylor polynomials.
An alternative strategy is to take an almost analytic extension of a that
satisfies the Cauchy-Riemann equations with error O(|y|∞) at y = 0.
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Corollary 2.2 If a(x, ξ) ∈ S˜0(s) then eτ〈D〉
ρ
ℓ a(x,D)e−τ〈D〉
ρ
ℓ ∈ Op S˜0 for
small |τ |.
Proof: Choose k so that ρ − k(1 − ρ) ≤ 0. Then Dαxa(x, ξ)(τ∇ξ〈ξ〉ρℓ )α ∈
S˜−(1−ρ)|α| ⊂ S˜0 for a ∈ S˜0. The assertion follows from Proposition 2.1. 
2.2 The block size barometer θ
Introduce an integer valued parameter 0 ≤ θ ≤ m − 1 that measures the
extent to which the principal symbol can be block diagonalized by matrices
bounded with bounded inverse. For example in the strictly hyperbolic case,
blocks of size 1 are attainable. By convention θ is one smaller than the
block size. Block size m and therefore θ = m − 1 is always possible. The
definition of θ is not directly given in these terms. The relation to block size
is discussed in the examples below.
Assume that Aj(t, x) ∈ C0(R ;C∞(Rd)) and all eigenvalues of A(t, x, ξ) =∑d
j=1Aj(t, x)ξj are real for any (t, x) ∈ R×Rd and ξ ∈ Rd. From Proposition
3.1 for any T > 0 and compact set K ⊂ Rd there exist δ > 0 and c > 0 such
that if ζ is an eigenvalue of
∑
|α+β|≤m
(is)|α+β|
α!β!
∂αx ∂
β
ξ A(t, x, ξ)y
αηβ (2.2)
then |Im ζ| ≤ c |s| for any |(y, η)| ≤ 1, x ∈ K, |ξ| ≤ 1, |t| ≤ T . Define
Hr(t, x, ξ; ǫ) :=
∑
|α|≤r
ǫ|α|
α!
DαxA(t, x, ξ)ξ
α.
Choosing (y, η) = (ξ, 0) in (2.2) we see that there is ǫ0 > 0, c > 0 such that
ζ is an eigenvalue of Hm(t, x, ξ; ǫ) =⇒ |Im ζ| ≤ c |ǫ| (2.3)
for any x ∈ K, |ξ| ≤ 1, |ǫ| ≤ ǫ0, |t| ≤ T . Introduce the following hypothesis.
Hypothesis 2.1 Assume the system is θ-regular with integer 0 ≤ θ ≤
m− 1 in the sense that for any T > 0 and any compact K ⊂ Rd there exist
C > 0, c > 0 and ǫ0 > 0 such that with N = max{2θ,m}
ǫθ
C ecsǫ
≤ ∥∥eisHN (t,x,ξ;ǫ)∥∥ ≤ C ecsǫ
ǫθ
, (2.4)
for all s ≥ 0, 0 < ǫ ≤ ǫ0, |ξ| = 1, x ∈ K, |t| ≤ T .
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A system that is θ-regular is φ-regular for all θ < φ ≤ m− 1.
Denote
HN(ρ, ℓ, τ, t, x, ξ) :=
∑
|α|≤N
1
α!
DαxA(t, x, ξ)
(
τ∇ξ〈ξ〉ρℓ
)α
.
The definition of HN implies that
HN (ρ, ℓ, τ, t, x, ξ) = 〈ξ〉ℓ HN
(
t , x , ξ/〈ξ〉ℓ ; τρ〈ξ〉ρ−1ℓ
)
.
Choosing s〈ξ〉ℓ, τρ〈ξ〉ρ−1ℓ (τ > 0), ξ/〈ξ〉ℓ for s, ǫ, ξ in (2.4) yields
τ θ
C 〈ξ〉θ(1−ρ)ℓ ecsτ〈ξ〉
ρ
ℓ
≤
∥∥eisHN (ℓ,τ,t,x,ξ)∥∥ ≤ C 〈ξ〉
θ(1−ρ)
ℓ e
csτ〈ξ〉ρℓ
τ θ
(2.5)
for |t| ≤ T , ℓ ≥ ℓ0 where τ, ℓ0 are constrained to satisfy
0 < τℓρ−10 ≤ ǫ0 . (2.6)
Example 2.1 Estimate (2.4) always holds with θ = m − 1. Indeed write
HN = Hm + LN where ‖LN‖ ≤ Cǫm+1. Take an orthogonal matrix T such
that THmT−1 to be upper triangular. Let S = diag(1, ǫ, . . . , ǫm−1) then
STHm(ST )−1 = diag(λ1, . . . , λm)+K with ‖K‖ ≤ Cǫ. From (2.3) we have
|Imλj | ≤ c1|ǫ|. This proves that Re(iSTHN (ST )−1X,X)| ≤ C|ǫ||X|2 for
any X ∈ Cd. Therefore e−csǫ ≤ ‖(ST )eisHN (ST )−1‖ ≤ ecsǫ for 0 ≤ ǫ ≤ ǫ0
with some c > 0, ǫ0 > 0 because ‖STLN (ST )−1‖ ≤ Cǫ. Since ‖S−1‖ ≤
Cǫ−(m−1), ‖S‖ ≤ C this proves
ǫm−1e−csǫ/C ≤ ‖eisHN ‖ ≤ Cǫ−(m−1)ecsǫ.
Example 2.2 If A(t, x, ξ) is uniformly diagonalizable then (2.4) holds with
θ = 0. Indeed, by assumption, there exists T = T (t, x, ξ) with uniform
bounds of ‖T‖ and ‖T−1‖ independent of (t, x, ξ) such that T−1A(t, x, ξ)T
is a diagonal matrix. Considering T−1eisHmT we may assume that iHm =
diag(iλ1, . . . , iλm) +A1, ‖A1‖ ≤ Cǫ where λj are real. This proves clearly
e−csǫ/C ≤ ‖eisHm‖ ≤ Cecsǫ.
Example 2.3 If for any (t, x, ξ; ǫ) there is T = T (t, x, ξ; ǫ) with uniform
bounds of ‖T‖ and ‖T−1‖ independent of (t, x, ξ; ǫ) such that T−1HmT is a
direct sum Σ⊕Aj where the size of Aj is at most µ. Then (2.4) holds with θ =
7
µ−1, which follows by a repetition of similar arguments in Example 2.1. Our
results are the first results that take account of this purely system behavior.
That is roots of high multiplicity but small blocks behave according to the
size of the blocks and not the multiplicity.
Example 2.4 If there is r ∈ N such that for any (t, x, ξ, ǫ) we can find
c(t, x, ξ, ǫ) ∈ C such that
Rank
(Hm(t, x, ξ, ǫ) − c(t, x, ξ, ǫ)I) ≤ r .
Then hypothesis (2.4) holds with θ = r.
3 Hyperbolicity and spectral bounds
Suppose Ω ⊂ Rd is open A(t, x) ∈ C0(R ;Cm+1(Ω)) is an m × m matrix
valued function. Assume that
For all (t, x) ∈ R× Ω, SpectrumA(t, x) ⊂ R . (3.1)
Define
H(t, x, y, s) :=
∑
|α|≤m
s|α|
α!
yα ∂αxA(t, x) .
The values H(t, x, y, is) for y 6= 0 and s real give an extension of A to
complex arguments t, x+ isy.
The next proposition is the main result of the section giving spectral bounds
on the Taylor polynomial H.
Proposition 3.1 Assume (3.1). For any T > 0 and compact set K ⊂ Ω
there exist δ > 0 and C > 0 so that for all x ∈ K, |t| ≤ T , |y| ≤ 1 and
|s| ≤ δ,
ζ is an eigenvalue of H(t, x, y, is) =⇒ |Im ζ| ≤ C|s| .
3.1 Quantitative Nuij
The first step in the proof of Proposition 3.1 is to prove a quantitative
version of Nuij’s root splitter ([18]) due to Wakabayashi [21] (see also [6,
Lemma 3.1]).
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Lemma 3.2 (Nuij) If P (ζ) is a monic polynomial in ζ of degree m all of
whose roots are real define for s ∈ R, real λ1(s) < λ2(s) < · · · < λm(s) so
that (1 + sd/dζ)mP (ζ) =
∏m
j=1(ζ − λj(s)). Then there exists c = c(m) > 0
so that for s ∈ R,
λk+1(s)− λk(s) ≥ c |s|, j = 1, . . . ,m− 1.
Proof: Let P (ζ) =
∏m
j=1(ζ − λj) with λ1 ≤ · · · ≤ λm and consider for
l = 1, . . . ,m + 1, the successive Nuij splittings for s > 0 (the case s < 0 is
similar),
(1 + sd/dζ)l−1P (ζ) =
m∏
j=1
(ζ − λlj(s)),
where λl1(s) < · · · < λll−1(s) ≤ λll(s) ≤ · · · ≤ λlm(s). Compute
hl(ζ, s) =
(1 + sd/dζ)lP (ζ)
(1 + sd/dζ)l−1P (ζ)
= 1 + s
m∑
j=1
1
ζ − λlj(s)
. (3.2)
Consider the passage from the roots of the denominator called mother roots
to the roots of the numerator called daughters. The derivative dhl/dζ is
strictly negative on each interval not including a mother root, and lim|ζ|→∞ h =
1. The graph of h below has four mother roots where the dotted verticals
cross the horizontal axis. The mother roots toward the right may have high
multiplicity.
ζ
There is a simple daughter root to the left of the mother roots and a new sim-
ple daughter root between each of the mother roots. Each multiple mother
root becomes a daughter root with multiplicity reduced by one and gives rise
to a daughter root to the left. Each simple mother root yields a daughter
to left. The {λl+1k (s)} are all real, separate the {λlk(s)}, and the first ones
are simple. That is,
λl+11 (s) ≤ λl1(s) ≤ λl+12 (s) ≤ λℓ2(s) ≤ · · · ≤ λl+1m (s) ≤ λlm(s),
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λl1(s) < λ
l
2(s) < · · · < λll−1(s) < λll(s) ≤ · · · ≤ λlm(s) .
We prove by induction on l ≥ 2, that there exists cl > 0 such that
λlk(s) − λlk−1(s) ≥ cl s, k = 2, . . . , l. (3.3)
The summands s/(ζ−λlj(s)) in (3.2) are all negative to the left of the mother
roots. For l = 1 the first is equal to −1 when ζ = λ11(s) − s. Therefore
h1(λ
1
1 − s, s) < 0. The root λ21(s) located where the graph of h1 crosses the
axis and therefore to the left of λ11 − s, so λ21(s) ≤ λ11 − s.
From λ22(s) ≥ λ11 it follows that λ22(s) − λ21(s) ≥ s. Therefore (3.3) holds
with c2 = 1 when l = 2.
Suppose (3.3) holds for 2 ≤ k ≤ l. Prove the case l + 1. In (3.2) with
ζ = λlk(s)− δs the last m−k+1 terms are negative and the first k−1 terms
do not exceed 1/(λlk(s)− δs − λlk−1(s)). Therefore by (3.3),
hl(λ
l
k(s)− δs, s) ≤ 1 +
s(k − 1)
λlk(s)− δs− λlk−1(s)
− 1
δ
≤ 1 + k − 1
cl − δ −
1
δ
.
The right hand side vanishes when δ =
(
k + cl −
√
(k + cl)2 − 4cl
)
/2 > 0.
We have hl(λ
l
k(s)− δs, s) ≤ 0. Therefore λl+1k (s) ≤ λlk(s)− δs. Define
cl+1 := min
2≤k≤l
(
k + cl −
√
(k + cl)2 − 4cl
)
/2 > 0
Then
λl+1k+1(s)− λl+1k (s) = λl+1k+1(s) − λlk(s) + λlk(s) − λl+1k (s)
≥ λlk(s)− λl+1k (s) ≥ cl+1 s
for k = 1, . . . , l. This completes the inductive step, so yields (3.3) for l =
m+ 1. 
3.2 Three lemmas
This subsection presents three lemmas needed in the proof of Proposition
3.1. Define
Q(ζ, t, x, y, s) := det
(
ζI −H(t, x, y, s)) .
Then Q(ζ, t, x, 0, s) = det (ζ −A(t, x)) and for real t, x, y, s,
q(ζ, t, x, y, s) = det(ζI −A(t, x+ sy)) = det(ζI −H +Rm+1)
= Q(ζ, t, x, y, s) +R(ζ, t, x, y, s)
10
where R(ζ, t, x, y, s) is a polynomial in ζ of degree m − 1 with coefficients
O(|s|m+1).
The next lemma examines what happens when the Taylor expansion and
root splitter are applied simultaneously. Apply Nuij’s root splitter to obtain
polynomials with distinct roots denoted with a tilde,
q˜(ζ, t, x, y, s) := (1 + s∂/∂ζ)mq(ζ, t, x, y, s) =
m∏
j=1
(ζ − λ˜j(t, x, y, s)),
Q˜(ζ, t, x, y, s) := (1 + s∂/∂ζ)mQ(ζ, t, x, y, s) =
m∏
j=1
(ζ − Λ˜j(t, x, y, s)).
(3.4)
Lemma 3.3 If I × K ⊂ R × Ω is compact, there is s0 > 0 so that for
(t, x, s) ∈ I ×K × [−s0, s0] and |y| ≤ 1, all roots ζ of Q˜ = 0 are real.
Proof: We may assume that x + sy ∈ Ω when (t, x) ∈ I ×K, |y| ≤ 1 and
|s| ≤ s0. The definitions (3.4) imply that q˜(ζ, t, x, y, s)− Q˜(ζ, t, x, y, s) = R˜
where R˜(ζ, t, x, y, s) is a polynomial in ζ of degree m − 1 with coefficients
O(|s|m+1) uniformly in (t, x) ∈ I ×K, |y| ≤ 1. Lemma 3.2 implies
|λ˜j+1(t, x, y, s) − λ˜j(t, x, y, s)| ≥ c(m)|s| .
Let Cj be the circle of radius c(m)|s|/2 with center λ˜j(t, x, y, s) so that
|q˜(ζ, t, x, y, s)| ≥ (c(m)/2)m|s|m if ζ ∈ Cj. Since |q˜(ζ, t, x, y, s)−Q˜(ζ, t, x, y, s)| ≤
C|s|m+1, Rouche´’s theorem implies that there exists s1 > 0 such that there is
exactly one root of Q˜(ζ, t, x, y, s) inside Cj for |s| ≤ s1. Since Q˜(ζ, t, x, y, s)
is a real polynomial, the root must be real. 
Lemma 3.4 Suppose that Q˜(λ¯, t¯, x¯, 0, 0) = det(λ¯I − A(t¯, x¯)) = 0. Then
there exists δ > 0 such that when |ζ− λ¯| < δ, |t− t¯| < δ, |x− x¯| < δ, |y| < δ,
|s| < δ, one has Q˜(ζ, t, x, y, s) 6= 0 if Im ζ ≤ 0, Im s < 0 (or Im ζ ≥ 0,
Im s > 0).
Proof. Define p(ζ, t, x) := det(ζ−A(t, x)) =∏mj=1(ζ−λj(t, x)). If Im ζ < 0,
Im s ≤ 0 then
Q˜(ζ, t, x, 0, s) = (1 + s∂/∂ζ)mp(ζ, t, x) 6= 0.
Indeed,
(1 + s∂/∂ζ)p(ζ, t, x)
p(ζ, t, x)
= 1 + s
m∑
k=1
1/(ζ − λj(t, x)) = 0
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implies that
∑m
k=1 1/(ζ−λj(t, x)) = −1/s so that Im
∑m
k=1 1/(ζ−λj(t, x)) >
0 provided that Imλj(t, x) ≥ 0 for all j, which is a contradiction.
That is (1+s∂/∂ζ)p(ζ, t, x) = 0 implies Im ζ ≥ 0. It is enough to repeat this
argument. Since Q˜(λ¯, t¯, x¯, 0, 0) = 0 and Q˜(ζ, t, x, 0, s) is a polynomial in s
of degree m with leading term msm, we can find δ1 > 0 so that the roots s
of
Q˜(ζ, t, x, y, s) = 0
with |s| < s0 are continuous in (ζ, t, x, y) for |ζ − λ¯| < δ1, |t − t¯| < δ1,
|x− x¯| < δ1, |y| < δ1.
Suppose that Q˜(ζˆ , tˆ, xˆ, yˆ, sˆ) = 0 with Im ζˆ ≤ 0, Im sˆ < 0, |sˆ| ≤ s0, |ζˆ−λ¯| < δ1,
|tˆ − t¯| < δ1, |xˆ − x¯| < δ1, |yˆ| < δ1. Moving ζˆ little bit if necessary, we
may assume that Im ζˆ < 0. Consider F (θ) = min|s(θ)|≤s0 Im s(θ) where the
minimum is taken over all roots s(θ) of Q˜(ζˆ , tˆ, xˆ, θyˆ, s) = 0 with |s(θ)| ≤ s0.
Since F (1) < 0, F (0) ≥ 0 there exist θˆ and s(θˆ) such that Im s(θˆ) = 0 which
contradicts Lemma 3.3.
The proof for the case Im ζ ≥ 0, Im s > 0 is similar. 
Lemma 3.5 Assume (3.1). Let (t¯, x¯) ∈ R × Ω and let λ¯ be an eigenvalue
of A(t¯, x¯) with multiplicity r so that det(λ¯ − A(t¯, x¯)) = 0. Then there exist
δ > 0 and c > 0 so that for all |λ− λ¯| ≤ δ, |t− t¯| < δ, |x− x¯| ≤ δ, |y| ≤ δ
and |s| ≤ δ,
|Q(λ+ is, t, x, y, is)| ≥ c |s|r . (3.5)
Proof. For |t − t¯| ≤ δ, |x − x¯| ≤ δ, |y| ≤ δ, |s| < δ define I := {i |
Λ˜i(t¯, x¯, 0, 0) = λ¯} and Ic := {i | Λ˜i(t¯, x¯, 0, 0) 6= λ¯}. Then,
Q˜(ζ, t, x, y, is) =
∏
j∈I
(ζ − Λ˜j(t, x, y, is))
∏
j∈Ic
(ζ − Λ˜j(t, x, y, is))
:= Q˜1(ζ, t, x, y, is) Q˜2(ζ, t, x, y, is) .
Lemma 3.4 implies that ± Im Λ˜j(t, x, y, is) ≥ 0 if ± s < 0 and j ∈ I. This
shows that if M > 0, then
|Q˜1(λ+ iMs, t, x, y, is)| ≥ 2−r/2
∏
j∈I
(|λ− ReΛ˜j |+M |s|+ |ImΛ˜j |)
for small s ∈ R. The right-hand side is bounded from below by
c(M |s|)k
∑ ∏
jp∈I,j1<···<jr−k
(|λ− ReΛ˜j |+M |s|+ |ImΛ˜j |) (3.6)
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for all 1 ≤ k ≤ r. We prove that there are ck such that
Q(ζ, t, x, y, s) = Q˜(ζ, t, x, y, s) +
m∑
l=1
cl(s∂/∂ζ)
lQ˜(ζ, t, x, y, s). (3.7)
The definition of Q˜ implies
(1− s∂/∂ζ)mQ˜ = (1− s∂/∂ζ)m(1 + s∂/∂ζ)mQ = (1− s2∂2/∂ζ2)mQ .
Repeating this argument yields
(1 + s2l∂2l/∂ζ2l)m · · · (1 + s2∂2/∂ζ2)(1− s∂/∂ζ)mQ˜ = (1− s4l∂4l/∂ζ4l)mQ
where the right-hand side coincides with Q if 4l ≥ m+ 1.
For |s|M ≤ 1, note that
|((s∂/∂ζ)kQ˜1)(λ+ iMs, t, x, y, is)|
.
∑
|s|k
∏
jp∈I, j1<···<jr−k
(|λ− Re Λ˜j |+M |s|+ |Im Λ˜j|)
. M−k|Q˜1(λ+ iMs, t, x, y, is)|
by (3.6) and
|((s∂/∂ζ)kQ˜2)(λ+ iMs, t, x, y, is)| ≤ C|s|k.
Leibniz’ rule yields
∣∣(s∂/∂ζ)l(Q˜1Q˜2)(λ+ iMs, t, x, y, is)∣∣
. M−l
l∑
j=0
(M |s|)l−j |Q˜1(λ+ iMs, t, x, y, is)|
. M−l|Q˜1(λ+ iMs, t, x, y, is)|
because M |s| ≤ 1. Therefore using (3.7), |Q(λ+ iMs, t, x, y, is)| is bounded
from below by
|Q˜2(λ+ iMs, t, x, y, is)|
{
|Q˜1(λ+ iMs, t, x, y, is)|
− C
m∑
l=1
M−l|Q˜1(λ+ iMs, t, x, y, is)||Q˜2(λ+ iMs, t, x, y, is)|−1
}
.
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Choosing M > 0 large yields
|Q(λ+ iMs, t, x, y, is)| ≥ c|Q˜1(λ+ iMs, t, x, y, is)| ≥ cM r|s|r
because
|Q˜2(λ+ iMs, t, x, y, is)| =
∏
j∈Ic
|λ+ iMs− Λ˜j(t, x, y, is)| ≥ c1 > 0.
Since
Q(λ+ is, t, x, y, is) = Q(λ+ iM(M−1s), t, x,My, iM−1s) ≥ c |s|r
the desired conclusion follows. 
3.3 Proof of Propsition 3.1
Proof. Suppose that (t¯, x¯) ∈ {|t| ≤ T} ×K and λ¯j are the distinct eigen-
values of A(t¯, x¯) = H(t¯, x¯, 0, 0), possibly with multiplicity greater than one.
Then there is δ > 0 such that Lemma 3.5 holds for any j. Taking 0 < δ1 ≤ δ
small one can assume that |Re ζ − λ¯µ| < δ for some µ if Q(ζ, t, x, y, is) = 0
and |t− t¯| ≤ δ1, |x− x¯| ≤ δ1, |y| ≤ δ1, |s| < δ1.
Suppose that there were |tˆ− t¯| ≤ δ1, |xˆ − x¯| ≤ δ1, |yˆ| ≤ δ1, |sˆ| < δ1 and ζj
such that ∣∣Im ζj(tˆ, xˆ, yˆ, sˆ)∣∣ > |sˆ|.
Clearly yˆ 6= 0 and sˆ 6= 0. First suppose that Im ζj(tˆ, xˆ, yˆ, sˆ) > |sˆ|. Introduce
Λ(θ) := max
{
Im ζj(tˆ, xˆ, θyˆ, sˆ) : |Re ζj − λ¯µ| < δ
}
. (3.8)
Note that Λ(0) = 0 and Λ(1) > |sˆ|. Since Λ(θ) is continuous there exist l
and θˆ such that Λ(θˆ) = |sˆ| so that ζl(tˆ, xˆ, θˆyˆ, sˆ) = α + i|sˆ| with α ∈ R and
Q(α+ i|sˆ|, tˆ, xˆ, θˆyˆ, isˆ) = 0. This contradicts Lemma 3.5 if sˆ > 0.
If sˆ < 0 thenH(tˆ, xˆ, θˆyˆ, isˆ) = H(tˆ, xˆ,−θˆyˆ,−isˆ) yieldsQ(α−isˆ, tˆ, xˆ,−θˆyˆ,−isˆ) =
0. This contradicts Lemma 3.5.
If Im ζj(tˆ, xˆ, yˆ, sˆ) < −|sˆ| it is enough to consider the minimum in (3.8). Thus
we conclude that if Q(ζ, t, x, y, is) = 0 with |t− t¯| ≤ δ1, |x− x¯| ≤ δ1, |y| ≤ δ1,
|s| < δ1 then |Im ζ| ≤ |s|. Since {|t| ≤ T} × K is compact there is δ2 > 0
such that |Im ζ| ≤ |s| if Q(ζ, t, x, y, is) = 0 and |t − t¯| ≤ δ2, |x − x¯| ≤ δ2,
|y| ≤ δ2, |s| < δ2. The identity
H(t, x, y, is) = H(t, x, δ2y, iδ
−1
2 s)
yields the desired conclusion. 
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4 The symmetrizer construction
4.1 Lyapunov function for linear ODE
Suppose that M is a matrix all of whose eigenvalues lie in the open left half
plane {Re z < 0}. The solutions X(t) of the ordinary differential equation
X ′ = M X
tend exponentially to zero as t→∞.
Lyapunov proved that there are positive definite symmetric matrices R so
that the scalar product (RX,X) is strictly decreasing on orbits. For differ-
ential equations the quantity (R· , ·) is called a Lyapunov function. In the
partial differential equations context, R is often called a symmetrizer.
There is a very clever explicit choice
R =
∫ ∞
0
(esM )∗ esM ds . (4.1)
For that R, compute
RM +M∗R =
∫ ∞
0
esM
∗
esMM ds +
∫ ∞
0
M∗esM
∗
esM ds
=
∫ ∞
0
esM
∗ d
ds
(esM ) ds +
∫ ∞
0
d
ds
(esM
∗
) esM ds
=
∫ ∞
0
d
ds
(esM
∗
esM ) ds = −I.
Therefore
d
dt
(RX(t),X(t)) = (RX ′(t),X(t)) + (RX(t),X ′(t))
= (RMX(t),X(t)) + (RX(t),MX(t))
=
((
RM +M∗R
)
X(t) , X(t)
)
= − (X(t),X(t)),
proving that (R · , ·) is a strict Lyapunov function.
The last identity is easily understood. With X(t) = etMX(0), the definition
of R yields the identities for s > 0.
(
RX(0),X(0)
)
=
∫ ∞
0
‖X(t)‖2 dt , (RX(s),X(s)) =
∫ ∞
s
‖X(t)‖2 dt ,
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and the formula for (RX,X)′ follows.
For applications to partial differential equations one has matricesM that de-
pend smoothly on parameters and it is important that the symmetrizers also
depend smoothly. The standard constructions of lyapunov functions depend-
ing either on Schur’s unitary upper triangularization or Jordan’s canonical
upper triangularization do not have smooth dependence. Formula (4.1) in
contrast does depend smoothly on parameters. It pays no attention to the
spectral details of M . Where eigenvalues cross and the associated spectral
projections usually misbehave, the formula for R does not.
The identity RM+M∗R < 0 is important. It implies a negativity of symbols
that translates, thanks to the sharp G˚arding inequality, to a negativity of
operators in our application.
4.2 Symmetrizer R and its derivatives
Assume (2.4) and hence (2.5). Define
M(a, ℓ, τ, ρ, t, x, ξ) := iHN (ℓ, τ, t, x, ξ) − a 〈ξ〉ρℓ
with
0 < ρ < 1 ≤ min{a, ℓ} (4.2)
Proposition 3.1 implies that there is an a0 ≥ 1, c > 0 so that
SpectrumM ⊂
{
z : Re z ≤ c(a0 − a) 〈ξ〉ρℓ
}
.
We suppose that
a ≥ a0 + 1 . (4.3)
The parameters τ, a, T are constrained to satisfy
c1 ≤ c τ ≤ T, 2 c T ≤ a (4.4)
for some T > c1 > 0 . For ease of reading, the ℓ, τ, a, ρ dependence of M
and R is often omitted. Introduce the candidate symmetrizer
R(a, ℓ, τ, ρ, t, x, ξ) := a
∫ ∞
0
〈ξ〉ρℓ
(
esM(t,x,ξ)
)∗(
esM(t,x,ξ)
)
ds.
We need lower bounds on R so that it yields good estimates and need to
verify that R defines a classical symbol. Interestingly, we do not need that
R is a Gevrey symbol.
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The parameters ℓ, ρ, a are constrained by
1 ≤ a ≤ ℓ1−ρ. (4.5)
Since ‖esM‖ = e−as〈ξ〉ρℓ ‖eisHN ‖, (4.4) implies
τ θ〈ξ〉−θ(1−ρ)ℓ e−c1as〈ξ〉
ρ
ℓ /C ≤ ∥∥esM∥∥ ≤ Cτ−θ〈ξ〉θ(1−ρ)ℓ e−c2as〈ξ〉ρℓ
with ci, C > 0 independent of ℓ, τ, a, t, x, ξ, s. This yields
(Rv, v) = a
∫ ∞
0
〈ξ〉ρh‖esMv‖2 ds
≥ C−2τ2θ‖v‖2〈ξ〉−2θ(1−ρ)ℓ
∫ ∞
0
a〈ξ〉ρℓe−2c1as〈ξ〉
ρ
ℓ ds
≥ c′ τ2θ〈ξ〉−2θ(1−ρ)ℓ ‖v‖2 .
This is equivalent to the important lower bound
R ≥ c′ τ2θ〈ξ〉−2θ(1−ρ)ℓ . (4.6)
Theorem 4.1 Assume (2.4), (4.4) with K = Rd with 0 ≤ θ ≤ m − 1.
Denote ν := θ(1−ρ). Suppose that A(t, x, ξ) is lipschitzian in time uniformly
on compact sets with values in the S˜1(Rd×Rd). Then R(t, x, ξ) (resp. ∂tR)
is bounded in time uniformly on compacts with values in S˜2νρ−ν,1−ρ+ν(R
d×Rd)
and (resp. S˜1−ρ+3νρ−ν,1−ρ+ν(R
d × Rd)). That is for all α, β,
|∂βx∂αξ R(t, x, ξ)| ≤ Cαβa−|α+β|〈ξ〉2ν+(1−ρ+ν)|β|−(ρ−ν)|α|ℓ ,
|∂βx∂αξ ∂tR(t, x, ξ)| ≤ Cαβa−|α+β|−1〈ξ〉1−ρ+3ν+(1−ρ+ν)|β|−(ρ−ν)|α|ℓ
(4.7)
with Cαβ independent of a, ρ, ℓ, τ, t, x, ξ.
Remark 4.1 The estimate for ∂βx∂αξ ∂tR is exactly the same as the estimate
for an a derivative ∂γx∂αξ R with |γ| = |β|+ 1. The time derivative is like an
extra space derivative.
Proof. Denote
X(s; t, x, ξ) := esM(t,x,ξ)v , Xαβ (s; t, x, ξ) := ∂
β
x∂
α
ξ X(s; t, x, ξ) .
17
Step I. Estimates for Xαβ . We prove, by induction on |α+ β|, that
∣∣Xαβ (s)∣∣ ≤ Cαβ(s+ 〈ξ〉−1ℓ )|α| (1 + s〈ξ〉ℓ)|β| 〈ξ〉ν(|α+β|+1)ℓ e−cas〈ξ〉ρℓ . (4.8)
The constraint (4.5) implies that
a〈ξ〉ρ−1ℓ ≤ 1, and 1 ≤ a−1〈ξ〉1−ρℓ . (4.9)
The identity 〈ξ〉ℓ = ℓ〈ξ/ℓ〉 from (2.1) implies
|∂αξ 〈ξ〉sℓ | . 〈ξ〉s−|α|ℓ so, ∂αξ 〈ξ〉ℓ = ℓ ℓ−|α| (∂/∂ζ)α〈ζ〉
∣∣
ζ=ξ/ℓ
.
Introduce
E(s) := 〈ξ〉νℓ e−cs a〈ξ〉
ρ
ℓ
so that |X| . E(s) and E(s)E(s˜) = 〈ξ〉νℓE(s + s˜). The desired estimate
(4.8) is equivalent to
|Xαβ (s)| ≤ Cαβ
(
s+ 〈ξ〉−1ℓ
)|α| (
1 + s〈ξ〉ℓ
)|β| 〈ξ〉ν|α+β|ℓ E(s) . (4.10)
Equations (4.4) and (4.9) imply
|M (α)(β) | ≤ Cαβ〈ξ〉
1−|α|
ℓ . (4.11)
For |α| = 1 differentiate the equation for X to find,
X˙α = MXα +M (α)X , Xα(0) = 0 . (4.12)
Then (4.11) and Duhamel’s representation yield
|Xα(s)| =
∣∣∣
∫ s
0
e(s−s˜)MM (α)X ds˜
∣∣∣ .
∫ s
0
E(s− s˜)E(s˜) ds˜
= s 〈ξ〉νℓ E(s) ≤
(
s+ 〈ξ〉−1ℓ
) 〈ξ〉νℓ E(s).
Similarly for |β| = 1, X˙β =MXβ +M(β)X with Xβ(0) = 0 so
|Xβ| ≤
∫ s
0
E(s − s˜)〈ξ〉ℓE(s˜)ds˜ ≤ s〈ξ〉ℓ〈ξ〉νℓE(s) ≤ (1 + s〈ξ〉ℓ)〈ξ〉νℓE(s).
This proves (4.10) for |α+ β| = 1.
Assume k ≥ 1 and that (4.10) holds for |α + β| ≤ k. It suffices to prove
(4.10) Xγδ with |γ + δ| = k + 1. Differentiation of the equation for X yields
X˙αβ = M X
α
β +
∑
α1+α2=α , β1+β2=β
α1+β1 6=0
Cα1,β1 M
(α1)
(β1)
Xα2β2 , X
α
β (0) = 0 . (4.13)
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Duhamel’s formula yields
∣∣Xαβ (s)∣∣ . ∑
α1+β1 6=0
∫ s
0
∣∣e(s−s˜)M M (α1)(β1) Xα2β2
∣∣ ds˜ .
The inductive hypothesis estimates the right hand side by
.
∑
α1+β1 6=0
∫ s
0
E(s− s˜)〈ξ〉1−|α1|ℓ (s˜+ 〈ξ〉−1ℓ )|α2|(1 + s˜〈ξ〉ℓ)|β2|〈ξ〉ν|α2+β2|ℓ E(s˜)ds˜
.
∑
α1+β1 6=0
s 〈ξ〉1−|α1|ℓ (s+ 〈ξ〉−1ℓ )|α2| (1 + s〈ξ〉ℓ)|β2| 〈ξ〉ν(|α2+β2|+1)ℓ E(s) .
(4.14)
If |β1| ≥ 1 so that |β2| < |β|, then
s 〈ξ〉ℓ 〈ξ〉ν(|α2+β2|+1)ℓ (1 + s〈ξ〉ℓ)|β2| ≤ 〈ξ〉ν|α+β|ℓ (1 + s〈ξ〉ℓ)|β|
and the right-hand side of (4.14) is bounded by (4.10). If |β1| = 0 so that
β2 = β and |α1| ≥ 1,
s 〈ξ〉1−|α1|ℓ (s+ 〈ξ〉−1ℓ )|α2| 〈ξ〉ν(|α2+β|+1)ℓ
≤ 〈ξ〉−ν(|α1|−1)ℓ 〈ξ〉ν|α+β|ℓ s 〈ξ〉−(|α1|−1)ℓ (s+ 〈ξ〉−1ℓ )|α2|
≤ 〈ξ〉ν|α+β|ℓ (s+ 〈ξ〉−1ℓ )|α|
(4.15)
implying the same conclusion. This completes the inductive proof of (4.10)
Step II. Estimates for ∂tX
α
β . Differentiating the equation X˙ =MX with
respect to t or with respect to x are entirely parallel. With the exception that
one can only take one temporal derivative because M is only lipschitzian in
t. The result is a bound for X˙αβ that is the same as the bound for X with
one more x derivative that is∣∣X˙αβ ∣∣ . (s+ 〈ξ〉−1ℓ )|α| (1 + s〈ξ〉ℓ)|β|+1 〈ξ〉ν(|α+β|+1)ℓ E(s) . (4.16)
Step III. Estimates for Rαβ . Begin with the estimate from Leibniz’ rule,
|∂βx∂αξ R| .
∑
β1+β2=β
α1+α2+α3=α
∫ ∞
0
a
∣∣∣(〈ξ〉ρℓ)(α1)(esM∗)(α2)(β1)
(
esM
)(α3)
(β2)
∣∣∣ ds . (4.17)
Thanks to (4.8), the integrand in (4.17) is .
a〈ξ〉ρ−|α1|ℓ (s + 〈ξ〉−1ℓ )|α2+α3|(1 + s〈ξ〉ℓ)|β1+β2|〈ξ〉
ν(|β+α−α1|+2)
ℓ e
−cas〈ξ〉ρℓ e−cas〈ξ〉
ρ
ℓ .
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Using the pair of estimates
s+ 〈ξ〉−1ℓ =
(
as〈ξ〉ρℓ + a〈ξ〉−1+ρℓ
)
a−1〈ξ〉−ρℓ ≤
(
as〈ξ〉ρℓ + 1
)
a−1〈ξ〉−ρℓ ,
1 + s〈ξ〉ℓ = as〈ξ〉ρℓ (a−1〈ξ〉1−ρℓ ) + 1 ≤
(
as〈ξ〉ρℓ + 1
)
a−1〈ξ〉1−ρℓ ,
yields
∣∣∂βx∂αξ R∣∣ . a−|β+α| 〈ξ〉qℓ
∫ ∞
0
a (1 + as〈ξ〉ρℓ )|β+α| 〈ξ〉ρℓ e−2cas〈ξ〉
ρ
ℓ ds ,
with
q := (1− ρ)|β| − ρ|α|+ ν(|β + α|+ 2) = 2ν + (1− ρ+ ν)|β| − (ρ− ν)|α| .
Use (1 + as〈ξ〉ρℓ )|β+α| e−cas〈ξ〉
ρ
ℓ . 1 to find
|∂βx∂αξ R| . a−|β+α| 〈ξ〉qℓ
∫ ∞
0
a 〈ξ〉ρℓ e−cas〈ξ〉
ρ
ℓ ds . a−|β+α| 〈ξ〉qℓ .
This is the first estimate of (4.7).
Step IV. Estimates for ∂tR
α
β . As in Remark 4.1, the estimate for the
time derivative is the same as taking one additional space derivative. The
details are left to the reader.
This completes the proof of Theorem 4.1. 
5 Theorem 1.1, examples and proof
Begin with some examples illustrating the conclusion.
Example 5.1 If A(t, x, ξ) =
∑d
j=1Aj(t, x)ξj is uniformly diagonalizable
then one can take θ = 0 so that Theorem 1.1 holds with 1 < s ≤ 2. This is
the sharp index. In [14] Kajitani has proved that the Cauchy problem for
uniformly diagonalizable system is well posed in G2(Rd) when the coefficients
are smooth enough in time. For 2×2 uniformly diagonalizable systems with
coefficients depending only on t, more detailed discussions on the regularity
in t are found in [5].
Example 5.2 We can always take θ = m− 1 and Theorem 1.1 holds with
1 < s ≤ (4m− 1)/(4m − 2).
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Example 5.3 If (2.4) holds with θ = µ− 1, 2 ≤ µ ≤ m− 1 one can choose
1 < s ≤ (4µ − 1)/(4µ − 2) in Theorem 1.1. This is not sharp for m = 2.
Proof of Theorem 1.1. Step I. Compact support in x. Choose R > 0
so that the support of f , g, and ∇t,xAj ,∇t,xB are all contained in {|x| ≤ R}.
Denote by cmax an upper bound for the propagation speed for the constant
coefficient hyperbolic operator L on |x| ≥ R.
Finite speed result applied in |x| ≥ R implies that u vanishes for |x| ≥
R+ cmaxt for t ≥ 0.
Step II. First a priori estimate. Consider (1.1). Set v = e〈D〉
ρ
ℓ (T−at)u
with small T to be chosen below. Define
A˜ := e〈D〉
ρ
ℓ (T−at)Ae−〈D〉
ρ
ℓ (T−at), B˜ := e〈D〉
ρ
ℓ (T−at)Be−〈D〉
ρ
ℓ (T−at)
and f˜ := e〈D〉
ρ
ℓ (T−at)f . Compute
d
dt
(
R e〈D〉
ρ
ℓ (T−at)u, e〈D〉
ρ
ℓ (T−at)u
)
= (∂tR v, v) + (R(iA˜ + B˜ − a〈D〉ρℓ )v, v)
+ (Rv, (iA˜ + B˜ − a〈D〉ρℓ )v) + (Rf˜, v) + (Rv, f˜) .
(5.1)
For any 0 < c1 < T , c1 ≤ T − at ≤ T for 0 ≤ t ≤ (T − c1)/a. If T > 0 is
small, Proposition 2.1 implies that A˜ = HN +K with
K ∈ S˜max {ρ−N(1−ρ) ,−1+ρ} . (5.2)
Corollary 2.2 implies B˜ ∈ S˜0.
Since iA˜− a〈D〉ρℓ =M + iK the right-hand side of (5.1) is equal to
(∂tRv, v) +
(
(RM +M∗R)v, v
)
+ (Rf˜, v)
+
(
(R(iK + B˜) + (iK + B˜)∗R)v, v
)
+ (Rv, f˜).
Recall that M ∈ S˜1 and R satisfies (4.7). Therefore
R#M + M∗#R = RM + M∗R + K1 = − a〈ξ〉ρℓ + K1
where aK1 ∈ S˜1−ρ+3νρ−ν , 1−ρ+ν with bound independent of a large (see e.g. [8,
Proposition 18.5.7]). Choose a1 ≥ a0 so that if a > a1 one has Ca−1 ≤
3a/4. Then,
−a(〈D〉ρℓu, u) + Re (K1u, u) ≤ −a‖〈D〉ρ/2ℓ u‖2 +Ca−1‖〈D〉(1−ρ+3ν)/2ℓ u‖2
≤ −(a/4)‖〈D〉ρ/2ℓ u‖2
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provided
ρ ≥ 1− ρ+ 3ν equivalently, ρ ≥ (1 + 3θ)/(2 + 3θ).
Note that a ∂tR ∈ S˜1−ρ+3νρ−ν , 1−ρ+ν with a-independent bound so
Re
(
∂tRu, u
) ≤ Ca−1‖〈D〉ρ/2ℓ u‖2
if 2ρ ≥ 1 + 3ν, that is ρ ≥ (1 + 3θ)/(2 + 3θ).
Using (5.2), R ∈ S˜2νρ−ν,1−ρ+ν , and, B˜ ∈ S˜0 yields the pair of estimates
∣∣((RB˜ + B˜∗R)v, v)∣∣ ≤ C‖〈D〉νℓ v‖2 ≤ Cℓ−(ρ−2ν)‖〈D〉ρ/2ℓ v‖2,∣∣(i(RK −K∗R)v, v)∣∣ ≤ C‖〈D〉ν+ρ/2−N(1−ρ)/2ℓ v‖2 ≤ C ′‖〈D〉ρ/2ℓ v‖2
because 2ν + ρ −N(1 − ρ) = (2θ − N)(1 − ρ) + ρ ≤ ρ and 2ν − 1 + ρ ≤ ρ
when 2ρ ≥ 1 + 3ν. In addition,
|(Rf˜v, v)| + |(Rv, f˜)| ≤ 2‖〈D〉−3νℓ Rv‖‖〈D〉3νℓ f˜‖ ≤ C‖〈D〉−νℓ v‖‖〈D〉3νℓ f˜‖.
Thus there exist c, C > 0 so that
d
dt
(Rv, v) + ca‖〈D〉ρ/2ℓ v‖2 ≤ C‖〈D〉−νℓ v‖‖〈D〉3νℓ f˜‖ . (5.3)
The definition of R together with (4.6) and (4.4) show that if T1 < T and
0 ≤ t ≤ T1/a, then R = R∗ ≥ c 〈ξ〉−2νℓ .
Introduce the metric
G := a−2
(
〈ξ〉2(1−ρ+ν)ℓ |dx|2 + 〈ξ〉−2(ρ−ν)ℓ |dξ|2
)
. (5.4)
Then G/Gσ = a−4〈ξ〉2(1−2ρ+2ν)ℓ . Since H = a2〈ξ〉2ρ−1−4νℓ (R − c 〈ξ〉−2νℓ ) ∈
S((G/Gσ)−1/2, G) and H ≥ 0, the sharp G˚arding inequality ( [8, Theorem
18.6.7]) yields
(Hv, v) ≥ −C‖v‖2.
Write
H = a2〈ξ〉ρ−1/2−2νℓ #(R− c 〈ξ〉−2νℓ )#〈ξ〉ρ−1/2−2νℓ +K
where K ∈ S(1, G). Introduce u := 〈D〉ρ−1/2−2νℓ v to find
(Hv, v) = a2((R− c 〈D〉−2νℓ )u, u) + (Kv, v)
≥ −C‖v‖2 = −C‖〈D〉−ρ+1/2+2νℓ u‖2 .
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Since |(Kv, v)| ≤ C‖v‖2 = C‖〈D〉−ρ+1/2+2νℓ u‖2 it follows that
(Ru, u)− c ‖〈D〉−νℓ u‖2 ≥ −Ca−2‖〈D〉−ρ+1/2+2νℓ u‖2. (5.5)
If −ν ≥ 2ν + 1/2 − ρ, that is
ρ ≥ 1 + 6θ
2 + 6θ
then there is a c′ > 0, ℓ0 > 0, so that for ℓ ≥ ℓ0.
(Ru, u) ≥ c′ ‖〈D〉−νℓ u‖2 .
Integrating (5.3) yields
‖〈D〉−νℓ v(t)‖2 ≤ c‖〈D〉νℓ v(0)‖2 + 2CM
∫ t
0
‖〈D〉3νℓ f˜‖ dτ ,
where M := sup0≤τ≤t ‖〈D〉−νℓ v(τ)‖. Therefore
(
M − C
∫ t
0
‖〈D〉3νℓ f˜‖dτ
)2
≤
(√
c‖〈D〉νℓ v(0)‖ + C
∫ t
0
‖〈D〉3νℓ f˜‖dτ
)2
which gives
‖〈D〉−νℓ v(t)‖ ≤ 2
√
c‖〈D〉νℓ v(0)‖ + 2C
∫ t
0
‖〈D〉3νℓ f˜‖dτ.
This proves the following important a priori estimate.
Proposition 5.1 If ρ ≥ (1+6θ)/(2+6θ) then there exist T > 0, a > 0 and
ℓ0 > 0 such that for any T1 < T one can find C > 0 such that for all u so
that e〈D〉
ρ
ℓ (T−at)∂γt,xu ∈ L1([0, T ] ; H3ν(Rd)) for |γ| ≤ 1,
‖〈D〉−νℓ e〈D〉
ρ
ℓ (T−at)u‖ ≤ C‖〈D〉νℓ eT 〈D〉
ρ
ℓ u(0)‖+ C
∫ t
0
‖〈D〉3νℓ e〈D〉
ρ
ℓ (T−aτ)Lu‖ dτ
for 0 ≤ t ≤ T1/a and ℓ ≥ ℓ0, where ν = θ(1− ρ).
Step III. Second a priori estimate. For some values of ρ and θ, one can
improve the estimate for the left hand side ‖〈D〉−νℓ e〈D〉
ρ
ℓ (T−at)u‖ in Proposi-
tion 5.1. Recall that ∂tu = iA(t, x,D)u+B(t, x)u+ f and v = e
〈D〉ρℓ (T−at)u.
Then,
d
dt
∥∥e〈D〉ρℓ (T−at)u∥∥2 = −2a‖〈D〉ρ/2ℓ v‖2
+ ((iA˜ + B˜) v, v) + (v, (iA˜ + B˜) v) + (f˜ , v) + (v, f˜).
(5.6)
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Since iA˜+ B˜ ∈ S˜1 one has |((iA˜+ B˜) v, v) + (v, (iA˜+ B˜) v)| ≤ C‖〈D〉1/2ℓ v‖2
so
‖v(t)‖2 ≤ ‖v(0)‖2 + C
∫ t
0
‖〈D〉1/2ℓ v‖2ds + 2
∫ t
0
‖v‖‖f˜‖2dτ.
Replacing v by 〈D〉(ρ−1)/2ℓ v yields
‖〈D〉(ρ−1)/2ℓ v(t)‖2 ≤ ‖〈D〉(ρ−1)/2ℓ v(0)‖2
+ C
∫ t
0
‖〈D〉ρ/2ℓ v‖2dτ + 2
∫ t
0
‖〈D〉(ρ−1)/2ℓ ‖‖f˜‖2dτ.
On the other hand, the reasoning leading to (5.3) yields
d
dt
(
Rv, v
)
+ ca‖〈D〉ρ/2ℓ v‖2 ≤ C‖〈D〉
(ρ−1)/2
ℓ v‖ ‖〈D〉
2ν−(ρ−1)/2
ℓ f˜‖ .
If
(ρ− 1)/2 ≥ −ρ+ 1/2 + 2ν , equivalently, ρ ≥ (2 + 4θ)/(3 + 4θ) (5.7)
then we can control (Rv, v) taking (5.5) into account. Since (2 + 4θ)/(3 +
4θ) ≥ (1 + 3θ)/(2 + 3θ) and 2ν − (ρ− 1)/2 ≥ 0 if (5.7) is verified then
‖〈D〉(ρ−1)/2ℓ v(t)‖2 ≤ c ‖〈D〉νℓ v(0)‖2 + 2CM
∫ t
0
‖〈D〉2ν−(ρ−1)/2ℓ f˜ || dτ
where M := sup0≤τ≤t ‖〈D〉(ρ−1)/2ℓ v(τ)‖. Repeating the same arguments
proving Proposition 5.1 yields the following alternative a priori estimate.
Proposition 5.2 If ρ ≥ (2 + 4θ)/(3 + 4θ), then there exist T > 0, a > 0,
and ℓ0 > 0, so that for any T1 < T there is C > 0 such that for all u so that
e〈D〉
ρ
ℓ (T−at)∂γt,xu ∈ L1([0, T ] ; H2ν−(ρ−1)/2(Rd)) for |γ| ≤ 1,
‖〈D〉(ρ−1)/2ℓ e〈D〉
ρ
ℓ (T−at)u‖ ≤ C‖〈D〉νℓ eT 〈D〉
ρ
ℓ u(0)‖
+ C
∫ t
0
∥∥〈D〉2ν−(ρ−1)/2ℓ e〈D〉ρℓ (T−aτ)Lu∥∥ dτ
for 0 ≤ t ≤ T1/a and ℓ ≥ ℓ0, where ν = θ(ρ− 1).
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Step IV. Uniform estimates for regularized equations. Take χ(x) ∈
C∞0 (R
d) that is equal to 1 on a neighborhood of x = 0 and such that
|χ(x)| ≤ 1. Consider regularized operator
Lh := ∂t − χ(hD)
(
iA(t, x,D) + B(t, x)
)
χ(hD) := ∂t − iAh −Bh.
Denote
L˜h := e〈D〉
ρ
ℓ (T−at)Lhe−〈D〉
ρ
ℓ (T−at) := ∂t − iA˜h − B˜h , and L˜0 := L˜ .
Denote χh(D) := χ(hD) so
A˜h = e〈D〉
ρ
ℓ (T−at)χhAχhe−〈D〉
ρ
ℓ (T−at) = χhA˜χh ,
B˜h = e〈D〉
ρ
ℓ (T−at)χhBχhe−〈D〉
ρ
ℓ (T−at) = χhB˜χh .
Note that χh(ξ) ∈ S˜0 uniformly in 0 < h ≤ ℓ−1 because 〈ξ〉ℓ ≤ C|ξ| on the
support of ∇ξχ(hξ).
Recall that A˜ = HN +K with K in (5.2). Since HN ∈ S˜1 it follows that
χ(hξ)#HN # χ(hξ) = χ
2(hξ)HN + K
h
1
where Kh1 ∈ S˜0, uniformly in 0 < h ≤ ℓ−1. It is clear that χh#B˜#χh ∈ S˜0
and χh#K#χh ∈ S˜max{ρ−N(1−ρ) ,−1+ρ} uniformly in 0 < h ≤ ℓ−1.
From here on the pseudodifferential calculus is understood to be uniform in
0 < h ≤ ℓ−1. Denote HhN = χ2(hξ)HN so that
HhN (ℓ, τ, t, x, ξ) = χ
2
h(hξ) 〈ξ〉ℓ HN
(
t , x , ξ/〈ξ〉ℓ ; τρ〈ξ〉ρ−1ℓ
)
.
Choosing sχ2h〈ξ〉ℓ, τρ〈ξ〉ρ−1ℓ (τ > 0), ξ/〈ξ〉ℓ for s, ǫ, ξ in (2.4) yields
τ θ
C 〈ξ〉θ(1−ρ)ℓ ecsτχ
2
h〈ξ〉ρℓ
≤
∥∥eisHhN (ℓ,τ,t,x,ξ)∥∥ ≤ C 〈ξ〉
θ(1−ρ)
ℓ e
csτχ2h〈ξ〉ρℓ
τ θ
.
Define
Mh := iHhN (ℓ, τ, t, x, ξ) − a〈ξ〉ρℓ , τ = T − at
and the corresponding symmetrizer
Rh(t, x, ξ) := a
∫ ∞
0
〈ξ〉ρℓ
(
esM
h(ℓ,τ,t,x,ξ)
)∗ (
esM
h(ℓ,τ,t,x,ξ)
)
ds .
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Since ‖esMh‖ = e−as〈ξ〉ρℓ ‖esMh‖ and 0 ≤ χ2h ≤ 1 one has
τ θ〈ξ〉−θ(1−ρ)ℓ e−c1as〈ξ〉
ρ
ℓ /C ≤ ∥∥esMh∥∥ ≤ Cτ−θ〈ξ〉θ(1−ρ)ℓ e−c2as〈ξ〉ρℓ
with ci > 0, C > 0 independent of 0 < h ≤ ℓ−1, ℓ and a. Since
|∂αξ ∂βxMh| ≤ Cαβ〈ξ〉1−|α|ℓ
uniformly in 0 < h ≤ ℓ−1 the estimates for Rh are exactly the same as those
for R, so one has (4.7) with Cαβ independent of 0 < h ≤ ℓ−1, ℓ, x, ξ and a.
Repeating the same arguments proving Proposition 5.1 proves the following.
If ρ ≥ (1 + 6θ)/(2 + 6θ) then there exist T > 0, a > 0 and ℓ0 > 0 such
that for any T1 < T one can find C > 0 such that for all v so that v ∈
C1([0, T ];H3ν (Rd))
‖〈D〉−νℓ (t)v‖ ≤ C‖〈D〉νℓ v(0)‖ + C
∫ t
0
‖〈D〉3νℓ L˜hv(τ)‖ dτ (5.8)
for 0 ≤ t ≤ T1/a and ℓ ≥ ℓ0 where C is independent of ℓ and 0 < h ≤ ℓ−1.
Step V. Construction of solution. Next solve
L˜hvh = (∂t − iA˜h − B˜h)vh = f˜ , vh(0) = g˜. (5.9)
Since iA˜+ B˜ ∈ C(R; S˜1) and χh ∈ S−1 with h-dependent bound, it follows
that iA˜h + B˜h ∈ C(R; S˜0) so is bounded from Hk(Rd) to Hk(Rd) for any
k ∈ R. Therefore for any g˜ ∈ Hk(Rd) and f˜ ∈ L1loc(R;Hk(Rd)) there exists
a unique solution vh ∈ C1(R;Hk(Rd)) to the linear ordinary differential
equation (5.9).
Assume
f˜ = e〈D〉
ρ
ℓ (T−at)f ∈ L1([0, T ′];H3ν(Rd)), g˜ = eT 〈D〉ρℓ g ∈ H3ν(Rd) .
Denote T ′ := T1/a and the corresponding solutions to (5.9) by vh ∈ C1([0, T ′];H3ν(Rd)).
Then (5.8) yields
‖〈D〉−νℓ vh(t)‖ ≤ C ‖〈D〉νℓ g˜‖ + C
∫ t
0
‖〈D〉3νℓ f˜‖ dτ
for 0 ≤ t ≤ T ′. Therefore {vh} is bounded in L∞([0, T ′];H−ν). Since
L∞([0, T ];H−ν(Rd)) is the dual of L1([0, T ′];Hν(Rd)), one can choose a sub-
sequence (still denoted by {vh}) weak∗ convergent in L∞([0, T ′];H−ν(Rd)) to
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v. It is easy to see that χ(hD)vh converges to v weakly in L∞([0, T ′],H−ν(Rd)).
Since iA˜+B˜ maps L∞([0, T ′],H−ν(Rd)) into L∞([0, T ′];H−ν−1) then χ(hD)(iA˜+
B˜)χ(hD)vh converges to (iA˜+ B˜)v weak∗ in L∞([0, T ′];H−ν−1(Rd)). Since
it is clear that ∫ T ′
0
(∂tv
h, φ)dt→ −
∫ T ′
0
(v, ∂tφ)dt
for any φ ∈ C∞0 ((0, T ′)×Rd) it follows that v satisfies L˜v = f˜ and v(0) = g˜,
that is
e〈D〉
ρ
ℓ (T−at)Le−〈D〉
ρ
ℓ (T−at)v = f˜ = e〈D〉
ρ
ℓ (T−at)f .
The equation L˜v = f˜ yields ∂tv ∈ L∞([0, T ′];H−ν−1(Rd)) which implies
v ∈ C([0, T ′];H−ν−1(Rd)). Since u = e−〈D〉ρℓ (T−at)v we conclude that
Lu = f, u(0) = g, (t, x) ∈ (0, T ′)× Rd .
This completes the proof of existence of a solution u with e〈D〉
ρ
ℓ (T−at)u =
v ∈ L∞([0, T ′],H−ν(Rd)).
Step VI. Proof of uniqueness. Suppose that u is a solution with van-
ishing data f, g. Define 0 ≤ t1 ≤ T0 so that u vanishes on [0, t1] × Rd but
does not vanish on [0, t1+ ǫ)×Rd for any ǫ > 0. Need to show that t1 = T0.
Suppose that t1 < T0.
Using Remark 1.1 applied to the adjoint operator with time reversed, choose
0 < t ≤ T0− t1 and C ≫ 1 so that for F (t, x) compactly supported in x and
satisfying ∫ T0
0
( ∫
Rd
∣∣Fˆ (t, ξ)∣∣2 eC〈ξ〉1/s dξ)1/2 dt < ∞ (5.10)
the adjoint problem
L∗w = F on (t1, t1 + t)× Rd , w
∣∣
t=t1+t
= 0
has a solution in C([t1, t1 + t] ;Gs0(Rd)).
Both u and w being compactly supported in x belong to H1((t1, t1+t)×Rd)
so integration by parts shows that with integrals over (t1, t1 + t)× Rd,∫ ∫
(u, F ) dxdt =
∫ ∫
(u,L∗w) dxdt =
∫ ∫
(Lu,w) dxdt = 0 ,
where the initial conditions u(t1) = w(t1 + t) = 0 eliminate the boundary
contributions from t = t1, t1 + t.
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Since the set of such F satisfying (5.10) is dense in L2([t1, t1 + t] × Rd) it
follows that u = 0 on [t1, t1+ t]×Rd. Therefore u vanishes on [0, t1+ t]×Rd
violating the choice of t1. Thus one must have t1 = T0 proving uniqueness.
Step VII. Proof of continuity in time. Compute ∂tu = e
−〈D〉ρℓ (T−at)(a〈D〉ρℓv+
∂tv). Since a〈D〉ρℓv + ∂tv ∈ L∞([0, T ′];H−ν−1(Rd)) it follows that for any
0 < c < T − T1∫ (
|uˆ(t, ξ)|2 + |∂tuˆ(t, ξ)|2
)
e2c〈ξ〉
1/s
dξ ∈ L∞([0, T ′]) .
This implies that u is continuous with values in Gs0(Rd).
This completes the proof of Theorem 1.1. 
6 Theorem 1.2, examples and proof
Before the details of the proof of Theorem 1.2, we present two examples that
illustrate the conclusion.
Example 6.1 If A(t, x, ξ) is uniformly diagonalizable we can choose θ = 0
and Theorem 1.2 holds with 1 < s ≤ 2/(2 − κ). This is weaker than the
sharp condition s < 1/(1 − κ) of [3] for utt − a(t)uxx = 0, a > 0.
Example 6.2 If (2.4) holds with θ = µ−1, 2 ≤ µ ≤ m then the constraints
on s read
1 < s ≤ min
{
(3µ − 1)/(3µ − 1− κ) , (4µ − 1)/(4µ − 2)
}
.
This is far from the sharp bound s < 1+κ/2 of [4] in the case utt−a(t)uxx = 0
with a ≥ 0 and θ = m− 1 = 1.
Proof of Theorem 1.2. We present only the a priori estimate. Exis-
tence and uniqueness then follow as in the preceding section. We follow the
argument in [16] (also [10]). By hypothesis,
|∂αx (Aj(t, x)−Aj(τ, x))| ≤ CA|α||α|!s|t− τ |κ , 0 < κ ≤ 1 .
Choose χ(s) ∈ C∞0 (R) such that χ(s) = χ(−s) with
∫
χ(s)ds = 1. Define,
with 0 < δ to be chosen later,
R˜(t, x, ξ) := 〈ξ〉δℓ
∫
R(τ, x, ξ) χ
(
(t− τ) 〈ξ〉δℓ
)
dτ.
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Since |∂αξ χ((t−τ)〈ξ〉δℓ)| ≤ Cα〈ξ〉−|α|ℓ Theorem 4.1 implies that R˜ ∈ S
(〈ξ〉2νℓ , G)
with G from (5.4) . It is clear that R˜ ≥ c 〈ξ〉−2νℓ .
Lemma 6.1 R(t)−R(τ) ∈ S(|t− τ |κ〈ξ〉3ν+1−ρℓ , G) uniformly in t, τ . That
is, for all α, β,
|∂βx∂αξ (R(t)−R(τ))| ≤ Cαβa−|α+β||t− τ |κ〈ξ〉3ν+1−ρℓ 〈ξ〉
(1−ρ+ν)|β|−(ρ−ν)|α|
ℓ .
Sketch of proof of Lemma. It suffices to repeat arguments similar to
those proving Theorem 4.1. 
Since
R˜(t)−R(t) = 〈ξ〉δℓ
∫ (
R(τ)−R(t)) χ((t− τ) 〈ξ〉δℓ) dτ,
Lemma 6.1 implies that
R˜(t)−R(t) ∈ S(〈ξ〉3ν+1−ρ−κδℓ , G).
Similarly,
∂tR˜(t) = 〈ξ〉2δℓ
∫
R(τ, x, ξ) χ′
(
(t− τ)〈ξ〉δℓ
)
dτ
= 〈ξ〉2δℓ
∫ (
R(τ)−R(t)) χ′((t− τ)〈ξ〉δℓ) dτ
implies that
∂tR˜(t) ∈ S
(〈ξ〉3ν+1−ρ+δ−κδℓ , G). (6.1)
With K˜ = iA˜+ B˜ and f˜ = e〈D〉
ρ
ℓ (T−at)f , one has
d
dt
(R˜ e〈D〉
ρ
ℓ (T−at)u, e〈D〉
ρ
ℓ (T−at)u) = (∂tR˜ v, v) + (R˜(K˜ − a〈D〉ρℓ )v, v)
+(R˜v, (K˜ − a〈D〉ρℓ )v) + (R˜f˜ , v) + (R˜v, f˜).
Adding and subtracting two terms, the right hand side is equal to
(∂tR˜v, v) + (R(K˜ − a〈D〉ρℓ )v, v) + (Rv, (K˜ − a〈D〉ρℓ )v)+
((R˜−R)(K˜ − a〈D〉ρℓ )v, v) + ((R˜ −R)v, (K˜ − a〈D〉ρℓ )v) + (R˜f˜ , v) + (R˜v, f˜).
For the terms
(R˜f˜ , v), (R(K˜ − a〈D〉ρℓ )v, v) + (Rv, (K˜ − a〈D〉ρℓ )v), (R˜f˜ , v) + (R˜v, f˜)
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use the same estimates as in Section 5. For the other terms use (6.1),
R˜−R ∈ S˜3ν+1−ρ−κδρ−ν,1−ρ+ν and K˜ − a〈ξ〉ρℓ ∈ S˜1 to find the pair of estimates,∣∣((R˜−R)(K˜ − a〈D〉ρℓ )v, v)∣∣ + ∣∣((R˜ −R)v,(K˜ − a〈D〉ρℓ )v)∣∣
≤ C
∥∥〈D〉(3ν+2−ρ−κδ)/2ℓ v∥∥2 ,
|(∂tR˜v, v)| ≤ C‖〈D〉(3ν+1−ρ+(1−κ)δ)/2ℓ v‖2.
If 3ν + 2 − ρ − κδ ≤ ρ and 3ν + 1 − ρ + (1 − κ)δ ≤ ρ then both terms are
bounded by ‖〈D〉ρ/2ℓ v‖2 and can be absorbed in a Gronwall estimate. With
κ and ν fixed the region in the δ, ρ plane described by the two constraints
is bounded below by a pair of lines as the figure.
δ
1
The minimal value of ρ satisfying the constraints occurs at δ = 1 independent
of κ and ν and yields
ρ ≥ 3θ + 2− κ
3θ + 2
.
The desired a priori estimate follows. 
7 Appendix. The conjugation Proposition 2.1
Lemma 7.1 Let a(x, ξ) ∈ S˜m(s) and assume ∂αx a(x, ξ) = 0 outside |x| ≤ R
with some R > 0 if |α| > 0. Set
eτ〈D〉
ρ
ℓ a(x,D) e−τ〈D〉
ρ
ℓ = b(x,D)
where τ ∈ R then b(x, ξ) is given by
b(x, ξ) =
∫
e−iyη eτ〈ξ+
η
2
〉ρℓ−τ〈ξ− η2 〉
ρ
ℓ a(x+ y, ξ) dydη. (7.1)
Proof: Write φ(ξ) = τ〈ξ〉ρℓ and insert v = e−φ(D)u(y) =
∫
eiyζ−φ(ζ)uˆ(ζ)dζ
into
eφ(D) a(x,D) v =
∫
ei(xξ−zξ+(z−y)η) eφ(ξ) a
(z + y
2
, η
)
v(y) dydηdzdξ
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to get
eφ(D) a(x,D) e−φ(D)u =
∫
eixζ I(x, ζ, µ) uˆ(ζ) dζ
where
I =
∫
ei(xξ−zξ+(z−y)η+yζ−xζ) eφ(ξ) a
(z + y
2
, η
)
e−φ(ζ) dydηdzdξ.
The change of variables z˜ = (y + z)/2, y˜ = (y − z)/2 yields
I = 2n
∫
eiy˜(ξ−2η+ζ) dy˜
∫
e−i(z˜−x)(ξ−ζ) eφ(ξ) a(z˜, η) e−φ(ζ) dηdz˜dξ
= 2n
∫
e−2i(z˜−x)(η−ζ)eφ(2η−ζ) a(z˜, η, µ) e−φ(ζ) dηdz˜
=
∫
e−iz˜η eφ(
√
2η+ζ)−φ(ζ) a
(
x+
z˜√
2
, ζ +
η√
2
)
dηdz˜
and then
eφ(D) a(x,D) e−φ(D) u =
∫
ei(x−y)ξ p(x, ξ) u(y) dydξ = Op0(p)u
with
p(x, ξ) =
∫
e−iyη eφ(ξ+
√
2η)−φ(ξ) a
(
x+
y√
2
, ξ +
η√
2
)
dydη. (7.2)
Here we remark Op0(p) = b(x,D) with b(x, ξ) given by
b(x, ξ) =
∫
eizζ p
(
x+
z√
2
, ξ +
ζ√
2
)
dzdζ. (7.3)
Indeed we see
b(x,D)u =
∫
ei(x−y)ξ b(
x+ y
2
, ξ) u(y) dydξ
=
∫
ei(xξ−yξ+zζ) p
(x+ y
2
+
z√
2
, ξ +
ζ√
2
)
u(y) dydξdzdζ
=
∫
ei((x−y−z)ξ+zζ) p
(x+ y + z
2
, ζ
)
u(y) dydξdzdζ
=
∫
eizζ p(x, ζ) u(x− z) dzdζ = Op0(p)u.
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Insert (7.2) into (7.3) to get
b(x, ξ) =
∫
ei(zζ−yη) eφ(
√
2η+ξ+ ζ√
2
)−φ(ξ+ ζ√
2
)
a dydηdzdζ,
a = a
(
x+
z + y√
2
, ξ +
η + ζ√
2
)
.
The change of variables
z˜ =
z + y√
2
, y˜ =
y − z√
2
, ζ˜ =
ζ + η√
2
, η˜ =
η − ζ√
2
gives
b(x, ξ) =
∫
e−i(z˜η˜+y˜ζ˜) eφ(
3ζ˜
2
+ξ+ η˜
2
)−φ(ξ+ ζ˜
2
− η˜
2
) a(x+ z˜, ξ + ζ˜) dy˜dη˜dz˜dζ˜
=
∫
e−iz˜η˜ eφ(ξ+
η˜
2
)−φ(ξ− η˜
2
) a(x+ z˜, ξ) dz˜dη˜
proving (7.1). 
Proof of Proposition 2.1. Insert
a(x+ y, ξ) =
∑
|α|≤k
1
α!
Dαxa(x, ξ)(iy)
α
+
∑
|α|=k+1
k + 1
α!
(iy)α
∫ 1
0
(1− θ)kDαxa(x+ θy, ξ)dθ
into (7.1) to get
b(x, ξ) =
∑
|α|≤k
1
α!
∫
e−iyηeφ(ξ+
η
2
)−φ(ξ− η
2
)Dαxa(x, ξ)(iy)
αdydη +
∑
|α|=k+1
k + 1
α!
∫
e−iyηeφ(ξ+
η
2
)−φ(ξ− η
2
)(iy)αdydη
∫ 1
0
(1− θ)kDαxa(x+ θy, ξ)dθ.
(7.4)
Since e−iyη(iy)α = (−∂η)αe−iyη the first term on the right-hand side of (7.4)
is ∑
|α|≤k
1
α!
∂αη e
φ(ξ+ η
2
)−φ(ξ− η
2
)
∣∣∣
η=0
Dαxa(x, ξ). (7.5)
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Note that ∂αη e
φ(ξ+ η
2
)−φ(ξ− η
2
)
∣∣∣
η=0
is a linear combination of
∂α1ξ φ(ξ) · · · ∂αsξ φ(ξ),
s∑
j=1
αj = α, |αj | ≥ 1.
Divide the linear combination into two parts; the sum over
∑
αj = 1, |αj | =
1 and the remaining sum called r. If |αj | ≥ 2 for some j then s ≤ |α| − 1
and hence sρ− |α| ≤ −(1− ρ)|α| − ρ ≤ −2 + ρ so that
∂α1ξ φ(ξ) · · · ∂αsξ φ(ξ) ∈ S˜−2+ρ.
Then (7.5) yields
∑
|α|≤k
1
α!
Dαxa(x, ξ)(τ∇ξ〈ξ〉ρℓ )α + r , r ∈ S˜−1+ρ.
Define
Hα(ξ, η, µ) =
1
α!
∂αη e
φ(ξ+ η
2
)−φ(ξ− η
2
)
= 2−|α|
∑
β+γ=α
1
β!γ!
∂βξ e
φ(ξ+ η
2
) (−∂ξ)γe−φ(ξ−
η
2
)
where the second term on the right-hand side of (7.4) is, up to a multiplica-
tive constant
∑
|α|=k+1
∫
e−iyηHα(ξ, η)dydη
∫ 1
0
(1− θ)kDαxa(x+ θy, ξ)dθ
=
∑
|α|=k+1
∫ ∫ 1
0
eixη(1− θ)kHα(ξ, θη)dηdθ
∫
e−iyηDαxa(y, ξ)dy.
Define Eα(η, ξ) :=
∫
e−iyηDαxa(y, ξ)dy and
Rk :=
∑
|α|=k+1
∫ ∫ 1
0
eixη (1− θ)k Hα(ξ, θη) Eα(η, ξ) dηdθ . (7.6)
Lemma 7.2 There is c > 0 such that for any δ ∈ Nn,
|∂δξEα(η, ξ)| ≤ Cαδ 〈ξ〉1−|δ|ℓ e−c〈η〉
ρ
.
33
Proof. Integration by parts gives
ην∂δξEα(η, ξ) =
∫
e−iyη ∂δξD
α+ν
x a(y, ξ) dy .
Then there exist constants A > 0 and Cδ such that
|∂δξEα(η, ξ)| ≤ Cδ〈ξ〉1−|δ|ℓ A|α+ν||α+ ν|!s〈η〉−|ν| ≤ Cαδ〈ξ〉
1−|δ|
ℓ A
|ν||ν|!s〈η〉−|ν|.
Choose ν minimizing A|ν||ν|!s〈η〉−|ν|, that is |ν| ∼ e−1A−1/s〈η〉1/s so that
A|ν||ν|!s〈η〉−|ν| . e−s−1A−1/s〈η〉1/s = e−c〈η〉ρ . 
Returning to the proof of Proposition 2.1, note that Hα(ξ, η) is a linear
combination of terms
∂β1ξ φ(ξ +
η
2
) · · · ∂βsξ φ(ξ +
η
2
)∂γ1ξ φ(ξ −
η
2
) · · · ∂γtξ φ(ξ −
η
2
) eφ(ξ+
η
2
)−φ(ξ− η
2
)
:= kβ1,...,βs,γ1,...,γt(ξ, η) e
φ(ξ+ η
2
)−φ(ξ− η
2
)
where
∑
βj = β,
∑
γj = γ and |βj | ≥ 1, |γj | ≥ 1, β + γ = α. Since
〈ξ ± η/2〉rℓ ≤ Cr〈ξ〉rℓ〈η〉|r| we see
|∂δξkβ1,...,βs,γ1,...,γt(ξ, η)| ≤ Cδ 〈ξ〉−|α|(1−ρ)−|δ|ℓ 〈η〉|α|+|δ|. (7.7)
For some 0 < θ < 1 one has
∂αξ
(
φ(ξ +
η
2
)− φ(ξ − η
2
)
)
=
n∑
j=1
1
2
ηj
(
∂αξ ∂ξjφ(ξ +
θη
2
) + ∂αξ ∂ξjφ(ξ −
θη
2
)
)
.
(7.8)
Then 〈ξ ± θη/2〉ρ−1−|α|ℓ ≤ 〈ξ ± θη/2〉−|α|ℓ ≤ Cα〈ξ〉−|α|ℓ 〈η〉|α| and∣∣∣∂α1ξ
[
φ
(
ξ +
η
2
)
− φ
(
ξ − η
2
)]
· · · ∂αtξ
[
φ
(
ξ +
η
2
)
− φ
(
ξ − η
2
)]∣∣∣
≤ Cα 〈ξ〉−|α|ℓ 〈η〉2|α|, α = α1 + · · ·+ αt
yield
|∂δξeφ(ξ+
η
2
)−φ(ξ− η
2
)| ≤ Cδ 〈ξ〉−|δ|ℓ 〈η〉2|δ| eφ(ξ+η/2)−φ(ξ−η/2) . (7.9)
Next prove that with some c1 > 0,
∣∣φ(ξ + η/2) − φ(ξ − η/2)∣∣ ≤ c1|τ | 〈η〉ρ .
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Indeed if ℓ+ |ξ| ≥ |η| then 〈ξ〉ℓ ≈ 〈ξ ± θη/2〉ℓ for |θ| ≤ 1 hence (7.8) gives
|φ(ξ + η/2) − φ(ξ − η/2)| ≤ C|τ | 〈η〉 〈ξ ± θη/2〉ρ−1ℓ
≤ C ′ |τ | 〈η〉 〈ξ〉ρ−1ℓ ≤ C ′′ |τ | 〈η〉ρ.
While if ℓ+ |ξ| ≤ |η| then 〈ξ ± η/2〉ℓ ≤ C〈η〉 and the assertion is clear. From
(7.7) and (7.9) we have
|∂δξHα(ξ, η)| ≤ Cαδ 〈ξ〉−|α|(1−ρ)ℓ 〈ξ〉−|δ|ℓ 〈η〉|α|+2|δ| ec1|τ |〈η〉
ρ
. (7.10)
From Lemma 7.2 and (7.10) one has
|∂δξ (Hα(ξ, η)Eα(η, ξ))| ≤ Cαδ 〈ξ〉1−|δ|−|α|(1−ρ)ℓ 〈η〉|α|+2|δ| e−(c−c1|τ |)〈η〉
ρ
where c > 0 is the constant in Lemma 7.2. If c− c1|τ | > 0 then
|∂βx∂δξRk(x, ξ)| ≤ Cδβ 〈ξ〉1−|δ|−(k+1)(1−ρ)ℓ .
Since 1− (k + 1)(1 − ρ) = ρ− k(1 − ρ), the assertion follows. 
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