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 Electron paramagnetic resonance (EPR) is employed in investigating inorganic spin chemistry 
related phenomena.  Steady state electron paramagnetic resonance (SSEPR) was used to explore the 
electron-electron exchange interaction (J) in alkyne-bridged multi[copper(II) porphyrin] species.  A 
simulation routine was developed to calculate the effects of J and the modulation of J on the SSEPR 
spectra.  Spin trapping is used to trap and identify ethyl radicals formed from the photoexcitation of 
alkyl-cobalamin.  These cobalamins are augmented with fluorophores to show efficient photolysis at 
wavelengths as long as 777 nm when exciting the fluorophore.  These cobalamins can serve as 
photoinitiators for hydrogel polymerization in medical use.  The proton coupled electron transfer (PCET) 
reaction of [RuII(bpy)2(bpz)]2+ with hydroquinone is investigated by time resolved EPR (TREPR).  The 
TREPR spectrum confirms the presence of a triplet intermediate and reveals the effect of electron 
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Chapter 1: Introduction 
1.1 General Introduction 
The field of spin chemistry involves the study of the structure, dynamics, and reactivity of 
molecules and materials, where the outcomes of the experiments are influenced by an electron or nuclear 
spin state of the system.  Typical experiments used to study spin chemistry phenomena include nuclear 
and electron spin resonance in both steady–state and time–resolved modes, as well as transient 
absorption spectroscopy and photoluminescence measurements at both zero and non–zero magnetic 
fields. Spin chemistry has mostly been centered around organic molecules, with studies on inorganic spin 
chemistry phenomena relatively rare. One of the reasons for this is the relatively fast spin relaxation 
processes that can take place in inorganic molecules and materials through the heavy atom effect (spin–
orbit coupling) and also large anisotropies in the g–tensor and hyperfine tensors (more details below).  
Some inroads into inorganic spin chemistry have been made, and have found application areas such as 
magnetism1, polymer synthesis2, catalysis3,4, solar energy conversion5 and spintronics.6  This thesis 
presents results from several different inorganic systems that include a biocompatible polymerization 
initiator, a metal–centered biradical, and a proton–coupled electron transfer (PCET) system that mimics 
aspects of photosystem II. 
Under certain experimental conditions, the spin properties of inorganic molecules can be 
observed through electron paramagnetic resonance (EPR) spectroscopy.  The EPR experiment measures 
the relative energies of spin states using an applied external magnetic field and microwave radiation. As 
mentioned above, transition metals often have large spin–orbit coupling coefficients that lead to very fast 
spin relaxation times, which can make both the acquisition and analysis of their EPR spectra challenging 
2 
(broad line shapes, short lived signals). However, careful experimental design has led to the observation 
of strong EPR signals in many inorganic systems, providing important structural and mechanistic 
information.  In time–resolved EPR experiments, non–Boltzmann spin state populations are often 
observed (spin polarization). This polarization can enhance signal to noise ratios, and at the same time 
provide mechanistic insight into radical reactions.  
 
1.2 Electron Paramagnetic Resonance Spectroscopy 
1.2.1 Electron Spin 
Electrons have a total magnetic spin of S = ½, which gives two possible electron spin states, ms = 
+1/2 (sometimes labeled α) and ms = –1/2 (sometimes labeled β). In the absence of an external magnetic 
field, the energy levels of the α and β states of an unpaired electron are degenerate.   In the presence of 
an external magnetic field, these normally degenerate states align either parallel or anti–parallel to the 
magnetic field resulting in a split in energy.  The energy difference between the two states is proportional 
to the magnetic field strength and referred to as the electron Zeeman interaction.  The energy difference 
between them is given by eq 1: 
∆𝐸𝐸 = 𝑔𝑔𝛽𝛽𝑒𝑒𝐵𝐵0 (1) 
Here, g is the g–factor of the electron (its chemical shift), 𝛽𝛽𝑒𝑒 is a constant called the Bohr magneton, and 
𝐵𝐵0 is the applied static magnetic field.  For a free electron in the gas phase, the g–factor is 2.0023. The 
allowed EPR transitions can be detected when they are resonant with oscillating electromagnetic 
radiation, typically in the microwave region of the spectrum.  To observe the EPR transition of an unpaired 
electron, the energy of the applied microwave radiation must match the splitting of the Zeeman energy 
levels (the resonant condition, eq 2). 




For a typical continuous wave (CW) EPR experiment, the magnetic field is swept in a linear fashion 
and the microwave source is held at a constant frequency.   As the field is swept, an EPR transition will be 
observed when the resonance condition is met, as shown in Figure 1.1.  The populations of the spin energy 
levels are defined by the Boltzmann distribution (eq 3), as the ratio between the upper level population 
N1 and the lower level population N2. 









Figure 1.1: In the presence of an applied magnetic field, the two spin states of an electron are caused to align either parallel or 
antiparallel to the magnetic field (B0).  The energy difference (∆E) between the two states is proportional to the magnetic field 
strength and can be detected when the energy gap is resonant with an oscillating electromagnetic field. 
 
4 
1.2.2 The Electron–Nuclear Hyperfine Interaction 
Additional splitting of EPR transitions can occur due to interactions between the unpaired 
electron and the magnetic moment of neighboring nuclei.  These splittings are called hyperfine 
interactions, given the symbol A0, which is also called the hyperfine coupling constant.  In a simple case 
such as the hydrogen atom, H·, each electron spin energy level is split into two new spin states due to the 
unpaired electron interacting with the either nuclear spin sub-state mI = +1/2 or mI = –1/2 of the hydrogen 
nucleus (the total nuclear spin for hydrogen atom I = ½). The allowed transitions for H· are shown in Figure 
1.2 based on the selection rules for EPR: ∆mS = ± 1 and ∆mI = 0.  For other nuclei, additional transitions 
can appear, depending on the total nuclear spin, I, of the atom giving hyperfine interaction. 
  Many of the EPR experiments described in this thesis will involve stable nitroxide (aminoxyl)  free 
radicals which are based mainly on the piperidyl ring system (although they can also be synthesized with 
pyrroline or pyrrolidine ring systems). Nitroxides exhibit hyperfine coupling to the unpaired electron 
mainly through interaction with the 14N nucleus, which has a total nuclear spin I = 1. Figure 1.3 shows an 
energy level diagram, with arrows indicating the allowed EPR transitions, and a stickplot spectrum for a 
5 
typical nitroxide. The spectrum has three evenly spaced lines (mI = +1, 0, –1) with equal intensities.  Similar 
to NMR spectroscopy, for n equivalent nuclei, the number of lines in the hyperfine splitting pattern is 
2n+1.  
EPR spectra can be predicted and computer simulated by diagonalization of an appropriately 
constructed spin Hamiltonian for an unpaired electron experiencing hyperfine interaction. This can be 
written as:7 
𝐻𝐻�  =  𝑔𝑔𝛽𝛽𝑒𝑒𝐵𝐵?̂?𝑆𝑧𝑧 + �𝐴𝐴0𝑖𝑖?̂?𝑆𝑧𝑧𝐼𝐼𝑧𝑧𝑖𝑖
𝑖𝑖
 (4) 
Figure 1.2. Hyperfine splitting diagram (left) and a stickplot of the resulting spectrum (right) for the hydrogen atom, where the 
total nuclear spin MI = ½. 
6 
 
where ?̂?𝑆𝑧𝑧 and 𝐼𝐼𝑧𝑧𝑖𝑖 are the spin operators for the electron and nuclear spin angular momentum respectively, 
along the z axis of the applied magnetic field.  The spin Hamiltonian can be modified to include additional 
interactions such as electron spin exchange and electron dipole-dipole interactions. We will return to the 
use of spin Hamiltonians later to simulate biradicaloid species exhibiting dynamic effects that dramatically 
alter their EPR line shapes in solution. 
In the stickplot spectra shown in Figures 1.2 and 1.3, both g and A0 are the isotropic values, i.e. 
those observed for fast motion of the radical in question.   More generally, g and A0 are anisotropic 
properties whose values depend on the orientation of the radical with respect to the magnetic field.  In 
slower motion situations such as highly viscous liquids or even solid samples, both values can be 
represented by rank three tensors.  The anisotropy of the g–factor and hyperfine caused by slow motion 
will affect the line shape of the EPR spectrum and can be accounted for during simulation. This can be 
useful for the determination of microviscosity values, particularly in heterogeneous media such as 
micelles, vesicles, or emulsions. Further details regarding the fundamentals and theory of EPR 
Figure 1.3. Hyperfine splitting diagram (left) and a stickplot of the resulting spectrum (right) for a nitroxide with 14N where I = 1.  
7 
spectroscopy can be found in Electron Paramagnetic Resonance by Weil and Bolton7 or Electron 
Paramagnetism by McMillan.8 
 
1.3 Steady–State EPR (SSEPR) 
1.3.1 Experimental Overview 
In steady-state mode (continuous wave microwaves and either a steady state concentration of transient 
radicals or fixed concentration of stable radicals), the EPR instrument records the change in amplitude of 
the signal as the magnetic field is swept through the resonance. There are two major features of SSEPR 
spectrometers that drastically improve the sensitivity of the experiment: 1) the sample is placed in a tuned 
resonant microwave cavity at a fixed frequency, ensuring multiple passes of the microwaves through the 
Figure 1.4. Origin of the first derivative line shape of SSEPR signals. A) the detected signal. B) the 100 kHz field modulation in 
action and its effect on the EPR signal. C) a typical SSEPR line shape for a nitroxide radical at fast motion (isotropic).  Figure 
from Forbes, et al.9 
8 
sample, and 2) the application of a small (typically 0.1 to 1.0 Gauss) modulation of the external applied 
magnetic field at 100 kHz (Figure 1.4). By amplifying in phase with the modulation (phase sensitive 
detection), signal to noise ratios increase by 500-1000. Because of the 100 kHz modulation, SSEPR spectra 
appear with a first derivative line shape rather than the actual absorption.   
The instruments used in this work are a JEOL FA–100 spectrometer (used as commercially 
received) and a JEOL JES–X3 spectrometer modified for time-resolved EPR experiments (details below). 
Both instruments operate at a fixed frequency of 9.5 GHz (called X–band).  A standard schematic of a 
commercial X–band SSEPR is shown in Figure 1.5. The instrument consists of a magnet, a microwave 
source, a detector, and a resonant cavity.  To effect EPR transitions, the magnetic field is swept and the 
microwave source is held at a constant frequency.   
Figure 1.5: Basic outline of a commercial EPR spectrometer. The sample is placed in a resonant cavity suspended between 
magnetic poles.  Coils inside the microwave cavity provide the 100 kHz modulation.  A microwave source provides microwaves 
which are critically coupled into the cavity by an iris.  Reflected microwaves from the resonator are detected by the balanced 
microwave bridge, which has a signal arm and a reference arm.  The reference arm biases the detector (typically a diode but it 
may also be a double–balanced mixer) for greater sensitivity. 
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To conduct an EPR experiment, a sample is placed inside the microwave resonator and is exposed 
to continuous wave microwave radiation from a source (a Gunn diode in modern instruments or klystron 
in older ones).  The microwaves propagate from the source in the microwave bridge, down a piece of 
waveguide and into the resonator cavity before being reflected back through the waveguide and to a 
detector.  The resonator is machined according to solutions from Maxwell's equations for the 
spectrometer.9  This ensures that microwaves enter the cavity and are allowed to make multiple passes 
so that the sample may have the maximum opportunities to absorb and interact with them, increasing 
the sensitivity of the instrument.  The resonator is positioned between magnetic poles which provide the 
external magnetic field.  The typical range of the magnetic field is between 0 and 5500 Gauss for an X–
band instrument, although for some samples higher field magnets are needed and they are commercially 
available.  The external magnetic field is swept while the microwave source is held at a constant frequency.  
The instrument detects the reflected microwave power coming from the resonator cavity during the 
magnetic field sweep and compares it to a reference that is diverted from the microwave source.  The 
resonator must typically be retuned for the individual sample.  To do this, the microwave source frequency 
needs to be adjusted to minimize reflected microwave power sent to the detector, creating an iconic "dip" 
of frequency.  The coupling of microwaves into the resonator is adjusted to maximize the critical angle of 
microwaves entering the cavity from the waveguide.  Finally, the phase difference between microwaves 
from the cavity and the reference arm must be eliminated.  The signal difference between the microwaves 
from the cavity and reference arm are detected and converted to a DC voltage to give the EPR signal.   
There are a range of different types of resonators that can be employed depending on sample 
properties.10  The instruments here use a cylindrical TE011 microwave resonator (Figure 1.6). Samples are 
contained in a 4–5 mm quartz tube and inserted into the cavity so that they are situated at the maximum 
of the magnetic component and the minimum of the electric field component of the microwave radiation.  
When positioning a sample in the resonator cavity it is important to ensure that the sample has a strong 
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interaction with the magnetic component to effect magnetic resonance transitions.  The volume of solvent 
is also important for EPR.  Solvents with a high dielectric constant can prevent tuning of the cavity due to 
dielectric dispersion, and a smaller volume or different solvent must be used.   
To apply the 100 kHz modulation to the magnetic sweep, a set of modulation rods are installed 
inside the resonator (not shown in the Figure).  The microwave bridge has a narrow–band amplifier that 
only passes signals in phase with the 100 kHz modulation suppressing other signals such as low frequency 
noise.  This significantly increases the signal to noise ratio and also results in a first derivative spectrum as 
mentioned above.  A larger modulation amplitude increases sensitivity; however, the modulation 
amplitude as a rule should be narrower than the natural line width of the EPR signal to prevent distortions.  
Also, while field modulation increases sensitivity, it limits the time response of the spectrometer.  SSEPR 
is only capable of detecting radical species with a lifetime of 40 µs or more since each pass of the 
modulation requires 10 µs and three or four cycles are necessary for good signal to noise ratios.  It is for 
this reason that time-resolved EPR (TREPR) methods were developed in our laboratory and others, so that 
Figure 1.6: A) Diagram of a cylindrical TE011 microwave cavity used for SSEPR.  The diameter is approximately equal to the length. 
The sample is vertically centered through an opening at the top. Microwave energy is coupled into the cavity through the 
rectangular iris opening at the rear wall. The iris tuning rod is moved left to right to control critical coupling of microwaves into 
the cavity. B) The electric field lines of the microwaves mapped out in an xy cross section of the cavity.  C).  The magnetic field 
flux lines in a xz cross section of the cavity. Note that the sample placement allows maximum interaction with the magnetic 
component of the oscillating microwaves, and minimizes interaction with the electric field component. This facilitates tuning and 
critical coupling.  Figure taken from Weil, Wertz and Bolton.6  
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short-lived species and/or fast dynamic processes could be detected.11 The TREPR experiment will be 
explained in more detail below. 
 
1.3.2 Spin Trapping 
As mentioned above, if steady state radical concentrations are too low due to, for example, short 
lifetimes, SSEPR signals will be weak or even undetectable. As a general rule, a minimum concentration of 
radicals should be 1 µM.  Lower concentrations can be detected but this often involves increasing the field 
modulation amplitude, which can affect the line shape of the detected signal adversely.  A well–
established method called spin trapping allows transient radicals to be investigated in spite of this 
problem.12  A spin trap is a molecule that readily reacts with radical species to form a relatively stable 
radical species (frequently a nitroxide) that is easily observable using SSEPR.   For example, Figure 1.7 
shows the reaction of an ethyl radical with phenyl N–tert butyl nitrone (PBN), a common spin trap.  The 
stable radical adduct's hyperfine and g–factor can be compared with literature values.  An extensive 
database is hosted by the National Institute of Environmental Health Sciences to allow assignment of the 
trapped radical species from the SSEPR spectrum of the nitroxide as well as other common spin traps.13  
The transient radicals can be produced thermally, photochemically, or electrochemically, provided that 
the spin trap itself is not sensitive to heat, light, or redox reactions at the required electrochemical 
potential. Typically, the radical production method is initiated under degassed conditions, and then 
Figure 1.7:  Spin trapping of an ethyl radical (left) by phenyl N–tert butyl nitrone (PBN, center) to form a stable radical adduct 
(right) that can be detected by SSEPR. 
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aliquots are taken every few minutes and SSEPR spectra collected until there is sufficient nitroxide product 
built up to acquire a well–resolved spectrum with a satisfactory signal to noise ratio.  
 
1.4 Time Resolved EPR (TREPR)  
1.4.1 Experimental Overview 
Time Resolved EPR (TREPR) trades the sensitivity of the SSEPR experiment for faster detection.9  
TREPR experiments can often detect signals between 100 ns and 10 µs after production of the radicals in 
a pulsed fashion, most often with an excimer or Nd:YAG laser.  The 100 kHz modulation used to improve 
sensitivity in SSEPR is removed as this limits the time response of the instrument.  The loss of sensitivity 
resulting from dropping the field modulation is recovered in two ways: 1) the detection of TREPR signals 
is repeated many times at each magnetic field point (signal averaging), and 2) very often transient radicals 
detected on this time scale have non-Boltzmann spin state populations.  This chemically induced electron 
Figure 1.8: Timing sequence for the time resolved EPR experiment.  A laser pulse is generated about 1 µs after the initial 
trigger.  The laser pulse produces an initially strong EPR signal that decays exponentially with a time constant anywhere from 
10 ns to 10 µs.  See text for further details. 
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spin polarization (CIDEP) can be 10-100 times that predicted by the Boltzmann ratio given in eq 3.  The 
timing sequence for TREPR is shown in Figure 1.8.   
The TREPR experiment (Figure 1.9) is set up as follows: A pulse generator is used to initiate the 
timing sequence shown in Figure 1.8.  Approximately 1 µs after this trigger fires, the laser flashes and 
creates a large concentration of radicals, usually with strong spin polarization. Prior to the laser flash, a 
logic gate is opened to detect the transient EPR signal in the dark. This gate is open for 100-300 ns 
depending on other experimental factors to be discussed below.  A second gate, for exactly the same 
length of time as the first gate, is opened after the laser flash.  The dark gate is subtracted from the light 
gate to give the light induced EPR signal.  The TREPR signal is taken directly from the preamplifier of the 
microwave bridge of the spectrometer, therefore it does not have the first derivative line shape of SSEPR. 
The lines are Lorentzian in shape and can be either emissive or absorptive depending on the spin 
polarization (CIDEP) mechanism. 
Figure 1.9: The TREPR setup includes a trigger box to synchronize the electronics, a boxcar signal integrator to average and 
subtract out background signal, as well as a laser to photoexcite the sample.  Typically, samples are pumped through the 
resonator to replenish the sample due to photo–destructive chemistry. 
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Since TREPR does not use the 100 kHz modulation, the modulation rods (or coils) are no longer 
needed.  A ns laser with a pulse energy of 5 mJ per pulse is required to photoexcite the sample.  The laser 
should also have a repetition rate of 10–60 Hz, with higher rates preferred. The pulse generator is used to 
synchronize the timing of all the electronics and the logic gates for signal averaging are provided by a 
boxcar signal averager.  The sample, usually a liquid solution, is pumped through a flat cell centered in the 
cavity to minimize heating from the laser and to replenish samples that undergo irreversible reactions 
when exposed to light.  Finally, the microwave bridge is modified to have a wide–band pre–amp instead 
of the narrow–band to increase its time response.  More detailed information on our TREPR setup can be 
found here.9 
 
1.4.2 Chemically Induced Dynamic Spin Polarization (CIDEP) 
TREPR takes advantage of the phenomena known as chemically induced electron spin polarization 
(CIDEP).9  The CIDEP acronym is misleading as it originally included the word “dynamic” (as in an 
Overhauser effect), but it is now known that the spin polarization observed in TREPR does not arise from 
such a mechanism. Historically (and oddly) the CIDEP acronym has stuck even though the word dynamic 
has been dropped from it.  Spin polarization leads to enhanced population of either the lower or higher 
energy state (Figure 1.10).  The enhanced populations lead to a significant increase in signal levels, which 
makes up for the loss in sensitivity from dropping the 100 kHz field modulation. 
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There are four mechanisms that generate CIDEP.9  They are the triplet mechanism (TM), radical 
triplet pair mechanism (RTPM), the radical pair mechanism (RPM), and the spin correlated radical pair 
mechanism (SCRP). The RPM and SCRP mechanisms are closely related (indeed they arise from the same 
spin physics), and they are often observed simultaneously in TREPR studies of confined radical pairs.  It is 
also very common for RPM and TM mechanisms to be observed in a superposition, although they do not 
share any relationship through their spin physics. In the ensuing chapters of this thesis, several CIDEP 
mechanisms will appear in the spectra presented, and so a rudimentary explanation of them is warranted. 
The TM originates when a ground state molecule is photoexcited, generating an excited singlet 
state that can undergo rapid intersystem crossing (ISC) to a triplet state.9,14  Due to the anisotropic nature 
of ISC in the molecular frame, the energy levels of the excited triplet state are selectively populated.  This 
polarization persists upon transformation to the laboratory frame where the molecule feels the effects of 
Figure 1.10: Spin polarization in terms of populations. Left: a Boltzmann (equilibrium) set of 
populations between two states, leading to absorption in the spectrum. Center: a spin polarized system 
showing enhance absorption, i.e., there is a greater population in the lower energy state than predicted 
by the Boltzmann relationship. Right: a spin polarized system where the population of the upper energy 
level is great than the lower one, leading to the observation of an emissive transition. 
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an external magnetic field, and it is then observed in the free radicals created by the chemical reaction of 
the triplet state.  The triplet state is not observed directly, but instead the polarization generated as it is 
created is expressed as either net absorption (A) or net emission (E) in the spin states of the ensuing free 
radicals.  The appearance of A or E phase TM depends on the symmetry of the parent triplet state. 
The RTPM is the result of electronically excited triplet states exchanging spin information with 
ground state radicals such as nitroxides9,15.  Similar to TM, RTPM results in either a net A or net E TREPR 
spectra. It is an interesting mechanism for studying the behavior of triplet states in free solution and in 
confined media, and is gaining popularity due to the fact that it does not in general lead to the destruction 
of the two species: the spin polarized nitroxide returns to Boltzmann populations, and the excited triplet 
state eventually relaxes to the ground state of the parent molecule. 
The RPM is a consequence of the mixing of spin states after the generation, diffusion, and 
reencounters of free radicals in solution.9,16  After sufficient separation of two radicals borne from the 
same precursor (usually via homolytic bond cleavage or electron transfer from a molecular excited singlet 
or triplet state), mixing of the spin states  can occur via local magnetic field differences, i.e. hyperfine and 
g–factors.  As the radicals diffuse in the solution, they can undergo reencounters in which they are forced 
into either the triplet or singlet radical pair manifold due to the energy barrier between states.  The degree 
of polarization that occurs is dependent upon the diffusion rate and their reencounters.  The consequence 
of spin wave function evolution and diffusion occurring on the same time scale results in TREPR spectra 
exhibiting multiplet CIDEP effects, i.e., low field E/high field A spectra, or vice versa.  One of the most 
useful aspects of the RPM is that it allows immediate identification of the spin state of the excited state 
precursor as a singlet (S) or a triplet (T). 
The SCRP mechanism arises from the same spin state mixing and diffusion as the RPM, and can 
often be observed as a superposition on an RPM spectrum.9,17–19  However, SCRP polarization is generally 
only observed in cases where a radical pair is confined and unable to diffuse fully apart. The consequence 
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of confinement is that the exchange interaction, J, between the unpaired electrons, becomes observable 
as a fine structure splitting in the TREPR spectrum.  The result is that in each hyperfine line of the “normal” 
TREPR spectrum, an additional splitting is observed of E/A (or A/E) doublets. 
 
1.5 EPR Line Shapes 
In addition to magnetic parameters such as the hyperfine and g–factor, useful information about 
molecules in solution can be extracted by examining the line shapes of EPR spectra.  In several places in 
this thesis, dynamic effects and line shapes will be addressed. In addition to the positions and numbers of 
transitions, line shape is an important aspect in understanding the dynamics of the system under study, 
which can be either chemical dynamics (e.g., electron transfer/exchange processes) or molecular 
dynamics (e.g. viscosity/tumbling effects).20   
Molecular motion in solution EPR spectroscopy is quantified through a parameter called the 
rotational correlation time τc. This time is rigorously defined for nitroxide radicals as the time taken for 
the molecule to rotate one radian about its long axis (i.e., axis expected to have the slowest rotation due 
to its larger center of mass). Slower motion (larger τc values) leads to broader line widths (Figure 1.11).   
Figure 1.11: SSEPR spectral line shapes as a function of rotational correlation time. 
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As mentioned previously, anisotropy in the spectrum is caused by rotation of species in solution.  
Additionally, intramolecular motion (Heisenberg spin exchange), normal modes of vibration (stretching 
and bending), inversions, and other intramolecular motion will change the distance between interacting 
spins of the electrons and nuclei. 
The concentration of a radical species in solution can impact the line shape, as this affects how 
often the species comes into contact with others resulting in line broadening.  When two spins come in 
close contact with each other they experience dipolar and spin exchange interactions for a short time.  As 
the concentration increases, the hyperfine lines will gradually broaden and finally collapse into a single 
line (called narrowing). Increasing the temperature can have a similar effect, as increasing temperature 
increases the diffusive motion of molecules and thus increases the possible number of collisions. For 
molecules containing multiple electron spins, the exchange interaction (J) between these spins leads to 
additional possible transitions and broadening. 
Metal complexes tend to have far broader spectral widths than organic radicals.  This can result 
in interesting and sometimes difficult to interpret spectra.  Copper(II) biradicaloids, the subject of Chapter 
2, generally shows a SSEPR spectrum that although very broad (~600 Gauss) and very anisotropic, is 
nonetheless easy to observe.  In order to simulate the spectral broadening observed in copper complexes, 
an equation developed by Kivelson, et al. was added to a previously developed computer simulation 
routine for biradicals.21 
 
1.6 EPR Spectroscopy of Biradicals 
In addition to interactions with nuclei, electron spins will interact with each other if they are 
confined, e.g., in micelles, or covalently bonded, e.g., biradicals.  If two unpaired electrons are aligned 
antiparallel (S=0), the spin multiplicity of the system is a singlet and for parallel aligned spins (S=1) the 
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multiplicity is a triplet.  For a two-electron spin system with both electrons experiencing hyperfine 
interaction(s), the spin Hamiltonian can be written as eq 5: 
𝐻𝐻 = 𝛽𝛽ħ−1𝐵𝐵𝑜𝑜(𝑔𝑔1𝑆𝑆1𝑧𝑧 + 𝑔𝑔2𝑆𝑆2𝑧𝑧) + �𝑎𝑎𝑖𝑖𝑆𝑆1𝑧𝑧𝐼𝐼𝑧𝑧𝑖𝑖 + �𝑎𝑎𝑖𝑖𝑆𝑆2𝑧𝑧𝐼𝐼𝑧𝑧𝑧𝑧 − 𝐽𝐽(1 2� + 2𝑆𝑆1𝑆𝑆2) 
(5) 
 
The isotropic exchange interaction is represented as J and is presented in eq 5 in the Dirac form. 
The hyperfine interaction does not commute with the exchange term and as such the 
eigenvalues/functions depend on the relative magnitudes of J and the sums of the hyperfine terms.  The 
EPR spectral shapes are highly dependent on the magnitude of the exchange interaction, the hyperfine 
coupling constants, and the diffusional dynamics that cause J to fluctuate.  There are three ranges where 
the ratio of J to the hyperfine term will lead to spectra with drastically different shapes: 
1. If the exchange interaction is significantly smaller than hyperfine interactions (J<<a), the spin 
system will behave as if it is two independent radicals, with perhaps a small splitting 
observable as described above for SCRPs (E/A or A/E doublets).  As J approaches 0, the 
electron spins will be independent of each other, and the resulting EPR spectrum will appear 
as if it is a monoradical (this assumes that the biradical is symmetric). 
2. If the exchange interaction is approximately equal to the hyperfine interactions (J≈a), mixing 
of the singlet and triplet states can occur through hyperfine interaction.  In this situation a 
large number of lines will result in the spectrum due to the additional transitions between 
spin states.  
3. If the exchange interaction is significantly larger than the hyperfine interactions (J>>a),  the 
total number of lines will equal 2nI+1, with n being the number of nuclei.  The observed 
hyperfine splitting will be half that of the monoradical, and the spectral width the same as a 
monoradical.  At sufficiently high exchange, the system behaves as if there is a single electron 
experiencing hyperfine interactions from nuclei in both locations. Another way to express this 
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is that the rate of electron exchange is fast enough that each electron spends half of its time 
on each radical site, therefore only half the hyperfine interaction is observed. 
The electron exchange interaction J between unpaired electron spins is a measure of electronic 
communication.  The magnitude of J relies on the orbital overlap and the number of electronic coupling 
pathways that exist between spin centers.  It is also dependent on the conformational state and 
consequently also the molecular dynamics of the system.  As the conformation changes, so does the 
number and efficiency of electronic communication pathways of the molecule.  The amount of change 
can affect the line shape of EPR spectrum and simulation can be used to measure this change as 
modulation of the exchange intereaction or Jmod.  This will be discussed in later chapters.  Understanding 
the factors that influence the coupling exchange between spin centers can give insight into electronic 
communication.  This is important for potential applications using electronic interactions such as 
spintronics, molecular electronics, and photovoltaics. 
 
1.7 Thesis Overview 
In summary, the structural features detectable by EPR spectroscopy include hyperfine coupling 
constants, and fine structure interactions such as electron–electron dipolar coupling, and electron spin–
spin exchange interactions.  Furthermore, inorganic paramagnetic molecules containing metal centered 
radicals can exhibit a wide range of chemical shifts of the unpaired electron (g–factors), and they often 
have nuclear spins greater than ½, leading to complex spectral splitting patterns. These convoluted 
patterns can deliver a large amount of information but can be difficult to interpret due to the overlap of 
many broad lines.  Another difference in metal centered complexes compared to purely organic small 
radicals is the large degree of anisotropy of the g–factor and hyperfine tensors.  As such, inorganic EPR 
spectroscopy features broad non–Lorentzian lineshapes, covering a wide spectral range with many 
splitting parameters.  Perhaps the main reason for the sparse number of studies of these complexes in 
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spin chemistry is the fast electron spin relaxation rate induced by spin–orbit coupling with the metals.  If 
spectral modeling techniques can be successfully developed, the information obtained about such 
complexes can be related to their electronic structure in terms of crystal field parameters. The objective 
of this work is to make the computer simulation of solution metal complex EPR spectra more facile, and 
to use such simulation routines to better understand spin chemistry phenomena such as the generation 
of chemically induced spin polarization. 
This thesis covers a broad range of topics that include inorganic and polymer structure, dynamics, 
and chemical reactivity.  The unifying theme is the connection between electronic and nuclear spin 
properties and molecular motion, and the establishment of rigorous simulation and methods for the 
extraction of structural and dynamic information.  Experiments conducted in this work include exploration 
of the conformational landscape of copper porphyrin dimers whose unpaired electrons are coupled via 
spin exchange or dipolar interactions, spin trapping reactions involving biologically relevant 
polymerization initiation reactions and formation of long–lived radical pairs in photoexcited 
benzophenone bis–urea macrocycles.  We seek to apply new methodologies to augment the spin 
chemistry toolbox, to increase our understanding of spin, reaction, and molecular dynamics in 
biopolymers, spintronics, magnetic materials, and supramolecular radical chemistry. 
 
1.7.1 SSEPR of Biradicaloid Copper-Porphyrin Dimers 
Spintronics is a burgeoning young field focused on the simultaneous movement of charge and 
spin for transmitting information on the molecular scale.  Recently, much attention has been garnered by 
this field for the purpose of improvements to computing, optoelectronic and magneto–optical devices.30 
Chapter 2 examines a series of meso–meso alkyne bridged copper(II) porphyrin species.  A simulation 
routine was developed to describe the dynamic properties that manifest themselves as unusual line 
shapes of their SSEPR spectra.  Comparisons between alkyne bridges of increasing length reveal a strong 
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sensitivity to orbital interactions between the spacer and metal.  The third chapter focuses on beta–beta 
linked copper(II) porphyrin complexes, which exhibit remarkably different electronic structures compared 
to their meso–meso linked counterparts. The pathways for exchange coupling between beta–beta and 
meso–meso linked complexes show significant differences.  
 
1.7.2 Spin Trapping Studies of Biocompatible Polymerization Initiators 
Chapter 5 explores the structure and reactivity of several Cobalamin–based polymer 
photoinitiation reactions and how EPR can be used to characterize the reactive intermediates involved.  
This project is a collaboration with the David Lawrence laboratory at the University of North Carolina 
Chapel Hill.  A series of cobalamin(III) complexes were augmented with dyes in order to shift the 
wavelength necessary for exciting the cobalamin.  These complexes could be used for wavelength tunable 
photoinitation. Tissue absorbs short wavelength visible light but has a window where longer wavelength 
light can penetrate much further.  Alkyl–cob(III)alamins undergo homolytic bond cleavage when excited 
by wavelengths as long as 580 nm. Using a spin trap and SSEPR, we have shown that the production of 
ethyl radicals from a cobalamin–Cy5 conjugate occurs quite efficiently at the fluorophore’s excitation 
maximum compared to an unmodified control. This chapter also briefly describes spin trapping studies on 
photosensitive alginate–iron(III) polymers developed by the Ostrowski lab at Bowling Green State 
University. 
  
1.7.3 Anomalous TREPR Intensities in PCET and Other Reactions 
Proton coupled electron transfer (PCET), the near simultaneous transfer of a proton and electron 
is common in nature as it is a mechanism through which high–energy reactive intermediates can be 
avoided.31–34  The reaction of Ru(II)(bpy)2(bpz) with hydroquinone is one such PCET reaction that has been 
studied through the use of TREPR.35,36  The TREPR spectrum is primarily the result of the triplet mechanism, 
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giving a net emissive signal that is attributed to the resulting semiquinone and quinone radical anions.  
However, when a hydroquinone that has electron donating groups is used, the signal intensities do not 
match what is expected for the triplet mechanism.  This anomaly appears to be a function of the hyperfine 
coupling constant.  We postulate that there is an additional spin polarization mechanism present that may 
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Chapter 2: Copper(II) Porphyrins I: Alkyne-Bridged Multi[Copper(II) Porphyrin] Structures: Nuances of 
Orbital Symmetry in Long-Range, Through-Bond Mediated, Isotropic Spin Exchange Interactions 
 
This work has been published.1 
Alexander M. Brugh wrote the simulation program and carried out part of the electron paramagnetic (EPR) 
spectroscopy. 
Ruobing Wang designed and synthesized the complexes and conducted part of the EPR spectroscopy. 
2.1 Introduction 
 The field of spintronics focuses on the simultaneous movement of charge and spin for the pur-
pose of delivering quanta of information across molecular dimensions, and has gained attention from re-
searchers concerned with quantum computing and the development of new optoelectronic or magneto–
optical devices.2 
 Polymetallic coordination complexes with isolated but regularly distributed transition metal at-
oms are ideal platforms for spintronics applications because they combine the inherent optical, redox, and 
magnetic properties of the intervening metal centers with those of the parent, purely organic materials. 
For electronic spin-spin interactions, there are few reports in the literature for isolated two-spin systems. 
There are many studies of so-called “superexchange” phenomena in single crystals of inorganic coordina-
tion complexes, but these have typically involved the study of bulk properties such as magnetic suscepti-
bility and do not necessarily reflect any dynamic behavior that might be observed in free solution. For 
biradical or biradicaloid systems involving two metal centers coupled to a rigid spacer, the literature is 
sparse. Multi[(porphinato)metal] structures, such as those shown in Chart 2.1, are promising platforms for 




variable electronic structure and length, different points of attachment to the porphyrin macrocycles, and 
with various porphyrin central metal ions.  
Previous computational studies suggest unique spintronic utility (e.g., spin filtering) for highly con-
jugated multi[(porphinato)metal] arrays, that derive from possibilities to promote long-range ferromag-
netic spin ordering and half-metallic electronic structures.3,4,5 In contrast to these hypothetical, computa-
tionally investigated systems, meso-to-meso ethyne-bridged (porphinato)metal oligomers (PMn com-
pounds) define a family of experimentally well-investigated structures that display exceptional electronic 
properties, ripe for exploitation in molecular electronic and spintronic devices.6-16 Collectively, this body 
of work supports the notion that PMn wires that feature paramagnetic porphyrin-central metal ions, de-
fine ideal platforms through which molecular spintronic functionalities may be engineered and explored. 
 
Chart 2.1. Chemical structures of PCu, PCu-E-PZn, PCu-E-PCu, PCu-EE-PCu, and PCu-E-PZn-E-PCu. Ar = 2',6'-bis(3,3-dimethyl-l-
butyloxy)phenyl. The syntheses of these compounds are described in the Supporting Information. 
 
 Metal-metal spin-spin coupling in porphyrin-based magnetic molecules can provide infor-
mation about magnetism, spin delocalization, metal-ligand d-π mixing, and pathways for transmitting spin 
effects.17-21 There are relatively few reports on experimental measurements of metal-metal spin-spin cou-
plings in such frameworks when a highly delocalized electronic structure exists. Here we report steady–
state (dark) electron paramagnetic resonance (EPR) measurements of the intramolecular exchange inter-
action between the Cu paramagnetic centers in bis[copper(II) porphyrin] structures (Chart 2.1). In partic-
ular, we have determined how the magnitude of the isotropic exchange interaction (Javg) varies as a func-
tion of temperature, and, as will be shown below, demonstrate a remarkable and previously underappre-




Figure 2.1 shows steady-state X-band EPR spectra of three Cu porphyrin complexes obtained in 
toluene solution at 300 K for: (a) a monomeric (porphinato)copper(II) species (PCu), (b) an ethyne-bridged 
(porphinato)zinc(II)-(porphinato)copper(II) complex (PZn-E-PCu), and (c) an ethyne-bridged 
(porphinato)copper(II)-(porphinato)copper(II) dimer (PCu-E-PCu). The PCu structure exhibits a typical 
monomer Cu porphyrin EPR spectrum (Figure 2.1a),22 centered at g = 2.09. The spectrum of PZn-E-PCu 
shows almost identical peak positions to that of PCu in fluid solution, which implies that the hyperfine 
coupling constants and g–factors are similar for PCu and PZn-E-PCu, in which the hyperfine interactions 
for the nitrogen nuclei and copper nucleus are respectively AN = 16 and ACu = 92 Gauss. This is a similar 
result to that obtained previously for gable-type Cu(II) porphyrin dimers in solution.22 Due to the larger 
size of PZn-E-PCu, its natural line width is expected to be broader than for PCu, leading to a less well–
resolved spectrum. Using established methods,26 we calculate that the rotational correlation time in-
creases by a factor of three when the size of the molecule increases from PCu to PZn-E-PCu. This result 
matches our experimental observations almost exactly. In the EPR spectrum of PCu–E–PCu (Figure 2.1c), 
the hyperfine splitting pattern within each packet of lines broadens significantly compared to PZn-E-PCu 
(Figure 2.1b). Because the PCu–E–PCu structure is almost identical in size to PCu–E–PZn, this major differ-
ence in their respective EPR spectra must derive from and additional interaction that we assign to an 
isotropic exchange interaction between the unpaired electrons on the two Cu(II) metal centers. 
Figure 2.1. Experimental (left) and simulated (right) EPR spectra of: (a) PCu, (b) PCu-E-PZn, and (c) PCu-E-PCu. Experimental spec-
tra were acquired at room temperature in toluene solvent. Acquisition parameters, experimental conditions, as well as simulation 




At a very basic level, these alkyne-bridged bis[(porphinato)-copper(II)] complexes are analogous 
to organic biradicals that have been studied extensively using both steady-state23 and time-resolved24 EPR 
methods. For example, their spectra are simulated using identical spin Hamiltonians. However, there are 
also some important differences in the theoretical approach: 1) in a monomeric copper(II) porphyrin frag-
ment, the unpaired spin is located within a dx2-y2 orbital, and has a large hyperfine interaction with the Cu 
nucleus. 2) This hyperfine interaction exhibits a large anisotropy because of the molecular structure. A 
complicated line shape analysis is thus required even when simulating monoradical copper(II) porphyrin 
EPR spectra. 3) Most of the purely organic biradical structures studied to date have featured flexible 
polymethylene chains having many rotational degrees of freedom. Alkyne-bridged (porphinato)copper(II) 
complexes also possess dynamic structures due to modest barriers barrier to rotation about the conju-
gated bridge that links the (porphinato)metal units. Such conformational dynamics can modulate the ex-
change interaction, sometimes significantly, as has been noted in a recent report.24 
It should be noted that the systems in Chart 2.1 have substantially fewer degrees of freedom than 
do classic alkyl chain-linked biradicals in solution. The dynamic motion of the Chart 2.1 complexes can 
lead to a conformational effect on spin-spin coupling (called “J modulation”). This requires a more com-
plicated theory to simulate both the modulation and the magnitude of exchange interaction, and a rigor-
ous analysis leads to both static and dynamic information regarding the coupling itself. Fortunately, a 
rigorous theory for J modulation has been developed for steady-state biradicals, first by Luckhurst and 
coworkers for steady-state EPR spectroscopy of stable nitroxide biradicals in the 1960s,26,27 which was 
then generalized for both symmetric and asymmetric organic biradical structures exhibiting chemically 








Simulation of the steady-state EPR (SSEPR) spectra presented here was achieved by first calculating 
a “stick plot” showing the position and intensity of each line in the spectrum. This is accomplished by: 1) 
selecting a spin Hamiltonian and basis set, 2) diagonalizing the Hamiltonian, and 3) using the standard 
selection rules to calculate the resonant EPR frequencies from energy differences for the allowed transi-
tions. Eq 1 shows the spin Hamiltonian, which is the sum of the Zeeman and hyperfine interactions. Here 
βe is the Bohr magneton, B0 is the applied external magnetic field, g1 is the g-factor, S1z is electron spin 
along the z axis, ai is the hyperfine coupling, and Izi is the nuclear spin projection along the z-axis (the 
applied field direction). 
𝐻𝐻 = 𝛽𝛽𝑒𝑒ħ−1𝐵𝐵𝑜𝑜(𝑔𝑔1𝑆𝑆1𝑧𝑧) + ∑𝑎𝑎𝑖𝑖𝑆𝑆𝑧𝑧𝐼𝐼𝑧𝑧𝑖𝑖      (1) 
For a biradical species, or for two-coupled paramagnetic metal ions, the Hamiltonian is written to ac-
count for the spin exchange interaction (J), in the standard Dirac notation, between the radical centers.28 
𝐻𝐻 = 𝛽𝛽ħ−1𝐵𝐵𝑜𝑜(𝑔𝑔1𝑆𝑆1𝑧𝑧 + 𝑔𝑔2𝑆𝑆2𝑧𝑧) +∑𝑎𝑎𝑖𝑖𝑆𝑆1𝑧𝑧𝐼𝐼𝑧𝑧𝑖𝑖 + ∑𝑎𝑎𝑖𝑖𝑆𝑆2𝑧𝑧𝐼𝐼𝑧𝑧𝑧𝑧 − 𝐽𝐽𝑎𝑎𝑎𝑎𝑎𝑎(1 2� + 2𝑆𝑆1𝑆𝑆2)           (2)                                                                            
The most appropriate basis set is a singlet state and three triplet states (|S> and |T+>, |T->, and |T0>). 
Four allowed transitions exist between these states, with probabilities (tp) described by Eqs 3a-b. Q is the 
Larmor precessional frequency difference between the radical centers (g–factor and nuclear spin state 
differences):  
𝑡𝑡𝑡𝑡 = (𝐶𝐶𝐶𝐶𝐶𝐶(0.5 ∗ 𝑎𝑎𝑎𝑎𝑎𝑎𝑡𝑡𝑎𝑎𝑎𝑎(𝑄𝑄/𝐽𝐽𝑎𝑎𝑎𝑎𝑎𝑎)) 2                                   (3a) 
      𝑡𝑡𝑡𝑡 = (𝑆𝑆𝑆𝑆𝑎𝑎(0.5 ∗ 𝑎𝑎𝑎𝑎𝑎𝑎𝑡𝑡𝑎𝑎𝑎𝑎(𝑄𝑄/𝐽𝐽𝑎𝑎𝑎𝑎𝑎𝑎)) 2                                    (3b) 
The SSEPR spectrum of a copper(II) porphyrin is a quartet of nonets due to the interaction of the Cu 
nuclear spin (I=3/2) and the four N atoms (I=1). Each transition is initially given a Lorentzian line shape, 
where the line width is dependent upon several parameters. For metal complexes, asymmetric line broad-




The second step of the simulation routine is to account for the “monoradical” anisotropy present in the 
Cu(II) system EPR spectra. In this regard, an empirical equation devised by Wilson and Kivelson was 




(𝑘𝑘0 + 𝑘𝑘1𝑚𝑚𝐼𝐼 + 𝑘𝑘2𝑚𝑚𝐼𝐼2)                                  (4) 
The line width (∆BD) is a function of the z component of the copper nuclear spin (mI). The various constants 
(k0, k1, k2) represent interactions of the nuclear-electronic and anisotropic g-tensors. These constants were 
determined through spectral simulation of the monoradical–like species, PCu. The ratio of monomer and 
dimer rotational correlation times is represented by TCD/TCM. Note that the asymmetric line broadening 
affects the low-field line shape significantly more than the high-field lines (Figure 2.1a-b).   
Lastly, it was necessary to consider the possibility of conformational modulation of Javg due to porphy-
rin-porphyrin interplanar torsional motion. The J modulation contribution to the line width is solved by 
perturbation theory, leading to a term <V2>τe, where V is the magnitude of the time-dependent fluctua-
tion in J, and τe is the correlation time for the perturbation. The modulation manifests itself in the spec-
trum as changes in certain line widths of the individual EPR transitions according to eq 5.28  
𝑇𝑇2−1 = 2〈𝑉𝑉2〉𝜏𝜏𝑒𝑒(1 ± 𝐽𝐽/𝛺𝛺)                                    (5a) 
 
𝛺𝛺 = �𝑄𝑄2 + 𝐽𝐽𝑎𝑎𝑎𝑎𝑎𝑎2 �
1/2
      (5b)  
Here Q is the local magnetic field difference between the radical centers: 
  𝑄𝑄 =  𝛽𝛽𝐵𝐵𝑜𝑜(𝑔𝑔1–𝑔𝑔2)/2 + (∑𝑎𝑎𝑖𝑖𝑚𝑚𝑖𝑖 –∑𝑎𝑎𝑧𝑧𝑚𝑚𝑧𝑧)/2    (6) 
Ultimately, the <V2>τe term in eq 5, which has units of s–1, adds to the relaxation time T2-1, but it should 
be noted that in symmetrical structures there are many transitions for which there is no broadening (e.g. 
when Q = 0).The important simulation parameters for calculating the EPR spectrum of PCu-E-PCu are sum-




To further investigate how spacer delocalized electronic structure and Cu-Cu distance can affect the 
exchange interaction, butadiyne-bridged (porphinato)copper(II)-(porphinato)copper(II) (PCu-EE-PCu) and 
ethyne-bridged (porphinato)copper(II)-(porphinato)zinc(II)-(porphinato)copper(II) complexes (PCu-E-
PZn-E-PCu) were synthesized (Chart 2.1). 
 
2.3 Results and Discussion 
The PCu-E-PCu, PCu-EE-PCu and PCu-E-PZn-E-PCu structures all feature modest torsional barriers to 
rotation of the porphyrin rings about the bridge;30-32 hence, the EPR spectra of these species reflect the 
time-averaged populations of the torsional conformers of these species in fluid solution. Temperature-
dependent EPR spectroscopy was carried out to examine the impact of the conformational distribution 
upon the magnitude of the isotropic exchange interaction. 
 
Figure 2.2. Temperature-dependent experimental (left) and simulated (right) EPR spectra of PCu-E-PCu. Simulation parameters 
are listed in Table 1 (see also Supporting Information). 
 
Figure 2.2 shows representative temperature-dependent experimental (left) and simulated (right col-
umn) EPR spectra of PCu-E-PCu; analogous temperature-dependent experimental and simulated EPR 




Information. Table 2.1 lists the parameters used in the simulations, Javg at each temperature (as defined 
in the expanded spin Hamiltonian, eq 2), and Jmod, a parameter that scales with the librational correlation 
time for conformational changes (i.e., the torsional motion of the porphyrin planes about the molecular 
axis defined by the ethyne or butadiyne bridge). It is assumed that the correlation time is the same for 
both rings, and that their librational motion is the major degree of freedom leading to Jmod. 
The Javg values for PCu-E-PCu, PCu-EE-PCu, and PCu-E-PZn-E-PCu are 80, 25, and 24 Gauss, respectively 
at 298 K. All of these Javg values are several times larger than those observed for arene-bridged Cu(II) 
porphyrin dimers at room temperature (≤ 4 Gauss).22 Considering that PCu-EE-PCu and PCu-E-PZn-E-PCu 
have more σ bonds between the two Cu (II) ions compared to a 1,3-benzene-bridged-bis[(porphinato)Cu] 
complex,22 the observed augmentation of the exchange interaction can be attributed to the highly delo-
calized electronic structures characteristic of PCu-E-PCu, PCu-EE-PCu, and PCu-E-PZn-E-PCu. 
 
  PCu-E-PCu PCu-EE-PCu PCu-E-PZn-E-PCu 












-20 110 350 30 600 42 400 
25 80 500 25 720 24 600 
50 60 600 20 820 16 700 
70 40 720 16 850 12 800 
90 26 800 16 900 10 850 
 
Table 2.1. Parameters used in simulations. The error limits of Javg and Jmod are ±5  and ±10 Gauss, respectively. 
 
Besides the increase in magnitude of the exchange interaction at room temperature, there are several 
other notable features in the data presented in Table 2.1. First, for all three structures, with increasing 




relative population of conformers having modest porphyrin-porphyrin interplanar torsional angles. As in-
creasing temperature increases the population-weighted average of the porphyrin-porphyrin interplanar 
torsional angle, smaller Javg values are manifest.  
 
Figure 2.3. Javg of PCu-E-PCu (red) and PCu-EE-PCu (blue) at decreasing temperature 
 
Figure 2.3 displays the experimental dependences of Javg for PCu-E-PCu and PCu-EE-PCu as a function 
of temperature. As anticipated for an alkyne-bridged bis[copper(II) porphyrin] structure in which the un-
paired electron spins reside in a dx2-y2 orbital orthogonal to the porphyrin macrocycle system, PCu-EE-PCu 
manifests an experimental dependence of its isotropic exchange interaction that is relatively flat over the 
-20 to 90 °C temperature domain. In contrast, note that the magnitude of Javg for PCu-E-PCu increases 
four-fold over this temperature domain (Table 2.1), and displays a temperature dependence of Javg that 
varies sharply with respect to that anticipated for a scenario in which Cu dx2-y2 orbitals and the chromo-
phore σ-bond network primarily govern the magnitude of the isotropic exchange interaction (Figure 2.3). 
The fact that Javg values for PCu-E-PCu increase steadily with decreasing temperature underscores that 
modest porphyrin-porphyrin interplanar torsional angles must provide greatly augmented isotropic ex-




interplanar torsional angles, as the relative population of more conjugated conformers increases with 
decreasing temperature (Figure 2.3).  
These data indicate that the augmented (porphinato)metal-(porphinato)metal electronic coupling 
made possible by ethyne bridges relative to butadiyne ones results from an isotropic exchange interaction 
that is inadequately described by a model in which the unpaired electron spin density is confined predom-
inantly to the two copper dx2-y2 orbitals, as is the case for PCu-EE-PCu. This analysis suggests that in addi-
tion to the carbon σ-bond framework and the dx2-y2 orbitals, the magnitude of Javg in PCu-E-PCu depends 
strongly on π-conjugative interactions. Hence, relative to PCu-EE-PCu, for PCu-E-PCu: (i) a reduced energy 
gap must separate the dx2-y2 orbitals of the two (porphinato)Cu units from the globally delocalized, b1u 
HOMO characteristic of meso-to-meso ethyne-bridged (porphinato)metal systems9,12,15 that has a signifi-
cant metal dπ contribution, and (ii) this orbital must play a role in determining the magnitude of the Cu-
Cu exchange interaction. This situation is consistent with a Zener indirect exchange coupling model for 
extended solids, where long-range spin-spin interactions are mediated by the intervening semiconductor 
p-derived states.34  
These experiments clearly demonstrate the utility of rigid spacers for the assessment of electronic cou-
plings in biradicaloid structures. The ability to simultaneously probe static and dynamic properties of the 
coupling in an electronically neutral system in the dark is unparalleled, as purely organic analogues of such 
structures are typically produced photochemically, and are not thermally stable. While the observed 
trends in the magnitude of the exchange coupling with temperature for PCu-E-PCu, PCu-EE-PCu, and PCu-
E-PZn-E-PCu are well modeled in a qualitative sense, our results also reiterate the challenge for DFT meth-
odologies to provide accurate quantitative calculations for open shell systems.35  
A more subtle but significant outcome from these studies is the realization that for one of the systems 
(PCu-E-PCu), the value of Javg at room temperature (80 Gauss) is almost exactly the same magnitude as 




triplet electronic spin wave functions will be strongly mixed (superimposed), which may find utility in 
quantum computing for two reasons: 1) The system will function as a near complete superposition of two 
electronic states, which is attractive for efficient data transmission, and 2) the periodic oscillations be-
tween the singlet (|S>) and triplet (|T0>) manifolds will be very fast indeed (on the order of Q/2, which 
for Cu(II) is about 5 ns). Indeed, we are unaware of any other example of a stable, weakly-coupled, neutral 
biradicaloid system where this mixing rate is so fast. The potential for encoding electron spin information 
by judicious choice of molecular structure is very high if such a complete superposition of states is con-
trollable.35 Such control requires coherence between the singlet and triplet biradicaloid states, and is 
achievable by using photophysically induced electron spin polarization or by direct pulsed microwave 
pumping between these states. 
 
2.4 Conclusion 
The dimers studied here show great promise as model compounds for the study of spin and magnetic 
effects as a function of distance, molecular structure, and temperature. With our current simulation pro-
gram, we are able to quantitatively extract both static (Javg) and dynamic (Jmod) information that helps to 
understand the mechanism of spin communication in highly delocalized structures. The results shown in 
Figure 2.3 and Table 2.1 highlight the important and perhaps somewhat underappreciated effect of orbital 
symmetry in electronic communication using donor-bridge-acceptor molecules;36 while the symmetry of 
the zero-order localized molecular orbitals is an important determinant of the magnitude of the exchange 
coupling, this work highlights that frontier molecular orbitals are not necessarily the major mediators of 
the exchange interaction. The implications for molecular electronics applications are clear: optimization 
of orbital symmetry may lead to better control of spin/charge transfer efficiencies, whilst ignoring them 
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Chapter 3: Copper(II) Porphyrins II: Topology, Distance, and Orbital Symmetry Effects on Electronic 
Spin–Spin Couplings in Rigid Molecular Systems: Implications for Long Distance Spin-Spin Interactions 
 
This work has been published.1 
 
Alexander M. Brugh wrote the simulation program and carried out part of the electron paramagnetic 
(EPR) spectroscopy. 
Ruobing Wang designed and synthesized the complexes and conduced part of the EPR spectroscopy. 
3.1 Introduction 
Central to the field of molecular magnetism is the design and synthesis of polynuclear complexes 
containing paramagnetic transition metal ions with predetermined structures and predictable electronic, 
optical, and magnetic properties.2 In addition to their use as models for fundamental research on electron 
exchange and electron transfer phenomena between distant metal centers through extended bridges, 
homo- and heterovalent polynuclear complexes are of great importance in the ‘‘bottom-up” approach to 
molecular spintronic devices.3-4 In this regard, the distance dependence of the magnitude of the electronic 
spin exchange coupling J can provide important information regarding spin distribution, spin densities, and 
pathways for facilitating the electron exchange process.5-7  
Understanding factors that determine electron spin-spin coupling magnitudes in biradical and bi-
radicaloid systems promises to inform the design of molecular spintronic systems.8 In contrast to work 
investigating exchange coupling in metal-metal dimers and organic radicals,9-13 little experimental data ex-
ist that probe metal-metal spin-spin couplings in molecular wire frameworks that support highly delocal-
ized electronic structures. Mechanistic studies of such biradicaloids, as well as the delineation of key struc-
ture-function relationships, are aided by structural rigidity, which helps illuminate how factors such as 
metal-ligand d-π mixing, metal orbital spin density, and spin-spin coupling pathways through the spacer 
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(Sp) linking the two biradicaloid centers, impact properties that include spin delocalization, magnetism, 
and the magnitudes of electronic spin-spin couplings.  
Meso-to-meso alkyne-bridged (porphinato)metal oligomers define a family of experimentally 
well-investigated structures that display exceptional electronic properties, ripe for exploitation in molec-
ular electronic and spintronic devices.14-25 A recent study on meso-to-meso ethyne-bridged 
bis[(porphinato)copper(II)] [PCu(m)-E-(m)PCu] systems26 reveals that this highly conjugated structure fa-
cilitates an electronic exchange interaction between the unpaired electron spins on each Cu ion. In order 
to more fully assess molecular wire motifs capable of supporting long-range transmission of spin infor-
mation, we examined topological, distance, and orbital symmetry effects on electronic spin–spin couplings 
in a broader family of highly conjugated, rigidly linked bis[PCu] structures described in Chart 3.1. 
 
Chart 3.1. Chemical structures of meso-to-meso bridged bis[(porphinato)Cu(II)] arrays (mm-bis[PCu]; top two rows) and their 
corresponding β-to-β bridged analogues (ββ-bis[PCu]; bottom two rows), linked by ethynyl, oligoynyl, 5,-15-di-






Synthesis and Characterization. A full account of the syntheses and characterization data for all new com-
pounds, complete with detailed reaction schemes, is provided in the Supporting Information.1 
Steady–State EPR Spectroscopy. All EPR spectra were acquired on either a JEOL JES FA-100 or JEOL JES 
X310 spectrometer operating at X–band (9.5 GHz) using a TE011 cylindrical microwave resonator with 100 
kHz field modulation. Samples were rigorously degassed with three consecutive freeze-pump-thaw cycles 
on a vacuum line. Experimental conditions: scan time = 8 min, output time constant = 0.3 s, sweep width 
= 2000 Gauss (centered at 3140 Gauss); 100 kHz field modulation amplitudes were typically 8 Gauss. For 
variable temperature studies (258-363 K) the microwave resonator was equipped with a quartz Dewar 
with flowing nitrogen gas for low temperatures and warm compressed air for high temperatures. All tem-
perature readings are ±1 K. 
EPR Spectral Simulation. Details regarding simulation of bis[(porphinato)copper(II)] complex EPR spectra 
have been described previously.26  
 
3.3 Results and Discussion 
The compositions in Chart 3.1 provide many advantages over common biradicaloid systems for precise 
investigation of electronic spin-spin communication: 1) they are studied in their electronic ground states; 
2) the molecules are almost completely rigid, with only the rotations and librations of the porphyrin rings 
contributing to dynamic spin-spin coupling effects; 3) the coupling is dominated by through-bond interac-
tions; and 4) the magnetic properties of monomeric PCu complexes have previously been investigated in 
great depth, thus providing a solid platform for evaluating the dependences of average isotropic exchange 
interaction (Javg) magnitudes in bis[PCu] systems upon the nature and topology of the conjugated Sp struc-
ture that bridges the two spin centers.  We briefly note that we are using the Dirac formalism for Javg, i.e., 
the term in the Hamiltonian is written as – Javg(1/2 + 2 S1·S2). This leads to an equivalence of the singlet–
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triplet energy gap (also a conformationally averaged term) and −2Javg, with a singlet ground state when 
the sign of Javg is negative.13,28 
Experiments that determine the magnitude of Javg as a function of temperature demonstrate aug-
mented (porphinato)Cu-(porphinato)Cu electronic coupling made possible by ethyne bridges relative to 
butadiyne ones; analysis of these data indicate that in addition to coupling provided by the carbon σ-bond 
framework, the magnitude of Javg in PCu(m)-E-(m)PCu (Chart 3.1) derives markedly from π-mediated spin-
spin coupling.26 Contrasting PCu(m)-E2-(m)PCu (Chart 3.1), PCu(m)-E-(m)PCu possesses a reduced energy 
gap separating the dx2-y2 orbitals of the two (porphinato)Cu units from the globally delocalized π-conju-
gated HOMO characteristic of the meso-to-meso ethyne-bridged (porphinato)metal framework;18,20,23 as 
this molecular orbital features a significant metal dπ contribution, it plays an important role in driving the 
larger magnitude Cu-Cu exchange interaction evident in PCu(m)-E-(m)PCu relative to PCu(m)-E2-(m)PCu.25 
From a more global perspective, little is known regarding how topological effects impact spin-spin cou-
pling magnitudes; for example, it is known for monomeric PCu complexes that spin density stemming 
from the Cu dx2-y2 orbital develops dominantly at the porphyrin β position.28 While it is well established 
that electronic and excitonic coupling in meso-to-meso (mm) ethyne-bridged porphyrins exceeds that for 
their β-to-β (ββ) linked analogues,14,15,29 it is unknown how the magnitude of the isotropic exchange inter-
action between two PCu biradicaloids depends on linkage topology within these highly conjugated struc-
tures; likewise given the disparate buildup of spin density at PCu β and meso positions, it is an open ques-
tion how the nature of PCu-to-PCu connectivity impacts the electronic distance dependence of spin-spin 
coupling (Chart 3.1). 
Figure 3.1 shows steady-state X-band EPR spectra of five β-to-β bridged bis[(porphinato)copper(II)] 
structures obtained in toluene solution at 298K for: (a) PCu(β)-E-(β)PCu, (b) PCu(β)-E2-(β)PCu, (c) PCu(β)-
E4-(β)PCu, (d) PCu(β)-E-(m)PZn(m)-E-(β)PCu, and (e) PCu(β)-E2-(m)PZn(m)-E2-(β)PCu. In line with previous 
studies of a subset of meso-to-meso-linked bis[PCu] complexes,26 the EPR spectra of these ββ-bridged 
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bis[PCu] structures in fluid solution evince similar hyperfine coupling constants and g–factors to bench-
mark monomeric (porphinato)copper(II) complexes in which g=2.09, and the hyperfine interactions for 
the nitrogen nuclei and copper nucleus are respectively AN = 16 and ACu = 92 Gauss. Table 3.1 lists the 
values for Javg, the average exchange interaction for these bis[PCu] complexes at 298K. An additional fitting 
parameter, Jmod, which scales with the librational correlation time constant corresponding to the torsional 
motion of the porphyrin planes about the molecular axis defined by the E or En linkages, has been de-
scribed previously: the nature of Jmod and the methodology for including it in the simulation procedures 
have been discussed in detail in earlier publications.26,27 EPR spectra and corresponding simulation data 
for PCu(m)-E3-(m)PCu, PCu(m)-E4-(m)PCu, and PCu(m)-E-(m)PZn2(m)-E-(m)PCu may be found in the Sup-
porting Information.1 
 
Figure 3.1. Steady-state X-band EPR spectra of β-to-β (ββ)-bridged bis[(porphinato)copper(II)] structures obtained in toluene so-
lution at 300 K for: (a) PCu(β)-E-(β)PCu, (b) PCu(β)-E2-(β)PCu, (c) PCu(β)-E4-(β)PCu, (d) PCu(β)-E-(m)PZn(m)-E-(β)PCu, (e) PCu(β)-
E2-(m)PZn(m)-E2-(β)PCu. The beta (β) and meso (m) labels that precede or follow the ethyne (E) or oligoyne (En) symbol denote 










PCu(m)-E-(m)PCu 26 80 
PCu(m)-E2-(m)PCu 26 25 




Table 3.1. Javg values obtained from simulations of Figure 1 ex-
perimental data.a 
a Solvent = toluene; T = 298K. The error limits of Javg and Jmod 
are ±10%. 
 
The Javg values for the ββ-bridged bis[PCu] structures are several times larger than those of their mm-
linked analogues, a consequence of the more expansive spin density at the PCu β-carbon atoms relative 
to the meso carbons: this effect traces its genesis to the ½-filled dx2-y2 orbitals of the terminal PCu units in 
these conjugated arrays.27 In addition to this increase in the overall magnitude of the exchange interaction 
of ββ-bridged bis[PCu] structures relative to corresponding mm-linked systems having identical Sp struc-
tures, the data in Table 3.1 underscore that these biradicaloid structural motifs manifest different de-
pendences of the magnitude of Javg upon PCu-PCu distance. Figure 3.2 plots the logarithm of each of the 
Table 3.1 Javg values against the number of σ bonds between the two Cu ions, and segregates the Chart 
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3.1 biradicaloids into three distinct classes: (i) ββ-bridged bis[PCu] structures, (ii) mm-linked systems hav-
ing oligoyne spacers, and (iii) mm-linked systems in which the PCu centers are separated by a single 
ethynyl or multiple 5,15-diethynyl(porphinato)zinc(II) (E-(m)PZn(m)-E) units. 
A number of striking trends are evident from the Figure 3.2 data. Firstly, note that the distance-depend-
ence of ln[Javg] vs. Cu-Cu σ-bond separation number for mm-linked systems having oligoyne spacers mir-
rors that for ββ-bridged bis[PCu] structures, displaying a phenomenological decay parameter of ~0.226 
per bond. Given that temperature-dependent EPR data indicate that the PCu-PCu exchange interaction 
magnitude for meso-to-meso butadiyne-bridged bis[PCu] (PCu(m)-E2-(m)PCu) is dominated by a through 
σ-bond electronic coupling mechanism,25 the identical dependence of the PCu-PCu exchange interaction 
magnitude with distance for ββ-bridged bis[PCu] structures and mm-linked systems having oligoyne spac-
ers indicates that a through σ-bond coupling mechanism controls the exchange interaction for bis[PCu] 
biradicaloids that are connected via a β carbon-to-β carbon linkage topology. Note in this regard that 
earlier work underscores that the electronic structures of ethyne- and butadiyne-bridged mm and ββ 
bis(porphyrin) systems are dramatically different,14,15,26,29 with the meso-to-meso single ethyne bridge 
providing the largest porphyrin-to-porphyrin electronic coupling. Congruent with optical and potentiom-
etric methods that probe the extent of electronic coupling for these linkage motifs,14,15,29 the Figure 3.2 
data emphasize that the Sp π system plays a minimal role in regulating the exchange interaction in β-to-




Figure 3.2. Natural log plots of the measured value of the average exchange interaction (Javg) versus the number of σ bonds 
between the two Cu ions in the Chart1 bis[(porphinato)copper(II)] biradicaloid structures. Green line: meso-to-meso-bridged 
bis[PCu] systems having oligoyne spacers; Blue line: β-to-β-connected bis[PCu] structures; Red line: meso-to-meso-linked systems 
in which the PCu centers are separated by a single ethynyl or multiple 5,-15-diethynyl(porphinato)zinc(II) (E-(m)PZn(m)-E) units. 
J0 = 6000 Gauss, taken from the J value measured for a bis[PCu] structure in which the two PCu complexes are directly β-to-β-
linked via a single bond.20 
 
A noteworthy aspect of the Figure 3.2 data is highlighted by the crossing point of the natural log plots 
of the measured Javg value versus the number of σ bonds between the two Cu ions for β-to-β-connected 
bis[PCu] structures (blue line) and the meso-to-meso-linked systems in which the PCu centers are sepa-
rated by a single ethynyl or multiple 5,-15-diethynyl(porphinato)zinc(II) units (red line). These disparate 
distance dependences underscore the importance of the energy gap between the SOMO (Cu dx2-y2) and 
the globally delocalized, π-symmetric, highest energy filled molecular orbital that characterizes meso-to-
meso-linked systems in which the PCu centers are separated by a single ethynyl or multiple 5,-15-di-
ethynyl(porphinato)zinc(II) units.18,20,23 Because this nearby filled delocalized orbital has a significant metal 
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dπ contribution, and lies closer in energy to the SOMO than for linkage motifs that feature meso-to-meso 
oligoyne spacers or β-to-β bridges, π-mediated spin-spin coupling causes the distance dependence of the 
Cu-Cu exchange interaction magnitude to be softer for meso-to-meso-linked systems in which the PCu 
centers are separated by a single ethynyl or multiple 5,-15-diethynyl(porphinato)zinc(II) (E-(m)PZn(m)-E) 
units. At σ bond distances beyond the crossover point, these mm-linked structures, with their slower de-
cay of Javg, are poised to impact molecular spintronic designs where facilitating longer range electronic 
spin-spin couplings is important. Similar EPR measurements of any bis[PCu] complexes having longer 5,-
15-diethynyl(porphinato)zinc(II) or 5,15-butadiynyl(porphinato)zinc(II) Sp units are unlikely to add new 
information, as Javg values beyond those measurable here would be much smaller than the expected nat-
ural line width of 8-10 Gauss. However, our systems offer the potential for spin polarization transfer ex-
periments to create the well-known anti-phase structure (APS) line shapes of spin-correlated radical pairs 
(or biradicals) which can be detected by time-resolved EPR experiments. When APS is observed in corre-
lated systems, the lower limit of measurable couplings may be decreased below the natural line width, 
extending the minimal exchange interaction measurable by at least one order of magnitude.30 Such ex-
periments are outside the scope of this report, but are planned for the near future. 
 
3.4 Conclusions 
In summary, this work examines molecular wire motifs capable of supporting long-range transmission 
of spin information in a broad family of highly conjugated, rigidly linked bis[PCu] structures. These results 
highlight that a 3-orders-of-magnitude-range of average electronic spin-spin exchange coupling values 
can be realized through modulation of porphyrin-to-porphyrin linkage topology, and the length and na-
ture of the conjugated bridge linking the PCu centers. This work has important consequences for spintron-
ics applications, demonstrating that: (i) despite the large spin density at PCu macrocycle β position relative 
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to the meso carbon centers, because a σ-bond electronic coupling mechanism governs the exchange in-
teraction, β-to-β-linkage topologies are inappropriate for engineering substantial spin-spin coupling at 
long PCu-PCu distances; (ii) in contrast to β-to-β-linked and meso-to-meso-bridged bis[PCu] systems hav-
ing oligoyne spacers, which evince identical dependences of ln[Javg] with distance, PCu centers separated 
by a single ethynyl or multiple 5,-15-diethynyl(porphinato)zinc(II) units display a phenomenological decay 
of ln[Javg] vs. Cu-Cu σ-bond separation number congruent with π-mediated spin-spin coupling, demon-
strating the importance of the magnitude of the energy gap between the Cu dx2-y2 SOMO and the globally 
delocalized, π-symmetric highest energy filled molecular orbital that characterizes these meso-to-meso-
linked bis[PCu] structures; (iii) oligoynes, perhaps the archetypal molecular wire motif, do not drive the 
largest electronic spin–spin couplings at long PCu-PCu distances; and (iv) orbital symmetry effects can play 
an important role in propagating long-range spin exchange couplings between unpaired electron spins (> 
40 Å). This study thus further illuminates strategies to manipulate the extent of spin exchange interactions 
in rigid, highly conjugated biradicaloids, which can be of great utility in the molecular level design of mag-
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Chapter 4: Copper Porphyrins III: Spinning Molecules, Spinning Spins: Modulation of the Exchange 
Interaction in a Highly Anisotropic Hyperfine Field 
4.1 Introduction 
 Biradicals and related open shell structures have long fascinated chemists and physicists, due to 
their complex stereoelectronic properties and the insight they provide into electron correlation and 
predictions of molecular structure.1 Indeed, theorists and computational chemists remain challenged to 
develop methods that provide accurate structures, overall energies, and spin state information 
simultaneously.2,3 Investigation of biradical and biradicaloid structures and spin properties are receiving 
renewed interest in the fields of spintronics and quantum information science (QIS),4 where they may be 
of significant utility in the successful transmission of quantum spin information over long distances. 
 Polymetallic coordination complexes with isolated but regularly distributed transition metal 
atoms are ideal platforms for spintronics applications because they combine the inherent optical, redox, 
and magnetic properties of the intervening metal centers with those of the parent, purely organic 
materials.5 In this regard, porphyrin arrays with multiple transition metals have been extensively 
investigated both theoretically and experimentally due to their extraordinary optoelectronic properties 
and tunable molecular structures.6–8 Their facile synthesis allows for the incorporation of several different 
transition metal ions into a molecular framework, while maintaining a well-defined geometry. For 
electronic spin-spin interactions, there are fewer reports in the literature for isolated two-spin systems. 
There are many studies of so-called “superexchange” phenomena in single crystals of inorganic 
coordination complexes, but these have typically involved the study of bulk properties such as magnetic 




rigid biradicals or biradicaloids is particularly true for systems involving two metal centers coupled to a 
rigid spacer. 
Porphyrin dimers such as those shown in Figure 4.1 are promising structures for a similar 
systematic study of spin-spin coupling across rigid spacers.  These molecules can be constructed with 
different lengths of spacer, different points of attachment to the porphyrin planes, and with different 
metals coordinated to the 
porphyrin centers. Metal-metal 
spin-spin coupling in porphyrin-
based magnetic molecules can 
provide information about 
magnetism, spin delocalization, 
metal-ligand d-π mixing, and 
pathways for transmitting spin 
effects.9,10  We have recently 
presented two studies of such 
structures where we explored the metal-metal spin-spin coupling in porphyrin array framework within a 
highly delocalized electronic structure.11,12   
In many ways, “spin chemistry” phenomena such as chemically induced dynamic electron spin 
polarization (CIDEP)13 and magnetic fields effects (MFEs),14,15 which were extensively investigated in the 
latter half of the 20th century, kindled the fire for the strong present interest in the storage and movement 
of spin and charge information simultaneously. The alkyne-bridged (porphinato)copper(II) complex shown 
at the bottom of Figure 4.1 is analogous to an organic biradical, of which many have been studied 
extensively using both steady-state and time-resolved EPR.16 However, there are three major differences 
between these previous studies of purely organic systems and the present work: 1) the unpaired spin 





located on the dx2-y2 orbital has a large hyperfine interaction with the Cu nucleus, and 2) this hyperfine 
interaction exhibits a large anisotropy because of the molecular structure. This requires a complicated 
line shape analysis when simulating even monoradical EPR spectra. 3) Most of the purely organic biradical 
structures studied have been flexible polymethylene chains, with many rotational degrees of freedom. 
Alkyne-bridged (porphinato)copper(II) complexes also possess dynamic structures because of 
rotation of the porphyrin planes around the linear alkyne bridge, and they also can tumble along their 
long axis. In either case, their motional dynamics in solution is much simpler than that of alkyl chains in 
due to their restricted degrees of conformational freedom (for example their end-to–end distance is 
fixed). The two types of motion are depicted in Figure 4.2 for the ethynyl bridged dimer. In the end–over–
end, tumbling motion shown in Figure 4.2A, no major changes to  the value of the isotropic exchange 
interaction is expected.  This motion might, however, play a role in the appearance of the electronic 
dipole-dipole interaction, either directly as an additional splitting in the spectrum or as a line shape 
Figure 4.2. Two modes of molecular motion for Cu-porphyrin dimers in free solution. A) End-over-end tumbling (relatively slow). 
B) Paddlewheel (torsional) angles changes between the rings containing the unpaire electrons (relatively fast). The motion in B is 





parameter (vide infra).17 However, the “paddle–wheel” type motion illustrated in Figure 4.2B, which 
modulates the overlap integral between the radical centers, should have a large impact on the measured 
electronic spin-spin couplings and is expected to be faster due to a lower rotational barrier based on the 
size of the spinning paddles. For all alkyne-bridged (porphinato)copper(II) arrays studied to date, with 
increasing temperature, Javg decreases while Jmod increases. This can be explained by the presence of 
different conformational distributions at different temperatures. At higher temperatures, for all alkyne-
bridged (porphinato) Copper(II) arrays, there are more conformations deviating from the most strongly 
coupled conformation. In other words, more dimers are sampling conformational states where the 
delocalization of electron density between the metal centers may be less than that in the most stable 
conformation. The topic of electron delocalization will be revisited in a later section. In summary, these 
highly delocalized structures show an interesting combination of features in regards to topology, orbital 
symmetry, and molecular motion. 
 In each of our two recent papers on symmetric copper porphyrin dimers linked by ethynyl and 
diethynyl spacers, simulation of their steady-state electron paramagnetic resonance (EPR) spectra 
allowed us to extract the isometric spin exchange parameter (Javg), which significantly broadens the dimer 
spectra.11,12 Additionally, a dynamic relaxation term (Jmod) was included in the simulation model, which 
accounts for additional broadening due to conformational modulation of the torsional angle between the 
porphyrin rings. Dependable simulations of these spectra are further complicated by the presence of a 
very large anisotropy in the Cu hyperfine tensor, which affects the line shape at lower field 
dramatically.18,19 Comparisons between ethyne and butadiyne spacers demonstrated a high sensitivity to 
orbital interactions between the spacer and the metal, reflected in the extracted values of Javg as a 
function of temperature. In this paper, we present the finer details of our simulation procedures and show 
how each parameter (hyperfine anisotropy, Javg and Jmod) contributes to the overall line shape. We also 




best of our knowledge, this is the first analysis of the J modulation phenomenon in a symmetric yet highly 
anisotropic hyperfine field, making it a unique case in dynamic EPR spectroscopy. 
 
4.2 Experimental  
The general synthetic procedure leading to the Cu-porphyrin dimers used for this study have been 
reported previously, as well as a detailed description of the routine EPR spectral data collection.20,21 
All EPR spectra were acquired on either a JEOL JES FA-100 or JEOL JES X310 spectrometer 
operating at X–band (9.5 GHz) using a TE011 cylindrical microwave resonator with 100 kHz field modulation. 
Samples were rigorously degassed with three consecutive freeze-pump-thaw cycles on a vacuum line. 
Experimental conditions: scan time = 8 min, output time constant = 0.3 s, sweep width = 2000 Gauss 
(centered at 3140 Gauss); 100 kHz field modulation amplitudes were typically 8 Gauss. For variable 
temperature studies (258-363 K) the microwave resonator was equipped with a quartz Dewar with flowing 
nitrogen gas for low temperatures and warm compressed air for high temperatures. All temperature 
readings are ±1 K. 
 
4.3 Theory 
 In order to see the effects of J modulation in the highly anisotropic hyperfine field of the copper-
porphyrin dimer system in Figure 4.1, some basic equations are necessary.  Simulation of their SSEPR 
spectra is accomplished by 1) selecting an appropriate spin Hamiltonian and basis set, 2) diagonalizing the 
Hamiltonian to obtain its eigenvalues, 3) to calculate the resonant EPR frequencies and transition 
probabilities from the energy differences for the allowed transitions using the standard selection rule: an 
allowed transition has a change in electron spin quantum number of ±1, and a change in nuclear spin 




 Eq 1 shows the spin Hamiltonian for a monoradical, which is the sum of the Zeeman and hyperfine 
interactions. Here 𝛽𝛽𝑒𝑒 is the Bohr magneton, B0 is the applied external magnetic field, g1 is the electron g-
factor or chemical shift, S1z is electron spin along the axis of quantization forced by the applied magnetic 
field, along z, ai is the hyperfine coupling constant, and Izi is the nuclear spin projection along the applied 
field direction (z). 
 𝐻𝐻 = 𝛽𝛽𝑒𝑒ħ−1𝐵𝐵𝑜𝑜(𝑔𝑔1𝑆𝑆1𝑧𝑧) + �𝑎𝑎𝑖𝑖𝑆𝑆𝑧𝑧𝐼𝐼𝑧𝑧𝑖𝑖 (1) 
For a biradical species, the Hamiltonian is rewritten to account for the spin exchange interaction (Javg) 
between the radical centers.  This is the same spin Hamiltonian that used in the development of spin–
correlated radical pair (SCRP) theory.23–25  
𝐻𝐻 = 𝛽𝛽ħ−1𝐵𝐵𝑜𝑜(𝑔𝑔1𝑆𝑆1𝑧𝑧 + 𝑔𝑔2𝑆𝑆2𝑧𝑧) + �𝑎𝑎𝑖𝑖𝑆𝑆1𝑧𝑧𝐼𝐼𝑧𝑧𝑖𝑖 + �𝑎𝑎𝑖𝑖𝑆𝑆2𝑧𝑧𝐼𝐼𝑧𝑧𝑧𝑧 − 𝐽𝐽𝑎𝑎𝑎𝑎𝑎𝑎(1 2� + 2𝑆𝑆1𝑆𝑆2) (2) 
The Hamiltonian features the Zeeman and hyperfine terms for both sides of the biradical, in 
addition to the exchange interaction Javg, which it is important to note here is written in the Dirac 
formalism, leading to a singlet–triplet energy gap of –2Javg, and leading to a singlet ground state when the 
value of Javg is negative.   
The most appropriate basis set is a singlet state and three triplet states (|S> and |T+>, |T–>, and 
|T0>).  The eigenfunctions and energies obtained after diagonalization are given below.  Each individual 
alignment of the nuclear spins of the system can be written as an independent four level system electron 
spin system, each with its own nuclear substate. In other words, the spin Hamiltonian can be symmetry 
factored to a set of 4 x 4 matrices that are easily diagonalized and the EPR spectrum is calculated for each 
set of 4 biradical transitions and then summed. 
|1〉 = |𝑇𝑇+〉      (3) 
𝜖𝜖1 = 𝜐𝜐0 − 𝐽𝐽𝑎𝑎𝑎𝑎𝑎𝑎 + ∑�𝑎𝑎𝑖𝑖𝑚𝑚𝑖𝑖 − 𝑎𝑎𝑧𝑧𝑚𝑚𝑧𝑧� 2⁄        (4) 




𝜖𝜖2 = Ω       (6) 
|3〉 = −𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐|𝑆𝑆〉 + 𝑐𝑐𝑠𝑠𝑠𝑠𝑐𝑐|𝑇𝑇0〉           (7) 
𝜖𝜖3 = –Ω      (8) 
|4〉 = |𝑇𝑇−〉      (9) 
𝜖𝜖4 = −𝜐𝜐0 − 𝐽𝐽𝑎𝑎𝑎𝑎𝑎𝑎 − ∑�𝑎𝑎𝑖𝑖𝑚𝑚𝑖𝑖 − 𝑎𝑎𝑧𝑧𝑚𝑚𝑧𝑧� 2⁄      (10) 
Here 𝜐𝜐0 is the center of the biradicaloid spectrum, defined rigorously as the average position 
defined by the two g–factors (eq 11).  
𝜐𝜐0 = 𝛽𝛽𝐵𝐵0(𝑔𝑔1 + 𝑔𝑔2) 2⁄      (11) 
cos 2𝑐𝑐 = 𝐽𝐽𝑎𝑎𝑎𝑎𝑎𝑎 Ω⁄                      (12) 
sin 2𝑐𝑐 = 𝑞𝑞 Ω⁄                (13) 
Ω = �𝐽𝐽𝑎𝑎𝑎𝑎𝑎𝑎2 + 𝑞𝑞2�
1 2⁄
     (14) 
𝑞𝑞 = �𝛽𝛽𝐵𝐵0(𝑔𝑔1 − 𝑔𝑔2) + ∑�𝑎𝑎𝑖𝑖𝑚𝑚𝑖𝑖 − 𝑎𝑎𝑧𝑧𝑚𝑚𝑧𝑧�� 2⁄        (15) 
 
The following new terms are defined: q is the Larmor precession frequency difference between 
radical centers, a result of the local magnetic field differences between spin centers, 2 Ω is the energy 
difference between the two new states (|2> and |3>) that arise from the mixing, due to q, between |S> 
and |T0>.  We assume a high field limit that excludes mixing between |S> and |T+> or T–>. The allowed 
transition energies are given as: 
𝐸𝐸21 = 𝜐𝜐0 + �
1
2
�∑�𝑎𝑎𝑖𝑖𝑚𝑚𝑖𝑖 − 𝑎𝑎𝑧𝑧𝑚𝑚𝑧𝑧� − 𝐽𝐽𝑎𝑎𝑎𝑎𝑎𝑎 + Ω    (16) 
𝐸𝐸31 = 𝜐𝜐0 + �
1
2
�∑�𝑎𝑎𝑖𝑖𝑚𝑚𝑖𝑖 − 𝑎𝑎𝑧𝑧𝑚𝑚𝑧𝑧� − 𝐽𝐽𝑎𝑎𝑎𝑎𝑎𝑎 − Ω    (17) 
𝐸𝐸42 = 𝜐𝜐0 + �
1
2
�∑�𝑎𝑎𝑖𝑖𝑚𝑚𝑖𝑖 − 𝑎𝑎𝑧𝑧𝑚𝑚𝑧𝑧� + 𝐽𝐽𝑎𝑎𝑎𝑎𝑎𝑎 − Ω    (18) 
𝐸𝐸43 = 𝜐𝜐0 + �
1
2





Figure 4.3 contains an energy level diagram of these electronic states and allowed transitions.  
For the transition probabilities, there are two sets of equivalent probabilities: 
𝑡𝑡𝑡𝑡1 (1 ↔ 2,2 ↔ 4) = (𝐶𝐶𝑐𝑐𝑐𝑐(0.5 ∗ 𝑎𝑎𝑎𝑎𝑐𝑐𝑡𝑡𝑎𝑎𝑠𝑠(𝑞𝑞/𝐽𝐽)) 2 (20) 
𝑡𝑡𝑡𝑡2 (1 ↔ 3,3 ↔ 4) = (𝑆𝑆𝑠𝑠𝑠𝑠(0.5 ∗ 𝑎𝑎𝑎𝑎𝑐𝑐𝑡𝑡𝑎𝑎𝑠𝑠(𝑞𝑞/𝐽𝐽)) 2 (21) 
The additional terms that describe the Jmod theory have been presented in detail previously. Using 
the Redfield formalism, we treat the line shape as an effect of J modulation using perturbation theory to 
add T1 and T2 relaxation process.26–28 Two simple equations result, expressed in terms from the spin 
Hamiltonian which easy to incorporate into the simulation program for EPR spectra of biradicals and 
biradicaloids. 
𝑇𝑇1−1 = 4〈𝑉𝑉2〉𝜏𝜏𝑒𝑒(𝑞𝑞2/Ω2) (22) 
𝑇𝑇2−1 = 2〈𝑉𝑉2〉𝜏𝜏𝑒𝑒(1 ± 𝐽𝐽/Ω) (23) 




The term 〈𝑉𝑉2〉𝜏𝜏𝑒𝑒 is the variable for modulation of the exchange interaction, Jmod. It is expressed in Gauss 
to make its units compatible as an addition to the “natural” line width.  The V term represents the 
maximum possible fluctuation of the J value at any instant, and V2 times the torsional rotational 
correlation time 𝜏𝜏𝑒𝑒 gives the maximum contribution to the line width of any particular transition caused 
by this relaxation mechanism.  Note that when the mixing term q goes to 0, the effect of Jmod on T1 
vanishes. For T2, the situation is more complex. A value of q = 0 in eq 23 leads to either the term vanishing 
(1 – J/Ω option), or else a maximum contribution to the line width from Jmod, is observed (the 1+J/Ω 
option). The former applies to transitions involving state |3> (predominantly singlet character), and the 
latter to transitions involving state |2> (predominantly triplet character). 
 The J modulation phenomenon dates back to some of the earliest days of EPR spectroscopy, in 
particular the pioneering work of Rassat and Rosantzev,29,30 who synthesized and characterized some of 
the first nitroxide radicals and biradicals. Indeed, these early papers, especially on biradicals, have enjoyed 
additional recent interest from the spintronics and quantum information science communities, and are 
finding great utility as dynamic nuclear spin polarization agents in NMR spectroscopy. A comprehensive 
review by Hudson and Luckhurst31 brought the spectral features of J modulation in nitroxides to a more 




It is important to note that the energy level diagram in Figure 4.4 is specific for the case of Javg > 
q, which means that the transitions to and from state |3> vanish. It is also specific for a symmetric biradical 
structure with equal hyperfine coupling constants and g–factors on both radical sites. The spectrum is 
predicted from the tree diagram to present, at large Javg, a quintet with half the monoradical hyperfine 
and a 1:2:3:2:1 intensity ratio, The origin of the alternating line width phenomenon so highly characteristic 
of J modulation effects emerges succinctly from this diagram. Nuclear spin sub–ensembles with symmetric 
orientations have q = 0 and therefore no T2 contribution from Jmod relaxation. 
  
For metal complexes, asymmetric line broadening even in the absence of J modulation can be 
significant. To account for the “monoradical” anisotropy present in Cu(II) system EPR spectra, an empirical 
Figure 4.4. Tree diagram and line broadening due to Jmod for a symmetric nitroxide biradical. Note that only transitions 
involving state |2> are observed due to the large Javg value, and only states between which the nuclear spin alignment (total 




equation devised by Wilson and Kivelson was also adapted to our simulation program.18,19  The line width 
(∆BD) is a function of the z component of the nuclear spin of copper (mI).  The various constants (k0-2) 
represent the extent of interactions within the nuclear and electronic and g-tensors.  These constants are 
fitting parameters that were determined through spectral simulation of a monoradical species, a 
copper(II) porphyrin similar to the top structure in Figure 4.1.  The ratio of monomer and dimer rotational 
correlation times is represented by τCD/τCM.  This ratio was determined by Toyama, Asano-Someda and 





(𝑘𝑘0 + 𝑘𝑘1𝑚𝑚𝐼𝐼 + 𝑘𝑘2𝑚𝑚𝐼𝐼2) (24) 
The SSEPR spectrum of a Cu(II) porphyrin is a quartet of nonets due to interaction with the Cu nuclear spin 
(I=3/2) and the four N atoms (I = 1) surrounding it.  The asymmetric hyperfine line broadening affects the 
low-field line shape significantly more than the high-field lines.   
 
4.4 Additional Background on Manifestations of J Modulation in Biradicals 
 The alternating line width effect in in EPR spectra of biradicals was observed in a very different, 
but still symmetric system in the mid-1990’s in one of our laboratories. Photochemistry and time-resolved 
EPR was used to create and detect polymethylene chain biradicals at various temperatures.33 Using the 
Redfield relaxation theory described above, a more general formula for the prediction of such spectra was 
put forward. The development of this theory was important because it had to account for strong 
chemically induced electron spin polarization (CIDEP) from the spin-correlated radical pairs (SCRPs), and 
well as the line shape due to J modulation. Interestingly, for these systems J modulation was in general 
observed for very long biradicals (with up to 25 carbon atoms between the radical centers), and was also 
observable at temperatures as high as 40 °C. This somewhat surprising result was well accounted for by 




polarized. Unsymmetrical systems undergoing J modulation have a very different appearance: instead of 
alternating intensities across the hyperfine lines, the outermost lines in the spectrum are selectively 
broadened, sometimes to the extent that they disappear into the baseline. These studies were the first to 
examine the differences in nuclear spin symmetries and laid the ground work for the present study. 
 
4.5 Results and Discussion 
Many steady-state X-band EPR spectra of Cu porphyrin complexes in toluene solution at various 
temperatures have been previously reported by us.11,12 Here we present an analysis of simulations of 
several representative systems in the context of J modulation theory.  An immediate concern is that while 
the complexes show significant structural symmetry, the anisotropy of the Cu hyperfine tensors disrupts 
this symmetry considerably. The strong dependence of the Kivelson line shape parameters18,19 on the Cu 
nucleus quantum number (–3/2, –1/, + 1/2, and +3/2) always renders the low field lines in the spectrum 
much broader than those at high field. This means that alternating line widths may be difficult to observe, 





In Figures 4.5–4.7, where we compare the effect of increasing Jmod or Javg while holding the other 
parameter constant from the best fit (the middle spectrum in each of Figures 4.5–4.7). The different 
biradicaloids were selected to show the variation of the spectral features as a function of end-to-end 
distance and temperature. A particularly noteworthy feature in all three Figures is that the high–field 
multiplets from the nitrogen hyperfine couplings become more well–resolved as |Javg| decreases but also 
Figure 4.5.  Experimental and simulated spectra for PCu-E-PCu in toluene at 343K. In the center, simulations are presented with 
increasing values of Javg with a fixed Jmod and on the right with increasing values of Jmod and a fixed Javg.  The middle spectrum in 
both columns is the best fit simulation with Javg of 40 G and Jmod of 720 G.  Note especially the sensitivity of the high field lines to 




as Jmod increases.  This clearly demonstrates that the best fit requires a balance of these parameters, one 
reflecting the static picture and the other accounting for the molecular dynamics.  
Figure 4.6:  Experimental and simulated spectra for PCu-PZn-PCu in toluene at 298K, in the same layout as Figure 4.5 above.  
Figure 4.7. Experimental and simulated spectra for PCu-PZn-PCu at 323K. In the center, simulations are presented with increasing 
values of Javg with fixed Jmod and on the right with increasing values of Jmod and fixed Javg, The best fit spectrum in in the center for 




Another interesting feature is that even the best fits fail somewhat for the lower field transitions, 
and this is worthy of some discussion. There are several reasons why our simulation program might fail: 
1) it should be understood that the Wilson–Kivelson monoradical line shape parameters (k0, k1, and k2 in 
eq 24) are an approximation based on perturbation theory and may break down for some systems. 2) The 
Redfield limit for the Jmod theory is technically only valid for the fast motion limit, although we believe we 
are in this limit for most cases. 3) Our program ignores the electron spin dipole–dipole interaction, which 
may be present to some extent, perhaps not as an observable splitting in the spectrum, but as a 
broadening of selected transitions via spin relaxation. The tumbling motion depicted in Figure 4.2A could 
be very effective in adding a fluctuating dipolar coupling to the spin relaxation manifold, and this is likely 
to affect spin angular momentum vectors already in a highly anisotropic environment. The fact that the 
fits at low field become slightly better when the temperature is raised for the same biradicaloid supports 
the latter hypothesis.   
 It is instructive to consider electron density in more detail, in particular its role in determining the 
magnitude of Javg. Less delocalization gives rise to a smaller average exchange interaction. Since the 
singlet-triplet energy gap is proportional to the measured exchange interaction (∆EST = –2Javg), the impact 
of the extent of delocalization on the magnitude of the exchange interaction can be modeled using 
calculated values of the singlet-triplet energy gaps at different conformations. 
It is well understood that density functional theory does not provide high quality results for the 
energies of open shell molecules, especially biradicals and specifically singlet state biradicals. This is a very 
significant deficiency of the DFT method and is a topic of significant interest in the computational 
chemistry community.34 Older semi-empirical methods such as MNDO, CNDO, or PM6, whilst more 
accurate in determining energies of organic biradicals in various spin states, cannot be used successfully 
in these systems because the metal centers are poorly parameterized.  However, it is well understood 




freedom will vary with cos2 θ, where θ is the dihedral angle between the two p orbitals containing the 
unpaired electrons.   
For the complexes studied here, we can make a qualitative estimate of the variation in the value 
of ∆EST = –2J if we have a starting point value for ∆EST at a dihedral angle between the porphyrin planes of 
0°, where the energy gap will be maximized, and simply multiply this value by cos2 θ to give conformational 
dependence at any other dihedral angle.  Our “0° results” for PCu-E-PCu and PCu-EE-PCu, using 
unrestricted DFT methods, provide values for ∆EST of 940 and 94 Gauss, respectively, with the singlet spin 
ground state lying below the triplet spin ground state for both complexes. The use of DFT for these 
“starting point” calculations, while not ideal, will at least allow us to establish a model for the 
experimentally observed trends for the variation of J with temperature.  DFT was conducted by Ruobing 
Wang using Gaussian09, Rev D.1 software package.35  The Becke Three-parameter hybrid36 and the Lee-
Yang-Parr correlation functional37,38 were used with the 6-31g basis set39–48 as implemented in Gaussian09. 
Figure 4.8. Calculated singlet-triplet energy gap (|∆EST|) for PCu-E-PCu (red) and 
PCu-EE-PCu (blue) at different dihedral angles from 0° to 90°. See supporting 




The results of our calculations of the magnitude of ∆EST for PCu-E-PCu and PCu-EE-PCu at each dihedral 
angle of every 10° from 10° to 90°, as described above, are shown in Figure 4.8.  The experimentally 
observed exchange interaction is an average over all conformers present in the solution, and the 
distribution of conformers should obey a Boltzmann distribution. Thus, we can simulate the experimental 
observed temperature dependence of the average exchange interaction using equation 25. 
 
 𝐽𝐽𝑎𝑎𝑎𝑎𝑎𝑎(𝑇𝑇) = � (𝑡𝑡𝑖𝑖(𝑇𝑇) ∗ 𝐽𝐽𝑖𝑖)
10
𝑖𝑖=1      (25)  
 
Here pi and Ji are the portion calculated by Boltzmann distribution and the magnitude of the exchange 
interaction of the ith conformer at temperature T. The experimental and corresponding simulated results 
are shown in Figure 4.9.  Clearly, the simulated results are consistent with the experimental trend that Javg 
decreases with increasing temperature for both the PCu-E-PCu and the PCu-EE-PCu structures.  Especially 
noteworthy is that the unrestricted DFT calculations for the “starting point” 0° values fall in a reasonable 
range for Cu-E-PCu and PCu-EE-PCu, and the factor of 10 difference in J between the two structures is also 
adequately reproduced.  
 





Another interesting feature from simulation parameters is that at each temperature, the value 
for Jmod in PCu-EE-PCu is higher than for either PCu-E-PCu or PCu-E-PZn-E-PCu, but the overall range of Jmod 
values is narrower. On the other hand, the range of Javg values for PCu-EE-PCu is smaller than those for 
PCu-E-PCu and PCu-E-PZn-E-PCu. These differences are due to a special feature of the butadiyne bridge. 
Compared to the ethyne bridge in PCu-E-PCu and PCu-E-PZn-E-PCu, the porphyrin planes in PCu-EE-PCu 
can rotate more easily. Thus, the conformational distribution for the butadiyne–bridged molecules will 
change less with temperature. As a result, both Javg and Jmod for the PCu-EE-PCu structure are less 
dependent on temperature than the other dimer structures.  
 
Figure 4.10. Porphyrin-porphyrin dihedral-angle-dependent energy maps of PCu-EE-PCu and PCu-E-PCu dimers obtained by DFT 
calculations at the 6-31G level and fitted by a sine function.   
 
This difference in behavior between the butadiyne- and the ethyne-bridged dimers can be 
modeled by generating porphyrin-porphyrin dihedral-angle-dependent energy maps of PCu-EE-PCu and 
PCu-E-PCu dimers (Figure 4.10).  It can be seen that the calculated rotational barrier for PCu-EE-PCu (2.69 
kJ/mol) is 1.87 kJ/mol lower than that calculated for PCu-E-PCu (4.56 kJ/mol). Since the magnitude of Jmod 
scales with the correlation time for porphyrin plane rotation, an Arrhenius plot (Figure 4.11) will give a 
slope representing the activation energy for this rotation (i.e., the rotational barrier). Analysis of the 
Arrhenius plots in Figure 4.6 gives activation energies for porphyrin plane rotation in PCu-E-PCu, PCu-EE-







   
    

































PCu and PCu-E-PZn-E-PCu of 5.77 kJ/mol, 2.84 kJ/mol and 5.31 kJ/mol, respectively. This is consistent with 
the results of DFT calculation on PCu-E-PCu and PCu-EE-PCu. It is observed that PCu-E-PCu and PCu-E-PZn-
E-PCu have similar slopes (i.e. activation energies for plane rotation), which is reasonable since both of 
them have the ethyne bridge between the porphyrin planes. The rotational barriers of alkyne-bridged 
(porphinato)copper(II) complexes, which are extracted from the simulation for SSEPR spectra of these 
complexes, are consistent with previous theoretical49,50 and experimental51 investigations regarding the 
rotation barrier of alkyne-bridged (porphinato)zinc(II) analogs. 
 
Figure 4.11. Arrhenius plots (ln(Jmod/Jmod0) vs. 1/T) of PCu-E-PCu (blue), PCu-EE-PCu (green), and PCu-E-PZn-E-PCu (red).  
 
The activation barriers can be used in the Arrhenius equation to extract rates for the paddle wheel 
motion. The inverse values of these rates give the correlation time for the torsional motion process. Using 
a pre–exponential factor of 1010 s–1, the obtained correlation times are 1.0, 0.3, and 0.8 ns, respectively. 
Furthermore, we can use these correlation times to estimate the value of the fluctuation in the exchange 
interaction V our fitting parameter V2τe. The value of V is thus estimated to be approximately 500 G for 
each complex, meaning the maximum fluctuation in J is about 10 times Javg. This is a very reasonable 























Although it is tempting to plot the measured Javg values versus distance and look for temperature 
variations in the falloff parameter for spin exchange, it should be noted that both Javg and Jmod are functions 
of distance and temperature, and may not necessarily be monotonic functions with similar distance 
trends. Indeed, such plots fail to show much correlation for precisely this reason: too many parameters 
affecting the EPR spectral line shape are changing at once. Indeed, the delicate balance of both 
parameters in opposite directions needed to establish best fits above are strong evidence that this is the 
case. 
    These experiments clearly demonstrate the utility of rigid spacers for the assessment of 
electronic couplings in biradicaloid structures. The ability to simultaneously probe static and dynamic 
properties of the coupling in an electronically neutral system in the dark is unparalleled.  Purely organic 
analogues of such structures would be difficult to produce by any other methods than photochemically, 
and they would not be thermally stable. The observed trends in the coupling with temperature are well 
modeled in a qualitative sense, but our results also reiterate the challenge for DFT methodologies to 
provide accurate quantitative calculations for open shell systems. Nonetheless, our ability to extract 
accurate rotational barriers from our Arrhenius plots shows an additional advantage of studying such 
structures in detail with high–resolution spectroscopy. The difference in the magnitude of the coupling 
between Cu-E-PCu and PCu-EE-PCu at any given temperature also confirms that the nature of the coupling 
is mostly through–bond (σ or π). Parsing the contributions of σ vs. π interactions is another future 
challenge for theorists in this field, and this might also be probed experimentally through substituent 
effects.  
A more subtle but significant outcome from these studies is the realization that for one of the 
systems (Cu-E-PCu), the value of Javg is almost exactly the same magnitude as the largest hyperfine 
coupling constant ACu. The main consequence of a situation where Javg ≈ ACu is that the singlet and triplet 




computing. Indeed, we cannot find another example of a stable, neutral biradicaloid system where this is 
the case. The potential for encoding electron spin information by judicious choice of molecular structure 
is very high if such complete superposition of states is controllable. In this regard, our work on these 




The dimers studied here show great promise as model compounds for the study of spin and 
magnetic effects as a function of distance, molecular structure, and temperature.  The structures are 
symmetric, relatively easy to synthesize, and their EPR spectra can be collected in a short time period with 
good signal-to-noise ratios over a wide temperature range. With our current simulation program, we are 
able to quantitatively extract both static (Javg) and dynamic (Jmod) information that helps to understand the 
mechanism of spin communication in highly delocalized structures. We can also successfully account for 
the expected order of magnitude difference in Javg between the two complexes with different spacers. 
Calculations support the experimental findings that Javg falls off exponentially with distance, but good 
correlations are difficult to find because several parameters affecting the EPR spectral line shape are 
involved. The temperature dependence of Javg can be successfully modeled with an understanding of the 
conformational energy landscape of the complexes, and using the simple cos2θ relationship for the 
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Chapter 5: Spin Trapping: Applications in Inorganic Photochemistry 
5.1 Introduction 
In earlier chapters, especially chapter 1, the utility of the SSEPR technique for studying the 
structure, reactivity, and dynamics of free radicals was made clear.  However, it is not always possible to 
detect radical intermediates from either thermal or photochemical reactions.  In general, SSEPR can easily 
detect an equilibrium concentration of radicals on the order of 10–6 M (1 µM). The continuous generation 
of this concentration of an unstable species is sometimes hindered by slow reaction rates (homolytic bond 
scission or electron transfer processes), or by fast chemical reactions or molecular rearrangements. An 
example of the latter would be the presence of a unimolecular decomposition pathway such as a b–
scission reaction, which would lead to a secondary radical. A general rule for observation of radicals in 
solution at room temperature is that the chemical lifetime should be about 40 µs or longer. This number 
is based on the inverse frequency of the 100 kHz field modulation, which would give a time constant for 
one cycle of the modulation of 10 µs. Typically, three to four cycles of modulation are needed to amplify 
the signal and filter out enough noise to provide a suitable signal level.  
One can raise the temperature to increase the rate of production of the radicals, but this is often 
accompanied by faster chemical reaction (e.g. radical recombination or disproportionation reactions, 
which speed up at higher temperatures when they are diffusion–controlled). Additionally, electron spin 
relaxation times can become shorter with increased temperature. Photochemically, the quantum yields 
for formation of radicals from an excited state cannot be too low or else the concentration of radicals will 
be too small. However, high quantum yields can also be problematic.  In this case there are many radicals 
produced in a short time but they may react faster due to higher concentrations and the sample may be 
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depleted before successful SSEPR detection can take place. In general, lowering the sample temperature 
can improve radical lifetimes, but if there are significant activation barriers for radical production, the rate 
of production may slow down. There is often a delicate balance between production rate, spin relaxation 
rate, and chemical reaction rate that ultimately determines the sensitivity level for detection. Increasing 
the field modulation width can combat poor signal–to–noise ratios, but at the expense of spectral 
resolution (the modulation width should not exceed half of the natural line width of the signal being 
observed, which is often 1 Gauss or less in a properly degassed solution sample).1 
Spin trapping is a technique that allows for indirect investigation of radical structure and reactivity 
even when the concentrations are too low to be detected directly.1–5  Figure 5.1 outlines the basics of spin 
trapping for two notoriously reactive radicals: hydroxyl HO·, and methyl, CH3·. The spin trap is a molecule 
that is unreactive (thermally or photochemically) in solution until radicals are produced. The trap normally 
contains a double bond to a nitrogen atom, across which the free radical adds to form a more stable 
Figure 5.1. Spin trapping reactions. Left: the addition of hydroxyl (top) and methyl (bottom) across the C=N bonds of two different 
nitrones. Center: the resulting stable nitroxide radicals from each reaction. Right: Simulated SSEPR spectra of each nitroxide. 
Parameters for the simulations are as follows: (top spectrum: aN = 15.5 G, aH = 2.75 G, g = 2.0057, line width = 1 G), (bottom 
spectrum, aN = 16.2 G, aH = 23 G, g = 2.0054, line width = 1 G). 
77 
radical, typically a nitroxide, that builds up in concentration until it is observable by SSEPR.  Spin traps are 
often, but not always, nitrones (Figure 5.1, center).  The hyperfine coupling constants and g–factor of the 
resulting nitroxide are extracted by computer simulation and then compared with literature values. Very 
often, a unique structural assignment of the initial trapped radical can be made.  The spin strapping 
technique was first developed in the 1960s and is still used extensively in biology and medicine.3  An 
extensive database is held by the National Institute of Environmental Health Sciences for this purpose.6  
The specific choice of spin trap depends on solubility and the affinity of the radical to be trapped by a 
particular nitrone. In this chapter, spin trapping will be used to investigate the mechanism of two novel 
inorganic photochemical systems, one based on a biocompatible polymerization initiator reaction, and 




Hydrogels are cross-linked hydrophilic polymers that can absorb water and swell to many times 
of their initial weight as a dry polymer.7,8  They are noted for their softness, water content, and tunable 
physical properties.7,9–11  Additionally, the cross-linked covalent network can swell or shrink with water 
absorption.  Combined, these properties put hydrogels into a uniquely useful position.  They can easily be 
engineered to mimic the properties of natural tissue so that they may be used for a large variety of medical 
applications7,9 including regenerative medicine,12–15 drug delivery,16 sensing, and tissue engineering.  This 
has led to new approaches to build, create, and control hydrogels.  Understanding the chemical 
mechanisms by which they operate is important in the design of “smart” biomaterials. This chapter 
describes two spin trapping projects involving hydrogels that interact with inorganic complexes involving 
Cobalt and Iron.  Here we investigate mechanisms of hydrogel creation by means of light. 
 
78 
5.2.2 Cobalamin Photoinitiated Hydrogel Formation 
Cobalamin, also known as vitamin B12, is an essential component of the human diet and is involved in 
many biochemical pathways, including DNA synthesis, red blood cell growth, the synthesis of myelin, and 
both fatty acid and amino acid metabolism.17,18 One of eight B vitamins, it was discovered by Minot and 
Murphy in 1926, who would go on to win the 1934 Nobel Prize in Physiology and Medicine.17  Dorothy 
Hodgkin was awarded the 1964 Nobel Prize in chemistry for her rigorous assignment of the complete 
chemical structure (Figure 5.2). Cobalamins contain a low spin Co(III) atom engulfed by a macrocyclic 
corrin ring system and axially bound by a dimethylbenzimidazole nucleotide.  The axial site can be used to 
accommodate a wide range of ligands. In cells, the axial position contains a methyl group (MeCbl).  
Additionally, the backbone of the macrocycle can be modified to affect the physical, chemical, and even 
photophysical properties of the molecule.19 
The photochemical reactivity of many cobalamin structures, especially akylcobalamins, was 
extensively studied in the 1960’s and is quite well understood.18,20,21  Photoexcitation usually leads to 
Figure 5.2. The chemical structure of cobalamins (Vitamin B12).  Note the Co–R bond in the center of the ring, which is both 
thermally and photochemically labile. 
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cleavage of the cobalt–axial ligand bond resulting in a radical pair, one from the ligand and one on the 
metal center.  The photophysics involves initial excitation of the alkyl-cobalamin to metal-to-ligand charge 
transfer state (singlet, S1).  This state exhibits increased electron density on the axial methyl group, which 
promotes hemolytic bond cleavage to an alkyl radical and a Co(II) species. The reactions typically proceed 
with high quantum yields of around 0.3.18,20  The photochemical mechanism leading to radicals is 
wavelength dependent. Excitation with ~400 nm light results in a metastable cobalamin intermediate 
before bond cleavage, while excitation using ~520 nm light leads to a branching pathway between faster 
bond homolysis and the metastable intermediate.22  Geminate recombination of species is possible but is 
uncommon for methylcobalamin possibly due to the methyl radical’s planar geometry preventing 
reattachment.23 
Of particular interest to us is that the weak Co-C bond can be cleaved homolytically with visible 
light. The bond undergoes a homolytic scission resulting in CoII and an alkyl radical with a bond dissociation 
energy of around 30 to 44 kcal/mol.24–29  The cleavage occurs after a metal-to-ligand and then sigma-bond-
to-ligand charge transfer between the axial ligand and the corrin ring30–34 as well as contributions from 
ligand field transitions.35,36  The weak Co-alkyl bond strength of these species suggests that photolysis 
might be tunable to wavelengths as long as 1 μm.20   
Recently, the laboratory of David S. Lawrence at UNC–Chapel Hill reported the attachment of 
various near-infrared fluorophores to the underside of alkyl-cobalamins. Excitation of these covalently 
Figure 5.3. Possible biocompatible polymerization reaction for sub-cutaneous wound treatment. A) Injection of monomer 
and initiator. B) Fill layer above wound, C) Initiate polymerization with visible light to stop bleeding.  Figure from ref 37. 
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attached fluorophores led to efficient sensitization of the photolysis of the labile Co–R bond at 
wavelengths up to 777 nm.  Such wavelengths (600-1000 nm) penetrate tissue and therefore might be 
used for controlled biocompatible radical production, allowing for the initiation of polymer chain reactions 
that eventually lead to transdermal hydrogels (Figure 5.3).37  Hydrogels can be a useful as a tissue–like 
scaffold that can be easily introduced to a system as a solution and then polymerized to form a gel (Figure 
5.4).  Replacing rigid stitches and stints with relatively malleable and tissue-like hydrogels could 
significantly improve wound healing and reconstructive treatment of living tissue.  Combining 
photoinitiated gel formation with the desirable physical properties of hydrogels may lead to novel 
biocompatible materials. Radical photopolymerization also allows for spatio-temporal control of structure 
involving a broad range of polymers and copolymers. 
The Lawrence lab investigated several wavelength tunable-cobalamin initiated polymerizations, 
but at the time they were unsure of the mechanism of the reaction and wanted to confirm the presence 
of ethyl radicals in the initiation process. A series of dyes were attached to cobalamin(III) to vary the 
wavelength of light required to excite and activate it.19   The idea is to shift the wavelength further into 
the red range since shifting the wavelength required for the photoinitiator allows it to be used significantly 
Figure 5.4. Formation of biocompatible hydrogels using Cobalamin(III) and the monomer and crosslinker shown. This particular 
example shows an ethyl cobalamin-fluorophore conjugate (250 μM) photoinitiating the gelation of acrylamide (10 wt %) and 
bisacrylamide (0.2 wt %). 
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deeper within tissue without the light becoming blocked.  The Co–R bond strength in these species is 
known to be quite weak (~30–40 kcal/mol), suggesting that photolysis can occur at wavelengths as long 
Figure 5.6. Hydrogel formation in the dark and at 520, 660, and 700 nm wavelengths: (top) ethyl cobalamin-acetyl forms a gel 
at only 520 nm; (bottom) ethyl cobalamin-Cy5 forms a gel at 646 nm as well as 520 nm. Figure from ref. 38.  See figure 3.7 for 
structure of Cy5. 
Figure 5.5. Mechanism of release of ethyl radicals via photoexcitation in the visible region and subsequent sensitization of the 
Co–ethyl moiety, followed by hemolytic bond cleavage. The ethyl radicals then initiate polymerization to create hydrogels. 
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as 1 μm.24–29  The proposed ethyl radical formation is shown in Figure 5.5, and two examples of gel 
formation are shown in Figure 5.6.  
A number of other dyes can be used to vary the wavelength of absorption of the photoinitator, 
such as Dylight 800, Alexa 700, and TAMRA (Figure 5.7).  These fluorophores all generally exhibit 
absorption maxima at longer wavelengths than Cobalamin(III) (Table 1).  The photoinitators used in this 
study were prepared using vitamin B12, cyanob(III)alamin.  The dyes are attached to the cobalamin by 
Figure 5.7. Other dyes used for hydrogel formation. See Table 1 for λmax and % conversion of polymer data. 
Table 5.1. List of all dyes used in this study. Dye structures for the unmodified acetylcobalamin, TAMARA, Cy5, and Dylight 800 
are shown in Figures 3.6 and 3.7, respectively. The structure of Alexa 700 is unpublished. λmax values were measured by UV/VIS 
spectroscopy and λex is the wavelength of excitation during hydrogel formation studies. The % conversion to hydrogels are listed 
for each λex.  
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means of conversion of the ribose alcohol to an activated ester with 1,1-carbonyl-ditriazole and then to 
an amine using a carbamate linkage.38 The syntheses have been reported earlier by the Lawrence group.19  
Direct photolysis and SSEPR of these complexes did not show any signals, so it was proposed that 
this might be an ideal situation to try spin trapping experiments to confirm the radical mechanism.19  Spin 
trapping and SSEPR were therefore employed here to confirm the presence of the radical species, as well 
as the proposed mechanism of reaction. 
 
5.3 Ethyl Cobalamins 
5.3.1 Materials and Methods 
EPR spectra were acquired on a JEOL FA-100 spectrometer operating at X-band using a TE011 cylindrical 
microwave resonator with 100 kHz field modulation.  Samples were analyzed in 1 mm quartz capillaries 
that were prepared by degassing using N2.  A modulation amplitude of 1 Gauss was used.  Typical scan 
times of 2 minutes were used, with an output filter time constant of 0.1 s, and three spectra were collected 
per run and then signal averaged.  The field was centered at 3140 Gauss and had a sweep width of 80 
Gauss.  Concentrations of 1 mM of photoinitator and 8 mM of PBN in DI water and were photolyzed for 
15 minutes before measurement.  Cobalamin samples were synthesized by Zachary L. Rodgers. 
Figure 5.8. Photoreaction and radical chemistry from acetylcobalamin(III). After excitation and energy transfer (sensitization), 
the Cobalamin releases ethyl radicals that react with the spin trap PBN, whose structure is shown over the second arrow. The 
resulting nitroxide radical adduct, which is stable for some time, is detected by SSEPR, giving the spectrum is shown to the right, 
along with a computer simulation.   Hyperfine coupling constants are given in the text. g–factor = 2.0054, line width = 1 Gauss. 
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 Phenyl N-tert butyl nitrone (PBN) was used to trap the ethyl radicals (Figure 5.8).  PBN binds 
readily with carbon centered radicals (such as ethyl radical) and forms a long-lived nitroxide radical adduct 
that is easily measurable by SSEPR, simulated using a standard computational package (EasySpin)39, which 
can be compared to known literature parameters.  Figure 5.8 demonstrates that homolytic cleavage of 
the Co-C bond is indeed taking place to form the radical adduct. 
 
5.3.2 Results and Discussions 
Figure 5.9 compares SSEPR spectra acquired with ethyl cobalamin to that obtained with the Cy5 
modified cobalamin. Again, the spin trap is PBN (8 mM).  In the absence of light, no radical is detected.  
This supports the hypothesis that the Co-C bond is stable in the dark without light activation.  The 
unmodified acetyl-cobalamin was found to show ethyl radical creation at 520 nm, but only a trace amount 
of SSEPR signal was observed from this complex when irradiated at 650 nm.  On the other hand, the Cy5-
cobalamin produced ethyl radicals in large quantities at 650 nm but very little at 520 nm, clearly 
Figure 5.9. Wavelength dependence of SSEPR spectroscopy of PBN spin adducts using modified vs. unmodified cobalamins.  Top: 
no dark signals are observed in either case. Center: The acetyl-cobalamin (left structure)  was found to show significant ethyl 
radical production at 520 nm, while  the cy5-cobalamin (right structure) produced ethyl radicals predominately at 650 nm . 
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demonstrating the wavelength tunability of substituted cobalamins for ethyl radical production and 
subsequent polymerization reactions. 
From spectral simulations (a representative simulation is shown at bottom right in Figure 5.8), the 
detected radical when using acetylcobalamin showed hyperfine coupling constants of aN = 16.3 G, aβH = 
3.34 G, and for cy5 cobalamin the values were almost identical aN = 16.2 G, aβH = 3.34 G.  Both compare 
favorably to literature reports on previous ethyl radical trapping experiments with PBN (aN = 16.2 G, aβH = 
3.34 G).40 
To conclude this section on cobalamins, light-induced hydrogel formation initiated by alkyl-
cobalamins has been demonstrated.  The wavelength of the photoinitation has been red-shifted by 
augmenting the photoinitiator with longer-wavelength absorbing chromophores, and the wavelength 
dependence of this photochemistry has been clearly demonstrated. We have provided strong evidence 
from spin trapping experiments that polymerization occurs via photoexcitation and sensitization of the 
Co–ethyl moiety in the cobalamins, leading to the release of ethyl radicals.  Future experiments in this 
area include the possibility of developing multi-layer polymerization reactions for coatings and adhesives. 
 
5.4 Thiolato-Cobalamins 
5.4.1 Background  
With the remarkable photolability of alkylcobalamins observed, this work was extended to 
thiolato-cobalamins41 since they share similar charge and bonding interactions.42,43 Although a wide range 
of thiolato-cobalamins are known, historically they have attracted less attention than their alkylcobalamin 
cousins, particularly from photochemists.  A possible reason for this is that they are generally thought to 
be more resistant to photolysis.44–47  We have explored similar photochemical behavior in thiolato-
cobalamins (Figure 5.10) in order to further understand their photolability, and their ability to be 
wavelength tuned as above, in order to alter their photoreactivity.  In such structures, light can be used 
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to create radicals and drive thiolene related click chemistry.  Click chemistry describes reactions that are 
overall easy to perform, have high yields, can be stereospecific, and have simple purification procedures.  
They could provide an additional useful tool for the photodelivery of therapeutic agents or for 
biocompatible photopolymerization reactions. 
  
 
Figure 5.10. Thiolatocobalamin (left).  R = CH3 or a fluorophore (such as Cy5).  When excited by light, a thiyl radical is released 
(center), which in turn can be trapped by PBN to form a stable radical adduct (right). 
Figure 5.11. Left: structure of NAcSCbl-1, Right: structure of a thiolatocobalamin that has been modified with TAMRA, called 
NAcSCbl-4. 
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5.4.2 Materials and Methods 
These thiolato-cobalamins were prepared via the activation of the ribose-5'-OH on HO–Cobalamin 
with cyclodedecatriene and ethylenediamine.44  Activated fluorophores were attached using esters or 
uranium, such as N,N,N′,N′-Tetramethyl-O-(N-succinimidyl)uronium tetrafluoroborate, O-[N-Succinimidyl)-
1,1,3,3-tetramethyluronium tetrafluoroborate.  Further treatment with N-acetylcystein (NAcSH) resulted 
Figure 5.12. Top: SSEPR spectrum of NAcSCbl-1 in presence of the PBN spin trap int he dark. Left: SSEPR spectra obtained after 
15 minutes of irradiation of (top: NAcSCbl, bottom: NAcSCbl–4). Right: spectral simulations using aN = 16.2 G, aH = 3.8 G, g = 
2.0054, line width = 1 Gauss.  The acetylcystiene radical is trapped using 100 mM PBN and 1 mM of substrate in acetate buffer 
(100 mM, pH = 5.5). 
 
 
                  
                   
88 
in the finished product.  The two species examined here are: R = –CH3 (NAcSCbl–1), and R = –TAMRA 
(NAcSCbl–4).  Samples were synthesized by Zachary L. Rodgers. 
 
5.4.3 Results and Discussions 
The photolability of these two CoIII-S bonded thiolatocobalamins (NAcSCbl–1 and NAcSCbl–4), 
whose structures are shown in Figure 5.11, were investigated by spin trapping and SSEPR.  Unlike the ethyl 
adducts, the signals from these systems were found to decay rapidly after photolysis.  Observable SSEPR 
signals only persisted for approximately 10 minutes.  Spectra were acquired under identical instrumental 
conditions as before. Figure 5.12 shows SSEPR spectra from trapped radicals of NAcSCbl (top) and 
NAcSCbl-4 (bottom, along with spectral simulations. The substrate concentration was 1 mM in aqueous 
100 mM acetate buffer (pH = 5.5). Samples were photolyzed with 546 nm light for 15 minutes in the 
presence of PBN (100 µM).  No radical can be observed in the dark (very top spectrum in Figure 5.12).  
After illumination, both compounds exhibited a signal with identical hyperfine coupling constants, a triplet 
of doublets (aN = 16.2 G, aH = 3.8 G).   
Unfortunately, literature values for trapped NAcS radicals are unavailable. For comparison to a known 
system, we generated the N-acetylcysteine thiyl radical via a known reaction: catalytic oxidation using 
horseradish peroxidase (100 mM TRIS buffer, 1 mM EDTA, pH = 8.0) (Figure 5.13).48  Simulation of the 
trapped thiyl radical from this system gives a very similar hyperfine coupling pattern (aN = 15.7 G, aH = 3.8 
G).  The small discrepancy in aN from the thiyl radical trapped in Figure 5.12 is likely due to the difference 
in pH and ionic strength between the two samples. This was necessary to ensure peroxidase activity. This 
control demonstrates that it is most likely that a thiyl radical is generated upon photolysis of a thiolato-
cobalamin. 
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It has also been demonstrated that cobalamin augmented with fluorophores can increase the photolytic 
rate and generation of thiyl radicals at visible wavelengths. The rapid deterioration of the SSEPR signals in 
these systems remains a mystery and will be the subject of future work. 
 
5.5 Fe(III)-Polysaccharide Sol-Gel Photochemistry 
5.5.1 Background 
Polyuronic acids are a common scaffold for hydrogel formation that can be paired with metal centers to 
facilitate crosslinking and control hydrogel homogeneity and functionality.  In 2015, the research group 
of Alexis Ostrowski at BGSU reported new photoresponsive coordination hydrogels comprised of iron(III) 
ions and the polysaccharides poly[guluronan-co-mannuronan] (alginate) and poly- [galacturonan] 
(pectate) (Figure 5.14).49,50  They observed physical changes in the Fe−polysaccharide gels after irradiation 
with 405 nm LED light. Evidence for CO2 release was found, and some quantitative photochemistry was 
also reported. The hydrogels prepared with iron ions and alginate were found to be capable of 
transitioning between gel and sol phases after exposure to light.  The Fe3+ ions, which form a cross-linking 
backbone of the polymer, are photoreduced to ferrous (Fe2+) ions resulting in destruction of the cross 
Figure 5.13. EPR spectra of peroxidase generated cysteinyl radical at 546 nm and the simulation.  The radical is trapped using 
PBN (100 mM) in acetate buffer (100 mM, pH 5.5). The concentrations used were 5 mM NAcSH, 100 mM PBN, 500 µM p-
phentidine and 2 µg/mL horseradish peroxidase in phosphate buffered saline.  Hydrogen peroxide was added to initiate 
oxidation. 
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linking. These materials have potential applications in tissue engineering and drug delivery since they are 
biocompatible. Mechanistic understanding of this chemistry is especially important for alginate-based 
materials, because the relative composition of the guluronate (G) and mannuronate (M) block, as well as 
the molecular weight, depend on the source of the alginate. Xanthum, another polymeric sugar, was also 
studied for comparison. Mechanistically, an initial electron transfer event was suspected to occur after 
photoexcitation, followed by the production of either radical anions and cations, or, via deprotonation 
reactions, neutral carbon–centered radicals (CCRs). This section of the chapter describes a spin trapping 
study of the photochemistry, leading to a proposed mechanism. 
Figure 5.14. Structures of two polyuronic acids: a) alginate and b) pectate, along with the monomer sequences: G = guluronate 
and M = mannuronate. Coordination of Fe ions crosslinks the polymeric structures, and light causes gel to sol transitions. 
Figure 5.15. Structure of TMPO 
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5.5.2 Materials and Methods 
The spin traps 3,3,5,5-trimethylpyrroline-N-oxide (TMPO) (figure 3.15) and N-tert-Butyl-α-phenylnitrone 
(PBN) were used to scavenge and detect produced radicals.  All samples were run with: 0.9 mM Fe(III), 50 
mM alginate/pectate/xanthum and 50 mM spin trap in water.  Samples were supplied by Giuseppe E. 
Giammanco.49  SSEPR spectra were acquired on a JEOL FA-100 spectrometer operating at X-band using a 
TE011 cylindrical microwave resonator with 100 kHz field modulation.  Samples were run in 4 mm quartz 
tubes that were prepared by being rigorously degassed with three consecutive freeze-pump-thaw cycles 
on a vacuum line.  A modulation amplitude of 1 Gauss was used.  A typical scan time of 2 minutes was 
used, run in triplicate and signal averaged with an output time constant of 0.1 seconds.  The field was 
centered at 3140 Gauss and had a sweep width of 100 Gauss.  Samples were irradiated with 390 nm UV 
fiber optic lamp.  Spectra were simulated using Easyspin to determine the hyperfine coupling constants 
of the nitrogen and nucleus (AN) and β-protons (AHβ).39 
 
5.5.3 Results and Discussion 
Experimental and simulated SSEPR spectra of TMPO spin adducts after UV-irradiation of (III)-
alginate, Fe(III)-pectate, and Fe(III)-xanthum are shown in Figure 3.16.  Peaks indicated by an * are the 
result of products of TMPO degradation (this species is thermally unstable and must be stored in the 
freezer before use).  Two major components were observed and simulated:  one with aN = 15.4 G, aH = 
16.4 G, assigned to the hydroxyl radical (HO·) adduct, and a second signal with aN = 15.8 G, aH = 20.0 G, 







Figure 5.16. Experimental and simulated spectra of TMPO adducts using 0.9 mM Fe(III), 50 
mM alginate/pectate/xanthum and 50 mM TMPO in water.  Samples were irradiated for 
15 min. with a 390 nm fiber optic lamp.  The two simulated species are assigned as: a 
hydroxyl radical with aN = 15.4 G, aH = 16.4 G and a likely carbon centered radical with aN = 
15.8 G, aH = 20.0 G.  Asterisks denote products of TMPO degradation. 
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To gather additional information and verify the nature of the CCR, similar experiments were 
performed using PBN as a spin trap (Figure 5.17).  PBN is far more selective to carbon centered radicals 
than TMPO.  Experimental and simulated EPR spectra of PBN spin adducts after UV-irradiation of (III)-
alginate, Fe(III)-pectate, and Fe(III)-xanthum all show very similar trapped radical SSEPR signals.  
Simulation of these spectra was achieved using aN= 15.9G and aH = 4.6G, which matches literature data 
for an adduct arising from the reaction of PBN with CO2•–  radical.51–55  As with the TMPO results, these 
simulations are in agreement for all three Fe(III)/polymer systems.  The hydroxyl radical cannot be seen 
using PBN as a spin trap due to the relatively short lifetime of the PBN-HO· species.56 
Figure 5.17. Experimental and simulated spectra of PBN adducts using 0.9 mM 
Fe(III), 50 mM alginate/pectate/xanthum and 50 mM PBN in water.  Samples were 
irradiated for 15 min. with a 390 nm fiber optic lamp.  The simulated species 
indicates a likely carbon centered radical with aN = 15.9 G, aH = 4.6 G.   
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The presence of the same radicals in all polysaccharide samples when exposed to UV irradiation 
suggests that all three investigated samples follow a similar degradation pattern and produce the same 
radical products. 
The Fe(III)-polyuronate show similar photochemistry to α-hydroxy acids.57,58  The 
photoreduction of Fe(III)- α-hydroxy acids is known and leads to the creation of organic radical 
before undergoing a decarboxylation.54,55,59–61 Figure 5.18 demonstrates this process with two 
possible pathways.  The products of the two pathways are short lived, so spin trapping was 
advantageous. 
SSEPR evidence strongly suggests that for these polyuronic acid systems in aqueous solutions a 
CO2•– radical is produced, and pathway B predominates.62  After photolyzation, heterolytic bond 
cleavage occurs in the carboxylate. 
 
5.6 Concluding Remarks 
 Here spin trapping experiments were performed to identify radical products and gain insights 
into the mechanism that lead to those products of three systems.  Spin trapping was used to confirm the 
identity of ethyl and thyil radical products of ethyl and thyil cobalamins by photoinitiation.  Additionally, 
Figure 5.18. Photoreduction of Iron(III) in the presence of polyuronates and radical generation.  
Figure from an upcoming publication by Karunarathna, et al.62 
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evidence collected strongly suggests a heterolytic bond cleavage and creation of a CO2•– radical for the 
observed Fe(III) polyuronic acids.  
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Chapter 6: Anomalous Chemically Induced Electron Spin Polarization in Proton-Coupled Electron 
Transfer Reactions: Insight into Radical Pair Dynamics 
This work has been published.1 
6.1 Introduction 
Proton-coupled electron transfer (PCET) reactions are important to many naturally occurring 
chemical reactions.2-5 They are also observed as part of overall mechanisms of non-natural chemical 
reactions, e.g. thermal and photoinduced catalysis reactions and redox processes such as in artificial 
photosynthesis6-9 and fuel cells.10-12 During past two decades, there has been considerable effort to 
engineer chemical systems that can mimic plant photosystem II (PSII) for possible alternative energy 
applications13 as well as solar fuels technology.14-17 The overall PSII mechanism involves a cascade of PCET 
reactions that shuttle four electrons and four protons to the correct location in the chloroplast for water 
oxidation.18,19 The PCET cascade help avoid high-energy reactive intermediates by building multiple redox 
equivalents at a single site. Therefore, mechanistic details and structure-reactivity studies of the reactive 
intermediate involved in thermal and excited state PCET reactions remain a research topic of high interest. 
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We recently reported a detailed study of a photoinduced PCET reaction involving 
[Ru(II)(bpy)2(bpz)]2+ (bpy = N,N’–bipyridine, bpz = N,N’–bipyrazine) with hydroquinone (HQ) (Scheme 
6.1).20,21 This reaction starts with the photoexcitation of Ru(II)(bpy)2(bpz) into a metal to ligand charge 
transfer (MLCT) state involving exclusively the bpz ligand. The creation of the 3MLCT* excited state 
dramatically increases the electron density on the ligand,22 rendering the non-coordinated nitrogen on 
the ligand more basic. This higher basicity leads to a hydrogen bonded complex from one of the HQ oxygen 
atoms to one of the bpz ligand nitrogens.  There is no interaction between these two species in the ground 
state. The H–bonded complex lives for some time before a PCET event leads to the formation of two free 
radicals. During this process, the H-bonding HQ proton is transferred to the bpz ligand nitrogen, and an 
electron is transferred from the HQ oxygen to the Ru(III) metal center. The PCET event destroys the H-
bond, and the complex breaks apart. The overall result is a Ru(II) compound with a radical center formally 
on the bpz ligand nitrogen, as well as a semiquinone radical HQ·. 
In our two previous papers, this reaction was studied by ultrafast transient absorption and time–
resolved electron paramagnetic resonance (TREPR) spectroscopy.20,21 Solvent, pH, and substituent effects 
on both the ligand and the HQ were investigated. Also, very strong chemically induced dynamic electron 
polarization (CIDEP)23 was observed in all spectra. The intense CIDEP and relatively slow electron spin 
relaxation times of HQ· allowed us to observe TREPR signals as long as 2 µs after the laser flash. A 
Scheme 6.1 
 101 
consequence of these long observation times is that very spectral high resolution was obtained at delay 
times greater than 1 µs (more details below), enabling the observation of hyperfine couplings of less than 
1 Gauss in many cases.  
We observed several TREPR spectra with anomalous CIDEP intensities in some of the smaller 
hyperfine mulitplets. At the time, it was speculated that this anomaly might be connected to the rate at 
which the radicals separate into free solution after the PCET event. In this paper, we reexamine these 
anomalous intensities and put forward a hypothesis that indeed connects them to the rate of radical 
separation through the phenomenon of radical pair mechanism spin polarization induced by S–T– mixing.24  
Reports of S–T– RPM polarization are rare, and quite special circumstances are required for its 
observation, e.g., excited state lifetime, hyperfine coupling constants, complex lifetime, and translational 
diffusion rates all must fall together in certain windows. Below, we present results that provide some 
insight into the role of PCET in the radical separation process. 
 
6.2 Materials and Methods 
Ru(III)bpz(bpy)2PF6 was synthesized by Javier Concepcion as described previously.25,26 HQ and HPLC grade 
acetonitrile were purchased from Sigma–Aldrich. The HQ was recrystallized twice from ethanol and dried 
in a desiccator before use. Acetonitrile was dried over calcium hydride before use. Our X–band TREPR 
apparatus is described in detail elsewhere.27 Briefly, samples were flowed through a 0.4 mm path length 
Suprasil quartz flat cell with dry nitrogen gas bubbling through a 25 mL reservoir.  Flow was necessary to 
prevent heating of the sample by the source of excitation, a YAG laser (9 ns pulse width, 10 mJ pulse 
energy at the sample, 30 Hz repetition rate). A boxcar signal averager with 100 ns gates was used to trap 
the light and dark EPR signals directly from the preamplifier of the microwave bridge. A tuned TE110 
rectangular microwave resonator with an optical transmission feature was used to enable irradiation of 
the sample. The microwave power was typically 10 mW and the scan times were 2–4 minutes. 
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6.3 Results and Discussion 
 It is worthwhile to describe a representative TREPR spectrum from the system in Scheme 6.1 in 
detail, in order to understand how the different CIDEP mechanisms manifest themselves. Figure 6.1 shows 
X–band TREPR data acquired 1 µs after a 355 nm laser flash of the system shown in Scheme 6.1. The data 
were acquired in dry acetonitrile (ACN) as the solvent, to move the equilibrium between HQ· and its 
conjugate base, the quinone radical anion (Q–·). This ensures that only HQ· is present at the time of 
observation. In aqueous solution or wet ACN, both HQ· and Q–· are detected and their spectra overlap, 
complicating assignments. The spectrum in Figure 6.1 is easily simulated as a triplet of triplets of doublets, 
as all hyperfine splittings are resolved (values are given in the Figure caption), including the smallest 
coupling constant of 0.72 G.28 Such high spectral resolution is uncommon in TREPR spectroscopy, because 
of the 1/f filtering feature of the boxcar. Basically, the closer one moves the light sampling gate to the 
laser flash, the less spectral resolution is obtained due to uncertainty broadening (as well as T2 if the light 
Figure 6.1. X-band TREPR spectrum acquired 1 µs after a 10 ns, 355 nm laser pulse firing on the PCET system shown in Scheme 
6.1 (150 µL Ru(III)bpz(bpy)2PF6, 0.1 M HQ). The spectrum was collected in dry acetonitrile at room temperature, and is assigned 
to the HQ· structure shown. Hyperfine coupling constants are as follows: H2 (ortho, 5.66 Gauss, triplet), H3 (meta, 0.72 Gauss, 
triplet), OH1 (1.62 Gauss, doublet). 
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sampling gate is very close in time to the flash). It is also important to note that in order to improve the 
time resolution, TREPR experiments in direct detection mode do not use 100 kHz external field 
modulation. Therefore, TREPR spectral line shapes are close to Lorentzian rather than the “normal” first 
derivative shape from steady–state EPR. 
 An immediate issue that arises from Figure 6.1 is the absence of any TREPR signal from the counter 
radical, i.e., Ru(III)(bpy)2bpz·. This species appears to be EPR silent and has not been observed at any delay 
time in any solvent, even at high concentrations. It is highly likely that this is due to fast electron spin 
relaxation in this species, because Ru has a reasonably high spin–orbit coupling coefficient.29,30 The 
unpaired electron in Ru(III)(bpy)2bpz· is highly delocalized, and there are several resonance contributors 
that place the radical center adjacent to the metal center, one example of which is illustrated in Scheme 
6.2. With contributions from such resonance contributors, one would expect significant π and σ through–
bond coupling, and therefore very efficient 
electron spin relaxation in Ru(III)(bpy)2bpz·. 
The possibility of fast spin relaxation 
raises an additional question: if relaxation is so 
efficient, why is there any TREPR signal 
observed at all? The answer to this lies in the 
very intense spin polarization (CIDEP) observed, to which we now turn our attention. The TREPR spectrum 
in Figure 1 shows a strong net emissive signal due to the triplet mechanism (TM) of CIDEP.  The origin of 
this polarization is illustrated in Figure 6.2. As the name implies, a photoexcited triplet state is involved. 
The photophysics of Ru complexes has been extensively studied,31 and the initial excitation from S0 to S1 
is first of all very rapid, but also results in the immediate conversion to triplet state via intersystem 
crossing.32 Rapid ISC is also attributed to the large spin–orbit coupling coefficient associated with the Ru 
metal center. 
            Scheme 6.2 
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The ISC process is anisotropic in the molecular frame, which means that the zero field triplet 
sublevels (Tx, Ty, and Tz) in this frame are populated selectively at different rates. Moving to the laboratory 
frame (T+, T0, and T–), the TM polarization is retained. The two frames are simply a rotation or change of 
basis sets, and so some coefficient of the most heavily populated zero-field sublevel will be transferred to 
a large (but perhaps not equally large) coefficient of one of the high field sublevels. If the ensuing doublet 
state free radicals are formed quickly, i.e., before complete electron spin relaxation in the triplet, this 
polarization will then appear in the TREPR spectrum.  
Molecular excited triplet states are not typically observable by EPR spectroscopy in solution at 
room temperature due to fast spin relaxation. But, we can investigate triplets in solution by examining 
the spin polarization of the radicals they produce. In general, large anisotropic triplets show very strong 
TM, sometimes up to 80-100 % spin polarized.  Since the Boltzmann ratio for equilibrium EPR spin states 
is 0.17%, it takes a very long time for a large polarization to relax completely.  While we may only be 
observing 2-3% of the original polarization, this is still more than 10 times the Boltzmann value and will 
be easily detected by TREPR. This explains the strong TM polarization observed here: the anisotropic 
Figure 6.2. The Triplet Mechanism.  A molecule undergoes photoexcitation and intersystem crossing to a triplet state.  Due to 
the anisotropic shape of the molecule, zero-field states are populated selectively at different rates.  This polarization is 
transferred to the laboratory frame and then to any doublet state free radical species created by the photochemistry. 
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3MLCT* state generates a large polarization, the non-equilibrium spin state populations relax rather slowly 
due the large size of the compound, i.e., its tumbling rate in solution is slow. 
The concept of “slow” relaxation in the 3MLCT* state and “fast” relaxation in the ensuing doublet 
state of the Ru(III)(bpy)2bpz· radical are not contradictory. The time scales for these two processes differ 
by nearly three orders of magnitude. Electron spin relaxation in the triplet manifold in solution is typically 
1-10 ns for a small organic molecule, but could be extended to 50-100 ns for a larger, slower tumbling 
species.  The relaxation mechanism in this case is due to fluctuations in the electron dipole-dipole 
interaction in the triplet, which depends on the alignment of the dipoles with the applied external 
magnetic field.33 The spin relaxation mechanism for the Ru(III)(bpy)2bpz· species is driven by spin–orbit 
coupling with the Ru metal center, and will be largely independent of the tumbling rate. The electron spin 
relaxation time for a typical doublet state organic radical in free solution is 1-10 µs, but with large spin–
orbit coupling coefficients this can become as fast as 100 ps–1 ns. 
Another nuance of the CIDEP pattern display in Figure 1 is that the net emissive (E) polarization is 
not the same for the low field packet of lines vs. the high field packet. The low field lines exhibit slightly 
more E intensity that the high field lines. We attribute this to a small amount of S–T0 radical pair 
mechanism (RPM) CIDEP, which arises from reencounters or doublet state radicals after some hyperfine-
induced spin wave function evolution when they are long distances apart.34,35 A careful distinction 
between S–T0 RPM and S–T– RPM will be put forward below; for the present discussion we note that the 
predicted S–T0 RPM pattern would be E/A, that is, low field E, high field A, exactly as observed. The 
dominance of the TM has been explained above. The weak RPM observed here is most likely due to the 
slow translational diffusion (fewer reencounters) of the larger Ru(III)(bpy)2bpz· radical. 
We now turn to the anomalous intensities observed for certain substituted HQs in this chemistry, 
namely those with electron donating groups on the ring. An example is presented in Figure 3, where tbutyl 
substituents are present. A spectral simulation is included below the experimental spectrum, which, for 
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the purpose of discussion, involves only the TM. In this Figure we have highlighted the discrepancy with 
boxes: each multiplet in the spectrum shows a more intense high–field line than its low field partner. The 
phenomenon is observed across the spectrum and only for the smallest splitting. This is a very unusual 
pattern and, to best of our knowledge, it has not been observed in high resolution TREPR spectra before. 
Furthermore, we are unable to simulate the anomaly using the pure TM, pure S–T0 RPM, or any 
superposition of the two mechanisms. Clearly there is another mechanism at work here. 
Figure 6.3. X-band TREPR spectrum (top) and spectral simulation using the TM and hyperfine coupling constants shown (bottom) 
for the semiquinone radical shown. Experimental conditions are identical to those in Figure 1 except that the solvent was 
ACN/water 50:50. This HQ· radical does not deprotonate in water due to the destabilization of the conjugate base (quinone 
radical anion) by the alkyl groups, hence the OH1 hyperfine is observed for this system. 
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Figure 6.6 shows another example, this time with methyl substituents on the HQ ring. The 
experimental spectrum (top) in this case has many more lines in it due to the additional number of protons 
engaging in hyperfine coupling and some symmetry issues. The overall spectrum consists of a heptet from 
the 6 equivalent methyl groups, each member of which is split into a doublet by the OH1 proton. These in 
turn experience a small splitting into an additional triplet from the meta protons H3.  These meta proton 
splittings of 0.39 Gauss are among the smallest ever resolved for a TREPR spectrum. Each of the small 
meta triplets also exhibits the same anomalous intensities at seen in Figure 3, i.e., the low field line of 
each small triplet is less intense than its high field counterpart. The simulation (center) again cannot 
Figure 6.4. X-band TREPR spectrum (top) and spectral simulation using the TM and hyperfine coupling constants 
(bottom) for the semiquinone radical shown. Experimental conditions are identical to those in Figure 6.1 except that 
the solvent was ACN/water 50:50. This HQ· radical does not deprotonate in water due to the destabilization of the 
conjugate base (quinone radical anion) by the alkyl groups, hence the OH1 hyperfine is observed for this system. 
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account for this pattern using pure TM, pure S–T0 RPM, or any combination of the two. The center two 
triplets in the spectrum are expanded at the bottom of Figure 6.4 to best illustrate the anomaly. 
It is curious that both observations of these unusual polarization patterns took place with electron 
donating groups on the ring, and this provided a clue as to the mechanism. To amplify this point, Figure 
6.5 shows a TREPR spectrum for a similar system except that electron withdrawing groups, namely Cl, are 
on the HQ ring. The spectrum is symmetric and simple, with two equivalent protons showing hyperfine 
interaction. The 1:2:1 triplet 
observed has a coupling constant of 
3 Gauss, and we note that in this 
case the species observed is the 
quinone radical anion, because HQ· 
here rapidly deprotonates due to 
stabilization of the negative charge 
on the conjugate base. Most 
notable here is that the 1:2:1 triplet 
is precisely symmetric in intensities 
of the low field and high field lines. 
There is not even any S–T0 RPM 
polarization, just pure TM. We note also that the multiplets in the parent compound, HQ with only 
hydrogen atoms on the ring, is also symmetric (Figure 6.1). It is clear that electron donating groups are 
necessary to observe the unusual intensities. 
Figure 6.5.  X-band TREPR spectrum (top: experimental) of the quinone anion 
radical shown. Bottom: Simulation using the hyperfine coupling constant shown 
and only TM spin polarization.  Note that the intensities of all transitions are a 
perfect match. 
 109 
To explain these observations, it is instructive to highlight the difference between the S–T0 RPM 
and the S–T– RPM polarization mechanisms. Figure 6 provides some insight. Here we show the energy 
levels of the radical pair as a function of inter–radical distances. It should be noted that the vertical scale 
of this diagram is very small compared to, say the energies of chemical bonds. Were this plotted on the 
same scale as, for example, a Jablonski diagram for a normal organic molecule, this entire plot would 
barely take up one pixel. Radical pairs are not electronically excited. Rather, an excited state has dissipated 
its energy to create them. The energy gap between the singlet and the triplet is defined as 2J, where J is 
the exchange interaction between the unpaired spins. At very close contact J is large and fast spin 
exchange tends to lock the spin state of the radical pair (S or T). But at long distances such as on the far–
right blue circle, J is small and the S and T0 states in particular begin to mix via local magnetic field 
differences (nuclear hyperfine interactions and g factor differences). When some of this spin wave 
Figure 6.6. Energy level diagram for the S and T spin states of a radical pair in solution, as a function of inter–radical distance.  It 
is implied that an external magnetic field is present, slightly separating the energies of the three high field triplet levels discussed 
in Figure 6. 2.  The initial position of a photogenerated radical pair, with a large gap between S and T.  2.  The pair diffuse apart 
for where the S-T gap (2J) is small, 3. Mixing of the S and T state can occur, after which the radical pair may undergo a reencounter.  
4.  Insert indicates a level crossing of the S and T– levels (left blue circle), and the region of S–T0 mixing (right blue circle). 
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function evolution has occurred, if a reencounter or the radicals takes place via diffusion, the radical pair 
must choose to be in the S manifold or the T0 manifold. This polarizes the spins, either E/A or A/E, and is 
called the S–T0 RPM.  The difference between S and T0 in the mixing region is simply a phase relationship 
– they are energetically degenerate, which is why they mix to create new eigenstates. 
There is another region in the diagram where S states and T states can mix, shown in the left blue 
circle of region 4 in Figure 6.6. Because J is negative in sign, there is a region of radical separation where 
S and the T– level are subject to an avoided crossing. For some states, mixing is symmetry allowed via a 
second order process. Some energy levels are forbidden to mix due to selection rules and this forms the 
crux of our argument for the anomalous intensities observed in Figures 6.3 and 6.4. There are two relevant 
equations. From a chemical reaction kinetics perspective, the rate at which a T– state converts to S can 
estimated via perturbation theory. The rate of reaction of the T– level depends on how much “S” character 
it picks up in the crossing region.  This is given by the following expression: 
kT– = kr · λ ST–  = kr · [a2/(a2 + J2)]                                                         (1)  
Here kr is the radical reencounter rate and λ ST– is the fraction of singlet character acquired during 
the avoided crossing. The term λ ST– is obtained from perturbation theory (mixing element squared divided 
by the square of the energy gap).36 Because the transition from T– to S requires a change in the total spin 
from -1 to 0, there must be a corresponding change in angular momentum elsewhere, for conservation.  
Figure 6.7. The crossing region for S–T–mixing. Left: S and T levels in an applied magnetic field, non-interacting. Right: expansion 
of the crossing region showing that some radical pairs will cross without interacting, but others will undergo an avoided crossing, 
and switch manifold from T to S or vice versa. 
 111 
Therefore, the nuclear spin involved in the mixing must change from a higher value to a lower value, i.e., 
there is a selection rule. We can therefore estimate the magnitude of RPM S–T– CIDEP, PS–T–, from the 
following equation: 
 
PS–T– ~ aH2[I(I+1)-m(m+1)]                                                       (2) 
 
Here I represents the nuclear spin quantum number and m is the electron spin quantum number, and PS–
T– is the polarization which is directly proportional to the transition intensity.  
A consequence of the selection rule is that there will always be, in any hyperfine multiplet, a so–
called “orphan” state, i.e., an electron nuclear spin sub–level that cannot mix from T– to S.  If we start 
from a pure triplet state, the S–T– mixing process populates S and depopulates T–. As mentioned above, 
the net change in total spin for the radical pair in this process is +1. Nuclear spin sublevels can change 
correspondingly by -1, except for the lowest total spin quantum number. It cannot change beyond its 
current value without violating the selection rule, and so it cannot be polarized by the S–T– RPM.  
It is very helpful to close out our discussion with an example, which is presented in Figure 6.8. 
Here we are simulating only one of the multiplets from the bottom of Figure 6.4 (dimethyl HQ). On the 
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left are stick plots showing the expected pattern from the TM (top left), the S–T0 RPM (middle left), and 
the S–T– RPM (bottom left). For TM there is a net emissive spectrum that gives a 1:2:1 intensity pattern 
on these peaks.  For S–T0 RPM there is an approximate –1:0:1 pattern, low field emissive and high field 
absorptive.  However, for S–T– RPM the resulting intensities are 0:2:1, due to the spin forbidden transition.  
In the center of Figure 6.8 these on the left, with very little RPM added, as we know there is not much of 
this mechanism present in the experimental spectrum. Note that a superposition of the top and middle 
stick plots will never reproduce the experiment, because the high field line will always be less intense than 
the low field line (the high field lines have opposite polarizations and will cancel each other).  See Figure 
6.8 caption for further details. 
Figure 6.8. Stick plots of the three different CIDEP mechanisms present in Figure 6.6 for dimethyl HQ. Top left: The TM, with 
symmetric intensities. Top middle: The S–T0 RPM, showing E/A polarization. Left bottom: The S–T– RPM, showing zero intensity 
for the orphan state at low field that is forbidden from mixing by this mechanism. Center: Addition of all three stickplots. Top 
right: Summed spectra with added Lorentzian line shape, which compares very favorably to the experimentally observed line 
shape (bottom right). 
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Since ST– mixing will be strongly dependent on the time spent in the crossing region, temperature 
should have an effect on these anomalous intensities.  To this end, we compared datasets at 25°C and 
50°C. The results, obtained at a delay time of 1 µs at the same concentrations and same solvent systems 
as before, are shown for one multiplet in Figure 6.9. Higher temperatures should speed up time spent in 
the mixing region and reduce the magnitude of the anomaly. Indeed, this is observed. Because the natural 
line width should not change much between the 
temperatures selected (and even then, should 
become narrower at the higher temperature 
value), we use simple peak height ratios to 
illustrate this quantitively. The ratio of the peak 
heights on the low field to high field side (peak A 
and peak B) has a ratio of 0.71 at 25 °C and moves 
closer to equal at 50 °C, to 0.86.  This is an overall 
change of about 20%, which is a surprisingly 
significant effect. 
A final point of discussion is the substituent 
effect, i.e., why do we observe this unusual 
polarization only with EDGs? What makes significant time in the S–T– mixing region more likely in such 
cases? Scheme 6.3 shows the role substituents play in the PCET mechanism. Clearly, EDGs will destabilize 
negative charges and therefore they will promote the transfer of the electron from the HQ oxygen atom 
to the metal.  Correspondingly, they will stabilize the small positive charge on the H atom, they may also 
Figure 6.9. Ratios of outer peak heights as a function of 
temperature for the central multiplet of the dimethylHQ 
semiquinone radical. 
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donate electron density to toward the H–bond.  So, there will be a tendency for a “pull” on the H and a 
“push” on the electron.37  The opposite will be true for EWGs. Our results suggest that with EDGs, the 
electron transfer portion of the PCET reaction is moving ahead slightly faster, creating an electron 
deficient oxygen that then leads to a 
weakening of the H–bond, but slowly 
so that radical separation leads to 
time in the mixing region. The role of 
EWGs should be opposite, in other 
words protonation of the nitrogen on 
the bpz ligand moves ahead of 
electron transfer, leading to different separation dynamics. The time scales for these processes should be 
on the order of the inverse of the hyperfine coupling constant in frequency units. 
 It is also worth mentioning the magnitude of the exchange interaction J at such distance, which 
might be expected to be so large as to preclude any mixing at such distances (a few Ångstroms). However, 
it is well known that in charged radical systems, J can flip sign due to configuration interaction with ionic 
excited states.38 Such interactions are offset by overlap integrals, and so overall the magnitude of J might 
be much smaller than expected for electrically neutral systems. This will also affect the value of singlet 
character acquired during mixing (eq 1). A smaller J value will increase this significantly, which has 
ramifications for both chemical reactivity and polarization intensities. 
 
6.4 Conclusions 
 We have presented a detailed investigation of a radical reaction involving PCET that shows 
anomalous CIDEP intensities that we attribute to S–T– mixing during radical separation after the PCET 
event.  The phenomenon is observed when EDGs are present on the ring of the HQ participant, which 
Scheme 6.3 
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functions as both the H and e– donor. Temperature studies support the hypothesis, and the unusual CIDEP 
intensities cannot be explained by any other CIDEP mechanism, or combinations thereof. Future work will 
include additional variations in temperature, viscosity, and substituents, as well as a molecular dynamics 
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APPENDIX 1: SIMULATION CODE 
 
Imports System.IO 'needed for saving/loading files 
Imports System.Math 'needed for some higher math functions 
 
Public Class Form1 
    'Initiating needed variables/tables/etc. 
    Dim dtTest As New DataTable 'for simulation 
    Dim dtinput As New DataTable 'for import 
    Dim dtarray() As Double 'for output of multiple whatevers 
    Dim dtdifference As New DataTable 'for difference between simulation and 
experimental 
    Dim dt(100000), PAB(1000000), y(4) As Double 'storage of absorbance 
value, line intensities 
    Dim RIA, K, RIB, L, J, RIC, M, RID, n2, l2, m2, j2 As Double 'indexes 
    Dim TINDX, PINDX, M1 As Integer 'Indexes for calculating line position, 
intensity, drawing the chart 
    Dim SW As Double 'sweep width 
    Dim Rinc As Double 'gauss per datapoint 
    Dim LW1 As Double 'line width 
    Dim LW, T22, AX As Double 'half line width, spin-spin relaxation, current 
location on spectra 
    Dim h As Double = 6.626069E-34 'plank's constant 
    Dim b As Double = 9.27401E-24 'bohr magneton 
    Dim input(100000) As Double 'imported spectra 
    Dim index = 1000 'number of data points.  Defaults to 1000 but will mimic 
number found in imported data 
    Dim grid As Integer = 1 'tells the program whether or not to draw a grid 
on the main chart area 
    Dim importcheck As Integer = 0 'Is 1 when an exp is imported.  prevents 
crashes if nothing is imported. 
    Dim Xsquared As Double 'difference between exp and sim 
    'Autoresizes charts 
    Private Sub Form1_Resize(ByVal sender As Object, _ 
            ByVal e As System.EventArgs) Handles Me.Resize 
        'Resizes the Chart to take advantage of screen size 
        Chart1.Width = Size.Width - 400 
        Chart1.Height = Size.Height - 100 
        Chart1.AutoSize = True 
    End Sub 
    ' n!/k!(n-k)!  aka BC function 
    Public Function BC(ByVal n As Long, ByVal k As Long) As Long 
        Dim u As Long 
        Dim r As Long, i As Long 
        u = n - k 
        r = 1 
        For i = 1 To k 
            r = (r * (u + i)) / i 
        Next i 
        BC = r 
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    End Function 
    'Initiates objects on the form 
    Private Sub Form1_Load(ByVal sender As System.Object, ByVal e As 
System.EventArgs) Handles MyBase.Load 
 
        dtTest.Columns.Add("FieldPoint", GetType(Double)) 
        dtTest.Columns.Add("Abs", GetType(Double)) 
        dtinput.Columns.Add("FieldPoint", GetType(Double)) 
        dtinput.Columns.Add("Abs", GetType(Double)) 
        dtdifference.Columns.Add("FieldPoint", GetType(Double)) 
        dtdifference.Columns.Add("res", GetType(Double)) 
        With Chart1.ChartAreas(0) 
            '.AxisX.Title = "Field" 
            ' .AxisY.Title = "Abs" 
            .CursorX.IsUserSelectionEnabled = True 'Allows zooming in x 
            .CursorY.IsUserSelectionEnabled = True 'in y 
        End With 
 
        With Chart2.ChartAreas(0) ' Gets rid of gridlines/ticks etc in 
difference chart 
            ' .AxisX.Title = "Field" 
            ' .AxisY.Title = "Abs" 
            .AxisX.LineWidth = 0 
            .AxisY.LineWidth = 0 
            .AxisX.LabelStyle.Enabled = False 
            .AxisY.LabelStyle.Enabled = False 
            .AxisX.MajorGrid.Enabled = False 
            .AxisY.MajorGrid.Enabled = False 
            .AxisX.MajorTickMark.Enabled = False 
            .AxisY.MajorTickMark.Enabled = False 
            BackColor = SystemColors.Control 
            Me.Refresh() 
        End With 
        Chart1.Series.Add("Exp") 'Adds a series for experimental data 
        Chart1.Series(0).LegendText = "Sim" 'Labels series 0 as Simulation 
        'MessageBox.Show("Mouse over options to learn more about them." & 
vbNewLine & "The dafault numbers in this application simulate a copper(II) 
porphyrin." & vbNewLine & "During more complicated simulations the program 
will become unresponsive when it is busy." & vbNewLine & "Contact 
abrugh@live.unc.edu with any questions and comments.", "Info") 
    End Sub 
  
    'Clears out the charts/datatables 
    Private Sub Clearall() 
        For I As Integer = 0 To 100000 Step 1 
            dt(I) = 0 
            PAB(I) = 0 
        Next 
        dtTest.Rows.Clear() 
        dtinput.Rows.Clear() 
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        dtdifference.Rows.Clear() 
        Chart1.Series(0).Points.Clear() 
        Chart1.Series(1).Points.Clear() 
        Chart2.Series(0).Points.Clear() 
    End Sub 
    'Button for clearing everything 
    Private Sub Button2_Click(ByVal sender As System.Object, ByVal e As 
System.EventArgs) Handles Button2.Click 
        'Clears everything 
        Clearall() 
    End Sub 
    'All calculation and charting at button prompt...outdated  no longer used 
    Private Sub singleradical() 
        '      TINDX = 1 
        '     Dim kpab, lpab, jpab, mpab As Double 
        '    For K As Integer = kMax To 1 Step -1 
        'For L As Integer = lMax To 1 Step -1 
        'For J As Integer = jMax To 1 Step -1 
        'For M As Integer = mMax To 1 Step -1 
        'S1(TINDX) = SL2(K, L, J, M) 
        ' Debug.Print("K: " & K & " L:" & L & " s1: " & S1(TINDX)) 
        'Linewidth Calculations 
        '   If LWD.Checked = True Then 'If the linewidth checkbox is checked 
        'Equation from Toyama and Kivelson hybrid 
        'dH = (k0 + k1 * (K / 2) + k2 * (K / 2) ^ 2 + k3 * (K / 2) ^ 3) 'user 
can change constant values 
        'LWA(TINDX) = LW1 * dH + k4 
        'Equation from Bales.  Seems to work alot better for 1.5 spin.  Worse 
for 1 ironically 
        '  LWA(TINDX) = 2 * (LW1 * K * (K + 1) * k0 * aone ^ 2 / 3) ^ (1 / 2) 
        '   Else 'or else assume all linewidths are equal 
        ' LWA(TINDX) = LW1 
        'End If 
        'Intensity calculations 
        'If spins1 > 1 Then 'if the number of nuclei is greater than one, 
uses binomial coefficients to determine peak height. 
        'kpab = BC(kMax - 1, K - 1) 'or else they are all equivalent 
        'Else 
        'kpab = 1 
        'End If 
        'If spins2 > 1 Then 
        'lpab = BC(lMax - 1, L - 1) 
        'Else 
        'lpab = 1 
        'End If 
        'If spins3 Then 
        'jpab = BC(jMax - 1, J - 1) 
        'Else 
        'jpab = 1 
        'End If 
121 
        'If spins4 > 1 Then 
        'mpab = BC(mMax - 1, M - 1) 
        'Else 
        'mpab = 1 
        'End If 
        'PAB(TINDX) = (kpab * lpab * jpab * mpab) / LWA(TINDX) ^ 2 
        'TINDX = TINDX + 1 
        ' 
        'Next 
        'Next 
        'Next 
        'Next 
    End Sub 
    'BCC 
    Private Function BCC(ByVal n As Double, ByVal max As Double, ByVal k As 
Integer) As Double 
        If n > 1 Then 'if the number of nuclei is greater than one, uses 
binomial coefficients to determine peak height. 
            BCC = BC(max - 1, k - 1) 'or else they are all equivalent 
        Else 
            BCC = 1 
        End If 
    End Function 
    'Prompts the program to simulate a spectra 
    Private Sub bin_Click(ByVal sender As System.Object, ByVal e As 
System.EventArgs) Handles bin.Click 
        Dim Jproper As Double = CDbl(jin.Text) 
        Dim v2t As Double = CDbl(V2tin.Text) 
        Dim k0 As Double = CDbl(k0in.Text) 
        Dim k1 As Double = CDbl(k1in.Text) 
        Dim k2 As Double = CDbl(k2in.Text) 
        Dim k3 As Double = CDbl(k3in.Text) 
        Dim k4 As Double = CDbl(k4in.Text) 
        Dim lw1 As Double = CDbl(lwin.Text) 
        Simulate(Jproper, v2t, LW1, k0, k1, k2, k3, k4) 
    End Sub 
    'Simulates a spectra 
    Private Sub Simulate(ByVal Jproper As Double, ByVal V2t As Double, ByVal 
lw1 As Double, ByVal k0 As Double, ByVal k1 As Double, ByVal k2 As Double, 
ByVal k3 As Double, ByVal k4 As Double) 
        'defines variables based on users input 
        'Calculating.Text = "Calculating..." 
        'status.Text = "Calculating..." 
        'Dim AckTime As Integer, InfoBox As Object 
        'InfoBox = CreateObject("WScript.Shell") 
        'Set the message box to close after 1 second 
        'AckTime = 1 
        'Select Case InfoBox.Popup("Calculating...", _ 
        'AckTime, "", 0) 
        '    Case 1, -1 
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        'End Select 
        'MessageBox.Show("Calculating...") 
        Dim SPIN As Double = CDbl(spinin.Text) 'spin for first nucleus 
        Dim A1 As Double = CDbl(hfin.Text) 'first hyperfine interaction 
        Dim spins1 As Integer = spinsin1.Text 'number of nuclei 
        Dim freq As Double = CDbl(freqin.Text) 'frequency of experiment 
        'LW1 = CDbl(lwin.Text) 
        SW = CDbl(swin.Text) 'sweep width 
        Dim center As Double = CDbl(centerin.Text) 'center of spectral 
sweep/window 
        Dim SPIN2 As Double = CDbl(spinin2.Text) 'for second spin 
        Dim a2 As Double = CDbl(hfin2.Text) 'second hf 
        Dim spins2 As Integer = spinsin2.Text 
        Dim SPIN3 As Double = CDbl(spinin3.Text) 
        Dim a3 As Double = CDbl(hfin3.Text) 
        Dim spins3 As Integer = spinsin3.Text 
        Dim SPIN4 As Double = CDbl(spinin4.Text) 
        Dim a4 As Double = CDbl(hfin4.Text) 
        Dim spins4 As Integer = spinsin4.Text 
 
        Dim spin21 As Double = CDbl(spinin21.Text) 'parameters for radical 2 
        Dim spin22 As Double = CDbl(spinin22.Text) 
        Dim spin23 As Double = CDbl(spinin23.Text) 
        Dim spin24 As Double = CDbl(spinin24.Text) 
        Dim spins21 As Double = CDbl(spinsin21.Text) 
        Dim spins22 As Double = CDbl(spinsin22.Text) 
        Dim spins23 As Double = CDbl(spinsin23.Text) 
        Dim spins24 As Double = CDbl(spinsin24.Text) 
        Dim a21 As Double = CDbl(hfin21.Text) 
        Dim a22 As Double = CDbl(hfin22.Text) 
        Dim a23 As Double = CDbl(hfin23.Text) 
        Dim a24 As Double = CDbl(hfin24.Text) 
 
        If dimer.Checked = True Then 
            a21 = A1 
            a22 = a2 
            a23 = a3 
            a24 = a4 
            spin21 = SPIN 
            spin22 = SPIN2 
            spin23 = SPIN3 
            spin24 = SPIN4 
            spins21 = spins1 
            spins22 = spins2 
            spins23 = spins3 
            spins24 = spins4 
        End If 
 
        Dim ts21 As Double = spins21 * spin21 'Total spin calculations for 
radical 2 
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        Dim ts22 As Double = spins22 * spin22 
        Dim ts23 As Double = spins23 * spin23 
        Dim ts24 As Double = spins24 * spin24 
        Dim kMax2 As Integer = (2 * ts21 + 1) 'Max number of transitions for 
spin 1 
        Dim lMax2 As Integer = (2 * ts22 + 1) 'for 2 
        Dim jMax2 As Integer = (2 * ts23 + 1) 'for 3 
        Dim mMax2 As Integer = (2 * ts24 + 1) 
 
        Dim offset As Double = CDbl(offsetin.Text) 'offset for simulated 
spectra aka center of spectrum 
        Dim ts1 As Double = spins1 * SPIN 'total spins for 1  
        Dim ts2 As Double = spins2 * SPIN2 'for 2 
        Dim ts3 As Double = spins3 * SPIN3 'for 3 
        Dim ts4 As Double = spins4 * SPIN4 
        Dim scaling As Double = CDbl(scalingin.Text) 
        Dim kMax As Integer = (2 * ts1 + 1) 'Max number of transitions for 
spin 1 
        Dim lMax As Integer = (2 * ts2 + 1) 'for 2 
        Dim jMax As Integer = (2 * ts3 + 1) 'for 3 
        Dim mMax As Integer = (2 * ts4 + 1) 
        Dim Max As Integer 
        If spins21 = 0 Then 
            Max = (kMax * lMax * jMax * mMax) 
        Else 
            max = (kMax * lMax * jMax * mMax * kMax2 * lMax2 * jMax2 * mMax2 
* 4) 'Max number of transitions 
        End If 
        Dim p1 As Double = CDbl(primaryamount.Text) / 100 
        Dim p2 As Double = CDbl(secondaryisotope.Text) / 100 
        Dim as1 As Double = CDbl(hfinsecondary.Text) 
        Dim RSE1 As Double = -SW / 2 
        Dim RSE2 As Double = SW / 2 
        ' Zeros the graph, data table, and array 
        Clearall() 
        'Calculates g 
        Dim g As Double = (h * freq * 10 ^ 9) / (b * center / 10000) 
        Dim goutput As String = (String.Format(g)) 
        goutput = FormatNumber(goutput, 6) 
        glabel.Text = "g = " & goutput 
        Dim g2 As Double = (h * freq * 10 ^ 9) / (b * CDbl(g2in.Text) / 
10000) 
        Dim gos As Double = (h * freq * 10 ^ 9) / (b * offset / 10000) 'g for 
offsetted simulated spectra 
        Dim gosoutput As String = (String.Format(gos)) 
        gosoutput = FormatNumber(gosoutput, 6) 
        goffset.Text = "g = " & gosoutput 
        'calculations for linewidths 
        Debug.Print("max: " & Max) 
        Dim LWA(1000000), dH As Double 
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        offset = offset - center 'how far simulated peaks need to be shifted 
        Dim offset2 = CDbl(g2in.Text) - center 
        Debug.Print(offset2) 
        status.Text = "Status: Initiating" 
        Dim isotopeloop As Integer 
        If isotope.Checked = True Then 
            isotopeloop = 2 
        Else : isotopeloop = 0 
        End If 
        For ii As Integer = 0 To isotopeloop Step 1 'Calculates once for each 
isotope 
            Dim SL2(20, 20, 20, 20), SL3(20, 20, 20, 20), S1(1000000), 
lwj(1000000) As Double 'arrays for storing line positions 
            Dim aone, atwoone As Double 'Serves as the first for both 
isotopes d 
            For I As Integer = 0 To 1000000 Step 1 
                PAB(I) = 0 
                lwj(I) = 0 
            Next 
            If ii = 0 Then 
                aone = A1 
                atwoone = a21 
            ElseIf ii = 1 Then 
                aone = as1 * A1 
                atwoone = as1 * a21 
            ElseIf ii = 2 Then 
                aone = A1 
                atwoone = as1 * a21 
            End If 
            ' calculates location of peaks relative to each other.  Spits 
them out into sl2 
            status.Text = "Status: First radical" 
            Debug.Print("first") 
            For IA As Double = ts1 To -ts1 Step -1 
                For IB As Double = ts2 To -ts2 Step -1 
                    For IC As Double = ts3 To -ts3 Step -1 
                        For ID As Double = ts4 To -ts4 Step -1 
                            K = IA + ts1 + 1 
                            L = IB + ts2 + 1 
                            J = IC + ts3 + 1 
                            M = ID + ts4 + 1 
                            SL2(K, L, J, M) = (aone * IA + a2 * IB + a3 * IC 
+ a4 * ID) 
                        Next 
                    Next 
                Next 
            Next 
            'Radical 2 
            status.Text = "Status: Second radical" 
            Debug.Print("second") 
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            If spin21 > 0 Then 
                For IA As Double = ts21 To -ts21 Step -1 
                    For IB As Double = ts22 To -ts22 Step -1 
                        For IC As Double = ts23 To -ts23 Step -1 
                            For ID As Double = ts24 To -ts24 Step -1 
                                K = IA + ts21 + 1 
                                L = IB + ts22 + 1 
                                J = IC + ts23 + 1 
                                M = ID + ts24 + 1 
                                SL3(K, L, J, M) = (atwoone * IA + a22 * IB + 
a23 * IC + a24 * ID) 
                            Next 
                        Next 
                    Next 
                Next 
            End If 
            lw1 = CDbl(lwin.Text) 
            'calculate line positions then store in s1... 
            status.Text = "Status: Line position and width" 
            Debug.Print("Calculating line position and width") 
            TINDX = 1 
            Dim kpab, lpab, jpab, mpab, Q1, OM, tp1, tp2, tp3, tp4, sum, 
n2pab, l2pab, j2pab, m2pab, bp1, q, area As Double 
            Dim kb As Double = 7441.65 
            Dim t As Double = 298 
            Dim kI As Double = (kMax - 1) / 2 
            Dim n2i As Double = (kMax2 - 1) / 2 
            For K As Integer = kMax To 1 Step -1 
                For L As Integer = lMax To 1 Step -1 
                    For J As Integer = jMax To 1 Step -1 
                        For M As Integer = mMax To 1 Step -1 
                            If spins21 = 0 Then ' for monoradicals 
                                S1(TINDX) = SL2(K, L, J, M) 
 
                                If LWD.Checked = True Then 'If the linewidth 
checkbox is checked 
                                    LWA(TINDX) = 2 * ((lw1 * K * (K + 1) * 
spins1 * aone ^ 2) / 3) ^ (1 / 2) 
                                ElseIf kivelson.Checked = True Then 
                                    dH = (k0 + k1 * (kI) + k2 * (kI) ^ 2 + k3 
* (kI) ^ 3) 
                                    LWA(TINDX) = lw1 * dH + k4 
                                Else 'or else assume all linewidths are equal 
                                    LWA(TINDX) = lw1 
                                End If 
                                lwj(TINDX) = 0 
                                kpab = BCC(spins1, kMax, K) 
                                lpab = BCC(spins2, lMax, L) 
                                jpab = BCC(spins3, jMax, J) 
                                mpab = BCC(spins4, mMax, M) 
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                                PAB(TINDX) = (kpab * lpab * jpab * mpab) 
                                TINDX = TINDX + 1 
                            Else 
                                n2i = (kMax2 - 1) / 2 
                                For N2 As Integer = kMax2 To 1 Step -1 
                                    For L2 As Integer = lMax2 To 1 Step -1 
                                        For J2 As Integer = jMax2 To 1 Step -
1 
                                            For M2 As Integer = mMax2 To 1 
Step -10 
                                                Q1 = 1 / 2 * (SL2(K, L, J, M) 
- SL3(N2, L2, J2, M2)) + (g - g2) * b * (h * freq * 10 ^ 9) / 10000 
                                                sum = 1 / 2 * (SL2(K, L, J, 
M) + SL3(N2, L2, J2, M2)) 
                                                OM = ((Jproper ^ 2 + (Q1 ^ 
2))) ^ 0.5 
                                                S1(TINDX) = Jproper + OM + 
sum 
                                                S1(TINDX + 1) = -Jproper - OM 
+ sum 
                                                S1(TINDX + 2) = -Jproper + OM 
+ sum 
                                                S1(TINDX + 3) = Jproper - OM 
+ sum 
                                                ' t2 -1 correction chem rev 
1969 gr luckhurst  hudson add to width 
                                                'there's three paper j phys 
chem 9 1996 vol 101 p 617; j phys chem 1996 vol 100 p 1993; j phys chem 1995 
vol 99 9660 
                                                'Linewidth Calculations 
                                                If LWD.Checked = True Then 
'If the linewidth checkbox is checked 
                                                    'Equation from Kivelson  
                                                    'dH = (k0 + k1 * (K / 2) 
+ k2 * (K / 2) ^ 2 + k3 * (K / 2) ^ 3) 'user can change constant values 
                                                    'Equation from Bales.  
Seems to work alot better for 1.5 spin.  Worse for 1 ironically 
                                                    For i As Integer = 0 To 3 
Step 1 
                                                        LWA(TINDX + i) = (2 * 
((lw1 * (K + N2) / 2 * ((K + N2) / 2 + 1) * spins1 * aone ^ 2) / 3) ^ (1 / 
2)) 
                                                        'LWA(TINDX + i) = LW1 
* dH + k4 
                                                    Next 
                                                ElseIf kivelson.Checked = 
True Then 
                                                    dH = (k0 + k1 * ((kI)) + 
k2 * ((kI)) ^ 2 + k3 * ((kI)) ^ 3) 
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                                                    For i As Integer = 0 To 3 
Step 1 
                                                        LWA(TINDX + i) = lw1 
* dH + k4 
                                                    Next 
                                                Else 'or else assume all 
linewidths are equal 
                                                    For i As Integer = 0 To 3 
Step 1 
                                                        LWA(TINDX + i) = lw1 
                                                    Next 
                                                End If 
                                                'Intensity calculations 
                                                kpab = BCC(spins1, kMax, K) 
                                                lpab = BCC(spins2, lMax, L) 
                                                jpab = BCC(spins3, jMax, J) 
                                                mpab = BCC(spins4, mMax, M) 
                                                n2pab = BCC(spins21, kMax2, 
N2) 
                                                l2pab = BCC(spins22, lMax2, 
L2) 
                                                j2pab = BCC(spins23, jMax2, 
J2) 
                                                m2pab = BCC(spins24, mMax2, 
M2) 
                                                If Jproper = 0 Then 'If j is 
0 sets transition probabilities as equal 
                                                    tp1 = 0.5 
                                                    tp2 = 0.5 
                                                    tp3 = 0.5 
                                                    tp4 = 0.5 
                                                Else 'Sets the transition 
probabilities 
                                                    tp1 = (Cos(0.5 * Atan(Q1 
/ Jproper))) ^ 2 
                                                    tp2 = tp1 
                                                    tp3 = (Sin(0.5 * Atan(Q1 
/ Jproper))) ^ 2 
                                                    tp4 = tp3 
                                                    If Jmod.Checked = True 
Then 'Applies j-modulation to the spectrum 
                                                        lwj(TINDX) = (1 + 
(Jproper / OM)) * V2t 
                                                        lwj(TINDX + 1) = (1 + 
(Jproper / OM)) * V2t 
                                                        lwj(TINDX + 2) = (1 - 
(Jproper / OM)) * V2t 
                                                        lwj(TINDX + 3) = (1 - 
(Jproper / OM)) * V2t 
                                                    Else 
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                                                        For n As Integer = 0 
To 3 Step 1 
                                                            lwj(TINDX + n) = 
1 
                                                        Next 
                                                    End If 
                                                End If 
                                                If addx.Checked = True Then 
'Inverts the intensities of two transitions, gives a pseudo-TR spectra I 
suppose 
                                                    tp2 = -tp2 
                                                    tp3 = -tp3 
                                                End If 
                                                'Intensity calculations for 
lines 
                                                PAB(TINDX) = tp1 * (kpab * 
lpab * jpab * mpab * n2pab * l2pab * j2pab * m2pab) 
                                                PAB(TINDX + 1) = tp2 * (kpab 
* lpab * jpab * mpab * n2pab * l2pab * j2pab * m2pab) 
                                                PAB(TINDX + 2) = tp3 * (kpab 
* lpab * jpab * mpab * n2pab * l2pab * j2pab * m2pab)  
                                                PAB(TINDX + 3) = tp4 * (kpab 
* lpab * jpab * mpab * n2pab * l2pab * j2pab * m2pab)  
                                                TINDX = TINDX + 4 
                                            Next 
                                        Next 
                                    Next 
                                    n2i = n2i - 1 
                                Next 
                            End If 
                        Next 
                    Next 
                Next 
                kI = kI - 1 
            Next 
            For i As Integer = 1 To TINDX 
                If ii = 0 Then 
                    If a21 = 0 Then 
                        PAB(i) = PAB(i) * p1 
                    Else 
                        PAB(i) = PAB(i) * p1 * p1 
                    End If 
                ElseIf ii = 1 Then 
                    If a21 = 0 Then 
                        ii = 3 
                        PAB(i) = PAB(i) * p2 
                    Else 
                        PAB(i) = PAB(i) * p2 * p2 
                    End If 
                ElseIf ii = 2 Then 
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                    PAB(i) = PAB(i) * p1 * p2 * 2 
                End If 
            Next 
            'Determines location of peaks on graph  
            status.Text = "Status: Generating data table" 
            Debug.Print("generating data table") 
            Rinc = SW / index 'guass per every x point 
            Dim ymax As Double 
            For I As Integer = 1 To Max Step 1 
                S1(I) = -1 * S1(I) + offset 
                LW = (LWA(I) + lwj(I)) 
                T22 = (((LW / 2)) ^ 2) 
                ymax = 1 / (PI * LW) 
                If LW = 0 Or PAB(I) = 0 Then 
                Else 
                '  AX = S1(I) - (120 * LW) 'AX is the current position to be 
graphed.  AX starts X LW to the left of each peak 
                For AX As Double = S1(I) - (14 * LW) To S1(I) + (14 * LW) 
Step Rinc 
                    'Do While AX < (S1(I) + 120 * LW) 'Continues to do these 
calculations while AX is within the 2X LW range 
                    M1 = (AX - RSE1) / Rinc 'M1 as the index for the 
corresponding AX.  IE: 1 for RSE1 and index for RSE2 
                    If M1 < 1 Or M1 > index Then 
                    Else 
                        If derivative.Checked = True Then 'If the dx/d box is 
checked, this takes the derivative 
                            : dt(M1) = dt(M1) - ymax * PAB(I) * 2 * (AX - 
S1(I)) * (T22) / ((T22 + (AX - S1(I)) ^ 2) ^ 2) 'lorent 
                        Else 
'gauss 
                            : dt(M1) = dt(M1) + ymax * PAB(I) * T22 / (T22 + 
(AX - S1(I)) ^ 2) 'lorent 
                        End If 
                    End If 
                Next 
                End If 
            Next 
        Next 
        'Converts the array to a datatable so that it can be graphed 
        status.Text = "Status: Generating Chart" 
        Debug.Print("generating chart") 
        For i As Double = 1 To index Step 1            dtTest.Rows.Add(i * 
Rinc + (center + RSE1), dt(i) * scaling) 
            If input IsNot Nothing Then dtinput.Rows.Add(i * Rinc + (center + 
RSE1), input(i)) 'only includes the imported spectrum if it exists 
        Next 
        'Draws graph (simulation) 
        With Chart1.Series(0) 
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            .Points.DataBind(dtTest.DefaultView, "FieldPoint", "Abs", 
Nothing) 
            .ChartType = DataVisualization.Charting.SeriesChartType.Line 
            .BorderWidth = 2 
            .Color = Color.Blue 
        End With 
        If importcheck = 1 Then 'If there is no imported spectrum, it will 
not be graphed (prevents a crash) 
            With Chart1.Series("Exp") 'graphs the imported spectrum 
                .Points.DataBind(dtinput.DefaultView, "FieldPoint", "Abs", 
Nothing) 
                .ChartType = DataVisualization.Charting.SeriesChartType.Line 
                .BorderWidth = 2 
                .Color = Color.Red 
            End With 
        End If 
        Chart1.ChartAreas(0).AxisX.Interval = SW / 10 
        'difference between simulation and experimental 
        If importcheck = 1 Then ' does not do this if there is no imported 
spectra 
            dtdifference.Clear() 
            Xsquared = 0 
            For i As Double = 1 To index Step 1 
                dtdifference.Rows.Add(i * Rinc + (center + RSE1), input(i) - 
dt(i) * scaling) 
                Xsquared = Xsquared + (input(i) - dt(i) * scaling) ^ 2 
            Next 
            Dim x2output As String = (String.Format(Xsquared)) 
            x2output = FormatNumber(x2output, 0) 
            xsquaredlabel.Text = "χ^2 = " & x2output 
            With Chart2.Series(0) 
                .Points.DataBind(dtdifference.DefaultView, "FieldPoint", 
"res", Nothing) 
                .ChartType = DataVisualization.Charting.SeriesChartType.Line 
                .BorderWidth = 1 
            End With 
            With Chart2.ChartAreas(0) 
                .AxisY.Minimum = Chart1.ChartAreas(0).AxisY.Minimum 
                .AxisY.Maximum = Chart1.ChartAreas(0).AxisY.Maximum 
                .AxisX.Minimum = Chart1.ChartAreas(0).AxisX.Minimum 
                .AxisX.Maximum = Chart1.ChartAreas(0).AxisX.Maximum 
            End With 
        End If 
        status.Text = "Status: Done" 
        Calculating.Text = "" 
    End Sub 
    'Resizes the chart...outdated  replaced by autimatic resizing 
    Private Sub Button3_Click(ByVal sender As System.Object, ByVal e As 
System.EventArgs) 
        'Resizes the chart to fill the window - the area with buttons 
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        Chart1.Width = Size.Width - 400 
        Chart1.Height = Size.Height - 150 
        Chart1.AutoSize = True 
    End Sub 
    'autoscale 
    Private Sub AutoScale1() 
            Dim bestscale As Double = CDbl(scalingin.Text) 
            Dim scalemin As Double = bestscale - bestscale * 0.3 
            Dim scalemax As Double = bestscale + bestscale * 0.3 
            Dim scaleint As Double = (scalemax - scalemin) / 10 
            Dim prevmin As Double 
            Rescale(bestscale) 
            prevmin = Xsquared 
            Debug.Print("autoscaling...") 
            For n As Integer = 1 To 4 Step 1 
                For s As Double = scalemin To scalemax Step scaleint 
                    Rescale(s) 
                    If Xsquared < prevmin Then 
                        bestscale = s 
                        prevmin = Xsquared 
                    End If 
 
                Next 
            scalemin = bestscale - bestscale * 0.3 / (10 ^ n) 
            scalemax = bestscale + bestscale * 0.3 / (10 ^ n) 
                If scalemin < 0 Then scalemin = 0.1 
                scaleint = (scalemax - scalemin) / 10 
                Debug.Print("next") 
            Next 
            Rescale(bestscale) 
            Debug.Print("Bestscale is " & bestscale) 
            scalingin.Text = bestscale 
    End Sub 
    'Least Squares fit for J and Jmod 
    Private Sub lsf() 
        Dim jtest As Double = CDbl(jin.Text) 'the current j to be tested 
        Dim v2t As Double = CDbl(V2tin.Text) 'the current jmod/v2t to be 
tested 
        Dim prevmin As Double 'the previous smallest value of x^2 
        Dim k0 As Double = CDbl(k0in.Text) 
        Dim k1 As Double = CDbl(k1in.Text) 
        Dim k2 As Double = CDbl(k2in.Text) 
        Dim k3 As Double = CDbl(k3in.Text) 
        Dim k4 As Double = CDbl(k4in.Text) 
        Dim lwfitting As Double = CDbl(lwin.Text) 
        If fitJ.Checked = True Then 
            Dim jmin As Double = CDbl(jminin.Text) 
            Dim jint As Double = CDbl(jintin.Text) 
            Dim jmax As Double = CDbl(jmaxin.Text) 
            Dim bestj As Double 
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            jtest = jmin 
            Simulate(J, v2t, LW1, k0, k1, k2, k3, k4) 
            prevmin = Xsquared 
            ' n = 0 
            For jtest = jmin To jmax Step jint 'Cycles through the range of J 
values specified by user. 
                Simulate(jtest, v2t, LW1, k0, k1, k2, k3, k4) 
                For i As Double = 1 To index Step 1 
                Next 
                If Xsquared < prevmin Then 
                    bestj = jtest 
                    prevmin = Xsquared 
                End If 
                Debug.Print("j: " & jtest) 
            Next 
            jtest = bestj 
            Simulate(jtest, v2t, LW1, k0, k1, k2, k3, k4) 
            jin.Text = jtest 
            Debug.Print("Best J: " & bestj) 
        End If 
        If fitJmod.Checked = True Then 
            Dim jmodmin As Double = CDbl(jmodminin.Text) 
            Dim jmodint As Double = CDbl(jmodintin.Text) 
            Dim jmodmax As Double = CDbl(jmodmaxin.Text) 
            Dim bestjmod As Double 
            v2t = jmodmin 
            Simulate(J, v2t, LW1, k0, k1, k2, k3, k4) 
            prevmin = Xsquared 
            For v2t = jmodmin To jmodmax Step jmodint 
                Simulate(J, v2t, LW1, k0, k1, k2, k3, k4) 
                If Xsquared < prevmin Then 
                    bestjmod = v2t 
                    prevmin = Xsquared 
                End If 
                Debug.Print("jmod: " & v2t) 
            Next 
            v2t = bestjmod 
            Simulate(J, v2t, LW1, k0, k1, k2, k3, k4) 
            Jmod.Text = v2t 
            Debug.Print("Best Jmod: " & bestjmod) 
        End If 
        Debug.Print("Done") 
    End Sub 
    'Import 
    Private Sub Button4_Click(ByVal sender As System.Object, ByVal e As 
System.EventArgs) Handles Button4.Click 
        Dim filename As String 
        Dim fn As String 
        'Dim tempstr As String = "" 
        Dim opendlg As OpenFileDialog 
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        opendlg = New OpenFileDialog() 
        With opendlg 
            .FileName = "" 
            .Title = "Open a text file:" 
            .Filter = "Text Files (*.txt)| *.txt" 
        End With 
        If opendlg.ShowDialog() = DialogResult.OK Then 
            filename = opendlg.FileName 
        End If 
        If (filename IsNot Nothing) Then 
            fn = IO.File.ReadAllText(filename) 
            Dim numbers As List(Of Double) 
            numbers = New List(Of Double)() 
            dtinput.Rows.Clear() 
            Chart1.Series(1).Points.Clear() 
            Dim fields() As String 
            fields = fn.Split() 
            index = 0 
            For Each field As String In fields 
                Dim thisnumber As Double 
                If Decimal.TryParse(field, thisnumber) Then 
                    numbers.Add(thisnumber) 
                    index = index + 1 
                End If 
            Next 
 
            For i As Integer = 0 To index - 1 
                input(i + 1) = numbers(i) 
            Next 
            Dim center As Double = CDbl(centerin.Text) 
            SW = CDbl(swin.Text) 
            Dim RSE1 = -SW / 2 
            Rinc = SW / index 
            For i As Double = 1 To index Step 1 
                dtinput.Rows.Add(i * Rinc + (center + RSE1), input(i)) 
            Next 
            currentname.Text = filename 
        End If 
        'Draws(graph) 
 
        If input IsNot Nothing Then 
            With Chart1.Series("Exp") 
                .Points.DataBind(dtinput.DefaultView, "FieldPoint", "Abs", 
Nothing) 
                .ChartType = DataVisualization.Charting.SeriesChartType.Line 
                .BorderWidth = 2 
                .Color = Color.Red 
            End With 
        End If 
        importcheck = 1 
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    End Sub 
    'Export 
    Private Sub Button5_Click(ByVal sender As System.Object, ByVal e As 
System.EventArgs) Handles Button5.Click 
        'New instance of a streamwriter 
        Dim savedlg As Stream 
        Dim saveFileDialog1 As New SaveFileDialog() 
 
        saveFileDialog1.Filter = "txt files (*.txt)|*.txt" 
        saveFileDialog1.FilterIndex = 2 
        saveFileDialog1.RestoreDirectory = True 
 
        If saveFileDialog1.ShowDialog() = DialogResult.OK Then 
            savedlg = saveFileDialog1.OpenFile() 
            If (savedlg IsNot Nothing) Then 
 
                Using sw As StreamWriter = New StreamWriter(savedlg) 
                    sw.Write("Difference chart for file path: " & 
currentname.Text) 
                    sw.Write(Environment.NewLine) 
                    sw.Write(" Center 1: " & offsetin.Text & " g: " & 
goffset.Text) 
                    sw.Write(Environment.NewLine) 
                    If kivelson.Checked = True Then 
                        sw.Write("k0: " & k0in.Text & " k1: " & k1in.Text & " 
k2: " & k2in.Text & " k3: " & k3in.Text & " k4: " & k4in.Text) 
                        sw.Write(Environment.NewLine) 
                    End If 
                    sw.Write("Line Width: " & lwin.Text & " Sweep Width: " & 
swin.Text & " Freq: " & freqin.Text & " Center: " & centerin.Text) 
                    sw.Write(Environment.NewLine) 
                    sw.Write("J: " & jin.Text) 
                    If Jmod.Checked = True Then 
                        sw.Write(" V2t: " & V2tin.Text) 
                    End If 
                    sw.Write(Environment.NewLine) 
                    If dtTest.Columns.Count < 0 OrElse dtTest.Rows.Count < 0 
Then 
                        Exit Sub 
                    End If 
                    'Loop through all the cells in the datatable 
                    For row As Integer = 0 To dtTest.Rows.Count - 1 
                        For col As Integer = 0 To dtTest.Columns.Count - 1 
                            sw.Write(dtTest.Rows(row).Item(col).ToString & " 
") 
                        Next 
                        'At the final column, start a new line 
                        sw.Write(Environment.NewLine) 
                    Next 
                End Using 
135 
                savedlg.Close() 
 
                If (savedlg IsNot Nothing) Then 
                    savedlg.Close() 
                End If 
            End If 
        End If 
 
    End Sub 
    'Removes/adds gridlines 
    Private Sub chartgrid_Click(ByVal sender As System.Object, ByVal e As 
System.EventArgs) Handles chartgrid.Click 
        If grid = 1 Then 
            With Chart1.ChartAreas(0) 
                ' .AxisX.Title = "Field" 
                ' .AxisY.Title = "Abs" 
                .AxisX.LineWidth = 0 
                .AxisY.LineWidth = 0 
                .AxisX.LabelStyle.Enabled = False 
                .AxisY.LabelStyle.Enabled = False 
                .AxisX.MajorGrid.Enabled = False 
                .AxisY.MajorGrid.Enabled = False 
                .AxisX.MajorTickMark.Enabled = False 
                .AxisY.MajorTickMark.Enabled = False 
                BackColor = SystemColors.Control 
                Me.Refresh() 
                grid = grid - 1 
            End With 
        Else 
            With Chart1.ChartAreas(0) 
                ' .AxisX.Title = "Field" 
                ' .AxisY.Title = "Abs" 
                .AxisX.LineWidth = 0 
                .AxisY.LineWidth = 0 
                .AxisX.LabelStyle.Enabled = True 
                .AxisY.LabelStyle.Enabled = True 
                .AxisX.MajorGrid.Enabled = True 
                .AxisY.MajorGrid.Enabled = True 
                .AxisX.MajorTickMark.Enabled = True 
                .AxisY.MajorTickMark.Enabled = True 
                BackColor = SystemColors.Control 
                Me.Refresh() 
                grid = grid + 1 
            End With 
        End If 
    End Sub 
    'Jacobi  not used  perhaps in the future 
    Sub JACOBI(ByVal A(,), ByVal N, ByVal D(), ByVal V(,), ByVal NROT) 
        'a is input matrix.  b is input containing right hand side vectors.   
        'Output: a matrix inverse, b solution vectors  
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        Dim B(100), Z(100) 
        Dim sm, tresh, theta, g, sss, ddd, s, tau, t, c As Double 
        Dim j As Integer 
        For IP = 1 To N 
            For IQ = 1 To N 
                V(IP, IQ) = 0.0# 
            Next IQ 
            V(IP, IP) = 1.0# 
        Next IP 
        For IP = 1 To N 
            B(IP) = A(IP, IP) 
            D(IP) = B(IP) 
            Z(IP) = 0.0# 
        Next IP 
        NROT = 0 
        For I = 1 To 50 
            sm = 0.0# 
            For IP = 1 To N - 1 
                For IQ = IP + 1 To N 
                    sm = sm + Abs(A(IP, IQ)) 
                Next IQ 
            Next IP 
            If sm = 0.0# Then Exit Sub 
            If I < 4 Then 
                tresh = 0.2 * sm / N ^ 2 
            Else 
                tresh = 0.0# 
            End If 
            For IP = 1 To N - 1 
                For IQ = IP + 1 To N 
                    g = 100.0# * Abs(A(IP, IQ)) 
                    sss = Abs(D(IP)) + g 
                    ddd = Abs(D(IQ)) + g 
                    If I > 4 And sss = Abs(D(IP)) And ddd = Abs(D(IQ)) Then 
                        A(IP, IQ) = 0.0# 
                    ElseIf Abs(A(IP, IQ)) > tresh Then 
                        h = D(IQ) - D(IP) 
                        If Abs(h) + g = Abs(h) Then 
                            t = A(IP, IQ) / h 
                        Else 
                            theta = 0.5 * h / A(IP, IQ) 
                            t = 1.0# / (Abs(theta) + Sqrt(1.0# + theta ^ 2)) 
                            If theta < 0.0# Then t = -t 
                        End If 
                        c = 1.0# / Sqrt(1.0# + t ^ 2) 
                        s = t * c 
                        tau = s / (1.0# + c) 
                        h = t * A(IP, IQ) 
                        Z(IP) = Z(IP) - h 
                        Z(IQ) = Z(IQ) + h 
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                        D(IP) = D(IP) - h 
                        D(IQ) = D(IQ) + h 
                        A(IP, IQ) = 0.0# 
                        For j = 1 To IP - 1 
                            g = A(j, IP) 
                            h = A(j, IQ) 
                            A(j, IP) = g - s * (h + g * tau) 
                            A(j, IQ) = h + s * (g - h * tau) 
                        Next j 
                        For j = IP + 1 To IQ - 1 
                            g = A(IP, j) 
                            h = A(j, IQ) 
                            A(IP, j) = g - s * (h + g * tau) 
                            A(j, IQ) = h + s * (g - h * tau) 
                        Next j 
                        For j = IQ + 1 To N 
                            g = A(IP, j) 
                            h = A(IQ, j) 
                            A(IP, j) = g - s * (h + g * tau) 
                            A(IQ, j) = h + s * (g - h * tau) 
                        Next j 
                        For j = 1 To N 
                            g = V(j, IP) 
                            h = V(j, IQ) 
                            V(j, IP) = g - s * (h + g * tau) 
                            V(j, IQ) = h + s * (g - h * tau) 
                        Next j 
                        NROT = NROT + 1 
                    End If 
                Next IQ 
            Next IP 
            For IP = 1 To N 
                B(IP) = B(IP) + Z(IP) 
                D(IP) = B(IP) 
                Z(IP) = 0.0# 
            Next IP 
        Next I 
        Print(" 50 iterations should never happen") 
    End Sub 
     
    'Prompts the program to do a least squares fit (for j and jmod) 
    Private Sub Button1_Click(ByVal sender As System.Object, ByVal e As 
System.EventArgs) Handles Button1.Click 
        lsf() 
    End Sub 
    'rescale 
    Private Sub Rescale(ByVal scale) 
        Dim center As Double = CDbl(centerin.Text) 
        SW = CDbl(swin.Text) 
        Dim scaling As Double = scale 
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        Dim rse1 As Double = -SW / 2 
        dtTest.Rows.Clear() 
        dtinput.Rows.Clear() 
        dtdifference.Rows.Clear() 
        Chart1.Series(0).Points.Clear() 
        Chart1.Series(1).Points.Clear() 
        Chart2.Series(0).Points.Clear() 
        For i As Double = 1 To index Step 1 
            ' If addx.Checked = True Then dt(i) = Abs(dt(i)) 
            dtTest.Rows.Add(i * Rinc + (center + rse1), dt(i) * scaling) 
            ' Debug.Print("dt: " & dt(i)) 
            If input IsNot Nothing Then dtinput.Rows.Add(i * Rinc + (center + 
rse1), input(i)) 'only includes the imported spectrum if it exists 
        Next 
        With Chart1.Series(0) 
            .Points.DataBind(dtTest.DefaultView, "FieldPoint", "Abs", 
Nothing) 
            .ChartType = DataVisualization.Charting.SeriesChartType.Line 
            .BorderWidth = 2 
            .Color = Color.Blue 
        End With 
        If importcheck = 1 Then 'If there is no imported spectrum, it will 
not be graphed (prevents a crash) 
            With Chart1.Series("Exp") 'graphs the imported spectrum 
                .Points.DataBind(dtinput.DefaultView, "FieldPoint", "Abs", 
Nothing) 
                .ChartType = DataVisualization.Charting.SeriesChartType.Line 
                .BorderWidth = 2 
                .Color = Color.Red 
            End With 
        End If 
        Chart1.ChartAreas(0).AxisX.Interval = SW / 10 
        'difference between simulation and experimental 
        If importcheck = 1 Then ' does not do this if there is no imported 
spectra 
            dtdifference.Clear() 
            Xsquared = 0 
            For i As Double = 1 To index Step 1 
                dtdifference.Rows.Add(i * Rinc + (center + rse1), input(i) - 
dt(i) * scaling) 
                Xsquared = Xsquared + (((input(i)) - (dt(i) * scaling)) ^ 2) 
                'Debug.Print("x2 " & Xsquared) 
            Next 
            Dim x2output As String = (String.Format(Xsquared)) 
            x2output = FormatNumber(x2output, 0) 
            xsquaredlabel.Text = "χ^2 = " & x2output 
            With Chart2.Series(0) 
                .Points.DataBind(dtdifference.DefaultView, "FieldPoint", 
"res", Nothing) 
                .ChartType = DataVisualization.Charting.SeriesChartType.Line 
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                .BorderWidth = 1 
            End With 
        End If 
    End Sub 
    'Redraws the chart with a new scaling factor.  Faster then regenerating 
the chart again 
    Private Sub Redraw_Click(ByVal sender As System.Object, ByVal e As 
System.EventArgs) Handles Redraw.Click 
        'Rescale(CDbl(scalingin.Text)) 
        If autoscaling.Checked = True Then 
            AutoScale1() 
        Else 
            Rescale(CDbl(scalingin.Text)) 
        End If 
        Debug.Print("beep") 
    End Sub 
    'Linewidth lsf 
    Private Sub fitlw() 
        Dim k0 As Double = CDbl(k0in.Text) 
        Dim k1 As Double = CDbl(k1in.Text) 
        Dim k2 As Double = CDbl(k2in.Text) 
        Dim k3 As Double = CDbl(k3in.Text) 
        Dim k4 As Double = CDbl(k4in.Text) 
        Dim lwfitting As Double = CDbl(lwin.Text) 'Defines variables from 
user input 
        Dim mink0 As Double = CDbl(k0minin.Text) 
        Dim maxk0 As Double = CDbl(k0maxin.Text) 
        Dim mink1 As Double = CDbl(k1minin.Text) 
        Dim maxk1 As Double = CDbl(k1maxin.Text) 
        Dim mink2 As Double = CDbl(k2minin.Text) 
        Dim maxk2 As Double = CDbl(k2maxin.Text) 
        Dim mink3 As Double = CDbl(k3minin.Text) 
        Dim maxk3 As Double = CDbl(k3maxin.Text) 
        Dim mink4 As Double = CDbl(k4minin.Text) 
        Dim maxk4 As Double = CDbl(k4maxin.Text) 
        Dim minlw As Double = CDbl(lwminin.Text) 
        Dim maxlw As Double = CDbl(lwmaxin.Text) 'Sets min and max for each 
variable 
        Dim stepk0, stepk1, stepk2, stepk3, stepk4, steplw As Double 
        Dim prevmin, bestk0, bestk1, bestk2, bestk3, bestk4, bestlw As Double 
        stepk0 = CDbl(k0stepin.Text) 
        stepk1 = CDbl(k1stepin.Text) 
        stepk2 = CDbl(k2stepin.Text) 
        stepk3 = CDbl(k3stepin.Text) 
        stepk4 = CDbl(k4stepin.Text) 
        steplw = CDbl(lwstepin.Text) 
        If k0cb.Checked = False Then 'If a variable isn't being fitted, sets 
min and max settings to the variable so it isn't looped 
            mink0 = k0 
            maxk0 = k0 
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            stepk0 = 1 
        End If 
        If k1cb.Checked = False Then 
            mink1 = k1 
            maxk1 = k1 
            stepk1 = 1 
        End If 
        If k2cb.Checked = False Then 
            mink2 = k2 
            maxk2 = k2 
            stepk2 = 1 
        End If 
        If k3cb.Checked = False Then 
            mink3 = k3 
            maxk3 = k3 
            stepk3 = 1 
        End If 
        If k4cb.Checked = False Then 
            mink4 = k4 
            maxk4 = k4 
            stepk4 = 1 
        End If 
        If lwcb.Checked = False Then 
            minlw = lwfitting 
            maxlw = lwfitting 
            steplw = 1 
        End If 'If a variable isn't being varied prevents the loops from 
looping 
        Simulate(CDbl(jin.Text), CDbl(V2tin.Text), lwfitting, k0, k1, k2, k3, 
k4) 
        prevmin = Xsquared 
        'For n As Integer = 1 To 1 Step 1 
        For kzero As Double = mink0 To maxk0 Step stepk0 
            For kone As Double = mink1 To maxk1 Step stepk1 
                For ktwo As Double = mink2 To maxk2 Step stepk2 
                    For kthree As Double = mink3 To maxk3 Step stepk3 
                        For kfour As Double = mink4 To maxk4 Step stepk4 
                            For klw As Double = minlw To maxlw Step steplw 
                                Simulate(CDbl(jin.Text), CDbl(V2tin.Text), 
klw, kzero, kone, ktwo, kthree, kfour) 
                                AutoScale1() 
                                Debug.Print("klw: " & klw & " minlw " & minlw 
& " maxlw " & maxlw) 
                                Debug.Print("Xsquared: " & Xsquared) 
                                If Xsquared < prevmin Then 'If a new x2 is 
smaller than the existing smallest x2, replaces the best fitting variables 
                                    bestk0 = kzero 
                                    bestk1 = kone 
                                    bestk2 = ktwo 
                                    bestk3 = kthree 
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                                    bestk4 = kfour 
                                    bestlw = klw 
                                    prevmin = Xsquared 
                                End If 
                            Next 
                        Next 
                    Next 
                Next 
            Next 
        Next 
        Debug.Print("k1 = " & bestk1 & " k2 = " & bestk2 & " k3: " & bestk3 & 
" k4: " & k4 & " lw: " & bestlw & " k0: " & bestk0) 
        Simulate(CDbl(jin.Text), CDbl(V2tin.Text), bestlw, bestk0, bestk1, 
bestk2, bestk3, bestk4) 
        k0in.Text = bestk0 'changes text boxes to reflect the new best fit 
        k1in.Text = bestk1 
        k2in.Text = bestk2 
        k3in.Text = bestk3 
        k4in.Text = bestk4 
        lwin.Text = bestlw 
    End Sub 
    'dsklfjag old code 
    Private Sub fitlw2() 
        Dim k0 As Double = CDbl(k0in.Text) 
        Dim k1 As Double = CDbl(k1in.Text) 
        Dim k2 As Double = CDbl(k2in.Text) 
        Dim k3 As Double = CDbl(k3in.Text) 
        Dim k4 As Double = CDbl(k4in.Text) 
        Dim lwfitting As Double = CDbl(lwin.Text) 'Defines variables from 
user input 
        Dim r As Double = CDbl(rangein.Text) 
        Dim mink0 As Double = k0 - k0 * 0.5 - r 
        Dim maxk0 As Double = k0 + k0 * 0.5 + r 
        Dim mink1 As Double = k1 - k1 * 0.5 - r 
        Dim maxk1 As Double = k1 + k1 * 0.5 + r 
        Dim mink2 As Double = k2 - k2 * 0.5 - r 
        Dim maxk2 As Double = k2 + k2 * 0.5 + r 
        Dim mink3 As Double = k3 - k3 * 0.5 - r 
        Dim maxk3 As Double = k3 + k3 * 0.5 + r 
        Dim mink4 As Double = k4 - k4 * 0.5 - r 
        Dim maxk4 As Double = k4 + k4 * 0.5 + r 
        Dim minlw As Double = lwfitting - lwfitting * 0.5 - r 
        Dim maxlw As Double = lwfitting + lwfitting * 0.5 + r 'Sets min and 
max for each variable 
        Dim stepk0, stepk1, stepk2, stepk3, stepk4, steplw As Double 
        stepk0 = ((maxk0 - mink0) / 10) 
        stepk1 = ((maxk1 - mink1) / 10) 
        stepk2 = ((maxk2 - mink2) / 10) 
        stepk3 = ((maxk3 - mink3) / 10) 
        stepk4 = ((maxk4 - mink4) / 10) 
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        steplw = ((maxlw - minlw) / 10) 
        If k0cb.Checked = False Then 
            mink0 = k0 
            maxk0 = k0 
            stepk0 = 1 
        End If 
        If k1cb.Checked = False Then 
            mink1 = k1 
            maxk1 = k1 
            stepk1 = 1 
        End If 
        If k2cb.Checked = False Then 
            mink2 = k2 
            maxk2 = k2 
            stepk2 = 1 
        End If 
        If k3cb.Checked = False Then 
            mink3 = k3 
            maxk3 = k3 
            stepk3 = 1 
        End If 
        If k4cb.Checked = False Then 
            mink4 = k4 
            maxk4 = k4 
            stepk4 = 1 
        End If 
        If lwcb.Checked = False Then 
            minlw = lwfitting 
            maxlw = lwfitting 
            steplw = 1 
        End If 'If a variable isn't being varied prevents the loops from 
looping 
 
        Dim prevmin, bestk0, bestk1, bestk2, bestk3, bestk4, bestlw As Double 
        Simulate(CDbl(jin.Text), CDbl(V2tin.Text), lwfitting, k0, k1, k2, k3, 
k4) 
        prevmin = Xsquared 
        Debug.Print("klw " & lwfitting & " minlw " & minlw & " maxlw " & 
maxlw) 
        For n As Integer = 1 To 1 Step 1 
            For kzero As Double = mink0 To maxk0 Step stepk0 
                For kone As Double = mink1 To maxk1 Step stepk1 
                    For ktwo As Double = mink2 To maxk2 Step stepk2 
                        For kthree As Double = mink3 To maxk3 Step stepk3 
                            For kfour As Double = mink4 To maxk4 Step stepk4 
                                For klw As Double = minlw To maxlw Step 
steplw 
                                    Simulate(CDbl(jin.Text), 
CDbl(V2tin.Text), klw, kzero, kone, ktwo, kthree, kfour) 
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                                    Debug.Print("klw: " & klw & " minlw " & 
minlw & " maxlw " & maxlw) 
                                    If Xsquared < prevmin Then 
                                        bestk0 = kzero 
                                        bestk1 = kone 
                                        bestk2 = ktwo 
                                        bestk3 = kthree 
                                        bestk4 = kfour 
                                        bestlw = klw 
                                        prevmin = Xsquared 
                                    End If 
                                Next 
                                If lwcb.Checked = True Then 
                                    minlw = bestlw - (bestlw - r) / (n * 2) 
                                    maxlw = bestlw + (bestlw + r) / (n * 2) 
                                    steplw = ((maxlw - minlw) / 10) 
                                End If 
                            Next 
                            If k4cb.Checked = True Then 
                                mink4 = bestk4 - (bestk4 - r) / (n * 2) 
                                maxk4 = bestk4 + (bestk4 + r) / (n * 2) 
                                stepk4 = ((maxk4 - mink4) / 10) 
                            End If 
                        Next 
                        If k3cb.Checked = True Then 
                            mink3 = bestk3 - (bestk3 - r) / (n * 2) 
                            maxk3 = bestk3 + +(bestk3 + r) / (n * 2) 
                            stepk3 = ((maxk3 - mink3) / 10) 
                        End If 
                    Next 
                    If k2cb.Checked = True Then 
                        mink2 = bestk2 - (bestk2 - r) / (n * 2) 
                        maxk2 = bestk2 + +(bestk2 + r) / (n * 2) 
                        stepk2 = ((maxk2 - mink2) / 10) 
                    End If 
                Next 
                If k1cb.Checked = True Then 
                    mink1 = bestk1 - (bestk1 - r) / (n * 2) 
                    maxk1 = bestk1 + +(bestk1 + r) / (n * 2) 
                    stepk1 = ((maxk1 - mink1) / 10) 
                End If 
                Debug.Print("next") 
            Next 
            If k0cb.Checked = True Then 
                mink0 = bestk0 - (bestk0 - r) / (n * 2) 
                maxk0 = bestk0 + +(bestk0 + r) / (n * 2) 
                stepk0 = ((maxk0 - mink0) / 10) 
            End If 
        Next 
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        Debug.Print("k1 = " & bestk1 & "k2 = " & bestk2 & " k3: " & bestk3 & 
" k4: " & k4 & " lw: " & bestlw & " k0: " & bestk0) 
        Simulate(CDbl(jin.Text), CDbl(V2tin.Text), bestlw, bestk0, bestk1, 
bestk2, bestk3, bestk4) 
    End Sub 
    Private Sub LWfit_Click(ByVal sender As System.Object, ByVal e As 
System.EventArgs) Handles LWfit.Click 
        fitlw() 
    End Sub 
    'Exports difference chart 
    Private Sub Button3_Click_1(sender As System.Object, e As 
System.EventArgs) Handles Button3.Click 
        Dim savedlg As Stream 
        Dim saveFileDialog1 As New SaveFileDialog() 
 
        saveFileDialog1.Filter = "txt files (*.txt)|*.txt" 
        saveFileDialog1.FilterIndex = 2 
        saveFileDialog1.RestoreDirectory = True 
 
        If saveFileDialog1.ShowDialog() = DialogResult.OK Then 
            savedlg = saveFileDialog1.OpenFile() 
            If (savedlg IsNot Nothing) Then 
 
                Using sw As StreamWriter = New StreamWriter(savedlg) 
                    sw.Write("File path: " & currentname.Text) 
                    sw.Write(Environment.NewLine) 
                    sw.Write(" Center 1: " & offsetin.Text & " g: " & 
goffset.Text) 
                    sw.Write(Environment.NewLine) 
                    If kivelson.Checked = True Then 
                        sw.Write("k0: " & k0in.Text & " k1: " & k1in.Text & " 
k2: " & k2in.Text & " k3: " & k3in.Text & " k4: " & k4in.Text) 
                        sw.Write(Environment.NewLine) 
                    End If 
                    sw.Write("Line Width: " & lwin.Text & " Sweep Width: " & 
swin.Text & " Freq: " & freqin.Text & " Center: " & centerin.Text) 
                    sw.Write(Environment.NewLine) 
                    sw.Write("J: " & jin.Text) 
                    If Jmod.Checked = True Then 
                        sw.Write(" V2t: " & V2tin.Text) 
                    End If 
                    sw.Write(Environment.NewLine) 
                    If dtdifference.Columns.Count < 0 OrElse 
dtdifference.Rows.Count < 0 Then 
                        Exit Sub 
                    End If 
                    'Loop through all the cells in the datatable 
                    For row As Integer = 0 To dtdifference.Rows.Count - 1 
                     For col As Integer = 0 To dtdifference.Columns.Count - 1 
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sw.Write(dtdifference.Rows(row).Item(col).ToString & " ") 
                        Next 
                        'At the final column, start a new line 
                        sw.Write(Environment.NewLine) 
                    Next 
                End Using 
                savedlg.Close() 
 
                If (savedlg IsNot Nothing) Then 
                    savedlg.Close() 
                End If 
            End If 
        End If 
    End Sub 
End Class 
 
 
