In automated driving systems (ADS) and advanced driver-assistance systems (ADAS), an efficient road segmentation module is required to present the drivable region and to build an occupancy grid for path planning components. The existing road algorithms build gigantic convolutional neural networks (CNNs) that are computationally expensive and time consuming. In this paper, we explore the usage of recurrent neural network (RNN) in image processing and propose an efficient network layer named spatial sequence. This layer is then applied to our new road segmentation network RoadNet-v2, which combines convolutional layers and spatial sequence layers. In the end, the network is trained and tested in KITTI road benchmark and Cityscapes dataset. We claim the proposed network achieves comparable accuracy to the existing road segmentation algorithms but much faster processing speed, 10 ms per frame.
I. INTRODUCTION
In recent years, a growing research interest is witnessed in automated driving systems (ADS) and advanced driverassistance systems (ADAS). As one of the essential modules in ADS and ADAS, road segmentation perceives the surroundings, detects the obstacles, and builds an occupancy grid showing the possibility of each cell in the grid available to drive [1] [2] [3] [4] [5] . The drivable region grid is required in the planning modules of ADS and ADAS. Comparing to perception tasks in other scenarios, road segmentation is strictly limited in response time. Table I lists the trafel distance before driving systems responds to the driving scenarios. In this table we assume a 200 ms reaction time for intelligent vehicles verses 750 ms for human drivers 1 . It is obvious that a automated driving system equipped with fast road segmentation significantly reduce the travel distance before responding to the driving scenarios.
Cameras are the most popular sensors for ADS and ADAS since they offer high resolution frames in a high frequency and cost effective. Camera based road segmentation has been investigated for decades. Traditional computer vision algorithms use human defined features such as edges [6] and histogram [2] . However, human defined features work on limited problems and have difficulty in extending to new domains [1] . Since 2014, convolutional neural network (CNN) based algorithms have attractted more research interest. By implementing thousands of convolutional filter kernels to a deep network, CNNs are capable to solve high-dimensional and non-convex problems such as the media caption, image classification, object detection and semantic segmentation. From AlexNet [7] , GoogleNet [8] , VGGNet [9] , InceptionNet-v3 [10] to ResNet [11] , convolutional neural networks achieve better and better accuracy in computer vision tasks but grow larger and larger. A larger network takes more computation resources, memory and running time that may not fit the embedded systems in an intelligent vehicle. In Table II , several popular CNNs are compared in accuracy and computation workload. [12] also shows a detailed comparison among different CNNs. Since 2017, a few efficient CNNs are proposed to reduce the number of weights and computations to fit embedded systems. SequeezeNet [13] , MobileNets [14] , ShuffleNet [15] and Xception [16] are the top efficient CNNs. However, those new network architectures are still large and slow for embedded use.
Recurrent neural network (RNN) is another network structure. Different from traditional artificial neural networks that fully connect all neurons and convolutional neural networks that explore nodes from local to global and from layer to layer, recurrent neural networks use state neurons to explore the relationship in context. Vanilla RNN, Long Short Term Memory (LSTM) [17] and Gated Recurrent Unit (GRU) [18] are typical recurrent neural networks. RNNs are used to solve complex sequence problems such as natural language processing (NLP) [19] and video caption [20] . Recently, RNNs have been utilized in the image sequence [21] [22] and spatialtemporal sequence [23] problems.
In this paper, CNN schemes are examined and RNN is introduced as a potential replacement. An efficient neural network layer -spatial sequence -is proposed to reduce the computations in networks and strengthen the connections among neurons. We then frame problem of road segmentation is framed as a sequence of caption tasks to find the location of road boundary in each image column. We proposed RoadNet-v2, a neural network using CNN and spatial sequence, to solve the problem. The network is evaluated in KITTI road benchmarks [24] and Cityscapes [25] dataset. It is shown that the proposed network achieves comparable accuracy to our competitors but takes only 10 ms to process one frame. The rest of the paper is organized as follows: in Section II, we analyze the working process of CNN for potential improvements and Section III introduces the spatial sequence layer. The proposed network named RoadNet-v2 is described, trained and evaluated in Section IV. In the end, Section V concludes the paper.
II. ANALYSIS OF CONVOLUTIONAL NEURAL NETWORK
In this section we examine the scheme of convolutional layer and convolutional neural networks, describe its advantages and disadvantages in the 3D tensor processing, and explore the approach to build a more efficient network.
Suppose we have a 3D input tensor of size w × h × d. A convolutional layer of kernel size is w 1 × h 1 × d 1 and stride = s contains d × d 1 convolutional filters in the layer extracting the features from the input tensor. As shown in Figure 1 , the convolutional kernels initially convolute the patch in red to a 1 × 1 × d 1 output vector, and then move s pixels to the right for the next convolution. After all available patches are processed, a w 1 × h 1 output tensor is generated. If the current layer is not the end layer, the output tensor will serve as the input tensor for the next layer.
In the scheme we find that convolution process of the first patch is independent to the process of the second patch. This feature is good to GPU processer since it can simultaneously work on as many patches in the layers as units it has. However, since convolutional kernels share none information between patches, output vectors in the tensor is generated only based on local inputs. To extract context features in a larger patch, larger kernels or cascaded convolutional layers are required, which leads to extra computation costs. In addition, overlaps between input patches, a common phenomena in existing CNN architectures to extract context features, result in extra computations. For example, in a convolutional layer with a 3×3×d 1 kernel and stride = 1, every pixel vector in the input tensor is involved in nene different convolutions. In addition, a CNN architecture such as VGGNet [9] , ResNet [11] , FCN [26] and SegNet [27] has tens or even hundreds of convolutional layers. If context features can be extracted in small convolution kernels and shared to other neurons, we can not only save the computation resources in the network but also reduce network running time. 
III. SPETIAL SEQUENCE LAYER
RNN is another widely used neural network scheme in audio and video sequence processing. An RNN unit contains a group of memory cells that stores the current, and several gate functions to update the memory cells and generate outputs. Originally the RNNs are designed for 2D input tensors, but we can arrange multiple RNN units into an unit array for high dimensional uses. In this paper we designed a new layer called Spatial Sequence aiming for narrow input tensors those contain rich context information horizontally but less vertically. In the layer a column of RNN units are set up and each unit process a row of the input tensor. The RNN units share the same weights during training. As shown in Figure 2 , for a w × h × d input tensor, a Spatial Sequence Layer of d1 channels sets up h RNN units where each unit processes a row sequence of pixels. After updating the memory cells by gate function, the RNN unit generates an output vector and passes its memory cells to the next chain in the sequence. In that way, context features are shared from left to right without convolute any surrounding pixels. For a w×h×64 input tensor, a convolutional layer with a kernel of 3×3×64 and stride = 1 takes 3×3×64×64×w×h multiplications and same number of additions, while a spatial sequence layer build by Vanilla RNN of 64 channels takes only 2 × 64 × 64 × w × h multiplications and same number of additions, which takes only 22% floating-point operations but shares context features to all neurons in the layer.
IV. ROADNET-V2
This section introduces the proposed neural network named RoadNet-v2, an extension to our previous work [28] through combining convolutional layers and spatial sequence for efficient road segmentation. The network can be divided into three parts: (1) a local feature encoder, (2) a feature processor, and (3) an output decoder. Figure 3 presents the overview of the network architecture and the detailed blocks are listed in Table III . The input of the network is a 600 × 150 × 5 Figure 2 : Scheme of Spatial Sequence Layer 
tensor. The first three input channels are red, green and blue channel from camera frame, and the remaining two channels are the row and column coordinate of corresponding pixels. The reason to attach coordinate channels has been explained in our previous work [29] and [28] . For better convergence in training, the values are normalized to a [0, 1] range: the values in the first three channels are divided by 256, the values in the fourth channel are divided by 600, and the values in the fifth channel is divided by 150. The expected output of the network is a 600 × 1 × 1 row vector, in which each element denotes the normalized location of the surface boundary in the corresponding image column. 
A. Input Encoder
The input encoder is a group of CNN layers designed to extract visual features such as color, illumination, and shapes from local patches. Commonly CNN based encoders cascades several convolutional layers of small kernels into a block so that the number of parameters in each layer is limited for better convergence in training. Those blocks are obvious in FCN, SegNet, and ResNet. While in our work, we implement a shallow encoder with two large kernel convolution layers to reduce the feature map size sharply. After each convolutional layer, a dense layer is attached to shrink the feature channels, as is used in [15] and [16] . Figure 4 shows the detailed architecture of the encoder. The input of the encoder is set to 600 × 150 × 5. The first layer in the encoder is a convolutional layer built by a 12 × 15 × 128 kernel with stride = 5, and the second layer is a dense layer build by a 1 × 1 × 64 kernel with stride = 1 that performs pixel-wise convolution as well as shrinks the feature map to 64 channels. Subsequently, another convolutional layer with kernel size of 5 × 5 × 64 and stride = 2 is applied to further reduce the feature map size. Finally, the local feature encoder generates an output tensor of size 60 × 15 × 64 for further processing.
B. Feature processor
The feature processor is built by a spatial sequence layer containing 15 LSTM units. Here we choose LSTM as the RNN 
C. Output Decoder
The output decoder decodes the output tensor of feature processor to the expected network output. In the proposed network, the input of the decoder is a 60 × 15 × 64 tensor, and the output is a 600 × 1 × 1 tensor. The decoder has a convolutional layer, a dense layer, and an upsampling layer. The convolutional layers are built to fuse the output in all input rows to one and mapped to a single value for each column. Then the result is upsampled to match the width of the network input.
D. Pyramid Prediction Scheme
Within each image frame, the features inthe near range and the far range are dramatically different in size. Simply scaling an entire image frame to fit the input size of the network would result in an unacceptable feature loss in the far range and cause low accuracy of detecting the road further in distance. To avoid this problem, we propose a pyramid prediction scheme. When predicting the road area in the near range, the image frame is scaled to 600 × 150 before sending to the network. When predicting the road area in the far range, the image frame is cropped to 600 × 150 to match the network input size. In implementation we set up two network instances so that segmentation in the near range and the far range run simultaneously. By applying the pyramid prediction scheme, the road area in near range and far range are predicted separately so that features in both ranges can be scaled to similar size. The training progress also benefits from uniforming the feature sizes. 
E. Network Training and Evaluation
The proposed network is trained and evaluated using KITTI benchmarks. In KITTI dataset, there are 289 training images and 290 testing images for road detection task. The training images size ranges from 370 × 1224 to 375 × 1242 along with binary label maps presenting the drivable area. In the training session, we augment the data samples by scaling the camera frames by 0.5 and 1.0 together with the ground truth images and then crop them using a shifting window. The horizontal shift is 60 pixels and vertical shift is 20 pixels. Finally, 20, 808 samples are generated and separated into a training set with 20, 000 samples and a validating set with 808 samples. We also add Gaussian noise to the input data with a standard deviation of 0.02% for additional diversity. Adam is a gradient descent based optimizer that adjusts learning rate on each neuron based on the estimation of lower-order moments of the gradients. We choose Adam [30] as the optimizer because it converges quickly at the beginning and slows down near convergence. Input batch size is set to 200, learning rate is fixed at 1e − 4. After a total 80 epochs training we get 0.0185 MAE on validation data.
We evaluate the trained network on KITTI [24] test bench. There are two main metrics to evaluate the road segmentation: F1-score and average precision (AP). The metrics are calculated as in (1) (2) (3) (4) , where T P , T N , F P , F N denote true positive, true negative, false positive and false negative.
P recision = T P T P + F P
(1)
The evaluation results obtained from KITTI test dataset are F1-score of 89.08% and AP of 91.60%, which are comparable to the state-of-the-art methods reported so far. In Table IV our work is compared to related solutions listed on KITTI road testbench. It shows that our work has a similar F1-score and average precision to other works but a higher precision and lower false positive rate. Moreover, the proposed network has much fewer parameters to train and significantly less floatingpoint operations. Our proposed method of road segmentation can achieve 10 ms/frame network runime, when tested on a NVidia GTX 950M CPU with moderate processing power. We claim the proposed solution is among the fastest in KITTI road detection test bench. Figure 6 shows the typical result of our proposed road detector 2 . Green pixels are true positives while blue pixels are false positives and red pixels are false negatives. It is obvious that most the road surface is detected, and obstacles such as vehicles and railways are separated to avoid collisions. False negatives usually happen at road/vehicle and road/sidewalk boundaries, which mostly acceptable for automated driving. But the false positives on the sidewalks need further improvement.
We also test the trained network on Cityscapes test dataset containing 500 samples. The result shows that our network achieves 95.5% in precision and 92.1% in recall 3 without any transfer learning. Figure 7 shows the selected result in Cityscape dataset. 2 FLOPs are estimated from the published results of the neural networks 3 Precision and Recall are calculated in camera view, which is different from those in birds eye view in KITTI dataset V. CONCLUSION In this paper, we present a new network layer named spatial sequence layer for efficient feature extraction, and apply it to a neural network named RoadNet-v2 for road segmentation. We train the network with KITTI road training database and test on its testbench and CityScape dataset. The test result shows that our algorithm achieves 89.08% in F1-score and 91.60% in average precision, and the performance consists in multiple datasets. However, the image-based road segmentation is still subjected to light conditions. Shadows, blurs and confusing colors are the main cause of false positives and false negatives. In our future work, multiple sensors including cameras, LiDARs and IMUs will be fused to improve the road detection performance.
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