In this work, we generated more topologies based on similarity relation for an information system and we found lower and upper approximations. This paper discussed two approaches for determining accuracy with Yao's method and Pawlak's method of qualitative data. From both ideas, it is seen that due to the uncertainty and vagueness of qualitative data, we get many topologies on one or two attributes. We determined the accuracies by the new method; this method showed the difference between one or two attributes. This method is clarified by application.
Introduction
Topology (Aisling & Brain, 1997; Sierpenski & Krieger, 1956 ) and its branches have become hot topics not only for almost all fields of mathematics, but also for many areas of science such as chemistry (Flapan, 2000; Kozae, Saleh, Elsafty, & Salama, 2015) , and information systems (Pawlak, 1998) . For a long time, general topologists faced many questions about the importance of abstract topological spaces. These questions were directed to them either from themselves or from others. The answers were always about the importance of general spaces in other branches of mathematics such as algebra and analysis.
In our life, we get a lot of data about a subject we are interested in; the important question is how to transform these data to knowledge that helps in decision-making. In the last decade of twentieth century, the revolution of information has become the focus of interest. Topology has a significant place in this age; the age of information. The basic problem in this age is how to transform data to knowledge using the available information.
The notion of rough sets was introduced by Pawlak (1982 Pawlak ( , 1991 Pawlak ( , 1998 . From the outset, rough set theory has been a methodology of database mining or knowledge discovery in relational databases. The rough set methodology is based on the premise that lowering the degree of precision in the data makes the data pattern more visible, whereas the central premise of the rough set philosophy is that the knowledge consists in the ability of classification. It is a formal theory derived from fundamental ABOUT THE AUTHORS M.A. Elsafty is an associate professor. The author got PhD in 2011. The author's area of interest is topology, in particular rough set. Our research reports a new model that finds better accuracies, which competing with that of Pawlak and Yao. Rough set is a key branch of topology contributing to problem-solving in different sciences such as engineering and chemistry, in terms of appearing the important attributes (cores) and eliminating unuseful attributes (superfluous) of these disciplines.
PUBLIC INTEREST STATEMENT
In this paper, we introduced a new venture to establish more topologies on a general information system. Such efforts prompt us to blissfully convey that these concepts are also applicable in other areas of advanced topology.
research on logical properties of information systems. Lin (1988 Lin ( , 1998 studied to develop a measure theory or theories for neighborhood systems. Interestingly, we found that neighborhood systems are the most natural data structures for belief functions.
The purpose of this article is to use a generalized approximation space (U, R) based on a general binary relation using topological concepts, which is called topological approximation space "TAS." We introduced in this paper, accuracies about one or two attributes. This work is very important because it was a new proposal that used the attributes. But the past work used objects. The success of rough set in data analysis directed the attention to topological methods to solve uncertainty problems.
Basic concepts

Topological space (Sierpenski & Krieger, 1956)
A topological space is a pair (U, τ) consisting of a set U and family of subset of U satisfying the following conditions:
τ contains Ø and U, τ is closed under arbitrary union, and τ is closed under finite intersection. Definition 2.2.1 Let U be a non-empty finite set of objects called the universe and R be an equivalence relation on U named as the indiscernibility relation. The pair (U, R) is called the approximation space.
Let X be a subset of U, the lower and upper approximations of X with respect to R is the set of all objects, which can be, for certain, classified as X with respect to R.
The boundary region of X with respect to R is the set of all objects, which are classified neither as X nor as not −X with respect to R and it is denoted by:
The set X is said to be rough with respect to R if R X ≠ X. That is, if BN R (X) ≠ ∅.
Accuracy of approximation
The accuracy of rough set approximation is defined as
denoted the cardinality of the set (the number of objects contained in the lower (upper) approximation of the set X).
3. Topological approximation space "Pawlak's method" (Yao, 1998 (Yao, , 1999 The condition of equivalence relation in the approximation space limits the range of applications. Yao introduced a method for generalization of approximation space depending on the right neighborhood as shown:
If U is a finite universe and R is a binary relation on U, then:
The class of right neighborhoods is (x) R = {y ∊ U: xRy}, and the lower and upper approximations for a subset X ⊆ U according to (x) R are shown as follows, respectively:
Consider a binary relation as a general relation, and using the class of "after sets" (right neighborhood) and "for sets" which are formed by this relation R as a subbase for a topology τ on U.
Definition 3.1 If U is a finite universe and R is a binary relation on U, then we define:
(1) "After set" as follows: xR = {y: xRy}.
To construct the topology τ using "after set," we consider the family S R = {xR: x ∊ U} as a subbase. And we write S x = {G ∊ S R : x ∊ G}.
(2) "For set" as follows: Ry = {x: xRy}.
To construct the topology τ using "after set," we consider the family R S = {Rx: x ∊ U} as a subbase. And we write x S = {G ∊ R S: x ∊ G}. 
Yao's method
Yao introduced a method for generalization of approximation space depending on the right neighborhood as shown.
The class of right neighborhood is (x)R = {y ∈ U: x R y}. For a topological space (X, t), a subset A of X, we define the accuracy of Yao as |A
• ∕Ā|.
Example 1 Consider the information system containing the results of exams in four subjects performed for four students U = {x 1 , x 2 , x 3 , x 4 }, and C = {M, A, E, S} where, M = Mathematics, A = Arabic, E = English and S = Science, as follows in Table 1 .
For the four attributes, we get At B = {M, A, E, S}, |B| = 4, xR B y = |i(x)−i(y)| 4 < as given in Table 2 .
When λ ≤ 5, we find the subset information system as follows: 
}} is a class of right neighborhoods as in Yao's method.
Then, SR 1 = {{x 1 }, {x 2 }, {x 3 }, {x 4 }} is a subbase of τ 1 as in Pawlak's method. In Pawlak's method "Topological Approximation Space," we get:
BR 1 = {Ø, {x 1 }, {x 2 }, {x 3 }, {x 4 }},
We find lower and upper approximation, closure and interior for all subset of U. The accuracy using Yao's method and Pawlak's method are shown in Table 3 .
Note: From Table 3 , we found that the accuracy of Yao is the same as the accuracy of Pawlak when =̄ (Cl-openmeans all open sets are closed).
When λ ≤ 10, we find the subset information system as follows: x 1 0 11.5 13 5.5
x 2 11.5 0 7.5 11.5
x 3 13 7.5 0 9
x 4 5.5 11.5 9 0 
,(x 4 , x 4 )}, then, x 1 R 2 = {x 1 , x 4 }, x 2 R 2 = {x 2 , x 3 }, x 3 R 2 = {x 2 , x 3 , x 4 }, x 4 R 2 = {x 1 , x 4 }, (x)R 2 = {{x 1 , x 4 }, {x 2 , x 3 }, {x 2 , x 3 , x 4 }} is a class of right neighborhoods as in Yao's method.
Then, SR 2 = {{x 1 , x 4 }, {x 2 , x 3 }, {x 2 , x 3 , x 4 }} is a subbase of τ 2 as in TAS's method.
In Pawlak's method "Topological Approximation Space," we get:
BR 2 = {Ø, {x 4 }, {x 1 , x 4 },{x 2 , x 3 }, {x 2 , x 3 , x 4 }}, τ 2 = {Ø, X, {x 4 }, {x 1 , x 4 }, {x 2 , x 3 }, {x 2 , x 3 , x 4 }}, ̄2 = {X, Ø, {x 1 , x 2 , x 3 },{x 2 , x 3 }, {x 1 , x 4 }, {x 1 }}.
The accuracies of Yao's method and Pawlak's method are shown in Table 4 .
Note: From Table 4 , we found the accuracy of Yao greater than the accuracy of Pawlak when ≠̄. Similarly, for the one attribute, two attributes, and three attributes.
Application
On the basis of the data of the securities business of market, the application can be described as follows; U = {x 1 , x 2 , …, x 10 } denotes 10 listed companies, C = {c 1 , c 2 , …, c 8 } = {increase percent of EPS, increase percent of net asset value per-share, net asset earning rate, increase percent of net asset earning rate, increase percent of business income, increase percent of profit, increase percent of net margin, increase percent of interests of the stockholders}, and D = {d} = {decision of investment}, as follows in Table 5 .
The result of discretion of Table 5 using the C-means clustering is in Table 6 .
We get Table 7 after the removal of symmetry of rows and columns. we get U = {X 1 , X 2 , …, X 8 } denotes eight listed companies, and the attributes are C = {C 1 , C 2 , …, C 6 } 
when C 1 is removed, we get the objects X 4 and X 3 are equals, when C 3 is removed, we get the objects X 5 and X 8 are equals, and also, when C 4 is removed, we get the objects X 4 and X 6 are equals. Then C 2 , C 5 , and C 6 are superfluous, as follows in Table 8 .
We notice that, IND (C) ≠ IND (C-{C 1 }), IND (C) ≠ IND (C-{C
Then, the cores are {C 1 , C 3 , C 4 }, and then C 2 , C 5 , and C 6 are superfluous.
We discuss the result from Table 8 followed by Table 9 .
After the classification of Table 9 , we get the final Table 10 .
Let d 1 ={X 1 , X 5 , X 8 }, d 2 ={X 2 }, and d 3 ={X 3 , X 4 , X 6 , X 7 }, we find the lower and upper approximations.
Lower-1={X 5 }, Upper-1 = {X 1 , X 3 , X 4 , X 5 , X 6 , X 7 , X 8 }, then the accuracy (μ 1 ) = 1/7.
Lower-2={X 2 }, Upper-2 = {X 2 }, then the accuracy (μ 2 ) = 1.
Lower-3 = {∅}, Upper-1 = {X 1 , X 3 , X 4 , X 6 , X 7 , X 8 }, then the accuracy (μ 3 ) = 0. Now, we illustrate the data of Table 10 to get the accuracy models by different rules. Table 9 . Discuss attributes C 2 , C 5 , and C 6 U C 2 C 5 C 6 D 
where |B| is the cardinality of B and is represented by any number. Table 11 .
Discussion
By choosing ≥ 1, we find the subset information system as follows:
xR 1 y = {(t 1 , t 2 ), (t 1 , t 4 ), (t 2 , t 1 ), (t 2 , t 3 ), (t 2 , t 4 ), (t 3 , t 2 ), (t 3 , t 4 ), (t 4 , t 1 ), (t 4 , t 2 ), (t 4 , t 3 )}, then t 1 R 1 = {t 2 , t 4 }, t 2 R 1 = {t 1 , t 3 , t 4 }, t 3 R 1 = {t 2 , t 4 }, t 4 R 1 = {t 1 , t 2 , t 3 }.
(x)R 1 = {{t 2 , t 4 }, {t 1 , t 3 , t 4 }, {t 1 , t 2 , t 3 }} is a class of For set as in Yao's method.
Then, SR 1 = {{t 2 , t 4 }, {t 1 , t 3 , t 4 }, {t 1 , t 2 , t 3 }} is a subbase of τ 1 as in TAS method.
we get: BR 1 = {Ø, {t 2 , t 4 }, {t 1 , t 3 , t 4 }, {t 1 , t 2 , t 3 }, {t 2 }, {t 4 }, {t 1 , t 3 }} is a base of τ 1 , τ 1 = {Ø, T, {t 2 , t 4 }, {t 1 , t 3 , t 4 }, {t 1 , t 2 , t 3 }, {t 2 }, {t 4 }, {t 1 , t 3 }} = ̄1, ̄1is a complement of τ 1 . We find lower and upper approximation for all subset of U (2 4 = 16 subset).
Using the definitions of Yao and Pawlak, we get the accuracies as follows Table 12 . Table 13 . 
Results-1: The accuracies
Let B = {C 5 }, |B| = 1, xR B y ↔ ( | | i(x) − i(y) | | )∕1 ≥ , we getT Ø T T 1 T T 1
Discussion
We choose ≥ 1, we find the subset information system as follows:
xR 2 y = {(t 1 , t 2 ), (t 1 , t 3 ), (t 1 , t 4 ), (t 2 , t 1 ), (t 2 , t 3 ), (t 2 , t 4 ), (t 3 , t 1 ), (t 3 , t 2 ), (t 4 , t 1 ), (t 4 , t 2 )}, then t 1 R 2 = {t 2 , t 4 }, t 2 R 2 = {t 1 , t 3 , t 4 }, t 3 R 2 = {t 1 , t 2 }, t 4 R 2 = {t 1 , t 2 }.
(x)R 2 = {{t 1 , t 2 }, {t 1 , t 3 , t 4 }, {t 2 , t 3 , t 4 }} is a class of For set (left neighborhoods).
Then, SR 2 = {{t 1 , t 2 }, {t 1 , t 3 , t 4 }, {t 2 , t 3 , t 4 }} is a subbase of τ 2 as in TAS method.
we get: BR 2 = {Ø, {t 1 , t 2 }, {t 1 , t 3 , t 4 }, {t 2 , t 3 , t 4 }, {t 1 }, {t 2 }, {t 3 , t 4 }}is a base of τ 2 , τ 2 = {Ø, T, {t 1 , t 2 }, {t 1 , t 3 , t 4 }, {t 2 , t 3 , t 4 }, {t 1 }, {t 2 }, {t 3 , t 4 }} = ̄2.
Using definitions of Yao and Pawlak, we find the accuracies as follows Table 14 .
Results-2:
The accuracies Table 15 . Cl-open) , but, in general, the accuracy of Yao is greater than the accuracy of Pawlak. We found a lot of accuracy with one attribute and two attributes; the accuracy of two attributes is finer than the accuracy of one attribute. Topological methods are very important and interesting to solve uncertain problems. The results of the rough set approach are presented in the form of classification or decision rules derived from a set of previous application. This study provides a new insight into problem of attribute reduction. It suggests that more semantics properties preserved by an attribute reduce should be carefully examined, so that we give a very chance of the maker to choose a suitable for him.
