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 Abstract. The scope of this research is a problem of parameters identification of a 
linear time-invariant (LTI) plant, which 1) input signal is not frequency-rich, 2) is subjected to 
initial conditions and external disturbances. The memory regressor extension (MRE) scheme, 
in which a specially derived differential equation is used as a filter, is applied to solve the 
above-stated problem. Such a filter allows us to obtain a limited regressor value, for which a 
condition of the initial excitation (IE) is met. Using the MRE scheme, the recursive least-
squares (RLS) method with the forgetting factor is used to derive an adaptation law. The 
following properties have been proved for the proposed approach. If the IE condition is met, 
then: 1) the parameter error of identification is a limited value and converges to zero 
exponentially (if there are no external disturbances) or to a bounded set (in the case of them) 
with an adjustable rate, 2) the parameters adaptation rate is a finite value. The above-
mentioned properties are mathematically proved and demonstrated via simulation 
experiments. 
 
 Keywords: parameters identification, regression, persistent excitation, initial 
excitation, initial conditions, exponential convergence. 
 
Introduction 
 
The development of adaptive control systems for real process units (e.g. heating, 
electromechanical, chemical) of various branches of industry and complex objects (e.g. 
airplanes) is an actual problem since most of them are quasi-stationary [1, 2], i.e. have 
parametric uncertainty. For such plants, it is required to provide high control quality: 1) for a 
wide range of setpoint values (it is often a set of constant values), 2) under the condition of 
disturbances of different nature and noise. 
Adaptive systems can be divided into direct and indirect ones [1, 2]. As for the indirect 
systems, it is necessary to identify the plant, which model is usually introduced as a 
regression dependence of type y = θTφ. Its parameters θ are adjusted with the help of gradient 
methods or recursive least-squares (RLS) online according to the real-time values of the 
regressor φ and the plant output y. As far as direct methods are concerned, the same linear 
regression is often used as a control law, which parameters are adjusted online using the 
above-mentioned methods. The Lyapunov second method and Ultimate Uniform 
Boundedness are most often used for stability analysis of such systems. 
Despite a great deal of research in this field, the adaptive control systems have not 
become widespread in the industry yet, as there are fundamental problems with their 
application. It is a choice of adaptation rate [3, 4], the requirement of the persistent excitation 
of the regressor [5], drift of the adjusted parameters of the mentioned regression because of 
the noise, disturbances, and limitations on values of a control action signal [6]. 
The main among them is the restrictive condition of the persistent excitation (PE) of 
the regressor to provide parameter convergence [5]. Only if the PE condition is met, it is 
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proved [5] that the model parameters will converge to the ideal values (which are considered 
to be constant) exponentially. This will guarantee the robustness of the control system. 
Otherwise, the regression parameters will not become equal to their ideal values and/or they 
drift when t→∞. But, in reality, it is difficult to meet the PE condition. The setpoint is a 
constant (or set of constants) for many technological processes. The PE condition is not 
satisfied in this case. Well-known projection operator and e- and σ-modifications [2] do not 
solve the problem under consideration. They guarantee that all signals are bounded in the case 
of unmodeled dynamics and/or noise, but they do not provide convergence of the regression 
parameters to their ideal values. 
Therefore, as far as adaptive control and identification are concerned, nowadays one of 
the main lines of research is to relax the PE condition. This is confirmed, in particular, by the 
paper [5] with a detailed review of known approaches to solve this problem. To begin with 
the application of filters [7, 8] for the regressor extension, and composite adaptation [9], when 
both tracking and parameter errors are used in the adaptation law. 
Before we move on to methods to relax PE condition, the basic principles of filtering 
will be discussed. Regressor filtration gives the opportunity to implement the following 
principle: the higher the adaptation rate, the higher the parameters convergence rate (and, as a 
result, the approximation quality). If the filtration is not used, then there is an optimal value of 
the adaptation rate. If we exceed it, then we face the convergence rate decrease. A filtration is 
also a tool for the regressor extension, for which two main approaches should be mentioned: 
The Dynamic Regressor Extension (DRE) [10] and the Memory Regressor Extension (MRE) 
[8, 11]. In the case of the DRE, many different filters H(p) (or signal delay blocks) are applied 
to the regressor vector φ and the function y. This allows obtaining as many regression 
equations as the number of the unknown regression parameters θ. At the same time, it is 
necessary to somehow find parameters values for each filter, and the identification algorithm 
will start functioning only when the last filter (delay) output becomes a non-zero value. 
In the case of the MRE, the left and right sides of the regression equation are 
multiplied by the regressor vector φ. Then only one filter H(p) is applied to the multiplications 
φφT and yφT. Comparing to the DRE, it makes the problem of the filter parameters choice less 
complicated (as the number of such parameters is much lower). The gradient method is then 
applied to the extended regressor to estimate the regression parameters. But their ideal values 
(these are values, which will reduce the parameter error to zero) can be found only in the case 
if the PE condition is met. 
Considering composite adaptation methods, the regression adaptation law contains an 
additional term of sum, which is used to indicate the current control quality. This should 
improve such quality, but this fact is not proved [5]. The main term (responsible for the 
parameter convergence) is usually derived using the above-mentioned methods. 
All considered methods provide exponential parameter convergence only under the PE 
condition. Let solutions to relax the PE condition be considered. 
One of such methods, which is based on the DRE, is DREM [10], in which a matrix 
regressor is transformed into a scalar one by additional multiplication of the filtered 
regression (according to the DRE principles) by a matrix, which is adjoint to one of the 
filtered regressor. This operation is time-consuming, but the scalar regressor and a separate 
equation for each regression parameter significantly simplify further calculations. This 
scheme also provides exponential convergence of parameters only in the case of the PE. But if 
the regressor does not belong to L2, then the asymptotic convergence is guaranteed [12]. From 
the practical point of view, it is not quite clear what gives the relaxation to “not in L2” 
regressor from the PE one, and what types of setpoint for real technological processes meet 
this condition. 
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In most practical cases, the regressor is excited only within a limited time interval (for 
example, within an initial time range for a constant setpoint) – the initial excitation (IE) [13]. 
If exponential convergence of regression parameters is provided in this case, it would 
significantly increase the chances of practical implementation of adaptive identification and 
control schemes. The basic approach, based on the MRE and used to relax the PE to IE, is 
concurrent learning [14]. Considering this method, the adaptation law depends not only on the 
current value of the product of the regressor vector by the error, but also on some previous 
values of this product saved in a data stack. This guarantees the parameter convergence 
without the PE, but having the IE, because, even after “attenuation” of the current regressor, 
its stored values will allow providing the exponential convergence. The drawbacks of the 
method are: 1) the question of what data to store in the data stack, and 2) not studied question 
of the correctness of the given adaptation law under conditions of non-zero initial conditions 
and external disturbances. 
The method proposed in [13] is based on a similar idea. But, in this case, the previous 
values of the regressor and the error are taken into consideration not with the help of the data 
stack, but because of the fact that, using the MRE method to extend the regressor, the filter in 
the form of an integrator is applied instead of an aperiodic link-based filter. By analogy with 
[14], it also allows providing exponential convergence of regression parameters in the case of 
the IE. In [5] it is asserted that such a scheme has the following disadvantages: open-loop 
integration of a positive semi-definite matrix, the drift of the regression parameters under a 
condition of external disturbances, and the unstudied question of such scheme effectiveness in 
the case of non-zero initial conditions. 
This paper is to focus on the method described in [13]. First of all, its improvement 
will be proposed allowing functioning under the condition of disturbances (to avoid the drift 
of the regression parameters). For this purpose, it is proposed to use a specially derived 
differential equation instead of a pure integrator as a filter. Then the formulas to identify the 
plant, using the RLS with the exponential forgetting factor, will be derived: 1) to obtain a 
regression parameters adaptation law, which will be different from that given in [13]; 2) to 
obtain the equation to adjust the convergence rate. Further, the properties of such a solution 
will be studied. It will be shown that, when the proposed scheme is used and the IE condition 
is satisfied, the parameter error of identification is a limited value and exponentially 
converges to zero (when there are no disturbances) or to a bounded set (in the case of 
perturbations) with adjustable convergence rate. 
 
Problem statement 
 
Consider a problem of parameters identification of a continuous-time LTI plant given 
by (1) [2]. 
 
       
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(1) 
where x∈Rn is a state vector, x0∈Rn is a vector of the plant states initial condition, u∈R is a 
control action, y∈R is a measurable plant output signal, w∈R is a bounded disturbance 
(w(t)≤wmax); A∈Rn×n is a stable state matrix, B∈Rn×1 is an input matrix, C∈Rn×l is an output 
matrix. The values of A, B, and C elements are unknown. It is supposed that only u and y 
signals are measurable. The plant (1) can also be represented as an input-output model (2). 
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(2) 
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where  
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denominator (n ≥ m, an = 1) respectively. Values of parameters ai and bi of the characteristic 
polynomials Z(s) and R(s) are to be found as a result of the identification. 
The input-output model (2) can be parametrized [2, 15] as a regression model (3) 
under the condition of filtration of u(t) and y(t) signals using stable nth-order filter Λ. 
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(3) 
where   1
0
nn i
i
i
s s s


     is a Hurwitz polynomial, ω(t) ∈ Rn+m+1 is a known regressor vector, 
θ ∈ Rn+m+1 is a vector of ideal constant parameters of the regression model (3), η0 is an 
exponentially decaying function caused by the initial condition influence on (1). The function 
η0(t) can be described using a function generator of type (4). 
 
     
   
0 0
0 0
 0c
T
v t v t , v B x ,
t C v t ,
  

 

 
(4) 
where v∈Rn, Λс is a stable matrix corresponding to the characteristic polynomial Λ(s), the 
matrices С0∈Rn and B0∈Rn×n are chosen to model the generator (4) according to the following 
condition: CT0{adj(sI – Λc)}B0 = CT{adj(sI − A)}. Then η0(t) can be written as (5). 
 
 0 0 0 0ctTt C e B x 
 
(5) 
A regression (6) with adjustable parameters  ˆ t  is introduced to find the unknown 
vector θ. 
 
     Tˆyˆ t t t  
 
(6) 
The parameter adjustment law is usually obtained using the first-order optimization 
methods or Lyapunov second method [2]. If η0(t) = 0 and w(t) = 0, then the adaptation law 
can be written as (7). 
 
                 TT T T Tˆ ˆˆt Г y t y t Г t t t Г t t t ,                      
 
 
(7) 
where    ˆt t     is a parameter error between (3) and (6), Г is a matrix of adaptation 
rate. As parameters θ are constant, so parameter error function  t  can be written as a 
solution (8) of the differential equation (7). 
 
       0 0 ; 
t
TГ d
t e
     
   
 
(8) 
It is well-known [2, 16] that, considering (8), the parameter error  t  converges to 
zero exponentially only if the PE condition (9) is satisfied. 
Definition 1: The regressor ω is persistently excited (ω ∈ PE) if 0 0t T     and 
0   such that 
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(9) 
where I is an identity matrix, and α is an excitation degree. 
For an instance, in the case n+m+1 = 2, the regressor, which meets the PE condition 
(9), is a vector ω = [1; sin(t)]T. 
It has been proved in [17] that ω ∈ PE if and only if the control action u(t) is 
frequency-rich. 
Definition 2: The control action u(t) is frequency-rich if, using the Fourier transform, it 
could be written as a finite series (10), so as N ≥ n+m+1 and ∀k ≠ j, φk ≠ φj, Ak ≠ 0. 
    
1
N
k k
k
u t A sin t

 
 
(10) 
The control action u(t) is formed by the control system for the plant (1). In many 
cases, the control objective does not require it to be frequency-rich. As a result, the real 
control action signal could not be written as (10) as it is needed to identify the plant. So the 
requirement ω∈PE to provide the convergence of  t  to zero has the following well-known 
limitations: 1) it is hard to be satisfied in most practical tasks; 2) it is impossible to check 
whether the criterion (9) is satisfied in real time, as it depends on future values of the 
regressor. 
Another interpretation of the persistent excitation condition (9-10) is the need for all 
elements of the vector ω to be non-zero to provide convergence of  t  to zero. Following 
the setpoint schedule, real plants (1) function both in dynamic modes, when all elements of 
vector ω are not equal to zero, and in static ones, when elements of vector ω, corresponding to 
estimations of y1,…, yn-1 and u1,…, um, are equal to zero. In this case, we can say that the 
regressor ω∉PE, but it is excited at the initial interval of time (during the transient until the 
static mode is reached). 
Definition 3: Considering t∈[0;∞), the regressor ω(t) is excited during the initial time 
interval [0;T] (ω∈IE), if there exist T>0 and 0  such that: 
    
0
T
T d I ,      
 
(11) 
where I is an identity matrix, α is an excitation degree. 
For example, if n+m+1 = 2, then the regressor, for which the initial excitation 
condition is met, is a vector ω = [1; e-t]T. 
The initial excitation means that the regressor has energy within a certain initial time 
interval. The IE condition is much less restrictive than the PE one, and in contrast: 1) can be 
checked online to be satisfied; 2) is provided not by special conditions (10) on external 
signals, but by the natural behavior of the dynamic plants in the course of transients. In [13, 
14] a criterion has been obtained, which allows checking in real-time whether the initial 
excitation condition (11) is satisfied or not. 
Definition 4: The regressor ω(t) satisfies the initial excitation condition within time 
interval [0; T] if an increasing time sequence 1{ }
p
i iS t   exists, where tp≤T and t1>0, and 
rank(W)=n+m+1, where W is defined as (12). 
      1 2 pW t t t     
 
(12) 
Remark 1: Based on definitions (11) and (12), it is obvious that the condition of initial 
excitation can be checked to be met by calculation of either matrix (12) rank or determinant of 
the integral (11). 
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The initial excitation condition is less restrictive than the persistent excitation one. In 
addition, according to Definition 4 and Remark 1, it can be checked online. So, in practice, 
there is a need for the adaptation law to estimate parameters θ, which provides exponential 
convergence to zero of the parameter error  t  when ω∈IE, but not the PE. Therefore, taking 
into account the shortcomings of the existing solutions [13, 14] mentioned in the introduction 
section, the aim of this research is to develop a law to estimate the unknown parameters θ of 
the linear regression (3) with the following properties: 
– when the initial excitation condition (ω∈IE) is met, the parameter error  t  
converges to zero exponentially; 
– the rate of convergence can be made arbitrarily high if the value of a certain 
parameter in the adaptation scheme is increased; 
– the adaptation law is robust with respect to the functions η0 (t) and w(t). 
 
Main results 
 
First of all, the regressor extension method is applied to equation (3) [8, 11] to obtain 
(13) to develop an adaptation law, which has the properties specified in the problem statement 
section. 
 
               0T T T T Ty t t t t t t w t t         
 
(13) 
Both the left and right sides of the equation (13) are multiplied with the function e-βt, 
where β>0 is a memory factor, to obtain (14). 
 
             
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(14) 
The filter (15) is applied to the extended regressor    t Te t t    and new output 
   t Te y t t  , taking into account initial condition and disturbance  t . 
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
 
 
(15) 
Remark 2: Filters (15) are similar to the ones proposed in [13], which have been used 
for the synthesis of the integral component of the PI law of the plant parameters estimation. 
However, unlike them, the proposed filters (15) allow obtaining a bounded regressor Ω(t) and 
the function  t . 
Given the filtration (15), equation (14) can be written as (16). 
 
     Tt t t       
 
(16) 
The left and right sides of (16) are integrated with respect to time to obtain (17).  
          
 
0
0
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t
t t e w d

             

 
(17) 
The new regressor Ω(t) and output  t  can be found from (15) as (18). 
7 
 
 
     
     
0
0
t
T
t
T
t e d
t e y d


      

     


 
(18) 
The regressor Ω(t) has the following important properties: 1) as it follows from the 
first equation of (18), Ω(t) is a positive semidefinite function, such that Ω(t)>0 0t  ; 2) Ω(t) 
is a time function, which increases to its finite limit. To prove the second property of the 
regressor Ω(t), its upper bound (19) is obtained using the mean value theorem. 
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2 2
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1
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(19) 
It is important to show for further development of the adaptation law that the 
disturbance ε(t) is bounded. Taking into account that ω(t)∈L∞ and w(t)∈L∞, and η0(t) is the 
exponentially damped function (5), this fact (ε(t)∈L∞) is proved (20) using the mean value 
theorem. 
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(20) 
Remark 3: The fundamental role in the disturbance ε(t) boundedness is played by the 
multiplication of (14) by the function e-βt, which is shown in (15). 
Similar to the equation (6), the regression with adjustable parameters  ˆ t  is 
introduced for (17). Then the parameter error function between the regression and function 
(17) is written as (21). 
 
       
 
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(21) 
Now, following the recursive least squares method to develop the identification loop 
for  ˆ t  at time moment t, let the measurements    and Ω(τ) for 0≤τ<t be introduced. 
Then the equation (21) can be rewritten as (22). 
 
               T T Tˆ t t                   
 
(22) 
Now it is possible to obtain the adaptation law for θ. For this purpose, only for the 
synthesis process, we will consider the case when ε(τ) = 0, and introduce the optimization 
objective criterion (23) using the equation (22), which reflects the difference between the 
model  ˆ t  and the ideal function output  t [2, 15]. 
        
0
1
2
t
t TˆQ e d          ,
 
(23) 
where λ is an exponential forgetting factor [15]. 
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The objective criterion (23) minimum is found when its gradient with respect to the 
adjustable parameters is equal to zero (24). 
            
0
0T
t
tT T T
ˆ
ˆ ˆQ e t d                 
 
(24) 
Considering (24) and using the property of the sum of integrals, we expand the 
brackets and move the term, containing the ideal value  t , to the right side of the equality 
to obtain (25). 
              
0 0
t t
t tT Tˆe t d e d                
 
(25) 
Then the least-squares estimate of the ideal parameters can be written as (26). 
        
 
     
1
0 0
t t
t tT T
Г t
ˆ t e d e d

                
 
 

 
(26) 
Here Г(t) is an adaptation rate matrix. 
The equation for Г-1(t) derivative (27) can be found using the main theorem of 
calculus. 
                
1
1
0
t
tT T TdГ t t e d t t Г t
dt

                
 
(27) 
The equation for the Г(t) derivative (29) can be found using (28) and the above-
introduced definitions of Г(t) and Г-1(t). 
            
1
1 1 0
dГ t dГ tdI d Г t Г t Г t Г t
dt dt dt dt

      
 
(28) 
                  
1
TdГ t dГ tГ t Г t Г t Г t t t Г t
dt dt

      
 
(29) 
The adaptation law (30) can be written if we differentiate (26) and apply the main 
theorem of calculus. 
 
                 
                
               
0 0
t t
t tT T
T T
T T T
ˆd t dГ t de d Г t e d
dt dt dt
ˆ ˆГ t t t t t Г t t t
ˆГ t t t t t Г t t t
                  
 
           
           
 

 
(30) 
Thus, the complete adaptation loop (31) to estimate the ideal plant (3) parameters is 
described by two adaptation laws: 1) the one for ˆ  (30), 2) the one for Г  (29). 
 
T
T
ˆ Г
Г Г Г Г
   
   
 

 
(31) 
We formulate the properties of the adaptation loop (31) in two theorems. The first one 
is about the parameter error  , and the second one is about the adaptation rate matrix Г. 
Theorem 1. Consider the adaptation loop (31) to estimate θ. The following properties 
hold for  : 
1) if ε(t) = 0, then   is bounded: 2L L  ; 
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2) if ε(t) = 0, then the equations (31) provide exponential convergence of   to zero 
with the rate, which is higher than κ (its value is defined in the appendix and can be made 
arbitrarily high by the forgetting factor λ value increase). 
3) if ε(t) ≠ 0, then   is uniformly bounded by the set (32) with the ultimate bound R 
and converges to it exponentially with the rate, which is not less than 0.5κ. 
    
 
 
12 1
1 1
2 1: ; maxmaxR
max min
Гn mB R R
Г Г

 
        
 
 
 
(32) 
 All points of the theorem 1 comply with the problem statement given in the respective 
section. The proof of the theorem 1 is given in the Appendix. 
Theorem 2. The adaptation law (29) for Г  provides the following properties: 
1) if t < T, then the norm of the adaptation rate matrix Г is bounded in accordance with 
(33). 
 
   12 0T tГ e L 
 
(33) 
2) if t ≥ T and t  , then the equation (34) for the norm of the adaptation rate matrix 
Г holds true. 
 
  2 ; t min
lim Г
t

 
 
(34) 
 
On one aspect of practical implementation 
The regressor and output signal derivatives are calculated with equation (15), which 
contains the exponentially damping function. So, when the experiment time t > (3÷5)β-1, then 
the adaptation loop (31) no longer takes into account new data to identify the plant 
parameters. This makes the developed scheme ideally suitable to be applied for real plants, 
which function according to the step-like setpoint schedule r, which consists of a set of 
different constants. It is necessary to equal to zero the time variable in the filter formulas (15) 
at each moment when the setpoint r is changed. 
 
Experimental results 
The efficiency of the proposed method has been shown by means of mathematical 
modeling of the identification process of the plant (35) parameters. Modeling was conducted 
in Matlab/Simulink on the basis of numerical integration by the Euler method. A constant step 
size of τs = 10-4 seconds was used in all experiments. 
 
   2
4 1
4
sy t u t
s s

 
 
(35) 
The filters parameters in (3) for this plant were chosen as follows – λ0 = 15; λ1 = 45. 
The adaptation loop parameters were the same (unless otherwise specified) in all experiments: 
Γ0 = I; λ = 1; β = 2. The initial value of ˆ  was assumed to be zero. In each experiment, one of 
the adaptation loop (31) properties (defined in Theorems 1 and 2) was checked. In all 
experiments, a constant signal u(t) = const = 100 was used as the plant (35) input. 
The first experiment was to check whether the developed adaptation loop provided 
exponential convergence of ˆ  values to the ideal ones of the plant (35) (initial conditions and 
noise were equal to zero). Fig.1 shows the comparison of the norms of the parameter error  , 
obtained with the help of (31) and the classical gradient scheme (7), for which the constant 
adaptation rate was used: Г=Г0=I. 
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Fig.1. Norm of parameter error   of developed adaptation loop and gradient scheme 
 
As it follows from Fig.1, the developed scheme, unlike the gradient one, provided 
exponential convergence of the norm of the parameter error   to zero when the control signal 
was constant u(t) = const = 100. 
Fig.2 shows the norm of the adaptation rate matrix Г (red curve), its upper bound (33) 
+ positive invariant (34) (black curve). 
 
Fig.2. Norm of adaptation rate matrix Г 
 
As it follows from Fig. 2, the equations (33) and (34) held true. 
 
Fig.3 shows a comparison of the norms of the parameter error   obtained using the 
developed adaptation loop with different values of the forgetting factor λ. 
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Fig.3. Norm of parameter error   obtained using developed adaptation loop with different 
values of λ 
 
Fig. 3 shows that the convergence rate of the plant (35) parameters estimation process 
can indeed be improved by increasing the forgetting factor λ value. This corresponds to the 
conclusion made in Remark 5 (in the Appendix). 
Fig.4A and Fig.4B present a comparison of the norms of the parameter error   and 
minimum eigenvalues   2min t   obtained using different values of the memory factor β. 
 
Fig.4. Comparison of norms of parameter error   and minimum eigenvalues   2min t   
obtained using different values of memory factor β 
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As it follows from Fig.4B, if the memory factor β was decreased, then the minimum 
eigenvalue   2min t   became higher. This, in its turn, led to the improvement of the 
convergence rate κ (see Fig.4А and (А.9)). 
The second experiment was to check the robustness of the parameter estimation with 
respect to ε(t), which can be caused by the initial conditions and/or the disturbances. In this 
experiment, the function ε(t) was caused by the measurement noise. It was simulated as white 
noise with parameters: Noise Power = 100; Seed = 23341⋅103; Sample Time τs = 10-4 seconds. 
Fig.5 shows a comparison of the norms of the parameter error   obtained using the developed 
adaptation loop and the integral PI law proposed in [13], for which the constant adaptation 
rate was used, which value coincided with the initial rate for the developed loop (Г= Г0 = I). 
 
Fig.5. Comparison of norms of parameter error   obtained using developed adaptation loop 
and integral PI law [13] in the case ε(t) ≠ 0 
 
As it follows from Fig.5, the norm of the parameter error obtained using the integral PI 
law drifted. As for the developed method, the considered norm was bounded and converged to 
the neighborhood of zero. 
Fig.6 shows a comparison of the norms of the parameter error   obtained using the 
developed adaptation loop with different values of the memory factor β. 
 
Рис.6. Norm of parameter error   obtained using developed adaptation loop with different 
values of memory factor β in the case ε(t) ≠ 0 
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As it follows from Fig. 6, the neighborhood of zero, to which the norm of the 
parameter error converges, can be made small, but not zero, by reduction of the memory 
factor β value. “Not zero” because the too low value of the memory factor β, as it can be seen 
from (20), leads, in the case of the measurement noise, to ε(t)∉L∞. This means that the 
attractive set (32) degenerates. 
Thus, the conducted experiments have fully confirmed the properties of the adaptation 
loop (31) defined in Theorems 1 and 2. 
 
Conclusion 
 
In this research, the adaptation loop was proposed to identify the LTI plant parameters, 
which did not require to meet the persistent excitation condition to provide exponential 
convergence of the parameter error to zero. The PE condition was relaxed to the initial 
excitation (IE) one. The robustness properties of the developed adaptation loop to the 
influence of initial conditions and bounded disturbances were proved. The convergence rate 
of the parameter error can be made arbitrarily high. 
The further research scope is to apply the developed adaptation loop to the problem of 
the direct adaptive control with the reference model. 
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APPENDIX 
Theorem 1 proof. 
 
To prove the first and second parts of Theorem 1, the equation (21) is substituted into 
the equation (30) taking into account ε(t) = 0. Then, if θ = const, the equation (A.1) is 
obtained. 
 TГ     
 
(A.1) 
The Lyapunov function candidate is chosen as a quadratic function (A.2). 
    
1
2 21 1
T
min max
V Г
Г V Г

 
  
     
 
 
 
(A.2) 
Considering (A.1) and (27), the derivative of (A.2) is (A.3). 
 
 
1 1
1 1 1
221 1
2
2
T
T
T
T T T T T T
T T
min
V Г Г
Г Г Г Г
Г Г
 
  
 
      
                       
           
    
       
      
(A.3) 
Proposition 1. The derivative (A.3) of the positive definite quadratic form (A.2) is a 
negative semi-definite function, so parameter error L  and error L , and equation 
(A.2) is the Lyapunov function for (A.1). At the same time, the function (A.2) has the finite 
limit (A.4) when t  , so 2L L  . 
 
          
       
0 0
0
1
22 1
0 0
0
T T
t t
min
t
V t V V dt V Г dt
Г dt V V t
 



               
                 
 

      
  
 
(A.4) 
Hence, the first part of the theorem is proved.  
In order to prove the second part of Theorem 1, the equation (A.3) is rewritten as 
(А.5). 
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1T T TV Г          
 
(А.5) 
As the new regressor Ω(t) is a positive semi-definite function, and, taking into account 
the Definition 3, the initial regressor ω(t) is excited into the initial period of time (11), then for 
the new regressor Ω(t) there exists  0T   and λmin(Ω(T))>0, so that, when t ≥ T, the lower 
bound (А.6) holds true. 
          
 
  
0 0
t T
T T
min
T
t e d e d T I 

                

 
(А.6) 
Then the lower bound (A.7) holds true for Ω(t)ΩT(t) when t ≥ T. It follows from (A.7), 
that the initial excitation condition (A.8) is met for the new regressor Ω(t). 
       2T mint t T I    
 
(А.7) 
       2
0
T
T
mind T I       
 
(А.8) 
Remark 4: It follows from (А.6)-(А.8) that, if ω ∈ IE, then also Ω(t) ∈ IE. According 
to Remark 1, the condition of the initial excitation can be checked by the calculation of the 
new regressor Ω(t) determinant. 
Thus, taking into account equation (A.7), the upper bound of the derivative (A.5) 
becomes (A.9) at t ≥ T. 
 
    
    
   
    
 
2 21 2 1
2 1
21
1
2 1
1
T T T
min min
min min
max
max
min min
max
V Г T Г
T Г
Г V ,
Г
T Г
Г
 





               
     
      
  
     
  
  
     

 
(А.9) 
The lower bound of the Lyapunov function is substituted into (A.9). Then the whole 
equation is integrated. The equation (A.10) is obtained as a result. 
 
   1 1 0tmin Г e V    
 
(А.10) 
It follows from (А.10) that, when ε(t)=0, the error   converges to zero exponentially 
and faster than κ. The second part of Theorem 1 is proved. 
Remark 5: As it follows from the equation for κ, its value can be made arbitrary high 
as a result of the forgetting factor λ value increase. 
To prove the third part of the theorem, the equation (21) is substituted into the 
equation (30) taking into account ε(t) ≠ 0. Then the equation (A.11) is obtained. 
 T TГ Г       
 
(A.11) 
Considering (A.11) and (27), the derivative of (A.2) is (A.12). 
 
1 1
1
2
2
T
T
T T T T
T T T T
V Г Г Г Г
Г
 

                  
         
   
    
 
(A.12) 
The upper bounds of the regressor Ω(t) (19) and disturbance ε(t) (20) are used to 
obtain the upper bound of the derivative (A.12) as (A.13) when t ≥ T. 
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    
 
2 22 1 2 1
21 2 1
2 1
2 1
min min max
max max
V T Г n m
Г n m
 
 
               
         
  
 
 
(A.13) 
Hence, the derivative (A.13) is negative outside the compact set (A.14). 
 
 
2 1
1
2 1: maxr
max
n mB r
Г


             
 
 
(A.14) 
Given the boundedness of the chosen Lyapunov function candidate (A.2), the 
definition (A.15) of the minimum and maximum level lines of the function (A.2) is 
introduced. 
 
 
 1
: 
: 
min r min
n m
max max
С B V c
С R V c 
   
  


 
(A.15) 
Here ∂Br is the boundary of the set (А.14). The minimum value of the Lyapunov 
function is reached at the boundary ∂Br of Br, because the derivative (A.13) is positive inside 
Br and negative outside it. Using the definition of the level lines of the Lyapunov function, the 
annulus set (A.16) is introduced. 
 
 : min maxс V c    
 
(A.16) 
Proposition 2. As the derivative (A.13) of (A.2) is negative inside the annulus and 
positive inside Cmin, so: 1) if the trajectories of   start in (А.16), then they will enter the Cmin 
in finite time; 2) if the trajectories of   start in Cmin, they will not leave it. As the derivative 
(A.13) is positive inside Cmin, then the boundedness of the trajectories is to be shown inside it. 
According to the boundedness of (А.2), the inequality (А.17) holds true for rB : 
the quadratic form (А.2) reaches its maximum value rB  when   has its maximum value 
from Br. In its turn, that is true when  ∂Br. 
 
  21maxV Г r 
 
(A.17) 
Then, according to the definition of Cmin, we obtain (А.18). 
 
  21min maxс Г r 
 
(A.18) 
As (А.2) is bounded, the inequality (A.19) holds true for minС . 
 
   2 21 1min maxГ V Г r     
 
(A.19) 
It follows from inequalities (А.19) that the trajectories of   are bounded by the set 
(32), and their ultimate bound R is (А.20). 
 
 
 
1
1
max
min
Г
R r
Г





 
(A.20) 
To estimate the rate of convergence of   to the set (32), we complete the square of the 
right side of the inequality (A.13) to obtain (A.21). 
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 
     
 
 
   
 
21 2 1
2
2 121 1
1
214 2 2 4 2 2
1 1
2 1
2 11
2
4 1 2 1
2
max max
max
max max
max
maxmax max
max max
Г n m
n mГ Г
Г
Гn m n m
Г Г
 

 

 
 
         
                    
             
 
 
 

 
(A.21) 
Taking into consideration (А.21), the upper bound of the derivative (А.12) is written 
as (А.22). 
 
   
 
21 4 2 2
1
2 1
2
max max
max
Г n m
V
Г
 

      
 



 
(A.22) 
Considering the definition of the Lyapunov function candidate (А.2), the equation 
(A.22) is integrated with respect to time to obtain (А.23). 
 
      
4 2 2
21 0 5
2 1
4 1
0 max, tmin
max
n m
V e V
Г

  

    
     
 

 
(A.23) 
It follows from (А.23), and the left bound of the Lyapunov function (A.2), and the fact 
that the first term of the right side of (A.23) converges to zero when t→∞, that the parameter 
error converges to the set (32) exponentially and faster than 0,5κ. So the third part of Theorem 
1 is proved. 
 
Theorem 2 proof 
 
To prove the second theorem, the Lyapunov function candidate (A.24) for (29) is 
introduced. 
 
  2TL tr Г Г Г 
 
(A.24) 
Considering (29), the derivative of (А.24) is written as (А.25). 
 
     2 2 2 2T T T TminL tr Г Г tr Г Г Г Г L L Г            
 
(A.25) 
Let the case be considered when t < T to prove the first part of the theorem. Then 
λ2min(Ω(t)) ≈ 0, because the IE condition (А.8) has not been met yet. So the upper bound of 
the derivative (А.25) is (А.26). 
 
2L L 
 
(A.26) 
The equation (A.26) is integrated with respect to time between 0 and T - t1, where t1>0 
and T≫t1, to obtain (А.27). 
 
   12 2 0T tL Г e L  
 
(A.27) 
Using (A.27), the estimation (33) of the norm of the adaptation rate matrix is obtained. 
Then let the case be considered when t ≥ T to prove the second part of the theorem 2. 
Then λ2min(Ω(t)) > λ2min(Ω(T)) > 0, because the IE condition (А.8) has already been met. 
Taking into account (А.6) and (А.7), in this case, the derivative (А.25) is written as (А.28). 
 
     2 22 2 2 2 0min minL L L t L L t L           
 
(A.28) 
It follows from (А.28) that the derivative of (А.24) is negative outside the compact set 
(А.29). 
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   
  
1 1
2: 
n m n m
d
min
C Г R Г d
t
             
 
(А.29) 
As the derivative of the quadratic form L is negative outside the Cd set and positive 
inside it, then, according to the LaSalle theorem [1, 2], the ∂Cd set (A.30), which defines the 
boundary of the Cd set, is a positive invariant for the trajectories of equation (29). 
 
 : d dC Г C Г d   
 
(А.30) 
The analytical proof that the trajectories of equation (29) at t ≥ T and t   really 
converge to d is shown below. A fractional decomposition is applied to the upper bound 
(A.28) to obtain (A.31). Then it is integrated with respect to time and solved for L (A.32). 
 
  
  
  
2
1
1 2 2 1
2
2
0 5
2
min
min
min
dL dt
L t L
, t L
dL dt
Lt L

 
 
     
 
          
 
 
(А.31) 
 
   
2 2
22 2
t
t /
min
eL
t e e

 

  
 
(А.32) 
Having used L'Hospital rule twice, it is shown that when t ≥ T and t  , then the 
quadratic form L converges to d2 – (А.33). 
 
      
2 2 2
2
2 42 2
t
t t t / minmin
elim L lim d
tt e e

   
            
 
(А.33) 
Then, using the definition of the quadratic form L, equality (34) holds true. So the 
second part of Theorem 2 is proved. 
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