Introduction
Closed loop control can increase the performance of robotic tasks. Controllers can be designed to handle external disturbances or uncertainties in the environment. However, closed loop control requires sensory feedback, and vision is one way to provide this feedback. T h e visual task often is to robotically servo the camera t o maintain a desired visual pose of the moving tar et. Typically a n image Jacobian is used [l] ) [ / !6/ 61.
In essence, these systems are image regulators.
There are two major limitations for regulator-based tracking systems. T h e first is motor speed bandwidth. T h a t is, for fast moving targets, the motors may not have the speed capability t o keep the target's image features in view. Tracking will then fail since there is nothing t o regulate with. T h e second is the robustness of vision-based algorithms to image changes. For example, in the case of tracking, target accelerations may appear as discrete jumps in pixel information.
Filters often have to be implemented in software t o distinguish such jumps from noise [17] , [ 3 ] . This paper introduces a partitioned controller design t h a t addresses these limitations. Our interest in visual control is in building a robotic system t h a t can monitor a n entire assembly workcell.
Our workcell contains 2 P u m a 560 robots and we have custom built a 5-DOF robot t o position a camera anywhere in the assembly workcell t o be able t o monitor the operation of the Puma's. T h e robot has three translational DOF which configure it as a Cartesian Gantry robot and can cover a workspace of 3 . 6~ 6 . 4~ 1 cubic meters. At the gantry's end-effector is a 2-DOF pan-tilt unit (PTU) made by Directed Perception on which a camera is mounted. T h e robot's 3 translational DOF's are controlled by stepper motors with a IBM PC bus interface. T h e P T U has its own serially interfaced stepper motor control system. Table 1 gives the relevant joint motor properties. T h e net effect of this is a 5-DOF hybrid robot t h a t can monitor the workspace (see Figure 1 ).
In using this robot for visual monitoring tasks, a number of problems must be addressed. First, the entire mass of the gantry's links may need to be moved as it A partitioned controller requires a fundamentally different controller architecture. However the imagebased methods used in traditional tracking systems lend to its development. For example, the same filt,ers (namely Kalman-based ones) that are used for robust image capture, can be used for target trajectory prediction. T h e development of these methods will be introduced in this paper and highlighted with experiments.
Image Based Tracking
Image-based visual servoing methods directly express a n error function in terms of image features. They are less sensitive t o calibration errors and computationally faster [12] than position-based "look-and-move" methods [16] .
T h e image Jac0bia. where the (5 x 6) matrix [J] ' is the pseudo-inverse of J . The net effect is two expensive matrix inversion computations which limit the motor command update rate, additionally limiting tracking performance.
Visual & Kinematic Servoing
Kinematic-servoing refers t o the use of a robot's kinematics (joint positions and velocities through encoders) as feedback for end-effector positioning. It is much quicker than visual-servoing but requires accurate calibration. On the flip side visual-servoing is tolerant to calibration errors, but is computational expensive and requires image feature robustness. Crowley, [7] suggests a duality existing between these two servoing methods.
Our partitioned tracking system uses a hybrid control law composed of two different servoing commands.
T h e first is a visually-servoed command. Here, a single SSD is used t o command the robot's pan and tilt joint velocities as follows:
Visual-servoing : (12) where wz, and wy, are the image feature's rotational velocities with respect to the camera's frame. These are mapped to the pan and tilt joint velocities, Qpan and it;lt respectively using a (2 x 2) manipulator Jacohian. This yields:
T h e result of this command keeps the target centered in the camera's field-of-view. T h e second command is a kinematically-servoed command. Here pan and tilt angle position feedback are used to proportionally command the gantry's Cartesian joint velocities:
Kinematic-servoing:
where I<, is a proportionality gain constant. q: an and qt+ilt are reference setpoint pan and tilt angles respectively. T h e result of this command translates the camera in the direction of pan and tilt.
We note that since only a (2 x 2) image Jacobian and (2 x 2) pan-tilt manipulator Jacobian need to be inverted, motor update rate is quickly achieved. This combined with both the PTU's quick response times and image robustness of a single SSD affords tracking of higher target accelerations.
Experimental Tests in Tracking
Two sets of experiments were conducted to highlight both motor bandwidth limitations using a traditional tracking system and increased tracking performance using the partitioned controller.
In the first experiment, the Toshiba gripper was attached t o a P u m a and was visually tracked using four co-planar fiducial marks. T h e distance between each fiducial mark was known. In tracking tests, rigid constraints on the camera-gripper pose were used. T h e pose required t h a t (a) the gripper's image was centered in the camera's field of view; (b) a predefinable camera-to-gripper distaince z* was maintained; Step Input Joint Velocity Response and (c) the camera's h a g e plane remained parallel to the gripper. Each fiducial mark was tracked with a (40 x 40) window using Hager's X Vision sum-ofsquare-difference (SSD) trackers [ll] . This allowed us to do tracking in real-time at the 30 fps video rate. In all tests, the lens focal length, f , was 12.5 mm. and z* was set t o 25 cm.
T h e step input was carried out as follows. First, a reference image was defined (Figure 3 -Left) by placing a SSD tracker on each fiducial mark. T h e gripper was then displaced 3 cim along a line parallel t o the camera's horizontal axis i.e. the gantry's -ZO axis.
Motor actuation was not enabled while the gripper was moved. Once the gripper was in place (see Figure  3 -Middle), the camera was then allowed t o move. We also note that motion tracking tests were COP ducted. We found that tracking was unreliable at target speeds greater than 2 c m / s . The tracking system would lose the four SSDs whenever the target was suddenly accelerated. A Kalman-filter estimator was iinplemented. However there is a startup time associated with error covariance matrix convergence. We found that at fast accelerations, the target may leave the camera's field-of-view during this convergence time.
For the second set of experiments, t,lie partitioned coiltrol law (Eqns 12-14) was implemented and pose const>raiiits were relaxed. Here, the reference setpoint, pan and tilt angles, qban arid & were set to 90 deg and 0 deg respectively. These setpoint angles were the starting positions of the pan and tilt joints upon tracking initialization. The target was commanded to niove 0.4 in at 8 c m / s parallel t o t.he camera's image plane. Figures 6, 7 , 8 and 9 show the resulting motor velocities and positions. Figure 6 shows the gantry's horizontal velocity ramping up in response t o the increase in the pan velocity (Figure 7 ) . The paper emphasized the problems associated with regulator-based tracking systems using rigid geometrical constraints. Experiments showed that problems exist that limit the ability for a machine-vision system to track fast moving targets. These problems are both mechanical and image processing related. suggest t h a t we can determine when the target has stopped moving or changed direction. This occurs when the gantry has reached its maximum velocity or when the PTU reverses direction. When the target is motionless, its position can become a reference point for triangulation and depth can then be computed.
T h e gantry's Cartesian DOFs can then maneuver the camera and reestablish depth constraints.
Target orientation determination poses a more significant problem. We are presently examining motor responses as a result of the coupling of visual and kinematic servoing. We are currently implementing this approach for monitoring our worltcell via visual servoing.
