We prove that the number ZðNÞ of level crossings of a two-parameter simple random walk in its first N Â N steps is almost surely N 3=2þoð1Þ as N ! 1: The main ingredient is a strong approximation of ZðNÞ by the crossing local time of a Brownian sheet. Our result provides a useful algorithm for simulating the level sets of the Brownian sheet. r
cf. [1, 12] . Here, dim refers to Hausdorff dimension. Other, more delicate, features of the level sets can be found in [5] [6] [7] [8] [9] [10] [11] 13 ].
One expects that the level sets of two-parameter random walks are uniform in local time. Informally speaking, this and (1.2) together imply that for any reasonable discrete approximation A N of W À1 f0g \ ½0; 1 2 ; one might expect that #A N % N 3=2 ; as N ! 1; here, # denotes cardinality, and ''%'' stands for any reasonable notion of asymptotic equivalence.
This paper is motivated, in part, by our desire to find a good algorithm for simulating the zero-set of W inside a given box that we take to be ½0; 1 2 to be concrete. A natural way to try and do this is by first performing a random-walk approximation to W, and then approximating the zero-set of W by that of the walk.
With this in mind, let fX i;j g i;jX1 denote an array of i.i.d. random variables with PfX i;j ¼ 1g ¼ PfX i;j ¼ À1g ¼ with the added stipulation that S m;n ¼ 0 whenever mn ¼ 0: It is then possible to show that as N ! 1; fN À1 S bNsc;bNtc g 0ps;tp1 ¼)fW ðs; tÞg 0ps;tp1 ; (1.4) where ) denotes weak convergence in a suitable space. Here, convergence in D D R ½0;1 ð½0; 1Þ will do, but we will not need this fact in the sequel; see [14, Theorem 4.1.1, Chapter 6] for a variant of this statement. Suffice it to say that the factor of N À1 is the central limit scaling that comes from adding OðN 2 Þ i.i.d. variates. A natural approximation of the zero-set W À1 f0g \ ½0; 1 2 would then be the random set U N ¼ fði; jÞ 2 f0; . . . ; Ng 2 : S i;j ¼ 0g; (1.5) where N is a large integer. While this algorithm is intuitively attractive, it does not perform well. Indeed, by the local limit theorem ( [19 In light of (1.2) and its proceeding discussion, (1.7) suggests that U N might be too thin to properly simulate the zero-set W À1 f0g \ ½0; 1 2 of the Brownian sheet. In this paper, we present an alternative algorithm for simulating the zero-set of W, and show that our approximation has the correct size of N ð3=2Þþoð1Þ as N ! 1: Our suggested approximation is a natural one that is based on the ''crossing numbers'' of the approximating two-parameter random walk S.
A lattice point ði; jÞ is called a (vertical) crossing for the random walk S if S i;j S i;jþ1 o0:
ði; jÞ is a crossingg
In words, ZðNÞ ¼ #X N is the total number of crossings of the random walk in the first N Â N steps. We propose to show that X N is a good approximation to the zeroset of the Brownian sheet in ½0; 1 2 ; at least in the sense that ZðNÞ ¼ #X N is sufficiently thick in the following asymptotically sense. Theorem 1.1. With probability one, ZðNÞ ¼ N ð3=2Þþoð1Þ as N ! 1: Fig. 1 shows the simulation of the level set of a two-parameter simple walk, together with the vertical crossings of the same random walk. The figure speaks for itself, and the Matlab code is added as a brief appendix at the end of the paper.
Throughout this paper, we write log x :¼ lnðx _ eÞ:
Brownian sheet and invariance
To prove Theorem 1.1, we need to analyze the crossings of the walk simultaneously at all levels. With this in mind, for each x 2 R we say that ði; jÞ is a (vertical) x-crossing for the random walk if Thus, Zðx; m; nÞ denotes the number of x-crossings in the first m Â n steps. We remark that ZðNÞ ¼ Zð0; N; NÞ: When N is large, the entire process ðx; s; tÞ7 !Zðx; bNsc; bNtcÞ is close to the crossing local times of a Brownian sheet that we describe next. Ref. [21] introduces the process L s as the line local time of W. We define the crossing local time of W at level x as Cðx; s; tÞ ¼
The following strong approximation constitutes a central portion of this paper. Our method provides an approach that is based on our attempt at solving the following loosely stated problem: ''How close are the local times LðX 1 Þ and LðX 2 Þ of two processes X 1 and X 2 if X 1 % X 2 ; and if LðX 1 Þ and LðX 2 Þ are sufficiently smooth?''. Interestingly enough, our solution to the mentioned problem uses (2.8), but only for a fixed value of i.
The remainder of the paper is organized as follows: The two parts of Theorem 2.1, namely the two claims in (2.5), are proved in distinct sections. The first assertion of (2.5) is straightforward; it is proved in Section 3. We prove the second assertion of (2.5) in Section 4. We do this by means of two technical lemmas. The said lemmas themselves are proved, respectively, in Sections 5 and 6. Finally, we derive Theorem 1.1 in Section 7. Our derivation involves an application of (2.5) and a recent estimate of the authors on the explosion rate of the local time along lines of W [15] .
Proof of Theorem 2.1 (2.5): first part
Our proof of the first part of (2.5) relies on Bernstein's inequality that we now recall; cf. [20, p. 855] .
Let fZ k g kX1 be a sequence of independent mean-zero variables such that for some c40; EfjZ k j n gp 1 2 v k n! c nÀ2 for all nX2: Then, for any x40 and nX1;
; and consider the sequence fX i;j g i;jX1 of i.i.d. random variables. According to [16] , possibly in an enlarged probability space, there exists a standard Brownian motions W j such that for all x40 and mX1;
where c 1 ; c 2 and c 3 are constants that do not depend on x; m: Since fX i;j g i;jX1 are i.i.d., we can arrange things so that fW j g jX0 are independent processes. Now, let us fix mX1; and consider the process Z ¼ fZ j g jX1 where Z j ¼ P m i¼1 X i;j À W j ðmÞ: Clearly, Z is a sequence of independent (but not necessarily i.i.d.) mean-zero variables. According to [16] for any nX2 and jX1;
ð3:3Þ
The first integral equals ðc 1 log mÞ n ; whereas the second is 
It is manifest that fW ðj þ 1; kÞ À W ðj; kÞg j;kX0 has the same law as fW j ðkÞg j;kX0 : Standard methods can then be used to prove that we can embed f P ' j¼1 W j ðkÞg j;kX1 in a two-parameter Brownian sheet W, although we may possibly need to work in an enlarged probability space. (In the paper, we often use several embedding schemes in enlarged spaces. This can be justified by a coupling argument as in [3, p. 53] .) Therefore, for any x40 and NX1; 
; so that the expression on the right-hand side is summable in N. Applying the Borel-Cantelli lemma readily yields the first assertion of (2.5). &
Proof of Theorem 2.1 (2.5): second part
In this section, we prove the second assertion of (2.5) of Theorem 2.1. This is done by virtue of two technical estimates-Propositions 4.1 and 4.2-as well as two supporting lemmas.
Our first proposition controls the oscillations of the process C, viz., We postpone proving these Propositions until Sections 5 and 6, respectively. In the remainder of this section, we use the latter propositions to prove the second assertion of (2.5) of Theorem 2.1. Proof. Applying the local limit theorem, it is not hard to see that In particular, for any x 2 R and b4 From this it follows that with probability one, as N ! 1; The last inequality follows from (5.8). The two sums on the right-hand side represent the numbers of down-and upcrossings, respectively. Thus,
1 fS i;j 4x; S i;jþ1 oxg p1: (6.
2)
It remains to study the increments of x7 ! P nÀ1 j¼0 1 fS i;j 4x; S i;jþ1 oxg : Our first step is to estimate S i;j by a Wiener process. An obvious candidate would be the Brownian sheet in (3.6) that was used in Section 3 to prove a strong approximation of S i;j : Unfortunately, the error term in this approximation scheme is too large for our needs. So, we proceed very carefully in replacing S i;j by another Brownian motion.
Fix ipN: Since S i;j is the sum of ðijÞ i.i.d. symmetric Bernoulli random variables, by the KMT theorem (3.2) there exists a standard Wiener process fW ðtÞ; tX0g such that for any z40 and some absolute constants c 1 ; c 2 and c 3 ; A straightforward consequence of (6.9) and (6.10), with l ¼ 4 d in (6.10), is as follows: For any b40 and k40;
Plugging this into (6.5) yields
To bound P 1 ; we use (5.8) to see that for any n 2 0; Plugging this and (6.14) into (6.12) implies that for i; npN; In view of (4.10), we need to check only the lower bound; namely that for any 40; ZðNÞXN ð3=2ÞÀ almost surely for all large N. By means of (2. We have used the fact that N kÀ1 Xð2aÞ À1 N k for all sufficiently large k; this, in turn, follows from the inequality 2a4b: In summary, for all large N, 
