Accurate predictions of surface ocean waves in coastal areas are important for a number of marine activities. In complex coastlines with islands and fjords, the quality of wind forcing significantly affects the results. We investigate the role of wind forcing on wave conditions in a fjord system partly exposed to open sea. For this reason, we implemented the wave model SWAN at the west coast of Norway using four different wind forcing. Wind and wave estimates were compared with observations from five measurement sites. The best results in terms of significant wave height are found at the sites exposed to offshore conditions using a wind input that is biased slightly high compared with the buoy observations. Positively biased wind input, on the other hand, leads to significant overestimation of significant wave height in more sheltered locations. The model also shows a poorer performance for mean wave period in these locations. Statistical results are supported by two case studies which also illustrate the effect of high spatial resolution in wind forcing. Detailed wind forcing is necessary in order to obtain a realistic wind field in complex fjord terrain, but wind channelling and lee effects may have unpredictable effects on the wave simulations. Pure wave propagation (no wind forcing) is not able to reproduce the highest significant wave height in any of the locations.
Introduction
During the last decades, wave forecasts based on spectral wave models have achieved a high level of reliability in open seas. Wave parameters such as significant wave height, wave period, and direction can be predicted with high accuracy up to a week in advance (e.g., Bidlot et al. their results cannot be used with as high level of reliability as for the open sea. The coastal topography affects the quality of simulated wind fields and consequently the wave fields. In addition, the presence of islands and shallow water areas makes the wave prediction more complicated. Moreover, for validation purposes, coastal observations are limited to point measurements (e.g., wave buoys) since remote sensing instruments such as satellite altimeters in coastal areas are not as reliable as in the open sea. This is mainly because the raw measurements are contaminated by land (Vignudelli et al. 2011) .
Accurate wave predictions in coastal areas are essential for a number of coastal activities, e.g., infrastructure, maritime transport, aquaculture, and renewable energy applications. Furthermore, for coastal applications, information on both swell and wind sea is important. For instance, prediction of locally generated wind sea is essential for high-speed passenger ferries whereas information about the propagation of low-frequency swell in coastal areas and fjords is critical for the design of coastal structures or in the planning of marine operations.
When designing coastal structures or planning marine operations, it is important to know the wave conditions both in a statistical sense and in being able to forecast the wave conditions days ahead. In areas where swell have a strong influence and where extreme values of significant wave height and peak period due to storm conditions are of main interest, relatively good results may be obtained by propagation to coast of actual or parameter-based offshore spectra using a wave model or by establishing a statistical relationship between offshore hindcast and local wave measurements (Wang et al. 2018) . As constructions become larger, or when marine operations or coastline are complex, more sophisticated methods that include the effect of local wind must be applied.
Global reanalyses (Laloyaux et al. 2018; Hersbach and Dee 2016; Poli et al. 2016 ) yield wind fields that can be used for wave applications. However, several studies show the importance of resolution in order to achieve accurate wave hindcasts. Lavidas et al. (2017) studied the sensitivity of wind input on a wave model for the Scottish region showing that the use of different reanalysis wind fields (ERA-Interim (Dee et al. 2011 ) and CFSR-NCEP (Saha et al. 2010 ) can significantly affect the quality of wave hindcasts. Moeini et al. (2010) assessed the quality of surface winds for wave simulations using SWAN in the Persian Gulf and found that ECMWF winds are underestimated and consequently that the wave model must be calibrated. Signell et al. (2005) studied the quality of four wind fields with different spatial resolution in the Adriatic Sea. They employed the SWAN model and similarly found that ECMWF wind fields are biased low. In addition to more realistic small-scale and spatial structure of wind fields during strong wind events, the higher resolution models showed better over all performance for both wind speed and wave heights. Ponce de León et al. (2012) assessed four atmospheric models around the Balearic Islands for operational wave forecast. They conclude that spatial variability of wind forcing is a key factor for the small-scale features which coarse resolution models are not able to resolve. Ardhuin et al. (2007) studied the performance of four atmosphere models and three spectral wave models finding that quality of the wind input degrades approaching coastal areas, especially in cases with orographic effects.
On complex coastlines, as in archipelagos or fjord systems, wave modeling is a discipline of combining good offshore wave forecast with local wave production (Tuomi 2014a ). In the transition zone from sheltered areas to swell-dominated outer parts, local wind may play a role in different ways. The ability of wave models to respond accurately to the local wind in combination with swell in such transition zones is the focus of the present study. The main objective of this study is to investigate the role of wind forcing on wave conditions in a semi-enclosed environment such as a fjord system. The study focuses on the effect of coastal wind forcing on wave simulations inside the fjord system which is located on the west coast of Norway.
This paper is organised as follows. Section 2 is dedicated to the wave climate of our study area. Section 3 describes the data and methods. The evaluation of models and the results are presented in Section 4. Finally, Section 5 includes the discussion and Section 6 is following with the conclusions.
Background

Study area
The study is focused on a fjord system with several bifurcations located at the West coast of Norway ( Fig. 1a) . Figure 2a illustrates a terrain map with the bathymetry provided by the European Marine Observation and Data Network (EMODnet 2016) applied for SWAN wave simulations. It shows the two nested domains, the outer domain (D1), and the inner domain (D2) marked with a red rectangle. D1 spans the region 62 N • to 63.14 N • , and 5 E • to 8.12 E • . D2 shown in Fig. 2b contains the following fjords: Storfjorden (1), Hjørundfjorden (2), Sulafjorden (3), Vartdalsfjorden (4), Voldsfjorden (5), and Rovdefjorden (6) and measurement locations A, B, C, D, and F. Table 1 shows the fjord characteristics such as average length, width and depth range with the corresponding numbers as illustrated in Fig. 2b . The fjord system is more than 190 m deep at its deepest points. The longest fjords are Storfjorden and Hjørundfjorden, exceeding 30-km length. The shortest and widest fjord is Sulafjorden with 10-km average length and 4.6-km average width. Its narrowest part is 3.20 km (offshore inlet) and the widest part at 6km (cross section with Vartdalsfjorden). Sulafjorden is the only part of this fjord system that has a direct exposure to open sea conditions. Varlas et al. (2017) investigated the marine renewable resources along the Norwegian coast and found the highest average values of wave energy flux over the Norwegian Sea (close to our study area) where swell waves have the largest contribution to total wave energy. Similarly, Aarnes et al. (2012) showed that Sulafjorden is situated in an area where wave energy generated in the Northeast Atlantic is let between the Faroes and Shetland, making this area one of the most exposed areas for extreme wave heights along the Norwegian coast. Close to this area, Christakos et al. (2014) studied the atmospheric phenomenon of a coastal low-level jet illustrating the need of a high-resolution model to predict the strong coastal winds and horizontal shear of the jet. The wave climate off the fjord system is characterized by a combination of swell and wind sea conditions (Reistad et al. 2011; Semedo et al. 2015) . Figure 1 shows the directional roses for total, swell, and wind sea significant wave height (H s ) at an offshore hindcast point in NORA10 (Norwegian Table 1 ) and the letters the positions of wave buoys (see Table 3 ) hindcast of wind and waves) where its wave component is the WAM model (Reistad et al. 2011) . WAM defines the wave components that are still subject to wind forcing as wind sea while the rest part of the spectrum is defined as swell (ECMWF 2018).
Wave climate: offshore vs. fjord system
Regarding total H s , the dominant wave direction is west-southwest with a secondary direction from northnortheast. Separating the total H s into swell and wind sea components, we observe the dominance of swell over wind sea component. The incoming swell from southwest and northeast is contributing the most to the wave conditions in the area. The directional distribution for wind sea is more scattered with a dominant direction from south and a secondary direction from north. It is noteworthy that the dominant southerly wind sea component is not observed in the total H s rose. This feature can be explained by the fact that southerly wind sea is often accompanied by south/southwesterly swell, which dominates the total wave direction. However, the wave climate close to the coast and within the fjords is quite different. Figure 3 presents the directional wave distributions based on observations in Sulafjorden. The distributions are much more narrow compared with offshore conditions. This is mainly due to the presence of islands off the fjord system and the narrow fjord geometry (which funnels and speeds up the air flow) with short fetches that affect the shape of directional distribution.
Data and methods
Atmospheric models
Surface winds from four different atmospheric models, including the ERA5 reanalysis (Copernicus Climate Change Service (C3S) 2017), NORA10 hindcast archive (Reistad (Müller et al. 2017) , and WRF (Skamarock et al. 2008) are used for wave simulations in our study area.
WRF0.5
The WRF-ARW (Advanced Research WRF) (Skamarock et al. 2008 ) state-of-the-art numerical weather prediction model version 3.5.0 was used to downscale the reanalysis ERA-Interim (Dee et al. 2011 ) to a spatial resolution of 0.5 km for the study area. Four domains were used with two-way nesting. The parent domain is covering a large part of the North Atlantic, including the North Sea and the Norwegian Sea, with a horizontal resolution of 22.5 km.
The second domain has a resolution of 4.5 km covering the south part of Norway and part of the Norwegian and the North Sea. The third domain has 1.5-km horizontal resolution and the innermost domain is focused on our region of interest with a resolution of 0.5 km. The model has been run with 51 vertical levels and approximately 8 levels within the lower 200 m of the atmosphere. The basic parameterization schemes applied for this hindcast are the following: Thompson microphysics, Rapid Radiative Transfer Model (RRTM) radiation scheme, and Mellor-Yamada-Janjic (MYJ) which is used for the vertical mixing in the boundary layer. A thermal diffusion scheme is used for the surface and the SST used is from ERA interim and updated daily. No cumulus parameterization is applied to the two inner domains, but the Kain-Fritsch scheme is used for the two outer domains. The surface wind calculated by WRF-ARW at 10 m above terrain for the 19-month period and applied as input to SWAN. The corresponding wave simulation is referred as SWAN-WRF0.5.
AROME 2.5 (AR2.5)
The Application of Research to Operations at Mesoscale (AROME) model is the core of the operational weather prediction model employed at MET Norway (Müller et al. 2017 (Müller et al. 2017 ). The surface wind calculated by AROME at 10 m above terrain in 6-h forecasts from +3 to +8 from each of the cycles is put together for the 19-month period and used as input to SWAN. The corresponding wave simulation is referred as SWAN-AR2.5.
NORA10
NORA10, wind and wave hindcast developed by The Norwegian Meteorological Institute, covers the Norwegian Sea, Barents Sea, and the North Sea (Reistad et al. 2011 ). The atmospheric model is HIRLAM (High Resolution Limited-Area Model) (Undén et al. 2002) with 10-km horizontal resolution on a rotated spherical grid. The surface winds from HIRLAM are forcing the wave model WAM on the same grid, as described in Section 3.4. HIRLAM is set up with 40 vertical layers and is a dynamical downscaling of ERA-40 (Uppala et al. 2005 ) and ECMWF-IFS after September 2002. Further description of the model set-up is found in Bjørge et al. (2003) . Winds from NORA10 are improved compared with ERA-40 and show good agreement against observations particularly in the coastal areas, e.g. Reistad et al. (2011) and Furevik and Haakenstad (2012) . The corresponding wave simulation is referred as SWAN-NORA10.
ERA5
ERA5 (Hersbach and Dee 2016; Copernicus Climate Change Service (C3S) 2017) is the latest climate reanalysis product by ECMWF. The data set is available in the Climate Data Store on regular latitude-longitude grids at a horizontal resolution of about 31 km and 1-hour time steps. ERA5 data has finer horizontal and temporal resolution than its predecessor ERA-Interim (Dee et al. 2011 ) (about 80 km and 6-hourly). Several studies have shown the improvement of ERA5 winds relative to ERA interim. Belmonte Rivas and Stoffelen (2019) compared ASCAT wind observations to ERA5 and ERA interim, concluding that ERA5 shows better performance. Olauson (2018) performed a comparison of MERRA-2 (Modern-Era Retrospective analysis for Research and Applications, Version 2) (Gelaro et al. 2017 ) and ERA5 datasets in terms of wind power, also concluding that ERA5 performs better. The corresponding wave simulation is referred as SWAN-ERA5.
No wind forcing (NWF)
An additional run with no wind forcing (NWF) is performed to visualize the dependency on the accurate description of incoming swell and the importance of local winds in the fjord system. The corresponding wave simulation is referred as SWAN-NWF.
Error metrics-taylor diagram
In order to illustrate error metrics at different locations, a Taylor diagram (Taylor 2001 ) is utilized. The error metrics of the correlation coefficient (R), normalized standard deviation (NSTD), and the normalized centered root means square error (CRMSE) are implemented in Fig. 4 for wind speed and significant wave height:
where y i are the model estimate, x i are the observations,ȳ andx the mean values, and N indicates the number of data pairs. The normalized parameters allow comparison along different areas within the fjord system.
The SWAN wave model
The wave model SWAN (Booij et al. 1999 ) is a stateof-the-art third generation spectral model designed for nearshore applications. SWAN is widely used for both operational and engineering applications. For this study, we implemented the SWAN cycle III version 41.20. SWAN is based on an implicit propagation scheme which is always numerically stable. Therefore, the SWAN model is suitable for simulating wave conditions in coastal and semi-enclosed environments where the grid resolution and thus the time step must be relatively small. The model propagates the action balance equation forward in time for the evolution of action density spectrum (N):
where c x and c y are the propagation group velocities in geographical (x, y)-space, respectively. The c σ and c θ represent the propagation in spectral (frequencyσ ,direction-θ ) space. The term S(σ, θ; x, y, t) is the total source term. It consists of three source terms,
Here, S in is energy input generation due to wind, S ds is the dissipation induced by whitecapping, bottom friction and depth-induced wave breaking. Finally, S nl represents non-linear wave-wave interactions.
The model was run in non-stationary mode with spherical coordinates and a time step of 10 min. Thirty-six directions with 10 • directional resolution and 32 discrete frequencies from 0.04 to 1 Hz were used as presented in Table 2 . The inner domain with 250 m × 250 m (red rectangular Fig. 2a ) grid cells is nested into the outer grid of 1 km × 1 km (Fig. 2a ). The wave simulation period is from 01.10.2016 until 30.04.2018. The combination of the formulation by Yan (1987) for wind growth and non-linear saturation-based whitecapping based on Alves and Banner (2003) Battjes and Janssen (1978) .
Boundary spectra
Spectral wave boundary conditions along the grid boundaries of the outer domain (D1) were in all simulations obtained from the NORA10 hindcast with 3-h temporal resolution (for details on the spectral nesting and interpolation procedure, see Breivik et al. 2009 Fig. 2b . Table 3 shows the period of data availability for different wave buoys at the time of this study.
Results
Model validation
The quality of the wave model runs, their boundary, and wind forcing fields are evaluated by comparing wind speed, U , significant wave height, H s , and mean wave period, T m01 , against buoy measurements at locations D, A, B, C, and F. According to Akpnar et al. (2012) , inaccurate conclusions regarding the model performance of mean wave period can occur if the integration range does not match the buoy frequency range. Therefore, T m01 is estimated with the upper integration limit at 0.5 Hz which is the maximum frequency measured by the buoys. We use the logarithmic wind profile (6) to adjust the model wind speed (U 10 ) from 10 to 4.1 m (wind sensor height) above the sea level assuming neutral conditions.
where U 1 and U 2 are the wind speed at the elevations of z 1 and z 2 , d is the zero-plane displacement and it is considered zero in the fjord, z 0 is the roughness length which is chosen to be 0.0002 m for open sea conditions according to revised Davenport roughness classification by Wieringa (1992) . Moreover, the classification by Troen and Lundtang Petersen (1989) for water areas, i.e., lakes, fjords, and open sea where the roughness length is in order of 10 −4 , and a study focused on fjord wave conditions by Wang et al. (2018) support this choice. The Taylor diagram for wind speed is presented in Fig. 4a . The different grid axis are the NSTD in light grey circles, the CRMSE in solid grey circles, and the correlation coefficient in lines. The five different symbols denote the different wind input: ERA5 (E), NORA10 (N), AR2.5 (A), WRF0.5 (W), and NWF (circle, H s only). The colors correspond to different buoy locations. ERA5 winds have the lowest correlation coefficients at the inner fjord locations B, C, and F. ERA5 winds also exhibit too low variability (NSTD) compared with the observations, in particular at location F. WRF0.5 has the best performance in terms of variability at locations A, B, C, and F. For the most exposed location, D, all models perform well, but AR2.5 and WRF0.5 have too high variability (model activity). Figure 4 b presents the Taylor diagram for significant wave height. The locations at the inlet of Sulafjorden (D and A) have the best match to the observations. For these locations the simulations with wind forcing do not deviate much from SWAN-NWF for average conditions. The results also show that the correlation coefficient, R, is decreasing from exposed to inner locations. More specific, for buoys located in the inlet of Sulafjorden (D and A), the correlation R is greater than 0.9. For buoys B and C located within Sulafjorden, the correlation coefficients are slightly reduced to 0.90 and 0.85 respectively.
The effect of local winds becomes more dominant in location F, where the absence of incoming swell makes the local wind a crucial parameter for wave growth. The results show that SWAN-NORA10 and SWAN-AR2.5 have a correlation coefficient close to 0.80, the lowest CRMSE and the best NSTD indicating a good match to observed data in this location.
For further investigation of the wave model performance for different wind input, the quantile-quantile (Q-Q) plot is used as illustrated in Fig. 5a, d , g, j, and m for locations D, A, B, C, and F respectively. The Q-Q plots show that in most locations, WRF0.5 and AR2.5 have the tendency to overestimate the high wind speeds while NORA10 and ERA5 underestimate.
For wave buoys D and A located at the entrance of Sulafjorden, SWAN-NORA10, SWAN-ERA5, and SWAN-NWF underestimate H s for the highest percentiles ( Fig. 5b , e, h, k, and n). On the other hand, wave buoys B and C located in the inner part of Sulafjorden, all simulations with wind forcing overestimate H s in the interval 0.5-1.5 m. The SWAN-NWF shows an underestimation for higher H s .
Simulations of T m01 using SWAN-WRF0.5, SWAN-AR2.5, SWAN-NORA10, and SWAN-ERA5 over-predict T m01 at locations D, A, B, and C (Fig. 5c, f, i, and l) . The over-prediction is stronger for high T m01 . Mean period is predicted fairly well in location F (Fig. 5o ). SWAN-NWF clearly overestimates the observed mean wave periods at all locations. This overestimation becomes more pronounced for locations sheltered within the fjord system where the swell conditions are weaker and wind seas are stronger.
The H s of SWAN-NWF shows that in Sulafjorden the wave system was well described by pure swell input up to certain H s limit, i.e., 4 m at D, 2 m at A, 1 m at B, and 0.5 m at C. For higher values of H s , e.g., during strong wind forcing, the local wind-induced waves become important for the accuracy of wave predictions. Small differences in wind input can generate relative high variations on wave heights at location F. For winds greater than 10 m s −1 , WRF0.5 slightly overestimates observed wind speed in contrast to AR2.5 and NORA10 that underestimate it. This overestimation by WRF0.5 leads to a relatively high overestimation of H s which will be investigated more in next section. The weaker winds produced by AROME and NORA10 give better results for H s . ERA5 wind is significantly weaker than observations and this input fails to reproduce the wave conditions. The use of a nested finer grid improves the quality of results in most of measurement locations (not shown). Especially in location C where sheltering by the island is dominant, wave parameters such as H s and T m01 (Fig. 6 ) were improved using a nested fine grid by 36% and 4%, respectively.
Extreme wave conditions in the fjord system
The validation showed that the overall performance of the wave model is good, but obviously dependent on the quality of the forcing wind fields. However, considering the specific geometry and the narrowness of the fjords, only certain wind and swell conditions generate waves inside the fjords that may influence marine traffic or constructions. The highest mean value of H s , 1.3 m, was seen at location D at the entrance of the fjord. The mean value of H s was lowest at locations C and F (0.2 m) inside the fjord. Interestingly, the mean wind speed was considerably higher for location F than location C. The mean and 99.9th percentile for all locations are shown in Table 3 . The case with the strongest onshore wind in location D (most exposed site) was on December 26, 2016 at 23:00 UTC and the case with the strongest offshore winds in location F (most sheltered site) was on January 15, 2018 at 07:00 UTC. These cases are marked with blue lines in Fig. 7 . The onshore winds in the area are usually combined with incoming swell from the open ocean inducing high waves that penetrate into the fjord system. Also strong offshore winds can induce relatively high waves inside the fjords. During this type of events, the accuracy of the forcing wind field becomes even more important, since the wave fields consists mostly of local wind sea. We study these two cases in more detail to evaluate how the different wind forcing and the accuracy of the boundary wave spectra affect the wave simulations in the fjords.
Onshore wind
On December 26, 2016, the extratropical cyclone causing the extreme weather "Urd" made landfall on the west coast of Norway with strong northwesterly mean winds Although onshore wind is relatively simple to model considering the absence of complex topography, differences in model wind fields are observed (Fig. 8a) . The ERA5 and NORA10 winds have similar values and spatial variability along the coast while within the fjords the ERA5 shows weaker winds. In contrast to ERA5 and NORA10, the higher resolution models AR2.5 and WRF0.5 are able to capture wind channeling and local jets induced by the fjords. The AR2.5 has the strongest winds along the coast but weaker within the fjords. The WRF0.5 wind field is weaker along the coast but it has larger gradients within the fjord system. Since waves are an integrated product of the wind field in time and space, the wave fields derived from the different wind datasets reflect smoother wind characteristics as shown in Fig. 8b . In addition, the wave heights within the fjords are limited by the fjord geometry. Regarding H s along the coast, the wave model results are quite similar with H s exceeding 6 m. The application of high-resolution atmosphere models, i.e, SWAN-AR2.5 and SWAN-WRF0.5, shows deeper penetration of high waves within Sulafjorden compared with SWAN-ERA5 and SWAN-NORA10. This is mainly due to stronger coastal winds and strong local winds within Sulafjorden as illustrated in Fig. 8a .
For the investigation of model performance during the event of onshore wind, we analysed the time series of wind and wave parameters at the 3 available buoy locations, D, A, and B, in Fig. 9 . The wind speed exceeding 15 m s −1 and the westerly wind direction are captured by all models both in the inlet of Sulafjorden, location D and A, and within the fjord at location B. The high-resolution wind fields of WRF0.5 and AR2.5 overestimate the peak of wind speed. AR2.5 has the strongest wind at the peak and its overestimation is higher at location D and less at A and B. Regarding H s , the models perform similarly with good results. However, there is a 3-h delay between the highest model and observed peak of H s at location D. Since the time of highest wind speed peak is well predicted by the models, the delay in H s peak may be related to a delay in boundary spectrum (updated 3-hourly). At locations A and B, the strong wind of AR2.5 and WRF0.5 drive the wave model to overestimate the H s peak. The northwesterly wave peak direction is well predicted at locations D and B while ca. 10 degrees off at location A during the event. T p of 12-14 s are simulated with high degree of accuracy by the models in all three locations.
The comparison of one-dimensional wave energy spectra between model and measured spectra for the case of onshore wind at locations D, A, and B (no available spectra data at C and F) is presented in Fig. 10 . The buoy wave spectra was averaged over the period (18 observed and 3 model spectra): December 26, 2016 at 22:00 to December 27, 2016, 00:00 UTC. The observed spectra shape at D is narrow around a single peak at 0.09 Hz. All model setups have broader spectral shape with a peak between 0.07 Hz (SWAN-NWF) and 0.08 Hz (SWAN-AR2.5) which underestimates the energy level compared with the observed peak. The peak related to SWAN-AR2.5 is closest to the observed in energy level and frequency. At the inlet of Sulafjorden, location A, the density peak is reduced by 1/3 in both observations and model. Similar to location D, the density peak is underestimated by the model setups with SWAN-AR2.5 closest to observations. SWAN-AR2.5 has the strongest wind forcing and its growth of the energy at peak (location D and A) indicates that the Fig. 8 long waves are still under influence of winds. However, the spectra tail is overestimated by SWAN-AR2.5. The absence of wind forcing in NWF simulations naturally results to an underestimation of both the density peak and spectra tail at locations D and A. In these locations, the density peak is quite similar to the SWAN-ERA5 and SWAN-NORA10, emphasizing the role of incoming swell at these locations. Within Sulafjorden at location B, we observe the development of a double-peaked spectra of locally generated wind sea in combination with the swell in Sulafjorden. The energy level of long waves is reduced by 3.5 times compared with location A. The spectral peak is now well represented in AR2.5 but is still underestimated by all other model setups. This is related to the higher winds in the open sea areas, which are still able to elevate the wave energy before it enters the fjord system. The peak of wind sea at around 0.25 Hz is overestimated in energy by the models SWAN-WRF0.5. SWAN-AR2.5, SWAN-NORA10, and SWAN-ERA5 and located at lower frequency of 0.2 Hz. In addition, a small difference between the observed and model peak frequency can be explained either by a small fail in boundary spectra or/and the wave propagation through an area of islands and islets outside the fjord system.
Offshore wind
On January 15, 2018, there was an event of strong southeasterly wind exceeding 15 m s −1 within the fjord system, generating a strong wind sea misaligned with an incoming swell from the open sea. Figure 11 a presents a snapshot of the wind fields from the four atmospheric models during this event. In this case, the wind field is influenced by the complex orography and significant differences are visible. NORA10 and ERA5 winds both have low spatial variability but NORA10 shows a stronger wind field both offshore and in the fjords. AR2.5 and WRF0.5, due to their high resolution which is comparable with the fjord geometry, show areas of intensification and lee effects related to the topography. WRF0.5 has the highest winds both on the coast and within the fjords with Fig. 10 Comparison of one-dimensional wave energy density, averaged during period: December 26, 2016 at 22:00 to December 27, 2016 00:00 UTC, between model(SWAN-ERA5: black, SWAN-NORA10: green, SWAN-AR2.5: red, SWAN-WRF0.5: blue and SWAN-NWF: cyan) and measured spectra (yellow) for case of onshore wind at location D (a), A (b), and B (c). The energy density (y-axis) is adjusted to different location stronger jets leading to strong horizontal gradients and high spatial variability. Figure 11 b shows a snapshot of H s as derived using different wind forcing at the same event. The wave field again reflects the characteristics of different wind fields in a smoother way. Although the model setups show similar results along the coast, significant differences are observed within the fjords. SWAN-ERA5 results show the lowest H s < 0.55 m within the fjords with no spatial variability reflecting the applied low wind forcing. SWAN-NORA10 shows a slightly higher spatial variability within the fjords with H s < 1.1 m. SWAN-AR2.5 and SWAN-WRF0.5 wave fields reflect the presence of jets within the fjords showing higher spatial variability and local maximum at fjord cross-sections generated by the strong jets. Both SWAN-AR2.5 and SWAN-WRF0.5 result in a local maximum of H s exceeding 1.1 m at the crosssection of Storfjorden (1) and Hjørundfjorden (2). For the investigation of model performance during the event of offshore winds, we analysed the time series of wind and wave parameters at the 5 buoy locations, D, A, B, and C in Fig. 12 and F in Fig. 13 . For the exposed locations D and A, wind speed is overestimated by WRF0.5, AR2.5, and NORA10 and it is underestimated by ERA5. The wind direction is from southeast and it is well predicted by all models. All models overestimate H s , with the highest overestimation by WRF0.5. At location D, the observed mean wave direction is from west indicating the direction of incoming swell which is well predicted by the models. However, at location A, the observed mean wave direction turns from 270 to 220 • . These deviations are captured better with SWAN-WRF0.5 and SWAN-AR2.5. The models show good performance to simulate the peak periods of long waves with T p ca. 14 s during this event at D and A.
For locations within Sulafjorden at B and C, the model results vary more than at locations D and A. At location B, WRF0.5 and NORA10 show the best performance with slightly overestimation of the wind speed while at location C, AR2.5 and NORA10 perform better. In both locations, Fig. 11 Wind (a) and significant wave height (b) snapshots from different models during an offshore wind event on January 15, 2018, at 07:00 UTC. The location of available measurements during this event are marked with dots. The arrows indicate the wind direction ERA5 underestimates the wind speed. The southeasterly wind direction is simulated well for all models. Following the overestimation of wind speed, SWAN-WRF0.5, SWAN-AR2.5, and SWAN-NORA10 predict higher values for H s and SWAN-ERA5 gives good results in H s in spite of the low wind speed. In contrast to SWAN-WRF0.5, SWAN-AR2.5 and SWAN-NORA10 predict wave direction with good accuracy. SWAN-ERA5 is not able to capture the deviation in wave direction from 260 to 180 • in location B. The observed T p is lower than 6 s in both locations showing that the wind sea is dominant in these locations. The results indicate that only the higher resolution wind fields provide realistic T p and wave direction within Sulafjorden.
For location F in Vartdalsfjorden, the observed wind speed of 16 m s −1 is the highest during this event. WRF0.5 slightly overestimates the observed wind by 2-3 m s −1 . AR2.5 and NORA10 winds range 10-15 m s −1 . ERA5 winds are weaker (< 10 m s −1 ). The strong wind speed with a southeasterly wind direction along Voldsfjorden (5) illustrates a phenomenon of wind channeling due to orography. Both wind and wave directions are predicted well by all models. However, the modeled H s and T p deviate Fig. 11 from the observations. The overestimation of wind forcing by WRF0.5 leads to over-estimation of H s by 0.6 m and T p by 1 s while ERA5 leads to underestimation. On the other hand, the wind forcing of AR2.5 and NORA10 gives the best results compared with observations of both H s and T p . Due to weak ERA5 wind forcing, the corresponding H s and T p are underestimated. The results indicate a strong dependency of wave parameters on local wind conditions.
Effect of wind forcing during extremes
To investigate the effect of different wind forcing within the fjord system, we estimated the H s difference between wave simulations with and without wind forcing. This allows us to detect areas where the wave estimates are affected significantly by the resolution of wind forcing. Figure 14 illustrates the difference between the 99th percentile (P99) of H s forced by ERA5, NORA10, AR2.5, and WRF0.5 with the P99 of H s with no wind forcing for the 19month period (October 1, 2016 -April 30, 2018 . The highresolution wind fields of WRF0.5 and AR2.5 show high differences up to 1.60 m and 1 m in the intersection of Storfjorden (1), Hjørundfjorden (2), and Vartdalsfjorden (4). A second area with large H s differences is the intersection of Vartdalsfjorden (4), Voldsfjorden (5), and Rovdefjorden (6) (in location F) with differences of 1 m and 0.7 m, respectively. These areas are also seen in NORA10 but less distinctly so. On the other hand, SWAN-ERA5, due to its coarse resolution of wind field, is not able to capture these differences. In addition to these high H s difference areas within the fjord system, we observe high differences along the coast up to 1 m for SWAN-NORA10, SWAN-AR2.5, and SWAN-WRF0.5 and up to 0.7 for SWAN-ERA5. In contrast to areas with large differences in H s , Sulafjorden show low difference for all models indicating the dominant role of swell over wind sea in this fjord.
Discussion
The wave climate on the Norwegian coast with islands, islets and fjords is a challenge to model correctly in both the inner and outer parts. In such areas, in addition to the uncertainties due to the physics and choices in the setup in wave models, the quality of the boundary conditions, i.e. spectra on the open boundaries and wind input significantly affect the results. The quality of wind fields in complex terrain is related to the grid size of the atmosphere model. Within the fjord system, the finest grid of WRF0.5 shows the best performance in terms of variability while the coarse ERA5 winds are too weak. As the spatial resolution increases, terrain features of fjords such as high mountains and steep slopes become better resolved. Since the average fjord narrowness (width) is 2.9 km, only atmosphere models with smaller grid size (e.g., WRF0.5 and AR2.5) are capable of reproducing the topographic features. Especially during extreme wind events within the fjords, the fine grid of WRF0.5 and AR2.5 can capture local wind phenomena such as wind channeling induced by the orography illustrating a more realistic structure ( Figs. 8a and 11a ). However, the high-resolution models have been shown to overestimate the wind speeds especially during high wind and storm events which is also observed in other studies (Signell et al. 2005) .
Regarding the overall performance of the wave model SWAN, we found that it was able to simulate well the wave conditions in and close to the entrance of the fjords, where the swell is dominant (D and A). Further inside the fjord system, e.g., within Sulafjorden (B and C), the wind sea becomes more dominant and the accuracy of the wind input more significant (Fig. 4b) . Even if B and C are in quite close distance (ca. 2 km), C is more sheltered from offshore wave conditions making it more sensitive to different wind forcing. It is noteworthy that the poorest model performance is observed in the locations least exposed to the open sea where swell is weak or absent (C and F). In location F, the effect of swell is absent (in both model and observed data) and the wind forcing alone controls the wave climate. Due to its location in the intersection of three long and narrow fjords (Vartdalsfjorden (4), Voldsfjorden (5), and Rovdefjorden (6)), the fjord geometries (width: 2.5-3 km, length: 17-25 km) and the relative high mountains which surround them (height: up to 1000 m) complicate the wind and consequently the wave prediction. The results show poor overall error metrics and large deviations between the different model setups. The ERA5 wind is too weak to provide good wave results. Comparing observations to H s derived by a coarse grid (1 km × 1 km) and a fine grid (250 m× 250 m), we observe that the use of a nested finer grid improves the quality of results (see Fig. 6 ). For instance, H s of the fine grid is more accurate at location D by 4%, A by 15%, C by 36% and B by 1% (shown only for C). In contrast, at location F, the coarse grid gives slightly better results (not shown). Thus, a higher spatial resolution (< 250 m) may improve the results at location C but not in F where the problem seems to be related to different factors (discussed below). No improvement in wave estimates (H s and T m01 ) are found by increasing the directional resolution from 10 to 5 degrees (not shown).
Even if overall wave statistics are good, during extreme conditions the quality of wind forcing becomes a crucial factor since the coarse wind fields are much weaker at all locations. At the outer locations, D and A, strong coastal wind affects significantly the wave conditions. Our results indicate that the highest H s cannot be reached without wind forcing. More specific, during the onshore wind case, AR2.5 has the highest spectral peak indicating that its higher coastal wind enhances (Fig. 8a) the energy level of incoming long waves which lead to a deeper penetration of offshore waves within Sulafjorden (Fig. 8b) but impairs the spectral shape. However, the higher resolution forcing did not lead to a better wave model performance in all situations. In location F, H s is overestimated by up to 0.5 m with WRF0.5 wind forcing even if WRF0.5 provides the best wind at the location with only a slight overestimation (2-3 m s −1 ) of the high wind speed. Here, NORA10 and AR2.5 show weaker wind, but still providing more accurate wave heights. Due to relative short availability of measurement data (ca. 6 month) at location F, it is difficult to make firm conclusions. We expect that the overestimation by SWAN-WRF0.5 is related to the calibration of deep water source terms and the accuracy of wind forcing along the fjord. Due to large depth of this region, only the source terms of wind input, whitecapping dissipation and non-linear wave-wave interactions (quadruplet) are of significant importance. In case of strongly forced waves (inverse wave age greater than 0.1), van der Westhuysen et al. (2007) indicated that the wind input formulation becomes non-linear i.e. the rate of wind-induced growth has a quadratic dependency on the inverse wave age. During these conditions, small differences in wind forcing can have significant impact on wave conditions. Therefore, a re-calibration of wind input or/and whitecapping dissipation may improve the model estimates at location F. Mao et al. (2016) showed that a re-calibration of whitecapping formulation leads to improvements in model performance. Nevertheless, this may have negative effect on the other locations. Another important factor is the accuracy of wind forcing, even if WRF0.5 shows an overall good performance, our evaluation is based on point measurement not allowing accurate conclusion about the wind quality along the fjord. Considering that the offshore winds are more challenging to predict due to the complexity of topography in the region, the accuracy of wind along the fjords plays an significant role on the wave growth. Similar coastal wave studies by Tuomi et al. (2014b) have shown that the higher resolution wind forcing does not necessarily lead to better wave model performance.
Compared with H s , wave period is a more challenging parameter to model. Simulations of T m01 with wind forcing perform similarly while the simulations of NWF clearly fails at all locations. Nevertheless, if the boundary spectra are estimated with too low/high energy level by the offshore wave hindcast (NORA10), the coastal wave model may not be able to correct this inaccuracy. For high mean wave periods, Reistad et al. (2011) found that NORA10 overestimates the observed data indicating that certain swell conditions may not be well predicted. These potential inaccuracies in our boundary spectra are consequently transferred in the coastal wave predictions. This becomes clear in locations D and A where SWAN overestimates the observed wave periods for T m01 > 4 s (Fig. 5 ). The inaccurate model results at location C are also observed in mean wave period. The modelled T m01 for C is similar to B, over-predicting the observed values; however, the highest observed periods are reduced by 2 s, i.e., from 10 to 8 s, indicating that the model is not able to capture accurately the reduction of T m01 for long waves within Sulafjorden.
The model fails to capture the sheltering effects at location C due to the sheltering of the island to the southwest. Based on our simulations, the T m01 was improved by the use of a nested fine grid of 250 m. Therefore, an increase of spatial resolution (< 250 m) rather than directional resolution may resolve better these sheltering effects improving T m01 estimates.
Most of available buoy measurements (4 out of 5) are located in the inlet and within Sulafjorden allowing us to validate the modelled wind and wave estimates in a fjord with exposure to open sea conditions. However, there is a need for more measurements within the fjord system where large differences between the models are observed. For instance, the highest H s differences (Fig. 14) are observed in the intersection of Storfjorden (1), Hjørundfjorden (2) and Vartdalsfjorden (4) where there are no available observations and therefore it is not possible to extract any information about the model performance.
Finally, the choice of wind input should be decided by the area of interest. Along the coastline and in exposed locations to open sea, the coarse wind fields can give reasonable wave estimates since the quality of boundary wave spectra is most important. Inside the fjord system, the fjord geometry is the key factor for the selection of the spatial resolution of wind forcing. However, in narrow fjords where a high resolution wind field is needed, possible overestimation of high winds can lead to significant overestimation of waves such as in location F. Therefore, methods such as tuning of source terms should be considered for future model implementations.
Conclusions
In this study, SWAN is set up for a fjord system on the west coast of Norway. Simulations with four different wind forcing (with spatial resolution; 0.5 km, 2.5 km, 10 km, and 31 km) and one with no wind were applied to assess the wave model quality. Both modeled wind and wave are compared with observations from five measurement sites. The performance of the wave model is better for the exposed locations where swell conditions are dominant. The poorest model performance is observed in the locations least exposed to the open sea where swell is weak or absent (locations C and F). The fine grid of WRF0.5 captures local wind phenomena such as wind channeling, but leads to overestimation of the waves within the fjords (location F). This is believed to be due to a tuning of SWAN to coastal conditions. Our results show that the wave estimates at location C may be improved by increasing the spatial resolution (< 250 m). During extreme situations, the local wind-induced waves become crucial for the accuracy of wave estimates and especially for the most exposed locations, where the high resolution wind forcing fields (WRF0.5 and AR2.5) give better results. Pure wave propagation without local wind forcing fails to reproduce realistic mean wave periods and the highest significant wave height in any of the locations.
