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ABSTRACT
This research focuses on designing practical guidance, control and estimation al-
gorithms for autonomous vehicle systems. The objective is to provide robust con-
trol and estimation algorithms for both single and multiple autonomous vehicles
under realistic motion, sensing, and communication conditions such as uncertain
dynamics, passive sensor, limited communication range, and the complicated cou-
pling among them.
With that objective in mind, we start with designing vision-based guidance and
estimation algorithms for small unmanned air vehicles (UAVs) to track a ground
target. The tracking task is for the UAV to maintain a horizontal orbit around the
target with a predefined radius, so as to provide continuous visual surveillance
of the target with a desired resolution. We design simple vision-based guidance
laws for the cases of both static target and moving target by controlling only the
turn rate of the UAV, and give rigorous proofs of the “almost global” asymptotic
stability of the closed-loop systems. We extend the tracking algorithm for a single
UAV to the case of coordinated target tracking with multiple UAVs by controlling
only the turn rates, where, in addition to orbiting about the target, each UAV is
required to maintain given phase differences from others. In order to provide
continuous estimates of the target’s motion, including its position, velocity, and
heading angle, we formulate an estimation problem in a deterministic setup such
that the recently developed fast estimator can be applied which yields guaranteed
transient performance.
The second part of this thesis is dedicated to the topic of distributed control of
a group of unmanned vehicles, in the presence of realistic dynamical, sensing and
communication constraints. The objective is to drive a group of unmanned vehi-
cles with uncertain dynamics from different initial conditions to aggregate towards
a moving target of interest and align their velocities with it, resulting in a mov-
ing flock. We develop a cascaded control framework to decouple the inter-agent
coordination from local uncertainty compensation for each single agent, such that
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existing algorithms in literature designed for simple ideal agent kinematics can be
used as the outer-loop, while L1 adaptive controllers are used for the inner-loop.
Two different ideal agent model are considered, namely, the double integrator and
the nonholonomic model.
To better handle the uncertainty compensation under limited computation and
sensing capability, which is a quite common case for cheap and small autonomous
vehicles, we develop a new L1 adaptive controller in the third part of this thesis.
It features a modified piecewise constant adaptive law that imposes significantly
less stringent requirements on the computation and sensing frequencies. The main
idea is to more efficiently exploit the information of the uncertainties from the
past samples and use this information to compensate for the uncertainty in the
next sample period. We compare the performance and robustness trade-off of the
new and the existing L1 adaptive controllers.
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CHAPTER 1
INTRODUCTION
In the past two decades, autonomous vehicle systems, including UAVs, AUVs,
and UGVs, are playing more and more important roles in commercial, civil and
military applications. Existing and potential applications include: resource explo-
ration, natural disaster damage assessment (forest fire, oil leaking, etc.) [1], police
surveillance [2], search and rescue, traffic monitoring, border patrol, transporta-
tion [3], armed attack, battlefield monitoring, to name just a few. Unmanned vehi-
cles can greatly improve the human safety, executive efficiency, accuracy, system
robustness and the exploration range, etc.
While some successful examples of autonomous vehicles well known to the
public, such as the NASA Mars Curiosity Rover and the Northrop Grumman
Global Hawk, are rather expensive, many of the above mentioned applications
become affordable only with the recent availability of low cost autonomous mo-
bile platforms with sensing, computation and communication capabilities. Along
with the promising potential of massive deployment of large numbers of inexpen-
sive autonomous vehicles to cooperatively achieve a task, there are theoretical and
practical challenges to the navigation, guidance and control of each single vehicle
as well as to the coordination of the group.
This research focuses on designing practical guidance, control and estimation
algorithms for autonomous vehicle systems. The objective is to provide robust
guidance, control and estimation algorithms for single and multiple autonomous
vehicles under realistic motion, sensing, and communication conditions such as
uncertain dynamics, passive sensor, limited communication range, and the com-
plicated coupling among them.
The following sections will cover topics that are concerned in this dissertation.
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1.1 Related Work
1.1.1 Vision-based Guidance and Navigation
In recent years, vision sensors have gained great popularity on unmanned vehicles
as an important complement or alternative to the traditional GPS-based navigation
systems [4]. Besides their small size, light weight and low price, vision sensors
have several advantages over traditional sensors for navigation [5].
First, rich information [6] can be extracted from the vision sensors. Since in
many surveillance applications, the goal is to collect image or video, it is natural
to process this information and use it for guidance. With appropriate hardware
support and image processing software, various features can be obtained from the
image or video frames to identify and localize the targets and obstacles. Vision
sensors are of particular importance to semi-autonomous scenarios where a human
being is in the loop to identify the target of interest and assign the tasks.
Second, a vision sensor is a type of passive sensor which acquires data in a
non-invasive way, i.e., it does not emit electromagnetic waves during operation
and does not alter the environment [7, 8]. As a result, the vehicle is less likely to
be detected by the enemy for safety and stealth critical tasks. In some cases only
such passive sensors as camera, altimeter and other inertial sensors are allowed to
be installed on-board the UAV. The passive nature of vision sensors also avoids
the interference with other sensors of the same type, when a team of vehicles is
involved in the task, which happens with, for example, sonar-based navigation
systems.
Third, in some GPS-denied applications, such as indoor operation or cluttered
environment, vision sensors are sometimes the only reliable sensors for localiza-
tion and navigations [9–11].
There are also some drawbacks and limitations of the vision sensors. The image
collected by a camera is affected by the environment heavily, such as illumination,
pollution and weather, and thus one cannot rely solely on vision under all environ-
ment conditions. Processing image or video in general requires more computation
resources than other sensors. For example, a Lidar can measure the distance from
a known target directly, while complicated algorithms are involved to obtain the
distance from the image.
Visual feedback has been used in the control of robotic manipulators since
1970s [12], with the methodology named “visual servoing” being developed and
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successfully implemented in many robotic systems [13,14]. Navigation, guidance
and control of UAVs using onboard visual sensors have also been an active re-
search area recently, among which a typical task is the vision-based target motion
estimation [15, 16] (sometimes also referred to as “tracking” in literature [17]),
where the objective is to estimate the position (geolocation) and velocity of a
moving target, and the estimates can be used for guidance (e.g., path planning)
and control. Kalman filter and its variations such as extended Kalman filter (EKF)
and unscented Kalman filter (UKF) are widely used for estimation. EKF requires
linearizing the nonlinear system dynamics to obtain the Jacobian around the cur-
rent estimation, and the UKF approximates the Gaussian distribution instead of the
nonlinear function using sigma points. The implementation requires knowledge
(mean and variance) of the process and observation noises, which are difficult or
costly to obtain. Both EKF and UKF lack stability and performance guarantees
in general, although some convergence proofs for linear systems exist [18]. On-
board vision is especially useful for applications relying on relative motion such
as landing [19] and aerial refueling [20]. Reference [19] considers auto landing
of a UAV on a moving and vibrating aircraft carrier using vision to estimate the
relative motion. Reference [21, 22] addresses the vision-based navigation system
for autonomous landing, where a nonlinear filter is designed under the framework
of linear parametrically varying (LPV) system and the performance and stability
are studied in an H∞ setting using LMIs. Reference [20] develops vision based
control law for aerial refueling. More recently, onboard vision sensors are used
to build a map and simultaneous localize the UAV itself (SLAM), which is an ac-
tive research area with great potential. However, this task requires quite a lot of
computation power.
1.1.2 Estimation with Sensor Networks
In centralized data fusion problems, a fusion center receives all the data collected
and sent by different sensors and processes it, which requires rather heavy com-
putations, and finally send the estimation or prediction result to the “consumer”
of the result, such as a decision maker, a controller, or back to each sensors [23].
Obviously the centralized data fusion requires a star topology and a powerful com-
puter, and if the central computer fails or if it is compromised, the whole system
will fail. Information filter, an alternative implementation of the standard Kalman
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filter, is widely used in data fusion. With information filter, the central processor
does not need to wait till measurements from all sensor nodes are received in order
to produce an estimation.
The development of the distributed computation and optimization theories, in-
spires the development of distributed estimation techniques, which are mainly
variations of Kalman filters. Some representative work in this area includes [24–
28]. Stankovic´ et al. proposed a consensus-based overlapping estimation frame-
work, for both parameter and state estimation, in both continuous time [24] and
discrete time [25]. The idea is to combine a local Kalman filter and the consensus
algorithm for each agent. The framework has been applied to deep space for-
mation control problems [29]. A distributed Kalman filter based on consensus
algorithm has also been studied by Olfati-Saber [26, 27], where each agent ex-
changes not only its local estimation but also the variance-like matrix to improve
the estimation results, which requires much more bandwidth.
Finally, sensors are installed on moving platforms that can communicate to one
another , forming wireless mobile sensor networks. Some authors have considered
the problem of coupling the estimation and control, i.e, the estimation guides the
controller, and the control, using parameter/state estimates, leads the moving plat-
forms towards better locations relative to neighbours/targets, and in turn improve
the estimation quality. Ref. [30] considers distributed target tracking problem. It
uses a distributed Kalman filter to estimate the target positions, and the control ob-
jective is to minimize the approximated Fisher information. Ref. [31,32] consider
similar problems using Bayes filter and mutual information as the estimator and
minimization objective for control, respectively. However, in all the above work,
the estimators and controllers are designed independently, without analyzing the
coupling, which is in general a more involved problem.
1.1.3 Cooperative Control of Multiple Vehicles
During the past decade there has been an increasing interest in the area of dis-
tributed control and estimation of multiple autonomous agents among the robotics
and the control communities. This interest has been highly motivated by numer-
ous applications such as distributed sensing, transportation, space exploration, etc.
An important topic in the multi-agent system research is the consensus algo-
rithm, which aims to drive a team of agents to reach an agreement on a common
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value by negotiating with their neighbors. Originated from the area of parallel
computation and distributed optimization, consensus algorithms have been exten-
sively developed for various types of systems with different assumptions on the
communication topology [33–36].
In [37], Olfati-Saber proposed a class of algorithms which lead to flocking of
agents, velocity consensus, target following and obstacle avoidance. The algo-
rithms are based on the artificial potential, the consensus algorithm and a navi-
gational feedback term. In [30], the authors combine the flocking algorithm with
a consensus based distributed Kalman filter to track a moving target. Ref. [38]
extends the algorithms in [37] to the case when only part of the agents have the
information of the target.
However, most of the above mentioned references consider only ideal agent
models, such as the ideal single/double integrator or the ideal nonholonomic uni-
cycle (Dubin’s car) model. Few results can be found in literature that explicitly
consider uncertainties in the agent dynamics, which are inherent to real applica-
tions. In the presence of uncertainty, a consensus algorithm may fail to guarantee
consensus or even diverge, possibly due to the propagation of uncertainties in the
network, as is demonstrated in [39]. This motivates us to investigate flocking al-
gorithms in the presence of uncertainties and disturbances in the agent dynamics.
1.1.4 L1 Adaptive Control
The history of robust adaptive control is rich with methods that can be used to
drive the output of a system with uncertainties and/or disturbances to follow a
given reference signal, [40–43]. For state feedback adaptive control, the uncer-
tain system is commonly required to satisfy the so-called “matching condition”,
which implies that perfect model matching could be achieved in case of perfect
knowledge of the system parameters. Adaptive control of systems with unmatched
uncertainties is still a challenging problem. Ref. [44] studies adaptive control for
unmatched disturbances, where the unmatched uncertainties are assumed to have
certain form, and the objective is asymptotic tracking. Ref. [45] studies nonlinear
systems with a special class of unmatched uncertainties, referred to as “equiva-
lently matched”, and achieves global stability. Other methods of treating the un-
matched uncertainties include sliding mode control [46] and backstepping [47].
L1 adaptive control was developed to address the issue with transient perfor-
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mance guarantees in adaptive systems [48]. It has been successfully applied to
a wide range of highly uncertain systems [49]. The philosophy of is to decou-
ple the estimation and control by using a predictor-based fast estimation scheme,
while compensating for the uncertainties only within the bandwidth of the control
channel. The signals generated from the fast estimation scheme are not sent to
the actuator directly, and thus they do not hurt the robustness of the adaptive sys-
tem [50–52]. The system performance bounds are measured in the sense of L1
norm of transfer functions, which is otherwise the L∞-to-L∞ induced norm, from
which consequently transient performance bounds can be computed and analyzed.
The fundamental theory of L1 adaptive control is presented in [48]. The first
results appeared in [53, 54], which consider the state-feedback control for SISO
systems with unknown time-varying parameters and disturbances, using projec-
tion based adaptive laws. The guaranteed stability margin, which is one of the
most important features of the L1 adaptive control, is studied in-depth in [55, 56].
In [57], a new piecewise constant adaptive law is developed for a SISO output
feedback adaptive control system, where the system input and output signals are
sampled and used to generate the estimates of the uncertainty that are piecewise
constant during each sample period. In [58], state feedback control with piece-
wise constant adaptive law for MIMO systems with unmatched uncertainties is
developed, which is applied in flight control systems [59, 60]. Refer to [48] for
a comprehensive introduction of the theory, algorithms for different classes of
uncertainty and various applications of the L1 adaptive controller.
There are two types of fast estimation schemes used in L1 adaptive control:
the gradient descent adaptive law with parameter projection, which achieves fast
adaptation by increasing the adaptive gain, and the piecewise constant adaptive
law [57–60], which achieves the same goal by reducing the sample period (i.e.,
increasing the updating frequency). In both approaches, by increasing the adap-
tation rate, the input and the output of the uncertain system can be rendered ar-
bitrarily close to the corresponding signals of a closed-loop reference system that
defines the desired achievable performance, in both transient and steady-state.
While the general framework ofL1 adaptive control shows that the performance
bounds (in particular, the prediction errors) tend to zero as the estimation rate is
increased to infinity, in practice, the estimation rate cannot be increased arbitrar-
ily large, as both the speed of the CPU and the sampling frequency of sensors are
limited. Moreover, even if fast CPU and sensors are available in the market, the
price can become practically prohibitive as the frequency increases. This reality
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motivates to improve the control algorithms to reduce the computation and sens-
ing frequency requirements. Table 1.1 lists the price quotes of some high speed
(> 10 MSPS, million samples per second) analog-to-digit converters 1 from Texas
InstrumentsTM , which are plotted in Figure 1.1. From Figure 1.1 we can see the
price increment per MSPS becomes higher as the frequency increases. This is-
sue is particularly challenging in the application of networked control of cheap
and small autonomous vehicles, in which both the computation and the sensing
resources are limited.
We proposes anL1 adaptive controller with a modified piecewise constant adap-
tive law that imposes significantly less stringent requirements on the computation
and sensing frequencies. The main idea is to more efficiently exploit the informa-
tion of the uncertainties from the past sample times and use this information to
compensate for the uncertainty in the next sample period. As a result, for a given
sample period, the new adaptive law leads to improved performance bounds with
significantly less requirements for computation and measurement frequencies, as
compared with the standard piecewise constant adaptive law.
As stated in the above subsections, the uncertainties and disturbances in au-
tonomous vehicle systems are unavoidable in practical applications. The L1 adap-
tive control theory is one powerful tool that provides guaranteed transient perfor-
mance in the presence of uncertainties and disturbances. The philosophy of the
L1 adaptive controller [53, 55] is to decouple the estimation and control by using
a predictor-based fast adaptation scheme, while compensating for the uncertainty
only within the bandwidth of the control channel [50–52].
There are two types of fast estimation schemes for the L1 adaptive control:
the gradient descent adaptive law, which achieves fast adaptation by increasing
1The data is obtained from http://www.ti.com. All other features of the 4 listed products are
similar: single channel, 12-bit and with input buffer.
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the adaptive gain, and the piecewise constant adaptive law [57, 59, 60], which
achieves the same goal by reducing the sample period (i.e., increasing the updating
frequency). In both approaches, by increasing the adaptation rate, the input and
output of the uncertain system can be rendered arbitrarily close to the correspond-
ing signals of a closed-loop reference system that defines the desired achievable
performance, in both transient and steady-state. Refer to [48] for a comprehensive
introduction of the theory, algorithms for different classes of uncertainty structure
and various applications of the L1 adaptive controller.
While the general framework of the L1 adaptive control shows that the perfor-
mance bounds (in particular, the prediction error) tend to zero as the adaptation
rate is increased to infinity, in practice, the adaptation rate cannot be increased
arbitrarily large, as the CPU cannot run arbitrarily fast. This issue is particularly
challenging in the application of networked control systems, in which both the
computation and the sensing resources are limited.
1.2 Dissertation Outline
In Chapter 2, we consider a single UAV tracking a ground target by using visual
feedback. We design a novel estimator to provide estimation of the relative posi-
tion and velocity of the target from the UAV using the visual measurement. The
estimation result is used in a novel guidance law, which drives the UAV to a cyclic
tracking pattern. We start with the static target, and design a guidance law with
global stability properties; then we extend it to the case of moving target; further-
more, we extend the guidance law to the case of cooperative vision-based target
tracking using multiple UAVs, in which each UAV are required to keep a desired
phase difference from their neighbors in addition to the cyclic tracking task.
The next two chapters consider flocking of multiple agents with uncertain pa-
rameters and disturbances in each agent’s dynamics. We propose a high level
architecture that decouples the inter-agent coordination and the local uncertainty
compensation. The basic idea is to introduce a virtual kinematic agent called
“simulator” for each real agent, and exchange the states of the simulator for coor-
dination. AnL1 adaptive controller is designed to drive the real agent to follow the
simulator and to compensate for the system uncertainties. In particular, in Chap-
ter 3, the agent dynamics are assumed to be presented by a double integrator with
unknown parameters and disturbances in the acceleration. Chapter 4 deals with
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the more challenging nonholonomic agent dynamics, making it more involved to
design a controller fitting our framework.
As the underlying uncertainty compensation and simulator following control
are crucial to the overall performance of the closed loop system, improving the
performance of the adaptive controllers would be helpful.
In Chapter 5 we propose an L1 adaptive controller for a system with unmatched
nonlinear uncertainty and state feedback. The main contribution is an improved
piecewise constant adaptive law, which, compared with the standard piecewise
adaptive law, decreases the prediction error by an order of magnitude for the same
sampling rate, or equivalently, achieves the same performance with a slower sam-
ple frequency. This is advantageous for networked control systems where compu-
tation and sensing capabilities are limited.
Chapter 6 concludes the dissertation and proposes some future research direc-
tions on using a communication network that relaxes the requirements for global
information and provides better robustness property for the group behavior.
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CHAPTER 2
VISION-BASED TARGET TRACKING
AND MOTION ESTIMATION USING
SMALL UAVS
2.1 Background
We first consider navigation and guidance of a single UAV using visual feedback.
The objective is to provide persistent visual surveillance for a given ground target.
Towards that end, the UAV should orbit around the target at a constant altitude and
horizontal distance/radius such that the video/image of the target has acceptable
resolution.
The UAV is equipped with a gimbaled camera, a high bandwidth wireless link
for video and command transmitting, a commercial off-the-shelf autopilot (AP),
and a secondary augmenting controller capable of communicating with the AP
and executing user designed guidance laws in real-time.
In a typical operational scenario, when the UAV is in autonomous flight, it
sends the real time video from the camera and the UAV/gimbal telemetry to the
ground through wireless communication. A system operator may select a target
of interest using a joystick. Once a target is identified by the operator, the image
processing algorithm on the ground computes the target tracking box and provides
the position of the centroid of this box in the image frame. This information is
sent back to the UAV through wireless link, and used by the on-board estimation
and guidance modules. The objective is to control the UAV to maintain a given
horizontal distance from the target so that a proper image resolution can be en-
sured, and to concurrently provide real-time estimation of the target’s position,
speed and heading. As is shown in the earlier work, the control strategy results in
an orbital motion of the UAV around the target [61, 62].
This problem was initially formulated in [61]. The states were chosen in polar-
like coordinates instead of the Cartesian coordinate frame. In [61–63] a simple
but effective guidance law was proposed for the static target case, and applied
without modification for moving targets. Local exponential stability and ultimate
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boundedness results were obtained for both static target case and moving target
case. In this work, we extend this guidance law to the moving target case by refor-
mulating the control objective. With a Lyapunov function of a special structure,
we prove that the closed loop system is asymptotically stable with a wide region
of attraction, for both static target case and targets with constant velocity. For
target motion estimation, we apply the fast adaptive estimator, originally designed
in [64] for a range identification problem, which provides guaranteed transient and
steady-state estimation error bounds. Further, we provide extensive comparison to
demonstrate the performance improvement of our guidance and estimation law to
those of [61]. The developed algorithm is verified in flight tests at Camp Roberts,
CA.
Similar problems have been found in [65] and [66]. Reference [65] starts from
the problem of parking a unicycle-like vehicle at the desired position and heading,
and then extends the parking algorithm to path following and navigation using
waypoints. Reference [66] also considers target tracking in a cyclic manner and
solves the problem for the static target case and targets with constant speed using
Lyapunov vector field method. The basic idea is to force the UAV to converge
to the desired kinematics, which are defined by a given vector field. This work
differs from Refs. [65] and [66] in that it uses only relative angles obtained from
vision measurement for guidance. The resulting guidance law is simpler than that
of [66].
This chapter introduces the mathematical model of the UAV and the available
measurements in Section 2.2. Section 2.3 provides essentials of the fast motion
estimation algorithm for the target’s unknown time-varying velocity and heading.
Section 2.4 designs the guidance laws for different scenarios, which make use of
the estimated variables. Section 2.5 further considers the scenario of vision based
cooperative tracking using multiple UAVs. Section 2.6 describes the simulations
and flight test results.
2.2 Vision-based Tracking and Estimation System
Figure 2.1 represents the 3D geometry and the horizontal projection of the kine-
matics of the vision-based ground target tracking problem using a small UAV.
In order to present the mathematical model of the system, we first define the
appropriate coordinates. As shown in Fig. 2.1a, let {I} be the inertial reference
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(a) 3D Geometry. (b) Projection to the Ground Plane.
Figure 2.1: System Configuration.
frame that is fixed on the earth, {B} be the UAV’s body-fixed frame, and {C} be
the gimbaled-camera frame that is assumed to have the same origin as {B} and
rotates with respect to {B}. Let ICR, IBR and BCR be the coordinate transformation
matrices from {C} to {I}, {B} to {I}, and {C} to {B}, respectively. These
transformations can be constructed from the attitude of the UAV given by the on-
board IMUs.
Let puav = [xu, yu, zu]> and ptarget be the positions of the UAV and the target
in the initial frame {I}, respectively; let p = [px, py, pz]> and pc = [xc, yc, zc]> be
the relative position of the target with respect to the UAV in the inertial frame {I}
and in the camera frame {C}, respectively, and h be the relative altitude of the
UAV above the target. We assume the UAV is performing “level flight”, and so
the altitude h is constant and measured from the altimeter. We denote the ground
speed of the UAV as Vg, and the heading angle as ψ. The heading angle ψ ∈
(−pi, pi] is defined as the angle of the velocity vector ~Vg from the north direction,
with positive sign for clockwise angle and negative sign for counterclockwise
angle.
Projected on the horizontal plane, the kinematic equations of the UAV are given
by
x˙u(t) = Vg(t) sin(ψ(t)) (2.1a)
y˙u(t) = Vg(t) cos(ψ(t)) (2.1b)
ψ˙(t) = ωu(t) (2.1c)
The ground target has speed Vt and heading angle ψt, defined in the same way
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as ψ. As we will see later, we consider tracking three types of targets, namely,
static target, target with constant velocity, and target with time-varying velocity.
As shown in Fig. 2.1b, we define the line of sight (LOS) ~λg as the vector from
the UAV’s projection on the ground to the target with heading angle θ, and ρ as
magnitude of ~λg, i.e., the horizontal distance between the UAV and the target. Let
~λp be the vector obtained by rotating the LOS vector counterclockwise by 90◦, and
η ∈ (−pi, pi] be the angle from ~λp to ~Vg, with positive sign for clockwise rotation.
Based on (2.1a) and the above definitions, we can write the kinematic equations
for η and ρ as
η˙(t) = ψ˙(t)− 1
ρ(t)
(
Vg(t) cos η(t)− Vt(t) cos(ψt(t)− (ψ(t)− η(t)))
)
, (2.2a)
ρ˙(t) =− Vg(t) sin η(t) + Vt(t) sin[ψt(t)− (ψ(t)− η(t))] , (2.2b)
η(0) = η0 , ρ(0) = ρ0 .
We choose ρ and η as the system states instead of using the conventional unicy-
cle equations. The benefit is that this problem formulation requires only relative
positions and angles, making it suitable for vision-based applications, where only
relative information is required for navigation and guidance.
The available measurements for this problem are listed below:
• The centroid position (u, v) of the target image in the image frame provided by
the image processing software from the ground;
• Relative altitude h between the UAV and the target;
• UAV’s information provided by the on-board GPS and IMU, including posi-
tion puav, ground velocity Vg, and Euler angles, which give the transformation
matrix IBR;
• Camera attitude angles, which give the transformation matrix BCR.
Based on the limited measurements available, our first objective is to provide
real-time estimation of the target’s position ptarget(t), velocity Vt(t), and heading
ψt(t). The estimation is used for target tracking. The guidance objective is to
drive the horizontal range ρ(t) between the UAV and the target to some desired
constant value ρd, by controlling the UAV yaw rate ψ˙(t). To ensure necessary
visual feedback, we have designed an L1 adaptive control law for the gimbaled
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camera to keep the target in the center of the image frame, with guaranteed tran-
sient performance.
2.3 Estimation of Target Motion Based on Vision
In Ref. [67] a fast estimation algorithm was designed to estimate the target’s ve-
locity and heading, which were then used in an inverse-kinematics-based guidance
law. Some essential details on target motion estimation are reviewed in this sec-
tion. The motion estimation consists of two steps. First, we calculate the target
position based on the available measurement, and then we apply the fast estimator
from Ref. [67] to estimate the target velocity and heading.
2.3.1 Estimation of Target Position
Since p = ptarget−puav and pc = CI R p are the relative position between the target
and the UAV in {I} and {C}, respectively, we have xcyc
zc
 = CBR BI R
 pxpy
pz
 = CBR BI R
 pxpy
h
 , (2.3)
where CBR and
B
I R can be obtained based on the Euler angles of the UAV and
pan/tilt angles of the camera given by the onboard IMU. We assume that the cam-
era follows the pin-hole model, i.e.[
yc/xc
zc/xc
]
=
[
u/F
v/F
]
,
where F is the focal length of the camera. Then (2.3) can be written as 1yc/xc
zc/xc
 =
 1u/F
v/F
 = CBR BI R
 px/xcpy/xc
h/xc
 ,
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and thus  px/xcpy/xc
h/xc
 = ( CBR BI R)−1
 1u/F
v/F
 . (2.4)
Since all the terms on the right hand side of (2.4) and h on the left are known,
(px, py) can be calculated. The target’s position in the inertial frame ptarget can be
obtained using the UAV position puav in the inertial frame, given by the GPS
ptarget = puav + p = puav +
 pxpy
h
 .
2.3.2 Estimation of Target Velocity and Heading
Let x(t) = [px(t), py(t)]> be the horizontal component of p(t) that has been calcu-
lated in the above section. From Fig. 2.1b, x(t) satisfies the following kinematic
equation
x˙(t) =− Vg(t)
[
sinψ(t)
cosψ(t)
]
+ Vt(t)
[
sinψt(t)
cosψt(t)
]
. (2.5)
Define
ω(t) = Vt(t)
[
sinψt(t)
cosψt(t)
]
, ω(0) = ω0 . (2.6)
Since the moving ground target has bounded velocity and acceleration, there exist
constants µω and dω such that
‖ω(t)‖∞ ≤ µω <∞ , ‖ω˙(t)‖∞ ≤ dω <∞ , ∀t ≥ 0 . (2.7)
The estimates of target’s velocity and heading angle (denoted by Vˆt(t) and
ψˆt(t), respectively) can be obtained by the following steps [67]:
• State Predictor:
˙ˆx(t) =Amx˜(t)− Vg(t)
[
sinψ(t)
cosψ(t)
]
+ ωˆ(t) , (2.8)
x˜(t) =xˆ(t)− x(t) , xˆ(0) = x0 , (2.9)
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where Am is a known n× n Hurwitz matrix chosen to satisfy the performance
requirements.
• Adaptive Law:
˙ˆω(t) = ΓcProj(ωˆ(t),−Px˜(t)) , ωˆ(0) = ωˆ0 , (2.10)
where Γc > 0 determines the adaptation rate, chosen sufficiently large to ensure
fast convergence, P is the solution of the algebraic Lyapunov equation A>mP +
PAm = −Q for some choice of Q > 0, and Proj(·, ·) is the projection operator
which keeps the parametric estimation ωˆ in the pre-defined bound [68].
• Low-Pass Filter:
ωr(s) = C(s)ω(s) , ωr(0) = ω0 , (2.11a)
ωe(s) = C(s)ωˆ(s) , ωe(0) = ωˆ0 , (2.11b)
where C(s) is a strictly proper stable transfer function with low-pass gain
C(0) = 1. One such choice is
C(s) =
c
s+ c
,
where c > 0.
• Extraction of Vˆt(t) and ψˆt(t) from ωe(t):
Vˆt(t) =
√
ω2e1(t) + ω
2
e2(t) , ψˆt(t) = tan
−1
(
ωe1(t)
ωe2(t)
)
. (2.12)
The main result for the fast estimator is summarized in the following theorem.
Theorem 1 Under non-zero initialization error ωˆ0 − ω0, the fast estimator in
(2.8)-(2.11) yields the following prediction error
‖ωe(t)− ω(t)‖∞ ≤‖ω0 − ωˆ0‖∞e−ct + γc√
Γc
+ ||1/(s+ c)||L1dω ,
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where
γc =
√
ωm
λmin(P )
||C(s)H−1(s)||L1 , (2.13)
H(s) =(sI− Am)−1 ,
ωm =4µ
2
ω + 2µωdω
λmax(P )
λmin(Q)
.
When the transients of C(s) due to the initial condition ωˆ0 − ω0 die out, ωe(t)
estimates ω(t) with the final precision given by
γc√
Γc
+ ||1/(s+ c)||L1dω . (2.14)
Both the final estimation precision and the transient time can be arbitrarily re-
duced by increasing the bandwidth of C(s), which leads to smaller L1 norm for
1/(s + c) and faster decay in e−ct. In our design, Am is a diagonal matrix of the
form Am = diag(Am1, Am2), where Am1 and Am2 are negative constants. It was
shown in Ref. [69] that in this case γc is independent of c. When Am is not di-
agonal, large bandwidth of C(s) leads to increase of γc in (2.13), which requires
larger Γc to keep γcΓc small. We note that larger Γc implies faster computation and
requires smaller integration step.
Remark 1 In the above estimator for target velocity, we did not consider the wind
speed. When there is wind, the UAV can only measure its air speed (UAV speed
relative to wind), and the estimator output will also be the target velocity relative
to wind. However, this does not affect our tracking results, since what we need for
tracking is the relative speed between the UAV and the target.
2.4 Guidance Law for Target Tracking
We start from the simplest case when the target is static, design a guidance law
which uses only the UAV turn rate ψ˙ as the control input, and prove the asymptotic
stability of the resulting closed-loop system. For moving target, this guidance law
can be applied naturally by a reformulation of the control objective. In partic-
ular, for the constant target velocity case, the guidance law still uses only ψ˙ as
the control signal; while for the case of time-varying target velocity, the UAV’s
acceleration V˙g is also used as a control signal.
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In the analysis of the guidance laws, we use the real values of the the target
velocity and the heading angle. For implementation, the estimated values from
the estimator will be used.
2.4.1 Guidance Law for Static Targets
When the target is static, the kinematics in (2.2) is reduced to
η˙(t) = ψ˙(t)− Vg
ρ(t)
cos η(t) , η(0) = η0 , (2.15a)
ρ˙(t) = −Vg sin η(t) , ρ(0) = ρ0 , (2.15b)
where we set Vg constant.
Applying the guidance law developed in [61]
ψ˙(t) = −kη(t) + Vg
ρd
cos η(t) , k > 0 , (2.16)
yields the closed-loop system
η˙(t) = −kη(t) + Vg
(
1
ρd
− 1
ρ(t)
)
cos η(t) , (2.17a)
ρ˙(t) = −Vg sin η(t) . (2.17b)
Theorem 2 Consider the system (2.15), and the control law in (2.16). The equi-
librium point (η = 0, ρ = ρd) of the closed-loop system is asymptotically stable
for (η0, ρ0) ∈ (−pi, pi)× (0,∞).
Proof. Consider the following candidate Lyapunov function:
V (η(t), ρ(t)) = 1− ρ(t)
ρd
e
(1− ρ(t)
ρd
)
cos η(t) . (2.18)
It can be verified that V (η, ρ) ≥ 0 in (−pi, pi)× (0,∞), and V = 0 only at (0, ρd).
Taking the derivative with respect to time gives
V˙ (t) =
ρ(t)
ρd
e
(1− ρ(t)
ρd
)
sin η(t) η˙(t)− ρ
ρd
(
1
ρ(t)
− 1
ρd
)
e
(1− ρ(t)
ρd
)
cos η(t) ρ˙(t)
=− kρ(t)
ρd
e
(1− ρ(t)
ρd
)
η(t) sin η(t) ≤ 0 ,
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and V˙ = 0, if and only if η = 0. Because when η = 0 and ρ 6= ρd, η cannot stay
identically at 0, then by La-Salle’s invariance principle, (0, ρd) is an asymptoti-
cally stable equilibrium point. 
Remark 2 The control law in (2.16) has an interesting feature. It regulates η to
0 and drives the range ρ to the desired value ρd, with ρ unknown and using only η
for feedback. Intuition suggests that this can be achieved by driving the UAV’s yaw
rate to the desired value Vg/ρd. This emphasizes our design philosophy, namely
using only vision for feedback.
Remark 3 Since the region of attraction is (−pi, pi)× (0,∞), we say the closed-
loop system is “almost globally” asymptotically stable. The only other equilib-
rium point is (η = pi, ρ = ρd). If the UAV’s initial condition is this point, it will
still orbit around the target, but counterclockwise.
2.4.2 Guidance Law for Moving Target
When the target is moving with velocity Vt(t), the system kinematics become
(2.2). Notice that in (2.2b), when η(t) = 0, ρ˙(t) = Vt(t) sin(ψt(t) − ψ(t)) 6= 0
(unless the UAV is flying parallel to the target with exactly the same velocity),
which means that (η = 0 , ρ = ρd) is no longer an equilibrium point. So our
previous goal to regulate η to 0 will not result in a constant ρ, and thus we need to
reformulate the control objective.
Target
UAV
North
Figure 2.2: Decomposition of the UAV velocity Vg
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Consider the decomposition of the UAV ground velocity vector ~Vg, as shown in
Fig. 2.2
~Vg = ~Vt + ~Vr , (2.19)
where ~Vt is the target velocity vector, and ~Vr = ~Vg − ~Vt is the remaining velocity
vector. This decomposition can be interpreted by considering the coordinate frame
{T} fixed on the target. In this frame, the target is static, and the UAV is flying
with time-varying ground velocity Vr(t) and the heading angle ηr(t) from ~λp.
By the following relationships
Vg cos η = Vr cos ηr + Vt cos [ψt − (ψ − η)] ,
Vg sin η = Vr sin ηr + Vt sin [ψt − (ψ − η)] ,
the system kinematics in (2.2) can be written as
η˙(t) = −Vr(t)
ρ(t)
cos ηr(t) + ψ˙(t) , (2.20a)
ρ˙(t) = −Vr(t) sin ηr(t) . (2.20b)
Now ηr = 0 leads to ρ˙ = 0, suggesting that driving ηr to 0 can be the new control
objective.
The kinematics for ηr(t) can be written as
η˙r(t) = −Vr(t)
ρ(t)
cos ηr(t) + ur(t) , (2.21)
where ur(t) is the turn rate of the UAV in frame {T}. If we view ur(t) as an
auxiliary control signal for the system consisting of (2.21) and (2.20b), we can
apply similar control law as in the static target case (2.15). Thus we need the
relationship between ur(t) and the real control signal ψ˙(t).
Constant Target Velocity Case
When Vt is constant, we keep Vg constant, as in the static target case. To find
the relationship between ur(t) and ψ˙(t), take derivative of the vector equation
(2.19). Since ~Vt is constant in both magnitude and direction, and ~Vg has constant
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magnitude but time-varying direction, from classical mechanics we have
V˙r~nr + ~ur × ~Vr = ~ug × ~Vg , (2.22)
where ~ug and ~ur denote the 3D angular velocity vector for ~Vg and ~Vr, respectively,
ug = ψ˙, ~nr is the normalized vector in the direction of ~Vr, and “×” denotes the
cross product. Since the vector ~ur × ~Vr is perpendicular to ~nr, taking the inner
product “·” of both sides of (2.22) with ~nr gives V˙r = (~ug × ~Vg) · ~nr. Substituting
this back into (2.22), we have
((~ug × ~Vg) · ~nr)~nr + ~ur × ~Vr = ~ug × ~Vg . (2.23)
Since the two terms on the left hand side are perpendicular to each other, we have
|(~ug × ~Vg) · ~nr|2 + |~ur × ~Vr|2 = |~ug × ~Vg|2 ,
which upon some algebra gives
ur =
√
V 2g V
2
r − |~Vg × ~Vt|2
V 2r
ug .
So the kinematics of the system (2.20) is given by
η˙r(t) = −Vr(t)
ρ(t)
cos ηr(t) +m(t)ψ˙(t) , ηr(0) = ηr0 ,
ρ˙ = −Vr(t) sin ηr(t) , ρ(0) = ρ0 , (2.24)
where m(t) =
√
V 2g V
2
r (t)− |~Vg × ~Vt(t)|2/V 2r (t) . Our new objective is to regu-
late ηr(t) to 0 and drive ρ(t) to ρd. This problem is very similar to the static target
case in (2.15), except that now we have time-varying terms Vr(t) and m(t).
By modifying the guidance law for the static target case, we have
ψ˙(t) =
1
m(t)
(
−kηr(t) + Vr(t)
ρ(t)
cos ηr(t)
)
, (2.25)
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which yields the closed-loop system
η˙r(t) = −kηr(t) + Vr(t)
(
1
ρd
− 1
ρ(t)
)
cos ηr(t) ,
ρ˙(t) = −Vr(t) sin ηr(t) , (2.26)
ρ(0) = ρ0 , ηr(0) = ηr0 .
Different from the static target case, (2.26) is a non-autonomous system, however,
we can derive similar asymptotic stability results as in Theorem 2.
Theorem 3 The equilibrium point (ηr = 0, ρ = ρd) of the closed-loop system
(2.26) is asymptotically stable for (ηr0, ρ0) ∈ (−pi2 , pi2 )× (0,∞).
Proof. Consider the following candidate Lyapunov function:
V (ηr(t), ρ(t)) = 1− ρ(t)
ρd
e
(1− ρ(t)
ρd
)
cos ηr(t) . (2.27)
It can be verified that V (ηr, ρ) ≥ 0 in (−pi2 , pi2 )×(0,∞), and V = 0 only at (0, ρd).
Taking the derivative with respect to time gives
V˙ (t) = −kρ(t)
ρd
e
(1− ρ(t)
ρd
)
ηr(t) sin ηr(t) ≤ 0 ,
and V˙ = 0 if and only if ηr = 0. Thus, ηr(t) and ρ(t) are bounded, and in
particular, ρ(t) is bounded away from 0. It is straightforward to verify that V¨ (t) is
bounded, so V˙ (t) is uniformly continuous. By Barbalat’s Lemma, V˙ (t)→ 0, and
thus ηr(t)→ 0. Moreover, since ρ(t) is bounded away from 0, one can verify that
η¨r(t) is bounded. By Barbalat’s Lemma, η˙r(t)→ 0, thus ρ(t)→ ρd. 
Time-varying Target Velocity Case
When the target velocity vector ~Vt is time-varying in both magnitude and head-
ing, we write the vector equation (2.19) in separate components: Vg sinψ =
Vr sinψr + Vt sinψt and Vg cosψ = Vr cosψr + Vt cosψt. Taking the time deriva-
tives and canceling the V˙r terms, we have
V˙g sin(ψ − ψr)− Vgψ˙ cos(ψ − ψr)
=V˙t sin(ψt − ψr)− Vtψ˙t cos(ψt − ψr)− Vrψ˙r . (2.28)
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(b) ρ(t) and η(t).
Figure 2.3: Tracking a static target
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(b) ρ(t) and ηr(t).
Figure 2.4: Constant speed target using tracking law (2.25)
Since both V˙t and ψ˙t are non-zero, it is impossible to achieve the closed-loop
equation (2.26) by controlling only ψ˙. Thus, we use the UAV acceleration V˙g as
another degree-of-freedom to get the following controller
ψ˙ =
1
Vg cos(ψ − ψr)(Vrψ˙r + Vtψ˙t cos(ψt − ψr)) (2.29a)
V˙g = V˙t
sin(ψt − ψr)
sin(ψ − ψr) (2.29b)
ψ˙r = −kηr + Vr
ρd
cos ηr . (2.29c)
Assuming ψ˙t and V˙t are available for feedback, the controller (2.29) will drive
the system to the closed-loop form (2.26) which, by Theorem 3, is asymptotically
stable.
23
2.5 Extension to Cooperative Vision-based Target
Tracking
With guidance laws designed for different types of targets, our next goal is to use
multiple UAVs equipped with vision sensors to track the target cooperatively. A
natural objective for coordination is to drive the angular differences among the
LOS vectors of UAVs to some desired values, for example, to let two UAVs orbit
around the target with 180◦ phase difference.
There are several advantages of coordination using multiple UAVs. First, mul-
tiple UAVs cover larger area so it is easier to find the target and less likely to lose
track. Second, by tracking the target with a some well-designed phase shift, the
vision tracking system is much more robust to the variation of illumination, i.e.,
when one camera is shooting against the sunshine and gets over exposure, the
other one(s) can have proper visual angles to provide acceptable images. Third,
by exchanging information and applying some distributed estimation algorithms,
it is possible for each UAV to obtain a higher precision of the estimated motion
of the target and thus get better tracking performance. Finally, equipped with
complementary vision sensors such as high resolution still images and full mo-
tion video, the group of UAVs will provide the ground station with more complete
information about the target for further processing.
Consider N UAVs with identical kinematics as in (2.1a). We add a subscript i,
i = 1, 2, . . . , N , to index each UAV, then the kinematic equations for the ith UAV
are given by
x˙ui(t) = Vgi(t) sin(ψi(t)) , (2.30a)
y˙ui(t) = Vgi(t) cos(ψi(t)) , (2.30b)
ψ˙i(t) = ωui(t) , (2.30c)
where the control signal is again the turn rate ωui (or yaw rate).
Since our focus here is to develop a distributed guidance law that achieves phase
coordination, we assume the target is static and its position is available to each
UAV. Similar to (2.15), we can write the relative kinematics for the ith UAV with
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respect to the target as
η˙i(t) = ψ˙i(t)− Vgi
ρi(t)
cos ηi(t) , ηi(0) = ηi0 , (2.31a)
ρ˙i(t) = −Vgi sin ηi(t) , ρi(0) = ρ0i , (2.31b)
θ˙i(t) =
Vgi
ρi(t)
cos ηi(t) , (2.31c)
where the variables ηi, psii, Vgi, ρi, θi are defined in the same way as in Section
2.2.
Note that compared to (2.15), where the kinematics of only relative angle ηi
and distance ρi are concerned, we add the equation of the phase angle θi (2.31c),
i.e., the angle of the LOS vector from the north direction. The reason is that now
we are interested in controlling the phase differences.
We assume a string topology, i.e., each UAV i = 2, . . . , N − 1 can send and
receive information from agents i − 1 and i + 1, and UAVs 1 and N can only
communicate with UAVs 2 and N − 1, respectively. The objective is to drive each
UAV to orbit the static target with a desired radius ρdi, and keep a desired phase
difference with its neighbor θi − θj = θdij , by controlling only the turn rate ωui.
In order for the objective to be feasible, we have the following assumption.
Assumption 1 The ground speed Vi and the desired radius ρdi satisfy Viρdi =
Vj
ρdj
for all i, j = 1, . . . , N .
Assumption 2 The desired phase angle differences satisfy θdij = −θdji for all
i = 1, . . . , N and j ∈ Ni.
We propose the following distributed guidance law for the ith UAV, which uses
the relative angle ηi and the phase angles φj received from its neighbors as feed-
back:
ωui = −k1ηi(t)+Vgi
ρdi
cos ηi(t)−k2 sin(
∑
j∈Ni
(ψi−ψj−ψdij)) , k1, k2 > 0 (2.32)
which is based on the guidance law 2.16, with an additional term for coordination.
A rigorous proof of the convergence and performance of this algorithm is still
under study and will be a topic of our future work.
Remark 4 It is tempting to view the relative kinematics 2.31 as the celebrated Ku-
ramoto oscillator [70–72]. In the Kuramoto oscillator, θ˙i(t) = ωi+κ
∑N
j=1 sin(θi−
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Figure 2.5: Constant Speed Target using tracking law (2.16)
θj), it assumes that a particle orbits the origin with a constant radius, thus varying
θ˙i corresponds to varying the ground speed Vgi and the yaw rate ψ˙i simultaneously
in our model. However, by assuming a constant ground speed, the problem be-
comes more complicated, since in (2.31c), the kinematics of θi is affected by ρi
inverse-proportionally, which is in turn affected by the control signal ωui through
the complex nonlinear kinematics (2.31b)– (2.31b).
2.6 Simulation Results and Comparison
2.6.1 Tracking with a single UAV
This section shows some simulation results of the proposed vision-based tracking
law and the flight test results. We compare the performance of the guidance law
of this work and those used in [61]. Let
• h = 500m, ρd = 300m, Vg = 30m/s .
• Initial Value: ρ0 = 1100m .
• Estimator and Guidance law Parameters: Am = −20I2, Γc = 200, c = 0.3,
k = 10 .
First we consider the problem of tracking a static target, for which the guidance
law (2.16) is applied. Figure 2.3 shows the 2D trajectory of the UAV and the time
history of the states ρ(t) and η(t). It can be seen that the range ρ converges to the
desired value ρd smoothly.
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Figure 2.6: Time-varying target speed using tracking law (2.29)
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Figure 2.7: Flight test results
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Second, we test the case when the target moves with constant velocity Vt =
10m/s. In Fig. 2.4 and Fig. 2.5 we compare the performance of guidance law
(2.25) and the guidance law in [61], which applies (2.16) directly to the moving
target case. While the 2-D trajectories in Fig. 2.4a and Fig. 2.5a look similar, from
Fig. 2.4b and Fig. 2.5b we see that the static guidance law fails to drive the ρ to
ρd.
Next, we verify the guidance law (2.29) for the target with speed magnitude
Vt = 10 + 2 sin(t/10) and turn rate ψ˙t = 0.01 sin(t/1000). We can see from
Fig.2.6 that using V˙g as an additional degree-of-freedom and with ψ˙t and V˙t for
feedback, the range ρ can still be driven close to ρd with control law (2.25). Ob-
taining the estimation of ψ˙t and V˙t for the guidance law (2.29) will be addressed
in future.
Finally, we present the flight test results from 2010 in Camp Roberts, CA. The
proposed guidance laws were implemented on experimental R&D UAV RAS-
CALs operated by Naval Postgraduate School. The UAV is equipped with two
PC104 embedded computers, an off-the-shelf Piccolo Plus autopilot and a wire-
less Mobile Ad-hoc Network (MANET) link. While the complete flight test in-
volved coordinated path following and road searching using two UAVs [73], here
we show only the results of vision-based target tracking using one UAV in Fig. 2.7.
The target was moving on a winding path, which means ~Vt was time-varying.
Since V˙t and ψ˙t were not available in the flight test, the guidance law from (2.25)
was used.
2.6.2 Cooperative tracking with 3 UAVs
Next, we consider cooperative tracking with 3 UAVs, with ground speeds and
desired radii given by: Vg1 = Vg2 = 5m/s, Vg3 = 6m/s, ρd1 = ρd2 = 10m, and
ρd3 = 12m. Their initial positions and heading angles are given randomly. The
desired phase differences are given by θd21 = −θd12 = 45◦, and θd32 = −θd23 =
90◦. The control gains are chosen as k1 = 1 and k2 = 0.2. The simulation results
are shown in Figure 2.8. We can see that by controlling only the turn rate ωui,
each UAV converges from random initial condition to the its designated orbit, and
the group coordination objective is reached.
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CHAPTER 3
DISTRIBUTED MULTI-AGENT
TRACKING AND ESTIMATION WITH
UNCERTAIN AGENT DYNAMICS
In Section 2.5, we have seen the interesting group behaviors of the coordination
of multiple UAVs, controlled in a distributed fashion. This and the next chapters
are dedicated to the topic of distributed control of a group of unmanned vehicles,
in the presence of realistic dynamic, sensing, and communication constraints. In
particular, the problem we are interested in is the so called “flocking”, in which
the objective is to drive a group of unmanned vehicles from different initial po-
sitions and velocities to aggregate towards a moving target of interest and align
their velocities with it, resulting in a moving flock. As mentioned in Chapter 1,
this type of problems have been extensively studied in literature, but without con-
sidering the dynamical uncertainties. Our main contribution here is to develop
a framework that extends the existing coordination algorithms designed for ideal
kinematic model to the case of more realistic vehicle model that contains uncertain
parameters and disturbances. Similar idea has been mentioned in [74].
This chapter considers distributed target tracking and estimation using multiple
autonomous agents with uncertain dynamics, which is different from [30]. Each
agent implements a consensus based estimator from [24]. We propose a cascaded
control structure which generate a reference signal based on the ideal flocking
algorithm and use the L1 adaptive control structure [48] to compensate for the
system uncertainties. The guaranteed transient performance of the L1 adaptive
control architecture plays the key role to resolve the coupling issue introduced by
the cascaded control structure.
3.1 Agent Dynamics
Consider a group of N mobile agents (UAVs or ground robots) tasked to track a
moving target in an n-dimensional space, where n = 2, 3. The dynamics of each
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agent is described by
q˙i(t) = pi(t) ,
p˙i(t) = ωiui(t) + θi(t)pi(t) + σi(t) ,
qi(0) = qi0 , pi(0) = pi0 , i = 1, 2, . . . , N ,
(3.1)
where qi , pi ∈ Rn are the position and velocity of the agent, respectively, ui ∈ Rn
is the control input, ωi ∈ Rn×n is the unknown constant input gain matrix, θi ∈
Rn×n is an unknown matrix of uncertain parameters, and σi ∈ Rn is the unknown
disturbance vector. We assume the following conservative bounds for the system
uncertainties:
Assumption 3 The input gain matrix ωi is assumed to be nonsingular. Also there
exist known conservative compact sets Ωi ⊂ Rn×n, Θi ⊂ Rn×n and Σi ∈ Rn such
that ωi ∈ Ωi, θi ∈ Θi and σi ∈ Σi.
Assumption 4 Let θi(t) and σi(t) be continuously differentiable with uniformly
bounded derivatives: ‖θ˙i(t)‖ ≤ dθi and ‖σ˙i‖ ≤ dσi .
The target is moving with a constant velocity, which is unknown to the agents.
Some of the agents are able to obtain noisy measurements of the target’s position,
with different noise levels. Each agent is equipped with wireless communication
device with a limited communication range. To avoid the “blind” agent from being
lost in the beginning, we need the following assumption.
Assumption 5 At t = 0, each agent that cannot measure the target’s coordinates
is close enough to at least one agent that has the measurement of the target.
The objective is to design distributed control and estimation laws for each agent
using only locally available information to track the target cooperatively.
3.2 Consensus-based Distributed Estimation
The dynamics of the target are given by
ξ˙(t) = Aξ(t) + w(t) , (3.2)
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where ξ = [q>t , p
>
t ]
>, A =
[
0n×n In
0n×n 0n×n
]
and qt, pt ∈ Rn are the position and
the velocity of the target, respectively. The subscript t denotes the target.
Each mobile agent (sensor) may or may not measure the position of the target.
For each measuring agent i, the measurement equation is given by
yi(t) = Ciξ(t) + vi(t) ,
where Ci = [In , 0n×n]. In the aforementioned equations, w(t) and vi(t) are zero-
mean white Gaussian noise with covariances
E{w(t)w>(τ)} = Q(t)δ(t− τ) ,E{vi(t)w>(τ)} = 0 ,
E{vi(t)v>i (τ)} = Ri(t)δ(t− τ) ,E{vi(t)v>j (τ)} = 0 .
In [24], a consensus-based overlapping distributed state estimation algorithm is
proposed for a general class of LTI systems. Since each measuring agent accesses
the same part of the target dynamics, namely, the position, our estimation problem
can be viewed as a special case of the problems covered by the algorithm of [24].
The consensus-based distributed estimator consists of a local filter flocali and a
first order consensus law fconi
˙ˆ
ξi(t) = flocali + fconi , (3.3)
where flocali = Aξˆi(t) + Li(yi(t) − Ciξˆi(t)) for agent i that can measure the
target position, and flocali = 0 for agent i that cannot measure, and fconi =∑
j∈N¯ ri (q) Kij(ξ˜ij(t)− ξˆi(t)). In the above equations, Li is the steady state Kalman
gain given by Li = PiC>i R
−1
i , Pi is the solution of the algebraic Riccati equation
APi+PiA
>−PiC>i R−1i CiPi+Q = 0, N¯ ri (q) consists of agent i’s neighbors that
can measure the target’s position, Kij is the matrix of the consensus gains, and
ξ˜ij = ξˆj + wij is the estimate of the states of agent j received by agent i, where
wij is a 2n-dimensional zero-mean white communication noise between agents j
and i with covariance E{wij(t)w>ij(τ)} = Wij(t)δ(t − τ). For the selection of
consensus matrix, please refer to [24].
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3.3 Flocking Algorithms for Ideal Agent Dynamics
This section briefly introduces the tracking algorithm in [37] for ideal double-
integrator agent dynamics, assuming that the target’s motion is known to all ideal
agents.
3.3.1 Potential Function and Distance Dependent Weight
The “σ-norm” of a vector z ∈ Rn is a map Rn → R+, defined as
‖z‖σ = 1

[√
1 + ‖z‖2 − 1
]
,
with a parameter  > 0 and its gradient given by σ(z) , ∇z‖z‖σ = z√
1+‖z‖22
=
z
1+‖z‖σ , where R
+ denotes the set of non-negative real numbers. Note that the “σ-
norm” is not a norm. An important property is that the map ‖z‖σ is differentiable
everywhere, while the 2-norm ‖z‖ is not differentiable at z = 0.
For a proximity net Gr(q), consider a spacial adjacency matrix A(q) = [aij(q)],
given by
aij(q) =
{
0, if j = i ,
ρh(‖qj − qi‖σ/‖r‖σ), if j 6= i ,
where ρh : R+ → [0, 1], h ∈ (0, 1) is a bump function
ρh(z) =

1, if z ∈ [0, h) ,
1
2
[
1 + cos
(
pi z−h
1−h
)]
, if z ∈ [h, 1] ,
0, otherwise .
The graph Laplacian associated with the proximity net Gr(q) is defined as
L(q) = ∆(q)−A(q), where ∆(q) = diag
(∑
j a1j(q),
∑
j a2j(q), . . . ,
∑
j aNj(q)
)
is called the degree matrix of Gr(q).
The design of the flocking algorithm involves a smooth collective potential
function
V (q) =
1
2
∑
i
∑
j 6=i
Vij(q) =
1
2
∑
i
∑
j 6=i
ψα(‖qj − qi‖σ) , (3.4)
where ψα : R+ → R+ is defined by
ψα(z) =
∫ z
dα
φα(s)ds ,
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Figure 3.1: Example of a pairwise potential function ψα
with φα(z) = ρh(z/rα)φ(z − dα), φ(z) = 12 [(a+ b)σ1(z + c) + (a− b)], σ1(z) =
z/
√
1 + z2, rα = ‖r‖σ, dα = ‖d‖σ, 0 < a ≤ b, and c = |a− b|/
√
4ab.
We can see from Figure 3.1 that ψα is a nonnegative smooth attractive/repulsive
pairwise potential function of the “distance” ‖qi− qj‖σ between agents i and j. It
reaches its maximum and global minimum at z = 0 and z = ‖d‖σ, respectively,
and becomes constant for z ≥ ‖r‖σ, where 0 < d < r is the desired distance
between two agents.
3.3.2 Flocking Algorithm for Ideal Agents
Without uncertainties and disturbances, the ideal agent’s dynamics are given by
q˙idi = p
id
i ,
p˙idi = u
id
i ,
(3.5)
where qidi , p
id
i , u
id
i ∈ Rn are the position, velocity, and acceleration, respectively,
of the ideal agent i, i = 1, 2, . . . , N . Let qid = [(qid1 )
>, . . . , (qidN)
>]> and pid =
[(pid1 )
>, . . . , (pidN)
>]> be the collective position and velocity, respectively.
For the ideal agents (3.5) to track a target, Olfati-Saber proposed a flocking
algorithm (see Algorithm-2 in [37]):
uidi = f
g
i + f
d
i + f
γ
i , (3.6)
where f gi = −∇qiV (qid) is a gradient-based force to regulate the distance be-
tween agent i and its neighbors, fdi = −
∑
j∈N ri (qid) aij(q
id)(pidi − pidj ) is the
velocity consensus term aligning the speed of each agent to its neighbors, and
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fγi =−c1(qidi − qt) − c2(pidi − pt), c1, c2 > 0 is the navigational feedback due to
the tracking objective of the group.
To analyze the algorithm (3.6), define q˜idi = q
id
i − qt and p˜idi = pidi − pt as the
relative position and velocity between each ideal agent and the target, respectively.
Notice that qidi −qidj = q˜idi −q˜idj , pidi −pidj = p˜idi −p˜idj , and∇qidi V (qid) = ∇q˜idi V (qid).
Thus, we have the following ideal relative dynamics:
˙˜qidi =p˜
id
i ,
˙˜pidi =− c1q˜idi − c2p˜idi −
∑
j∈N ri (qid) aij(q)(p˜
id
i − p˜idj )−∇q˜idi V (qid) ,
(3.7)
which can be further rewritten in a compact form as
x˙idi (t) = Amx
id
i (t) +Bmr
id
i (t) , x
id
i (0) = x
id
i0 (3.8)
where xidi = [(q˜
id
i )
>, (p˜idi )
>]>, ridi = −∇q˜idi V (qid)+
∑
j∈N ri (qid) aij(q
id)(p˜idj − p˜idi ),
Am =
[
0n×n In
−c1In −c2In
]
, and Bm = [0n×n In]>.
In order for the ideal relative dynamics (3.8) to serve as a desired reference
model, it is important to have ridi (t) bounded. The following lemma is similar
to the result in [38], in which only part of the agents have the knowledge of the
target.
Lemma 1 Consider a system of N mobile agents, each with dynamics (3.5) and
steered by the control protocol (3.6). Suppose that the initial energyQ0 , Q(qid(0),
pid(0)) is finite. Then
1. ‖qidi (t)− qt(t)‖2 ≤
√
2Q0/c1 for all t ≥ 0 and i;
2. ‖pidi (t)− pt(t)‖2 ≤
√
2Q0 for all t ≥ 0 and i;
3. The velocities of all agents approach the target’s velocity pt asymptotically,
where Q(qid, pid) = 1
2
∑N
i=1(Ui(q
id) + ‖p˜idi ‖22) and Ui(qid) =
∑N
j=1 ψα(‖qidi −
qidj ‖σ) + c1‖q˜idi ‖22.
Corollary 1 For each ideal agent, the signal ridi is bounded by
|ri(t)| ≤ R = Nφ(−dα) + 2N
√
2Q0 , ∀t ≥ 0 .
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Proof. From the definition of ridi , |ridi | ≤ N |∇q˜idi φα(‖qidi −qidj ‖σ)|+N‖qidi −qidj ‖.
From the definition of φα(z), |dφα(z)/dz| reaches its maximum value φ(−dα) at
z = 0. From bound 2 in Lemma 1, we can conclude the bound of ridi . 
The ideal double-integrator agents, if the conjectures in [37] hold, will form
a flock asymptotically with all the agents’ velocity converging to the target’s ve-
locity asymptotically. However, in the presence of uncertainties, if the algorithm
(3.6) is applied blindly, these properties may not hold any more, as demonstrated
in Section 3.5.1. This motivates the design of a cascaded control structure (similar
to [39]) for compensation of the uncertainties locally and preventing the propaga-
tion of those into the network, as is presented in the next section.
3.4 Flocking Algorithms for Uncertain Agent
Dynamics
For uncertain agent dynamics, a cascaded control structure is proposed, which
uses the ideal closed-loop system as a reference model and compensates for the
uncertainty by an L1 adaptive controller. The guaranteed transient performance of
the L1 adaptive control is the key to resolve the coupling between the communi-
cation topology and the collective dynamics introduced by the cascaded structure.
3.4.1 Cascaded Control Structure
Similar to the ideal agent case, let q˜i = qi − qt and p˜i = pi − pt be the relative
position and velocity between each real agent and the target, respectively. Letting
xi = [q˜
>
i , p˜
>
i ]
>, the relative dynamics between the real agent i and the target can
be written as
x˙i(t) = Amxi(t) +Bm (ωiui + ϑ(t)xi(t) + σi(t)) , (3.9)
where
xi(0) = xi0 , [(qi(0)− qt(0))>, (pi(0)− pt(0))>]>, ϑ(t) = [c1In c2In + θ(t)] .
From Assumption 1, there exists Θ1 ⊂ Rn×2n, such that ϑ ∈ Θ1.
The basic idea of the cascaded control structure is to make the real system be-
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Figure 3.2: Flocking control for uncertain agent dynamics
have like the ideal system, while avoiding propagation of the uncertainties into
the communication network. To achieve this, each agent i implements the double
integrator model (3.5) of the “virtual ideal agent”, using its own initial conditions
for initialization, i.e., setting qidi (0) = qi(0) and p
id
i (0) = pi(0). As the system
evolves, each agent exchanges its virtual ideal agent’s states with its neighbors
and calculates the ideal control input uidi , which yields the closed-loop ideal rel-
ative system (3.8) with the initial condition xidi0 = xi0. Next, a local L1 adaptive
controller is designed for each agent, using the closed-loop ideal system as the
reference model, to compensate for the uncertainties and disturbances of the real
agent.
Figure 3.2 shows the block diagram of the cascaded control structure. Note
that instead of broadcasting the position and velocity of the real states, each agent
broadcasts the states of the virtual ideal dynamics.
3.4.2 L1 Adaptive Controller Design
The L1 adaptive controller for the system in (3.9) consists of three components
[48]:
State Predictor:
˙ˆxi(t) = Amxˆi(t) +Bm
(
ωˆiui(t) + ϑˆ(t)xi(t) + σˆ(t)
)
,
xˆi(0) = xi0 (3.10)
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Adaptive Law:
˙ˆωi(t) = ΓProj(ωˆi(t),−(x˜>i (t)PBm)>u>i ) ,
˙ˆ
ϑi(t) = ΓProj(ϑˆi(t),−(x˜>i (t)PBm)>x>i (t))
˙ˆσi(t) = ΓProj(σˆi(t),−(x˜>i (t)PBm)>)
(3.11)
Control Law:
ui(t) = −KiDi(s)
(
ηˆi(s)− ridi (s)
)
, (3.12)
where ridi (s) and ηi(s) are the Laplace transforms of r
id
i (t) and ηˆi(t) , ωˆi(t)ui(t)+
ϑˆi(t)xi(t) + σˆi(t), respectively.
In the above definitions, x˜i(t) = xˆi(t) − xi(t), P = P> > 0 is the solution
to the algebraic Lyapunov equation A>mP + PAm = −Q, Q > 0, Γ > 0 is the
adaptation gain, and Proj(·, ·) denotes the projection operator [68].
The design of the L1 adaptive controller involves a strictly proper transfer ma-
trix Di(s) and a gain matrix K ∈ Rn×n, which lead to a strictly proper stable
low-pass filter
C(s) , ωK(In +D(s)ωK)−1D(s) (3.13)
with DC gain C(0) = In.
The L1 adaptive controller is defined via (3.10), (3.11), (3.12), subject to the
following L1 norm condition:
‖G(s)‖L1L < 1 , (3.14)
where G(s) , (sI− Am)−1Bm(I− C(s)) and L , maxϑ∈Θ1 ‖ϑ‖1.
An important property of the L1 adaptive controller is that xi(t) and ui(t) of the
uncertain system (3.9) can be rendered arbitrarily close to xref(t) and uref(t) of a
closed-loop reference system (see Section 2.2 of [48]), given according to
x˙ref(t) = Amxref(t) +Bm(ωuref(t) + θ(t)xref(t) + σ(t)) ,
uref(s) = ω
−1C(s)(ridi (s)− ηref(s)) , xref(0) = xi0 (3.15)
by increasing the adaptation gain Γ and the bandwidth of the filter C(s), where
ηref(s) is the Laplace transform of ηref(t) = θ(t)xref(t) + σ(t). We have the
following proposition.
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Proposition 1 The transient error between xi(t) and xidi (t), measured by ‖xi −
xidi ‖L∞ can be rendered arbitrarily small by increasing the adaptation gain Γ and
the bandwidth of the low-pass filter C(s).
3.4.3 Coupling between dynamics and topology
Notice that in Section 3.3.2, the ideal control input is generated based on the prox-
imity net Gr(qid) induced by ideal configuration qid. However, to run the “virtual
ideal agent” dynamics and generate the corresponding ridi , each real agent identi-
fies its neighbor based on the real configuration q. This discrepancy may invalidate
the results of Lemma 1, because some terms in Q˙ may not be canceled. An exam-
ple is shown in Figure 3.3, in which the real agents i and j cannot communicate,
but the vertices i and j in Gr(qid) are neighbors.
Figure 3.3: Coupling Between Dynamics and Topology
To solve this issue, we select an interaction range r¯ < r for the ideal agents
such that (i, j) ∈ E r¯(qid) ⇒ (i, j) ∈ Er(q). This is possible because the L1
adaptive controller guarantees that ‖qi− qidi ‖ can be arbitrarily small. In this case,
whenever the ideal agents i and j are neighbors, the corresponding real agents are
also neighbors, but not vice versa.
To formalize the above discussion, we have the following Theorem.
Theorem 4 If we choose the interaction range r¯ = r − 2ρ, where ρ is the bound
for ‖xi − xidi ‖L∞ , and use this r¯ for the cooperation law for the ideal agent dy-
namics, then it is guaranteed that (i, j) ∈ Er(q)⇒ (i, j) ∈ E r¯(qid).
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Proof. From Theorem 2 we know that the “distance” between each real agent and
its corresponding virtual agent is bounded by ‖qi(t) − qidi (t)‖ < ρ for all t ≥ 0
and i = 1, . . . N . Defining dij = ‖qi − qj‖ and didij = ‖qidi − qidj ‖, we have
|dij − didij | ≤ 2ρ. If didij ≤ r¯ = r − 2ρ, then dij < didij + 2ρ ≤ r¯ + 2ρ = r.
It is worthwhile to mention that the coupling between the topology and the dy-
namics is due to the fact that the flocking algorithm from [37] does not impose any
artificial assumption on the communication network, which is induced naturally
by the motion of the agents. This makes it crucial for the adaptive controller to
have guaranteed transient performance instead of having only asymptotic con-
vergence results; because otherwise, the real agents may deviate from their corre-
sponding “virtual ideal agents” before the asymptotic convergence could happen
finally, which will reduce the connectivity of the network without an option of
recovering.
3.5 Simulation Results
In this section we present simulation results of the proposed estimation and track-
ing algorithms. In Sec 3.5.1 we demonstrate the case when the tracking law (3.6)
is applied directly to the uncertain agent dynamics, and each agent broadcasts
its real states to its neighbors. Then in Section 3.5.2 we show the results, when
the cascaded control structure is used. The following parameters remain fixed
throughout all simulations.
• In the ideal flocking algorithm: d = 5, r = 1.4d,  = 0.1, h = 0.2, c1 = c2 =
0.5 for the bump function.
• In L1 adaptive controller: Γi = 104, Ki = 20, Di(s) = 1sIn, for each i.
3.5.1 Failure of the Flocking Algorithm for Dynamics with
Uncertainties
To clearly demonstrate the effects of the uncertainties on the flocking algorithm,
we use only 4-agents, each following the dynamics (3.1). The initial position and
velocity of each agent are assigned randomly from the boxes [−20 , 20]×[−20 , 20]
and [−1 , 1] × [−1 , 1], respectively. The target is initialized at position [80 , 80]>
and velocity [3 , 3]>.
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The unknown parameters ωi, θi(t) and the disturbances σi(t) are given by
ω1 =
[
0.7 2
0 1.2
]
, ω2 =
[
3 2.5
1.5 1.6
]
, ω3 =
[
0.6 0.4
0.5 0.8
]
, ω4 =
[
3 2
2 3
]
;
θ1 =
[
−1 0.9
1.7 −1.8
]
, θ2 =
[
−0.2 0.1
0.1 −0.8
]
,
θ3 =
[
−1 1.5
0.5 −0.8
]
, θ4 =
[
−2 2.5
1.3 −1.8
]
,
σ1 = [3 + 2 sin(2t+ 0.9) , 4 + 3 sin(0.5t− 0.5)]>,
σ2 = [2 + 1 sin(1.8t+ 2) , 1.5 sin(3.2t)]
>,
σ3 = [1 + 4 sin(t+ 1) , 1.5 + 0.5 sin(3t+ 1.5)]
>,
σ4 = [0.5 + 3 sin(4t+ 0.5) , 3 + 2 sin(2t− 3)]>.
When we apply (3.6) to the above agents directly, assuming each agent knows
the position and the velocity of the target, the flocking algorithm fails in a sense
that the velocities of all agents do not converge and the system is not self-assembled.
Figure 3.4 shows the time history of the agents’ velocity. Figure 3.5 shows some
snapshots of the target positions (denoted by squares), agent positions (denoted by
circles), agent velocity directions (denoted by arrows) and communication links
(denoted by solid lines) at different times. Notice in Figure 3.5 that a formed link
breaks as the system evolves.
3.5.2 Flocking with Cascaded Control Structure
To demonstrate the benefits of the cascaded control structure, we first implement
the control algorithms proposed in Sections 3.4.1-3.4.2 to the same uncertain
agent dynamics given above. Figure 3.6 shows that the velocity of all the agents
converge to the target’s velocity, and the group of agents form a flock.
Next, we implement the proposed algorithm to a larger group with 100 agents,
10 of which cannot measure the target and are initialized close to some measuring
agents. The initial position and velocity of each measuring agent are assigned
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Figure 3.4: Velocities of 4 agents without using adaptive control
−20 0 20 40 60 80
−20
−10
0
10
20
30
40
50
60
70
80
x
y
t=0.001
(a) t = 0.001
106 108 110 112 114 116 118 120 122
114
115
116
117
118
119
120
121
122
123
124
x
y
t=12.501
(b) t = 12.5
120 125 130 135 140 145 150 155
136
138
140
142
144
146
148
150
152
154
156
x
y
t=21.876
(c) t = 21.9
Figure 3.5: Evolution of 4 agents without adaptive control
randomly from the boxes [−50, 50] × [−50, 50] and [−2, 1] × [−2, 2], and the
target is initialized with position [100 , 0]> and velocity [5 , 0]>. The time history
of the velocities and the snapshots of the agents are shown in Figure 3.7 and 3.8,
respectively.
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Figure 3.6: Flocking for 4 agents with L1 adaptive control
Figure 3.7: Velocities of 100 agents with L1 adaptive control
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Figure 3.8: Evolution of 100 agents with L1 adaptive control
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CHAPTER 4
DISTRIBUTED TARGET TRACKING AND
COLLISION AVOIDANCE USING
MULTIPLE NONHOLONOMIC ROBOTS
WITH UNCERTAIN DYNAMICS
This chapter addresses the distributed and coordinated target tracking and colli-
sion avoidance using multiple nonholonomic mobile agents whose dynamics are
subject to uncertainties and disturbances. A cascaded control architecture is intro-
duced, which consists of a virtual “simulator” and a local tracking controller. The
simulators exchange their uncertainty-free states over the network and achieve
flocking, while avoiding collisions, using the information from their neighbors.
The local tracking law, which consists of an outer-loop guidance law and an inner-
loop L1 adaptive control law, solves the tracking problem with respect to the state
of the virtual simulator in the presence of plant uncertainties. The guaranteed
transient performance of the L1 adaptive controller is essential towards resolving
the unavoidable coupling between the communication topology and the system
dynamics. At the end of the chapter, we provide two sections on applications.
One shows extensive simulation results, which demonstrate the capability of the
proposed algorithm to recover the desired flocking behavior. The other has the
proposed algorithm implemented on an indoor multi-robot platform.
4.1 Multi-Robot System and Collision Avoidance
Consider a group of N mobile agents with non-holonomic kinematics and uncer-
tain dynamics, described by
q˙i(t) =
[
x˙i(t)
y˙i(t)
]
= vi(t)
[
cos(θi(t))
sin(θi(t))
]
, (4.1a)
θ˙i(t) = ωi(t) , (4.1b)
v˙i(s) = Giv(s)(u
i
v(s) + z
i
v(s)) , (4.1c)
ω˙i(s) = Giω(s)(u
i
ω(s) + z
i
ω(s)) , i = 1, 2, . . . , N , (4.1d)
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where qi, θi, vi, ωi are the position, heading angle, forward velocity, and an-
gular velocity of agent i, respectively, uiv and u
i
ω are the control inputs, G
i
v(s)
and Giω(s) are unknown strictly proper transfer functions, and z
i
v, z
i
ω are the
Laplace transforms of the time-varying nonlinear uncertainties and disturbances
ziv(t) = f
i
v(t, v
i(t)) and ziω(t) = f
i
ω(t, ω
i(t)), respectively, subject to the following
assumptions.
Assumption 6 There exist positive constants Liv, Liv0, Liω, Liω0, such that the fol-
lowing inequalities hold uniformly in t:
|f iv(t, vi1)− f iv(t, vi2)| ≤ Liv|vi1 − vi2| , |f iv(t, vi)| ≤ Liv|vi|+ Liv0 ,
|f iω(t, ωi1)− f iω(t, ωi2)| ≤ Liω|ωi1 − ωi2| , |f iω(t, ωi)| ≤ Liω|ωi|+ Liω0 .
Assumption 7 There exist positive constants Liv1, Liω1, Liv2, Liω2, Liv3, Liω3, such
that for all t ≥ 0:
|z˙iv(t)| ≤ Liv1|v˙i(t)|+ Liv2|vi(t)|+ Liv3 , |z˙iω(t)| ≤ Liω1|ω˙i(t)|+ Liω2|ωi(t)|+ Liω3
The objective is to design distributed control laws for the group of N au-
tonomous agents to aggregate from arbitrary initial positions and form a flock,
while avoiding inter-agent collisions. In particular, we consider the case that the
communication topology among the agents is purely determined by the inter-agent
distance, which is different from Refs. [75–77], where assumptions are imposed
on the connectedness of the communication network regardless of the positions
of the agents. In order to achieve this, we need a common objective for all the
agents, which is a moving target to be tracked in this case.
Remark 5 The common objective in Ref. [37] is introduced as a “γ-agent”,
which defines the trade-off between the distributiveness of the algorithm and the
requirements on the communication network. While for static sensor networks, an
apriori defined communication topology is an acceptable assumption, for low-cost
mobile agents with limited communication range, the distance-induced communi-
cation topology appears to be more reasonable.
Remark 6 Also note that the common objective needs not to be a physical target
to be tracked. In applications such as the coordinated road search using multiple
UAVs [73], the common objective can be a virtual target moving along a given
road with some given speed profile.
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Figure 4.1: Block Diagram of the Cascaded Control Structure
We assume that the target is moving with constant velocity vt and constant
heading θt, which, together with the position qt = [xt yt]> of the target, are
known to all agents1. Each agent has a limited communication range with other
agents. Our objective is to define a distributed control law for each agent, using
the information from the target and from its neighbors, such that the group of
agents track the target forming a flock, while avoiding possible collisions with
other agents and with the target.
4.1.1 System overview: Cascaded Control Structure
This section provides an overview of the cascaded control structure. The motiva-
tion of this structure is to decouple the inter-agents coordination over the network
from uncertainties in the agent dynamics. As shown in Figure 4.1, the cascaded
control structure consists of two main parts: a simulator and a local tracking con-
troller.
A simulator is a virtual ideal kinematic model running in each agent’s computer,
whose position, forward and angular velocities will serve as a reference for the
agent to track. The ideal kinematic model is driven by a cooperative guidance law
dependent upon the task of interest, which, in this work, is a distributed guidance
law that achieves flocking and collision avoidance. Each agent exchanges the
information of its simulator with other agents within the communication range
1In the case when the agents are UAVs and the target is a ground vehicle, the position and the
velocity of the target can be obtained using vision-based estimation [78].
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(i.e., its neighbors), and uses this information in the cooperative guidance law to
generate control inputs to the simulator. The simulator states are initialized using
the states of the agent, but otherwise the simulator is running independently of the
physical agent.
The local tracking controller forces the physical agent to track the position and
the velocity of the virtual simulator, using its local feedback and the information
from the simulator, in the presence of uncertainties and disturbances in the system
dynamics. In this chapter, the local tracking law has an inner-outer-loop structure,
in which the outer-loop is the guidance law that achieves asymptotic tracking for
the kinematic model, while the inner-loop is an L1 adaptive controller that com-
pensates for the uncertainties in the agent dynamics. Compared to the local track-
ing law in Ref. [79] for double integrator agent dynamics, which utilizes a pure
L1 adaptive controller, the double-loop structure in this work can handle more
general agent dynamics, such as the nonholonomic agents.
From the description above we see that the introduction of the simulator has two
main benefits. First, it allows for numerous previously developed algorithms for
different tasks to be easily applied to our cascaded control structure. Second, by
exchanging the information from the virtual simulators instead of the real states,
we avoid propagating the noisy states with uncertainties into the network, which
can lead to destabilizing effects [39] . However, this approach requires that the lo-
cal tracking controller achieves guaranteed and predictable transient behavior so
that to avoid possible collisions with other agents. Also, because the communica-
tion network used by the simulator is induced by the configuration of the physical
agents q, instead of the configuration of the simulators qs, one has unavoidable
coupling between the communication and the dynamics. This coupling can be
alleviated only if the two configurations are close to each other uniformly in time,
i.e., the local tracking controller has guaranteed transient performance. These two
stringent requirements for transient performance are the reason why we use the
L1 adaptive controller as a local tracking controller.
Remark 7 The simulator in this chapter plays the role of the “virtual target” in
Ref. [80, 81], where it helps to avoid singularities in a path following problem
(note that “virtual target” in Ref. [80, 81] is irrelevant to the target or common
objective in this work). The difference is that in Ref. [80, 81] the virtual target
is constrained on the predefined path and its speed is adjusted according to the
velocity of the agent UAV, while in this work, the simulator is moving in the 2D
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space according to the information of other simulators, but almost “independent”
of the real agent. The only influence of the motion of the real agent on the sim-
ulator is that the communication network is induced by the positions of the real
agents. This coupling will be discussed in Section 4.3.3.
4.2 Simulator: Flocking Algorithm for Ideal
Kinematic Model
The simulator of agent i is given by the standard kinematic model (we use sub-
script s to denote simulator):
q˙is =
[
x˙is
y˙is
]
= vis
[
cos θis
sin θis
]
,
v˙is = ω
i
s ,
xis(0) = x
i(0) , yis(0) = y
i(0) , θis(0) = θ
i(0) ,
(4.2)
where qis ∈ R2, θis ∈ R, vis ∈ R and ωis ∈ R are the position, heading angle,
forward velocity and angular velocity of simulator i, respectively, in which vis and
ωis are the control inputs. Let qs = [(q
1
s )
>, . . . , (qNs )
>]> be the configuration of
all simulators. Note that the simulator states are initialized using the states of the
physical agent.
In order for the group of simulators to flock around the target while avoiding
collision, we apply the following potential function based distributed cooperative
guidance law, adapted from [82]:
vis = vt − kv∇qisV i(qs) · [cos θis sin θis]> , (4.3a)
ωis = −kω(θis − θid) , (4.3b)
where V i(qs) is the collective potential function for simulator i, θid = arg(v
i
d),
vid = −k1∇qisV i(qs) + k2[vt cos θis vt sin θis]>, kv, kω, k1, k2 > 0 are constant
control gains, and “·” denotes the dot product of two vectors. Note that by defining
θid as the angle of the weighted sum of the target’s velocity vector and the negative
gradient vector, we can achieve smooth transition from aggregation to velocity
alignment. When the agent is far from the target, vid is the vector pointing to the
target from the agent, making the agent move towards the target; when the agent
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Figure 4.2: Inter-agent and agent-target potential functions
is at the desired distance from the target, vid becomes the target’s velocity vector,
making the agent to align its velocity with the target.
The collective potential function associated with simulator i is defined by
V i(qs) =
∑
j∈N ri (q)
Va(‖qis − qjs‖) + Vt(‖qis − qt‖) . (4.4)
Note that V i consists of two parts: the first part Va is the potential due to other
agents and the second one Vt is the potential due to the target. The definitions of
Va and Vt are given by
Va(z) =

∞ z ≤ rc ,
log z−rc
rd−rc +
rd−rc
z−rc − 1 rc ≤ z < rd ,
h+ h sin r−(rc+rd)/2
rd−rc pi rd ≤ z < r ,
h z ≥ r ,
(4.5)
Vt(z) =

∞ z ≤ Rc ,
log z−Rc
Rd−Rc +
Rd−Rc
z−Rc − 1 Rc ≤ z < Rd ,
−(z −Rd) + (z −Rd + 1) log(z −Rd + 1) z ≥ Rd ,
(4.6)
where rc and rd are the critical safety distance (i.e., the minimum distance that two
agents are forced to maintain from each other) and the desired distance between
the two agents, and Rc and Rd are the critical and the desired distance between
the agent and the target. Figure 4.2 shows the shapes of Va and Vt.
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4.3 Tracking of the Simulator for Uncertain Agent
Dynamics
Once the motion of the simulator is determined, the objective is to drive the real
agent with uncertain dynamics to track the simulator. This goal is achieved via two
steps: first we design an outer-loop guidance law for the nonholonomic kinematic
states (4.1a)–(4.1b) to track the simulator, yielding a locally uniformly asymptot-
ically stable equilibrium point of the tracking error; next we design an L1 adap-
tive controller for the uncertain system dynamics (4.1c)–(4.1d), which provides
uniform guaranteed transient and steady-state performance. We derive the perfor-
mance bounds of the tracking error for the closed-loop system. Since both the
outer-loop and the inner-loop are designed locally for an agent i to track its own
simulator, we drop the superscript i in this section to simplify the notations.
4.3.1 Guidance Law for Kinematic Agent Model
The objective of the outer-loop guidance law is to design the control input u ,
[v ω]> to drive the kinematic agent model
x˙(t) = v(t) cos(θ(t)) , y˙(t) = v(t) sin(θ(t)) , θ˙(t) = ω(t) ,
x(0) = x0 , y(0) = y0 , θ(0) = θ0
towards the simulator
x˙s(t) = vs(t) cos(θs(t)) , y˙s(t) = vs(t) sin(θs(t)) , θ˙s(t) = ωs(t) ,
xs(0) = x0 , ys(0) = y0 , θs(0) = θ0 ,
using the measured variables x, y, θ, xs, ys, θs, vs, ωs . Note that the states of the
simulator are initialized using the value of the real states, and they can be noisy.
Due to the nonholonomic constraints of the system, this seemingly easy prob-
lem is very challenging. One extensively referred algorithm is presented in Ref.
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[83], which we summarize below. Let the tracking error be defined as
pe =
 xeye
θe
 =
 cos θ sin θ 0sin θ cos θ 0
0 0 1

︸ ︷︷ ︸
T
 xs − xys − y
θs − θ
 . (4.7)
Note that det(T ) ≡ 1, so pe = 0, if and only if [xs − x, ys − y, θs − θ]> = 0. The
error dynamics are given by
p˙e =
 x˙ey˙e
θ˙e
 =
 ωye − v + vs cos θe−ωxe + vs sin θe
ωs − ω
 . (4.8)
The forward and angular velocity commands are generated by
uc =
[
vc
ωc
]
=
[
kxxe + vs cos θe
ωs + kyye + kθ sin θe
]
, (4.9)
where kx, ky, kθ > 0 are the control gains. Assuming perfect velocity tracking
(this assumption will be relaxed later when the system dynamics are considered),
i.e., u = uc, the closed-loop system is given by
p˙e = f(pe , us) ,
 (ωs + kyye + kθ sin θe)ye − kxxe−(ωs + kyye + kθ sin θe)xe + vs sin θe
−kyye − kθ sin θe
 . (4.10)
The stability of the closed-loop system is given by the following two lemmas.
Lemma 2 For the error dynamics in (4.7) and the controller given in (4.9), if vs
and ωs are constants and vs > 0, the closed-loop system is asymptotically stable.
Proof. Consider the candidate Lyapunov function
V1(xe, ye, θe) =
1
2
(x2e + y
2
e) +
1− cos θe
ky
.
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Clearly, V1 is positive definite. The time derivative of V1 is
V˙1 = x˙exe + y˙eye + θ˙e sin θe/ky
= −kxx2e − kθvs sin2 θe ,
which is negative semidefinite. Notice that if [xe θe]> = 0 and ye 6= 0, then
[x˙e θ˙e]
> 6= 0, which implies that the only set for which V˙1 ≡ 0 is pe = 0. By
La-Salle’s invariance principle, pe = 0 is an asymptotically stable equilibrium
point.

Lemma 3 If vs and ωs are time-varying, upper bounded, with bounded deriva-
tives, and vs(t) is bounded away from 0 for all t ≥ 0, then the closed-loop non-
autonomous system is uniformly asymptotically stable.
Proof. Using the same Lyapunov function V1, we have its time-derivative V˙1 =
−kxx2e − kθvs sin2 θ ≤ 0, which means V1 is monotonically decreasing with time.
Since V1 is lower bounded by 0, we have V1 → const as t→∞.
The second derivative of V1 is
V¨1 =− 2kxe((ωs + kyye + kθ sin θe)ye − kxxe)− kθv˙s sin2 θe
+ 2kθ sin θ cos θ(kyye + kθ sin θe) .
Note that all terms in V¨1 are bounded, and thus V¨1 is bounded. Hence, V˙1 is
uniformly continuous. From Barbalat’s Lemma, V˙1 → 0 as t → 0, and thus
[xe, θe] → 0. Similarly, taking the second derivative of θe, we conclude that θ¨e is
bounded, and thus θ˙e is uniformly continuous. Because θe → 0, we conclude that
θ˙e → 0, and thus ye → 0 as t→∞. So, the equilibrium at the origin is uniformly
asymptotically stable.

Next we show that if perfect velocity following is not achieved, and there are
small errors between u and the command uc, then the tracking error is bounded in
the neighborhood of the origin. To do this, we use another Lyapunov function.
Since (4.10) is uniformly asymptotically stable, from a converse Lyapunov the-
orem there exists a continuously differentiable function V (t, pe) and r0 > 0, such
52
that on [0,∞)× {pe : ‖pe‖ ≤ r0}, one has [84]
α1(‖pe‖) ≤ V (t, pe) ≤ α2(‖pe‖) ,
∂V
∂t
+
∂V
∂pe
f(t, pe) ≤ −α3(‖pe‖) ,
‖∂V
∂pe
‖ ≤ α4(‖pe‖) ,
where αi, i = 1, . . . , 4 are class K functions defined on [0, r0]. We have the
following results for the tracking error.
Lemma 4 Let v = vc + v and ω = ωc + ω, where ‖v(t)‖ < γv, ‖ω(t)‖ < γω
for all t ≥ 0. Let γ1 = α4(r0)((r0 + 1)γω + γv) > 0. If the conditions for vs
and ωs in Lemma 2 are satisfied, and γv and γω are sufficiently small such that
α−11 α2(α
−1
3 (γ1)) < r0, then ‖pe(t)‖ ≤ α−11 (α2(α−13 (γ1))) for all t ≥ 0.
Proof. With the imperfect control signal [v ω]>, the closed-loop system takes the
form:
p˙e=
 (ωs + kyye + kθ sin θe + ω)ye − kxxe − v−(ωs + kyye + kθ sin θe + ω)xe + vs sin θe
−kyye − kθ sin θe − ω
=f(pe, us)+
 ωye− v−ωxe
−ω

︸ ︷︷ ︸
f1(pe,v ,ω)
.
(4.11)
The time derivative of V (t, pe) along the trajectories of (4.11) is given by
V˙ =
∂V
∂t
+
∂V
∂pe
(f(t, pe) + f1(pe, v, ω))
≤ −α3(‖pe‖) + ∂V
∂pe
f1(pe, v, ω) ≤ −α3(‖pe‖) + γ1 .
If V (pe(t), t) ≥ α2(α−13 (γ1)) for some t and pe, then α2(‖pe‖) ≥ V (pe, t) ≥
α2(α
−1
3 (γ1)). Since α2 is monotonically increasing, ‖pe‖ ≥ α−13 (γ1), and thus
α3(‖pe‖) ≥ γ1, which yields V˙ ≤ 0. Since pe(0) = 0, we have V (pe(t), t) ≤
α2(α
−1
3 (γ1)) for all t ≥ 0. So ‖pe‖ ≤ α−11 (α2(α−13 (γ1))) for all t ≥ 0.

Remark 8 Note that instead of using the Lyapunov function V1 from Lemma 2,
we resort to a converse Lyapunov theorem. The reason is that the time derivative
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of V1 along the closed-loop trajectories of (4.11) is V˙1 = −kxx2e − kθ sin2 θe −
vxe − ω sin θe, from which we cannot draw any conclusion about ye.
4.3.2 Inner-loop L1 Adaptive Controller for the Uncertain Agent
Dynamics
In this section we design the inner-loop controller for the agents’ uncertain dynam-
ics (4.1c)-(4.1d). The objective is to design adaptive output feedback controllers
uv(t) and uω(t) such that the forward velocity v(t) and the angular velocity ω(t)
track the command values vc(t) and ωc(t) generated by the outer-loop guidance
law, following some desired models Mv(s) and Mω(s), respectively, i.e.,
v(s) ≈Mv(s)vc(s) , ω(s) ≈Mω(s)ωc(s) .
Here we consider simple first-order desired models Mv(s) = mvs+mv and Mω(s) =
mω
s+mω
.
Since the dynamics of v and ω are decoupled, we only show the design proce-
dure for v. The L1 adaptive output feedback controller for the forward velocity
dynamics consists of three components [48].
Output predictor:
˙ˆv(t) = −mvvˆ(t) +mv(uv(t) + σˆv(t)) , vˆ(0) = 0 . (4.12)
Adaptive Law:
˙ˆσv(t) = ΓvProj(σˆv(t),−v˜(t)) , σˆv(0) = 0 , (4.13)
where v˜(t) , v(t)− vˆ(t) is the prediction error, Γv is the adaptive gain, and
the projection operator uses the bound |σˆv(t)| ≤ ∆σ.
Control Law:
uv(s) = Cv(s)(vc(s)− σˆv(s)) , (4.14)
where Cv(s) = cvs+cv is a low pass filter with DC gain 1.
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The complete L1 adaptive output feedback controller consists of (4.12)–(4.14),
subject to the following two stability conditions on the choice ofCv(s) andMv(s):
Hv(s) ,
Gv(s)Mv(s)
Cv(s)Gv(s) + (1− Cv(s))Mv(s) is stable (4.15)
and the following L1-norm condition
‖Hv(s)(1− Cv(s))‖L1Lv < 1 . (4.16)
An important property of the L1 adaptive controller (4.12)–(4.14) is that the
output v and the input uv of the uncertain system dynamics (4.1c) can be rendered
arbitrarily close to vref and uvref of a closed-loop reference system (see Sec.4.1 of
Ref. [48]), given by
vref(s) = Mv(s)(uvref + σref(s)) , (4.17a)
uvref (s) = Cv(s)(vc(s)− σref(s)) , (4.17b)
σref(s) =
(Gv(s)−Mv(s))uvref (s) +Gv(s)zvref (s)
Mv(s)
, (4.17c)
where zvref (s) is the Laplace transform of zvref (t) = fv(t, vref(t)). As proved in
Ref. [48] , if Cv(s) and Mv(s) are designed to satisfy the requirements in (4.15)–
(4.16), the closed-loop reference system in (4.17) is BIBO stable. If, in addition,
vc is bounded, then there exist constants γrefv , γ
ref
uv > 0, such that
‖v − vref‖L∞ ≤
γrefv√
Γv
, ‖uv − uvref‖L∞ ≤
γrefuv√
Γv
.
Moreover, by introducing the “desired” response vdes(s) = Mv(s)vc(s), one
can show that [85]
‖vref − vdes‖L∞ ≤ γdesv ,
where γdesv → 0 as cv →∞.
Note that vc(s)− vdes(s) = (1−Mc(s))vc = ss+mv vc(s) =
vcd(s)
s+mv
, where vcd(s)
is the Laplace transform of v˙c(t). If |v˙c(t)| is bounded by γv˙, and vc(0) = vdes(0),
then
‖vdes − vc‖L∞ ≤
1
mv
γv˙ .
Summarizing the above analysis, we have the following lemma.
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Lemma 5 Given the L1 adaptive controller by (4.12)–(4.14), subject to the sta-
bility requirements in (4.15)–(4.16), if vc is bounded and |v˙c(t)| < γv˙c , then
‖v − vc‖L∞ ≤
γrefv√
Γv
+ γdesv +
1
mv
γv˙c ,
where γrefv is a constant, and limcv→∞ γ
des
v = 0.
4.3.3 Coupling between dynamics and topology
Similar to Section 3.4.3, the cascaded structure here introduces coupling between
the motion of the physical agents and the communication topology for the sim-
ulators. Recall that in Section 4.2, the virtual simulators exchange information
based on the proximity net induced by the physical agents’ configuration instead
of the simulators’ configuration. This discrepancy may invalidate the effective-
ness of the simulator guidance law if the local tracking controller does not have
guaranteed transient performance of the tracking error. An example is shown in
Figure 4.3, in which the simulators i and j get very close to each other, because
agents i and j do not communicate. The consequence is that once agents i and j
are in the communication range, the guidance law for the simulators will generate
infinite velocity commands, resulting in undesired behaviors.
Figure 4.3: Coupling between dynamics and topology
To solve this issue, similar to Theorem 4, we select a smaller interaction range
r¯ with rd  r¯ ≤ r − 2de, where de is the upper bound for the tracking error
guaranteed by the L1 adaptive controller, i.e., ‖pe(t)‖ < de for all t. Because in
the potential functions in the guidance law for the simulator we use the proximity
netN r¯(qs) to decide the neighbors of the simulator, then whenever the simulators
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(a) normal case (b) worst case
Figure 4.4: Selecting r¯ < r for the simulator
i and j are neighbors, the corresponding real agents are also neighbors, as shown
in Figure 4.4.
It is worthwhile to mention that the coupling between the topology and the
dynamics is due to the fact that our flocking algorithm does not impose any arti-
ficial assumption on the communication network, which is induced naturally by
the motion of the agents. This makes it crucial for the adaptive controller to have
guaranteed transient performance instead of having only asymptotic convergence
results; because otherwise, the real agents may deviate from their simulators be-
fore the asymptotic convergence could take place, which will reduce the connec-
tivity of the network without an option of recovering.
4.4 Simulation Results
In this section we present the simulation results of the proposed cascaded con-
trol algorithms for target tracking and collision avoidance. The target starts at
qt(0) = [0, 0]
> and θt(0) = 0. The velocity vt = 1 is constant, and the heading
angle of the target is given by θt(t) = 0 for t ∈ [0, 30]. The initial position and
heading angle of each agent are assigned randomly with xi(0), yi(0) ∈ [−50, 50]
and θi(0) ∈ (−pi, pi] for all i. The unknown dynamics and disturbances for vi and
ωi are Giv(s) = G
i
ω(s) =
0.2
s+0.2
ziv(t) = sin(0.1t)v
i(t), ziω(t) = cos(0.1t), respec-
tively. The communication range, the critical safety distances, and the desired
distances are set to be: r = 8, rd = 4, rc = 2, Rd = 6, and Rc = 2, respectively.
The parameters for the controllers are given by: kv = 2, kw = 0.01, kx = ky =
kθ = 1, Γv = Γω = 103, cv = 30, cω = 25, and mv = mω = 2.
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Figure 4.5: Algorithm designed for non-holonomic kinematics and ideal
integrator dynamics
First we demonstrate the consequences of designing a flocking algorithm with-
out taking the uncertainties in the dynamics into consideration, i.e. designing
the algorithm assuming ideal integrator dynamics: Giv(s) = G
i
ω(s) =
1
s
and
ziv(t) = z
i
ω(t) = 0. The guidance laws for the simulator and the outer-loop are
given in (4.3) and (4.9), respectively, while the inner loop controller is given by
uiv(t) = −kuv(vi(t) − vic(t)), uiω(t) = −kuω(ωi(t) − ωic(t)). We test this algo-
rithm for 3 agents. Figure 4.5(a) shows the resulting trajectories when the agent
dynamics are given by the ideal integrators. We can see that flocking and colli-
sion avoidance are achieved perfectly. However, for the true slow dynamics of
the agents Giv(s) = G
i
ω(s) =
0.2
s+0.2
, the simulation results are unacceptable and
collision can take place, as shown in Figure 4.5(b).
Next we test the algorithms in (4.3), (4.9), (4.12)–(4.14) for 3 agents with un-
known (slow) agent dynamics and disturbances. Figure 4.6 shows the trajectories
of the agents (solid lines), the simulators (dashed lines in the zoomed subplots),
and the target (red dash-dot line). We can see that good flocking and collision
avoidance performances are achieved in the presence of unknown dynamics and
disturbances. Moreover, the real agents track their corresponding simulators with
satisfactory transient performance. Figure 4.7 shows the time history of vi (solid
lines in subplot 1), vic (dashed lines in subplot 1), ω
i (solid lines in subplot 2), ωic
(dashed lines in subplot 2) and θi (subplot 3), from which we can conclude that
velocity alignment is also achieved.
Finally, we simulate the problem for a larger population of 20 agents, when the
target changes its heading θt from 0 to pi/4 at t = 15s. Figure 4.8 shows some
snapshots of the configuration of the agents, where the red dashed lines denote the
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Figure 4.6: Trajectories of the target, the agents and the simulators
Figure 4.7: Velocities, angular velocities and heading angles of the agents
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Figure 4.8: Evolution of the configurations of 20 agents
emerging communication links among agents. We can see that a flock is formed,
and velocity alignment is achieved without inter-agent or agent-target collisions.
4.5 Experiments on Wheeled Ground Robots
In this section we show the experimental tests of the proposed cascaded control
algorithm on an indoor multi-robot testbed of UIUC [86]. The testbed consists of
a group of identical four-wheeled differential driven autonomous ground vehicles
(Figure 4.9), a vision-based positioning system and a wireless network. Each
vehicle has a dimension of 30× 40× 45cm3 and a mass of 9kg (battery included).
The test area is approximately 3.3× 4.8m2.
Each vehicle is equipped with a 225MHz TI TMS320 DSP for onboard com-
putation and a wireless receiver, and is driven by step motors. The velocity and
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angular velocity of each vehicle are bounded by 0.3m/s and 1.5rad/s, respectively.
The vision-based positioning system consists of 4 ceiling-mounted cameras, each
of which is connected to an image processing computer through USB, a fusion
center that collects data from all the computers and calculates the position of each
robots, and a wireless transmitter. For simplicity, the fusion center sends the po-
sitions of all vehicles to each vehicle through wireless network, and each vehicle
uses only the information of its neighbors in the control law, i.e., a “global po-
sitioning system” is used to simulate the inter-vehicle communication. Vehicles
carry monochrome templates on top, with markings that allow cameras to identify
vehicles and compute positions and orientations. A diagram of the system struc-
ture is shown in Figure 4.10. Each pursuing vehicle runs identical software, and
the target vehicle moves with a predefined path.
Figure 4.9: Wheeled Robots
Figure 4.10: Experiment Setup
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The dynamics of each vehicle follows the nonholonomic model:x˙
i(t)
y˙i(t)
θ˙i(t)
 = vi(t)
cos(θi(t))sin(θi(t))
0
+ ωi(t)
00
1
 , (4.18a)
[
vi(s)
ωi(s)
]
=
[
a/2 a/2
a/b −a/b
][
GiL(s)(u
i
R(s) + z
i
R(s))
GiL(s)(u
i
L(s) + z
i
L(s))
]
, (4.18b)
where uiR and u
i
R are the torques (in our case, the PWM commands) of the right
and the left wheels, respectively; where a and b are the radius of the wheels and the
length of the axes, which are roughly known; GiL, G
i
R, z
i
L and z
i
R are unknown dy-
namics and disturbances of the wheels, respectively. Note that (4.18b) is different
from (4.1c) and (4.1d). This is because the robot is differential driven. Since the
dynamics of vi and ωi are coupled, for the inner-loop adaptive controller design
we refer to [58] that considers the cross coupling between the control channels.
In the experiments, one vehicle plays the role of the target, which moves along
a predefined path, and two other vehicles are assigned as be follower agents. The
inter-agent and agent-target critical safety distances and desired distances are rc =
Rc = 0.75m and rd = Rd = 1.25m, respectively; the communication range for
each agent is 1.5m. Figure 4.11 shows the trajectories of the target (dashed line)
and the agents (solid line), in which the dotted circle denotes the desired distance
from the target at the ending point (denoted by the squares). Note that at t = 10s,
the two robots were getting closer to each other than the desired distance rd so they
turned away from each other to avoid collision. From the experimental results, we
can see that both target tracking and collision avoidance are achieved using the
proposed algorithms. Due to the limitations of the platform, the uncertainties in
the robots are not significant enough to demonstrate the benefits of the transient
performance of the L1 adaptive controller. By using a well tuned PI controller
for the inner loop, we can get similar results. To justify the significance of the
transient performance of theL1 adaptive controller for multi-vehicle coordination,
we refer to [80], where significant improvement can be observed when the L1
adaptive controller is used to augment an off-the-shelf autopilot.
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Figure 4.11: Experimental Results
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CHAPTER 5
L1 ADAPTIVE CONTROLLER USING
MODIFIED PIECEWISE CONSTANT
ADAPTATION LAW
From the last two chapters we can see that the cascaded control structure highly
relies on the capability of the inner-loop L1 adaptive controller to provide guaran-
teed transient performance in the presence of uncertainties and disturbances. The
philosophy of the L1 adaptive controller [53,55] is to decouple the estimation and
control by using a predictor-based fast adaptation scheme, while compensating
for the uncertainty only within the bandwidth of the control channel [50–52].
There are two types of fast estimation schemes for the L1 adaptive control:
the gradient descent adaptive law, which achieves fast adaptation by increasing
the adaptive gain, and the piecewise constant adaptive law [57, 59, 60], which
achieves the same goal by reducing the sample period (i.e., increasing the updating
frequency). In both approaches, by increasing the adaptation rate, the input and
output of the uncertain system can be rendered arbitrarily close to the correspond-
ing signals of a closed-loop reference system that defines the desired achievable
performance, in both transient and steady-state. Refer to [48] for a comprehensive
introduction of the theory, algorithms for different classes of uncertainty structure
and various applications of the L1 adaptive controller.
While the general framework of the L1 adaptive control shows that the perfor-
mance bounds (in particular, the prediction error) tend to zero as the adaptation
rate is increased to infinity, in practice, the adaptation rate cannot be increased
arbitrarily large, as the CPU cannot run arbitrarily fast. This issue is particularly
challenging in the application of networked control systems, in which both the
computation and the sensing resources are limited.
This chapter introduces an L1 adaptive controller with a modified piecewise
constant adaptive law that imposes significantly less stringent requirements on
the CPU. The main idea is to more efficiently exploit the information of the un-
certainties from the past sample time, and use this estimation to compensate for
the uncertainty in the future. As a result, for a given sample period, the new
adaptive law leads to improved performance bounds with significantly less re-
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quirements for computation and measurement frequency, as compared with the
standard piecewise constant adaptive law.
Thus, the cascaded structure for flocking can directly benefit from the new re-
sults in this chapter in practical, especially when the hardware for computation is
less powerful.
This chapter is organized as follows. Section 5.1 gives the problem formulation
and specifies the control objective. Section 5.2 presents the L1 adaptive controller
structure and defines the bounds for performance specification. Section 5.3 an-
alyzes the stability and performance of the L1 adaptive controller. Section 5.4
shows the simulation results, which demonstrate the theoretical findings.
5.1 Uncertain Nonlinear System
Consider the following MIMO system with nonlinear unmatched uncertainties:
x˙(t) = Amx(t) +Bmωu(t) + f(x(t), t) , x(0) = x0,
y(t) = Cx(t) , (5.1)
where the system state vector x(t) ∈ Rn is measured for feedback; u(t) ∈ Rm is
the control signal (n ≥ m); y(t) ∈ Rm is the regulated output; Am is a known
Hurwitz n×nmatrix that defines the desired dynamics for the closed-loop system;
Bm ∈ Rn×m is a known constant matrix with linearly independent columns, and
(Am , Bm) is controllable; C ∈ Rm×n is a known full-rank constant matrix with
(Am, C) observable; ω ∈ Rm×m is the unknown high-frequency gain matrix;
f : Rn × R → Rn is an unknown nonlinear function of the state. The initial
condition x0 is bounded according to ‖x0‖∞ ≤ ρ0 for some known ρ0 > 0.
The system in (5.1) can be rewritten in the form
x˙(t) =Amx(t) +Bm (ωu(t) + f1(x(t), t)) +Bumf2(x(t), t)
y(t) =Cx(t) , x(0) = x0, (5.2)
where Bum ∈ Rn×(n−m) is a constant matrix such that B>mBum = 0 and also
rank([Bm Bum]) = n; and f1 : Rn × R → Rm, f2 : Rn × R → Rn−m, are
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unknown nonlinear functions that verify[
f1(x(t), t)
f2(x(t), t)
]
= B−1f(x(t), t) , (5.3)
where B = [Bm Bum ]. In this problem formulation, f1(·) represents the matched
component of the uncertainties, whereas Bumf2(·) represents the cross-coupling
dynamics. The system uncertainties f(x(t), t) and ω are assumed to satisfy the
following conditions.
Assumption 8 (Uniform boundededness of fi at the origin.) There exists Bi >
0, i = 1, 2, such that ‖fi(0, t)‖∞ ≤ Bi0 for all t ≥ 0.
Assumption 9 (Semi-global Lipschitz continuity.) For any δ > 0, there exist
positive constants Kiδ, i = 1, 2, such that
‖fi(x1, t)− fi(x2, t)‖∞ ≤ Kiδ‖x1 − x2‖∞
for all ‖x1‖∞ ≤ δ, ‖x2‖∞ ≤ δ, uniformly in t.
Assumption 10 (Semi-global uniform boundedness of partial derivatives.) For
any δ > 0, there exists a positive constant Lδ, such that∥∥∥∥∂f(x, t)∂t
∥∥∥∥
∞
≤ Lδ
holds for all ‖x‖∞ ≤ δ, uniformly in t.
Assumption 11 (Known bounds of the input gain matrix ω.) The system input
gain matrix ω is assumed to be an unknown non-singular strictly row-diagonally
dominant matrix with sgn(ωii) known. Also, we assume that there exists a known
compact convex set Ω, such that ω ∈ Ω ⊂ Rm×m, and that a nominal system input
gain ω0 ∈ Ω is known.
Note that in Assumptions 2 and 3, the constants Kiδ and Lδ depend on δ.
The control objective is to design an adaptive state feedback controller to en-
sure that y(t) tracks the output response of a desired system model M(s) ,
C (sI− Am)−1BmKg(s), whereKg(s) is a feedforward prefilter, to a given bounded
reference signal r(t) both in transient and steady-state, while all other signals re-
main bounded.
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5.2 L1 Adaptive Controller
5.2.1 Definitions and Sufficient Condition for Stability
Define the following transfer matrices
Hxm(s) , (sIn − Am)−1Bm , Hm(s) ,CHxm(s) ,
Hxum(s) , (sIn − Am)−1Bum , Hum(s) ,CHxum(s) ,
and let xin(t) be the signal with Laplace transform xin(s) , (sI− Am)−1x0, and
ρin , ‖s(sI − Am)−1‖L1ρ0, where ρ0 is defined in Section 5.1. Since Am is
Hurwitz and x0 is finite, ‖xin‖L∞ ≤ ρin.
The design of the L1 adaptive controller involves a gain matrix K ∈ Rm×m
and an m×m strictly-proper transfer matrix D(s), which lead to a strictly-proper
stable
C(s) , ωKD(s)(Im + ωKD(s))−1 (5.4)
with DC gain C(0) = Im for all ω ∈ Ω. The choice of D(s) needs to ensure also
that C(s)H−1m is proper and stable.
For the proofs of stability and performance bounds, the choice of K and D(s)
also needs to ensure that, for a given ρ0, there exists ρr > ρin such that the fol-
lowing L1-norm condition holds:
‖Gm(s)‖L1 + ‖Gum(s)‖L1 `0 ≤
ρr − ‖Hxm(s)C(s)Kg(s)‖L1 ‖r‖L∞ − ρin
K1ρrρr + B¯
,
(5.5)
where `0 , K2ρr/K1ρr , B¯ , max{B10, B20/`0}, and
Gm(s) = Hxm(s)(Im − C(s)) ,
Gum(s) =
(
In −HxmC(s)H−1m (s)C
)
Hxum(s) ,
and Kg(s) is the feedforward prefilter. Further, for an arbitrary constant γ¯x > 0,
let
ρx = ρr + γ¯x,
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and let γx be given by
γx ,
‖Hxm(s)C(s)H−1m (s)C‖L1
1− ‖Gm(s)‖L1 K1ρr − ‖Gum(s)‖L1 K2ρr
γ¯0 + β,
where γ¯0 and β are arbitrarily small positive constants, such that γx ≤ γ¯x. Let
ρu = ρur + γu,
where ρur and γu are defined as
ρur ,
∥∥ω−1C(s)∥∥L1 (K1ρrρr +B10) + ∥∥ω−1C(s)H−1m (s)Hum(s)∥∥L1 (K2ρrρr +B20)
+
∥∥ω−1C(s)Kg(s)∥∥L1 ‖r‖L∞
γu ,
(∥∥ω−1C(s)∥∥L1 K1ρr + ∥∥ω−1C(s)H−1m (s)Hum(s)∥∥L1 K2ρr)γx
+
∥∥ω−1C(s)H−1m (s)C∥∥L1 γ¯0 .
5.2.2 Definitions for the Performance Bounds
Let Ts > 0 be the adaptation sample period, which can be directly related to the
computation capabilities of the CPU and the sensor sample period.
For i = 1, 2, let
B0 = max
i
Bi0 , Kδ = max
i
Kiδ ,
for any δ > 0.
Let α1(t), α2(t) and α3(t) be defined as
α1(t) = ‖eAmt‖∞,
α2(t) =
∫ t
0
‖eAm(t−ξ)BΦ−1(Ts)eAmTs‖∞dξ,
α3(t) =
∫ t
0
‖eAm(t−ξ)B‖∞dξ,
where Φ(t) is an n× n matrix
Φ(t) =
∫ t
0
eAm(t−ξ)Bdξ ,
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for t ∈ [0 , Ts].
Define the following bounds
α¯1(Ts) = max
t∈[0,Ts]
α1(t), α¯2(Ts) = max
t∈[0,Ts]
α2(t),
α¯3(Ts) = max
t∈[0,Ts]
α3(t) .
(5.7)
Define
dx ,‖Am‖∞ρx + max
ω∈Ω
‖Bm(ω − ω0)‖∞ρu + ‖B‖∞(Kρxρx +B0) ,
ρσ ,max
ω∈Ω
‖ω − ω0‖∞ρu + (Kρxρx +B0) ,
du ,‖s(Im +KD(s)ω0)−1KD(s)‖L1(‖Kg(s)‖L1‖r‖L∞
+ (1 + ‖H−1m (s)Hum(s)‖L1)(2α¯1(Ts) + 1)ρσ) ,
dσ ,max
ω∈Ω
‖ω − ω0‖∞du + (Kρxdx + Lρx) .
Finally, let
ς(Ts) =α¯3(Ts)dσTs
and
γ0(Ts) ,(α¯1(Ts) + α¯2(Ts))α¯3(Ts)dσTs + 2α¯3(Ts)dσTs .
Lemma 6 The following limit holds:
lim
Ts→0
γ¯0(Ts) = 0 .
5.2.3 L1 Adaptive Control Architecture
The key idea of the L1 adaptive controller is to estimate the signals due to the
mismatch between the plant and the desired model, and to utilize this estimation
in the controller, which compensates for the effects of the uncertainties only within
the bandwidth of a low-pass filter. The main elements of it are defined next.
State-predictor: Consider the following state predictor
˙ˆx(t) = Amxˆ(t) +Bmω0u(t) +Bσˆ(t) , xˆ(0) = x0 , (5.8)
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where σˆ = [σˆ>1 , σˆ
>
2 ]
>, σˆ1 ∈ Rm, and σˆ2 ∈ Rn−m.
Adaptive Laws: σˆ(t) is updated by the following modified piecewise constant
adaptive laws:
h(t) = h(kTs) (5.9a)
σˆ(t) = σˆ(kTs), t ∈ [kTs, (k + 1)Ts) (5.9b)
h(kTs) = −x˜(kTs) + h((k − 1)Ts) , h(0) = 0 (5.9c)
σˆ(kTs) = −Φ−1(Ts)eAmTsx˜(kTs) + Φ−1(Ts)h(kTs) (5.9d)
for k = 0, 1, 2, . . ., where x˜(t) , xˆ(t)− x(t) is the prediction error.
Control Law: The control signal u(t) is generated in frequency domain by:
u(s) = −KD(s) (ω0u(s) + σˆ1(s) + σˆ2m(s)−Kg(s)r(s)) , u(0) = 0 , (5.10)
where σˆ2m(s) = H−1m (s)Hum(s)σˆ2(s).
Remark 9 The main difference from the controller in [58] is the form of the adap-
tive law. Here, the function of h(t) is to record the influence of the uncertainty from
the past step and to use it to improve the prediction error in the next step. Lemma
3 clarifies its derivation.
5.3 Analysis of L1 Adaptive Controller
5.3.1 Closed-Loop Reference System
To analyze the stability and performance of the L1 adaptive controller, we first
assume that the input gain matrix ω and the uncertain nonlinear function f(x(t), t)
are known, and design an non-adaptive controller, which yields the closed-loop
reference system:
x˙ref(t) = Amxref(t) +Bm(ωuref(t) + f1(xref(t), t))
+Bumf2(xref(t), t) , xref(0) = x0 (5.11a)
uref(s) = ω
−1C(s)(Kg(s)r(s)− η1ref(s)−H−1m (s)Hum(s)η2ref(s)) (5.11b)
yref(t) = Cxref(t) , (5.11c)
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where ηiref(t) , fi(xref(t), t) for i = 1 , 2.
Lemma 7 For the closed-loop reference system in (5.11), subject to the L1-norm
condition (5.5), if ‖x0‖∞ ≤ ρ0, then
‖xref‖L∞ < ρr , and ‖uref‖L∞ < ρur . (5.12)
Proof. The proof is similar to the one for Lemma 2 of [58], and is thus omitted
here.
5.3.2 Prediction Error Signal
Subtracting (5.2) from (5.8), we obtain the prediction error dynamics
˙˜x(t) = Amx˜(t) +Bmη˜1(t) +Bumη˜2(t) , x˜(0) = 0, (5.13)
where
η˜1(t) = σˆ1(t)− ((ω − ω0)u(t) + η1(t))
η˜2(t) = σˆ2(t)− η2(t)
(5.14)
with ηi(t) = fi(x(t), t) for i = 1 , 2.
Next we show that if Ts is chosen to satisfy
γ0(Ts) < γ¯0 , (5.15)
then the prediction error x˜(t) can be systematically reduced both in transient and
steady-state by reducing Ts. More importantly, an estimate of the information of
the uncertainty can be extracted from the prediction error signal, and be used in
the controller to compensate for the effect of the uncertainty.
Lemma 8 Let the adaptation sample period Ts be selected to satisfy (5.15). For
the prediction error dynamics (5.13), if
‖xτ‖L∞ ≤ ρx , ‖uτ‖L∞ ≤ ρu , (5.16)
for some τ > 0, then
‖x˜τ‖L∞ < γ¯0 .
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Proof. If the bounds in (5.16) hold, Assumptions 2 and 3 lead to ‖ηiτ‖L∞ ≤
Kiρxρx +Bi0, for i = 1, 2, which implies that
‖ητ‖L∞ ≤ Kρxρx +B0 , (5.17)
where η = [η>1 , η
>
2 ]
>. From the system dynamics in (5.2) and the bounds of
‖xτ‖L∞ and ‖uτ‖L∞ , x˙(t) is bounded by
‖x˙τ‖L∞ ≤‖Am‖∞ρx + max
ω∈Ω
‖Bmω‖∞ρu + ‖B‖∞(Kρxρx +B0) = dx .
For any t1, t2 ∈ [0, τ ] with |t1 − t2| ≤ Ts,
‖η(t1)− η(t2)‖∞ =‖f(x(t1), t1)− f(x(t2), t2)‖∞
=‖f(x(t1), t1)−f(x(t2), t1) +f(x(t2), t1)−f(x(t2), t2)‖∞
≤Kρx‖x(t1)− x(t2)‖∞ + LρxTs
≤(Kρxdx + Lρx)Ts . (5.18)
The error dynamics (5.13) can be rewritten as
˙˜x(t) = Amx˜(t) +B(σˆ(t)− σ(t)) , (5.19)
where
σ(t) =
[
(ω − ω0)u(t) + η1(t)
η2(t)
]
. (5.20)
For any t ∈ [0 , Ts], integrating the error dynamics (5.19) from time kTs to kTs+t
yields
x˜(kTs + t) =e
Amtx˜(kTs) +
∫ t
0
eAm(t−ξ)Bdξσˆ(kTs)−
∫ t
0
eAm(t−ξ)Bσ(kTs + ξ)dξ .
(5.21)
Thus, at the sample time we have
x˜((k + 1)Ts) =e
AmTsx˜(kTs) + Φ(Ts)σˆ(kTs)−
∫ Ts
0
eAm(Ts−ξ)Bσ(kTs + ξ)dξ .
(5.22)
72
From the recursion of the adaptive laws (5.9) one can verify
x˜((k + 1)Ts) = h(kTs)− h((k + 1)Ts) , (5.23)
and
h(kTs) =
∫ Ts
0
eAm(Ts−ξ)Bσ((k − 1)Ts + ξ)dξ . (5.24)
From (5.20), (5.17) and the bound on u, σ(t) is bounded by
‖στ‖L∞ ≤ max
ω∈Ω
‖ω − ω0‖∞ρu + (Kρxρx +B0) = ρσ ,
and from (5.24), h(kTs) satisfies
‖h(kTs)‖∞ ≤ α¯3(Ts)ρσ , ∀kTs ≤ τ .
Now we have a bound on x˜ at the sample time
‖x˜((k + 1)Ts)‖∞ ≤ 2α¯3(Ts)ρσ ≤ γ0(Ts) , ∀(k + 1)Ts < τ ,
which will be replaced by a more precise bound later with better convergence
properties. Plugging (5.24) into (5.23), we have the bounds on σˆ from the adaptive
laws (5.9):
‖σˆτ‖L∞ ≤ (2α¯1(Ts) + 1)ρσ .
The control law can be written as
u(s) = (I+KD(s)ω0)−1KD(s)(Kgr(s)− σˆ1(s)− σˆ2m(s)) .
Further, since u(0) = 0, the Laplace transform of u˙ is su(s). Then, by definition
of du, u˙(t) can be bounded by
‖u˙τ‖L∞ ≤ du , (5.25)
and thus for any t1, t2 ∈ [0, τ ] with |t1 − t2| ≤ Ts,
‖σ(t1)− σ(t2)‖∞ ≤ dσTs . (5.26)
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Now we can derive a new bound for x˜ at the sample time,
‖x˜((k + 1)Ts)‖ ≤ α¯3(Ts)dσTs .
Thus, the bound in (5.16) holds for arbitrary kTs ≤ τ . Yet we still need to show
the bounds for kTs + t ≤ τ , with t ∈ [0, Ts]. Plugging (5.9) into (5.21), we have
x˜(kTs + t) =e
Amtx˜(kTs)−
∫ t
0
eAm(t−ξ)BΦ−1(Ts)eAmTsdξx˜(kTs) + ζ(t) ,
where
ζ(t) =Φ(t)Φ−1(Ts)
∫ Ts
0
eAm(Ts−ξ)Bσ((k − 1)Ts + ξ)dξ
−
∫ t
0
eAm(t−ξ)Bσ(kTs + ξ)dξ .
Define δ1(ξ) = σ((k − 1)Ts + ξ) − σ(kTs) and δ2(ξ) = σ(kTs + ξ) − σ(kTs),
which by (5.26) satisfy
‖δi(ξ)‖∞ ≤ dσTs , i = 1, 2 ,∀ξ ∈ [0 , Ts] .
Then we have
ζ(t) =Φ(t)Φ−1(Ts)
∫ Ts
0
eAm(Ts−ξ)B (σ(kTs) + δ1(ξ)) dξ
−
∫ t
0
eAm(t−ξ)B (σ(kTs) + δ2(ξ)) dξ
=Φ(t)Φ−1(Ts)
∫ Ts
0
eAm(Ts−ξ)Bδ1(ξ)dξ −
∫ t
0
eAm(t−ξ)Bδ2(ξ)dξ
=Φ(t)δ1(ξ1) + Φ(t)δ2(ξ2) , 0 < ξ1, ξ2 < t ≤ Ts ,
where the last equality is due to the mean value theorem for integrals, [87]1.
From the definitions of α¯i(Ts) and the bounds for x˜(kTs) and δi, we have
‖x˜(kTs + t)‖∞ ≤(α¯1(Ts) + α¯2(Ts))α¯3(Ts)dσTs + 2α¯3(Ts)dσTs = γ0(Ts) ,
1The second mean value theorem says if g1(t) and g2(t) are continuous functions, with g1(t) >
0, over the interval [a, b], then
∫ b
a
g1(t)g2(t)dt =
∫ b
a
g1(t)dtg2(c) for some c ∈ [a, b].
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which implies that
‖x˜(t)‖∞ ≤ γ0(Ts) , ∀t ∈ [0, τ ] .
Thus, we have
‖x˜τ‖L∞ ≤ γ0(Ts) < γ¯0 .

Remark 10 The bound for the prediction error dynamics γ¯0 decreases as the sam-
ple period Ts decreases, similar to the case in [58]. However, the decay rate here
is faster due to the multiplication by Ts. The benefit is obvious: given the same
adaptation sample period, the performance bound is tighter in this paper; or with
the same performance bound requirement, the controller requires less computa-
tional and sampling frequency.
5.3.3 Transient and Steady-State Performance
Next, we show the stability of the closed-loop system with the L1 adaptive con-
troller and derive the performance bounds.
Theorem 5 Let Ts be chosen to satisfy (5.15). Given the closed-loop system with
the L1 adaptive controller, subject to the L1-norm condition in (5.5), and the
closed-loop reference system in (5.11), if ‖x0‖∞ ≤ ρ0, then
‖x‖L∞ ≤ ρx , ‖u‖L∞ ≤ ρx , ‖x˜‖L∞ ≤ γ¯0 (5.27)
‖xref − x‖L∞ ≤ γx , ‖uref − u‖L∞ ≤ γu , ‖yref − y‖L∞ ≤ ‖C‖∞γx. (5.28)
Proof. The proof is similar to the proof in [48] and is thus omitted.
5.4 Simulation Examples
This section verifies the performance of the proposed L1 adaptive controller in
simulation studies. We start with a simple SISO system with unmatched nonlinear
uncertainties and highlight the improvements of performance using the controller
75
in this paper compared with the standard L1 adaptive controller with piecewise
constant adaptive law from [58]. Next, we show the robustness of the proposed
adaptive controller with respect to input time delays. In particular, we demonstrate
that the time-delay margin is bounded away from zero as the sample frequency
increases. Finally, we show the simulation results for a more complicated MIMO
system.
The systems considered in both cases have the following form
x˙(t) = (Am + A∆)x(t) +Bmωu(t) + f∆(x(t), t) ,
y(t) = Cx(t) , x(0) = x0 ,
where Am, Bm, C are known, A∆, ω are unknown constant matrices, and f∆ is an
unknown nonlinear function. The control objective is to design a control law u(t)
so that the output of the system y(t) tracks the output of the desired model M(s),
defined by (Am, Bm, C), to a bounded reference signal r(t).
5.4.1 Performance Improvements of the L1 Adaptive Controller
Consider a SISO system with
Am =
[
−0.5 1
0 −1.5
]
, Bm =
[
0
1
]
, C =
[
1 0
]
,
and uncertainties given by
A∆ =
[
−0.2 −0.2
0.1 0.1
]
, f∆(x(t), t) =
[
−1 + 2 cos(0.05t)
2 sin(0.1t)
]
and ω = 1.
The parameters used in the design of the L1 adaptive controller are listed as
follows
ω0 = 0.9 , K = 4 , D(s) =
1
0.2s2 + s
,
and Kg(s) = Kg = −(CA−1m Bm)−1 = 0.75.
First, we let Ts = 0.001s and plot the simulation results for the standard L1
adaptive controller and the controller in this modified version in Figure 1 and
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Figure 5.1: Standard L1 Controller, Ts = 0.001s
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Figure 5.2: Modified L1 Controller, Ts = 0.001s
Figure 2, respectively. We can see that both controllers have satisfactory tracking
performance and have scaled response for scaled reference signals r(t).
However, when the sample period is set to Ts = 1s, the performances of the two
controllers are quite different. One can observe that the system output in Figure
5.3-(a) is oscillating and has a drift from the reference signal, while in Figure 5.4-
(a) the tracking performance is much better. The difference can also be observed
from Figure 5.3-(b) and Figure 5.4-(b), which show the prediction error signals for
the two controllers, respectively. One can see that in Figure 5.4-(b), the prediction
error has much smaller bound after the first several samples, when no information
of the uncertainty is available to the estimation components (state predictor and
adaptive law) yet.
The question is: to achieve the same level of tracking error, what are the sam-
ple periods required by each controller, respectively? Using the performance in
Figure 5.4 as a benchmark, we decrease the sample period Ts for the standard L1
adaptive controller, until similar performance is achieved, which is shown in Fig-
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Figure 5.3: Standard L1 Controller, Ts = 1s
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Figure 5.4: Modified L1 Controller, Ts = 1s
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Figure 5.5: Standard L1 Controller, Ts = 0.01s
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Figure 5.6: Standard L1 Controller, Ts = 0.5s
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Figure 5.7: Modified L1 Controller, Ts = 0.5s
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Figure 5.8: Standard L1 Controller, Ts = 0.05s
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Figure 5.9: Time-delay margin for different adaptation rate
ure 5.5, with corresponding sample period Ts = 0.01s. In other words, to achieve
the same level of performance for this example, the sample frequency required by
the controller in this paper is roughly 1
100
of the frequency required by the standard
L1 adaptive controller.
5.4.2 Guaranteed Time-delay Margin
An important feature of the L1 adaptive controller is that for high adaptation rates,
it has guaranteed time-delay margin which is bounded away from zero. We are
interested in whether the modified version of the L1 adaptive controller inherits
the robustness to time delay, and whether there is any compromise of robustness in
exchange for the improved performance. In order to see that, for each sample time
Ts, we inject an input time delay τ . Increasing τ from 0 until the system becomes
marginally stable, the corresponding value of τ is called time-delay margin and
we denote it by T (Ts). By changing Ts and repeating the above procedure, we can
obtain the relationship between the time-delay margin T and the sample time Ts,
which is shown in Figure 5.9, for cases of both standard and modified adaptation
laws. Note that since we test sample time in a range from Ts = 1.5s to 0.001s, the
x-axis is taken as log(1/Ts).
We can see that, for slow adaptation rates (i.e., large sample times), such as
Ts = 1.5s, Ts = 1s, L1 adaptive controller with standard piecewise-constant
adaptive law has higher time-delay margin than the one with modified adaptive
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law. However, as the sample rate increases, such as Ts = 0.01 and Ts = 0.001,
the time-delay margins of the two adaptive controllers become identical, which
converge to 0.395s. This numerical evidence agrees with the proof of Theorem
2.2.4 and Corollary 2.2.1 of [48] in the sense that the time-delay margin of L1
controller is guaranteed in the presence of fast estimation rates.
5.4.3 Simulation for MIMO System
Consider a MIMO system with
Am =
−1 0 00 0 1
0 −1 −1.5
 , Bm =
1 00 1
1 1
 , C =[1 0 0
0 1 0
]
,
where the uncertainties are given by A∆ = 03×3,
f∆(x, t) =
0.033x
>x+0.1 tanh(1
2
x1)x1
−0.015x23−0.01(1− e−0.3t)
−x3 cos(0.1t)
 , ω=[ 1 0.1
0.1 1.1
]
and the unknown matrix ω is assumed to be within the convex set Ω = {ω|ω =
ω>, ω11 ∈ [1, 1.3], ω12 ∈ [−0.2, 0.1], ω22 ∈ [1, 1.3]}. The reference signals for
outputs y1 and y2 are series of steps.
The parameters used in the design of the L1 adaptive controller are: ω0 = I2,
K = 4I2,
D(s) =
1
s(s/25 + 1)(s/70 + 1)(s2/402 + 1.8s/40 + 1)
,
Kg(s) = Kg = −(CA−1m Bm)−1 =
[
1 0
−1 0
]
.
First, we let Ts = 0.5s and plot the outputs and the prediction errors using the
standard L1 adaptive controller and the modified controller from this paper, in
Figure 5.6 and Figure 5.7, respectively. One can observe that the tracking perfor-
mance using the modified adaptive law is much better than the standard version.
Next, by decreasing the sample period for the standard L1 adaptive controller to
0.05s, we obtain similar tracking performance in Figure 5.8 as in Figure 5.7.
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CHAPTER 6
CONCLUSIONS AND FUTURE
RESEARCH
6.1 Conclusions
This dissertation develops some practical and robust guidance and control laws for
autonomous vehicle systems under realistic sensing, communication, computation
and dynamical constraints. The detailed work unfolds in three parts.
Chapter 2 considers vision-based tracking and motion estimation of a ground
vehicle using small UAVs. The onboard estimation and guidance laws are de-
signed such that the small UAV can track a moving ground target and provide the
target’s motion estimation (including position, speed and heading) in real time.
The target velocity estimation problem is formulated such that the recently devel-
oped L1-based fast estimator can be applied. For both a static target and a moving
target with constant velocity, the control law can maintain a horizontal circular
orbit around the target with a predefined radius by controlling only the turn rate
of the UAV. The asymptotic stability of the guidance law for the static target case
is proved using Lyapunov stability theory, and a reformulation of the control ob-
jective for the moving target case is provided so that the designed controller can
be applied naturally. We further consider cooperative vision-based target track-
ing using multiple UAVs, in which each UAV is required to keep a desired phase
difference from their neighbors in addition to the cyclic tracking task. By extend-
ing a coordination term to the guidance law for a single UAV, we successfully
demonstrate the cooperative tracking using only the turn rate as the control signal.
Chapter 3 and 4 address distributed target tracking and estimation using multi-
ple mobile agents, whose dynamics are subject to uncertainties and disturbances.
A consensus-based distributed estimator is applied to estimate the motion of the
target. By investigating an existing flocking algorithm, we found that the un-
certainties may lead to undesired behavior of the system. To compensate for the
uncertainties in the dynamics and prevent them from propagating into the commu-
82
nication network, we have proposed a cascaded control structure, in which each
agent implements a “virtual ideal agent model” and exchanges the uncertainty-free
states of the ideal agents instead of the real agents. The resulting closed-loop ideal
system is then used as a reference model for the real uncertain system, for which
the L1 adaptive control structure is applied to compensate for the uncertainties.
The guaranteed performance bounds of the L1 adaptive controller are essential to
resolve the coupling between the communication topology and the system dynam-
ics by slightly modifying the ideal flocking algorithm. In more details, Chapter
3 covers the case where the agents are described by double-integrator dynamics.
Chapter 4 further considers the nonholonomic agents and the collision avoidance
issue. Extensive simulation results have been used to demonstrate the capability
of the proposed algorithms to recover the desired flocking behavior. In Chapter 4,
the designed control algorithms have been implemented on an indoor multi-robot
platform.
To achieve faster estimation and reduce the sensor and computation cost, a mod-
ified Ll adaptive controller has been developed in Chapter 5. This modification is
along the line of the L1 adaptive control theory [48]. It considers a class of multi-
input multi-output (MIMO) system with both matched and unmatched nonlinear
uncertainties. A new piecewise constant adaptive law has been designed, which
efficiently estimates the information of the uncertainty in each sample period, and
uses the estimation in the controller to compensate for the uncertainties. Com-
pared to the standard L1 adaptive law with piecewise constant adaptive law, here
the performance bounds decay faster as the sample time decreases, yielding better
performance at a given sample time, or less stringent requirements on the com-
putation and measurement frequency for a given performance level. Simulation
results have been shown to verify the theoretic findings.
6.2 Future Research
In the previous chapters we have considered flocking under proximity-based com-
munication network, i.e., two agents can communicate with each other perfectly
if and only if the distance between them is less than or equal to some given range,
and cannot communicate at all, if the distance is greater than the range.
For mobile vehicle systems, this type of communication assumption is more re-
alistic than a static or a switching but always connected communication network.
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The network is induced naturally by the configuration (motion) of the agents, and
no “artificial” assumptions are made on whether the communication network is
connected or how it changes with time, which in general cannot be verified a pri-
ori. In some widely applied communication technologies such as the mobile ad
hoc network (MANET) and vehicular ad hoc network (VANET), distance depen-
dent communication is a naturally embedded feature.
However, there are both practical and theoretical issues related to the proximity-
based communication network. On the one hand, global information, which is
the motion of the target in our case, is required for the all vehicles to aggregate
from their initial configurations, since it might be totally disconnected. On the
other hand, even after two vehicles reach the critical communication range and
form a link, disturbances or other unexpected events that affect the velocity or
position of the vehicles may cause the link to break. Even several papers have
been done on connectivity maintenance, the robustness to disturbances is still an
issue inherent to this type of assumptions which impose an on-or-off hard bound
on the communication range.
In order to overcome the drawbacks of the communication setup mentioned
above, a general framework that covers more practical and realistic communica-
tion (and sensing) scenarios in multi-agent coordination is preferred, for example,
a stochastic type of communication network similar to those used in [88] or [89].
Under this type of assumptions, even without global attractor (target), it is not
hopeless for two agents to communicate, and thus the hard bound on communica-
tion range is avoided. Moreover, small disturbances to the motion of an agent will
not totally cut off the communication link, and thus, we expect the agents’ motion
and the group behavior to be more robust to disturbances.
6.2.1 Flocking control over random network
In order to model the randomness of a communication network, a natural starting
point is to represent each possible link connection state at time t, aij(t), as a
random variable with Bernoulli distribution, i.e.,
aij(t) =
{
0 with probability p, p ∈ (0, 1]
1 with probability 1− p
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where 0 represents the link failure, and 1 represents the link connection. We
consider a discrete time problem where at any two different time instances s, t =
0 , 1 , . . . , the connections between a given pair of agents i and j, aij(s) and aij(t)
are independent and identically distributed (iid) random variables with Bernoulli
distribution with parameter p.
The adjacency matrix A(t) , [aij(t)] and the Laplacian L(t) are defined the
same way as in Appendix A, once the connection of each individual link aij(t) is
realized. Since each entry of the adjacency matrix A(t), as well as the Laplacian
matrix L(t), are random variables, A(t) and L(t) become now random matrices,
i.e., matrices of random variables, at a given time t. Let the mean value of L(t)
be L¯(t). Since L(t) is independent and identically distributed over time t, L¯(t) is
a constant matrix L¯.
The dynamics of each agent i, i = 1, . . . , N , is modeled as a double integrator
qi(k + 1) = qi(k) + δpi(k) (6.1a)
pi(k + 1) = pi(k) + δui(k) (6.1b)
where δ is the sample period.
The control law for each agent is given by:
ui(k) = −
∑
j∈Ni(k)
(pi(k)− pj(k))−∇qi(k)Vi(q(k), L(k)) .
The overall control u(k) , [u1(k)>, . . . uN(k)>]> can thus be written in a com-
pact form
u(k) = −L(k)p(k)−∇q(k)V (q(k), L(k)) , (6.2)
where V (q, L) =
∑N
i=1 Vi(q, L) is the total potential function, and Vi(q, L) =∑
j∈Nk(L) Vij(q) is the potential function associated with agent i.
In order to evaluate the behavior of the group under the random network, we
consider the Lyapunov candidate
W (k) = W (q(k), p(k), k) = p>(k)p(k) + V (q(k), L¯) . (6.3)
Note that the potential is evaluated using the mean Laplacian matrix L¯ in the
Lyapunov candidate W .
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Using the definition in (6.3) and (6.1), we have
E[W (x(k + 1), k + 1)|x(k) = x]−W (x, k)
= E[W (q(k + 1), p(k + 1), k + 1)|q(k) = q, p(k) = p]−W (q, p, k) (6.4)
= E[p>(k + 1)p(k + 1) + V (q(k + 1), L¯)|q, p]− (p>p+ V (q, L¯))
= E[(p+ δu(k))>(p+ δu(k)) + V (q + δp, L¯)|q, p]− (p>p+ V (q, L¯))
= 2δp>E[u(k)|p, q] + δ2E[u>(k)u(k)|p, q] + V (q + δp, L¯)− V (q, L¯) .
Note that in the last equation, only terms related to u(k) remain in the conditional
expectation operator, since the calculation of the control signals ui(k) depends on
the realization of the random network G(k) at time k. Using Taylor’s expansion,
the part outside the expectation operator can be written as
V (q + δp, L¯)− V (q, L¯) = δp>∇qV (q, L¯) + 1
2
δ2p>∇2qV (q, L¯)p+ o(δ2) (6.5)
where ∇2qV (q, L¯) is the Hessian matrix of V (q, L¯) at q. Plugging (6.5) and (6.2)
into (6.4), we have
E[W (x(k + 1), k + 1)|x(k) = x]−W (x, k) (6.6)
= 2δp>E[−L(k)p−∇qV (q, L(k))|p, q] + δ2E[u>(k)u(k)|p, q]
+ δp>∇qV (q, L¯) + 1
2
δ2p>∇2qV (q, L¯)p+ o(δ2)
= − 2δp>L¯p+ δ2E[u>(k)u(k)|p, q] + 1
2
δ2p>∇2qV (q, L¯)p+ o(δ2) .
If the average (expected) network is a connected one, L¯ will be negative semidef-
inite. However, the second and third terms of the above equation are still positive
with quite complicated structure, and to use the first term to dominate the rest is
not a trivial task. We can see that in order to bound the second and third term, u>u
and ∇2qV must be bounded. By carefully selecting the potential function as well
as specifying conditions on the initial configuration and the sample period, we can
expect some local results. Here we choose the discrete time problem formulation
as the starting point, following the work of [88] for its simplicity. However, it is
also worth studying directly the continuous time setting under the framework of
Markov jump systems.
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APPENDIX A
PRELIMINARIES ON ALGEBRAIC
GRAPH THEORY
This section briefly introduces some basic concepts from algebraic graph theory
[90]. Of particular importance are the proximity net, which is used to describe the
position induced communication topology, and the collective potential function
which is the basis of the flocking algorithm [37].
A graph G is defined as a pair G = (V , E) that consists of a set of vertices
V = {1, 2, . . . , N} and a set of edges E = {(i, j) : i, j ∈ V , j 6= i}. A graph G is
undirected if (i, j) ∈ E ⇔ (j, i) ∈ E .
The adjacency matrix of a graph G is defined as a matrix A = [aij], where
aij 6= 0 if and only if (i, j) ∈ E . A graph is called unweighted if aij ∈ {0 , 1};
otherwise it is called a weighted graph. The set of neighbors of vertex i is defined
by Ni = {j ∈ V : aij 6= 0} = {j ∈ V : (i, j) ∈ E} .
For a group of N mobile agents, let q = col(q1, q2, . . . , qN), and let r > 0 be
the interaction range between the two agents, i.e., agents i and j can sense and
communicate with each other, only if ‖qj − qi‖ < r, where ‖ · ‖ is the Euclidean
norm in Rn.
A proximity net Gr(q) = (V , Er(q)) is a position-induced graph defined by the
vertices set V and the set of edges
Er(q) = {(i, j) ∈ V × V : ‖qj − qi‖ < r , i 6= j} .
Each vertex i ∈ V corresponds to an agent, and the collective position vector q is
called the configuration of the proximity net. Given an interaction range r and a
configuration q, the set of spacial neighbors of vertex (agent) i of the proximity
net Gr(q) is given by
N ri (q) = {j ∈ V : ‖qj − qi‖ < r , j 6= i} .
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