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Resumen
En sistemas distribuidos las aplicaciones realizan trabajos que requieren acceso
en forma exclusiva a un recurso o realizan trabajo en forma conjunta para el cual
requieren de la utilizacio´n de un recurso, para poder mantener estos requerimien-
tos es necesario contar con protocolos que garanticen el acceso a los recursos de
procesos que no compiten entre s´ı. El protocolo puede ser resolver el tradicional
problema de exclusio´n mutua, o puede ser una extensio´n al problema donde k o
un grupo de procesos esta´n al mismo tiempo utilizando el recurso.
En este trabajo se presenta un algoritmo que permite que grupos utilicen el
recurso, donde cada uno de los grupos esta´ integrado por un conjunto de procesos
y los grupos compiten por acceder al recurso. El algoritmo esta´ formado por dos
componentes: grupos y procesos, se basa en algoritmos distribuidos basados en
pasajes de mensajes utilizando quorum para acceder a la seccio´n cr´ıtica.
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1. Introduccio´n
El paradigma de la exclusio´n mutua se
puede utilizar en una amplia gama de
aplicaciones de sistemas centralizados y
en los sistemas distribuidos, como por
ejemplo para sincronizar tareas, realizar
tareas cooperativas.
En un principio, el problema de la
exclusio´n mutua consist´ıa en garantizar
que un u´nico proceso utilizara la seccio´n
cr´ıtica en un instante de tiempo. Sur-
gen extensiones al problema tradicional,
una de ellas es el problema de k -exclusio´n
[10], donde k proceso esta´n en la seccio´n
cr´ıtica a la vez. Otra extensio´n es la exclu-
sio´n mutua para grupos, en la literatura,
hay gran variedad de trabajos relaciona-
dos con el tema [1], [2], [3], [4], [6]; en
el cual un conjunto de procesos que esta´n
asociados para realizar una tarea o proce-
sos no conflictivos pueden estar al mismo
tiempo en la seccio´n cr´ıtica. Al igual que
en los algoritmos tradicionales existen al-
goritmos basados en memoria comparti-
da, en pasajes de mensajes: a trave´s de la
utilizacio´n de mensajes multicast o quo-
rums o basados en token (en una red de
anillo).
Este trabajo presenta un algoritmo de
exclusio´n mutua para grupos basados en
quorum, utilizando la forma de armado
de quorums del algoritmo de Maekawa [7].
La idea del algoritmo es que garantice la
Exclusio´n Mutua y a su vez maximice la
Concurrencia, esto es, permitir que los
procesos no conflictivos compartan un re-
curso para incrementar la performance del
sistema.
2. Fundamentos del Algorit-
mo
El algoritmo de Maekawa [7] resuelve el
problema tradicional de exclusio´n mutua
utilizando mensajes para la comunicacio´n
entre los procesos, con la caracter´ıstica de
que el acceso al recurso se alcanza a trave´s
de quorum (subconjunto del total de pro-
cesos/nodos). En el modelo se pueden te-
ner un conjunto N de quorums, denomi-
nados S1 ... SN .
Los requerimientos para la resolucio´n,
teniendo en cuenta que el algoritmo soli-
cita lock a su quorum, son los siguientes:
(a) para cualquier combinacio´n de i y j,
1 ≤ i, j ≤ N, Si ∩ Sj = ∅
Esta condicio´n especifica que la inter-
seccio´n entre cualquier par de quorums es
no nula, garantizando que no se le otor-
gue al mismo tiempo todos los locks a dos
procesos para ingresar a la exclusio´n mu-
tua. Esta es una condicio´n necesaria para
que funcione el algoritmo.
Para considerar un algoritmo verdade-
ramente distribuido, se requieren de las
siguientes propiedades:
(b) Si, 1≤ i ≤ N, siempre contiene a i
(c) El taman˜o de Si, | Si |, es k para
cualquier i. Esto es, | S1 | = | S2 | =
| S3 | = ... = | SN | = k
(d) Cualquier j, 1 ≤ j ≤ N, esta´ conte-
nido en el D Si’s, 1 ≤ i ≤ N
La eleccio´n de los Si’s es una de las cla-
ves para que el algoritmo resuelva el pro-
blema de la exclusio´n mutua y adema´s sea
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distribuido, con igual cantidad de respon-
sabilidad para controlar la exclusio´n mu-
tua, realizando la misma cantidad de tra-
bajo. Maekawa en su algoritmo elige k =√
N , con esta eleccio´n garantiza las pro-
piedades mencionadas.
El algoritmo se basa en el hecho de que,
si un nodo i obtiene los locks de todos los
miembros de Si, ningu´n otro nodo puede
obtener los locks de todos los miembros
por la propiedad (a). Cuando se invoca
exclusio´n mutua, el nodo i trata de loc-
kear todos los miembros de Si. Si tiene
e´xito, entonces puede ingresar a la sec-
cio´n cr´ıtica. Si falla, espera a que todos
los nodos miembros del quorum liberen su
lock y se lo otorguen para que luego pueda
ingresar a la seccio´n cr´ıtica.
En el caso que ma´s de un nodo quie-
ra ingresar al mismo tiempo a la seccio´n
cr´ıtica; todos estos nodos mandar´ıan men-
sajes de solicitud de lock a sus respecti-
vos quorums. Si cada nodo receptor del
mensaje tiene disponible el lock lo otor-
ga al nodo correspondiente, en el caso
que los mensajes arriben en diferente or-
den a los nodos podr´ıa suceder que todos
los nodos que quieren acceder a la sec-
cio´n cr´ıtica este´n esperando por un lock
que lo tiene otro y as´ı sucesivamente ge-
nerando una espera indefinida denomina-
da interbloqueo. Para evitar el interblo-
queo (deadlock) cuando ma´s de un nodo
inicia simulta´neamente requerimientos de
exclusio´n mutua, cada requerimiento tie-
ne asignada una prioridad. Un nodo va a
ganar a los otros si su requerimiento tiene
una prioridad mayor que el resto de los
requerimientos conflictivos. La prioridad
del requerimiento es determinada por un
nu´mero de secuencia (estampilla de tiem-
po) y el nodo correspondiente.
El algoritmo garantiza la exclusio´n mu-
tua y adema´s cumple las condiciones de
un buen algoritmo, esto es, el progreso,
libre de interbloqueo y de inanicio´n.
3. Algoritmo de Exclusio´n
Mutua para Grupos
Se considera que se tienen P1, ..., PM pro-
cesos y G1, ..., GN grupos. Para el algo-
ritmo que se presenta se supone que la red
es confiable y no necesita reconocimiento.
El modelo esta´ formado por dos com-
ponentes que interactu´an que son los pro-
cesos y los grupos. El proceso es un com-
ponente activo, ya que es el que seleccio-
na el grupo para acceder al recurso, en
la Figura 1, se observan los estados del
mismo. Esta´ en resto cuando realiza ta-
reas que no involucran la vinculacio´n con
algu´n grupo. Cuando quiere trabajar en
un grupo pasa al estado de entrada has-
ta que puede acceder a la sc1 por un tiem-
po determinado finito y luego pasa al es-
tado de salida y vuelve a resto y as´ı
sucesivamente.
El grupo es un componente pasivo, ya
que esta´ esperando que un proceso lo se-
leccione para participar del mismo, cuan-
do esto ocurre entonces empieza a compe-
tir por el recurso, en la Figura 2, se ob-
servan los estados del mismo. Inicialmen-
te el componente grupo esta´ en el estado
inactivo esperando que algu´n proceso lo
seleccione y pasa al estado compitiendo
en el cual solicita los locks necesarios para
1SC: Seccio´n Cr´ıtica
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Entrada
SC
Salida
Resto
Proceso P i
Figura 1: Estados de un Proceso
poder utilizar el recurso y pasar al estado
de SC hasta que todos los procesos que lo
eligieron terminen su trabajo y luego pa-
sa al estado salida en el cual libera los
locks y vuelve al estado inactivo y as´ı
sucesivamente.
Componente Proceso
Cada proceso i, 1 ≤ i ≤ M, realiza los
siguientes pasos: selecciona el grupo en
el cual va a trabajar, le env´ıa un mensa-
je de solicitud de requerimiento y espera
hasta que su requerimiento es aceptado,
luego ingresa a la seccio´n cr´ıtica por un
tiempo limitado, y al salir le comunica al
grupo que finalizo´ su trabajo en la sec-
cio´n cr´ıtica. Cada proceso esta´ vinculado
al grupo mientras utiliza el recurso y lue-
go se desvincula del mismo; podr´ıa vin-
cularse con diferentes grupos a trave´s del
tiempo. Se considera que un proceso esta´
vinculado a un grupo un tiempo finito,
esto es, para garantizar la propiedad de
libre de inanicio´n.
Inactivo
Compitiendo
SC
Salida
Grupo G k
Figura 2: Estados de un Grupo
Proceso Pi
Resto
...
Entrada
Gk = Seleccionar el grupo
Enviar Req Proceso(Gk , Pi)
Recibir Rep Proceso(Gk , Pi)
Seccio´n Cr´ıtica
...
Salida
Enviar Rep Proceso Fin (Gk ,
Pi)
Mensajes:
• Req Proceso(Gk , Pi): el proceso Pi env´ıa un men-
saje de solicitud para participar en el grupo Gk y
utilizar el recurso.
• Rep Proceso(Gk , Pi): el proceso Pi recibe la res-
puesta a la solicitud realizada al grupo Gk y puede
acceder al recurso.
• Rep Proceso Fin(Gk , Pi): el proceso Pi le indica
al grupo Gk que ha finalizado su participacio´n del
grupo y que se desvincula del mismo.
Pasos del Componente Proceso
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Componente Grupo
El componente grupo esta´ inactivo has-
ta que recibe un miembro que temporal-
mente va a trabajar en e´l. Cuando reci-
be un mensaje de Req Proceso entonces el
grupo inicia su competencia por acceder a
la seccio´n cr´ıtica. Un u´nico grupo puede
utilizar el recurso en un instante de tiem-
po, pero en ese instante de tiempo pueden
compartir el trabajo varios procesos. La
competencia la inicia enviando un mensa-
je multicast a todos los miembros de su
quorum, y espera que todos le env´ıen el
lock para acceder a la exclusio´n mutua.
El componente grupo puede recibir un
conjunto de mensajes y de acuerdo al re-
querimiento su estado actual puede modi-
ficarse y adema´s generar nuevos mensajes
a otros componentes. Teniendo en cuenta
el origen del mensaje se lo puede clasificar
proveniente de un componente proceso o
de un componente grupo. Los mensajes
afectan el estado del grupo, a continua-
cio´n se definen para cada tipo de mensaje
las acciones que involucran.
 Req Proceso(Gk, Pi): proviene de un
proceso Pi, si el grupo esta´ esperan-
do que lo seleccione un proceso, esto
es, su estado es inactivo entonces
lo activa y el proceso Pi se convierte
en el proceso l´ıder del grupo. Si el
grupo esta´ en el estado compitien-
do se agrega el proceso a la Lista de
Procesos. Si el grupo esta´ en SC (en
Seccio´n Cr´ıtica) y el l´ıder esta´ activo
entonces le avisa al proceso que pue-
de comenzar a trabajar sino lo agrega
a la Lista de Procesos (LG).
Grupo Gk
♦ Recibir Req Proceso (Gk , Pi)
Si estato = “Inactivo” entonces
Lider ← Pi
estado ← “Compitiendo”
conj ← ∅
priori ← priori + 1
AgregarListaProcesos(LP, Pi)
AgregarListaGrupos(LG, Gk, priori)
Enviar Multicast Req Grupo(Gk ,
priori)
Sino Si estado = “Compitiendo” o
estado = “Salida” entonces
AgregarListaProcesos(LP, Pi)
Sino Si estado = “SC” y Lider =
-1 entonces
Enviar Rep Proceso(Gk , Pi)
Sino
AgregarListaProcesos(LP, Pi)
♦ Recibir Req Proceso Fin (Gk , Pi)
Si Lider = Pi entonces
Lider ← -1
EliminarListaProcesos(LP, Pi)
Si vaciaactivos(LP) entonces
estado = ← “Salida”
Enviar Multicast Lib Grupo(Gk)
Gl ← SeleccionarGrupo(LG)
Enviar Rec Grupo(Gl, Gk)
estado ← “Inactivo”
Si HayEnEspera(LP) entonces
Lider ← Seleccionar(LP)
estado ← “Compitiendo”
conj ← ∅
priori ← priori + 1
Enviar Multicast Req Grupo
(Gk , priori)
♦ Recibir Req Grupo (Gl, priori)
Si vacios(LG) entonces
AgregarListaGrupos(LG, Gl, priori)
Enviar Rec Grupo(Gk , Gl)
Sino
Si MayorPrioridad(LG, Gl, priori)
entonces
Gs ← BuscarMayor(LG)
Enviar Rel Grupo(Gs, Gk)
AgregarListaGrupos(LG, Gl, prio-
ri)
Sino
AgregarListaGrupos(LG, Gl, priori)
Pasos del Componente Grupo
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♦ Recibir Rec Grupo (Gl, Gk)
Si Gl /∈ conj entonces
conj ← conj ∪ {Gl}
Si | conj |=| Sk | entonces
estado ← “SC”
Para cada LP hacer
{Cada miembro de la lista de
procesos}
EnviarRep Proceso(Gk ,Pi)
♦ Recibir Rel Grupo (Gl, Gk)
Si estado = “SC” entonces
conj ← conj - {Gl}
Enviar Rep Rel Grupo(Gk , Gl)
♦ Recibir Rep Rel Grupo (Gl, Gk)
Gs ← BuscarMayor(LG)
Enviar Rec Grupo(Gk , Gs)
♦ Recibir Lib Grupo (Gl)
EliminarListaGrupo(LG, Gl)
Si no VaciaListaGrupo(LG) entonces
Gs ← BuscarMayor(LG)
Enviar Rec Grupo(Gk , Gs)
Variables:
estado: mantiene el estado actual del grupo,
los valores que pueden contener son resto,
compitiendo, sc y salida.
LP : mantiene informacio´n de todos los pro-
cesos que quieren utilizar el grupo.
LG: mantiene informacio´n de todas las soli-
citudes de lock que esta´n pendientes.
lider : mantiene identificado al proceso que
activo´ el grupo mientras el mismo pertenezca
al grupo.
 Req Proceso Fin(Gk, Pi): proviene de
un proceso Pi que avisa al grupo que
ha finalizado su trabajo en el mismo.
Si el proceso es el l´ıder entonces lo
deshabilita. Si es el u´ltimo proceso
libera la seccio´n cr´ıtica y vuelve al es-
tado inactivo y controla si hay pro-
cesos que esta´n esperando para ingre-
sar al grupo para iniciar nuevamente
la competencia por alcanzar la sec-
cio´n cr´ıtica.
 Req Grupo(Gl, priori): proviene del
grupo Gl que requiere el lock del
grupo Gk. El grupo Gk otorgara´ el
lock si lo tiene disponible. Sino tie-
ne disponible el lock pueden ocurrir
dos casos diferentes: (a) La prioridad
del mensaje recibido es menor que la
prioridad del mensaje cedido el lock
entonces el requerimiento es demo-
rado. (b) Si la prioridad es mayor
entonces reclamara´ el lock al grupo
correspondiente para luego cederla al
de mayor prioridad.
 Rec Grupo(Gl, Gk): proviene del gru-
po Gl, como respuesta afirmativa al
mensaje Req Grupo de requerimien-
to de lock. Si el grupo Gk tiene todos
los locks entonces cambia su estado a
SC y avisa a todos los procesos que
esta´n asociados al grupo.
 Rel Grupo(Gl, Gk): proviene del grupo
Gl solicitando que le devuelva el lock,
esto sera´ exitoso en el caso que el gru-
po Gk no este´ en la seccio´n cr´ıtica.
 Rep Rel Grupo(Gl, Gk): proviene del
grupo Gl liberando el lock que hab´ıa
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P1
P2
P3
P4
P6
PM
G1
G2 G3
G4
G5
G6G7
Re
q_
Pro
ces
o
Req_Proceso
Req_Proceso
fin
OkOk
Ok
LRder = -1
LP = {P 1,P 2}
LG={G 1}
Req_lock
Ok
Req_lock
Ok
Req_lock
Ok
N=7 Cantidad de grupos
S1={G 1, G 2,G 3}
S2={G 2, G 4,G 6}
Req_Proceso
Figura 3: Ejemplo
dado el grupo Gk. El lock es cedido al
requerimiento con mayor prioridad.
 Lib Grupo(Gl): proviene del grupo Gl
comunicando que termino´ su tiempo
en la seccio´n cr´ıtica. Si hay requeri-
mientos pendientes entonces elige el
de mayor prioridad y le otorga el lock
Ejemplo
En la Figura 3, se observa el caso que los
procesos P1, P3 y P4 seleccionan al grupo
G2 para realizar su trabajo. El grupo co-
mienza su competencia para ingresar a la
seccio´n cr´ıtica enviando un mensaje mul-
ticast a los miembros de su quorum, que
son los grupos G2 (siempre esta´ incluido el
grupo que realiza la solicitud por la pro-
piedad (b)), G4 y G6. Todos los grupos
de su quorum le otorgan el lock y puede
ingresar a la seccio´n cr´ıtica. Tambie´n se
observa que el grupo G1 es activado por
el proceso P2 y env´ıa un mensaje multi-
cast a su quorum formado por G1, G2 y
G3. Cuando G2 recibe la solicitud esta´ en
sc, entonces el requerimiento es demorado
aunque tenga una prioridad mayor hasta
que todos los procesos activos finalicen su
tarea en la seccio´n cr´ıtica.
En la Figura 3, tambie´n se observa que
el proceso P4 ha finalizado su trabajo y se
ha desvinculado y que era el l´ıder del gru-
po (Lider=-1). Cuando arribe un nuevo
requerimiento de un proceso, sera´ incor-
porado a la Lista de Procesos (LP) pe-
ro en estado pendiente. Este condiciona-
miento es incorporado para garantizar que
un grupo permanezca un tiempo finito en
la seccio´n cr´ıtica y as´ı evitar la inanicio´n.
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4. Condiciones del Algoritmo
Se considera que el algoritmo garantiza
exclusio´n mutua cuando no puede ocurrir
el caso en que los procesos Pi y Pj este´n
utilizando el recurso al mismo tiempo, y
donde Pi ∈ Gk y Pj ∈ Gl y Gk = Gl, esto
es, hay dos procesos en la seccio´n cr´ıtica
correspondiente a diferentes grupos.
Supongamos que esto es as´ı, entonces se
cumple que el grupo Gk recibio´ los locks
de todo su quorum Sk y tambie´n se cum-
ple que el grupo Gl recibio´ los locks de
todo su quorum Sl. Por la condicio´n (a)
Sk ∩ Sl = ∅ entonces ocurrio´ el caso que
el miembro que comparten el quorum ce-
dio´ el lock a 2 requerimientos, esto es una
contradiccio´n. Por lo tanto, el algoritmo
garantiza la exclusio´n mutua.
La espera para ingresar a la seccio´n
cr´ıtica esta´ limitada ya que cada solici-
tud de lock tiene una prioridad y esta es
u´nica, en algu´n momento en el tiempo ca-
da solicitud sera´ la de mayor prioridad y
podra´ acceder a la seccio´n cr´ıtica. En el
peor caso tendra´ que esperar que ingresen
todos los dema´s grupos. Adema´s se debe
considerar que cada grupo no este´ indefi-
nidamente en la seccio´n por el ingreso de
nuevos procesos, para evitar este proble-
ma se permite que ingresen nuevos proce-
sos a la seccio´n cr´ıtica mientras el primer
proceso que activo´ el grupo esta´ trabajan-
do y de esta manera se alcanza un mayor
nivel de concurrencia.
5. Complejidad del Algoritmo
La complejidad de los algoritmos se pue-
den medir de acuerdo a diferentes consi-
deraciones, como puede ser el nu´mero de
operaciones de memoria compartida re-
queridas para ingresar a la seccio´n cr´ıtica,
o el intervalo de tiempo entre entradas a
la seccio´n cr´ıtica, o la cantidad de tra´fico
de interconexio´n que genera. De acuerdo
al tipo de algoritmo se puede utilizar una
u otra medida.
Para medir la complejidad de este algo-
ritmo, se tiene en cuenta la cantidad de
mensajes que son requeridos para acceder
a la seccio´n cr´ıtica.
Entre el proceso y el grupo son requeri-
dos 3 mensajes de comunicacio´n. El pri-
mer mensaje lo env´ıa el proceso al gru-
po para vincularse, el segundo mensaje lo
env´ıa el grupo comunicando que tiene ac-
ceso a la seccio´n cr´ıtica y el tercer mensa-
je lo env´ıa el proceso para avisar que ha
finalizado su trabajo.
Se considera que N es la cantidad de
grupos, k es la cantidad de miembros del
quorum, con k =
√
N . La cantidad de
mensajes que requiere un grupo para in-
gresar a la seccio´n cr´ıtica, sin tener que
devolver ningu´n lock son los siguientes (en
el mejor caso):
(a) k-1 mensajes de solicitud de lock
(b) k-1 mensajes de otorgamiento de lock
(c) k-1 mensajes de liberacio´n de lock
Cuando un proceso quiere trabajar en
un grupo y es el l´ıder del mismo, entonces
se requieren 3 + 3(k-1) mensajes para que
pueda acceder a la seccio´n cr´ıtica. Si en
un grupo esta´n trabajando en forma con-
currente l procesos entonces para los l-1
procesos se requiere 3(l-1) mensajes para
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acceder a la seccio´n cr´ıtica y en total 3l +
3(k-1) mensajes.
En el caso en el cual se deban devolver
todos los locks por solicitudes de reque-
rimiento de mayor prioridad, se agregan
k-1 mensajes de entrega del lock y otros
k-1 mensajes de otorgamiento del lock. Si
el grupo tuviera l procesos trabajando en
forma concurrente entonces requerir´ıan 3l
+ 5(k-1) mensajes.
6. Conclusiones
En este trabajo se presenta un algoritmo
para exclusio´n mutua de grupos de proce-
sos, basado en pasajes de mensajes utili-
zando quorums para acceder a la seccio´n
cr´ıtica. El algoritmo permite que un con-
junto de procesos cooperativos compartan
el acceso, esto es, maximizando la concu-
rrencia. La complejidad para l procesos
que requieran trabajar en el mismo gru-
po, en el caso que no se requiera devolver
el lock, es de 3l+3(k-1) mensajes. Se con-
sidera que cada proceso permanece en la
seccio´n cr´ıtica un tiempo limitado, de esta
manera se evita la inanicio´n. El algorit-
mo funciona en un ambiente que no tenga
fallas de comunicaciones entre los compo-
nentes proceso y grupo. Puede soportar
alguna falla en el caso de grupos sino for-
man parte del quorum.
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