The operations of edge addition and deletion for hierarchical log-linear models are defined, and polynomial-time algorithms for the operations are given.
on Δ, and G , the class of graphical log-linear models with main effects on Δ. Note that G is a subclass of L . We can represent a model m ∈ L as a list of the form m = [g 1 , g 2 , . . . , g k ], where the sets g i ⊆ Δ are termed generators and represent the maximal model terms not set to zero. For h ⊆ Δ, we write h ∈ m if h represents a model term not set to zero, so that h ∈ m if and only if h ⊆ g i for some generator g i of m. Note that for simplicity we only consider models that include all factors in Δ, so that i=1...k g i = Δ.
It is sometimes useful to represent models in a dual form (Edwards and Havránek 1985) by specifying the minimal model terms that are set to zero. We write this as [..] − . So, for example, the model for no three factor interaction may be written as [ab, bc, ac] in the standard form, or equivalently as [abc] − in the dual form. Note that since we do not consider models with main effects set to zero, all dual generators have cardinality greater than one.
Graphical models are characterized by the edges that are present (that is, the twofactor interactions that are not set to zero). An interaction involving three or more factors is present whenever all the corresponding two-factor terms are present. In contrast, in a hierarchical model that is not graphical, one or more higher-order interaction terms are set to zero even though all corresponding two-factor interactions are not. Note that if a dual generator has cardinality three or more, this indicates that a higher-order interaction is set to zero even though all the corresponding two-factor terms are present. Thus m ∈ G if and only if all its dual generators have cardinality two. In other words, the dual representation of a graphical log-linear model is simply a list of missing edges. So for models in G , the deletion or addition of an edge e can be implemented by adding e to or deleting e from the dual representation.
As shown by Havránek (1982) (see also Edwards and Havránek 1985, Sect. 2), L forms a distributive lattice when it is endowed with meet and join operators. For two models m 1 and m 2 in L , the join m 1 ∨ m 2 is the minimal supramodel of m 1 and m 2 , and the meet m 1 ∧ m 2 is the maximal submodel of m 1 and m 2 . The join operation may be performed by concatenating generator lists
where max() returns the maximal sets in the input list, or by forming all pairwise unions of dual generators, one from each list
where min() returns the minimal sets in the input list.
Similarly, the meet operation may be performed by concatenating dual generator lists
or by forming all pairwise intersections of generators, one from each list
We now consider add and delete edge operations for models in L . The natural way to extend the operations described above from G to L is to use the same definition, i.e., we delete (add) an edge e to m by adding e to (deleting e from) the dual representation of m.
For [acd, abd, abc] .
Note that edge deletion may require the removal of redundant sets from the dual representation: for example, for
The operations are simply characterized in the following lemma. 
Since w is maximal b 1 = . . . = b t = ∅ so w = m + e is the unique maximal model for which w − e = m.
Alternatively, the add edge operation could be defined by setting m + e to be the minimal model in L containing m as a submodel and containing the edge e. This could simply be obtained by concatenating e to the standard representation. However this would not coincide with the natural add edge operation for models in G , and so would not serve our purpose.
A desirable property is commutativity. By the previous lemma, when e is not present in m, (m + e) − e = m holds. It would also be desirable that when e is present in m, (m − e) + e = m holds. We now find necessary and sufficient conditions for this.
To do this we must first define the local graphical property. We say that a model m ∈ L containing an edge e is locally graphical w.r.t. e if no higher-order interaction term containing e is set to zero when all corresponding lower-order interactions are present. That is to say, m is locally graphical w.r.t. e if ∀ f ⊃ e, e ∈ m ∀e ⊂ f ⇒ f ∈m.
For example, m = [abc, bd, cd] = [bcd, ad] − is locally graphical with respect to (ab) but not (bc).

Lemma 2 A model m ∈ L containing e is locally graphical with respect to e if and only if no dual generator of m contains e.
Proof Suppose first that m is locally graphical with respect to e but contains a dual generator g such that e ⊆ g. Since m contains e, e = g, so g has cardinality three or more. Since g is minimal, no lower-order interactions corresponding to subsets of g are set to zero, contradicting the local graphical property.
For the converse, suppose that no dual generators of m contain e but that m is not locally graphical with respect to e. Then there exists a set f ∈ m with f ⊃ e and e ∈ m ∀e ⊂ f . Thus there exists a dual generator g with g ⊆ f . Since e ∈ m ∀e ⊂ f , g = f . But then g contains e, contrary to assumption. 
Algorithms
Although the edge addition and deletion operations described above are simply described and performed using the dual representation, this approach would be inefficient in practice. Common tasks such as computation of maximum likelihood estimates are closely tied to the standard model representation, and so it would be necessary to convert between the two representations. Algorithms to do this have been given by Havránek (1985, 1987) but are inefficient for high dimensions. The problem has been well-studied in the computer science literature, where it is called hypergraph transversal: in general the running time is exponential in the number of generators in the input list (Eiter and Gottlob 1995) .
Fortunately, however, more efficient algorithms for the edge operations based on the standard representation are available; these were given in Murphy and Rohl (1989) .
using (2). This replaces all generators containing e in m, i.e. of the form e ∪ s for s ⊂ Δ, by {u} ∪ s and {v} ∪ s (and then redundant generators are removed).
To add an edge e = (uv) to a model m, we need to find the maximal sets s such that {u} ∪ s and {v} ∪ s are present in m, and then add generators of the form e ∪ s for these s. Clearly the resulting model, m * say, satisfies m * − e = m. To see that it is maximal in this respect let g be a generator of m + e. If e ⊆ g, then {u} ∪ s ∈ m and {v} ∪ s ∈ m for s = g \ e; otherwise g ∈ m. Thus all generators in m + e not in m must be of the form stated.
To find the maximal sets we note that if there exist generators g i and g j such that {u} ∪ s ⊆ g i and {v} ∪ s ⊆ g j , then s ⊆ g i ∩ g j . Conversely, if s = g i ∩ g j where u ∈ g i and v ∈ g j , then {u} ∪ s ⊆ g i and {v} ∪ s ⊆ g j . It follows that max{s : ∃i, j such that {u} ∪ s ⊆ g i , {v} ∪ s ⊆ g j } = max{g i ∩ g j : u ∈ g i , v ∈ g j }.
So the following algorithm can be used to add the edge e = (uv) to m = [g 1 , . . . , g k ]:
for i ← 1 to k do if u ∈ g i for j ← 1 to k do if v ∈ g j add {u, v} ∪ (g i ∩ g j ) to m; end for end for m ← max(m) Both algorithms involve a number of set operations that is quadratic in k, the number of input generators. Set operations can be implemented to run in linear time in terms of the number of set elements (see for example Golumbic 2004, App. B) . Hence both algorithms run in polynomial time.
