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Resumen
En los u´ltimos an˜os los sistemas de educacio´n a distancia han mejorado abrien-
do nuevas perspectivas a planteamientos diferentes de ensen˜anza. La utilizacio´n
de Internet como herramienta para estos sistemas de ensen˜anza ha favorecido el
acceso a la educacio´n, evitando barreras fı´sicas de movilidad de los alumnos a las
aulas y la falta de comunicacio´n informa´tica debido a diferencias entre platafor-
mas de estos sistemas y los ordenadores de los alumnos.
Uno de los problemas ma´s importantes de los sistemas de educacio´n a dis-
tancia es personalizar la ensen˜anza a cada estudiante, adaptando su polı´tica pe-
dago´gica dependiendo de las necesidades de aprendizaje que tengan los estudian-
tes. La aplicacio´n de te´cnicas de inteligencia artificial a los sistemas de educacio´n
permiten que estos sistemas se adapten de forma inteligente a los estudiantes, re-
presentando de forma explı´cita o implı´cita las polı´ticas pedago´gicas, habilidades
o conocimiento de los expertos.
Los Sistemas de Educacio´n Adaptativos e Inteligentes en Web (del ingle´s Web-
based Adaptive and Intelligent Educational Systems) (SEAIs en Web) son sistemas
de educacio´n basados en Internet donde se aplican te´cnicas de inteligencia artifi-
cial con el objetivo de adaptar el contenido del sistema a los estudiantes segu´n
sus necesidades pedago´gicas. Definir polı´ticas pedago´gicas efectivas en estos sis-
temas es uno de los principales problemas de los SEAIs en Web, decidiendo que´,
co´mo y cua´ndo mostrar el contenido del curso a los estudiantes. En este trabajo de
tesis doctoral se ha utilizado el modelo de Aprendizaje por Refuerzo para resolver
el problema de soporte adaptativo a la navegacio´n a trave´s del contenido del sis-
tema y de presentacio´n de dicho contenido (eligiendo el formato de presentacio´n
del contenido). Al aplicar el modelo de Aprendizaje por Refuerzo en el mo´dulo
pedago´gico del sistema, e´ste es capaz de aprender automa´ticamente las mejores
ta´cticas pedago´gicas a aplicar para cada estudiante individualmente, basado u´ni-
camente en la experiencia adquirida con otros estudiantes de caracterı´sticas de
aprendizaje similares, como hace el tutor en las aulas.
Con esta tesis doctoral se muestra co´mo la definicio´n de ta´cticas pedago´gicas
de los SEAIs en Web se puede modelar como un problema de Aprendizaje por
Refuerzo. Tambie´n se muestra co´mo el sistema es capaz de aprender a ensen˜ar
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desde un punto de vista teo´rico, realizando experimentos simulando el comporta-
miento de los estudiantes. Finalmente, se muestra el comportamiento del sistema
a trave´s de Internet, con estudiantes reales que asisten a asignaturas impartidas en
la Universidad Carlos III de Madrid , desde un punto de vista pra´ctico.
Abstract
Last years, distance educational systems have been improved opening new
perspectives on different ways to teach. The use of Internet as a tool for the edu-
cational systems helps the students and avoid the physical barriers in the access
to the classrooms and the incompatibilities due to the different students system
platforms.
One of the most important issues in distance educational systems is to perso-
nalize the teaching to each student, adapting its pedagogical policy according to
the pedagogical student needs. The application of artificial intelligence techniques
to educational systems allows the systems to adapt in an intelligent way to the stu-
dents, representing implicitly or explicitly the pedagogical policies, abilities and
expert knowledge.
The Web-based Adaptive and Intelligent Educational Systems (Web-based
AIES) use artificial intelligence techniques in order to adapt the content to the
students according to their pedagogical needs. One of the most important issues
in these systems is to define effective pedagogical strategies for tutoring students
according to their needs. The pedagogical strategies define what, how and when
to show the system content to the students. In this PhD. Thesis we propose to use
a pedagogical knowledge representation based on the Reinforcement Learning
(RL) model. Using this model, the system is able to automatically provide adapti-
ve navigation support and presentation support to the students (choosing the best
presentation format for the content). The system learns which is the best pedago-
gical way to teach each student individually based only on acquired experience
with other students with similar learning characteristics, like a human tutor does.
In this dissertation we show how the definition of the pedagogical policies in
the AIESs can be considered as a Reinforcement Learning problem from a theo-
retical point of view. Next, we show how the system is able to learn to teach from
a theoretical point of view, using simulated students. Finally, we show how the
system is able to teach in a practical point of view, interacting with real students
of our University through Internet.
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Capı´tulo 1
Introduccio´n
Gracias al auge que ha experimentado en los u´ltimos an˜os la aplicacio´n de las
nuevas tecnologı´as a la ensen˜anza y, en concreto, la aplicacio´n de los servicios
de Internet a la educacio´n a distancia, se ha avanzado enormemente en el proceso
de facilitar el acceso a la ensen˜anza para los estudiantes, mediante sistemas de
educacio´n via Web.
En este capı´tulo se presentara´ tanto la motivacio´n como los objetivos de la
presente tesis doctoral, donde se plantea la necesidad de desarrollar sistemas de
educacio´n adaptativos a trave´s de Internet, de forma que actualicen sus polı´ticas
pedago´gicas dependiendo de las caracterı´sticas de aprendizaje de cada usuario.
Ası´ mismo, se presenta la estructura organizativa del documento.
1.1. Motivacio´n
En los u´ltimos an˜os se ha contemplado un auge en la formas de ensen˜anza,
derivadas principalmente de la investigacio´n en nuevas tecnologı´as. Internet pro-
porciona grandes beneficios frente a la ensen˜anza tradicional (en las aulas). Uno
de los beneficios ma´s importantes es que los alumnos no tienen que trasladarse
a un aula fı´sica, sino que pueden aprender desde sus propias casas. Adema´s, la
ensen˜anza a distancia mediante Internet puede ser independiente de la platafor-
ma software y hardware del ordenador desde donde se conectan los estudiantes al
sistema.
Los Sistemas de Educacio´n Adaptativos e Inteligentes en Web son sistemas de
ensen˜anza a distancia mediante Internet que se adaptan de forma inteligente a las
necesidades de aprendizaje de cada estudiante en cada instante de interaccio´n con
el sistema. Este tipo de sistemas pueden utilizar te´cnicas de inteligencia artificial
para representar el conocimiento del experto e interactu´an con los estudiantes con
el objetivo de que e´stos lo aprendan [VanLehn, 1988]. En el caso ideal de adap-
1
2 CAPI´TULO 1. INTRODUCCIO´N
tacio´n, el sistema se ha de comportar como si fuera un tutor humano ensen˜ando a
un u´nico alumno en cada momento, donde el proceso de ensen˜anza es mucho ma´s
efectivo que ensen˜ar un temario a un conjunto de alumnos como suele ocurrir en
una clase magistral.
Para lograr la adaptacio´n del sistema, e´ste almacena informacio´n sobre la ma-
teria de ensen˜anza (mo´dulo del dominio), sobre las caracterı´sticas personales y de
aprendizaje del estudiante (mo´dulo de estudiante), sobre la interaccio´n con el es-
tudiante (mo´dulo del interfaz) y sobre las estrategias y ta´cticas pedago´gicas que se
pueden tomar para ensen˜ar a los estudiantes en cada momento (mo´dulo pedago´gi-
co) [Burns and Capps, 1988].
Mejorar la comunicacio´n entre el sistema y el estudiante no es tarea sencilla,
sino que implica la aplicacio´n de diferentes te´cnicas y me´todos de adaptacio´n a
los estudiantes, segu´n sus caracterı´sticas de aprendizaje. Normalmente, las te´cni-
cas y me´todos de adaptacio´n en este tipo de sistemas se basan en la aplicacio´n
de inteligencia artificial en cada uno de los mo´dulos del sistema. En el modelo
del dominio se han utilizado desde modelos simbo´licos en [Ferna´ndez-Castro,
1989]) hasta redes bayesianas [VanLehn and Zhendong, 2001] para describir el
conocimiento que el sistema ha de ensen˜ar a los estudiantes. El comportamiento
pedago´gico del sistema se ha modelado habitualmente mediante te´cnicas de pla-
nificacio´n [Andre´ et al., 1993] y sistemas basados en reglas de produccio´n [An-
derson and Reiser, 1985] [Prentzas et al., 2002]. En el modelo del interfaz se han
aplicado te´cnicas de procesamiento del lenguaje natural [Aleven and Koedinger,
2000], te´cnicas de anotacio´n en el interfaz [Stern, 2001] y te´cnicas de bu´squedas
de temas dentro del modelo del dominio [Brusilovsky et al., 1996]. Por u´ltimo,
en el modelo de estudiantes se han utilizado desde estereotipos [Rich, 1979] y
modelos overlay [Carr and Goldstein, 1977], hasta redes bayesianas [VanLehn
and Zhendong, 2001] [Martin and VanLehn, 1993] entre otros.
Uno de los problemas ma´s importantes en los sistemas de educacio´n a distan-
cia es secuenciar el contenido del sistema y presentar el contenido del curso de
forma diferente segu´n el estudiante, dependiendo de sus caracterı´sticas de apren-
dizaje. La consecucio´n de este tipo de adaptacio´n al estudiante no es tarea sencilla,
ya que el sistema ha de definir la estrategia pedago´gica a seguir en cada momen-
to, dependiendo del estudiante con el que interactu´e. Las estrategias pedago´gicas
definen que´ tipo de realimentacio´n proporcionar en cada instante del proceso de
ensen˜anza, cua´ndo mostrar el contenido del curso y co´mo mostrarlo, cua´ndo expli-
car o resumir el contenido del sistema, etc. [Murray, 1999b]. Es decir, se entiende
como estrategia pedago´gica toda accio´n que realiza el tutor con el propo´sito de
facilitar la formacio´n y el aprendizaje de las disciplinas en los estudiantes.
La eleccio´n de la mejor estrategia pedago´gica a seguir en cada instante de
la interaccio´n tambie´n es una tarea complicada, siendo necesario definir distintas
estrategias pedago´gicas segu´n las necesidades de cada usuario y especificar para
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cada una de ellas cua´ndo utilizarlas, sus diferencias, y si, tras elegir una determi-
nada estrategia se comprueba que falla la eleccio´n, analizar por que´ fallo´ [Khan
and Yip, 1996].
A lo largo de la historia de los sistemas de educacio´n a distancia se han uti-
lizado diversas te´cnicas de definicio´n de estrategias pedago´gicas (planificacio´n,
heurı´sticas, etc.), pero normalmente presentan dos problemas fundamentales:
el primero de ellos es que se tienen que definir muchı´simas estrategias pe-
dago´gicas para lograr adaptarse completamente a las necesidades de los es-
tudiantes, por lo que definir cada una de ellas y codificarlas en el sistema es
muy costoso
el segundo problema viene derivado de la dificultad de incorporar el cono-
cimiento de los tutores humanos mediante reglas, ya que los expertos puede
que no sepan describir co´mo deberı´a razonar el sistema con ese conocimien-
to.
Por ello, en este trabajo se propone evitar la predefinicio´n de las estrategias pe-
dago´gicas, evadiendo el costoso trabajo de incorporar el conocimiento del experto
en el sistema de educacio´n.
1.2. Fundamentos
Como se ha mencionado anteriormente, uno de los principales retos de los
sistemas de educacio´n a distancia es adaptar el curso a las necesidades de ca-
da estudiante en cada momento. El problema fundamental es la gran diversidad
y heterogeneidad de los alumnos que podrı´an interaccionar con el sistema. Es-
to implicarı´a diferentes caracterı´sticas de aprendizaje y, por lo tanto, diferentes
necesidades pedago´gicas en el proceso de interaccio´n con el sistema educativo.
Los sistemas de educacio´n ma´s avanzados utilizan te´cnicas de inteligencia
artificial para proporcionar adaptacio´n y personalizacio´n del sistema segu´n las
caracterı´sticas de aprendizaje del estudiante. Adema´s, si el sistema esta´ basado
en tecnologı´a Web, e´ste puede ser utilizado por los estudiantes sin necesidad de
desplazarse a ningu´n aula fı´sica, pudiendo utilizar cualquier tipo de plataforma
hardware y software.
Tras el estudio de los sistemas de aprendizaje actuales, se ha comprobado que
hasta el momento casi todos los sistemas de educacio´n en Web tratan de encontrar
estrategias adecuadas a cada usuario, definiendo estrategia como un plan de accio´n
para mostrar los contenidos del tutor [Andre´ et al., 1993].
El trabajo que aquı´ se presenta propone que el tutor aprenda a ensen˜ar sin es-
trategia aparente, evitando el problema de la definicio´n de estrategias predefinidas
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de antemano detectado por [Beck, 2001]. Para ello se formula la hipo´tesis de que
la definicio´n de este problema como un problema de Aprendizaje por Refuerzo
[Mitchell, 1997] en el mo´dulo pedago´gico del sistema de educacio´n puede evitar
la costosa predefinicio´n de las ta´cticas de ensen˜anza. La utilizacio´n de aprendizaje
por refuerzo permite definir ta´cticas de comportamiento o´ptimas basadas u´nica-
mente en experiencias adquiridas anteriormente con otros alumnos de caracterı´sti-
cas de aprendizaje similares al alumno que interacciona en cada momento con el
sistema.
El Aprendizaje por Refuerzo plantea la cuestio´n de co´mo un agente auto´nomo
puede aprender a elegir las mejores acciones a ejecutar en cada instante con el
objetivo de llegar a un estado meta [Mitchell, 1997]. Se trata de un modelo bas-
tante gene´rico que cubre una gran cantidad de problemas de aprendizaje, como
controlar un robot mo´vil, aprender a optimizar operaciones en fa´bricas, etc. Cada
vez que el agente ejecuta una accio´n en su entorno, se le proporciona una sen˜al de
refuerzo (positiva, negativa o neutra) que indica lo bueno que ha resultado ejecu-
tar esa accio´n cuando el agente se encontraba en un determinado estado. La tarea
fundamental del agente sera´ aprender de forma indirecta, a partir de los refuerzos
recibidos, a elegir la secuencia o´ptima de acciones a ejecutar.
El modelo de Aprendizaje por Refuerzo aprende a ensen˜ar a cada alumno
basa´ndose u´nicamente en la experiencia al ensen˜ar a otros alumnos de carac-
terı´sticas de aprendizaje similares. La aplicacio´n de este modelo de aprendizaje
suprime la tediosa tarea del experto en la materia (normalmente un tutor huma-
no) de definir cada una de las estrategias pedago´gicas que ha de seguir el sistema
cuando interacciona con cada uno de los estudiantes, en cada situacio´n que se
pueda encontrar. Adema´s, proporciona ma´s flexibilidad al sistema, pudiendo en-
contrar nuevas ta´cticas de ensen˜anza que al tutor humano no se le habı´an ocurrido,
decidiendo no so´lo cua´ndo hay que utilizarlas, sino tambie´n co´mo hacerlo y co´mo
solucionar el problema cuando la estrategia pedago´gica seguida falla.
El sistema de educacio´n definido como un problema de Aprendizaje por Re-
fuerzo, por tanto, aprendera´ a ensen˜ar a los estudiantes mediante un proceso de
prueba y error de forma paralela al aprendizaje del estudiante. Este me´todo se
apoya en la ensen˜anza tradicional, donde los tutores humanos aprenden a hacer
frente a los alumnos a trave´s de una largo proceso de prueba y error [Rea et al.,
2000]. En la ensen˜anza tradicional, [Reinsmith, 1992] comprobo´ que el tutor hu-
mano puede observar al estudiante a trave´s de las expresiones de su cara, lenguaje
del cuerpo, entonacio´n y otros gestos. Es decir, los tutores humanos aprenden a
hacer frente a los alumnos a trave´s de una largo proceso de prueba y error, que
sirven para encontrar un gran rango de estrategias de ensen˜anza. El sistema que se
desea conseguir intenta, al igual que el sistema tradicional de ensen˜anza, apren-
der de sus errores proporcionando, tras un nu´mero suficiente de interacciones con
usuarios, un comportamiento o´ptimo de ensen˜anza de conocimiento (una estrate-
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gia o´ptima). El proceso de prueba y error en esta primera aproximacio´n se basa
en un modelo conductivista del usuario, es decir, se evalu´a el conocimiento del
mismo a partir de sus respuestas a unos tests de evaluacio´n y su comportamiento
histo´rico en el sistema.
1.3. Objetivos
La tesis doctoral que aquı´ se presenta tiene como objetivo principal la apli-
cacio´n del modelo de Aprendizaje por Refuerzo para definir de forma implı´cita
las ta´cticas pedago´gicas en los Sistemas de Educacio´n Adaptativo e Inteligente en
Web (SEAIs; del ingle´s Adaptive and Intelligent Educational Systems: AIESs).
Se entiende como ta´ctica pedago´gica la secuencia de acciones que realiza el
tutor con el propo´sito de formar a los estudiantes, definiendo, entre otras cosas,
cua´ndo mostrar el contenido del curso y co´mo mostrarlo, cua´ndo explicarlo o re-
sumirlo, cua´ndo presentar realimentacio´n, etc. [Murray, 1999b]. En este trabajo
se entiende como ta´ctica pedago´gica la secuencia de tareas (definiciones, intro-
ducciones, ejemplos, resu´menes, etc.) que forman parte del contenido del sistema
de educacio´n.
Al aplicar Aprendizaje por Refuerzo en los SEAIs en Web, el sistema de edu-
cacio´n aprendera´ las ta´cticas pedago´gicas de forma implı´cita, decidiendo que´ ta-
rea mostrar en cada momento y en que´ formatos de presentacio´n. Sera´ capaz de
adaptarse a las necesidades pedago´gicas de cada estudiante en cada momento de
la interaccio´n con el sistema, solventando uno de los problemas ma´s importan-
tes y costosos en todo sistema de ensen˜anza: el ana´lisis y la definicio´n de las
estrategias pedago´gicas a seguir al interactuar con los usuarios para lograr una
adaptacio´n dina´mica. El modelo de aprendizaje por refuerzo elimina el concepto
de estrategia pedago´gica que habitualmente se describen como reglas IF-THEN-
ELSE, aprendiendo a comportarse basa´ndose u´nicamente en la interaccio´n con los
usuarios.
En concreto, este proyecto presenta el mo´dulo pedago´gico del tutor como un
problema de Aprendizaje por Refuerzo, centra´ndose en la tarea de proporcionar
Soporte Adaptativo a la Navegacio´n, incluyendo las tareas de Secuenciar el Con-
tenido segu´n las necesidades de aprendizaje de los estudiantes, guiando su nave-
gacio´n a trave´s de las pa´ginas Web de forma directa (a trave´s de botones de nave-
gacio´n) y Presentar el Contenido segu´n los formatos de presentacio´n que mejor
se adaptan al estudiante.
Se propone, por tanto, definir el problema de secuenciar los contenidos en los
sistemas de educacio´n a distancia como un problema de Aprendizaje por Refuer-
zo, de forma que el sistema aprende a ensen˜ar de forma o´ptima a cada alumno,
basa´ndose u´nicamente en la experiencia adquirida con otros alumnos con carac-
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terı´sticas de aprendizaje similares. Este tipo de adaptacio´n a los estudiantes tiene
ventajas con respecto a sistemas anteriores de educacio´n a distancia, ya que, al
adaptar el curso a cada estudiante de forma individual, e´ste mejorara´ su aprendi-
zaje obteniendo mejores resultados en un tiempo menor de ensen˜anza. Adema´s, el
sistema aprendera´ a comportarse mediante un proceso de prueba y error de forma
paralela al aprendizaje del estudiante, tal y como aprenden los tutores humanos en
la ensen˜anza tradicional [Rea et al., 2000].
Tambie´n sera´ necesario validar la propuesta, comprobando la utilidad de la
aplicacio´n del modelo de Aprendizaje por Refuerzo en sistemas informa´ticos edu-
cativos, tanto de forma teo´rica como pra´ctica (interaccionando en las aulas, con
alumnos reales). Una vez comprobada la aplicabilidad de la propuesta, es nece-
sario ajustar los para´metros de aprendizaje del sistema segu´n las necesidades pe-
dago´gicas en un sistema de educacio´n Web determinado.
En este trabajo se pretende principalmente dar respuesta a las siguientes cues-
tiones:
1. ¿Se pueden representar las ta´cticas pedago´gicas del sistema mediante el mo-
delo de aprendizaje por refuerzo? Para ello, se comprobara´ si cada uno de
los componentes del modelo de aprendizaje por refuerzo se pueden adaptar
al dominio de los sistemas de educacio´n a distancia, definiendo las carac-
terı´sticas de cada componente.
2. ¿Se puede abordar el sistema desde un punto de vista teo´rico? Para poder
demostrar si el problema es abordable desde un punto de vista teo´rico se
comprobara´ si el sistema es capaz de aprender ta´cticas pedago´gicas buenas
para cada estudiante con el que interactu´a, simulando un comportamiento
predefinido de cada tipo de estudiante.
3. ¿Se puede abordar de forma pra´ctica? Finalmente, para comprobar que el
problema se puede abordar desde el punto de vista pra´ctico (comprobar si el
sistema puede implantarse en sustitucio´n de las aulas fı´sicas), se realizara´n
experimentos con estudiantes reales, analizando si el sistema es capaz de
converger a buenas ta´cticas pedago´gicas interaccionando con un nu´mero no
muy grande de estudiantes.
Como resumen, por tanto, se fijara´n los siguientes objetivos de la tesis doctoral:
Definir el problema de secuenciar y elegir el formato de presentacio´n del
contenido del sistema de educacio´n como un problema de Aprendizaje por
Refuerzo. Para ello, se comprobara´ la aplicacio´n del problema en cada uno
de los componentes del modelo de Aprendizaje por Refuerzo. Esta defini-
cio´n debera´ ser general, independiente del dominio de ensen˜anza del siste-
ma de educacio´n.
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Que el sistema de educacio´n en Web se comporte de forma inteligente, sin
necesidad de predefinir estrategias pedago´gicas. Es decir, que el tutor apren-
da a partir de la interaccio´n con los distintos estudiantes a mejorar la forma
de mostrarles la materia dependiendo de sus necesidades en cada instante.
Para ello, ha de proporcionar al sistema la capacidad de aprender por sı´ mis-
mo ta´cticas pedago´gicas para cada estudiante en cuanto a la navegacio´n a
trave´s de los contenidos del tutor y en cuanto a la eleccio´n del formato de
presentacio´n de dichos contenidos.
Validar la propuesta realizada basa´ndose principalmente en dos cuestiones:
¿el soporte adaptativo a la navegacio´n en sistemas de ensen˜anza se puede
definir como un problema de aprendizaje por refuerzo de forma teo´rica? y,
una vez comprobado que se puede aplicar de forma teo´rica ¿es aplicable en
la realidad, en las aulas, cuando interaccionan alumnos con el sistema?
Estudiar el efecto de los para´metros del sistema en el aprendizaje cuando
estudiantes simulados interaccionan con un sistema de educacio´n determi-
nado. En concreto, se estudiara´ la propuesta sobre un sistema de ensen˜anza
de Disen˜o de Bases de Datos.
En este punto, es conveniente destacar que no forman parte de los objetivos
de la presente tesis la investigacio´n en los mo´dulos del estudiante, del dominio,
ni del interfaz de usuario. En esta tesis se presenta una propuesta de representa-
cio´n implı´cita de las ta´cticas pedago´gicas de un sistema de educacio´n mediante
el modelo de aprendizaje por refuerzo. Con el objetivo de validar el sistema se
implementara´n todos y cada uno de los mo´dulos del sistema de educacio´n, utili-
zando te´cnicas y me´todos previamente validados por otros autores en cada uno de
los mo´dulos.
1.4. Organizacio´n de la Memoria
Esta seccio´n presenta la organizacio´n de la memoria, que se ha dividido en va-
rios capı´tulos. El capı´tulo 2 revisa del estado de la cuestio´n sobre los Sistemas de
Educacio´n Adaptativos e Inteligentes en Web, me´todos y te´cnicas de adaptacio´n
que se han aplicado hasta el momento y sobre la te´cnica de inteligencia artifi-
cial que se aplicara´ posteriormente en el sistema: el Modelo de Aprendizaje por
Refuerzo.
En el capı´tulo 3 se presenta la propuesta de la tesis doctoral, definiendo el
problema de Soporte Adaptativo a la Navegacio´n de los SEAIs como un problema
de Aprendizaje por Refuerzo.
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El capı´tulo 4 trata de aspectos previos a la presentacio´n de la experimenta-
cio´n, donde se definira´n conceptos introductorios a la evaluacio´n de un sistema de
estas caracterı´sticas, y se presentara´n el me´todo de evaluacio´n y los mo´dulos del
dominio que se utilizara´n para realizar la validacio´n del sistema. Posteriormen-
te, el capı´tulo 5 analiza los experimentos realizados con estudiantes simulados
con el objetivo de probar si la propuesta es aplicable de forma teo´rica, ajustar los
para´metros de aprendizaje del sistema y exponer las ventajas de la inicializacio´n
del sistema con informacio´n sobre el dominio. En el capı´tulo 6, tras haber de-
mostrado en el capı´tulo anterior que la propuesta es aplicable desde el punto de
vista teo´rico, se validara´ la propuesta en las aulas, interaccionando con estudiantes
reales.
Por u´ltimo, en el capı´tulo 7 se presentan las conclusiones y principales apor-
taciones de la tesis doctoral, ası´ como lı´neas futuras de investigacio´n que podrı´an
ampliar este trabajo.
Capı´tulo 2
Estado de la Cuestio´n
En este capı´tulo se presenta el estado de la cuestio´n sobre programas de en-
sen˜anza por ordenador, centra´ndonos principalmente en los Sistemas de Educa-
cio´n Adaptativos e Inteligentes en Web, que surgieron a partir de los Sistemas
Tutores Inteligentes y los Sistemas Hipermedia Adaptativos. A continuacio´n, se
dedica especial atencio´n a la tarea de Secuenciar el Contenido en el mo´dulo pe-
dago´gico de los sistemas educativos. Posteriormente se estudian me´todos y te´cni-
cas de inteligencia artificial aplicadas a sistemas de ensen˜anza, profundizando en
los sistemas en los que se ha aplicado anteriormente el modelo de Aprendizaje por
Refuerzo. Por u´ltimo, se presenta el estado de la cuestio´n del modelo de Aprendi-
zaje por Refuerzo.
2.1. Programas de Ensen˜anza
Gracias a las nuevas tecnologı´as, los planteamientos educativos han ido evo-
lucionando a lo largo del tiempo, utilizando cada vez ma´s los ordenadores como
herramientas de apoyo a la ensen˜anza, permitiendo incluso ofrecer ensen˜anza a
distancia.
Uno de los principales problemas de los programas de ensen˜anza es la hete-
rogeneidad de los alumnos que interactu´an con el sistema. Es necesario que el
estudiante se sienta en todo momento co´modo con el sistema y, para ello, se plan-
tea un aprendizaje centrado en el alumno, adaptando los contenidos del programa
de ensen˜anza a sus caracterı´sticas de aprendizaje. De igual forma, se deberı´a evi-
tar que el alumno pierda un tiempo excesivo en el aprendizaje de la herramienta,
planteando un interfaz sencillo, pero potente en su uso.
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2.1.1. Repaso Histo´rico
Desde 1960 se esta´n estudiado nuevos me´todos de ensen˜anza o de ayuda a la
ensen˜anza apoya´ndose en las nuevas tecnologı´as (ordenadores, comunicaciones,
etc.). Los programas de soporte a la ensen˜anza mediante ordenadores han avanza-
do de la siguiente forma hasta la actualidad [Sison, 2001]:
En los an˜os 60 surgieron los Tutores Basados en Ordenadores (CBT: Compu-
ter-Based Tutors) [Corbett and Anderson, 1992]. Estos programas automa-
tizaban las instrucciones y cursos que se le mostraban a los usuarios. Es
decir, se predefinı´a la secuencia de definiciones, explicaciones, ejemplos,
ejercicios o preguntas relacionadas con el dominio particular en el que se
enmarcaba el curso. Estos conocimientos se mostraban siempre en el mismo
orden y de la misma forma, independientemente del usuario y sin ajustarse
a sus necesidades en cada instante.
Posteriormente, en los an˜os 70, aparecieron los Entornos de Aprendiza-
je Basados en Ordenadores (CBLE: Computer Based Learning Environ-
ments) [Dillenbourg, 1999], que permitı´an al usuario aprender conceptos o
habilidades mediante descubrimientos. En este caso, estos programas ma´s
que ofrecer instrucciones o cursos, presentaban micromundos de objetos
(del ingle´s microworlds), que se comportaban de acuerdo con las reglas
pre-programadas y que los usuarios podı´an manipular para jugar con ellas.
De esta forma permitı´an que cada estudiante tomara parte del proceso de
ensen˜anza, decidiendo e´l mismo en que´ orden deseaba aprender los con-
ceptos. Este tipo de sistemas permitı´an que el estudiante se sintiera ma´s
interesado por el curso, ya que iba descubriendo poco a poco todo el co-
nocimiento segu´n se le antojaba; pero tambie´n tenı´a desventajas como, por
ejemplo, que el estudiante pudiera perderse en el micromundo, intentando
aprender conocimientos muy complicados sin conocer primero los concep-
tos ma´s simples. Esto solı´a llevarle al desa´nimo, que normalmente acababa
en el abandono del curso.
En los 80 aparecieron dos tipos de sistemas, los Tutores Inteligentes y los
Entornos de Aprendizaje Inteligente:
1. Tutores Inteligentes (ITS: Intelligent Tutoring Systems) [Sleeman and
Brown, 1982] [Burns et al., 1991] [Brusilovsky et al., 1996] [Murray,
1999a]. La diferencia principal con respecto a los CBTs es que e´stos
permiten diagnosticar y remediar errores de sus alumnos, es decir, al-
macenan propiedades de cada estudiante, por ejemplo grados de cer-
teza del conocimiento y conocimiento mal aprendido, objetivos, pre-
ferencias, intereses, aptitudes de aprendizaje, idiosincrasias, etc. del
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estudiante. A estas representaciones se las denominan Modelos de Es-
tudiante. Gracias a esta informacio´n el sistema posee la capacidad de
diagnosis que permite, a trave´s del uso de aproximacio´n de funciones
cualitativas, posiblemente parciales, la adaptacio´n a cada usuario en
cada instante.
2. Entornos de aprendizaje Inteligente (ILE: Intelligent Learning Envi-
ronment) [White and Frederiksen, 1990]. Al igual que los ITS, utili-
zan los modelos de estudiante para determinar que´ retro-alimentacio´n
(feedback) o asistencia proporcionar al estudiante. Pero, a diferencia
de los ITSs, el papel del los ILE es crear un entorno efectivo de apren-
dizaje, donde el estudiante “descubre” de forma guiada el nuevo cono-
cimiento, sin adoptar el papel de un tutor. Los ILEs tambie´n se suelen
ver como entrenadores, pero no como tutores.
En los 90, gracias a las nuevas tecnologı´as de comunicacio´n (sobre todo
basado en Internet), han surgido varias aplicaciones basadas en Internet:
los Entornos de Aprendizaje Virtual y los Tutores Inteligentes Basados en
Internet.
1. Los Entornos de aprendizaje Virtual (VLE: Virtual Learning Environ-
ment) [Landon, 2000] son colecciones de herramientas (e-mail, gru-
pos de discursio´n, facilidades de conversacio´n (chats), editores, li-
brerı´as/repositorios, formularios de examenes/resumenes, contadores
de frecuencia, motores de bu´squeda, etc.) utilizados para la presen-
tacio´n online de cursos y para la comunicacio´n entre distintos orde-
nadores (CMC: Computer-Mediated Communication), y, por lo tanto,
comunicacio´n entre distintos estudiantes. Se diferencian de los ILE en
que los VLE necesitan profesores humanos para que dirijan y moni-
toricen el aprendizaje, mientras que los ILE y los ITS son totalmente
auto´nomos en ese aspecto.
2. Los Sistemas Inteligentes de Aprendizaje basados en Internet (IILS:
Internet based Intelligent Learning Systems) [Sison, 2001], tambie´n
denominados Tutores Inteligentes en Web, surgen a partir de los ITS,
facilitando a cada estudiante, individualmente, el aprendizaje de cur-
sos a trave´s de Internet. En estos sistemas, los estudiantes aprenden
mediante instrucciones o guiados por descubrimiento, con o sin ayuda
de tutores humanos (ellos eligen). En estos programas existen dos ti-
pos de tutores, el software y el humano, que podrı´an descubrir nuevo
conocimiento sobre el dominio o sobre me´todos pedago´gicos efecti-
vos sobre ese dominio en particular. Estos sistemas se diferencian de
los VLE en que, al igual que los ILE, no necesitan tutores humanos en
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su funcionamiento (pueden funcionar de forma auto´noma en este as-
pecto), aunque sı´ los pueden utilizar si se desea. Uno de los primeros
ITS basados en Web es CALAT [Nakabayashi et al., 1997], que in-
cluı´a un entorno de simulacio´n como parte del proceso de ensen˜anza,
animacio´n y presentaciones de los contenidos en texto.
En la actualidad se esta´n estudiando los Sistemas de Educacio´n Adaptativos
e Inteligentes Basados en Web (AIES: Web-based Adaptive and Intelligent
Educational Systems), que son sistemas no del todo nuevos, ya que se deri-
van histo´ricamente de los Tutores Inteligentes en Web (IILS) y de los Siste-
mas Hipermedia Adaptativos (AHS: Adaptive Hipermedia Systems) [Bru-
silovsky, 1999]. Estos sistemas son los ma´s completos hasta el momento,
ya que se estudia por la parte de IILS el conocimiento sobre el dominio, el
estudiante y sobre las estrategias de ensen˜anza que soporten la individuali-
zacio´n de la ensen˜anza y la flexibilidad; y por la parte de AHS, la aplicacio´n
de las diferentes formas de modelos de usuarios para adaptar el contenido
y los enlaces de las pa´ginas hipermedia que se han de mostrar al usuario
(presentacio´n adaptativa y soporte a la navegacio´n adaptativa).
2.1.2. Sistemas de Educacio´n Adaptativos e Inteligentes en Web
Como se ha introducido en el apartado anterior, los AIES surgen a partir de
los Tutores Inteligentes y de los Sistemas Hipermedia Adaptativos, por lo que las
caracterı´sticas y problemas asociados a este nuevo tipo de sistemas se derivan de
las caracterı´sticas y problemas de sus antecesores. De este modo, los desarrolla-
dores de AIES pueden confiar en las tecnologı´as utilizadas por los ITS y los AHS
[Brusilovsky, 1999]. Es por ello que en los siguientes apartados se trata de dividir
el desarrollo de los AIES estudiando individualmente los Tutores Inteligentes en
la seccio´n 2.1.4 y los Sistemas Hipermedia Adaptativos en la seccio´n 2.1.3.
Los lı´mites de los AIES no son claros [Brusilovsky, 1999], ya que sistemas
online como, por ejemplo, una enciclopedia utilizada para la educacio´n [Signore
et al., 1997] o un sistema de filtrado adaptativo aplicado a un contexto educati-
vo [Nomoto et al., 1997] son considerados por algunos autores como sistemas
educativos. Sin embargo, otros autores no, pidiendo algu´n tipo de inteligencia y
adaptacio´n en el sistema.
Los primeros sistemas AIES basados en Web aparecieron por primera vez en
1995 y surgieron a partir de Tutores Inteligentes, como por ejemplo, ELM-ART
[Brusilovsky et al., 1996], CALAT [Nakabayashi et al., 1998], WITS [Ito et al.,
1998] o Belvedere [Suthers and Jones, 1997]. Posteriormente surgieron varias
lı´neas de investigacio´n, como la adaptacio´n del contenido de las pa´ginas a cada
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usuario (Adaptacio´n Hipermedia) [Kay and Kummerfeld, 1997], [Bra and Cal-
vi, 1998], [Stern, 2001] y adaptacio´n colaborativa en Web [Leigh et al., 1997],
[Verdejo et al., 2002], [Boticario et al., 2001], entre otros.
Los beneficios de la educacio´n a distancia utilizando Internet son claros [Bru-
silovsky, 1999]. Por un lado, una de las principales ventajas es que la ensen˜anza
se imparte fuera de un aula fı´sica (lo u´nico que necesita cada estudiante es un
ordenador conectado a Internet, independientemente del lugar fı´sico en el que se
encuentre), evitando ası´ los inconvenientes del desplazamiento de los estudian-
tes y tutores. Por otro lado, al ser una ensen˜anza por Internet, es independiente
tambie´n de la plataforma (hardware o software) en la que se encuentre cada orde-
nador.
Por lo tanto, de esta forma, para la ensen˜anza de un determinado curso o ha-
bilidad se necesita una u´nica aplicacio´n instalada y mantenida en un u´nico sitio,
que podra´ ser utilizada por varios usuarios al mismo tiempo a lo largo de todo el
mundo, equipados con distintos ordenadores conectados a Internet.
Los objetivos principales de los sistemas de ensen˜anza basados en Web son la
adaptacio´n individual a cada usuario en cada instante y la interactividad. Hasta
llegar a ellos, la mayorı´a de los cursos formativos en Web solı´an ser simplemente
pa´ginas esta´ticas de hipertexto, sin que se adapten individualmente a cada usuario
que este´ aprendiendo y no solı´an permitir interactividad, siendo el sistema el que
tomaba siempre la iniciativa del aprendizaje. Al permitir la interactividad, el usua-
rio se suele sentir ma´s atraı´do hacia la informacio´n que puede ofrecer el sistema,
evitando ası´ que se sientan aburridos.
2.1.3. Sistemas Hipermedia Adaptativos en la Ensen˜anza
Los Sistemas Hipermedia Adaptativos (AHS: Adaptive Hipermedia Systems)
son sistemas que proporcionan una progresio´n no lineal a trave´s del material. En
los sistemas Hipermedia anteriores, esta propiedad implicaba el problema de que
los estudiantes se solı´an perder en el hiperespacio sin saber que´ estudiar a conti-
nuacio´n y co´mo recordar do´nde habı´an estado [Stern, 2001]. Los nuevos Siste-
mas Hipermedia se diferencian de los anteriores en que an˜aden un componente
inteligente para adaptarse a los usuarios y ayudarlos. Su principal dominio de in-
vestigacio´n se basa en la adaptacio´n de:
1. Los contenidos de las pa´ginas Web segu´n el usuario que interacciona en
cada momento. Las te´cnicas de adaptacio´n del contenido ma´s utilizadas son:
Texto Condicional: donde se incluyen partes del texto en la pa´gina
que se muestra so´lo cuando se cumple una condicio´n. Sistemas como
C-Book [Kay and Kummerfeld, 1997] y el curso adaptativo de Hiper-
texto AHA! [Bra and Calvi, 1998], utilizan este tipo de te´cnicas.
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Variantes: donde se tienen mu´ltiples formas de describir un ı´tem de-
terminado. El modelo de usuario sera´ capaz de distinguir entre estas
variantes y elegir la correcta en el momento adecuado. Los sistemas
ANATOM-TUTOR [Beaumont, 1998] y AVANTI [Fink et al., 1998],
por ejemplo, utilizan esta te´cnica.
Texto extendido (del ingle´s Stretchtext): te´cnica que reemplaza una
palabra o frase clave por informacio´n adicional de esa frase. Se mo-
difica en base al modelo de usuario. iManic [Stern, 2001] y MetaDoc
[Boyle and Encarnacio´n, 1998], por ejemplo, utilizan esta te´cnica.
Generacio´n de lenguaje natural: Se trata de un a´rea de investigacio´n
dentro de la adaptacio´n de los contenidos. Se trata de incorporar el
modelo de usuario en decisiones de co´mo generar el texto. Sistemas
como ILEX-0 [Knott et al., 1996], iManic [Stern, 2001], el siste-
ma de O’Donnell [O’Donnell, 1997] o ARIANNA [Carolis et al.,
1998] utilizan esta te´cnica. Otra forma de generar el contenido es in-
dividualizar los exa´menes que se realizan a los alumnos, como hace,
por ejemplo, el sistema TANGOW [Carro et al., 2001] o InterBook
[Brusilovsky et al., 1998]. Otros sistemas como Medtec [Eliot et al.,
1997] son capaces de generar resu´menes adaptativos de capı´tulos de
libros. Tambie´n existen sistemas que proporcionan advertencias (del
ingle´s warnings) adaptativas sobre el estado educativo de una pa´gina
(por ejemplo, cuando una pa´gina ya ha sido mostrada anteriormente,
o no se puede mostrar au´n).
2. La navegacio´n a trave´s de las pa´ginas hipermedia segu´n el usuario que in-
teractu´a con el sistema, por ejemplo, cambiando la apariencia de los enlaces
visibles, ordena´ndolos o escondie´ndolos parcialmente para hacer ma´s sen-
cilla la eleccio´n del siguiente enlace. Habitualmente, la navegacio´n que se
suele hacer en los diferentes sistemas son decisiones muy simples del tipo
“si el usuario ha visto el tema x, entonces esta´ listo para aprender el tema y”.
Pero esto no es correcto, habrı´a que distinguir entre “ver” y “conocer” un
tema [Stern, 2001]. El soporte adaptativo a la navegacio´n (ANS: Adaptive
Navigation Support Technology) puede considerarse como una extensio´n de
la tecnologı´a de secuenciar el contenido en los tutores inteligentes, ya que
comparten la misma meta: ayudar a los estudiantes a encontrar un “camino
o´ptimo” a trave´s del material de aprendizaje. Pero hay que tener en cuenta
que ANS tiene ma´s opciones que secuenciar de forma tradicional. Puede
guiar al estudiante mediante:
Guı´a directa: Guı´a al estudiante de forma explı´cita, indica´ndole dina´mi-
camente cua´l es el siguiente enlace (generalmente denominado “next”)
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que deberı´a pulsar si quisiera seguir el “mejor camino”. Similar a se-
cuenciar el contenido tradicional. Sistemas como InterBook [Brusi-
lovsky et al., 1998] y ELM-ART [Brusilovsky et al., 1996] utilizan
esta te´cnica de adaptacio´n.
Guı´a indirecta: Trata de guiar al estudiante implı´citamente mediante
el color o la ordenacio´n de los enlaces en cada pa´gina. Las te´cnicas de
guı´a indirecta ma´s utilizadas son:
• Anotacio´n: Es la te´cnica ma´s popular, donde se puede anotar me-
diante distintas formas (textual, iconos, colores, taman˜os de fuen-
te o tipos de fuente) si se ha visitado ya un enlace o no. Siste-
mas como InterBook [Brusilovsky et al., 1997], AST [Specht et
al., 1997], ADI [Scho¨ch et al., 1999], ACE [Specht and Opper-
mann, 1998], ELM-ART [Brusilovsky et al., 1996], ISIS-Tutor
[Brusilovsky and Pesin, 1994], iManic [Stern, 2001], entre otros,
utilizan esta te´cnica.
• Ordenacio´n: Trata de ordenar fı´sicamente en la pa´gina los en-
laces segu´n el modelo del usuario (normalmente basados en el
conocimiento o en el comportamiento). Por ejemplo, poniendo
los enlaces ma´s relevantes al principio de la pa´gina. Los siste-
mas ISIS-Tutor [Brusilovsky and Pesin, 1994], InterBook [Bru-
silovsky et al., 1998] e Hypadapter [Hohl et al., 1996] e iManic
[Stern, 2001], por ejemplo, utilizan esta te´cnica.
• Ocultacio´n: Restringe el espacio navegable a las pa´ginas no rele-
vantes, que no tenga que ver con los objetivos del usuario actual, o
que contenga materiales que todavı´a el usuario no esta´ preparado
para entender. Esta te´cnica esta´ implementada en sistemas como
AHA! [Bra and Calvi, 1998], ISIS-Tutor [Brusilovsky and Pe-
sin, 1994], Hypadapter [Hohl et al., 1996], el sistema “Remedial
Multimedia System” [Anjaneyulu, 1997] y Albatros [Lai et al.,
1995]. Otra aproximacio´n de esta te´cnica es esconder documentos
(en lugar de enlaces), utilizada por iManic.
• An˜adir enlaces dina´micos: An˜ade nuevos enlaces a las pa´ginas
de forma dina´mica, basa´ndose en las diferencias individuales de
los alumnos. Los sistemas de Kushniruk y Wang [Kushniruk and
Wang, 1994], DynaWeb [Bodner et al., 1997], KBS Hyperbook
[Henze and Nejdl, 1999] e iManic [Stern, 2001] utilizan esta
te´cnica.
• Guı´a: Proporciona al usuario una vista del hiperespacio, indican-
do los enlaces que existen entre las diferentes pa´ginas, de forma
que e´l mismo pueda elegir do´nde ir. Se suele generar dina´mica-
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mente una secuencia de enlaces o caminos de acuerdo al usuario
actual. Sistemas como TANGOW [Carro et al., 1999], ADAPTS
[Brusilovsky and Cooper, 1999], ACE [Specht and Oppermann,
1998] o iManic [Stern, 2001] utilizan esta te´cnica de adaptacio´n
al usuario, almacenando informacio´n sobre el estudiante y sus
preferencias sobre el lenguaje, interfaz, anotaciones personales y
dia´logo directo, sobre las unidades aprendidas, etc.
La educacio´n es una de las principales a´reas de investigacio´n de los AHS,
pero no la u´nica. Existen tambie´n otros sistemas, como AVANTI [Fink et al.,
1998], PUSH [Ho¨o¨k, 1997] o IfWeb [Asnicar and Tasso, 1997], que permiten la
adaptacio´n del contenido de las pa´ginas Web segu´n el usuario que interactu´a a lo
largo del tiempo, pero no se dedican al a´rea de la ensen˜anza.
Aunque todas estas te´cnicas se han probado sobre todo en laboratorios, un
gran nu´mero de sistemas de prueba han demostrado claramente los beneficios de
tecnologı´as adaptativas e inteligentes [Brusilovsky, 1999]
2.1.4. Tutores Inteligentes
Un tutor inteligente (ITS: Intelligent Tutoring System) es un programa de or-
denador que utiliza te´cnicas de inteligencia artificial para representar el conoci-
miento e interactuar con los estudiantes [Clancey, 1987] [VanLehn, 1988].
Los ITS son un a´rea tradicional de investigacio´n de problemas de los AIES
[Burns and Capps, 1988]. El objetivo de los ITS es la utilizacio´n de conocimiento
sobre el dominio, sobre el estudiante y sobre estrategias de ensen˜anza para sopor-
tar aprendizaje y ensen˜anza flexible e individual a cada estudiante. Se distinguen
varios tipos de problemas tı´picos de los ITS, algunos de los cuales se citan a con-
tinuacio´n [Burns and Capps, 1988] [Brusilovsky, 1998]:
Secuenciar el contenido (del ingle´s Curriculum Sequencing)
Modelado de estudiantes (del ingle´s Student Modelling)
Ana´lisis inteligente de las soluciones de los estudiantes (del ingle´s Intelli-
gent ana´lisis of student’s solutions)
Soporte a la resolucio´n interactiva de problemas (del ingle´s Interactive pro-
blem solving support)
Soporte a la resolucio´n de problemas basada en ejemplos (del ingle´s Exam-
ple based problem solving support)
La estructura tı´pica de un tutor inteligente se compone de cuatro mo´dulos bien
diferenciados [Burns and Capps, 1988] (ver Figura 2.1):
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Mo´dulo de estudiante. Contiene toda la informacio´n importante sobre el
usuario en su proceso de aprendizaje: grado de conocimiento sobre el domi-
nio del ITS, caracterı´sticas personales, comportamiento histo´rico, objetivos,
preferencias de presentacio´n del contenido, aptitudes de aprendizaje, etc.
Mo´dulo de interfaz. Facilita la comunicacio´n entre el sistema y el estu-
diante. Para ello, ha de cumplir ciertas caracterı´sticas, como, por ejemplo,
ser fa´cil de utilizar, ser intuitivo y no ambiguo, etc.
Mo´dulo del dominio. Denominado tambie´n por muchos autores como mo´du-
lo experto debido a su semejanza con los sistemas expertos. Contiene todas
las caracterı´sticas del conocimiento que se va a ensen˜ar (materia (topics)
a ensen˜ar, tareas (items de conocimiento), relaciones entre ellos, grado de
dificultad, etc.).
Mo´dulo pedago´gico. Decide que´, co´mo y cua´ndo ensen˜ar los contenidos
del tutor, adaptando sus decisiones pedago´gicas a las necesidades del es-
tudiante. Algunos autores le denominan mo´dulo tutor, ya que es el encar-
gado de comparar las caracterı´sticas de los estudiantes con el contenido a
ensen˜ar y elegir la mejor forma de tomar las decisiones pedago´gicas opor-
tunas, adapta´ndose en cada momento al usuario.
Figura 2.1: Arquitectura de un Tutor Inteligente.
La tesis que se presenta en este documento se centra en la mejora del primer
problema citado anteriormente: co´mo secuenciar el contenido del tutor inteligente
adapta´ndose en cada momento al usuario que interactu´a con el sistema, que es la
principal funcio´n del mo´dulo pedago´gico. Los siguientes apartados, por tanto, se
centran en este mo´dulo, explicando la tarea de secuenciar el contenido del sistema.
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2.2. Polı´ticas Pedago´gicas
Es importante en esta memoria dedicarle especial intere´s al mo´dulo pedago´gi-
co, ya que el objetivo de la tesis doctoral trata de mejorar la adaptacio´n del sistema
segu´n las necesidades individuales de aprendizaje de cada estudiante. Una forma
de adaptar la ensen˜anza al estudiante trata de la eleccio´n de una buena estrate-
gia de ensen˜anza (estrategia pedago´gica), que especifica co´mo se secuencia el
contenido, que´ tipo de realimentacio´n se proporciona en la ensen˜anza, cua´ndo y
co´mo se muestra, explica o resume el contenido del tutor (problemas, definiciones,
ejemplos, etc.) [Murray, 1999a].
La eleccio´n de una buena polı´tica de ensen˜anza no es tarea sencilla. Es ne-
cesario definir distintas estrategias segu´n las necesidades de cada usuario en cada
instante y especificar en que´ situaciones se diferencian [Khan and Yip, 1996], con
la problema´tica an˜adida de si falla en la eleccio´n, saber por que´.
A lo largo de la historia de los tutores inteligentes se han realizado muchas
investigaciones sobre la eleccio´n de la mejor estrategia a seguir en cada instante,
pero el coste de hallarlas ha sido siempre muy elevado. Desde el sistema PMS
[Sleeman, 1977], donde el usuario es el responsable de su propia ensen˜anza, eli-
giendo la siguiente accio´n a tomar; hasta sistemas donde se han incorporado te´cni-
cas de inteligencia artificial [Sison and Shimura, 1998] para resolver los proble-
mas derivados de la eleccio´n de las estrategias pedago´gicas, como por ejemplo,
utilizacio´n de redes sema´nticas en MENO-TUTOR [Woolf, 1987], redes neuro-
nales en UNIMEM [Lebowitz, 1987], etc., o incluso aprendizaje por refuerzo
para el modelado de usuarios en el sistema ADVISOR [Beck, 2001].
Es imprescindible para la eleccio´n de polı´ticas pedago´gicas la continua eva-
luacio´n del nivel de conocimiento del estudiante, mediante ana´lisis de pruebas de
evaluacio´n de conocimiento (tests) que se realizan durante la interaccio´n con el
sistema. Estos tests permiten observar la evolucio´n del estudiante al adquirir los
conocimientos impartidos.
Pero tambie´n es importante en la eleccio´n de las polı´ticas pedago´gicas cui-
dar que el usuario se encuentre a gusto con el sistema, motivado con la materia
ensen˜ada y, sobre todo, que note que pueda aprender del tutor. Esta´ demostrado
[Shah, 1997] que uno de los motivos principales por los que un usuario no se en-
cuentra a gusto con un tutor inteligente es cuando siente que no posee el control,
sino que lo tiene la ma´quina. Por ello, es imprescindible que el usuario pueda
participar activamente en la eleccio´n del contenido que desea ver a continuacio´n.
2.2.1. Secuenciar el Contenido
Se entiende como contenido o curriculum de un sistema de educacio´n a to-
dos las unidades de conocimiento de estudio ofrecidos por el sistema. El objetivo
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de la tarea de Secuenciar el Contenido (del ingle´s Curriculum Sequencing) es
proporcionar la mayor adaptabilidad individual posible al estudiante en cuanto a
la ensen˜anza de las unidades de conocimiento que desea aprender [Brusilovsky,
1998]. A esta tarea tambie´n la denominan algunos autores Planificacio´n Instruc-
cional (Instructional Planning).
Es, por tanto, objetivo de esta tecnologı´a encontrar para cada estudiante la
mejor manera de mostrarle la informacio´n que desea aprender, lo que significa, en
otras palabras, encontrar la secuencia de conocimiento (materia, conceptos del do-
minio o topics) que mejor se adapte a sus necesidades, ası´ como la mejor secuencia
de tareas de aprendizaje (ı´tem de conocimiento: ejemplos, cuestiones, problemas,
etc.) para trabajar con ellas. Concluyendo, ayuda al estudiante a encontrar el ca-
mino o´ptimo a trave´s del aprendizaje del material que se dispone, motiva´ndolos
de forma que crean que pueden superar el curso, sin aburrirlos o hacerles perder
el tiempo mostra´ndoles conocimiento que ya poseen [Cho, 2000].
Los te´rminos materia, ı´tem de conocimiento, etc., son te´rminos generales ele-
gidos a propo´sito, ya que estas te´cnicas de planificacio´n (o secuencias) se pueden
aplicar a todo tipo de dominios (bases de datos, matema´ticas, cualquier lenguaje
de programacio´n, etc.) o cualquier tipo de conocimiento (declarativo, procedimen-
tal, etc.).
La tecnologı´a de secuenciar el contenido puede ser considerada la ma´s antigua
y popular de las tecnologı´as de los ITS, ya que todos los sistemas han de mostrar
el contenido adapta´ndose al usuario y, por tanto, se implemento´ ya en los primeros
tutores inteligentes. Sin embargo, se le ha prestado poca atencio´n [Brusilovsky et
al., 1996]. Las investigaciones en los ITS se han centrado casi siempre alrededor
de las tecnologı´as de las resolucio´n de problemas, modelos de usuarios y creacio´n
de modelos de contenidos. En un principio, se pensaba que secuenciar el contenido
no dependı´a del sistema, sino que dependı´a ma´s del conocimiento externo (del
experto en la materia) que normalmente tenı´a el profesor real, por lo que no se
estudiaba en profundidad. En la actualidad, a la hora de hablar de tutores en Web,
esta tarea vuelve a adquirir importancia para que el estudiante pueda ser guiado
a trave´s del hiperespacio, evitando ası´ que se pierda con tanta informacio´n como
existe en la Web.
Por ello, en esta tesis se retoma el problema, intentando aplicar la mejor se-
cuencia del contenido a cada estudiante. En esta seccio´n se estudian las distintas
clasificaciones y aproximaciones para secuenciar el conocimiento realizadas por
otros autores y la problema´tica de la eleccio´n de las distintas polı´ticas pedago´gi-
cas.
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2.2.2. Taxonomı´a de la Tarea de Secuenciar el Contenido
La tarea de secuenciar el material a mostrar al estudiante se puede clasificar
fija´ndose en varios para´metros. Las clasificaciones ma´s habituales son las que
distinguen entre metas de aprendizaje conocidas o desconocidas y niveles de se-
cuencia en el a´rbol de conocimiento.
El sistema BIP [Bart et al., 1976] distingue dos formas diferentes de secuen-
ciar el contenido:
De forma Activa: Implica una meta de aprendizaje conocida (subconjun-
to de temas que se han de ensen˜ar). Los sistemas que realizan este tipo de
secuencias pueden construir el mejor camino individual para conseguir la
meta requerida. Dentro de estos sistemas, tiene sentido distinguir los siste-
mas que poseen metas de aprendizaje fijas o ajustables. La mayorı´a de los
sistemas los guı´an hacia metas fijas (que suele coincidir con la totalidad de
los conceptos del sistema). So´lo muy pocos sistemas permiten la meta de
aprendizaje ajustable, permitiendo decidir al estudiante o al profesor el sub-
conjunto de conceptos que necesita aprender. Al secuenciar de forma activa,
el sistema se guı´a normalmente por el conocimiento de los estudiantes (por
diferencia con el conocimiento meta que desean adquirir).
De forma Pasiva: Tambie´n se la denomina atrasada (remediation). Se trata
de una tecnologı´a reactiva y no requiere un objetivo de aprendizaje activo.
Comienza cuando un usuario no es capaz de resolver un problema o cuestio´n
de forma correcta. Su meta es ofrecer al usuario un subconjunto de material
de aprendizaje que pueda ayudar al usuario a comprender su error.
La mayorı´a de los sistemas que secuencian de forma activa (ELM-ART-II [We-
ber and Specht, 1997], AST [Specht et al., 1997], ADI [Scho¨ch et al., 1999],
ACE [Specht and Oppermann, 1998], etc.), y solamente algunos sistemas, como
InterBook [Brusilovsky et al., 1998], PAT-InterBook [Brusilovsky et al., 1997],
CALAT [Nakabayashi et al., 1997] y Remedial Multimedia System [Anjaneyulu,
1997] secuencian de forma pasiva.
Otra clasificacio´n que se suele hacer de la tarea de secuenciar el contenido es
la distincio´n entre los posibles niveles de secuencia:
Alto nivel, denominado tambie´n secuenciadores de conocimiento o Plani-
ficadores de Currı´culum (del ingle´s Curriculum Planning). Se encargan
de elegir el siguiente conocimiento (topic/s, concepto/s o leccio´n/es) a en-
sen˜ar: la siguiente sub-meta a alcanzar (aprender) [Cho et al., 1999] [Cho,
2000]. Se encargan, sobre todo, de guiar al usuario para que realice de forma
correcta distintos problemas.
2.2. POLI´TICAS PEDAGO´GICAS 21
Bajo nivel, denominado tambie´n secuenciadores de tareas o Planificado-
res del Discurso (del ingle´s Discourse Planning). Encargados de selec-
cionar y secuenciar el conocimiento cuando el usuario ya esta´ realizando
el problema. Controlan la presentacio´n de los ı´tems de conocimiento (la
siguiente tarea de aprendizaje que se ha de realizar: problemas, ejemplos,
tests, etc.) a los estudiantes [Freedman, 1999].
En la mayorı´a de los tutores inteligentes se suele implementar de forma inteligen-
te una u´nica forma de secuenciar [Brusilovsky, 1998]. Por ejemplo, el estudiante
elige el siguiente concepto a aprender, mientras que el sistema se adapta seleccio-
nando las tareas a ensen˜ar. Si el tutor inteligente es capaz de manipular el orden
en el que el estudiante ha de realizar las tareas segu´n el tipo (problema, ejercicio,
test, etc.) o formato (texto, video, imagen, etc.), se dice que este sistema es capaz
de secuenciar problemas o cuestiones. Tres ejemplos de sistemas de este tipo
son el sistema DCG [Vassileva, 1997], que permite secuenciar de forma esta´tica
el material educativo, adapta´ndose a la meta de aprendizaje antes de que el es-
tudiante comience a trabajar; el sistema SIETTE [Rios et al., 1999], que es un
sistema de adaptacio´n a exa´menes, donde el u´nico tipo de tarea es la pregunta del
examen, generando una secuencia de preguntas segu´n el conocimiento del usua-
rio; y el sistema MEDTEC [Eliot et al., 1997], que permite que el usuario elija un
tema, pero genera una secuencia adaptativa de problemas a resolver.
´Unicamente unos pocos sistemas permiten secuenciar a dos niveles. Por ejem-
plo, MANIC [Stern and Woolf, 1998] permite secuenciar a bajo nivel (eligiendo
la actividad a realizar) sin que el usuario elija ningu´n tema de conocimiento en
especial.
2.2.3. Eleccio´n de la Mejor Polı´tica de Aprendizaje
Para realizar una buena eleccio´n de polı´tica pedago´gica, lo primero que nos
hemos de plantear es por que´ se necesitan distintas polı´ticas y en que´ situaciones
se diferencian. En general existen cuatro situaciones [Khan and Yip, 1996]:
1. Ensen˜anza a un alumno de nuevo conocimiento. Dependiendo de la mate-
ria, el material a ensen˜ar puede ser diferente (p.e., en lingu¨ı´stica se puede
ensen˜ar tanto la teorı´a, como conocimiento pra´ctico sobre la causalidad).
Esto necesita distintas estrategias de ensen˜anza para facilitar el aprendizaje
del estudiante.
2. Ensen˜anza a distintos alumnos del mismo ı´tem de conocimiento. Por ejem-
plo, puede ocurrir que el estudiante A prefiera un manual, y el estudiante B
prefiera ideas intuitivas. El sistema tiene que tener en cuenta la diferencia
entre los estudiantes, proponie´ndoles distintos me´todos de aprendizaje.
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3. Ensen˜anza a un alumno de nuevo conocimiento y estrategias para ensen˜ar
a diferentes estudiantes el mismo conocimiento (mezcla de las anteriores).
Un ITS normalmente interacciona con ma´s de un alumno al mismo tiempo,
por lo tanto, se puede deducir que se necesitan distintas estrategias para la
ensen˜anza del mismo conocimiento al mismo tiempo.
4. El estudiante progresa a partir del discurso de la ensen˜anza. Al principio
podrı´a necesitar una estrategia de ensen˜anza tradicional (mediante lectura),
pero posteriormente, mediante el discurso, el alumno podrı´a ser retado a
pensar antes de solicitar la ayuda. Estas situaciones implican que la selec-
cio´n deberı´a ser capaz de proporcionar diferentes estrategias para tutorar, de
acuerdo con los niveles de conocimiento del estudiante que se encuentran
en continuo cambio.
Por lo tanto, no es tarea fa´cil realizar una buena seleccio´n de polı´ticas pedago´gicas
para cada tutor inteligente, con la problema´tica an˜adida de, si falla en la eleccio´n,
decidir por que´ falla.
Hasta ahora, los pocos sistemas que detectan cua´ndo falla una polı´tica pe-
dago´gica se basan en los resultados de los tests realizados a los estudiantes. Cuan-
do un estudiante falla repetidamente en distintos tests, esto indica que la polı´tica
utilizada no es la correcta.
En general, los resultados de los tests se pueden clasificar en tres categorı´as
[Tong and Angelides, 1999]:
1. Mayorı´a de las respuestas correctas. Parece que es una polı´tica pedago´gi-
ca adecuada, aunque tambie´n podrı´a ser que el alumno recuerda y compren-
de la informacio´n, que es demasiado fa´cil para e´l, que el alumno adivina las
respuestas sin conocerlas, que el alumno ha recibido tantas veces esa infor-
macio´n (demasiado repetitiva la estrategia) que no puede olvidarlo, etc. Es
decir, puede existir mucho ruido en los resultados de los tests, de forma que
parece que el resultado es constructivo, mientras que es todo lo contrario.
2. Mayorı´a de las respuestas Incorrectas. Esta vez sı´ que es una indicacio´n
muy fiable de que la polı´tica pedago´gica falla. Tambie´n podrı´a ocurrir que
el usuario hubiera pulsado de forma erro´nea una tecla, que este´ aburrido de
la materia, etc.
3. Ma´s o menos 50 % de aciertos. Indica que el estudiante progresa a velo-
cidad constante, aunque esta posibilidad podrı´a derivar ra´pidamente a cual-
quiera de los dos extremos anteriores.
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2.3. Te´cnicas de Inteligencia Artificial Aplicadas a
Sistemas de Educacio´n
Los ordenadores se han utilizado en la educacio´n desde hace ma´s de 40 an˜os.
Los primeros sistemas informa´ticos utilizados para la ensen˜anza no se adaptaban a
las necesidades del estudiante (ver seccio´n 2.1.1). Posteriormente se comenzaron
a utilizar te´cnicas de inteligencia artificial para permitir que el sistema fuera ma´s
flexible a la hora de presentar el contenido del sistema, ası´ como el orden de
presentacio´n del curso.
En el siguiente apartado se repasan brevemente los me´todos y te´cnicas de in-
teligencia artificial ma´s utilizados en los programas de ensen˜anza. Adema´s, se
dedica especial atencio´n a co´mo se ha aplicado Aprendizaje por Refuerzo en los
sistemas de educacio´n.
2.3.1. Aplicacio´n de Inteligencia Artificial en Programas de En-
sen˜anza
Habitualmente los sistemas de ensen˜anza se basan en modelos formales (ver
seccio´n 2.1.4) que contienen informacio´n acerca de las caracterı´sticas de apren-
dizaje del estudiante (modelo de estudiante), de las caracterı´sticas de la materia
a ensen˜ar (modelo del dominio), de las estrategias pedago´gicas a seguir (mode-
lo pedago´gico) y sobre la interaccio´n con los distintos estudiantes (modelo del
interfaz). Los sistemas de educacio´n inteligentes utilizan estos modelos para re-
presentar internamente el entorno y obtener la informacio´n necesaria para emular
el comportamiento de un profesor en la ensen˜anza tradicional, con la ventaja de
que la interaccio´n se puede reducir a un u´nico alumno.
El desarrollo y mantenimiento de estos modelos formales ha sido hasta hoy
una de las principales metas de la aplicacio´n de las te´cnicas de inteligencia artifi-
cial en los sistemas de ensen˜anza.
El modelo del dominio se suele describir como parte de un sistema experto,
donde se han utilizado frecuentemente te´cnicas de inteligencia artificial relacio-
nadas con el modelado simbo´lico (por ejemplo, los marcos [Ferna´ndez-Castro,
1989]). Tambie´n se suelen utilizar redes bayesianas [VanLehn and Zhendong,
2001] para describir el modelo del dominio.
Por otro lado, el comportamiento pedago´gico del sistema se ha modelado ha-
bitualmente mediante te´cnicas de planificacio´n, como el sistema WIP [Andre´ et
al., 1993] y sistemas basados en reglas de produccio´n, basadas en el comporta-
miento de un experto, como los sistemas LISP [Anderson and Reiser, 1985] y el
sistema de [Prentzas et al., 2002], que combina reglas con computacio´n neuronal.
En el modelo del interfaz se aplican te´cnicas de inteligencia artificial para
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lograr adaptar la interaccio´n al usuario. Por ejemplo, se esta´n aplicando te´cni-
cas de procesamiento del lenguaje natural para interaccionar mediante dia´logo
en sistemas como PACT Geometry Tutor [Aleven and Koedinger, 2000]. Tam-
bie´n se utilizan te´cnicas de anotacio´n en el interfaz (ver apartado 2.1.3) y te´cnicas
de bu´squedas de temas dentro del modelo del dominio en muchos sistemas, por
ejemplo, ELM-ART [Brusilovsky et al., 1996].
Se han utilizado muchos me´todos de representar la informacio´n en el modelo
de estudiante. Quiza´s los tres ma´s comu´nmente utilizados sean los estereotipos
[Rich, 1979], los modelos overlay [Carr and Goldstein, 1977] y las redes baye-
sianas [VanLehn and Zhendong, 2001].
Cuando se utiliza el modelo overlay para representar al estudiante, el cono-
cimiento del estudiante se considera como un subconjunto de un sistema exper-
to. Posteriormente se han estudiado te´cnicas de deteccio´n de errores extendien-
do el modelo overlay, donde se almacena informacio´n no so´lo del conocimiento
correcto del estudiante (parte del sistema experto), sino tambie´n de los errores del
estudiante y el conocimiento mal entendido (en ingle´s “buggy” knowledge). El
sistema DEBUGGY [Burton, 1982] es uno de los sistemas que utiliza este tipo
de te´cnicas para modelado de usuario.
Las redes bayesianas razonan de forma probabilı´stica sobre el estado de conoci-
miento del estudiante basado en sus interacciones con el tutor. Los sistemas de
[Villano, 1992] y [Martin and VanLehn, 1993], por ejemplo, utilizan reyes baye-
sianas para representar el conocimiento del estudiante.
En el modelado del estudiante, ha sido muy comu´n la utilizacio´n de te´cnicas
de aprendizaje automa´tico, permitiendo adaptarse dina´micamente a las necesida-
des de los alumnos a partir de datos recogidos al interactuar con otros alumnos
[Sison and Shimura, 1998]. Se define aprendizaje como la induccio´n de nuevo
conocimiento o la compilacio´n de conocimiento existente, de forma que pueda
mejorar el desarrollo de una tarea. La induccio´n de nuevo conocimiento puede
ser supervisada, donde se aprende a partir de objetos etiquetados a priori, o no
supervisado [Mitchell, 1997].
Se han utilizado te´cnicas de aprendizaje inductivo supervisado sobre todo para
inducir modelos de usuario a partir de mu´ltiples comportamientos de estudiantes,
por ejemplo, en los sistemas DEBUGGY, ACM [Langley and Ohlsson, 1984],
THEMIS [Kono et al., 1994] y ASSERT [Baffes and Mooney, 1996].
Tambie´n se han utilizado estas te´cnicas con el objetivo de construir y exten-
der librerı´as de errores al mismo tiempo que se inducen modelos de estudiantes
parciales, por ejemplo, en el sistema MEDD [Sison et al., 2000].
Se han aplicado te´cnicas de aprendizaje deductivo supervisado para extender
librerı´as de errores en los modelos de estudiante a partir de la compilacio´n de
conocimiento existente. Sistemas como PIXIE [Sleeman and Brown, 1982] y
Hoppe [Hoppe, 1994] utilizan este tipo de te´cnicas.
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El modelo de aprendizaje por refuerzo tambie´n ha sido aplicado a tutores in-
teligentes por [Beck, 2001]. En la siguiente seccio´n se habla de las ventajas de
la aplicacio´n del modelo de aprendizaje por refuerzo en tutores inteligentes, deta-
llando el trabajo de Beck.
2.3.2. Aprendizaje por Refuerzo Aplicado a Programas de En-
sen˜anza
Casi todos los sistemas de ensen˜anza que se adaptan de forma inteligente a los
estudiantes poseen un conjunto de reglas de produccio´n pedago´gicas de tipo “if-
then”. Este tipo de mo´dulos pedago´gicos tienen dos problemas principalmente:
1. Existen demasiadas reglas, por lo que es demasiado costoso codificarlas en
el sistema.
2. Es difı´cil incorporar el conocimiento de los tutores humanos mediante re-
glas, ya que los expertos no pueden describir co´mo deberı´a razonar el siste-
ma con ese conocimiento.
La aplicacio´n del modelo de aprendizaje por refuerzo en sistemas de educacio´n
adaptativos e inteligentes en Web evita el problema de la definicio´n de las estrate-
gias pedago´gicas para cada estudiante en cada instante. Esta metodologı´a permite
a los tutores inteligentes tomar estrategias de decisio´n a alto nivel basa´ndose en
informacio´n de bajo nivel del estudiante.
Adema´s, el modelo de aprendizaje por refuerzo es flexible ante ruido en los
datos, ya que aprende del siguiente estado y no necesita un sistema experto en el
modelo del dominio. Pero este modelo tiene un punto de´bil: necesita una gran can-
tidad de aprendizaje inicial para conseguir alcanzar con seguridad una estrategia
de comportamiento o´ptima.
La investigacio´n de Beck [Beck, 2001] surge a partir de un tutor inteligente de
ensen˜anza de aritme´tica decimal y fraccional. Este sistema posee heurı´sticas que
ayudan a determinar si el estudiante necesita ayuda en ciertos temas, ha olvidado
alguno, necesita que se muestre un ejemplo, etc. El problema encontrado en el
sistema inicial era la falta de adaptacio´n individual a cada alumno, existiendo una
secuencia de contenido general para todos los alumnos. Empı´ricamente era posi-
ble generar un conjunto de reglas, sin embargo, se trataba de una tarea demasiado
costosa y no se conseguı´a la adaptacio´n a cada usuario segu´n sus caracterı´sticas
(por ejemplo, aunque dos usuarios parecı´an tener caracterı´sticas similares, era po-
sible que uno aprendiera mejor mediante resolucio´n de problemas y otro mejor
mediante texto).
Para solucionarlo, Beck utiliza Aprendizaje por Refuerzo (del ingle´s Reinfor-
cement Learning: RL) como modelo de aprendizaje del sistema a secuenciar el
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contenido del tutor a alto nivel (temas o topics de conocimiento) [Beck, 2001], in-
dicando que tener un modelo que razona sobre el conocimiento del usuario a bajo
nivel (grano-fino: tareas o items de conocimiento) es menos efectivo que tratar de
encontrar las caracterı´sticas del usuario en grano-grueso (temas de conocimiento).
Para ello, define el estado del agente como el modelo del estudiante del tutor
inteligente y las acciones a tomar como topics a mostrar. Estas acciones las define
como estoca´sticas (indeterministas o que se ejecutan de forma incorrecta). Uti-
liza la exploracio´n egoı´sta (e-greedy). Adema´s, propone un refuerzo inmediato,
de forma que si, al ejecutar una accio´n y examinar co´mo afecta al estudiante en
los problemas futuros la accio´n fue efectiva, el sistema recibe un refuerzo posi-
tivo inmediato, ya que esperar hasta el final del aprendizaje del estudiante para
proporcionar el refuerzo tiene varios problemas:
1. No se sabe cua´ndo el estudiante llegara´ el final de su aprendizaje.
2. El refuerzo retardado produce mucha ma´s varianza en los valores de la tabla
Q durante el aprendizaje, por lo que la convergencia hacia valores o´ptimos
es ma´s lenta.
Recoge en el modelo de estudiante informacio´n de ayuda ante las decisiones pe-
dago´gicas, como el grado de habilidad del estudiante (conocimiento sobre la ma-
teria y probabilidad de aprendizaje de cada tema), pero hace notar que estos datos
tan simples a veces no son suficientes, necesita´ndose un razonamiento ma´s com-
plejo (revisio´n de temas aprendidos, ofrecerle problemas para resolver, ofrecerle
el mismo conocimiento pero expresado de otra forma, etc.).
La arquitectura de su sistema en cuanto al proceso de ejecucio´n se reduce a
dos u´nicos mo´dulos:
Modelo de estudiante (Population Student Model (PSM)), que aprende el
modelo de co´mo los estudiantes utilizan el tutor.
Agente Pedago´gico (Pedagogical Agent (PA)), utilizando para entrenar al
agente del modelo de aprendizaje por refuerzo responsable de conseguir el
objetivo de ensen˜anza.
Para solventar el problema de la gran cantidad de aprendizaje inicial que ha
de llevar a cabo el sistema para comenzar a ensen˜ar de manera o´ptima, propo-
ne una metodologı´a de aprendizaje off-line utilizando datos simples, estudiantes
simulados y pequen˜as cantidades de conocimiento del experto.
La utilizacio´n de estudiantes simulados se ha analizado anteriormente, pro-
bando su eficacia. [VanLehn et al., 1996] fue uno de los primeros trabajos que
utilizaron estudiantes simulados. Beck construye modelos de estudiante “tı´picos”
no completos a partir del ana´lisis de las tareas cognitivas de estudiantes reales que
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interaccionan con el sistema, de forma que aprenda a partir de ellos. Mediante esta
inicializacio´n, el coste del aprendizaje del sistema decrece.
Como conclusiones a su trabajo, se pueden distinguir las siguientes ventajas:
1. El coste de construir y validar el sistema es menor que en los sistemas an-
teriores, donde habı´a que definir una a una las estrategias pedago´gicas de
cada estudiante en cada instante, las diferencias que existı´an entre ellas y, si
fallaban, por que´ y co´mo solucionarlo.
2. El sistema es capaz de adaptarse a las necesidades de cada estudiante indivi-
dual, automatizando la toma de decisiones del tutor inteligente aprendiendo
el comportamiento de los estudiantes observando a conjuntos de usuarios.
Como puntos de´biles en el trabajo de Beck se observa que:
Aplica aprendizaje por refuerzo al modelo del estudiante, donde existen
muchas caracterı´sticas propias de cada estudiante que el sistema ha de tener
en cuenta. Al tener en cuenta tantas caracterı´sticas, el proceso de aprendi-
zaje del sistema sera´ muy lento.
Beck aplica el modelo de aprendizaje por refuerzo con el objetivo de se-
cuenciar el contenido del sistema a alto nivel en el a´rbol de conocimiento (a
nivel de tema), sin tener en cuenta el orden de presentacio´n de las tareas o
ı´tems de conocimiento de cada tema.
Utiliza una polı´tica de exploracio´n/explotacio´n e-greedy, sin estudiar si la
aplicacio´n de otras polı´ticas de exploracio´n/explotacio´n pudieran ser venta-
josas en sistemas de educacio´n a distancia.
Todos estos puntos de´biles encontrados en el trabajo de Beck, se analizan en
profundidad en el apartado 2.5. En el siguiente apartado se estudiara´ en detalle la
te´cnica de Aprendizaje por Refuerzo.
2.4. Profundizando en el Modelo de Aprendizaje por
Refuerzo
El objetivo del aprendizaje por refuerzo [Kaelbling et al., 1996] es que un
agente siga un comportamiento o´ptimo al tratar de alcanzar sus objetivos, me-
diante la ejecucio´n de acciones elegidas mediante prueba y error, dependiendo
u´nicamente de la percepcio´n que posee del entorno y el estado en el que se en-
cuentra. El entorno es el encargado de proporcionar refuerzos al agente para guiar
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su aprendizaje. El refuerzo aplicado sera´ positivo si se ejecuta una accio´n ade-
cuada en el estado en el que se encuentra el agente, y negativo o nulo en otro
caso.
El propo´sito del agente es obtener el mayor refuerzo positivo en cada instante
y, de esta forma, indirectamente, realizar un comportamiento o´ptimo global en la
consecucio´n de sus objetivos.
Este tipo de aprendizaje se utiliza en muchos y muy variados tipos de proble-
mas, desde aprender a controlar robots mo´viles, hasta controlar centrales quı´mi-
cas, pasando por aprender a jugar al ajedrez, sobre todo en sistemas donde la inte-
raccio´n con el entorno es muy activa y dina´mica, como es el caso de la propuesta
que se realiza en este trabajo.
Una de las principales ventajas del aprendizaje por refuerzo se enuncia en el
principio de optimalidad de Bellman [Bellman, 1957]: “Una polı´tica o´ptima tiene
la propiedad de que sea cual sea el estado inicial y la decisio´n inicial, el resto de
las decisiones deben constituir una polı´tica o´ptima para alcanzar el estado final a
partir de la primera decisio´n”. Es decir, sea cual sea el estado inicial del entorno,
mediante mecanismos de aprendizaje por refuerzo, el sistema llega a la solucio´n
del problema.
2.4.1. Componentes
La definicio´n de aprendizaje por refuerzo segu´n [Kaelbling et al., 1996] es la
siguiente: sea un agente que, encontra´ndose en un estado concreto, s, que percibe
segu´n una entrada, i, realiza una accio´n, a. Esta accio´n produce un cambio de
estado en el entorno, que proporciona al agente una sen˜al de refuerzo, r (ver Figura
2.2):
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Figura 2.2: Modelo de Aprendizaje por Refuerzo.
Por lo tanto, existen los siguientes componentes en el modelo de aprendizaje
por refuerzo:
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S: conjunto de estados posibles del entorno.
A: conjunto de acciones que realiza el agente.
I: funcio´n de entrada al agente que indica co´mo percibe el agente el estado
actual del entorno.
R: conjunto de sen˜ales de refuerzo que percibe el agente al cambiar el estado
del entorno tras la ejecucio´n de una accio´n.
T : funcio´n que realiza las transiciones de estado.
2.4.2. Procesos de Decisio´n de Markov
El modelo ma´s utilizado para definir los problemas de refuerzo retardado es
el de los Procesos de Decisio´n de Markov (MDP: Markov Decision Problems)
[Bellman, 1957], que define la dina´mica del entorno del problema mediante las
funciones de transicio´n de estado, T, y de refuerzo, R:
R : SxA → R, donde para cada estado y accio´n se produce un refuerzo
(esperanza del refuerzo en el siguiente instante):
R(s, a) = Rass′ = E{rt+1|st = s, at = a} (2.1)
T : SxA → Π(S), donde para cada estado y accio´n existe una distribucio´n
de probabilidad sobre el conjunto S, de forma que T (s, a, s′) es la proba-
bilidad de que se realice la transicio´n a s′, encontra´ndose en el estado s y
ejecutando la accio´n a.
T (s, a, s′) = P ass′ = Pr{st+1 = s′|st = s, at = a} (2.2)
Por lo tanto, el objetivo del agente para aprender un comportamiento o´ptimo
es encontrar la polı´tica pi que maximice el refuerzo obtenido en la consecucio´n de
sus objetivos.
Una de las propiedades ma´s importantes de los procesos de decisio´n de Mar-
kov (MDP) es que no tienen en cuenta por que´ estados se ha pasado anteriormente,
sino que a partir de estado actual, el agente puede decidir que´ accio´n tomar. Para
poder tener en cuenta los estados pasados, existen, por tanto, sen˜ales de estado
que resumen toda la informacio´n anterior relevante para el problema, denomina-
das funciones Markovianas. Estas funciones indican que la probabilidad de que
un agente se encuentre en un estado, recibiendo un determinado refuerzo, depende
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u´nicamente del estado en el que se encontraba en el instante anterior y la accio´n
ejecutada. Estas propiedades se definen como:
Pr{st+1 = s′, rt+1 = r|st, at} =
Pr{st+1 = s′, rt+1 = r|st, at, rt, st−1, at−1, rt−1, . . . , s0, a0, r0} (2.3)
Se denomina proceso de decisio´n de Markov a todo problema de aprendizaje
que satisface esta propiedad. Adema´s, si el nu´mero de estados y acciones definidos
en el problema son finitos, se le denomina MDP finito.
2.4.3. Puntos Clave en el Aprendizaje por Refuerzo
A la hora de definir cualquier problema de aprendizaje por refuerzo, es ne-
cesario tener en cuenta los siguientes aspectos del problema a tratar [Mitchell,
1997] [Ferna´ndez, 1999]:
1. Aplicacio´n del refuerzo. Es necesario decidir en que´ momento se ha de
aplicar la sen˜al de refuerzo sobre el agente. En algunos casos es necesario
aplicarlo inmediatamente despue´s del cambio de estado percibido por la
accio´n realizada, ya que en cada estado se conoce lo bueno o malo que es
haberlo alcanzado. Sin embargo, en otros casos no se conoce la bondad del
estado inmediatamente despue´s de la ejecucio´n de la accio´n elegida, siendo
necesaria la ejecucio´n de varias, o incluso siendo necesario llegar al objetivo
final del problema.
2. Exploracio´n versus Explotacio´n. Tambie´n es necesario definir que´ tipo
de estrategias de exploracio´n se van a utilizar. Las estrategias de explota-
cio´n tratan la utilizacio´n de conocimiento adquirido previamente, al generar
planes de ejecucio´n. Sin embargo, las estrategias de exploracio´n tratan de
buscar nuevas alternativas con las que obtener eficazmente los objetivos. La
calidad de la estrategia elegida sera´ determinante en la eficiencia y eficacia
del proceso de aprendizaje.
3. Parcialidad en la observacio´n de los estados. En algunos casos, el agente
es incapaz de percibir el estado completo en el que se encuentra el entorno.
Debido a este problema, el agente puede no distinguir la diferencia existente
entre estados.
4. Indeterminismo en acciones y refuerzos. En algunos entornos, la ejecu-
cio´n de una accio´n desde un estado concreto puede que lleve al agente a
varios estados finales diferentes. Este indeterminismo puede deberse a pro-
blemas en la percepcio´n del estado en el que se encuentra (ruido en los
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sensores), o debido a que las acciones que ejecuta no son deterministas.
Por lo tanto, el refuerzo que obtiene el agente al realizar una accio´n puede
variar, ya que la bondad del estado al que se ha llegado puede ser distinta.
5. Dominios continuos o de gran taman˜o. En el mundo real, la mayorı´a de
los dominios son continuos y, por lo tanto, los estados en los que se puede
encontrar el entorno son infinitos. Tambie´n ocurre a menudo que el conjun-
to de acciones va´lidas que puede realizar un agente son infinitas. Cuando
esto ocurre, es necesario un mecanismo de discretizacio´n de los valores que
pueden adoptar los estados y/o acciones. A este problema se le denomina
generalizacio´n de estados y acciones.
6. Integracio´n de habilidades. Las acciones que pueden realizar los agentes
podrı´an agruparse segu´n ciertas caracterı´sticas, de manera que se reduce el
nu´mero de acciones que puede realizar el agente en un determinado estado.
2.4.4. Clasificacio´n de Algoritmos
Existen un gran nu´mero de clasificaciones de los algoritmos de aprendizaje por
refuerzo. Una de ellas, que se explica a continuacio´n, se basa en el conocimiento
que se posee del dominio:
Si se conoce toda la dina´mica del entorno (estados (S), acciones (A) y fun-
ciones de transicio´n (T ) y refuerzo (R)), se pueden aplicar te´cnicas de pro-
gramacio´n dina´mica [Bellman, 1957].
En el caso de que se conozcan los estados y acciones, pero no sus efectos en
el entorno, no se puede aplicar programacio´n dina´mica, al no conocer todos
los para´metros del algoritmo y, por lo tanto, se han de aplicar otras te´cnicas
de aprendizaje. Este tipo de problemas se pueden subdividir a su vez en dos,
dependiendo de la forma de realizar el aprendizaje:
• Me´todos basados en el modelo: algunas veces es interesante aprender
primero el modelo del dominio (los para´metros que no se conocı´an del
modelo) para posteriormente aplicar programacio´n dina´mica sobre el
mismo [Sutton, 1990] [Sutton, 1991].
• Me´todos libres de modelo: en otros casos no interesa aprender el mo-
delo, ya que, entre otras cosas, necesita de mucha exploracio´n y coste
computacional [Watkins, 1989].
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2.4.5. Funciones de Utilidad
La mayorı´a de los algoritmos de aprendizaje por refuerzo se basan en las lla-
madas funciones de valor, que estiman lo bueno que es encontrarse en un deter-
minado estado y lo bueno que es ejecutar una accio´n desde ese estado. La funcio´n
de valor-estado, Vpi(s), es el refuerzo que se espera obtener si el agente se deja
guiar por una polı´tica de accio´n, pi, desde el estado, s, hasta el infinito, donde γ es
el para´metro de descuento de las futuras acciones (ver ecuacio´n 2.4):
V pi(s) = Epi{Rt|st = s} = Epi{
∞∑
k=0
γkrt+k+1|st = s} (2.4)
donde Epi{} denota el valor esperado si el agente sigue la polı´tica pi.
Existe tambie´n otra funcio´n en la que se basan este tipo de algoritmos, la
funcio´n de valor-accio´n, Qpi (s,a), que estima el refuerzo que se espera obtener
si el agente se deja guiar por una polı´tica de accio´n, pi, desde el estado s hasta el
infinito, comenzando por ejecutar la accio´n a (ver ecuacio´n 2.5):
Qpi(s, a) = Epi{Rt|st = s, at = a} = Epi{
∞∑
k=0
γkrt+k+1|st = s, at = a} (2.5)
Estas funciones de valor nos proporcionan un buen me´todo de comparacio´n de
calidad de polı´ticas (pi). Por ejemplo, se podrı´a decir que la polı´tica ma´s adecuada
es la que proporciona una ganancia mayor, tal y como se define en la ecuacio´n
2.6:
pi ≥ pi′si y so´lo si V pi(s) ≥ V pi′(s)∀s ∈ S (2.6)
Se denomina polı´tica o´ptima, pi∗, a la polı´tica que proporciona una funcio´n de
valor-estado o´ptima, definida en la ecuacio´n 2.7:
V ∗(s) = ma´x
pi
V pi(s)∀s ∈ S (2.7)
y una funcio´n de valor-accio´n o´ptima (ver ecuacio´n 2.8):
Q∗(s, a) = ma´x
pi
Qpi(s, a)∀s ∈ S,∀a ∈ A (2.8)
Por lo tanto, se puede decir que la bu´squeda de una polı´tica o´ptima se basa
en la bu´squeda de la funcio´n de valor o´ptima, dado que la polı´tica Π∗ puede ser
obtenida a partir de Q∗, tal y como se define en la ecuacio´n 2.9:
Π∗(s) = argama´xQ
∗(s, a) (2.9)
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2.4.6. Q-learning: un Algoritmo de Aprendizaje por Refuerzo
El algoritmo Q-learning [Watkins, 1989] [Watkins and Dayan, 1992] imple-
menta un me´todo de aprendizaje por refuerzo libre del modelo que utiliza te´cnicas
de aprendizaje por diferencia temporal (TD: Temporal-Difference learning). Este
tipo de te´cnicas aprenden directamente de la experiencia, es decir, no se basan en
ningu´n modelo de dinamismo del entorno, basa´ndose u´nicamente en la funcio´n de
valor-accio´n, Q(s, a), para aprender.
Este algoritmo se basa en la actualizacio´n iterativa de la funcio´n Q(s, a), tal y
como define la ecuacio´n 2.10 para el caso determinista:
Q(s, a) = R(s, a) + γma´x
a′
Q(s′, a′) (2.10)
En entornos no deterministas, como ocurre en el entorno de los tutores inteli-
gentes, la ecuacio´n 2.10 no se puede aplicar, ya que no tiene en cuenta las proba-
bilidades de cambiar o no de estado, por lo que la ecuacio´n de evaluacio´n Q(s, a)
se redefine segu´n la ecuacio´n 2.11. Al redefinir la ecuacio´n, se tienen en cuenta
los casos en los que la ejecucio´n de una accio´n desde un estado puede llevar al
agente a estados distintos con la probabilidad α. El para´metro alpha mide cua´nto
se tiene en cuenta el nuevo valor estimado para Q(s, a) y cua´nta importancia se
da al valor antiguo, influyendo en la velocidad del aprendizaje del sistema.
Qt(s, a) = (1− αt)Qt−1(s′, a′) + αt[R(s, a) + γma´x
a′
Qt−1(s′, a′)] (2.11)
Esta definicio´n recursiva de la funcio´n de estado-accio´n proporciona la base
para algoritmos que aproximan Q de forma iterativa, por ejemplo, el algoritmo
Q-learning presentado en esta seccio´n.
En la Tabla 1 se puede observar el algoritmo Q-learning para procesos de de-
cisio´n de Markov no deterministas, donde se han asumido acciones y refuerzos no
deterministas, y el factor de descuento en futuras acciones, γ, sera´ una constan-
te tal que 0 ≤ γ < 1, siendo α el para´metro de aprendizaje del algoritmo, cuyos
valores varı´an entre 0 ≤ α < 1.
Una de las principales caracterı´sticas de este algoritmo es que no requiere
que el agente ejecute secuencias o´ptimas para converger a una polı´tica o´ptima
[Mitchell, 1997], pudiendo aprender la funcio´n Q, representada habitualmente de
forma tabular y, por lo tanto, la polı´tica o´ptima, ejecutando en cada paso acciones
elegidas de forma aleatoria, siempre que los pares estado-accio´n sean visitados un
nu´mero suficiente de veces.
En este momento, se puede intuir la complejidad de este algoritmo. Como se
ha dicho anteriormente, para converger, es necesario visitar todos los posibles pa-
res estado-accio´n varias veces, que en determinados dominios puede ser un gran
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Algoritmo Q-learning
Inicializar Q(s, a) arbitrariamente
Repetir (para cada episodio)
• Inicializar s
• Repetir
◦ Seleccionar una accio´n a a partir de s usando una polı´ti-
ca, pi, derivada de Q
◦ Ejecutar la accio´n a observando el refuerzo inmediato
recibido, r, y el siguiente estado, s′
◦ Actualizar la entrada de la tabla, Q(s, a) con la ecua-
cio´n:
Qt(s, a) = (1−αt)Qt−1(s′, a′)+αt[R(s, a)+γma´x
a′
Qt−1(s′, a′)] (2.12)
◦ s = s′
Hasta que s sea un estado final
Figura 2.3: Algoritmo Q-learning.
inconveniente. Un gran nu´mero de estados y/o de acciones diferentes son poco
eficientes, siendo necesario en la mayorı´a de los casos acotar la bu´squeda del
comportamiento o´ptimo. Es necesario en este punto advertir al lector de las des-
ventajas y peligros que pueden existir al acotar esta bu´squeda, donde, por ejemplo,
se puede caer en mı´nimos locales si no se realiza toda la exploracio´n sobre el do-
minio. Es decir, se podrı´a encontrar un buen comportamiento, pero no el o´ptimo.
Una estrategia para el tratamiento de grandes cantidades de informacio´n, es
tratarla de forma jera´rquica. En muchos casos, las soluciones jera´rquicas realizan
una ligera mejora en la optimizacio´n del desarrollo del sistema, pero potencial-
mente introducen una gran eficiencia en tiempo de ejecucio´n, de aprendizaje y de
espacio [Kaelbling et al., 1996], implicando reducciones exponenciales del coste
computacional al encontrar polı´ticas o´ptimas [Dietterich, 2000]. La descompo-
sicio´n en subproblemas tiene muchas ventajas, como por ejemplo, las polı´ticas
aprendidas en los subproblemas pueden ser compartidas (o reutilizadas) por mu-
chas tareas de los padres de la jerarquı´a; los valores de las funciones aprendidas
en subproblemas pueden ser compartidas, de forma que el aprendizaje total se
acelera; y la abstraccio´n de estados puede ser aplicada de forma que la funcio´n
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de valor final puede ser representada como una suma de funciones de valor que
dependen so´lo del subconjunto de las variables de estado. Todo esto implica que
se necesita menos datos para aprender y, por lo tanto, el aprendizaje sera´ ma´s
ra´pido. Existen distintos algoritmos de aprendizaje que se podrı´an utilizar, como
Q-learning Feudal (del ingle´s Feudal Q-learning) [Albus, 1981] [Barto et al.,
1995], Q-learning Composicional (del ingle´s Compositional Q-learning) [Singh,
1992] [Singh, 1993], Q-learning con distancia jera´rquica a la meta (del ingle´s
HDG: Hierarchical Distance Goal) [Kaelbling et al., 1993], etc.
2.4.7. Exploracio´n vs Explotacio´n
Una de las caracterı´sticas ma´s importantes que distinguen el aprendizaje por
refuerzo de otro tipos de aprendizaje es que utiliza informacio´n de entrenamien-
to y evalu´a las acciones tomadas, y no tanto las instrucciones que proporcionan
acciones correctas. Por ello se crea la necesidad de que el agente que aprende
mediante aprendizaje por refuerzo explore de forma activa el entorno, buscando
explı´citamente las mejores acciones a ejecutar en cada instante mediante prueba y
error con el objetivo de conseguir buenos comportamientos.
Existen dos tipos de realimentacio´n (del ingle´s feedback) que se han usado en
problemas de aprendizaje:
La realimentacio´n puramente evaluativa indica co´mo de buena es la accio´n
tomada, pero no si es la mejor o la peor accio´n posible. Normalmente los
me´todos de optimizacio´n de funciones se basan en este tipo de realimenta-
cio´n. Depende u´nicamente de la accio´n ejecutada por u´ltima vez.
La realimentacio´n puramente instructiva, por otro lado, indica cua´l es la ac-
cio´n correcta a ejecutar a continuacio´n, independientemente de la accio´n
ejecutada por u´ltima vez. Este tipo de realimentacio´n sirve como base nor-
malmente al aprendizaje supervisado, incluyendo clasificacio´n de patrones,
redes neuronales artificiales y sistemas de identificacio´n. Este tipo de rea-
limentacio´n es totalmente independiente de la accio´n ejecutada en u´ltima
instancia.
En aprendizaje por refuerzo se utiliza la realimentacio´n evaluativa, basa´ndose
tı´picamente en la optimizacio´n de las funciones de valor-accio´n (Q(s, a)), por lo
que este apartado se centra en este tipo de realimentacio´n (ver apartado 2.4.5).
En un sistema de aprendizaje, realiza Exploracio´n y Explotacio´n del entorno
cuando utiliza el conocimiento que se posee sobre el valor de las acciones. Si
elige una de las acciones no avariciosas (entendiendo por avariciosas las acciones
cuyo valor estimado es mayor), se dice que se explora el entorno porque permite
mejorar el valor de las acciones no avariciosas. Por otro lado, si elige alguna de las
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acciones avariciosas para ejecutar, se dice que el sistema explota el conocimiento
del entorno.
Mediante Explotacio´n, el sistema maximiza el refuerzo de una determinada
interaccio´n completa con el sistema, pero si se realiza exploracio´n, se producira´ el
mejor refuerzo total de todas las interacciones. Si es mejor explorar o explotar
depende de una gran cantidad de variables, como los valores de las estimaciones
de las acciones, inexactitudes en las estimaciones, el nu´mero de interacciones que
faltan para concluir, etc.
La mejor forma de mejorar la interaccio´n del sistema sera´, en primera instan-
cia, afinar el valor estimado de las acciones del entorno, realizado exploracio´n.
Una vez afinados los valores estimados de las mejores acciones, lo mejor sera´ ex-
plotar este conocimiento. De esta manera se alcanzarı´a el mejor refuerzo total en
el sistema.
Existen muchos me´todos sofisticados para balancear exploracio´n y explota-
cio´n [Sutton and Barto, 1998], normalmente aplicadas a formulaciones matema´ti-
cas particulares de problemas dados. Sin embargo, la mayorı´a de estos me´todos
asumen ciertos datos estacionales y un determinado conocimiento inicial que nor-
malmente es imposible de verificar.
Como se comento´ anteriormente en el capı´tulo 2.4.5, la mayorı´a de los siste-
mas basan su aprendizaje en la funcio´n de valor-accio´n (Q(s, a)), donde Q∗(s, a)
es el valor estimado de la funcio´n Q(s, a) o´ptima.
La regla de seleccio´n ma´s simple en este caso es seleccionar la accio´n con
mayor valor estimado de Q(s, a): Q∗t (s, a) = maxaQt(s, a). Este me´todo siempre
explota el conocimiento actual para maximizar el refuerzo inmediato; no explora
otras acciones de aparentemente menor valor, aunque estas podrı´an ser realmente
mejores. A esta estrategia de seleccio´n de acciones se la denomina estrategia de
explotacio´n avariciosa (del ingle´s greedy).
Una pequen˜a variacio´n a esta estrategia es comportarse de forma avariciosa,
pero con una pequen˜a probabilidad de no elegir la accio´n con mejor valor. A esta
estrategia de exploracio´n/explotacio´n se la denomina e-greedy (tambie´n denomi-
nada regla de seleccio´n casi-avariciosa: del ingle´s near-greedy). Esta estrategia
de seleccio´n de accio´n garantiza que cuando la exploracio´n se lleva a infinito para
todas las acciones, Qt(s, a) converge a Q∗(s, a).
Si se comparan nume´ricamente las dos estrategias de exploracio´n/explotacio´n,
el me´todo greedy hace que el sistema converja a ta´cticas de comportamiento bue-
nas de forma un poco ma´s ra´pida que si se hubiera utilizado e-greedy, pero al-
canza una polı´tica de comportamiento significativamente peor. Esto se debe a que
e-greedy con frecuencia toma acciones sub-o´ptimas al no explorar por completo
el dominio, por lo que optimiza el refuerzo del sistema de forma inmediata, pero
no a largo plazo (sumando el refuerzo de todas las interacciones). Normalmente,
si la varianza de los refuerzo es un valor alto, es mejor realizar al principio ma´s ex-
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ploracio´n, hasta que el sistema encuentra la accio´n o´ptima (utilizando e-greedy),
pero si la varianza no es muy grande, se podrı´a utilizar la estrategia greedy.
Aunque la polı´tica de seleccio´n de accio´n e-greedy es efectiva y popular para
balancear exploracio´n y explotacio´n en el aprendizaje por refuerzo, un problema
de esta polı´tica es cuando explora (no ejecuta la accio´n avariciosa) y escoge por
igual entre todas las acciones. Es decir, podrı´a escoger de igual forma una accio´n
que parece ser la peor, como una accio´n que parece ser la siguiente a la mejor
accio´n. En tareas donde la peor accio´n es muy mala este tipo de eleccio´n no es en
ningu´n caso satisfactoria.
La solucio´n ma´s obvia es variar las probabilidades de accio´n mediante una
funcio´n que estime el valor de una accio´n, de forma que la accio´n con mayor valor
de Q (accio´n avariciosa) continu´e siendo la que posea una probabilidad mayor de
ser elegida, pero el resto de acciones posean un peso estimado de acuerdo a su
funcio´n de valor accio´n. A este tipo de reglas de seleccio´n se las denomina reglas
Softmax, y los me´todos ma´s comunes que utilizan este tipo de reglas utilizan una
distribucio´n de Gibbs o Boltzmann.
En la estrategia de exploracio´n/explotacio´n de Boltzmann, la probabilidad de
ejecutar una accio´n viene dada por la ecuacio´n 2.13. En esta funcio´n, n es el nu´me-
ro total de acciones que puede ejecutar el agente y el para´metro τ posee un valor
positivo y se le denomina temperatura. En este me´todo, cuando la temperatura
es alta (cercana a 1), todas las acciones del entorno son casi equiprobables. Sin
embargo, a bajas temperaturas, la probabilidad de las acciones difiere en su valor
estimado. En el lı´mite cuando τ tiende a cero, la estrategia de seleccio´n de accio´n
de Softmax se comporta igual que la estrategia de seleccio´n de accio´n greedy.
P (a) =

Q(ai)
τ
n∑
aj=1

Q(aj)
τ
(2.13)
Si la estrategia de seleccio´n de accio´n de Softmax es mejor que la estrategia
e-greedy o viceversa no esta´ claro, dependera´ de las tareas a llevar a cabo y de
factores humanos.
Los me´todos discutidos anteriormente dependen en alguna medida de la es-
timacio´n de la funcio´n de valor-accio´n inicial (Q0(a)). En lenguaje estadı´stico,
estos me´todos son parciales en sus estimaciones. Por ejemplo, los me´todos de
media simple, la parcialidad desaparece una vez que todas las acciones se han
seleccionado al menos una vez.
En la pra´ctica, este tipo de parcialidad a veces no es un problema, sino que
algunas veces puede ser de ayuda.
Inicializar los valores de accio´n puede usarse como una manera muy sencilla
de llevar a cabo la exploracio´n en el sistema. Supongamos que en lugar de ini-
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cializar los valores de todas las acciones a cero, lo inicializaramos al valor ma´s
alto (por ejemplo 1). Esta inicializacio´n es optimista. Sea cual sea la accio´n selec-
cionada en primer lugar, el refuerzo es menor o igual que lo que inicialmente se
estimo´. El resultado es que todas las acciones se prueban varias veces antes de que
el valor estimado converja. El sistema realiza ma´s exploracio´n, incluso cuando se
selecciona la accio´n mediante el me´todo greedy.
Al utilizar el me´todo de inicializacio´n optimista, los sistemas convergera´n ma´s
tarde, ya que realizan ma´s exploracio´n, pero llegara´n con una probabilidad mayor
a ejecutar la accio´n o´ptima. Este me´todo es muy simple, pero bastante efectivo pa-
ra problemas estacionarios, pero no se puede generalizar como u´til para todos los
problemas de exploracio´n. Por ejemplo, si se trata de un problema no estacionario
no sirve, ya que su exploracio´n es inherentemente temporal. Si la tarea cambia, se
crearı´a una necesidad nueva de exploracio´n y este me´todo no podrı´a ayudar.
2.5. Discusio´n
En este capı´tulo se ha revisado el estado de la cuestio´n de los sistemas in-
forma´ticos educativos, reparando principalmente en las ventajas que ofrece la apli-
cacio´n de me´todos y te´cnicas de inteligencia artificial proporcionando adaptacio´n
individualizada a cada estudiante que interactu´a con el sistema. Adema´s, se ha
realizado una introduccio´n al aprendizaje por refuerzo y sus principales elemen-
tos.
En esta tesis se propone la aplicacio´n del modelo de Aprendizaje por Refuer-
zo en sistemas de ensen˜anza, planteando diferencias significativas al trabajo de
[Beck, 2001].
La aplicacio´n de aprendizaje por refuerzo en los sistemas de ensen˜anza sol-
venta uno de los mayores problemas de este tipo de sistemas: la definicio´n de las
estrategias pedago´gicas a seguir, dependiendo de cada estudiante en cada momen-
to. Se entiende como estrategia pedago´gica a la secuencia de tareas (definiciones,
introducciones, ejemplos, resu´menes, etc.) que realiza el tutor del curso con el
propo´sito de ensen˜ar la materia a los alumnos.
Hasta el momento, la mayorı´a de los sistemas de educacio´n se construı´an a
partir de sistemas expertos basados en reglas. Estas reglas eran costosas de co-
dificar, por la existencia de una gran cantidad de reglas para lograr una mayor
adaptacio´n al usuario, y por la dificultad de incorporar el conocimiento de los
expertos (tutores humanos) en el sistema.
Otra caracterı´stica importante del modelo de aprendizaje por refuerzo es la
flexibilidad ante el ruido. Por ejemplo, hay situaciones en las que no es fa´cil de-
terminar el conocimiento que tiene un estudiante sobre un tema dado, por lo que
es sencillo cometer errores en la evaluacio´n de su conocimiento.
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Puesto que los u´nicos trabajos que han utilizado aprendizaje por refuerzo en
este tipo de sistemas son los de [Beck, 2001], a continuacio´n se detallan las prin-
cipales diferencias encontradas:
1. Aplicacio´n de Aprendizaje por Refuerzo. La diferencia principal se ba-
sa en la aplicacio´n del modelo de Aprendizaje por Refuerzo. Beck aplica
esta te´cnica en el modelo del estudiante, definiendo el estado del sistema
como todas las caracterı´sticas de aprendizaje del estudiante, incluyendo el
conocimiento que tiene el estudiante sobre los temas principales descritos
en el mo´dulo del dominio entre otras muchas caracterı´sticas del usuario.
Beck, por lo tanto, aplicaba la inteligencia artificial al modelo del estudian-
te, adapta´ndose a cada uno de ellos dependiendo de todas sus caracterı´sticas
de aprendizaje. Esta solucio´n tiene un problema fundamental, y es que las
caracterı´sticas de aprendizaje del estudiante a tener en cuenta son muchas y
muy variadas, creciendo el espacio de estados y dificultando el aprendizaje.
Adema´s, el sistema aprende muy despacio, ya que el programa aprende a
comportarse a partir de la interaccio´n con otros estudiantes de exactamente
las mismas caracterı´sticas de aprendizaje. Por ello, en esta tesis se propo-
ne la aplicacio´n del modelo de Aprendizaje por Refuerzo principalmente
en el mo´dulo pedago´gico del programa de ensen˜anza, donde el estado se
define como u´nicamente el conocimiento que tiene el estudiante sobre los
temas del dominio. La principal ventaja de nuestro sistema en este punto es
que el sistema es capaz de adaptarse de forma dina´mica a los estudiantes
que interaccionan con el sistema, sin necesidad de contemplar como ca-
racterı´sticas del estudiante otras caracterı´sticas distintas a su conocimiento
sobre los temas del dominio. Una mejora a nuestro sistema serı´a realizar
un modelado de estudiante detallado y una posterior clasificacio´n de los
mismos dependiendo de sus caracterı´sticas de aprendizaje. Una vez clasifi-
cados, al interactuar con nuestro sistema, e´ste permitirı´a una mayor y ma´s
ra´pida adaptacio´n a los estudiantes.
2. Adaptacio´n a bajo nivel en el a´rbol de conocimiento. En el trabajo de
Beck se aplica el modelo de Aprendizaje por Refuerzo a los temas del a´rbol
de conocimiento (a alto nivel), aprendiendo secuencias de contenidos de
temas. En nuestro trabajo se propone aplicar este mismo modelo a las tareas
de cada uno de los temas, secuenciando el contenido del sistema a bajo
nivel en el a´rbol del dominio (definiciones, introducciones, ejercicios, etc.),
siendo capaz tambie´n de decidir en que´ formato presentar los contenidos
a los estudiantes segu´n sus preferencias cuando estas tareas se encuentran
almacenadas en el sistema en distintos formatos.
3. Polı´tica de aprendizaje. Tambie´n se estudiara´ la importancia de la elec-
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cio´n de la polı´tica de aprendizaje del sistema desde el punto de vista del
algoritmo de Aprendizaje por Refuerzo, donde se evaluara´n las ventajas e
inconvenientes de utilizar estrategias de exploracio´n y explotacio´n a la hora
de elegir el siguiente conocimiento a mostrar al estudiante. Beck utiliza en
su sistema una polı´tica avariciosa (e-greedy), mientras que otros tipos de
polı´ticas podrı´an ser ventajosas a la hora de presentar el conocimiento al
estudiante, como la polı´tica de Boltzmann.
Capı´tulo 3
Propuesta
En el capı´tulo anterior se han expuesto las ventajas que existen al aplicar te´cni-
cas y me´todos de inteligencia artificial en los sistemas de educacio´n a distancia.
Gracias a la aplicacio´n de inteligencia artificial a este tipo de sistemas informa´ti-
cos, estos sistemas son capaces de adaptarse a cada estudiante que interactu´a con
ellos individualmente, segu´n las necesidades pedago´gicas que tengan en cada ins-
tante.
En este capı´tulo se expone la propuesta de aplicar Aprendizaje por Refuerzo
en el dominio de los sistemas informa´ticos de educacio´n a distancia, a trave´s de
Internet, representando de forma implı´cita la polı´tica pedago´gica que adopta el
sistema con cada estudiante.
Como se comento´ en el apartado anterior, hasta el momento, la mayorı´a de los
sistemas educativos se basan en sistemas expertos donde es necesario definir cada
estrategia pedago´gica a seguir cuando se interacciona con cada estudiante en cada
instante de la interaccio´n. La definicio´n de cada una de las estrategias pedago´gicas
era difı´cil y costosa de llevar a cabo.
Al definir el problema de adaptacio´n de secuencias de contenidos como un
problema de Aprendizaje por Refuerzo, se evita tener que definir una a una cada
estrategia pedago´gica. Adema´s, el sistema es capaz de filtrar pequen˜as ocurrencias
de ruido en el dominio como, por ejemplo, algunos errores cometidos al evaluar
el grado de conocimiento de los estudiantes ante un determinado tema del cur-
so que se desea que aprenda. El modelo propuesto se ha denominado RLATES
(Reinforcement Learning in Adaptive and inTelligent Educativo Systems).
En este capı´tulo, en la seccio´n 3.1, se expone la motivacio´n de la propuesta; en
la seccio´n 3.2 se exponen los detalles de la aplicacio´n del modelo de Aprendizaje
por Refuerzo representando de forma implı´cita las ta´cticas pedago´gica del sistema
educativo; posteriormente, en la seccio´n 3.3, se detallan los procesos de disen˜o
e implementacio´n del sistema RLATES, definiendo cada uno de sus mo´dulos e
introduciendo la implementacio´n del sistema; para finalizar, en la seccio´n 3.4 se
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presentan detalles de adaptacio´n del interfaz de usuario derivados de la aplicacio´n
del modelo de Aprendizaje por Refuerzo.
3.1. Motivacio´n
Un Sistema de Educacio´n a Distancia es un sistema software que utiliza te´cni-
cas de inteligencia artificial para representar el conocimiento e interactu´a con los
estudiantes con el objetivo de que e´stos lo aprendan [VanLehn, 1988]. El aprendi-
zaje por parte del alumno supone el desarrollo de nuevo conocimiento y compren-
sio´n a trave´s de una asimilacio´n individual [Rea et al., 2000]. Esto implica que
debe existir una comunicacio´n clara y efectiva que facilite la interaccio´n entre el
estudiante y el tutor de forma que se mantenga la atencio´n del alumno, adapta´ndo-
se dina´micamente en cada momento a sus necesidades.
Uno de los principales problemas en los sistemas educativos es precisamente
e´ste: adaptarse a las necesidades del usuario con el que interactu´a en cada instan-
te. Para conseguir esta adaptacio´n dina´mica, el sistema ha de definir, entre otras
cosas, la polı´tica de ensen˜anza a seguir (secuencias del contenido del curso, reali-
mentacio´n en la ensen˜anza, formato en el que se muestra el contenido, etc.) para
cada interaccio´n con el estudiante. Un medio de adaptacio´n al usuario es me-
diante las llamadas estrategias pedago´gicas, que especifican co´mo se secuencia el
contenido, que´ tipo de realimentacio´n se proporciona en la ensen˜anza, cua´ndo y
co´mo se muestra, explica o resume el contenido del tutor (problemas, definiciones,
ejemplos, etc.) [Murray, 1999b].
La eleccio´n de una estrategia de ensen˜anza no es tarea sencilla, plantea´ndose
la necesidad de definir distintas estrategias segu´n las necesidades de cada usua-
rio y especificando en que´ situaciones se diferencian [Khan and Yip, 1996], con
la problema´tica an˜adida de, si falla en la eleccio´n, encontrar el por que´. En la
bibliografı´a se pueden encontrar diversas te´cnicas de definicio´n de polı´ticas pe-
dago´gicas (planificacio´n, heurı´sticas, etc.), pero e´stas suelen introducir problemas
difı´ciles de resolver (ver seccio´n 2.3.1).
En este trabajo se propone definir el problema de los sistemas educativos co-
mo un problema de Aprendizaje por Refuerzo, de forma que el sistema aprende
a ensen˜ar de forma o´ptima a cada alumno, basa´ndose u´nicamente en la experien-
cia adquirida con otros alumnos con caracterı´sticas de aprendizaje similares a las
suyas. El sistema sera´ capaz de aprender la secuencia de tareas (o acciones) en
el formato adecuado para cada estudiante, dependiendo de sus caracterı´sticas de
aprendizaje. De esta forma, se evita tener que definir una a una las posibles es-
trategias pedago´gicas a seguir. Para ello, se propone la utilizacio´n de te´cnicas de
Aprendizaje por Refuerzo en el mo´dulo pedago´gico del tutor. Esta te´cnica permi-
te definir ta´cticas de comportamiento basadas en el conocimiento del alumno en
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cada instante, en lugar de utilizar ta´cticas predefinidas de antemano.
El aprendizaje del tutor inteligente se realiza mediante prueba y error de for-
ma paralela al aprendizaje del estudiante. Este me´todo se apoya en la ensen˜anza
tradicional, donde los tutores humanos aprenden a hacer frente a los alumnos a
trave´s de una largo proceso de prueba y error [Rea et al., 2000].
3.2. Adaptacio´n Dina´mica Mediante Aprendizaje por
Refuerzo
En este apartado se propone una representacio´n para la definicio´n del mo´dulo
pedago´gico de un sistema de educacio´n Web desde el punto de vista del Apren-
dizaje por Refuerzo. Para realizar una representacio´n completa, a continuacio´n se
definen cada una de las caracterı´sticas de los problemas de Aprendizaje por Re-
fuerzo, aplica´ndolas al entorno de los sistemas de ensen˜anza. Al modelo propuesto
se le ha llamado RLATES (Reinforcement Learning in Adaptative and inTelligent
Educational Systems).
3.2.1. Descripcio´n del Modelo
En este apartado se realiza una descripcio´n a alto nivel de la forma en la que
se ha aplicado el modelo de Aprendizaje por Refuerzo al dominio de los Sistemas
Educativos Adaptativos e Inteligentes en Web, describiendo en un nivel conceptual
cada componente que participa en el modelo.
En la Figura 3.1 se presentan los componentes del modelo de Aprendizaje por
Refuerzo aplicados a los SEAIs en Web. En el dominio de los sistemas de edu-
cacio´n a distancia, los estudiantes interaccionara´n con el sistema de educacio´n
(en nuestro caso RLATES) para aprender los contenidos del curso almacenados
en el sistema. El sistema almacena toda la informacio´n del curso en un mo´dulo
denominado mo´dulo del dominio (ver seccio´n 2.1.4). El contenido del curso se
almacenara´ en forma de conceptos que pueden resultar interesantes para el estu-
diante.
Antes de interaccionar con el sistema, cada estudiante se encontrara´ en un
determinado estado de conocimiento (s) sobre el material del curso que imparte
RLATES. Este estado de conocimiento el sistema lo percibe evaluando el grado
de conocimiento que posee el alumno sobre cada uno de las unidades de cono-
cimiento que contiene en su mo´dulo del dominio (mediante exa´menes o tests de
evaluacio´n). Al evaluar el grado de conocimiento del estudiante, el sistema puede
percibir datos de evaluacio´n ruidosos, percibiendo un estado de conocimiento del
estudiante distinto al que realmente posee. Esto se puede deber a muy diversos
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Figura 3.1: Esquema de Aprendizaje por Refuerzo aplicado a los SEAI
factores: por ejemplo, si el examen es de tipo test, el estudiante podrı´a acertar
la respuesta correcta por casualidad; o podrı´a ocurrir que el estudiante no leyera
bien la pregunta del examen y contestara de forma erro´nea conociendo la respues-
ta correcta; o el estudiante podrı´a despistarse al realizar el examen y no contestar
adecuadamente a las preguntas; etc. Al estado que percibe el sistema tras evaluar
el conocimiento del estudiante se le denomina s′.
Una vez que el sistema ha percibido el estado de conocimiento en el que se
encuentra el estudiante, e´ste evalu´a co´mo de bueno es el estado actual del estu-
diante. Normalmente, el estudiante desea alcanzar un objetivo que en sistemas de
educacio´n suele coincidir con aprender todo el conocimiento del curso. En este
caso, el sistema supondra´ que cuando el estudiante conoce todos los conceptos de
su modelo del dominio, e´ste ha llegado a su objetivo, encontra´ndose en un esta-
do realmente bueno para el estudiante actual. Siempre que el estudiante modifica
su estado de conocimiento, el sistema percibe una sen˜al de refuerzo (r) indican-
do la bondad del estado de conocimiento nuevo. El sistema tendra´ en cuenta esta
sen˜al de refuerzo para seguir una polı´tica de comportamiento adecuada para el
estudiante (Π).
Segu´n el estado de conocimiento percibido por el sistema, e´ste tomara´ una
decisio´n: si el estudiante no ha llegado a su objetivo, RLATES elegira´ un concepto
nuevo para mostrar al estudiante; mientras que si el estudiante ha llegado a su
estado meta, RLATES finaliza la interaccio´n con el estudiante actual.
Cuando el estudiante estudia los conceptos que el sistema le ha proporciona-
do (creando dina´micamente una pa´gina web si se trata de un sistema de educa-
cio´n Web), este estudiante podra´ cambiar o no de estado de conocimiento sobre
el dominio, dependiendo de si los conceptos mostrados por el sistema eran pe-
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dago´gicamente adecuados para que el estudiante aprendiera en ese instante de la
interaccio´n. En este punto se repetirı´a el ciclo: el sistema tendrı´a que volver a eva-
luar el conocimiento del estudiante, mostrarle nuevos conceptos, y continuar de
esta manera hasta que el alumno llegara a un estado meta.
La eleccio´n de los siguientes conceptos a mostrar al estudiante en RLATES
se basa en el conocimiento que posee de previas interacciones con otros estudian-
tes de las mismas caracterı´sticas de aprendizaje. Este conocimiento en sistemas
de aprendizaje por refuerzo se puede almacenar en varias funciones de aprendi-
zaje (ver seccio´n 2.4.5). En RLATES se ha utilizado la funcio´n de valor-accio´n
(Q(s, a)). El aprendizaje de la funcio´n Q(s, a) puede llevarse a cabo de diver-
sas formas, desde programacio´n dina´mica [Bellman, 1957] hasta me´todos libres
del modelo [Sutton, 1988]. En RLATES el algoritmo de aprendizaje por refuer-
zo que aprende la funcio´n Q(s, a) es el algoritmo Q-learning [Watkins, 1989]
(ver seccio´n 2.4.6). Este algoritmo permite que el sistema aprenda directamente
de la experiencia, basa´ndose en la funcio´n de valor-accio´n (Q(s, a)) para definir
su polı´tica de accio´n. Una de las caracterı´sticas principales de este algoritmo es
que no necesita que el sistema ejecute secuencias o´ptimas para converger [Mit-
chell, 1997], siendo capaz de aprender la funcio´n Q y, de esta forma, la polı´tica
de comportamiento o´ptima. Esta caracterı´stica es muy importante en los sistemas
de ensen˜anza, ya que el aprendizaje esta´ basado en la interaccio´n con los usuarios
y esto implica un alto coste.
El algoritmo Q-learning adaptado al dominio de los sistemas de ensen˜anza
adaptativos e inteligentes en Web (adaptado al sistema RLATES) se describe en
la Figura 3.2. Este algoritmo muestra co´mo el sistema genera dina´micamente la
tabla de valor-accio´n (tabla Q), que permite a RLATES seguir potencialmente una
polı´tica de comportamiento o´ptima. Esto quiere decir que, en cada momento, al
alumno se le ensen˜a el conocimiento ma´s apropiado en el formato ma´s apropiado.
En la funcio´n de actualizacio´n de Q(s, a), el para´metro γ modifica la importancia
de las futuras acciones con respecto a las actuales, y el para´metro α es el ratio de
aprendizaje del sistema, que indica co´mo de ra´pido aprende el sistema.
3.2.2. Componentes del Modelo
En este apartado se definen en detalle los componentes del modelo de Apren-
dizaje por Refuerzo adaptados al dominio de los Sistemas de Educacio´n en Web
Adaptativos e Inteligentes (SEAIs en Web) mostrados en la Figura 3.1. Dichos
componentes son:
1. Conjunto de estados (S): Se define un estado del modelo como la des-
cripcio´n del conocimiento del estudiante y se representa mediante un vec-
tor de tantos elementos como ı´tems de conocimiento se desea que aprenda
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el usuario (nu´mero de temas del modelo del dominio). Cada componente
del vector almacena valores representativos del conocimiento que posee el
usuario del tema al que se refiere, habiendo numerado los temas del a´rbol
de conocimiento en pre-orden. Estos valores pueden ser discretos o conti-
nuos, teniendo en cuenta que los valores continuos aumentan la compleji-
dad del me´todo de aprendizaje, al existir un nu´mero de estados infinito y
tener que aplicar mecanismos de discretizacio´n (generalizacio´n) de estados
[Santamarı´a et al., 1998], pero aporta una mayor aproximacio´n a la solu-
cio´n o´ptima del problema. El sistema percibe el estado de conocimiento del
estudiante mediante evaluaciones (que habitualmente se realizan mediante
exa´menes o tests).
2. Conjunto de acciones (A): Las acciones que puede realizar el sistema de
educacio´n son las de mostrar cada uno de los temas del modelo del dominio.
Un sistema de educacio´n en Internet mostrara´ este conocimiento a trave´s de
pa´ginas web que muestran las diferentes tareas de los temas (definiciones,
introducciones, ejemplos, etc.). Una ventaja del sistema serı´a que e´ste per-
mitiera que el programa de educacio´n pudiera mostrar varios items de cono-
cimiento al mismo tiempo (en la misma pa´gina web) si lo creyera oportuno
(de esta forma no se perderı´a generalidad limitando el nu´mero de ı´tems de
conocimiento mostrados en cada instante). Se define una macro-accio´n al
conjunto de varias tareas del a´rbol de conocimiento que sera´n mostradas a
los estudiantes al mismo tiempo. De nuevo hay que tener en cuenta en este
punto que el conjunto de acciones puede tener un taman˜o demasiado gran-
de para que el problema sea computacionalmente resuelto, requiriendo la
utilizacio´n de mecanismos de generalizacio´n (integracio´n de acciones) para
solucionarlo.
3. Percepcio´n del estado actual (Test : S → S ′): Esta Funcio´n indica la
manera en la que el agente (sistema de educacio´n) percibe cada uno de los
estados en los que se puede encontrar un estudiante. Percibir las consecuen-
cias de la ejecucio´n de una accio´n dada cuando el estudiante se encuentra
en un determinado estado no es tarea fa´cil. Como se indico´ anteriormente,
los estados representan el conocimiento que posee el alumno de la materia
que se pretende que aprenda. Realizar la evaluacio´n del conocimiento de
una persona (por ejemplo, mediante exa´menes, tests, etc.) es una de las ta-
reas ma´s complicadas en el mundo de la ensen˜anza, existiendo siempre una
probabilidad de que los resultados de la evaluacio´n no sean absolutamente
fieles. La funcio´n I permite definir probabilidades de que el estado del en-
torno que se percibe sea cierto o varı´e en alguno de sus componentes. De
esta forma se permite realizar inferencias sobre el conocimiento del usuario.
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4. Refuerzo (R : SxA → R): Esta funcio´n define el conjunto de sen˜ales de
refuerzo proporcionadas por el entorno. Esta sen˜al de refuerzo la proporcio-
na el entorno cuando se realiza una transicio´n de estados provocada por la
ejecucio´n de una accio´n. Estas sen˜ales de refuerzo le dan ma´s valor a unas
transiciones que a otras dependiendo de la accio´n que se ejecute en un de-
terminado estado. La funcio´n de refuerzo que se vaya a utilizar ha de dar
un refuerzo ma´ximo al llegar al objetivo del tutor. Por ejemplo, un objetivo
va´lido del tutor podrı´a ser que el usuario haya aprendido todos los ı´tems de
conocimiento que se le mostraron. Se puede determinar, de esta forma, que
el objetivo final del sistema de educacio´n sera´ maximizar la sen˜al de refuer-
zo a lo largo del tiempo. La aplicacio´n de la sen˜al de refuerzo es muy im-
portante en el modelo de Aprendizaje por Refuerzo, ya que decidir cua´ndo
y co´mo aplicar el refuerzo sera´ crucial para el aprendizaje del sistema. El
aprendizaje del sistema de educacio´n es un problema de refuerzo positivo
retardado, dado que es imposible determinar la bondad del estado actual
de un estudiante inmediatamente despue´s de ejecutar una accio´n. En algu-
nos casos, el sistema no sabe si la accio´n ejecutada cuando el estudiante se
encontraba en un determinado estado era buena o no hasta ejecutar alguna
accio´n ma´s y evaluar posteriormente si el estudiante ha llegado a un esta-
do de conocimiento positivo segu´n la meta planteada por el estudiante, por
ejemplo, llegando al estado objetivo. De hecho, se proporcionara´ un mayor
refuerzo en las transiciones de estado que hagan que el estudiante aprenda
mejor y en menor tiempo (ejecutando un nu´mero menor de acciones). El
comportamiento del sistema sera´ elegir las acciones que tiendan a maximi-
zar la suma de los valores de la sen˜al de refuerzo, eligiendo de esta forma
las ta´cticas pedago´gicas o´ptimas (que´, cua´ndo y co´mo ensen˜ar; la mejor se-
cuencia de contenidos y co´mo ensen˜arlos) para ensen˜ar al estudiante actual.
5. Funcio´n de Valor-Accio´n (Q : SxA → R) Esta funcio´n estima la utilidad
de ejecutar una determinada accio´n a, (mostrar al estudiante el contenido
de una hoja del a´rbol de conocimiento) cuando el alumno se encuentra en
un determinado estado, s. La funcio´n proporciona un me´todo de evalua-
cio´n para distintas polı´ticas de accio´n, pi(s), al sistema de educacio´n, defini-
das como pi(s) = argma´xaiQ(s, ai). De hecho, el objetivo del proceso de
aprendizaje sera´ encontrar la polı´tica de accio´n que maximice esta funcio´n
Q(s, a), es decir, encontrar la funcio´n de valor-accio´n o´ptima (Q∗(s, a)) tal
que Q∗(s, a) ≥ Q(s, a) ∀a ∈ A, s ∈ S.
48 CAPI´TULO 3. PROPUESTA
3.2.3. Exploracio´n vs. Explotacio´n
Como se ha expuesto en el apartado anterior, el algoritmo de Q-learning, en
un momento dado, ha de seleccionar una accio´n de entre todas las que existen en
el entorno (selecciona conocimiento del modelo del dominio a mostrar a continua-
cio´n al estudiante). Para realizar esta seleccio´n, el sistema se basa en una polı´tica
de accio´n (pi) derivada de la funcio´n de valor-accio´n (Q(s, a)).
Elegir la siguiente accio´n a ejecutar en el algoritmo Q-learning es muy impor-
tante para la convergencia del algoritmo. La calidad de las estrategias de explora-
cio´n/explotacio´n es determinante en la eficiencia y eficacia en alcanzar los objeti-
vos fijados. En este trabajo se ha comparado la eficiencia y eficacia del sistema con
las estrategias de exploracio´n/explotacio´n de Boltzmann y e-greedy, introducidas
en la seccio´n 2.4.7.
En este punto es importante analizar las ventajas de utilizar una u otra es-
trategia de exploracio´n/explotacio´n en el dominio de los Sistemas de Educacio´n
Adaptativos e Inteligente en Web. Para ello se tendra´n en cuenta sus diferencias,
ventajas y desventajas en dicho dominio.
En primer lugar, hay que tener en cuenta que cuando no se trata de la polı´tica
1-greedy, la probabilidad que introduce el para´metro e en esta polı´tica hace que no
siempre se elija la accio´n que mayor valor Q(s, a) posee, eligiendo de forma total-
mente aleatoria otra accio´n del entorno. Al elegir otra accio´n de forma totalmente
aleatoria, podrı´a ocurrir que se tomara alguna cuya Q(s, a) sea realmente mala.
Sin embargo, al utilizar la estrategia de exploracio´n/explotacio´n de Boltzmann, se
proporciona una probabilidad de ejecutar una accio´n dada de forma normalizada.
De esta forma, en el caso en el que no se deseara ejecutar la accio´n con mayor
probabilidad (para seguir una polı´tica que no fuera demasiado avariciosa y reali-
zar una mayor exploracio´n por el dominio de las acciones), existe un baremo de
probabilidades que nos sugiere la bondad de ejecutar una determinada accio´n en
un momento dado, pudiendo elegir la siguiente accio´n a ejecutar en base a esta
probabilidad.
Adema´s, en el dominio de los sistemas de ensen˜anza, la estrategia de explo-
racio´n/explotacio´n de Boltzmann podrı´a an˜adir una ventaja frente a la estrategia
de explotacio´n/exploracio´n de e-greedy: dejar que los estudiantes sean los que de-
cidan que´ accio´n ejecutar a continuacio´n (que´ contenidos del curso se vera´n en
la siguiente pa´gina web). Si a los estudiantes se les proporcionara una medida
de bondad de las acciones, ellos mismos podrı´an decidir que´ accio´n ejecutar a
continuacio´n. La probabilidad de ejecucio´n de acciones de la polı´tica de Boltz-
mann puede proponerse como esta medida de bondad. De esta forma, a los es-
tudiantes se les puede proporcionar varias acciones para ejecutar a continuacio´n
y dejar que sean ellos los que decidan que´ estudiar en la siguiente pa´gina web,
en lugar de proporcionarles una sola pa´gina web, como harı´a la estrategia de ex-
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ploracio´n/explotacio´n de e-greedy. Al presentar las siguientes acciones posibles
a ejecutar, tambie´n se les puede proporcionar la probabilidad que estima el siste-
ma de que la accio´n sea ejecutada, proporcionando al estudiante una medida que
facilite la eleccio´n de la accio´n a tomar.
En los sistemas de educacio´n a distancia (como RLATES), es imprescindible
mantener la atencio´n de los estudiantes, proporciona´ndoles la sensacio´n de que es
el estudiante el que posee el control de la interaccio´n. En RLATES se ha propuesto
la utilizacio´n de la estrategia de exploracio´n/explotacio´n de Boltzmann para con-
seguir estas caracterı´sticas en el sistema, proporcionando al estudiante, como se
vera´ en el apartado 3.4, varias acciones como opcio´n a la siguiente pa´gina a visi-
tar. Sera´ el propio estudiante el que decida en cada momento que´ contenidos del
curso visitar a continuacio´n.
3.2.4. Ejemplo de Aprendizaje en RLATES
En este apartado se presenta un ejemplo de modificacio´n de la tabla Q en el
proceso de aprendizaje del sistema. El modelo del dominio que se desea que los
estudiantes aprendan se presenta en la Figura 3.3. En esta figura se puede observar
que se pretende que el estudiante aprenda tres temas, y que de cada uno de ellos
se cuenta con una introduccio´n y una definicio´n.
Para simplificar el ejemplo en este apartado, se supondra´ que el comporta-
miento de los estudiantes que interactu´an con el sistema es totalmente determi-
nista. En la Figura 3.4 se muestra una parte del Proceso de Decisio´n de Markov
(del ingle´s Markov Decision Process, MDP) que describe el comportamiento que
se ha simulado del estudiante (las posibles transiciones de estado del estudiante
cuando interacciona con el sistema). El MDP es un modelo de comportamiento
del estudiante.
El estado S muestra co´mo el sistema au´n no conoce el tema E/R1 (contienen un
0 en la posicio´n del vector), pero sı´ conoce el tema Entidad2 y el tema Atributo3
(contiene un 1 en la posicio´n del vector). Por otro lado el estado Meta es el estado
objetivo del estudiante, que se corresponde cuando e´ste conoce todos los temas
del a´rbol de conocimiento (posee un 1 en cada posicio´n del vector).
En el MDP de la figura 3.4 se muestra que la u´nica forma de aprender el
tema E/R cuando el estudiante se encuentra en el estado S es cuando se ejecuta
la accio´n A1 (le muestra la pa´gina web que contiene la Definicio´n1 propia de
este tema). ´Esta sera´ la u´nica forma en la que el estudiante pueda llegar al estado
Meta pasando por el estado S. Si el sistema ejecuta cualquier otra accio´n distinta
1Tema dedicado al modelo Entidad/Interrelacio´n (E/R), utilizado en el ana´lisis conceptual de
bases de datos, dominio de ensen˜anza sobre el que se ha implementado RLATES.
2Elemento del modelo Entidad/Interrelacio´n.
3Elemento del modelo Entidad/Interrelacio´n.
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a la accio´n A1 cuando el estudiante se encuentra en el estado S, el estudiante
permanecera´ en el mismo estado.
Se supondra´ en este ejemplo, entonces, que el estudiante se encuentra en el
estado inicial S. Adema´s, se supone que el ratio de aprendizaje del sistema (α) es
igual a 0,9, es decir, el sistema aprende muy ra´pido. El para´metro de descuento
en futuras acciones, γ, tambie´n se ha fijado a 0,9 y la sen˜al de refuerzo (r) que
proporciona el sistema sera´ igual a 1 cuando el estudiante llega a un estado meta
y cero en cualquier otro caso. La estrategia de exploracio´n/explotacio´n utilizada
sera´ la de Boltzmann.
Por otro lado, se inicializa la tabla Q a cero, para comprobar co´mo se modifi-
can los valores de esta tabla segu´n el estudiante interacciona con el sistema. En la
Figura 3.5 se muestra parte de la tabla Q del sistema, cuando los estados del es-
tudiante son S y Meta. Por definicio´n del algoritmo de aprendizaje por refuerzo,
Q(Meta, ai) es igual a cero para toda accio´n (ai) del entorno. El resto de valores
de la tabla Q tambie´n se han inicializado a cero.
Supongamos en este punto que el sistema, aleatoriamente, elige la accio´n A6
para ser ejecutada. Se ha elegido de forma aleatoria ya que todas las acciones
poseen el mismo valor en la tabla Q y, por tanto, tienen la misma probabilidad de
Boltzmann de ser elegidas por esta estrategia de exploracio´n/explotacio´n.
Segu´n el grafo de transiciones de la Figura 3.4, cuando a un estudiante que
se encuentra en el estado S se le muestra la accio´n A6, e´ste no cambia de estado,
pero se modificara´ la tabla Q en la posicio´n Q(S,A6) siguiendo la funcio´n de
modificacio´n del algoritmo Q-learning (ver ecuacio´n 3.1):
Q(S,A6) = 0, 1 ∗ 0 + 0, 9(0 + 0, 9ma´x(0, 0, 0, 0, 0, 0)) = 0
En este caso, la tabla Q no varı´a con respecto a la inicial despue´s de haber
modificado la posicio´n de la tabla Q(S,A6). En la Figura 3.6 se muestra la tabla
tras la primera ejecucio´n de una accio´n (la accio´n A6).
Supongamos en este instante que el sistema elige ejecutar la accio´n A1. En
este caso, segu´n el grafo de transiciones del estudiante, e´ste, tras haber mostrado
la informacio´n de la accio´n A1, cambia de estado al estado Meta. De nuevo, la
tabla Q se modifica en la posicio´n Q(S,A1) segu´n la funcio´n de Q-learning:
Q(S,A1) = 0, 1 ∗ 0 + 0, 9(1 + 0, 9ma´x(0, 0, 0, 0, 0, 0)) = 0, 9
Por lo tanto, la tabla Q queda en este momento como se muestra en la Figura
3.7 y finaliza la interaccio´n del estudiante actual al llegar a un estado meta. Es
importante resaltar que el siguiente estudiante con las mismas caracterı´sticas de
aprendizaje que el anterior que interactu´e con el sistema partira´ de la tabla Q de la
Figura 3.7. Por lo tanto, cuando el siguiente estudiante se encuentre en el estado
S, la accio´n A1 tendra´ una mayor probabilidad de ser elegida segu´n la estrategia
de exploracio´n/explotacio´n de Boltzmann.
Es importante resaltar en este punto que, como se ha podido comprobar en
el ejemplo, si se inicializa la tabla Q a cero, inicialmente el sistema elegira´ de
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forma totalmente aleatoria las acciones a ejecutar en cada instante. En RLATES
los refuerzos se van transmitiendo hacia atra´s, por lo que los primeros estudiantes
que interaccionen con el sistema no conseguira´n interaccionar de la forma ma´s
adecuada segu´n sus caracterı´sticas de aprendizaje hasta que el sistema consiga
una actualizacio´n de la tabla Q apropiada. Por ello, se propone inicializar la ta-
bla Q del sistema para que los primeros estudiantes no sufran la falta de polı´tica
pedago´gica en el sistema. En el capı´tulo 5 se evalu´a la posibilidad de realizar la
inicializacio´n y en el capı´tulo 6 se realizan experimentos con estudiantes reales
habiendo inicializado la tabla Q previamente.
Por u´ltimo, hay que recordar que el MDP del estudiante (mostrado para este
ejemplo en la Figura 3.4) es desconocido en la realidad, lo que hace requerir el
proceso de aprendizaje mediante prueba y error.
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Algoritmo Q-learning adaptado a los SEAI en Web
Inicializar Q(s, a) (pudiendo incluir informacio´n sobre el modelo
del dominio)
Repetir (para cada alumno)
• Evaluar el estado de conocimiento del estudiante actual (s)
mediante exa´menes o tests.
• Repetir
◦ Seleccionar una accio´n a (elemento de conocimiento
del modelo del dominio a ensen˜ar al alumno) a partir
de s usando una polı´tica, pi, derivada de Q y siguiendo
una estrategia de exploracio´n apropiada.
◦ Ejecutar la accio´n a (creando una pa´gina web que con-
tenga el conocimiento seleccionado y mostrar al estu-
diante). Observar el refuerzo inmediato recibido, r, y el
siguiente estado, s′
◦ Actualizar la entrada de la tabla, Q(s, a) con la ecua-
cio´n:
Qt(s, a) = (1− αt)Qt−1(s′, a′) + αt[R(s, a) + γma´x
a′
Qt−1(s′, a′)] (3.1)
◦ s = s′
Hasta que s sea un estado final (el alumno aprenda todo el
conocimiento)
Figura 3.2: Algoritmo Q-learning adaptado al dominio de los Sistemas de Educacio´n
Adaptativos e Inteligentes en Web.
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Figura 3.3: Ejemplo de Aprendizaje en RLATES. Modelo del dominio.
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Figura 3.4: Ejemplo de Aprendizaje en RLATES. MDP del estudiante.
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Figura 3.5: Ejemplo de Aprendizaje en RLATES. Tabla Q inicializada a cero
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Figura 3.6: Ejemplo de Aprendizaje en RLATES. Tabla Q. Paso 1
0HWD
6
$$$$$$4VD
Figura 3.7: Ejemplo de Aprendizaje en RLATES. Tabla Q. Paso 2
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3.2.5. Fases de Funcionamiento de RLATES
Es necesario para el correcto funcionamiento de RLATES y para que se adapte
mejor a cada estudiante en cada momento de la interaccio´n, que se completen sus
tres fases de funcionamiento: la agrupacio´n de estudiantes, el entrenamiento del
sistema y el uso del sistema. La Figura 3.8 muestra las tres fases de funcionamien-
to del sistema.
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Figura 3.8: Fases Funcionales de RLATES
1. Agrupacio´n de los Estudiantes. RLATES es capaz de adaptarse a cada es-
tudiante individualmente, modificando su funcio´n de valor-accio´n (Q(s, a))
segu´n la interaccio´n que realiza cada estudiante con el sistema. Si el siste-
ma mantuviera una sola tabla Q para todos los estudiantes que interaccionan
con el sistema, RLATES adaptarı´a esta tabla Q al conjunto de todos los es-
tudiantes. Sin embargo, los alumnos podrı´an tener distintas caracterı´sticas
de aprendizaje y la adaptacio´n del sistema a cada uno de ellos podrı´a no ser
muy buena. Si se realizara una previa agrupacio´n de los estudiantes segu´n
sus caracterı´sticas de aprendizaje (por ejemplo, asigna´ndole un estereotipo a
cada estudiante como se hizo en el sistema GRUNDY [Rich, 1979]) y el sis-
tema mantuviera una tabla Q para cada grupo de estudiantes, esto permitirı´a
que el sistema se adaptara ma´s ra´pido y mejor a cada grupo de estudiantes
y, por lo tanto, a cada estudiante individualmente. Esta fase no es necesa-
ria, pero se recomienda para conseguir una mejor adaptacio´n del sistema a
3.2. ADAPTACIO´N MEDIANTE RL 55
cada tipo de estudiantes. Posteriormente en este trabajo, en el capı´tulo 5, se
analiza el comportamiento del sistema al interactuar con distintos grupos de
estudiantes, variando la homogeneidad de las caracterı´sticas de aprendizaje
de los estudiantes de cada grupo.
2. Entrenamiento del Sistema. En esta fase, el sistema explora nuevas alter-
nativas pedago´gicas para llegar al objetivo, mostrando el conocimiento del
curso a los estudiantes en diferente orden de secuencia. Al mismo tiempo
que el sistema interacciona con los estudiantes, e´ste modifica apropiada-
mente su tabla Q. De esta forma, el sistema es capaz de aprender una polı´ti-
ca pedago´gica adecuada basa´ndose u´nicamente en interacciones previas del
sistema con otros estudiantes de sus mismas caracterı´sticas de aprendizaje
(del mismo grupo de estudiantes).
3. Uso del Sistema. Una vez que el sistema ha convergido a una buena polı´ti-
ca pedago´gica, es el momento de utilizar esta informacio´n para ensen˜ar a
otros estudiantes con las mismas caracterı´sticas de aprendizaje de la ma-
nera adecuada. Estos estudiantes alcanzara´n sus objetivos de aprendizaje
mostra´ndoles la informacio´n del contenido del curso en la secuencia que el
sistema cree ma´s adecuada.
Aunque la interaccio´n de los estudiantes con el sistema se ha dividido en dos
fases (fase de entrenamiento y fase de uso), el sistema nunca finaliza su proceso
de aprendizaje, adaptando continuamente su funcio´n de valor-accio´n (Q(s, a)) en
cada momento de la interaccio´n con cada uno de los estudiantes. Esta divisio´n
se ha realizado en este trabajo para poder distinguir en el proceso de aprendizaje
del sistema cua´ndo RLATES realiza ma´s exploracio´n (descubriendo la utilidad de
ejecutar nuevas acciones cuando el estudiante se encuentra en un determinado es-
tado de conocimiento) o ma´s explotacio´n (aprovechando el conocimiento anterior
al ejecutar acciones). El sistema realizara´ ma´s exploracio´n en la fase de entrena-
miento y ma´s explotacio´n en la fase de uso del sistema, una vez que considera
que la secuencia de contenidos que muestra a los estudiantes es la ma´s adecuada
segu´n sus caracterı´sticas de aprendizaje.
La situacio´n ideal en un sistema de estas caracterı´sticas es que su fase de en-
trenamiento se redujera el ma´ximo posible. Para minimizar esta fase de entrena-
miento se han realizado unos experimentos que se analizan en profundidad en el
capı´tulo 5.
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3.3. Disen˜o e Implementacio´n del Sistema RLATES
En RLATES se propone implementar la arquitectura tı´pica de un sistema Tutor
Inteligente (ver seccio´n 2.1.4), componie´ndose de cuatro mo´dulos bien diferencia-
dos, mostrados en la Figura 3.9, el mo´dulo del estudiante, el mo´dulo del dominio,
el mo´dulo pedago´gico y el mo´dulo del interfaz. Adema´s, como se puede compro-
bar en la figura, los estudiantes pueden acceder al sistema a trave´s de cualquier
navegador Web, lo que hace que el sistema sea accesible desde cualquier orde-
nador con acceso a Internet, independientemente de su plataforma, arquitectura
o sistema operativo. Como se ha comentado anteriormente, el trabajo realizado
en la presente tesis doctoral se centra en el mo´dulo pedago´gico, realizando una
propuesta de utilizacio´n del modelo de Aprendizaje por Refuerzo en este mo´dulo
de forma que RLATES se pueda adaptar a los diferentes alumnos. Por lo tanto,
en el resto de los mo´dulos se han utilizado te´cnicas que en sistemas de educacio´n
anteriores se ha comprobado su buen funcionamiento.
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Figura 3.9: Arquitectura de RLATES
3.3.1. Mo´dulo del Estudiante
El mo´dulo del estudiante contiene toda la informacio´n importante sobre el
estudiante en su proceso de aprendizaje: objetivos, conocimiento anterior sobre
la materia que se le desea ensen˜ar, caracterı´sticas personales, comportamiento
histo´rico, etc. Todas estas caracterı´sticas pueden clasificarse en datos de usuario
3.3. DISEN˜O E IMPLEMENTACIO´N DEL SISTEMA RLATES 57
(por ejemplo, los datos personales), datos de uso (por ejemplo, pa´ginas visita-
das o conocimiento del temario) y datos de entorno (por ejemplo, la versio´n del
navegador que utiliza).
Los sistemas adaptativos basan sus tareas de adaptacio´n en la construccio´n
de un modelo de usuario. Se define modelo de usuario como una representacio´n
explı´cita de la propiedades de un usuario especı´fico y se utiliza para razonar, entre
otras cosas, sobre el comportamiento futuro del estudiantes, sus preferencias o
necesidades [Gaudioso, 2002].
Como se ha comentado anteriormente, en este trabajo no se pretende propor-
cionar un modelo de usuario completo, sino que so´lo se considerara´n algunas ca-
racterı´sticas de usuario imprescindibles para que el sistema funcione. Igualmente,
la representacio´n elegida para el modelo de usuario quiza´s no sea la ma´s novedosa
y/o ma´s adecuada: so´lo se pretende, eligiendo un modelo de usuario base, ser ca-
paces de comprobar si el problema de secuenciar del conocimiento en el mo´dulo
pedago´gico de un sistema de ensen˜anza se puede representar como un problema
del Aprendizaje por Refuerzo.
El modelo de usuario y, en concreto el grado de conocimiento que posee el
alumno sobre los contenidos del curso, se ha representado en el sistema mediante
el modelo superpuesto (en ingle´s overlay) [Carr and Goldstein, 1977]. El me´todo
de representacio´n overlay duplica o superpone el modelo del dominio del sistema
de ensen˜anza, indicando si el estudiante conoce o no un determinado tema del
a´rbol de conocimiento del dominio. El mo´dulo pedago´gico basara´ principalmente
su adaptacio´n utilizando el grado de conocimiento que posee cada estudiante sobre
el dominio del sistema, como se vera´ en el apartado 3.3.3.
3.3.2. Mo´dulo del Dominio
El mo´dulo del dominio contiene toda la informacio´n que se desea ensen˜ar a
los estudiantes. Se ha realizado una estructuracio´n jera´rquica del conocimiento
del sistema, ya que es ventajosa a la hora de definir una polı´tica pedago´gica en un
sistema de educacio´n. El conocimiento del curso de ha dividido en temas (en in-
gle´s topics) y sub-temas. Esta estructura implica la relacio´n es-padre entre temas.
Al mismo tiempo, cada nodo interior del a´rbol de conocimiento (tema) puede es-
tar compuesto de diversos conceptos (tareas; en ingle´s tasks). Se considera como
concepto a cualquier unidad de informacio´n que el sistema educativo considera
interesante para guiar al alumno: definiciones, introducciones, problemas, ejerci-
cios, etc. en varios formatos de presentacio´n (texto, video, imagen, etc.). Las tareas
son los nodos hoja del a´rbol de conocimiento y sera´n mostrados a los estudiantes
en forma de pa´ginas web.
Hay que tener en cuenta en este punto que en nuestro modelo del dominio no
es necesario introducir ma´s informacio´n del sistema experto (como relaciones es-
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prerrequisito o esta´n-relacionados), ya que el sistema sera´ capaz de adaptarse a
los estudiantes u´nicamente con el conocimiento ba´sico de temas y tareas de cada
tema.
Para evaluar el conocimiento de los estudiantes sobre los temas del a´rbol de
conocimiento, es necesario contar con pequen˜os exa´menes o tests de evaluacio´n
para cada uno de los temas (nodos intermedios del a´rbol de conocimiento). En la
Figura 3.10 se muestra la estructura jera´rquica de la informacio´n llevada a cabo
en el mo´dulo del dominio, destacando los tests sombreados en la figura como si
fueran cualquier otra tarea del a´rbol de conocimiento.
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Figura 3.10: Modelo del Dominio. Estructura general de un a´rbol de conocimiento
3.3.3. Mo´dulo Pedago´gico
El mo´dulo pedago´gico en el sistema de ensen˜anza es el encargado de encontrar
la mejor forma para ensen˜ar a los estudiantes los items de conocimiento (encontrar
la mejor secuencia de items de conocimiento). La secuencias de conocimientos
sera´ diferente cuando alumnos de distintas caracterı´sticas de aprendizaje interac-
cionan con el sistema, ya que RLATES adapta la secuencia de contenidos a sus
necesidades pedago´gicas. Este mo´dulo decidira´ que´, co´mo y cua´ndo mostrar el
contenido del sistema a cada uno de los estudiantes.
En la seccio´n 3.2 se ha analizado la posibilidad de definir el problema de se-
cuenciar el contenido como un problema de Aprendizaje por Refuerzo, definiendo
de forma general cada uno de los componentes del modelo en el dominio de los
sistemas de ensen˜anza. En este apartado se describen estos componentes tenien-
do en cuenta la implementacio´n que se ha realizado en RLATES. El objetivo de
esta tesis es comprobar que los sistemas de ensen˜anza se pueden definir como un
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problema del modelo de Aprendizaje por Refuerzo, por ello la implementacio´n se
simplificara´ teniendo en cuenta los siguientes valores para los componentes del
sistema.
1. Conjunto de estados (S): Para representar el estado de conocimiento del
estudiante en RLATES, se supondra´ que los valores del estado de un estu-
diantes se definen en el conjunto {0,1}. El valor 0 en un elemento del vector,
i indica que el estudiante au´n no conoce el tema al que representa ese ele-
mento del vector (tema i). Mientras que el valor 1 indica que el estudiante
ha aprendido correctamente el tema. En la Figura 3.11 se muestra un posible
estado para un estudiante que aprende el modelo del dominio de la Figura
3.10. En este ejemplo se puede ver co´mo el estudiante conoce el Tema1.1 y
el Tema1.n, pero au´n no conoce el Tema1. El sistema percibe el estado de
conocimiento del estudiante en cada momento cuando e´stos contestan a los
exa´menes que el sistema les propone (denominados Tests en la Figura 3.10).
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Figura 3.11: Ejemplo de los valores de un estado de estudiante
2. Conjunto de acciones (A): RLATES ejecuta una accio´n mostrando un de-
terminado ı´tem de conocimiento al estudiante en pa´ginas web. Este conoci-
miento se mostrara´ en forma de tareas (o conceptos: definiciones, introduc-
ciones, ejemplos, etc.).
3. Percepcio´n del entorno (I : S → S ′): En RLATES, cada tema en el modelo
del dominio del sistema tiene asociados un conjunto de pruebas (exa´menes,
tests, etc.) que servira´n para evaluar cua´nto conoce el estudiante sobre ese
tema (representados en la Figura 3.10 como recta´ngulos sombreados).
4. Refuerzo (R : SxA → R): En RLATES, se proporciona una sen˜al de
refuerzo igual a 1 cuando el estudiante consigue llegar a un estado meta, y
la sen˜al de refuerzo sera´ igual a 0 en otro caso.
5. Algoritmo de aprendizaje: En RLATES se ha implementado el algorit-
mo de aprendizaje Q-learning, basa´ndose en la funcio´n de valor-accio´n
(Q(s, a)). Adema´s, se ha realizado una inicializacio´n no optimista de la
funcio´n Q, ya que inicializar la tabla con valores optimistas implicarı´a una
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mayor exploracio´n del dominio, caracterı´stica no recomendable en sistemas
que interactu´an con estudiantes reales. Por ello, en los capı´tulos 5 y 6 se ha
analizado la posibilidad de inicializar la funcio´n de valor-accio´n con infor-
macio´n derivada de la interaccio´n con estudiantes simulados.
6. Estrategia de Exploracio´n/Explotacio´n: En RLATES se han implemen-
tado las estrategias de exploracio´n/explotacio´n e-greedy y Boltzmann, eva-
luando en el capı´tulo 5 las ventajas y desventajas de ambas estrategias al in-
teraccionar con estudiantes simulados. Posteriormente, en la evaluacio´n con
estudiantes reales se ha utilizado la estrategia de exploracio´n/explotacio´n de
Boltzmann.
3.3.4. Mo´dulo del Interfaz
Para finalizar, el mo´dulo del interfaz facilita la comunicacio´n entre el sistema
de educacio´n y el estudiante. Este mo´dulo aplica te´cnicas inteligentes y adapta-
tivas con el objetivo de adaptar el contenido y la navegacio´n a los estudiantes,
basa´ndose en informacio´n proveniente del mo´dulo pedago´gico.
En la seccio´n 3.4 se trata en profundidad el tipo de adaptacio´n que se ha reali-
zado en este mo´dulo derivadas siempre de caracterı´sticas del mo´dulo pedago´gico,
proporcionando vistas y explicaciones de la estructura y algunas pa´ginas web del
sistema.
3.3.5. Implementacio´n
El sistema RLATES es un sistema Web de tipo cliente/servidor, donde los
clientes (alumnos) u´nicamente necesitan un navegador Web para poder interac-
cionar con el sistema. Los recursos software utilizados se pueden resumir en:
Lenguajes Java y JavaScript: Con los que se implemento´ la lo´gica del siste-
ma y creacio´n del interfaz.
Sistema Gestor de Bases de Datos (SGBD) Oracle 9i: Donde se han creado
las bases de datos necesarias para almacenar toda la informacio´n de los
distintos mo´dulos del sistema educativo.
Servidor de pa´ginas Web. Se ha utilizado el servidor Web Apache 3.2, in-
cluido en el paquete del SGBD elegido.
Java Server Pages (JSP) y Java Data Base Connectivity (JDBC), que nos
permitira´n realizar conexiones desde Web a las bases de datos de Oracle 9i.
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Navegador Internet Explorer (versio´n 5.0 o superior), que permitira´ a los
estudiantes interactuar con el tutor inteligente.
3.4. Interfaz de Usuario
Este apartado se centra en la descripcio´n del mo´dulo del interfaz de RLATES.
Como se describio´ en el apartado 3.3, el mo´dulo del interfaz de usuario facilita
la comunicacio´n entre el sistema de educacio´n adaptativo e inteligente y el estu-
diante. Este modelo aplica te´cnicas inteligentes y adaptativas con el objetivo de
adaptar el contenido del curso y la navegacio´n a trave´s del sistema dependiendo
de las necesidades pedago´gicas de los estudiantes.
El trabajo realizado en esta tesis se basa en la aplicacio´n del mo´dulo de Apren-
dizaje por Refuerzo en un sistema de educacio´n a distancia. Por lo tanto, en este
apartado solamente se tratara´n las caracterı´sticas de adaptacio´n que se presentan
en el interfaz de usuario derivadas directamente del mo´dulo pedago´gico de RLA-
TES.
Uno de los principales problemas de los sistemas hipermedia es que los estu-
diantes tienden a perderse en el hiperespacio, sin saber que´ estudiar a continuacio´n
y cua´l fue la u´ltima pa´gina visitada (ver seccio´n 2.1.3). RLATES proporciona al
estudiante una progresio´n no lineal a trave´s del material del curso, donde la in-
formacio´n de los contenidos del curso se presentan a los estudiantes mediante
pa´ginas hipermedia conectadas mediante enlaces.
El sistema, gracias a la aplicacio´n de Aprendizaje por refuerzo en su mo´dulo
pedago´gico, proporciona al estudiante soporte adaptativo en las tecnologı´as de
Navegacio´n y Presentacio´n de Contenido, eligiendo el formato de presentacio´n
del contenido (ver seccio´n 2.1.3). Mediante la te´cnica Soporte Adaptativo a la
Navegacio´n (del ingle´s Adaptive Navigation Support: ANS) el sistema ayuda a
los estudiantes a que no se pierdan entre las pa´ginas hipermedia. ´Este soporte lo
realiza mediante la adaptacio´n de la presentacio´n y funcionalidad de las pa´ginas
web segu´n los objetivos, conocimiento actual y otras caracterı´sticas de aprendizaje
de cada estudiante. Por otro lado, mediante la te´cnica de Presentacio´n Adaptativa
(del ingle´s Adaptive Presentation) los sistemas adaptan el contenido hipermedia
de las pa´ginas introduciendo inteligencia artificial al sistema.
La tecnologı´a de Soporte Adaptativo a la Navegacio´n comparte el mismo ob-
jetivo que la te´cnica de Creacio´n de Secuencias de Contenido (del ingle´s Curri-
culum Sequencing) en los Sistemas Tutores Inteligentes (del ingle´s Intelligent Tu-
toring Systems): proporcionar a los estudiantes una secuencia de contenidos del
curso adapta´ndose a sus necesidades pedago´gicas en cada momento (ver seccio´n
2.1.4). Pero la tecnologı´a ANS an˜ade algunas ventajas gracias al contexto hiper-
media del sistema: puede guiar a los estudiantes directamente (como los sistemas
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tutores inteligentes), pero tambie´n indirectamente (mediante la presentacio´n de
los enlaces en las pa´ginas).
RLATES proporciona soporte a la navegacio´n al estudiante mediante Guı´a Di-
recta al mismo tiempo que proporciona soporte a la presentacio´n de los contenido,
todo esto derivado directamente del modelo pedago´gico del sistema. Para ello, en
el mo´dulo pedago´gico se almacenan implı´citamente las ta´cticas pedago´gicas a
tomar para cada estudiante en cada momento de la interaccio´n, almacenando tam-
bie´n informacio´n sobre los formatos de sus pa´ginas (texto, video, imagen, etc.).
3.4.1. Guı´a Directa y Adaptacio´n de la Presentacio´n
El sistema es capaz de guiar al estudiante a trave´s del material del curso me-
diante Guı´a Directa cuando el estudiante navega por el interfaz de RLATES a
trave´s del boto´n Siguiente. En la Figura 3.12 se muestra el boto´n siguiente con
comentarios en color azul. Las pa´ginas principales del interfaz del sistema se han
dividido verticalmente en dos marcos. El marco izquierdo presentara´, entre otra
informacio´n importante para el usuario, una tabla de contenidos del curso, que,
gracias a la estructura del modelo del conocimiento del sistema, se ha presentado
fa´cilmente en forma de a´rbol de conocimiento. Este a´rbol de conocimiento po-
see un enlace por cada unidad de conocimiento del sistema (tema). En el marco
derecho se presentan los botones de navegacio´n de Guı´a Directa (Anterior, Pa´gi-
na Principal y Siguiente) y el contenido del curso propiamente dicho (diferentes
tareas o elementos: definiciones, ejemplos, etc.), acompan˜ado normalmente por
pestan˜as de tests que evalu´an el conocimiento del estudiante. En concreto, en la
Figura 3.12 se estudia actualmente el tema Interrelacio´n4 (coloreado en rojo en
el a´rbol de conocimiento del marco izquierdo del interfaz). Por ello, en el marco
derecho del interfaz se muestran diferentes tareas de ese tema.
Cuando el estudiante pulsa en el boto´n Siguiente para continuar con su proceso
de aprendizaje, el sistema le proporcionara´ ayuda sobre el/los mejor/es conteni-
do/s del curso a visitar a continuacio´n segu´n sus caracterı´sticas de aprendizaje
(conocimiento actual, objetivos, preferencias de formato, etc.), proporciona´ndole
al mismo tiempo los contenidos que se corresponden con las preferencias de for-
mato que necesita el estudiante en ese instante (Adaptacio´n de la Presentacio´n).
Como se comento´ en el apartado 3.2.3, el sistema, mediante la estrategia de
exploracio´n/explotacio´n de Boltzmann, estima la probabilidad de elegir la siguien-
te accio´n a ejecutar (el contenido de la siguiente pa´gina web a visitar en el formato
adecuado) segu´n la funcio´n de Boltzmann y la funcio´n de valor-accio´n (Q(s, a)).
El sistema RLATES ha implementado la te´cnica de Guı´a Directa proponie´ndo-
le al estudiante ma´s de una posibilidad de contenidos para visitar a continuacio´n
4Elemento del modelo Entidad/Interrelacio´n.
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Figura 3.12: Interfaz de RLATES. Soporte Adaptativo a la Navegacio´n y a la Presentacio´n.
Guı´a Directa.
64 CAPI´TULO 3. PROPUESTA
(normalmente las 5 opciones con mayor utilidad). El estudiante es el encargado de
elegir el contenido de la siguiente pa´gina web que va a visitar, teniendo en cuenta
las sugerencias que le proporciona el sistema para cada uno de los contenidos (el
sistema le proporciona la probabilidad de Boltzmann de ser mostrado cada uno de
los contenidos en forma de porcentaje).
En la Figura 3.13 se puede observar co´mo, cuando el estudiante pulsa en el
boto´n Siguiente de la aplicacio´n, el sistema le proporciona varias opciones de
contenido para continuar con su aprendizaje. Para cada opcio´n, RLATES le pro-
porciona tambie´n la probabilidad de Boltzmann de ser ejecutada esa accio´n en
formato de porcentaje. El estudiante podra´, de esta forma, elegir los contenidos
que desea aprender a continuacio´n basa´ndose en las sugerencias del sistema.
Figura 3.13: Interfaz de RLATES. Opciones de Siguiente Pa´gina a Visitar (Boltzmann).
Una vez elegida una de las opciones, por ejemplo, un elemento teo´rico del
tema Atributo5 el sistema mostrara´ al estudiante un interfaz con el aspecto de la
Figura 3.14, donde en el marco derecho de la interfaz solamente se muestra el con-
tenido seleccionado en el formato adecuado y un test para evaluar el conocimiento
del estudiante tras haber estudiado esa informacio´n.
5Elemento del modelo Entidad/Interrelacio´n.
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Figura 3.14: Interfaz de RLATES. Pa´gina Web mostrada despue´s de elegir un contenido
concreto a ser mostrado.
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3.4.2. Soporte Adaptativo a la Navegacio´n de forma Indirecta
Aunque la aplicacio´n de Aprendizaje por Refuerzo en el mo´dulo pedago´gico
de RLATES permite proporcionar al estudiante soporte adaptativo en la navega-
cio´n y en la presentacio´n del contenido en cuanto a la eleccio´n del formato de
presentacio´n, en RLATES tambie´n se han implementado otro tipo de ayudas a la
navegacio´n, con dos objetivos:
1. Apoyo a la Navegacio´n. Al cambiar el aspecto de los enlaces visibles en las
pa´ginas (color, colocacio´n, etc.), se le proporciona ayuda al estudiante para
orientarse y navegar entre las pa´ginas web del sistema (ver seccio´n 2.1.3).
Por ello, este tipo de adaptacio´n tambie´n es u´til al estudiante en su proceso
de aprendizaje.
2. Evaluacio´n del Sistema. Es importante, a la hora de evaluar el sistema,
analizar si la adaptacio´n proporcionada es u´til para el estudiante. Por ello,
se realizara´n experimentos de dos tipos con los alumnos: interaccionando
con el sistema aplicando Aprendizaje por Refuerzo e interaccionado con
el sistema sin aplicar la propuesta. Cuando los estudiantes interactu´en con
el sistema sin aplicar Aprendizaje por Refuerzo en el mo´dulo pedago´gico,
e´stos podrı´an llegar a perderse en el hiperespacio si no se les proporciona
ningu´n tipo de adaptacio´n a la navegacio´n. Por ello, se han implementado
te´cnicas ba´sicas de adaptacio´n a la navegacio´n mediante Guı´a Indirecta.
RLATES es capaz de guiar a los estudiantes de forma indirecta a trave´s del
contenido del curso cambiando la apariencia de los enlaces en la pa´gina (color u
orden de los enlaces).
En la Figura 3.15 se puede ver la interfaz de RLATES, dividida en dos marcos.
En el marco izquierdo se muestra el nombre del curso, el nombre del estudiante
actual, la fecha actual y el a´rbol de conocimiento del curso. Tambie´n se permite
buscar items de conocimiento segu´n su nombre. Por otro lado, en el lado derecho
aparecen distintas tareas del tema actual que esta´ estudiando el alumno (coloreado
en rojo en el a´rbol de conocimiento del marco izquierdo). Concretamente, en la
pa´gina de la figura el estudiante actualmente esta´ estudiando el tema Interrelacio´n,
por lo que en el marco derecho aparecen definiciones, introducciones, ejemplos,
problemas y tests para este tema en particular.
Las te´cnicas de Guı´a Indirecta que se usan en el sistema RLATES se pueden
observar en la Figura 3.15 con comentarios coloreados de amarillo y se detallan a
continuacio´n:
1. Anotacio´n (del ingle´s Annotation): Es la te´cnica ma´s popular dentro del
Soporte Adaptativo a la Navegacio´n. El sistema RLATES cambia el color
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Figura 3.15: Interfaz de RLATES. Soporte Adaptativo a la Navegacio´n. Guı´a Indirecta.
de los enlaces del a´rbol de contenido segu´n el comportamiento histo´rico
del estudiante (ver Figura 3.16): el enlace es de color negro cuando no se
ha visitado nunca; el color del enlace es azul si la pa´gina se ha visitado
previamente; el enlace es de color rojo y el formato de la letra es negrita si
se trata del tema actual que esta´ siendo visitado por el estudiante; el color
del enlace es verde cuando el estudiante ha estudiado el tema, ha hecho
un test, y lo ha aprobado; finalmente, el color del enlace es naranja si el
estudiante suspendio´ el test tras haber estudiado el tema.
2. Enlaces Escondidos (del ingle´s Hiding Links). Esta te´cnica esconde los te-
mas que en un determinado momento no son relevantes para el estudiante.
Por ejemplo, en la Figura 3.15 el estudiante esta´ estudiando el tema Interre-
lacio´n, por ello se ven los enlaces de sus sub-temas, pero sus sub-temas no
aparecera´n desplegados en el a´rbol de conocimiento hasta que para el es-
tudiante no sean relevantes (cuando este´ estudiando otro tema del a´rbol de
conocimiento).
3. Enlaces Ordenados (del ingle´s Sorting Links). Esta te´cnica ordena los enla-
ces en la pa´gina segu´n las necesidades del estudiante (normalmente basados
en el conocimiento del estudiante o en el comportamiento del estudiante).
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Figura 3.16: Interfaz de RLATES. Colores de los Enlaces en el ´Arbol de Concimiento.
En RLATES, los enlaces del a´rbol de conocimiento se ordenan segu´n las
estructura arborescente del modelo del dominio del sistema (teniendo en
cuenta las relacio´n es-padre entre temas).
4. An˜adir/Borrar Enlaces Dina´micamente (del ingle´s Adding/Removing Links).
Esta te´cnica an˜ade o borra links dina´micamente a la pa´gina web segu´n las
necesidades del estudiante en un momento dado. Trata de prevenir que apa-
rezcan en la pa´gina enlaces que no son relevantes para el alumno en un mo-
mento determinado. RLATES an˜ade y elimina enlaces del marco izquierdo
del interfaz de la aplicacio´n segu´n las tareas (elementos de un determinado
tema) almacenadas en la base de datos para un tema dado. Por ejemplo, para
el tema Interrelacio´n existen definiciones, introducciones, ejemplos y tests,
pero no problemas, por lo que el enlace de la tarea problemas ha desapare-
cido.
Capı´tulo 4
Aspectos Previos a la
Experimentacio´n
Hasta el momento se ha presentado la propuesta de este trabajo, basada en la
aplicacio´n del modelo de aprendizaje por refuerzo en el mo´dulo pedago´gico de los
sistemas de ensen˜anza para adaptar de forma inteligente la secuencia y el formato
de los contenidos mostrados a los usuarios. En los siguientes capı´tulos se pretende
comprobar que la adaptacio´n del sistema es u´til para el estudiante, ayuda´ndole a
alcanzar sus objetivos. En trabajos previos se ha hablado de la dificultad de evaluar
un sistema adaptativo [Gaudioso, 2002], mostrando la necesidad de validar cada
una de las fases del proceso de desarrollo descrito en apartados anteriores.
En este capı´tulo se exponen aspectos previos a la experimentacio´n. En primer
lugar, en la seccio´n 4.1, se tratan conceptos teo´ricos de una evaluacio´n; posterior-
mente, en la seccio´n 4.2, se describe del me´todo de evaluacio´n, que disen˜a el tipo
de experimentacio´n que se va a realizar, basado principalmente en dos cuestiones:
primero si RLATES funciona en teorı´a (interaccionando con estudiantes simula-
dos) y, una vez comprobado que el sistema funciona correctamente con estudian-
tes simulados, nos cuestionaremos si el sistema tambie´n es u´til con estudiantes
reales o se comporta de forma diferente; finalmente, en la seccio´n 4.3 se presen-
tan los modelos del dominio sobre los que se ha desarrollado la experimentacio´n
de este trabajo.
Posteriormente, en el capı´tulo 5, se analizara´n los experimentos llevados a
cabo sobre estudiantes simulados; y, para finalizar con la experimentacio´n, en el
capı´tulo 6 se detallara´n los experimentos realizados en el aula, con estudiantes
reales1.
1Los estudiantes reales que han participado en la experimentacio´n han sido alumnos matricu-
lados en asignaturas del Departamento de Informa´tica de la Universidad Carlos III de Madrid
69
70 CAPI´TULO 4. ASPECTOS PREVIOS A LA EXPERIMENTACIO´N
4.1. Conceptos Teo´ricos de una Evaluacio´n
En este trabajo se ha realizado una evaluacio´n empı´rica, entendiendo como tal
al proceso de evaluacio´n de un sistema mediante unos determinados experimentos.
Es necesario para realizar una buena experimentacio´n, realizar el disen˜o e imple-
mentacio´n apropiados de los experimentos, definiendo cua´les son los para´metros
de evaluacio´n, e intentando que e´stos se puedan evaluar de forma individual, sin
que interfieran en el desarrollo del experimento.
Inicialmente, en un proceso de experimentacio´n, se han de definir cuales son
las variables independientes de la experimentacio´n, entendiendo como variables
independientes aquellas cuyo valor no depende de los valores de otras variables,
pudiendo variar independientemente de otras variables. De esta forma, se entien-
den como variables dependientes aquellas cuyo valor depende del valor de otras
variables.
Un experimento perfecto serı´a aquel en el que u´nicamente variarı´an las va-
riables independientes, fijando las variables dependientes. Sin embargo, este tipo
de experimentos es difı´cil de conseguir cuando se trata de experimentacio´n con
estudiantes reales en sistemas de educacio´n adaptativos, ya que las caracterı´sticas
propias de cada estudiante (inteligencia, habilidades, etc.) o las condiciones de
entorno del experimento (hora, lugar, ruido, distracciones, capacidad de co´mputo
de los ordenadores, velocidad de acceso a Internet, etc.) influira´n en las variables
dependientes muchı´simo ma´s que lo que podrı´an influir los cambios en las va-
riables independientes. Por ejemplo, por la tarde normalmente los estudiantes se
encuentran mucho ma´s cansados que por la man˜ana, por lo que podrı´a ocurrir que
necesitaran ma´s tiempo, ma´s ejemplos, etc. para asimilar el conocimiento.
Para paliar estos problemas, los participantes han se ser asignados en grupos
de forma aleatoria, de manera que al realizar la media de los experimentos se
atenu´en los efectos de ’ruido’ sobre las variables dependientes. Es necesario, en
este caso, trabajar con muchos estudiantes, para que la media de´ un valor signifi-
cativo. Tambie´n se han utilizado medidas estadı´sticas, como la desviacio´n tı´pica,
para determinar si las diferencias en las variables dependientes entre grupos se
deben a los cambios de valor en las variables independientes o a fluctuaciones
aleatorias.
Para evitar tener que trabajar con tantos estudiantes, mejorando la sensibili-
dad de los experimentos, en algunos casos se utilizaban experimentos cruzados
(del ingle´s crossed designs) [Heck et al., 2000], donde se utilizan los mismos
participantes en mu´ltiples condiciones de variables dependientes. Por ejemplo, el
mismo participante trabajara´ con el sistema en dos modos: con y sin adaptacio´n
al usuario.
Tambie´n se han utilizado otras te´cnicas para evitar que los alumnos partici-
paran de forma subjetiva sobre el sistema. Estas te´cnicas se denominan ciegas
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(del ingle´s blind) o doblemente-ciegas [Kayama and Okamoto, 2001] (del ingle´s
double-blind). En los experimentos ciegos, los estudiantes no conocen si el soft-
ware se adapta o no a sus necesidades, y en los experimentos doblemente-ciegos
ni siquiera la persona que lleva a cabo los experimentos conoce que´ versio´n del
sistema le entrega al estudiante, con o sin adaptacio´n al usuario.
En cuanto a la evaluacio´n de los sistemas adaptativos aplicados a la educacio´n,
por lo general, los sistemas educativos se evalu´an comparando los resultados obte-
nidos con dos versiones del sistema (una con adaptacio´n, y la otra sin adaptacio´n)
[Gaudioso, 2002], aunque se han encontrado muchos casos en los que no se han
realizado experimentacio´n empı´rica alguna, a pesar de la importancia de este pro-
ceso en el desarrollo de un sistema de educacio´n [Chin, 2001]. Inicialmente, se
podrı´a comprobar la precisio´n del modelo de estudiante, por ejemplo, comparando
las acciones que se predijeron con las acciones que realmente realiza el estudian-
te [Corbett et al., 1993], o hallando el porcentaje de errores reconocidos por el
sistema [Sison et al., 1998].
Por otro lado, los sistemas que utilizan me´todos de aprendizaje automa´tico (del
ingle´s machine learning) para adquirir los modelos de usuario, podrı´an evaluar
el modelo adquirido mediante medidas esta´ndar de aprendizaje automa´tico que
compara el modelo de usuario con los modelos de usuarios que se utilizaron para
entrenar el sistema [Webb et al., 2001] [Zukerman and Albrecht, 2001].
En los sistemas de reconocimiento de planes (del ingle´s plan recognition) [Al-
brecht et al., 1998] y de interaccio´n de iniciativa mixta (del ingle´s mixed-initiative
interaction) [Green and Carberry, 1999] se suelen comparar la secuencia de ac-
ciones [Chiu and Webb, 1998] o respuesta [Virvou and du Bulay, 1999] de los
estudiantes que se predijo o lo que esperarı´a una persona experta en el tema con
la secuencia de acciones o respuesta de los estudiantes actuales.
Por u´ltimo, los sistemas con interfaz de usuario o ayuda al usuario (del ingle´s
User interfaces/help systems) normalmente evalu´an sus sistemas de forma subje-
tiva, evaluando la satisfaccio´n del usuario y la velocidad con la que los estudiantes
completan las tareas del sistema [M. Debevc and Svecko, 1996]. Tambie´n se sue-
le evaluar el ratio de error o la calidad de los estudiantes al alcanzar sus objetivos
[Krause et al., 1993]
4.2. Me´todo de Evaluacio´n
En cuanto a la manera de evaluar RLATES, el proceso se centra en las siguien-
tes cuestiones:
1. ¿Funciona RLATES en teorı´a (cuando estudiantes simulados interaccionan
con el sistema)? Una vez que se ha comprobado que el dominio de los siste-
mas de ensen˜anza inteligentes y adaptativos es representable desde el punto
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de vista del modelo de Aprendizaje por Refuerzo (ver capı´tulo 3), es impor-
tante plantearnos inicialmente si el sistema aprende a ensen˜ar mejor segu´n
interactu´a con los estudiantes simulados, llegando a producir ta´cticas de
ensen˜anza adecuadas para los estudiantes. Para comprobar que RLATES
funciona teo´ricamente, se creara´n varios modelos de estudiantes predefini-
dos, es decir, se predefinira´n varios estilos de comportamiento de estudian-
tes, con diferentes caracterı´sticas de aprendizaje (ver seccio´n 5.2) o, lo que
es lo mismo, se representara´ a los estudiantes como Procesos de Decisio´n
de Markov con distintas probabilidades de transicio´n entre estados. Ası´ se
comprobara´ si el sistema es capaz de aprender ta´cticas pedago´gicas adecua-
das cuando interacciona con estos estudiantes simulados (ver Figura 4.1).
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Figura 4.1: RLATES interaccionando con estudiantes simulados
2. ¿El sistema es u´til para su uso en las aulas? Dado que el sistema representa-
do mediante el modelo de Aprendizaje por Refuerzo es capaz de aprender a
ensen˜ar a estudiantes simulados, es momento de plantearnos si RLATES es
abordable desde el punto de vista pra´ctico. Esto es necesario ya que quiza´s
los estudiantes reales hacen que el sistema se comporte de forma diferente,
impidiendo que el sistema converja a una polı´tica de comportamiento bue-
na para los estudiantes. Esto equivale a comprobar si, en verdad, un grupo
de estudiantes refleja un MDP similar a los utilizados con los estudiantes
simulados. Tambie´n habra´ que tener en cuenta el coste computacional que
necesita el sistema para converger a ta´cticas pedago´gicas buenas. Se com-
probara´ si el coste es lo suficientemente bajo como para que sea u´til, o si
los estudiantes, en su interaccio´n normal con el sistema, no noten el ca´lculo
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que realiza el sistema. En la Figura 4.2 se muestra el sistema interaccionan-
do con estudiantes reales.
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Figura 4.2: RLATES interaccionando con estudiantes reales
Por tanto, se van a realizar dos tipos de pruebas para comprobar las cuestiones
planteadas:
Experimentacio´n simulada. Con estudiantes simulados a partir de com-
portamientos de estudiantes reales, al igual que hacen [VanLehn et al.,
1996] y [Beck, 2001] en sus sistemas. Esta primera evaluacio´n sera´ deter-
minante para ver la eficacia y eficiencia del tutor inteligente al aplicar te´cni-
cas de aprendizaje por refuerzo en su mo´dulo pedago´gico. En este bloque de
pruebas se evaluara´ si el modelo de aprendizaje por refuerzo es aplicable en
tiempo real, si el algoritmo elegido (Q-learning [Watkins, 1989]) es adecua-
do para este tipo de problemas, que´ estrategia de exploracio´n/explotacio´n es
ma´s adecuada para los sistemas de ensen˜anza en Internet, y se realizara´ un
ana´lisis exhaustivo del efecto de los para´metros del modelo de aprendizaje
por refuerzo propuesto en el proceso de aprendizaje del sistema.
Experimentacio´n real. Tras haber instanciado los para´metros de aprendiza-
je del algoritmo elegido, se realizara´ la evaluacio´n del sistema con estudian-
tes reales. Esta prueba es ma´s costosa que la anterior, dado que se requieres
de estudiantes reales. Por ello no se van a realizar todas las evaluaciones
con estudiantes reales, sino que esta experimentacio´n se basa en los resul-
tados obtenidos en la experimentacio´n con estudiantes simulados. Adema´s,
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se asumira´ que todos los estudiantes poseen caracterı´sticas de aprendizaje
similares, eliminando la fase de agrupacio´n definida en la seccio´n 3.2.5, y
asumiendo que el conjunto de estudiantes es modelable mediante un u´nico
MDP desconocido.
4.3. Modelos del Dominio Utilizados en la Experi-
mentacio´n
Para llevar a cabo la experimentacio´n, tanto con estudiantes simulados como
con estudiantes reales, se han utilizado dos modelos distintos del dominio. El ob-
jetivo de utilizar dos modelos distintos es observar la escalabilidad del problema.
Los dominios que se han tomado como ejemplo se basan en el ’Disen˜o de
Bases de Datos’, ya que esta tesis forma parte del proyecto de investigacio´n PAN-
DORA2 [Castro et al., 2002], herramienta CASE cuyo objetivo principal es definir
me´todos y te´cnicas para el desarrollo de bases de datos. Uno de los mo´dulos de
este sistema trata sobre un sistema de ensen˜anza en Web, para lo que se ha creado
el sistema RLATES.
Los modelos del dominio utilizados se basan en la metodologı´a propuesta en
[Teorey et al., 1986], que define tres fases principales en el disen˜o de bases de
datos: el modelo conceptual, el modelo lo´gico y el modelo fı´sico (modelo Entidad-
Interrelacio´n: modelo E/R, modelo relacional y modelo fı´sico para bases de datos
relacionales). Para simplificar el ejemplo, la experimentacio´n se ha centrado en el
modelo conceptual explicado por [Chen, 1976].
El modelo del dominio A se muestra en la Figura 4.3, y posee 3 temas (topics)
y 16 acciones (tareas), concretamente dos definiciones, dos introducciones y 2
ejemplos por tema, excepto el primer tema, que so´lo posee dos definiciones y dos
introducciones. En la Tabla 4.1 se muestran las acciones que contiene cada tema
del modelo del dominio. La tabla muestra en primer lugar, el nu´mero de accio´n,
a continuacio´n, el tema al que pertenecen (sobre que´ tema trata esa accio´n), a
continuacio´n, el tipo de elemento (o tarea) y, para finalizar, el formato de la pa´gina
web que se le mostrara´ al estudiante cuando el sistema ejecute la accio´n. En el
anexo A se han incluido ejemplos del contenido del curso en forma de pa´ginas
web.
Por otro lado, el modelo del dominio B se muestra en la Figura 4.4 y posee 8
temas y 52 acciones, concretamente dos definiciones, una introduccio´n y cuatro
ejemplos por tema, excepto el primer tema, que so´lo posee dos definiciones y una
introduccio´n. En la Figura 4.4 no se detallan las tareas del modelo, para facilitar
2Proyecto CICYT (TIC99-0215). Se trata de una plataforma CASE de disen˜o de bases de datos
y su ensen˜anza vı´a Internet
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su lectura. Como se hizo en el modelo del dominio A, la Tabla 4.2 muestra las
acciones que contiene cada uno de los temas del modelo.
En los modelos del dominio tambie´n se han incluido relaciones es-prerrequisito
existentes entre temas a la hora de definir el comportamiento de los estudian-
tes simulados (ver apartado 5.2). Estas relaciones indican cuando un tema (a) es
prerrequisito de otro tema (b): cuando al estudiante no se le puede intentar ensen˜ar
conocimiento del tema b si no conoce previamente el tema a. En la figura 4.3 y
4.4 se han representado las relaciones es-prerrequisito mediante flechas, donde,
por ejemplo, se puede observar que todo tema es prerrequisito de sus subtemas
(por ejemplo, el tema E-R Ba´sico es prerrequisito del tema Entidad) y, adema´s, se
ha representado con flechas rojas los prerrequisitos adicionales entre temas (por
ejemplo, el tema Grado es prerrequisito del tema Cardinalidad en el modelo del
dominio B).
Es importante resaltar el hecho de que las relaciones es-prerrequisito entre
temas se van a tener en cuenta a la hora de disen˜ar el comportamiento de los
estudiantes simulados, pero no se tendra´n en cuenta a la hora de secuenciar el
contenido del sistema mediante el modelo de Aprendizaje por Refuerzo, ya que
el sistema sera´ capaz de aprender ta´cticas pedago´gicas adecuadas para cada estu-
diante sin tener este conocimiento previamente definido por el experto.
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Figura 4.3: Modelo del dominio A
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Nu´mero de accio´n Tema al que pertenece Tipo de tarea Formato
1 3 Definicio´n Texto
2 3 Definicio´n Imagen
3 3 Introduccio´n Texto
4 3 Introduccio´n Imagen
5 3 Ejercicio Texto
6 3 Ejercicio Imagen
11 1 Definicio´n Texto
12 1 Definicio´n Imagen
13 2 Definicio´n Texto
14 2 Definicio´n Imagen
15 2 Introduccio´n Texto
16 2 Introduccio´n Imagen
17 2 Ejercicio Texto
18 2 Ejercicio Imagen
23 3 Introduccio´n Texto
24 3 Introduccio´n Imagen
Tabla 4.1: Acciones en el modelo del dominio A.
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Figura 4.4: Modelo del dominio B
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Nu´mero de accio´n Tema al que pertenece Tipo de tarea Formato
1 2 Definicio´n Imagen
2 2 Definicio´n Texto
3 2 Ejercicio Imagen
4 2 Ejercicio Texto
5 2 Ejercicio Imagen
6 2 Ejercicio Texto
7 2 Introduccio´n Texto
12 1 Definicio´n Imagen
13 1 Definicio´n Texto
14 3 Definicio´n Imagen
15 3 Definicio´n Texto
16 3 Ejercicio Imagen
17 3 Ejercicio Texto
18 3 Ejercicio Imagen
19 3 Ejercicio Texto
20 3 Introduccio´n Texto
25 8 Definicio´n Imagen
26 8 Definicio´n Texto
27 8 Ejercicio Imagen
28 8 Ejercicio Texto
29 8 Ejercicio Imagen
30 8 Ejercicio Texto
31 8 Introduccio´n Texto
34 6 Definicio´n Imagen
35 6 Definicio´n Texto
36 6 Ejercicio Imagen
37 6 Ejercicio Texto
38 6 Ejercicio Imagen
39 6 Ejercicio Texto
40 6 Introduccio´n Texto
45 4 Definicio´n Imagen
46 4 Definicio´n Texto
47 4 Ejercicio Imagen
48 4 Ejercicio Texto
49 4 Ejercicio Imagen
50 4 Ejercicio Texto
51 5 Definicio´n Imagen
52 5 Definicio´n Texto
53 5 Ejercicio Imagen
54 5 Ejercicio Texto
55 5 Ejercicio Imagen
56 5 Ejercicio Texto
57 5 Introduccio´n Texto
62 4 Introduccio´n Texto
67 7 Definicio´n Imagen
68 7 Definicio´n Texto
69 7 Ejercicio Imagen
70 7 Ejercicio Texto
71 7 Ejercicio Imagen
72 7 Ejercicio Texto
73 7 Introduccio´n Texto
78 1 Introduccio´n Texto
Tabla 4.2: Acciones en el modelo del dominio B.
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Capı´tulo 5
Experimentacio´n con Estudiantes
Simulados
Para poder obtener conclusiones generales en la evaluacio´n de un sistema de
ensen˜anza, se necesitan una gran cantidad de experimentos y, por tanto, se re-
quiere de una gran cantidad de estudiantes para que interactu´en con el sistema en
periodo de experimentacio´n, aspecto bastante difı´cil de lograr. En la mayorı´a de
los sistemas de educacio´n se utilizan estudiantes simulados para probar la aplica-
bilidad del sistema (por ejemplo, el sistema ADVISOR [Beck, 2001]) motivado
por circunstancias importantes: primero, es difı´cil persuadir a una persona para
utilizar una aplicacio´n que puede que no este´ optimizada, peor au´n cuando la apli-
cacio´n es un sistema de educacio´n que requiere de una gran concentracio´n por
parte del estudiante: persuadir a cientos de personas es una tarea impensable; se-
gundo, la experimentacio´n con estudiantes reales tiene un gran coste, ya que e´stos
necesitan periodos de tiempo grandes en la interaccio´n y algunas veces abandonan
por aburrimiento o se dan cuenta de que el sistema no muestra el contenido de la
mejor forma.
En este capı´tulo se presentan los resultados de la experimentacio´n con estu-
diantes simulados. En esta experimentacio´n se intenta evaluar el nu´mero de accio-
nes que el sistema necesita mostrar al estudiante para que e´ste aprenda el conte-
nido del sistema de ensen˜anza y el nu´mero de estudiantes necesarios para que el
sistema aprenda a ensen˜ar a los estudiantes.
En primer lugar se definira´ el proceso de la experimentacio´n, motiva´ndola;
posteriormente, se detallara´ el proceso de construccio´n de los estudiantes simu-
lados; a continuacio´n se definira´n los para´metros de evaluacio´n; en la seccio´n si-
guiente se analizara´n los resultados obtenidos, poniendo especial intere´s en co´mo
los para´metros de evaluacio´n afectan a la convergencia del sistema; y por u´ltimo
se expondra´n las principales conclusiones a este bloque de experimentos.
Es importante resaltar el hecho de que cuando se realizan experimentos con
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estudiantes simulados, se esta´n estudiando situaciones reales, ya que los estu-
diantes simulados interactu´an uno a uno con el sistema, suponiendo un modelo
de comportamiento simulado. Segu´n los estudiantes simulados interactu´an con
el sistema, RLATES aprendera´ de cada interaccio´n, modificando sus ta´cticas pe-
dago´gicas segu´n sus caracterı´sticas de aprendizaje al mismo tiempo que ensen˜a la
materia del curso.
5.1. Motivacio´n de la Experimentacio´n
Este trabajo trata de presentar una experimentacio´n exhaustiva sobre el sis-
tema, analizando todos los para´metros que afectan a la convergencia del mismo
para poder llegar a conclusiones generales, por ello se ha experimentado en primer
lugar con estudiantes simulados.
Los experimentos llevados a cabo en esta seccio´n estudiara´n en profundidad
varias cuestiones: en primer lugar, se analizara´ si RLATES es capaz de aprender
a ensen˜ar a estudiantes con diferentes caracterı´sticas de aprendizaje, es decir, si
converge a ta´cticas pedago´gicas adecuadas. Segundo, se analizara´ la rapidez en
la convergencia del sistema (el nu´mero de estudiantes necesarios para que el sis-
tema aprenda a ensen˜ar). Tercero, se analizara´ co´mo de buenas son las ta´cticas
pedago´gicas aprendidas por el sistema (medido con el nu´mero de acciones nece-
sarias que el sistema ha de ensen˜ar para que el estudiante aprenda la materia del
curso). Cuarto, se valorara´n los para´metros que afectan a la convergencia del sis-
tema, tanto con la estrategia de exploracio´n/explotacio´n e-greedy como con la de
Boltzmann, indicando si alguna de ellas proporciona ventajas frente a la otra. Por
u´ltimo, se tratara´ de reducir el taman˜o de la fase de entrenamiento del sistema (ver
capı´tulo 3.2.5), inicializando la informacio´n que posee el sistema sobre el modelo
del dominio.
El dominio de los sistemas de ensen˜anza es estoca´stico, ya que el estudiante
puede que apruebe o no un examen de un tema dado dependiendo de infinitas
variables. Por ello, los experimentos con estudiantes simulados se han realizado
varias veces y posteriormente, a la hora de analizar los resultados, se han utilizado
medidas estadı´sticas como la media y la desviacio´n tı´pica.
5.2. Disen˜o de la Experimentacio´n
Los estudiantes simulados se han construido teniendo en cuenta u´nicamente
dos variables para definir su comportamiento: la preferencia del formato hiperme-
dia (texto, imagen, video, etc.) y el tipo de contenidos que prefieren (definiciones,
introducciones, ejemplos, problemas, etc.).
5.2. DISEN˜O DE LA EXPERIMENTACIO´N 81
Adema´s, tambie´n se ha tenido en cuenta conocimiento experto sobre los mo-
delos del dominio utilizado, en este caso se ha utilizado el conocimiento de un
profesor de “Disen˜o de Bases de Datos” de la Universidad Carlos III de Madrid.
El conocimiento del dominio que se ha tenido en cuenta se refiere a relaciones de
prerrequisitos, detalladas en el apartado 4.3.
Se han definido tres grupos distintos de estudiantes (ver Tabla 5.1), dependien-
do de sus caracterı´sticas de aprendizaje. En el grupo1 de estudiantes se encuentran
todos aquellos que se comportan de forma totalmente determinista, y so´lo apren-
den cuando se les ensen˜a tareas de tipo Ejercicio en el formato de Imagen. Sin
embargo los estudiantes de los grupos grupo2 y grupo3 se comportan de forma
indeterminista. En el dominio de los sistemas web de educacio´n se da indetermi-
nismo en el comportamiento del estudiante cuando a un estudiante (que se encuen-
tra en un determinado estado de conocimiento sobre la materia) se le muestra una
determinada pa´gina web (el sistema ejecuta una determinada accio´n o tarea). En
algunos casos el estado del estudiante variara´ tras aprender la informacio´n mos-
trada en la pa´gina web (pudiendo variar a diferentes estados de conocimiento),
pero tambie´n puede ocurrir que el estado de conocimiento del estudiante no varı´e
tras visitar la pa´gina web. Al no conocer con seguridad el siguiente estado conoci-
miento del estudiante tras visitar una pa´gina web (ya que puede variar), se define
el dominio como estoca´stico o indeterminista.
Los estudiantes del grupo2 requieren tareas del tipo Definicio´n y Ejercicio,
pero so´lo aprendera´n con una probabilidad de 0,75 si la tarea es de tipo Ejercicio
y con una probabilidad de 0,25 si la tarea es de tipo Definicio´n. Adema´s, so´lo
aprendera´n si se les presentan pa´ginas web en formato Imagen.
Por otro lado, los estudiantes del grupo3 requieren tanto tareas de tipo Defini-
cio´n, como tareas de tipo Introduccio´n, como tareas de tipo Ejercicio, pero so´lo
aprendera´n con una probabilidad de 0,25 cuando se les muestre tareas de tipo De-
finicio´n o Introduccio´n, y con probabilidad de 0,50 cuando se les muestre tareas de
tipo Ejercicio. Adema´s, aprendera´n la informacio´n que incluye la pa´gina web con
una probabilidad de 0,75 si e´sta posee formatos de Imagen, y con una probabilidad
de 0,25 si la pa´gina esta´ escrita en formato de Texto.
Grupo de Estudiantes Tipo de Tarea Formato de Tarea
Grupo1 Ejercicio Imagen
Grupo2 Definiciones y Ejercicios Imagen
Grupo3 Definiciones, Introducciones y Ejercicios Imagen y Texto
Tabla 5.1: Grupos de estudiantes simulados construidos para los experimentos.
Por otro lado, el sistema de ensen˜anza contiene las acciones mostradas en la
Tabla 4.1 en el modelo del dominio A y las acciones mostradas en la Tabla 4.2 en
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el modelo del dominio B (ver seccio´n 4.3).
Los modelos predefinidos de los estudiantes (estudiantes simulados) se pueden
considerar como Procesos de Decisio´n de Markov (MDP), donde no importa por
que´ estados ha pasado anteriormente el estudiante, sino que solamente importa
el estado actual del alumno para que e´ste sea capaz de aprender o no la pa´gina
web mostrada por el sistema (ver seccio´n 2.4.2). En las figuras 5.1, 5.2 y 5.3
se representa mediante un diagrama la funcio´n de transicio´n de cada uno de los
MDP (grupos de estudiantes) cuando RLATES les ensen˜a el modelo del dominio
A. Por otro lado, las figuras 5.4, 5.5 y 5.6 muestran el comportamiento de los
estudiantes de cada uno de los grupos cuando el sistema ensen˜a el modelo del
dominio B. En la construccio´n de los modelos simulados de comportamiento de
los estudiantes se ha tenido en cuenta en todo momento las relaciones de pre-
requisito que existen entre los temas de cada modelo del dominio. Adema´s, en las
figuras se muestran u´nicamente las acciones que pueden producir transiciones de
estado o aquellas cuya probabilidad es distinta a 1,0. Se supone que cuando un
estudiantes se encuentra en un determinado estado, el resto de las acciones que
no esta´n representadas para dicho estado harı´an que el estudiante no cambiara de
estado con una probabilidad igual a 1,0.
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Figura 5.1: Diagrama de transiciones del MDP que representa el comportamiento simula-
do de los estudiantes del grupo1 cuando se les ensen˜a el modelo del dominio A
En la Figura 5.2, por ejemplo, se realiza la lectura del MDP de la siguiente for-
ma: cuando el estudiante se encuentra en el estado de conocimiento denominado
0 y se ejecuta la accio´n 2, el estudiante pasara´ al estado de conocimiento denomi-
nado 1 con una probabilidad de 0,25 y se mantendra´ en el estado de conocimiento
0 con una probabilidad de 0,75. Por otro lado, si, encontra´ndose en el estado 0,
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Figura 5.2: Diagrama de transiciones del MDP que representa el comportamiento simula-
do de los estudiantes del grupo2 cuando se les ensen˜a el modelo del dominio A
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Figura 5.3: Diagrama de transiciones del MDP que representa el comportamiento simula-
do de los estudiantes del grupo3 cuando se les ensen˜a el modelo del dominio A
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Figura 5.4: Diagrama de transiciones del MDP que representa el comportamiento simula-
do de los estudiantes del grupo1 cuando se les ensen˜a el modelo del dominio B
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Figura 5.5: Diagrama de transiciones del MDP que representa el comportamiento simula-
do de los estudiantes del grupo2 cuando se les ensen˜a el modelo del dominio B
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Figura 5.6: Diagrama de transiciones del MDP que representa el comportamiento simula-
do de los estudiantes del grupo3 cuando se les ensen˜a el modelo del dominio B
el sistema ejecuta cualquier otra accio´n del entorno del agente, el estudiante no
cambiara´ de estado con una probabilidad de 1, 0.
Cuando el estudiante se encuentra en el estado de conocimiento 1 y el sistema
ejecuta la accio´n 10, el estudiante cambiara´ de estado al estado 3 con una proba-
bilidad de 0,75, y se quedara´ en el mismo estado con una probabilidad de 0,25.
El estudiante cambiara´ de estado al estado 3 cuando el sistema ejecuta la accio´n
6 con una probabilidad de 0,25 y no cambiara´ con una probabilidad de 0,75. Por
u´ltimo, si el sistema ejecuta cualquier otra accio´n, el estudiante no cambiara´ de
estado.
Para finalizar, cuando el estudiante se encuentra en el estado de conocimiento
3 y el sistema ejecuta la accio´n 12, el estudiante transitara´ al estado 7 (estado
final) con una probabilidad de 0,25 y se mantendra´ en el mismo estado con una
probabilidad de 0,75. El estudiante tambie´n cambiara´ al estado 7 si el sistema
ejecuta la accio´n 16 con una probabilidad de 0,75, mantenie´ndose en el mismo
estado con una probabilidad de 0,25. Finalmente, si el sistema ejecuta cualquier
otra accio´n del entorno, el estudiante se mantendra´ en el mismo estado.
En este punto es necesario recordar que los estados en el sistema se numeran
de 0 a 2n−1, siendo n el nu´mero de temas del curso. En el ejemplo de la Figura 5.2
los estados se numerara´n del 0 a 7 (en una notacio´n decimal) y de 000 a 111 (en
notacio´n binaria), pero en el diagrama de transiciones u´nicamente aparecen los
estados posibles en los que se puede encontrar un estudiante simulado, debido,
entre otras cosas, a la relacio´n de prerrequisito que existe entre los temas del
modelo del dominio A. Recordar tambie´n que la notacio´n binaria de los estados
es ma´s representativa del conocimiento de un estudiante donde, por ejemplo, el
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estado 001 indica que el estudiante conoce el tema 1, pero au´n no conoce el tema
2 y tres.
Se supone que el sistema se adaptara´ mejor a los estudiantes del grupo1, ya
que todos ellos tienen caracterı´sticas de aprendizaje similares. Por otro lado, al
existir indeterminismo en el comportamiento de los estudiantes del grupo2 y gru-
po3, el refuerzo que se obtiene al ejecutar una accio´n cuando el estudiante se en-
cuentra en un estado dado puede ser diferente dependiendo de cua´l es el siguiente
estado al que transita el estudiante. En una situacio´n real, existira´ indeterminismo
al ejecutar las acciones, debido, por ejemplo, a las diferentes caracterı´sticas de
aprendizaje de los estudiantes de un grupo dado, por lo que los estudiantes del
grupo2 y grupo3 representan ma´s fielmente a los estudiantes reales.
5.3. Para´metros de Evaluacio´n
Es importante, antes de realizar la experimentacio´n, definir los para´metros de
evaluacio´n (las variables independientes) del sistema. Se van a utilizar distintos
para´metros para evaluar el sistema con estudiantes simulados, donde se pretende
comparar la eficiencia del sistema utilizando las distintas te´cnicas de aprendizaje
detalladas en capı´tulos anteriores:
el taman˜o del modelo del dominio: el nu´mero de temas y tareas que contie-
ne el modelo del dominio. Para los experimentos con estudiantes simulados
se han utilizado los modelos del dominio definidos en la seccio´n 4.3, donde
se vera´ la eficacia y eficiencia del sistema dependiendo del nu´mero de temas
que se pretende que aprenda el estudiante y tareas que se les mostrara´n para
el aprendizaje de los temas,
el tipo de MDP que representa al grupo de estudiantes: el grado de
indeterminismo al ejecutar las acciones de cada estudiante. Es decir, con
que´ probabilidad aprendera´ un estudiante una determinada informacio´n cuan-
do e´ste posee un conocimiento sobre la materia conocido. Se han creado
varios grupos de estudiantes dependiendo de su grado de indeterminismo
(ver seccio´n 5.2),
la estrategia de exploracio´n/explotacio´n de los algoritmos al elegir la
siguiente accio´n a tomar. En los experimentos simulados se utilizara´n tanto
la estrategia de exploracio´n/explotacio´n de e-greedy, como la polı´tica de
Boltzmann descritas en la seccio´n 2.4.7,
el ratio de aprendizaje (α). La velocidad con la que aprende el sistema a
partir de las interacciones de otros estudiantes del mismo grupo(ver seccio´n
2.4.6).
5.4. RESULTADOS OBTENIDOS 87
Por otro lado, las variables dependientes de las que se sacara´n posteriormente
resultados son:
el nu´mero de estudiantes necesarios para conseguir que el sistema ensen˜e
la materia de forma o´ptima y
el nu´mero de pa´ginas que ha de mostrar el sistema (acciones) para que
los estudiantes aprendan.
5.4. Resultados Obtenidos
La experimentacio´n se dividira´ en dos grandes grupos, dependiendo de la es-
trategia de exploracio´n/explotacio´n utilizada en la experimentacio´n (e-greedy o
Boltzmann). En los siguientes apartados, el orden de los experimentos sigue la pla-
nificacio´n mostrada en la Figura 5.7. La figura muestra como, en primer lugar, se
fija la variable independiente que indica la estrategia de exploracio´n/explotacio´n
utilizada. Posteriormente, se fija el modelo del dominio que ensen˜a el sistema. Fi-
nalmente se fijan los para´metros de las polı´ticas de exploracio´n/explotacio´n (e en
caso de e-greedy y τ en el caso de Boltzmann), el ratio de aprendizaje (α) y el tipo
de estudiante que interacciona con el sistema por este orden. Se han numerado
los experimentos con la palabra “Simul-” ma´s un nu´mero consecutivo para poder
destacarlos en el texto.
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Figura 5.7: Planificacio´n de los experimentos simulados
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Por otro lado, tambie´n se llevara´ a cabo un bloque de experimentos para tratar
de reducir la fase de entrenamiento de RLATES (ver seccio´n 3.2.5).
5.4.1. Estrategia de Exploracio´n/Explotacio´n E-GREEDY
La experimentacio´n con la estrategia de exploracio´n/explotacio´n e-greedy se
divide en dos grandes grupos, dependiendo del modelo del dominio que se ha
utilizado para los experimentos: modelo del dominio A o modelo del dominio B
(ver seccio´n 4.3).
Modelo del Dominio A
EXPERIMENTO SIMUL-1
En primer lugar, se analizara´ co´mo afecta el valor del para´metro e de la es-
trategia de exploracio´n e-greedy en la curva de aprendizaje. Para ello, se fija del
ratio de aprendizaje (α) y el tipo de estudiantes con el que interactu´a el sistema,
dependiendo del indeterminismo de los mismos al ejecutar acciones (ver Tabla
5.1).
En la Figura 5.8 se puede ver las diferentes curvas de aprendizaje de RLATES
cuando varı´a el valor del para´metro e de la estrategia de exploracio´n/explotacio´n
e-greedy, se fija el valor del ratio de aprendizaje (α) a 0,1 y se interactu´a con
estudiantes del grupo2, cuyo comportamiento no es determinista, sino que incluye
algo de indeterminismo.
El eje de abscisas en las gra´ficas de este apartado muestra el nu´mero de es-
tudiantes que interactuo´ con el sistema en cada experimento, mientras que el eje
de ordenadas muestra el nu´mero de acciones ejecutadas (nu´mero de pa´ginas web
visitadas) en cada interaccio´n completa con el sistema.
En esta figura se puede observar co´mo, cuanto ma´s alto es el valor del para´me-
tro e de e-greedy (ma´s avariciosa es la polı´tica), mejor se comporta el sistema, con-
vergiendo a una polı´tica o´ptima en menor tiempo (con un nu´mero de estudiantes
menor) y mostrando un menor nu´mero de pa´ginas web al estudiante (ejecutan-
do un menor nu´mero de acciones). Se puede observar que cuando el valor del
para´metro e es 0,1 (existe mayor exploracio´n), el sistema no converge, mientras
que cuando el valor del para´metro e es mayor (mayor explotacio´n), la conver-
gencia del sistema es ma´s ra´pida, llegando a valores medios de 5 acciones para
mostrar 3 temas (siendo la ta´ctica pedago´gica o´ptima aquella que ejecuta 3 accio-
nes si el estudiante aprendiera siempre lo que se le muestra).
Por otro lado, al observar la gra´fica 5.9 que muestra la desviacio´n tı´pica del
sistema para el mismo caso, se puede deducir que cuanto mayor es el valor de e,
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menor es la desviacio´n tı´pica (menor diferencia existe entre las interacciones de
los estudiantes), y por lo tanto, la convergencia es ma´s estable.
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Figura 5.8: SIMUL-1. Curvas de aprendizaje de RLATES variando el para´metro e de la
estrategia de exploracio´n e-greedy para estudiantes pertenecientes al grupo2, α=0,1. Se
ha utilizado el modelo del dominio A.
EXPERIMENTO SIMUL-2
En la Figura 5.10, se muestra co´mo cambia la convergencia del sistema cuando
varı´a el valor del ratio de aprendizaje (α). Para ello, se ha fijado e a 0,9 (para´metro
de la estrategia de exploracio´n/explotacio´n e-greedy), es decir, se adquiere una
polı´tica muy avariciosa; tambie´n se han utilizado, al igual que en el experimento
anterior, estudiantes del grupo2. En esta gra´fica se puede comprobar que cuando
el ratio de aprendizaje es pequen˜o, el sistema tarda un poco ma´s en aprender
(por ejemplo, cuando α=0,1 el sistema necesita unos 20 alumnos para aprender
a ensen˜ar), mientras que si el ratio de aprendizaje es mayor, el sistema aprende
ma´s ra´pido, pero menos estable (se observan picos en la curva que indican que un
estudiante dado necesitarı´a muchas ma´s acciones que el estudiante anterior). Esta
diferencia se puede ver mejor en la gra´fica 5.11, que muestra la desviacio´n tı´pica
de los valores obtenidos.
EXPERIMENTO SIMUL-3
Por u´ltimo en este grupo de experimentos, se mostrara´ la diferencia en la con-
vergencia cuando estudiantes de distintos grupos interactu´an con RLATES. En la
gra´fica 5.12 se muestran curvas de aprendizaje de distintos grupos de estudiante
cuando el ratio de aprendizaje (α) se ha fijado a 0,5 y el para´metro e de la es-
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Figura 5.9: SIMUL-1. Desviacio´n tı´pica del sistema variando el para´metro e de la es-
trategia de exploracio´n e-greedy para estudiantes pertenecientes al grupo2, α=0,1. Se ha
utilizado el modelo del dominio A para estos experimentos.
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Figura 5.10: SIMUL-2. Curvas de aprendizaje de RLATES variando el ratio de aprendi-
zaje (α) y fijando para´metro e=0,9 para estudiantes pertenecientes al grupo2 y modelo del
dominio A.
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Figura 5.11: SIMUL-2. Desviacio´n tı´pica del sistema variando el ratio de aprendizaje (α)
y fijando para´metro e=0,9 para estudiantes pertenecientes al grupo2 y modelo del dominio
A.
trategia de exploracio´n/explotacio´n e-greedy se ha fijado a 0,9. La gra´fica muestra
co´mo con diferentes tipos de estudiante, el sistema se comporta de forma diferente
y, por tanto, su progresio´n hacia la convergencia de la polı´tica o´ptima es diferente.
Se puede concluir gracias a este experimento, que cuando existe indeterminismo
al ejecutar las acciones, el sistema aprende ma´s despacio. Posteriormente, en la
Figura 5.13 se puede observar la desviacio´n tı´pica del sistema en el mismo caso.
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Figura 5.12: SIMUL-3. Curvas de aprendizaje de RLATES cuando distintos grupos de
estudiantes interactu´an con el sistema. El ratio de aprendizaje (α) se ha fijado a 0,5, e=0,9
y modelo del dominio A.
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Figura 5.13: SIMUL-3. Desviacio´n tı´pica de RLATES cuando distintos grupos de estu-
diantes interactu´an con el sistema. El ratio de aprendizaje (α) se ha fijado a 0,5, e=0,9 y
modelo del dominio A.
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Modelo del Dominio B
EXPERIMENTO SIMUL-4
Al igual que se hizo con el modelo del dominio A, se analizara´ en primer lugar
co´mo afecta a la curva de convergencia de RLATES el valor del para´metro e de
la estrategia de exploracio´n/explotacio´n de e-greedy . Para ello, se fija el ratio de
aprendizaje (α) a 0,5 y los estudiantes al tipo grupo2.
La Figura 5.14 muestra co´mo, cuanto ma´s avariciosa es la estrategia de ex-
ploracio´n/explotacio´n, existe ma´s explotacio´n, y el sistema aprende a ensen˜ar ma´s
ra´pido (con menor nu´mero de estudiantes) y mejor (con menor nu´mero de accio-
nes). Por ejemplo, cuando e=0,9, el sistema converge cuando ha interaccionado
con 15 estudiantes, mostrando una media de 15 pa´ginas web (teniendo en cuenta
que la opcio´n o´ptima es cuando se ejecutan 8 acciones). Sin embargo, cuando el
valor de e es menor, por ejemplo, 0,1, RLATES necesitarı´a el doble de estudiantes
(alrededor de 30) para converger, y la ta´ctica a la que converge no es tan buena,
necesitando ejecutar una media de 150 acciones para que el estudiante aprenda el
contenido del sistema de ensen˜anza. En la gra´fica 5.15, por otro lado, se puede
observar la curva de la desviacio´n tı´pica en el mismo experimento, donde cuando
ma´s avariciosa es la polı´tica, menor diferencia existe entre las interacciones con
los estudiantes, y cuando menos avariciosa es la polı´tica, ma´s diferencia existe.
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Figura 5.14: SIMUL-4. Curvas de aprendizaje de RLATES variando el para´metro e de
la estrategia de exploracio´n e-greedy para estudiantes pertenecientes al grupo2, α=0,5 y
modelo del dominio B.
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Figura 5.15: SIMUL-4. Desviacio´n Tı´pica de RLATES variando el para´metro e de la
estrategia de exploracio´n e-greedy para estudiantes pertenecientes al grupo2, α=0,5 y
modelo del dominio B.
EXPERIMENTO SIMUL-5
A continuacio´n, se analiza el efecto de la variacio´n del ratio de aprendizaje (α)
en la convergencia del proceso de aprendizaje de RLATES. Para ello se ha fijado
el para´metro e a 0,9 (ya que se ha demostrado en el experimento anterior que es el
mejor valor del para´metro para este dominio) y estudiantes del grupo2 interactu´an
con el sistema.
En la Figura 5.16 se observa co´mo cuanto menor es el valor del ratio de apren-
dizaje, peor se comporta el sistema. Por ejemplo cuando α=0,1, se necesitan alre-
dedor de 65 estudiantes para converger y una media de 230 acciones que ejecutar
para que los estudiantes aprendan la materia. Sin embargo, cuando α es mayor, el
sistema se comporta mejor, necesitando, cuando α=0,5, u´nicamente 15 estudian-
tes para converger a una polı´tica que necesita solamente una media de 15 acciones
para ensen˜ar. Comparando las curvas de aprendizaje de RLATES cuando α=0,5 y
α=0,9, se puede observar que sus resultados son muy parecidos, pero que cuando
su valor es 0,9, el sistema converge con u´nicamente 10 estudiantes, pero su media
de nu´mero de acciones es 20. Concluyendo, cualquiera de las opciones es buena
y, dependiendo de lo que se busque en el sistema (reducir el nu´mero de estudian-
tes para que converja o reducir el nu´mero de acciones, optimizando la polı´tica) se
elegira´ uno u otro valor de α.
Por otro lado, en la Figura 5.17 se puede observar co´mo cuando α=0,5, el sis-
tema se comporta de forma ma´s estable que cuando α=0,9, siendo ma´s parecidas
las interacciones entre distintos estudiantes.
EXPERIMENTO SIMUL-6
Por u´ltimo en esta tanda de experimentos, al igual que se hizo con el dominio
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Figura 5.16: SIMUL-5. Curvas de aprendizaje de RLATES variando el ratio de aprendi-
zaje (α) y fijando para´metro e=0,9 para estudiantes pertenecientes al grupo2 y modelo del
dominio B.
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Figura 5.17: SIMUL-5. Desviacio´n tı´pica del sistema variando el ratio de aprendizaje (α)
y fijando para´metro e=0,9 para estudiantes pertenecientes al grupo2 y modelo del dominio
B.
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A, se comparara´ co´mo se comporta el sistema cuando distintos tipos de estudiante
(con distintos tipos de indeterminismo) interactu´an con RLATES. Para ello se ha
fijado α=0,5 y el para´metro e de la estrategia de exploracio´n/explotacio´n e-greedy
a 0,9, ya que se ha demostrado con experimentos anteriores que se trata de valores
buenos para este dominio de aplicacio´n.
La gra´fica 5.18 muestra co´mo cuando ma´s indeterminista es el tipo de estu-
diante que interactu´a con RLATES, peor se comporta el sistema. Por ejemplo,
cuando estudiantes del grupo1 (totalmente determinista) interactu´an con RLA-
TES, e´ste converge con aproximadamente 15 estudiantes a una ta´ctica que u´nica-
mente necesita ejecutar una media de 8,5 acciones (teniendo en cuenta que la ta´cti-
ca o´ptima mostrarı´a solo 8 pa´ginas web). Sin embargo, cuando estudiantes muy
indeterministas (por ejemplo, los pertenecientes al grupo3) interactu´an con el sis-
tema, e´ste converge tambie´n cuando alrededor de 15 estudiantes interactu´an con
RLATES, pero necesita una media de 28 acciones para que el estudiante aprenda
la materia.
En la Figura 5.19 se muestra, por otro lado, la desviacio´n tı´pica del experimen-
to donde se puede observar que cuanto ma´s indeterministas son los estudiantes,
menos parecidas son sus interacciones, y el sistema se comporta de forma poco
estable.
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Figura 5.18: SIMUL-6. Curvas de aprendizaje de RLATES cuando distintos grupos de
estudiantes interactu´an con el sistema. El ratio de aprendizaje (α) se ha fijado a 0.5, e=0,9
y modelo del dominio B.
5.4. RESULTADOS OBTENIDOS 97









    
Q~PHURGHHVWXGLDQWHV
Q ~ P
H U R
 G H
 D F
F L R
Q H V
JUXSR
JUXSR
JUXSR
Figura 5.19: SIMUL-6. Desviacio´n tı´pica de RLATES cuando distintos grupos de estu-
diantes interactu´an con el sistema. El ratio de aprendizaje (α) se ha fijado a 0,5, e=0,9 y
modelo del dominio B.
Conclusiones
Las primeras conclusiones que se han observado son:
El sistema es capaz de aprender ta´cticas pedago´gicas ensen˜ando a estudian-
tes con distintas caracterı´sticas de aprendizaje (las curvas de aprendizaje
convergen).
El sistema necesita interaccionar con un nu´mero no muy grande de estudian-
tes para converger (convergencia ra´pida). En concreto, el sistema necesita
alrededor de quince alumnos cuando interactu´a con el grupo de estudiantes
ma´s heteroge´neo al ensen˜ar el modelo del dominio B.
El sistema converge a ta´cticas cercanas a las o´ptimas (utilizando un nu´mero
no muy grande de acciones).
Con ambos modelos del dominio se ha verificado co´mo afecta el valor del
para´metro e de la estrategia de exploracio´n/explotacio´n de e-greedy, lle-
gando a la conclusio´n de que cuando ma´s avariciosa es la polı´tica, RLA-
TES converge a una ta´ctica pedago´gica buena ma´s ra´pido (utilizando menor
nu´mero de estudiantes) y mejor (ejecutando menor nu´mero de acciones).
Igualmente, se ha analizado el efecto de la variacio´n del para´metro que ajus-
ta el ratio de aprendizaje del sistema (α). Tanto con el modelo del dominio
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A como con el modelo del dominio B se han obtenido resultados similares,
indicando que cuando mayor es el valor de α, mejor se comporta el siste-
ma (aprende ma´s ra´pido a ensen˜ar), obteniendo buenos valores con α=0,5 y
α=0,9. Cuando α=0,5 el sistema aprende ta´cticas mejores, aunque necesi-
ta un nu´mero ligeramente mayor de estudiantes para converger que cuando
α=0,9. Adema´s, la desviacio´n tı´pica entre unos estudiantes y otros es menor.
Finalmente, tambie´n se han realizado comparaciones segu´n el tipo de estu-
diante que interactu´a con el sistema en las curvas del proceso de aprendizaje
de RLATES. Se ha llegado a la conclusio´n de que cuanto ma´s heteroge´neo
sea el grupo estudiantes, peor aprendera´ el sistema y las interacciones entre
los estudiantes y el sistema sera´n diferentes (utilizando distinto nu´mero de
acciones en las curvas de la desviacio´n tı´pica).
En cuanto a aplicaciones futuras sobre estudiantes reales, se puede concluir
que:
Se puede seguir una polı´tica e-greedy siempre que se utilicen para´metros de
e muy altos.
Es aconsejable maximizar la homogeneidad del grupo de estudiantes (hacer
el MDP lo ma´s determinista posible) mediante agrupacio´n de estudiantes.
El para´metro α debe ser muy alto (0,9) si se desea minimizar el nu´mero de
estudiantes en la fase de entrenamiento, pero deberı´a reducirse (0,5) si se
quiere obtener una polı´tica de comportamiento ma´s cercana a la o´ptima.
5.4.2. Estrategia de Exploracio´n/Explotacio´n de BOLTZMANN
Al igual que se hizo con la estrategia de exploracio´n/explotacio´n e-greedy (ver
seccio´n 5.4), la experimentacio´n con la polı´tica de Boltzmann se divide, a su vez,
en dos grupos de experimentos, dependiendo del modelo del dominio que se ha
utilizado.
Modelo del Dominio A
EXPERIMENTO SIMUL-7
En primer lugar, se analizara´ el efecto de la variacio´n del para´metro de la
temperatura (τ ) en la curva de convergencia del sistema. Para ello se fija el valor
del ratio de aprendizaje (α) a 0,5 y se interactu´a con estudiantes que son un poco
indeterministas, pertenecientes al grupo2 de estudiantes.
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La gra´fica 5.20 muestra co´mo cuando la temperatura es menor (el comporta-
miento es ma´s avaricioso), el sistema se comporta mejor (converge con un me-
nor nu´mero de estudiantes y ejecutando menos acciones). Por ejemplo, cuando
la temperatura es igual a 0.01, el sistema converge a una media de 7,07 acciones
(siendo la estrategia o´ptima la que ejecutarı´a solamente 3 acciones si los estudian-
tes aprendieran siempre lo que el sistema les muestra) utilizando u´nicamente 10
estudiantes para converger.
En la Figura 5.21 se puede comprobar co´mo cuando la temperatura es menor,
la desviacio´n tı´pica tambie´n decrece, de forma que cuando τ=0,01 se obtiene el
mejor valor (existe menos diferencia entre las interacciones de los estudiantes).
Por lo tanto, se podrı´a concluir que, para este caso, el valor de τ=0,01 serı´a la
mejor opcio´n.
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Figura 5.20: SIMUL-7. Curvas de aprendizaje de RLATES variando el para´metro de la
temperatura (τ ) en la estrategia de exploracio´n/explotacio´n de Boltzmann, fijando el ratio
de aprendizaje (α) a 0,5 e interaccionando con estudiantes de tipo grupo2. El modelo del
dominio utilizado es A.
EXPERIMENTO SIMUL-8
A continuacio´n se analizara´ co´mo afecta el para´metro α (ratio de aprendizaje
del sistema) en la convergencia de RLATES. Para ello se ha fijado el valor de la
temperatura de la estrategia de exploracio´n/explotacio´n de Boltzmann (τ ) a 0,01
(ya que se demostro´ en el experimento anterior que e´ste era el valor o´ptimo). Se
ha trabajado tambie´n en este experimento con estudiantes del grupo2.
En este caso, tanto en la gra´fica 5.22, que muestra la curva de convergencia del
sistema, como en la gra´fica 5.23, que muestra la desviacio´n tı´pica de RLATES, se
puede observar que el ratio de aprendizaje (α) no influye mucho en la convergen-
cia del sistema, por lo que se podra´ utilizar cualquier valor en la experimentacio´n,
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Figura 5.21: SIMUL-7. Desviacio´n tı´pica de RLATES variando el para´metro de la tem-
peratura (τ ) en la estrategia de exploracio´n/explotacio´n de Boltzmann, fijando el ratio de
aprendizaje (α) a 0,5 e interaccionando con estudiantes de tipo grupo2. El modelo del
dominio utilizado es A.
al contrario que con la estrategia de exploracio´n/explotacio´n e-greedy, en la que
sı´ que varı´a el resultado (el resultado era mejor cuando se elegı´a un α de 0,5).
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Figura 5.22: SIMUL-8. Curvas de aprendizaje de RLATES variando el ratio de aprendi-
zaje del sistema (α) y fijando para´metro de la temperatura (τ ) a 0,01 e interaccionando
con estudiantes de tipo grupo2. El modelo del dominio utilizado es A.
EXPERIMENTO SIMUL-9
Por u´ltimo, se analiza el efecto en el proceso de convergencia de RLATES
que puede suponer la interaccio´n con estudiantes de diferente caracterı´sticas de
aprendizaje. Para ello se ha fijado τ a 0,01 y α a 0,5.
La gra´fica de la Figura 5.24 muestra co´mo el grado de indeterminismo en los
5.4. RESULTADOS OBTENIDOS 101









     
Q~PHURGHHVWXGLDQWHV
Q~P
HUR
GH
DF
FLR
QHV
DOID 
DOID 
DOID 
Figura 5.23: SIMUL-8. Desviacio´n tı´pica de RLATES variando el ratio de aprendizaje
del sistema (α) y fijando para´metro de la temperatura (τ ) a 0,01 e interaccionando con
estudiantes de tipo grupo2. El modelo del dominio utilizado es A.
estudiantes no afecta mucho a la curva de convergencia de RLATES en este domi-
nio. Por u´ltimo, la Figura 5.25 muestra que la desviacio´n tı´pica para los estudian-
tes totalmente deterministas es igual a 0, mientras que para los estudiantes algo
indeterministas converge a valores de 5 acciones de diferencia entre interacciones
de estudiantes.
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Figura 5.24: SIMUL-9. Curvas de aprendizaje de RLATES cuando distintos grupos de
estudiantes interactu´an con el sistema. El ratio de aprendizaje (α) se ha fijado a 0,5, τ a
0,01. El modelo del dominio utilizado es el A.
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Figura 5.25: SIMUL-9. Desviacio´n tı´pica de RLATES cuando distintos grupos de estu-
diantes interactu´an con el sistema. El ratio de aprendizaje (α) se ha fijado a 0,5, τ a 0,01.
El modelo del dominio utilizado es el A.
Modelo del Dominio B
EXPERIMENTO SIMUL-10
En cuanto al modelo del dominio B se refiere, como se hizo con el modelo
del dominio A, se analizara´ el efecto en la convergencia del sistema cuando varı´a
el para´metro de la temperatura de Boltzmann (τ ), el ratio de aprendizaje (α), y el
indeterminismo en los estudiantes.
Comenzando por analizar co´mo afecta la temperatura al fijar α a 0,5 e inte-
ractuando con estudiantes de tipo grupo2, la gra´fica 5.26 muestra co´mo cuanto
menor es el valor del para´metro τ en la estrategia de exploracio´n/explotacio´n de
Boltzmann, mejor se comporta el sistema (al igual que ocurrı´a con el modelo del
dominio A). Igualmente, en la gra´fica 5.27 se puede observar co´mo el sistema se
comporta de forma ma´s estable (con menor diferencia entre interacciones de dis-
tintos alumnos) cuanto menor el valor de τ . Por ello, se establece τ=0,01 como un
valor apropiado para este dominio.
EXPERIMENTO SIMUL-11
A continuacio´n se analizara´ el efecto de la variacio´n del ratio de aprendizaje
(α) en RLATES. Para ello se ha fijado la temperatura de la estrategia de explo-
racio´n/explotacio´n de Boltzmann (τ ) a 0,01 y se trabaja con estudiantes de tipo
grupo2.
En la gra´fica 5.28 se muestra co´mo cuando el para´metro α es 0,5 o 0,9, el
sistema converge a valores de 15 acciones con so´lo 20 estudiantes. Por otro lado,
la Figura 5.29 muestra que cuando α toma el valor 0,5 o 0,9, la desviacio´n tı´pica
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Figura 5.26: SIMUL-10. Curvas de aprendizaje de RLATES variando el para´metro de la
temperatura (τ ) en la estrategia de exploracio´n/explotacio´n de Boltzmann, fijando el ratio
de aprendizaje (α) a 0,5 e interaccionando con estudiantes de tipo grupo2. El modelo del
dominio utilizado es B.
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Figura 5.27: SIMUL-10. Desviacio´n tı´pica de RLATES variando el para´metro de la tem-
peratura (τ ) en la estrategia de exploracio´n/explotacio´n de Boltzmann, fijando el ratio de
aprendizaje (α) a 0,5 e interaccionando con estudiantes de tipo grupo2. El modelo del
dominio utilizado es B.
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alcanza valores de ma´s o menos 5 acciones de diferencia entre interacciones de
estudiantes.
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Figura 5.28: SIMUL-11. Curvas de aprendizaje de RLATES variando el ratio de apren-
dizaje del sistema (α) y fijando para´metro de la temperatura (τ ) a 0,01 e interaccionando
con estudiantes de tipo grupo2. El modelo del dominio utilizado es B.
EXPERIMENTO SIMUL-12
Por u´ltimo, se analiza el efecto del indeterminismo en las acciones de los es-
tudiantes. Para ello se fija el valor de τ a 0,01 y el valor de α a 0,5.
En la gra´fica 5.30 se puede observar co´mo cuanto ma´s indeterminismo existe
en las acciones de los estudiantes, peor se comporta el sistema (converge a ta´cti-
cas menos buenas). Es notorio de resaltar que en el caso en que los estudiantes
totalmente deterministas interactu´an con el sistema, se alcanza la ta´ctica o´ptima
(ejecucio´n de 8 acciones cuando el estudiante siempre aprende lo que se le pre-
senta) utilizando alrededor de 20 estudiantes para converger.
Para finalizar, la gra´fica 5.31 muestra la desviacio´n tı´pica de este experimento,
donde se observa que cuanto ma´s determinista es el comportamiento de los estu-
diantes, menor desviacio´n existe entre las interacciones de distintos estudiantes,
destacando que cuando son totalmente deterministas, la desviacio´n es igual a cero.
A continuacio´n, se plantea una cuestio´n importante: si el sistema de ensen˜anza
es capaz de converger con ambas estrategias de exploracio´n/explotacio´n (e-greedy
y Boltzmann), entonces, ¿cua´l sera´ la ma´s adecuada para utilizar cuando se inter-
accione con estudiantes reales? Para obtener una solucio´n, lo primero que se nos
ocurrio´ es comparar las curvas del proceso de aprendizaje de RLATES. En la gra´fi-
ca 5.32 se comparan las dos estrategias mostrando la curva de aprendizaje del sis-
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Figura 5.29: SIMUL-11. Desviacio´n tı´pica de RLATES variando el ratio de aprendizaje
del sistema (α) y fijando para´metro de la temperatura (τ ) a 0,01 e interaccionando con
estudiantes de tipo grupo2. El modelo del dominio utilizado es B.
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Figura 5.30: SIMUL-12. Curvas de aprendizaje de RLATES cuando distintos grupos de
estudiantes interactu´an con el sistema. El ratio de aprendizaje (α) se ha fijado a 0,5, τ a
0,01. El modelo del dominio utilizado es el B.
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Figura 5.31: SIMUL-12. Desviacio´n tı´pica de RLATES cuando distintos grupos de estu-
diantes interactu´an con el sistema. El ratio de aprendizaje (α) se ha fijado a 0,5, τ a 0,01.
El modelo del dominio utilizado es el B.
tema cuando sus para´metros proporcionan mejores resultados en nuestro dominio:
α=0,5, e=0,9 (para la polı´tica e-greedy), τ=0,01 (para la polı´tica de Boltzmann),
siempre trabajando con estudiantes del grupo2 (con comportamiento algo indeter-
minista) y con el modelo del dominio B. En esta gra´fica se puede observar co´mo
existe poca diferencia entre las dos curvas, convergiendo a valores medios de 19
acciones cuando se utiliza la polı´tica de e-greedy y a valores medios de 24 accio-
nes cuando se utiliza la polı´tica de Boltzmann. Adema´s, ambos convergen cuando
so´lo 20 estudiantes interactu´an con RLATES.
Por otro lado, observando la gra´fica 5.33 se comprueba que el sistema se com-
porta de forma mucho ma´s estable (las interacciones entre estudiantes son ma´s
parecidas) cuando se trabaja con la polı´tica de Boltzmann que con la polı´tica e-
greedy. Esta diferencia en algunos casos compensa la caracterı´stica anterior.
Despue´s de analizar las curvas, se plantea otra cuestio´n para poder decidir
entre las dos opciones: ¿alguna de las dos polı´ticas nos proporciona alguna ventaja
en cuanto a la interaccio´n con estudiantes reales? La respuesta a esta pregunta es
sı´, ya que la estrategia de exploracio´n/explotacio´n de Boltzmann proporciona una
probabilidad normalizada de ejecutar una accio´n cuando el estudiante se encuentra
en un estado de conocimiento de la materia dado, eligiendo la siguiente accio´n a
tomar en base a esa probabilidad. Sin embargo, cuando se utiliza la polı´tica e-
greedy y no se elige la mejor opcio´n, el sistema elige aleatoriamente entre el resto
de las acciones (pudiendo llegar a elegir una accio´n realmente mala).
Esta caracterı´stica de la polı´tica de Boltzmann se podrı´a utilizar fa´cilmente
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Figura 5.32: Curvas de aprendizaje de RLATES comparando las estrategias de explora-
cio´n/explotacio´n de e-greedy (su para´metro e se ha fijado a 0,9) y Boltzmann (su para´metro
de temperatura (τ se ha fijado a 0,01) ). El ratio de aprendizaje (α) se ha fijado a 0,5 y se
ha trabajado con estudiantes del grupo2 . El modelo del dominio utilizado es el B.
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Figura 5.33: Desviacio´n tı´pica de RLATES comparando las estrategias de explora-
cio´n/explotacio´n de e-greedy (su para´metro e se ha fijado a 0,9) y Boltzmann (su para´metro
de temperatura (τ se ha fijado a 0,01) ). El ratio de aprendizaje (α) se ha fijado a 0,5 y se
ha trabajado con estudiantes del grupo2 . El modelo del dominio utilizado es el B.
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cuando estudiantes reales interaccionan con el sistema, proporciona´ndoles, en lu-
gar de una sola opcio´n (pa´gina web) para continuar aprendiendo, varias, presen-
tando del mismo modo la probabilidad con que el sistema sugiere esa ejecucio´n
de la accio´n, de forma que sea el propio estudiante el que decida si desea seguir
el consejo del sistema o continuar aprendiendo a trave´s de otras pa´ginas web.
Adema´s, de esta forma, se le proporciona al estudiante sensacio´n de control sobre
el sistema, cualidad que se requiere en los sistemas de educacio´n para mantener
la atencio´n del estudiante.
Tras esta comparativa, se toma la decisio´n de implementar la estrategia de
exploracio´n/explotacio´n de Boltzmann para la interaccio´n con estudiantes reales.
Conclusiones
Como conclusiones a este bloque de experimentos, se observa, que, al igual
que ocurrı´a cuando se utilizaba la estrategia de exploracio´n/explotacio´n de e-
greedy, con Boltzmann el sistema tambie´n llega a converger a ta´cticas cercanas
a las o´ptimas (con valores pequen˜os del nu´mero de acciones) y ra´pidamente (uti-
lizando pocos estudiantes hasta que el sistema converge).
Adema´s, tambie´n se han obtenido los siguientes resultados:
Se han realizado experimentos sobre el efecto de la variacio´n del para´metro
τ (temperatura) en la estrategia de exploracio´n/explotacio´n de Boltzmann.
Se ha concluido finalmente que cuando ma´s avaricioso es el comportamien-
to del sistema (ma´s explotacio´n y menos exploracio´n; ma´s bajo es el valor
de τ ), la convergencia sera´ mejor y ma´s ra´pida. Por lo tanto, se define el
valor de τ=0,01 como una buena opcio´n para los sistemas de ensen˜anza.
Tambie´n se han realizado experimentos sobre el efecto de la variacio´n del
para´metro α (ratio de aprendizaje de la funcio´n de Q-learning). Se ha ob-
servado co´mo cuando este para´metro toma el valor de 0,9, se comporta de
la mejor forma.
Adema´s, se han realizado experimentos sobre el efecto del indeterminismo
en las acciones de los estudiantes. Se ha comprobado que cuando ma´s inde-
terminismo, el sistema converge a peores valores de las ta´cticas pedago´gi-
cas.
En cuanto a aplicaciones futuras sobre estudiantes reales se pueden resaltar los
siguientes resultados:
La estrategia de exploracio´n/explotacio´n de Boltzmann proporciona venta-
jas de aplicacio´n frente a la polı´tica e-greedy cuando se trata con estudiantes
reales, siempre que se tomen valores de τ muy bajos (0,01).
5.4. RESULTADOS OBTENIDOS 109
Se aconseja homogeneizar el grupo de estudiantes, describiendo su MDP lo
ma´s determinista posible.
Se recomienda que el para´metro α tome el valor de 0,5 para obtener un
nu´mero pequen˜o de estudiantes en la fase de entrenamiento y obtener una
polı´tica de comportamiento cercana a la o´ptima.
Al utilizar la estrategia de exploracio´n/explotacio´n de Boltzmann, el sistema
requiere un nu´mero mayor de acciones, pero se comporta de forma ma´s
estable en cuanto a la diferencia entre las interacciones del sistema respecto
a la estrategia de exploracio´n/explotacio´n e-greedy
Tras este bloque de experimentacio´n, la conclusio´n principal es que la estra-
tegia de exploracio´n de Boltzmann an˜ade ciertas ventajas cuando se utiliza con
estudiantes reales que la polı´tica e-greedy no podrı´a proporcionar.
5.4.3. Inicializacio´n de las Ta´cticas Pedago´gicas
Hasta el momento se ha demostrado que el sistema de ensen˜anza es capaz
de aprender ta´cticas pedago´gicas cercanas a la o´ptima, utilizando no muchos es-
tudiantes previamente para converger cuando el sistema parte de una situacio´n
inicial sin ninguna informacio´n sobre el dominio (es decir, sin inicializar la tabla
Q del algoritmo de aprendizaje Q-learning ). En este apartado nos preguntamos si
serı´a posible reducir ese nu´mero de estudiantes necesario para la convergencia, ya
que los primeros estudiantes que interactu´an con el sistema no aprenden de la me-
jor forma la materia, ya que cuando ellos interactu´an con el sistema, e´ste todavı´a
no ha aprendido a ensen˜ar.
En esta seccio´n, se experimenta sobre la posibilidad de reducir el periodo de
aprendizaje del sistema (el nu´mero de alumnos que necesita el sistema hasta que
converge a una polı´tica pedago´gica va´lida) mediante la inicializacio´n de la tabla
Q. Esta inicializacio´n se va a realizar interaccionando con estudiantes simulados
con una serie de caracterı´sticas de aprendizaje determinadas.
En este sentido, existen dos posibilidades:
los estudiantes reales siguen el mismo modelo que los estudiantes simula-
dos, por lo que el sistema tendrı´a correctamente inicializada la tabla Q y no
necesitarı´a adaptarse a los nuevos estudiantes.
no se cumple lo anterior, por lo que el sistema tendrı´a que adaptarse a las
nuevas caracterı´sticas de los estudiantes.
En esta experimentacio´n nos ponemos en el peor de los casos, donde al princi-
pio se inicializa el sistema con estudiantes pertenecientes a un grupo determinado
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y, posteriormente, una vez inicializada la tabla Q con ta´cticas pedago´gicas pa-
ra estudiantes con unas caracterı´sticas de aprendizaje determinadas, se cambia el
tipo de estudiante, comenzando a interaccionar estudiantes con otro tipo de carac-
terı´sticas de aprendizaje.
En la Figura 5.34 se muestra co´mo el sistema, que inicialmente parte la eje-
cucio´n sin previo conocimiento sobre el modelo del dominio, interactu´a con 200
estudiantes de tipo grupo3, llegando a la convergencia cuando 20 estudiantes han
interactuado con RLATES. Una vez que el sistema ya ha convergido a una polı´tica
pedago´gica cercana a la o´ptima, se cambia el grupo de estudiantes que interaccio-
na con RLATES al grupo2. Se comprueba que se requieren, como mucho, 10
estudiantes para llegar a la convergencia.
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Figura 5.34: Curvas de aprendizaje de RLATES comparando el efecto de la variacio´n en
la temperatura de la estrategia de Boltzmann y plasmando el efecto de la inicializacio´n del
sistema. El ratio de aprendizaje (α) se ha fijado a 0,5 y el modelo del dominio utilizado
es el B. Se ha trabajado inicialmente con estudiantes del grupo3 y posteriormente con
estudiantes del grupo2.
Hay que tener en cuenta que estos experimentos se esta´n realizando en el peor
de los casos (cuando las caracterı´sticas de aprendizaje de los estudiantes nuevos
son muy diferentes a co´mo se ha inicializado la tabla Q). En el caso en el que
la inicializacio´n coincida con las caracterı´sticas de aprendizaje de los estudiantes,
el sistema no tendrı´a que volver a aprender la tabla Q, ya que la que utilizaba
en primer lugar serı´a correcta para los estudiantes actuales, por lo que la fase de
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entrenamiento (ver seccio´n 3.2.5) del sistema se reducirı´a a cero.
En la Figura 5.35 se puede ver el mismo experimento, pero primero interac-
tuando con estudiantes del grupo2 y posteriormente interactuando con estudiantes
del grupo3. De nuevo se puede observar co´mo en el mejor de los casos el sistema
necesita u´nicamente 10 estudiantes para converger a la nueva ta´ctica de ensen˜anza,
frente a los 20 que necesitarı´a si el sistema no estuviera previamente inicializado.
Adema´s, el sistema converge mejor (menor nu´mero de acciones) cuando esta´ ini-
cializado que cuando no lo esta´.
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Figura 5.35: Curvas de aprendizaje de RLATES comparando el efecto de la variacio´n en
la temperatura de la estrategia de Boltzmann y plasmando el efecto de la inicializacio´n del
sistema. El ratio de aprendizaje (α) se ha fijado a 0,5 y el modelo del dominio utilizado
es el B. Se ha trabajado inicialmente con estudiantes del grupo2 y posteriormente con
estudiantes del grupo3.
Por u´ltimo, en la gra´fica 5.36 se resumen los dos experimentos anteriores, pre-
sentando las curvas de aprendizaje de RLATES cuando el sistema se encuentra
inicializado y cuando no, con estudiantes de los grupos grupo2 y grupo3 inter-
actu´an con RLATES. En esta gra´fica se observa claramente co´mo el taman˜o de
la fase de entrenamiento del sistema se y co´mo, en el caso de los estudiantes del
grupo2, el sistema aprende una ta´ctica pedago´gica mejor (con menor nu´mero de
acciones). Cuando el sistema interactu´a con estudiantes del grupo3 se observa
que, al inicializar el sistema con informacio´n pedago´gica sobre los estudiantes del
grupo2, el sistema cae en un mı´nimo local, necesitando ejecutar un nu´mero mayor
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de acciones. En este caso es importante tomar la decisio´n de que´ es lo que ma´s
interesa para nuestro sistema, aprender las mejores ta´cticas pedago´gicas, o dismi-
nuir la fase de entrenamiento del sistema. En el caso del sistema de educacio´n a
distancia es importante que no muchos estudiantes sufran las consecuencias de la
fase de entrenamiento del sistema, por lo que creemos que es positivo inicializar
el sistema con informacio´n pedago´gica.
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Figura 5.36: Curvas de aprendizaje de RLATES analizando las ventajas de la inicializa-
cio´n.
Conclusiones
Como conclusiones a este grupo de experimentos, se puede decir que la ini-
cializacio´n del sistema RLATES con ta´cticas pedago´gicas es positivo (reduce el
taman˜o de la fase de entrenamiento del sistema y la ta´ctica pedago´gica necesita
un nu´mero menor de acciones a ejecutar), aunque se inicialice con estudiantes que
no posean las mismas caracterı´sticas de aprendizaje que los actuales.
Se han realizado experimentacio´n en el peor de los casos (cuando las carac-
terı´sticas de aprendizaje de los estudiantes que inicializan el sistema son muy dife-
rentes a los que posteriormente lo utilizara´n). Hay que tener en cuenta que si estas
caracterı´sticas de aprendizaje coincidieran, el taman˜o de la fase de entrenamiento
de RLATES se reducirı´a a cero.
Tras toda la experimentacio´n realizada en este apartado, se concluye que es
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positiva la inicializacio´n del sistema con estudiantes simulados cuando posterior-
mente estudiantes reales trabajen con RLATES.
5.5. Conclusiones
En esta seccio´n se ha realizado una experimentacio´n exhaustiva con estudian-
tes simulados, donde se han planteado situaciones parecidas a las reales (que po-
drı´an ocurrir con estudiantes humanos interaccionando con el sistema). En primer
lugar, se analizo´ si la estrategia de exploracio´n/explotacio´n e-greedy proporcio-
naba un buen aprendizaje al sistema, posteriormente se propuso la utilizacio´n de
la estrategia de exploracio´n/explotacio´n de Boltzmann en lugar de la e-greedy y
finalmente se realizaron experimentos para tratar de disminuir la fase de entre-
namiento del sistema. Este apartado resume todas las conclusiones que se han
realizado en cada grupo de experimentos:
El sistema es capaz de aprender ta´cticas pedago´gicas ensen˜ando a estudian-
tes con distintas caracterı´sticas de aprendizaje (las curvas de aprendizaje
convergen), tanto con la estrategia de exploracio´n/explotacio´n e-greedy co-
mo Boltzmann en los modelos del dominio utilizados.
El sistema necesita interaccionar con un nu´mero no muy grande de estu-
diantes para converger (convergencia ra´pida).
El sistema converge a ta´cticas cercanas a las o´ptimas (utilizando un nu´mero
no muy grande de acciones).
Cuanto ma´s avariciosa es la polı´tica (tanto con e-greedy como con Boltz-
mann), RLATES converge a ta´cticas pedago´gicas adecuadas ma´s ra´pido
(utilizando menor nu´mero de estudiantes) y mejor (ejecutando menor nu´me-
ro de acciones).
Cuanto mayor es el valor de α, mejor se comporta el sistema (aprende ma´s
ra´pido a ensen˜ar), pero las polı´ticas de comportamiento obtenidas son ma´s
inestables.
Cuanto ma´s indeterminista sea el estudiante, peor aprendera´ el sistema y las
interacciones entre los estudiantes sera´n ma´s diferentes (utilizando distinto
nu´mero de acciones en las curvas de la desviacio´n tı´pica).
La estrategia de exploracio´n/explotacio´n de Boltzmann ofrece ventajas fren-
te a la polı´tica e-greedy.
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La inicializacio´n del sistema a ta´cticas pedago´gicas va´lidas para estudiantes
con ciertas caracterı´sticas de aprendizaje es positiva, incluso cuando los es-
tudiantes que van a utilizar posteriormente RLATES no posean las mismas
caracterı´sticas de aprendizaje que se han supuesto en la inicializacio´n.
Capı´tulo 6
Experimentacio´n con Estudiantes
Reales
En este capı´tulo se analizan los resultados al realizar la experimentacio´n con
estudiantes reales. En esta experimentacio´n se desea comprobar que la adaptabi-
lidad incorporada en el sistema es u´til para los estudiantes. Para ello se realizara´n
dos tipos de pruebas: experimentos con una versio´n del sistema que incorpora
adaptabilidad a los estudiantes (RLATES) y experimentos con otra versio´n del
sistema que no se adapta a las caracterı´sticas de aprendizaje de los estudiantes.
Tambie´n se desea comprobar si los resultados obtenidos en la experimentacio´n
con estudiantes simulados puede generalizarse al observar que el comportamiento
de RLATES con estudiantes simulados es parecido al comportamiento de RLA-
TES con estudiantes reales. Ası´ mismo, tambie´n se desea comprobar si el sistema
posee un grado de usabilidad alto.
Con el objetivo de realizar una experimentacio´n adecuada, el primer paso es
definir los objetivos de los experimentos se desean realizar. A continuacio´n, se
define la fase completa de experimentacio´n, teniendo en cuenta, entre otras cosas,
el entorno de las pruebas y la inicializacio´n del sistema. Posteriormente, se deta-
llara´n los para´metros de evaluacio´n tenidos en cuenta y finalmente se analizara´n
los resultados obtenidos y se resumira´n en un apartado de conclusiones.
6.1. Motivacio´n de la Experimentacio´n
Los experimentos que se analizan en esta seccio´n parten de la hipo´tesis de que
el sistema se comportara´ de forma similar a como se comporto´ con los estudiantes
simulados, siempre teniendo en cuenta que el comportamiento de los estudiantes
reales es estoca´stico (indeterminista), dependiendo de muy diversos factores (por
ejemplo, diferentes caracterı´sticas de aprendizaje, aburrimiento, distraccio´n en el
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entorno, motivacio´n de los estudiantes, etc.).
Estos experimentos tratan de responder principalmente a tres cuestiones: pri-
mero se comprobara´ si RLATES es capaz de aprender a ensen˜ar cuando interactu´a
con estudiantes reales: ¿el sistema sera´ capaz de converger?; se pondra´ especial
atencio´n en el taman˜o de la fase de entrenamiento del sistema (nu´mero de estu-
diantes que el sistema necesita para aprender a ensen˜ar correctamente): ¿cua´nto
tarda en converger el sistema?; por u´ltimo, tambie´n se comprobara´ lo buena que
es la polı´tica pedago´gica aprendida (el nu´mero de acciones que el sistema necesi-
ta para ensen˜ar completamente la materia): ¿las ta´cticas pedago´gicas aprendidas
son lo suficientemente buenas?. Para responder a estas preguntas, el disen˜o del
experimento se basa en el estudio llevado a cabo con estudiantes simulados, ini-
cializando previamente el sistema con los valores adecuados de los para´metros
que afectan la convergencia de RLATES.
Por u´ltimo, tambie´n se desea comprobar la usabilidad del sistema. Para ello,
los estudiantes, tras la interaccio´n con el sistema, rellenaron una encuesta que fue
disen˜ada para hallar el grado de usabilidad del sistema.
6.2. Disen˜o de la experimentacio´n
En este apartado se presenta el disen˜o de la experimentacio´n realizada, en el
que, en primer lugar, se tendra´ en cuenta el entorno en el que se han realizado
los experimentos, tratando de evitar factores de ’ruido’ que puedan corromper
los resultados de las interacciones de los estudiantes reales con RLATES. Poste-
riormente, se tratara´n los detalles de inicializacio´n del sistema, basa´ndose en los
experimentos realizados con estudiantes simulados. Finalmente, para acabar con
el disen˜o de la experimentacio´n, se mostrara´n los principales elementos tenidos
en cuenta para disen˜ar la encuesta de evaluacio´n de la usabilidad del sistema.
6.2.1. Entorno en la Experimentacio´n
Como se comento´ en el apartado 4.1, es difı´cil conseguir una experimentacio´n
con estudiantes reales en sistemas de educacio´n adaptativos en la que no influ-
yan las variables dependientes en la experimentacio´n (tales como caracterı´sticas
propias del estudiante o como las condiciones de entorno del experimento). Las
caracterı´sticas de aprendizaje del estudiante no se pueden controlar a la hora de
realizar los experimentos, pero sı´ las condiciones de entorno de la experimenta-
cio´n.
Para evitar la influencia de las variables con ’ruido’ del entorno en los experi-
mentos, [Chin, 2001] proporciono´ una serie de reglas a tener en cuenta:
Asignar de forma aleatoria suficientes participantes a los grupos.
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Asignar aleatoriamente diferentes horarios a los participantes.
Comprobar que la habitacio´n no tiene ventanas ni otras distracciones (p.e.
posters) y que es tranquila. Los participantes han de estar lo ma´s aislados
posible.
El espacio de que disponen al lado del ordenador debe estar preparado er-
gono´micamente para los diferentes participantes.
Si se utiliza una red, evitar que haya tiempos de carga elevados.
Preparar instrucciones uniformes para los participantes, preferiblemente es-
critas o en cinta de video o audio.
Los experimentos deben planearse para minimizar la interaccio´n con el par-
ticipante.
Se debera´n descartar los datos en los que los participantes requieren hablar
con la persona que organiza el experimento durante el experimento.
Los participantes debera´n seguir una serie de reglas locales para comprobar
que se lo toman en serio (por ejemplo, firmar un cuestionario despue´s de la
interaccio´n).
Permitir que los participantes este´n el tiempo que necesiten. Los experimen-
tos pueden tardar meses en llevarse a cabo.
Analizar los resultados tras la ejecucio´n de los experimentos.
Analizar las posibles variables ’ruidosas’ que podrı´an corromper los resul-
tados de los experimentos.
En nuestra experimentacio´n, se han tratado de paliar todos los factores de rui-
do explicados en el apartado anterior realizando siempre los experimentos en el
mismo ordenador del mismo laboratorio, durante varios dı´as (man˜ana y tarde), de
forma que las condiciones de entorno fueran similares para todos los experimen-
tos.
En cuanto a los alumnos que han interactuado con el sistema, se ha trabaja-
do con estudiantes de 2o curso de Ingenierı´a Te´cnica en Informa´tica de Gestio´n
(2o ITIG) y de 2o curso de Ingenierı´a Superior de Informa´tica (2o II). Su cono-
cimiento inicial sobre temas relacionados con el dominio del sistema de educa-
cio´n se conocı´a gracias a los planes de estudio de las titulaciones. Adema´s, este
conocimiento inicial de los estudiantes, fue confirmado por ellos en un cuestio-
nario inicial que rellenaron con el objetivo de realizar una seleccio´n de alumnos
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adecuada. Los estudiantes de 2o de ITIG seleccionados conocı´an el Modelo Re-
lacional de Disen˜o de Bases de Datos gracias a la asignatura troncal de segundo
curso Ficheros y Bases de Datos. Algunos de ellos tambie´n conocı´an el Diagra-
ma de Clases propio de las metodologı´as orientadas a objetos al haber cursado la
asignatura optativa de tercer curso Metodologı´a del Desarrollo del Software. Por
otro lado, los estudiantes de 2o de II seleccionados tambie´n conocı´an el Modelo
Relacional visto en la asignatura troncal de 2o curso Ficheros y el Diagrama de
Clases visto en la asignatura obligatoria Metodologı´a de Desarrollo. Para realizar
la experimentacio´n, se han utilizado estudiantes de ambas carreras y de ambos
tipos de conocimiento repartidos de forma aleatoria en toda la experimentacio´n,
intentando paliar el ruido en las caracterı´sticas de aprendizaje de los estudiantes.
A pesar de utilizar alumnos de distintas titulaciones, se ha considerado que
pertenecı´an a un mismo grupo, por lo que no se ha realizado la fase de agrupacio´n
definida en la seccio´n 3.2.5.
Es interesante comparar las ventajas de utilizar adaptacio´n en el sistema. Para
ello, habitualmente se realizan dos tipos de experimentos en el sistema: alum-
nos que interaccionan con una versio´n del sistema que proporciona adaptacio´n
dependiendo de las caracterı´sticas del estudiante (RLATES), y otros alumnos que
interaccionan con una versio´n del sistema que no proporciona guı´a directa (IGNA-
TES). Algunos investigadores han utilizado experimentacio´n cruzada para evaluar
sus sistemas, donde el mismo estudiante interactu´a en un momento dado con el
sistema cuando e´ste se comporta de forma adaptativa y, en otro momento dado, el
mismo estudiante interacciona con el sistema cuando e´ste no se comporta de for-
ma adaptativa. De esta forma, el alumno podrı´a evaluar las diferencias que existen
entre ambas implementaciones. En nuestro sistema no se ha podido utilizar expe-
rimentacio´n cruzada, ya que el objetivo del sistema es que el sistema aprenda un
temario. La primera vez que el estudiante interactu´e con el sistema educativo no
conocera´ el temario, pero la segunda sı´, por lo que no trabajara´ bajo las mismas
condiciones iniciales. Adema´s, con el objetivo de que el sistema RLATES pudiera
utilizar al ma´ximo la experiencia en interacciones con los estudiantes, modifican-
do sus ta´cticas pedago´gicas, e´stos han interaccionado con el sistema de forma se-
cuencial. En secciones posteriores se podra´n ver los resultados de la comparacio´n
de ambas versiones del sistema educativo (ver apartado 6.4).
Por otro lado, con el objetivo de paliar la subjetividad que pudiera an˜adir el
responsable de los experimentos en la interaccio´n de los estudiantes, por ejemplo,
indica´ndoles co´mo deberı´an interaccionar con el sistema. Para ello, se ha realizado
un experimento ciego, donde el responsable no le informaba al estudiantes sobre
que´ version del sistema utilizaba (con o sin adaptacio´n).
Tras las interacciones de los estudiantes con el sistema, para garantizar que las
diferencias en las variables dependientes se debieran sobre todo a los cambios de
valor de las variables independientes, se han utilizado te´cnicas estadı´sticas como
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la media o la desviacio´n tı´pica para realizar el ana´lisis del experimento.
6.2.2. Versiones Implementadas del Sistema
Para llevar a cabo la experimentacio´n con estudiantes reales, se han imple-
mentado varias versiones del sistema. En concreto, se penso´ en comparar las in-
teracciones de los estudiantes cuando trabajaban con la versio´n adaptativa e in-
teligente del sistema (versio´n que se detallo´ en el apartado 3.4 y a la que se le
llamo´ RLATES) con una versio´n que no guiaba de forma directa a los estudiantes
por el contenido del sistema. Posteriormente se comprobo´ que la primera ver-
sio´n de RLATES implementada (que denominaremos RLATES1) presentaba al-
gunas caracterı´sticas que impedı´an evaluar correctamente el sistema (por ejemplo,
al proporcionar a los estudiantes la correccio´n de los tests que realizaban, e´stos
aprendı´an la forma de aprobar el test, y no el contenido del mismo). Por ello, se
creo´ una segunda versio´n de RLATES donde se variaron algunas caracterı´sticas
de su implementacio´n, que denominaremos RLATES2.
En este apartado se pretende detallar el disen˜o de cada versio´n del programa
implementada, haciendo especial hincapie´ en los elementos del interfaz con los
que puede interactuar el usuario.
Todas las versiones presentaban un interfaz parecido, donde e´ste se habı´a di-
vidido principalmente en dos marcos. En el marco izquierdo aparecı´a, entre otra
informacio´n propia del estudiante actual, el a´rbol de conocimiento que se pre-
tendı´a que aprendiera el estudiante. Por otro lado, en el marco derecho aparecı´a
la informacio´n que se pretendı´a que aprendiera el estudiante sobre un tema en
concreto. Es en este marco, en el marco derecho, donde varı´a principalmente la
implementacio´n de las distintas versiones del sistema.
Versio´n del Sistema IGNATES
En la figura 6.1 se muestra el interfaz del sistema al que hemos denomina-
do IGNATES (del ingle´s Indirect Guide Navigation in Adaptive and inTelligent
Educational Systems). La principal caracterı´stica de este sistema es que e´ste no
proporciona al estudiante soporte a la navegacio´n a trave´s del contenido ni presen-
tacio´n del mismo. Es decir, en esta versio´n es el propio estudiante el que decide
que´ tema estudiar a continuacio´n, que´ tarea (definicio´n, introduccio´n, ejercicio,
etc.) dentro de que´ tema visitar a continuacio´n, etc. sin ninguna ayuda por parte
del sistema.
Para navegar a trave´s de los distintos temas, el estudiante tenı´a que hacer click
sobre cualquiera de los nombres de tema que aparecı´an en el a´rbol de conocimien-
to. Si utilizaban los botones de navegacio´n (Anterior o Siguiente), el sistema les
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Figura 6.1: Interfaz de IGNATES.
posicionaba sobre el anterior o siguiente tema respectivamente del a´rbol de co-
nocimiento, u´nicamente basa´ndose en la posicio´n de cada tema en el a´rbol, y no
comprobando cua´l es el tema que, segu´n las necesidades del estudiante actual, es
el ma´s adecuado para visitar a continuacio´n.
Por otro lado, para navegar a trave´s de las distintas tareas de cada tema, el
estudiante tenı´a que pulsar sobre cada pestan˜a que aparecı´a en el marco derecho
del sistema. En cada una de las pestan˜as aparecı´an los diferentes elementos de
cada tema (ejercicios, definiciones, ejemplos, etc.). Adema´s, el estudiante decidı´a
cua´ndo intentar aprobar los tests referentes al tema en cuestio´n, de forma que si
pinchaba en la pestan˜a denominada Tests se le presentaba al estudiante una prueba
de tipo test.
Versio´n del Sistema RLATES1
En las versiones que se implementaron sobre el sistema RLATES (del ingle´s
Reinforcement Learning in Adaptive and Intelligent Educational Systems), RLA-
TES1 y RLATES2, se le prohibio´ por completo al estudiante pinchar en el a´rbol
de conocimiento, indica´ndoles que se tenı´an que dejar guiar por el boto´n de na-
vegacio´n Siguiente. Aunque los estudiantes no podı´an hacer click sobre el a´rbol
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de conocimiento, e´stos sı´ que podı´an ver su estructura, para que, cuando el sis-
tema les llevaba a un tema concreto, ellos supieran en que´ lugar en el a´rbol de
conocimiento se encontraba dicho tema.
Cuando el estudiante pulsaba el boto´n Siguiente, el sistema le ofrecı´a al es-
tudiante varias opciones para continuar la navegacio´n (ver Figura 6.2) segu´n el
algoritmo de Aprendizaje por Refuerzo implementado y su polı´tica de explora-
cio´n/explotacio´n de Boltzmann (ver apartado 3.3.4). Tras elegir una opcio´n deter-
minada, el sistema le mostraba al estudiante u´nicamente dos pestan˜as para visitar
(ver Figura 6.3). En la primera pestan˜a aparecı´a la tarea determinada que el es-
tudiante habı´a elegido para continuar la navegacio´n a partir de todas las opciones
que le habı´a propuesto el sistema. En la segunda pestan˜a aparecı´a un test que los
estudiantes tenı´an que contestar para poder continuar con la navegacio´n.
Figura 6.2: Interfaz de RLATES1 y RLATES2. Opciones para continuar la navegacio´n
Versio´n del Sistema RLATES2
La versio´n de RLATES2 se diferencia en u´nicamente tres caracterı´sticas con
respecto a RLATES1. Este cambio en las caracterı´sticas del sistema se derivo´ de
los primeros experimentos realizados con estudiantes reales (ver apartado 6.4.1):
122 CAPI´TULO 6. EXPERIMENTACIO´N REAL
Figura 6.3: Interfaz de RLATES1 y RLATES2. Pestan˜as de contenido
En RLATES1, el a´rbol de conocimiento no le indicaba a los estudiantes si
el tema lo habı´an aprobado o no, por lo que e´stos a veces se encontraban un
poco perdidos en el sistema. En RLATES2 se an˜aden estos colores indica-
tivos de haber aprobado el tema.
En RLATES1 las opciones que se presentan a los estudiantes tras pulsar
el boto´n de navegacio´n Siguiente se basan estrictamente en la probabilidad
de Boltzmann, de forma que en algunos casos a los estudiantes so´lo se les
ofrecı´a visitar temas que ya habı´an aprobado. En esta segunda versio´n del
sistema se soluciona este problema, ofreciendo u´nicamente tareas de temas
que el estudiante au´n no ha aprobado.
Al realizar los primeros experimentos con RLATES1, observamos un dato
curioso: cuando los estudiantes realizaban tests y no los aprobaban, al pro-
porcionarles la solucio´n a los tests, los alumnos se aprendı´an la solucio´n
a esos test concretos y no aprendı´an el contenido de los mismos. Para so-
lucionar este problema, en RLATES2 no se proporciona la solucio´n a los
tests.
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6.2.3. Inicializacio´n del Sistema
El estudio realizado se basa en la experimentacio´n realizada con estudiantes
simulados (ver seccio´n 5.4), por lo que la inicializacio´n del sistema tomara´ los
valores de los para´metros que mejoraban la convergencia del sistema, es decir:
El ratio de aprendizaje de la funcio´n de Q-learning (α) se fija a 0,9, es decir,
el sistema aprende ra´pidamente a comportarse.
Se utiliza la estrategia de exploracio´n/explotacio´n de Boltzmann, ya que se
demostro´ que poseı´a ventajas deseables para el sistema que la polı´tica e-
greedy no podı´a proporcionar (ver secciones 3.2 y 5).
El para´metro que indica la temperatura en la polı´tica de Boltzmann (τ ) se
fija a 0,01, ya que se comprobo´ en la experimentacio´n con estudiantes si-
mulados que cuanto ma´s avariciosa se comportaba la polı´tica, ma´s ra´pido y
mejor aprendı´a RLATES a ensen˜ar.
El sistema se inicializa con informacio´n del dominio. Esta inicializacio´n se
realizara´ entrenando RLATES con estudiantes simulados que tengan com-
portamiento parecido a los estudiantes reales con los que posteriormente
interactuara´ el sistema. Como se comento´ anteriormente, el comportamien-
to de los estudiantes reales es estoca´stico, e imposible de predecir a priori,
por lo que escoger un tipo de estudiantes simulados para inicializar el siste-
ma que se adecue perfectamente a las caracterı´sticas de aprendizaje de los
estudiantes reales es impensable. Por ello, el sistema se inicializara´ con estu-
diantes simulados que posean un comportamiento estoca´stico (u´nico factor
que se puede asegurar) y se supondra´ que prefieren que se les muestre ta-
reas de tipo definicio´n y ejemplos en formato de texto e imagen, ya que la
experiencia del tutor humano experto en la ensen˜anza de la materia del cur-
so observo´ ese comportamiento de forma generalizada en el aula. Por ello,
se decidio´ utilizar los estudiantes simulados de tipo grupo2 (ver Tabla 5.1),
que cumplen todas estas caracterı´sticas. La inicializacio´n del sistema con
este tipo de estudiantes simulados probablemente no elimine la fase de en-
trenamiento del sistema, pero la hipo´tesis que se realiza es que reducira´ su
taman˜o, al igual que ocurrı´a en la experimentacio´n realizada con estudiantes
simulados.
6.2.4. Evaluacio´n de la Usabilidad del Sistema y Grado de Co-
nocimiento del Estudiante
Es importante, en cualquier sistema hipermedia y, en concreto, en los siste-
mas hipermedia educativos, evaluar su usabilidad. Al evaluar la usabilidad de un
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sistema, es necesario analizar si el sistema es efectivo, eficiente, y seguro; faci-
lita el aprendizaje de los alumnos y que e´stos fijen los conocimientos (que los
recuerden); y por supuesto, sea u´til [Preece et al., 2000].
Para evaluar la usabilidad de un sistema de educacio´n, no so´lo hay que eva-
luar el interfaz de usuario, sino que tambie´n hay que evaluar el me´todo dida´ctico,
los materiales instruccionales y los mecanismos de interaccio´n. De esta forma se
podra´ evaluar si el sistema ayuda o no a los estudiantes a alcanzar sus objetivos
[Dı´az, 2003].
Realizar una encuesta a los alumnos despue´s de interaccionar con RLATES
no so´lo nos proporcionara´ una forma de evaluar la usabilidad del sistema, sino
que tambie´n proporcionara´ la oportunidad de reunir informacio´n valiosa sobre el
disen˜o del sistema (tanto si satisface a los evaluadores, como comprobar que se
puede mejorar con sugerencias que nos proporcionen). Por ello, la encuesta (eva-
luacio´n) ha sido cuidadosamente planeada y preparada, de forma que se puedan
recoger datos apropiados y de confianza para trazar conclusiones relevantes.
[Dı´az, 2003] proporciono´ una serie de criterios para evaluar la utilidad del
sistema y la usabilidad del interfaz de usuario. Los criterios que evalu´an la utilidad
del sistema son:
la riqueza del sistema, que tiene en cuenta el volumen de informacio´n del
sistema, diversidad de estilos de presentacio´n e interaccio´n, tipo de tareas y
actividades que los estudiantes pueden realizar, etc.,
completitud: comprobacio´n de que el sistema tiene la informacio´n necesa-
ria y el nu´mero de mecanismos de interaccio´n suficiente para alcanzar los
objetivos educativos de los estudiantes,
motivacio´n: si el sistema proporciona motivacio´n al estudiante no so´lo para
utilizar el sistema, sino sobre la materia que se ensen˜a,
estructura del hipertexto: ana´lisis de las propiedades estructurales del siste-
ma: conectividad, modularidad, etc.,
autonomı´a: definie´ndolo como el nivel de libertad de navegacio´n o interac-
cio´n que se le proporciona a los usuarios,
competencia: capacidad de navegar a trave´s de los contenidos del sistema y
alcanzar los objetivos propuestos, entre otras cosas, adaptando el sistema a
los diferentes estilos de interaccio´n de los estudiantes y a las preferencias
de contenidos,
flexibilidad: comprobando que el sistema puede ser usado y mantenido.
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Por otro lado, los criterios que evalu´an la usabilidad del interfaz de usuario
son la comprobaci´no de que:
el interfaz es este´tico (incluyendo, por ejemplo, informacio´n multimedia,
que armoniza y es u´til para que los usuarios comprendan los conceptos),
el sistema es consistente (comprobando la utilidad de cada a´rea, boto´n, en-
lace, etc. del sistema),
que el sistema proporcione autoevidencia y meta´foras (facilidad para que
los usuarios adivinen el significado y/o propo´sito de lo que se le presenta),
y
que el sistema sea previsible (cuando el usuario es capaz de anticiparse a lo
que devolvera´ el sistema).
Los criterios citados anteriormente se han tenido en cuenta a la hora de disen˜ar
la encuesta que rellenan los estudiantes tras la interaccio´n con el sistema educa-
tivo, considerando principalmente aquellos que evalu´an la usabilidad del sistema
en cuanto a la propuesta que se ha realizado en esta tesis doctoral. En la siguien-
te seccio´n, se proporcionan algunos resultados al cuestionario que rellenaron los
estudiantes.
Por otro lado, al finalizar la interaccio´n, cada estudiante, adema´s de rellenar
un cuestionario para evaluar la usabilidad del sistema, contestaron a un pequen˜o
examen o prueba. El objetivo de este examen final es la de evaluar el nivel de co-
nocimiento del estudiante sobre la materia que se ensen˜o´ en el curso. Se tendra´ en
cuenta esta informacio´n a la hora de determinar lo bien o mal que ha ensen˜ado el
sistema a cada estudiante, ya que la bondad del proceso de ensen˜anza que sigue
el sistema no so´lo depende de lo ra´pido que aprende a ensen˜ar una secuencia de
contenidos va´lida (medido en nu´mero de estudiantes que tarda el sistema en con-
verger) o buena (medido en nu´mero de acciones que el sistema necesita mostrar
al estudiante para que e´ste llegue a conocer toda la materia del curso), sino que
tambie´n interesa conocer co´mo de bien ha aprendido el estudiante el conocimien-
to mostrado (teniendo en cuenta un grado de conocimiento distinto si aprueba o
no los exa´menes contestados durante el curso).
6.3. Para´metros de Evaluacio´n
Los para´metros utilizados para la experimentacio´n son medidas objetivas da-
das por el comportamiento de los estudiantes en la interaccio´n con el sistema.
La mayorı´a de los sistemas de educacio´n adaptativa evalu´an su eficacia segu´n el
nu´mero de nodos o pa´ginas visitados/as o el tiempo que ha tardado un alumno en
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aprender el conocimiento ofrecido por el sistema. Pero existen otros para´metros
que no suelen tener en cuenta, por ejemplo cua´nto ha aprendido el estudiante al
finalizar el curso (informacio´n que se puede determinar a partir de los resultados
de los cuestionarios y/o del nivel de complejidad de cada nodo). Existen otros
para´metros que tambie´n son importantes, como puede ser la ansiedad, confusio´n
(cuando las pa´ginas cambian), sentimientos, etc., pero estos para´metros son ma´s
difı´ciles de evaluar. Por lo tanto, en nuestro sistema se tendra´n en cuenta las si-
guientes medidas objetivas dadas por el comportamiento del estudiante:
nu´mero de pa´ginas web que ha tenido que visitar el alumno para llegar a su
objetivo de aprendizaje (aprender todo el material del curso).
tiempo total que ha tardado el alumno en alcanzar su meta.
nivel de conocimiento del estudiante una vez finalizada la interaccio´n con
el sistema.
6.4. Resultados Obtenidos
En esta seccio´n se presentan los resultados obtenidos al realizar los experimen-
tos con estudiantes reales. La presentacio´n de los resultados de la experimentacio´n
se han dividido en dos apartados, dependiendo de si los resultados se han obte-
nido de forma objetiva (resultados obtenidos en la interaccio´n de los estudiantes
con el sistema RLATES), o subjetivamente (obtenidos a partir del cuestionario de
evaluacio´n de usabilidad del sistema).
6.4.1. Resultados de la Interaccio´n Estudiante-RLATES
La experimentacio´n con estudiantes reales se ha dividido en dos, dependien-
do del modelo del dominio utilizado en la experimentacio´n (ver seccio´n 4.3).
Adema´s, con el modelo del dominio B se han realizado dos experimentos, cada
uno con una implementacio´n del sistema que se detalla en este apartado. Posterior-
mente, en cada bloque de experimentos, se distinguira´ cuando el sistema funciona
con y sin adaptacio´n al estudiante. En la Figura 6.4 se muestra la planificacio´n de
la experimentacio´n con estudiantes reales, indicando tanto los para´metros de cada
experimento y las variables dependientes (numerados con la palabra “Real-” ma´s
un nu´mero consecutivo).
Es importante destacar el hecho de que en esta experimentacio´n se ha supuesto
que todos los estudiantes poseen caracterı´sticas de aprendizaje similares (como el
conocimiento inicial de la materia, la preferencia en el formato de las pa´ginas web,
ya que todos ellos prefieren leer texto acompan˜ado de ima´genes en lugar de texto
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sin ima´genes, etc.). Se ha realizado esta suposicio´n debido a que se ha realizado
una seleccio´n de alumnos de segundo curso (tanto de la Ingenierı´a Te´cnica de
Informa´tica de Gestio´n, como de Ingenierı´a Superior en Informa´tica), sabiendo de
antemano que todos ellos han cursado asignaturas parecidas en cuanto a la materia
de Disen˜o de Bases de Datos o similares se refiere, tal y como se introdujo en la
seccio´n 6.2. Por lo tanto, se considera que todos los estudiantes que interactu´an
con RLATES pertenecen al mismo grupo de estudiantes.
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Figura 6.4: Planificacio´n de la experimentacio´n con estudiantes reales.
Modelo del Dominio A
En total, 24 alumnos han trabajado con el sistema cuando e´ste ensen˜aba la
materia del modelo del dominio A. Doce de ellos han trabajado con el sistema
cuando e´ste se adapta de forma inteligente a las necesidades de cada uno de ellos
(RLATES1), y otros doce alumnos distintos a los anteriores han trabajado con el
sistema sin adaptacio´n (IGNATES).
RESULTADO REAL-1
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En primer lugar, se desea comprobar si el sistema es capaz de converger inter-
accionando con un nu´mero limitado de estudiantes a ta´cticas pedago´gicas adecua-
das para ensen˜ar la materia del curso a los estudiantes que se han seleccionado.
En la gra´fica 6.5 se muestran dos curvas, una curva de convergencia cuando los
estudiantes interactu´an con RLATES1 (dibujada en color rojo), y otra curva que
muestra el nu´mero de pa´ginas web que visito´ cada estudiante que interacciono´ con
IGNATES (dibujada en color azul). El eje de abscisas muestra el nu´mero de es-
tudiante que interacciono´ (numera´ndolos de 1 al nu´mero ma´ximo de estudiantes
que interaccionaron en cada modo), y el eje de ordenadas muestra el nu´mero de
pa´ginas web que visito´ cada estudiante durante la interaccio´n.
Se puede observar co´mo la curva de RLATES1 converge a buenas ta´cticas pe-
dago´gicas, llegando a valores de u´nicamente 3 pa´ginas web cuando el estudiante
nu´mero 8 interactu´a con el sistema (taman˜o de la fase de entrenamiento del sis-
tema igual a 8). Destacar en este punto que el sistema muestra una u´nica pa´gina
web por tema (el modelo del dominio A so´lo posee tres temas) cuando RLATES1
ha convergido a la polı´tica pedago´gica o´ptima. En la curva se observan que los
estudiantes 5 y 9 no se comportaron como se esperaba (visitaron ma´s pa´ginas web
de las que se suponı´a que tenı´an que visitar). Esto se debe a ’ruido’ en el siste-
ma derivado posiblemente de infinitas situaciones como, por ejemplo, que quiza´s
esos dos estudiantes no tenı´an las caracterı´sticas de aprendizaje que se esperaba
(estaban mal clasificados en este grupo de estudiantes), que no se les diera bien
contestar a exa´menes de tipo tests, etc.
Por otro lado, la curva de color azul (IGNATES) muestra co´mo el nu´mero de
pa´ginas web que muestra el sistema asciende o desciende dependiendo de las ca-
racterı´sticas de aprendizaje y concentracio´n propias de cada estudiante. El nu´me-
ro medio de pa´ginas web mostradas a los alumnos que interactu´an con el sistema
educativo sin adaptacio´n es de 21,41 (mucho mayor que el valor obtenido con
RLATES), y la desviacio´n tı´pica corresponde a 13,23, menor diferencia entre las
interacciones de los estudiantes, ya que casi todos ellos visitaban casi todas las
pa´ginas web del curso antes de finalizar la interaccio´n.
RESULTADO REAL-2
En cuanto al tiempo que han tardado cada uno de los estudiantes en completar
una interaccio´n con el sistema, la gra´fica 6.6 muestra de nuevo dos curvas: la
de color rojo muestra las interacciones con el sistema RLATES1, mientras que
la curva de color azul muestra las interacciones con el sistema IGNATES. En el
eje de abcisas se muestra el nu´mero de estudiante en cada interaccio´n y en el eje
de ordenadas el tiempo que tardaron cada uno de los estudiantes en completar la
interaccio´n con el sistema.
De nuevo, en la curva de color rojo se puede comprobar co´mo el tiempo total
que tardaban los estudiantes en completar una interaccio´n (en aprender todo el
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Figura 6.5: REAL-1: Nu´mero de pa´ginas web que visito´ cada estudiante al completar una
interaccio´n con el sistema en cada una de las versiones (RLATES e IGNATES).
contenido del sistema) decrecı´a segu´n el sistema iban mejorando sus ta´cticas pe-
dago´gicas. Como ocurrı´a con el resultado anterior, esta curva presenta tres picos
(en los estudiantes 2, 5 y 9), debido a, como se comento´ en el u´ltimo experimen-
to, errores en la clasificacio´n de los estudiantes o cualquier otro tipo de ’ruido’
proveniente del entorno. Pese a estos tres estudiantes que se desmarcan de los
estudiantes que se suponı´a haber seleccionado, la curva de color rojo parece que
presenta una convergencia, hasta llegar a valores de tiempo de 5 minutos en fina-
lizar la interaccio´n con el estudiante cuando el sistema ha interaccionado con 8
estudiantes.
Sin embargo, al observar la curva de color azul (de IGNATES), el tiempo total
que tardan los estudiantes en completar una interaccio´n con el sistema se mantiene
en valores medios de 26,16 minutos, con una desviacio´n tı´pica de 8,6 minutos de
diferencia.
RESULTADO REAL-3
En este punto se podrı´a pensar que el sistema RLATES1 es mucho ma´s efi-
ciente y eficaz que el sistema educativo IGNATES, pero ¿que´ ocurre con el co-
nocimiento final que poseen los estudiantes tras la interaccio´n? ¿co´mo aprenden
mejor los contenidos del sistema, con o sin adaptacio´n al estudiante? Tras la inter-
accio´n, cada alumno contesto´ a un pequen˜o examen, esta vez de respuesta abierta
(no de tipo test) cuya evaluacio´n (realizada por un tutor humano) proporcionarı´a
una medida va´lida del conocimiento final del estudiante sobre la materia. Tras
evaluar cada uno de los exa´menes se llego´ a la conclusio´n de que la media de las
calificaciones obtenidas por los alumnos que interactuaron con RLATES1 es de
9,58 (puntuando de 0 a 10), mientras que la nota media de los estudiantes que
interactuaron con IGNATES es de 9,62 (diferencia poco significativa). En cuando
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Figura 6.6: REAL-2: Tiempo que tardo´ cada estudiante en completar una interaccio´n con
el sistema.
a la desviacio´n tı´pica de estas calificaciones, es de 0,37 en RLATES1 y 0,35 en
IGNATES (igualmente, diferencia poco significativa).
CONCLUSIONES
Gracias a este grupo de experimentos con estudiantes reales y el modelo del
dominio A se pueden realizar algunas conclusiones importantes que a continua-
cio´n se resumen:
La primera y ma´s importante conclusio´n es que, tras la experimentacio´n
con estudiantes reales, se puede afirmar la hipo´tesis presentada en la expe-
rimentacio´n con estudiantes simulados: el sistema RLATES1 es capaz de
converger, modificando sus ta´cticas pedago´gicas aprendiendo a ensen˜ar a
los estudiantes en cada interaccio´n.
Adema´s, se ha comprobado que RLATES1 llega a converger a ta´cticas pe-
dago´gicas o´ptimas en cuanto al nu´mero de pa´ginas web mostradas se refiere,
mostrando una u´nica pa´gina web por tema para que los estudiantes finalicen
su interaccio´n. Si se compara este resultado con el obtenido en la interac-
cio´n con estudiantes simulados (ver Tabla 6.1), se comprueba que en los
estudiantes simulados se proporcionaban valores muy pesimistas que efec-
tivamente, en la realidad se han mejorado. Tambie´n se ha demostrado que
en la interaccio´n con IGNATES se visitan muchas ma´s pa´ginas, habiendo
obtenido valores medios de 26.16 pa´ginas web.
En cuanto al nu´mero de interacciones con estudiantes que el sistema ne-
cesita para aprender a ensen˜ar, se han obtenido valores de u´nicamente 8
estudiantes. Al comparar con los valores obtenidos en la simulacio´n de los
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estudiantes (ver Tabla 6.1), tambie´n se puede comprobar co´mo se realizaron
predicciones pesimistas en la experimentacio´n con estudiantes simulados.
Tambie´n se ha comprobado co´mo el tiempo total de interaccio´n con el sis-
tema es mayor cuando los estudiantes interactu´an con IGNATES (valores
21,41 minutos) que cuando interactu´an con RLATES (valores medios de
11,16 minutos y valores inferiores a 5 minutos cuando el sistema ha conver-
gido a una polı´tica pedago´gica o´ptima).
Por u´ltimo, se ha comprobado que el grado de conocimiento global que ad-
quieren los estudiantes sobre la materia es muy parecido cuando interactu´an
con el sistema RLATES y IGNATES.
Gracias a todas estas premisas, se puede concluir que el sistema RLATES1
cuando se adapta a las necesidades de los estudiantes introduce una serie de pro-
piedades muy ventajosas para los estudiantes.
Estudiantes
Simulados
Estudiantes
Reales
Nu´mero de pa´ginas web 3,2 3
Nu´mero de estudiantes necesarios
para converger
10 8
Tabla 6.1: Comparacio´n de los resultados obtenidos en la experimentacio´n con estudiantes
simulados y reales cuando el sistema utilizaba el modelo del dominio A
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Modelo del Dominio B
Con el modelo del dominio B se han realizado varios experimentos, con el
objetivo de evaluar de forma ma´s objetiva los resultados obtenidos.
En primer lugar, se realizo´ una primera experimentacio´n con estudiantes que
estaban finalizando sus estudios en la materia de Ficheros y Bases de Datos o
Ficheros de las titulaciones de Ingenierı´a Te´cnica en Informa´tica de Gestio´n e
Ingenierı´a en Informa´tica respectivamente. Adema´s, la mayorı´a de estos alum-
nos habı´an cursado tambie´n una asignatura de Ingenierı´a del Software donde se
estudiaban algunas nociones del modelo Entidad-Interrelacio´n (E/R). Estos expe-
rimentos se realizaron con la versio´n del sistema RLATES1. En este documento
se ha denominado a esta experimentacio´n como Real-4, Real-5 y Real-6.
Posteriormente, tras detectar ciertas caracterı´sticas en la experimentacio´n an-
terior que podrı´a incluir cierto “ruido” en los resultados, se repitieron los expe-
rimentos, esta vez realizando mejoras en dichas caracterı´sticas, modificando al-
gunos para´metros del entorno en RLATES1. A esta nueva versio´n de RLATES
se la denomino´ RLATES2. En esta ocasio´n, los experimentos se realizaron con
estudiantes que au´n no habı´an comenzado a estudiar las asignaturas de 2o de In-
genierı´a Te´cnica en Informa´tica de Gestio´n, por lo que no tenı´an conocimientos
previos sobre el modelo Entidad-Interrelacio´n (E/R). En los apartados Real-7,
Real-8 y Real-9 se detallan los resultados obtenidos en dicha experimentacio´n.
RESULTADO REAL-4
Como en la experimentacio´n anterior (con el modelo del dominio A), en pri-
mer lugar se desea comprobar si el sistema es capaz de converger. Para ello, 14
estudiantes interactuaron con RLATES1 y otros 14 estudiantes interactuaron IG-
NATES. En la gra´fica 6.7 se muestran dos curvas. La curva de color azul muestra
el nu´mero de pa´ginas web que necesita cada estudiante para concluir una inter-
accio´n completa con el sistema IGNATES. Por otro lado, la curva de color rojo
muestra el nu´mero de pa´ginas web que necesito´ cada estudiante al interaccionar
con RLATES1. En esta curva se observa co´mo el sistema no parece que vaya a
converger a ninguna ta´ctica pedago´gica buena para los estudiantes.
En la gra´fica se puede observar claramente co´mo los estudiantes que inter-
actu´an con el sistema RLATES1 visitan un nu´mero menor de pa´ginas web para
interactuar que los estudiantes que visitan el sistema de educacio´n no adaptati-
vo. En concreto, los estudiantes que interactu´an con RLATES1 visitan una media
de 34.28 pa´ginas web, mientras que los estudiantes que interactu´an con el siste-
ma sin adaptacio´n necesitan una media de 90,85 pa´ginas web para concluir cada
interaccio´n. En cuanto a la desviacio´n tı´pica que existe entre las interacciones,
las interacciones con RLATES1 poseen una varianza de 16,22, mientras que las
interacciones con el sistema sin adaptacio´n posee una varianza de 14,56.
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Figura 6.7: REAL-4: Nu´mero de pa´ginas web que visito´ cada estudiante al completar una
interaccio´n con el sistema en cada una de las versiones (RLATES e IGNATES).
RESULTADO REAL-5
En cuanto al tiempo de interaccio´n de cada estudiante con el sistema, la gra´fi-
ca 6.8 muestra dos curvas. La curva de color azul indica el tiempo (en minutos)
que ha tardado cada estudiante cuando interacciono´ con el sistema IGNATES. Por
otro lado, la curva de color rojo indica el tiempo (en minutos) que ha tardado cada
estudiante cuando interacciono´ con el sistema RLATES1 (adaptativo e inteligen-
te). Esta curva muestra que el sistema no converge a ninguna ta´ctica pedago´gica
concreta, ya que no se estabiliza en ningu´n momento.








  
Q~PHURGHHVWXGLDQWH
WLHP
SR
PL
QXW
RV
5/$7(6
,*1$7(6
Figura 6.8: REAL-5: Tiempo que tardo´ cada estudiante en completar una interaccio´n con
el sistema.
Al igual que ocurrio´ con el ana´lisis del nu´mero de pa´ginas web que visita cada
estudiante en cada interaccio´n, el tiempo medio de los estudiantes que interactu´an
con RLATES1 es menor (37,5 minutos) que el tiempo medio de los estudiantes
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que interactu´an con IGNATES (40,43 minutos). En cuanto a la desviacio´n tı´pica,
en las interacciones con RLATES1 toma valores de 14,67, mientras que en las
interacciones con el sistema IGNATES toma valores menores (7,01).
RESULTADO REAL-6
Para finalizar con el ana´lisis de los primeros experimentos con el a´rbol de co-
nocimiento B, se comprobo´, al igual que se hizo en los experimentos con el a´rbol
de conocimiento A (ver seccio´n 6.4.1), que´ estudiantes aprendı´an mejor los con-
tenidos del sistema, los que interactuaban con el sistema RLATES1 o IGNATES.
Para ello, tras la interaccio´n, cada estudiante contesto´ a un pequen˜o examen de
respuesta abierta (distinto a los exa´menes que habı´an tenido durante la interac-
cio´n, ya que eran de tipo test), que posteriormente evaluo´ un tutor humano.
Tras evaluar el conocimiento final de cada uno de los estudiantes que interac-
tuo´ con el sistema, se llego´ a la conclusio´n de que no existı´an diferencias signifi-
cativas en cuanto al grado de conocimiento final obtenido por cada estudiante. En
concreto, los estudiantes que interactuaban con RLATES1 fueron evaluados con
un 9,50 en media sobre 10, mientras que los estudiantes que interactuaron con el
sistema IGNATES obtenı´an un 9,57 en media. En cuanto a la desviacio´n tı´pica
obtenida, en los resultados de los estudiantes que interactuaron con RLATES era
de 0,34, mientras que en los resultados de los estudiantes que interactuaron con el
sistema IGNATES era de 0,35.
CONCLUSIONES A LOS RESULTADOS REAL4, REAL5 Y REAL6
Analizando los resultados previamente expuestos en las secciones Real-4, Real-
5 y Real-6, observamos que esta experimentacio´n presentaba una serie de carac-
terı´sticas que podrı´an ser las responsables de que RLATES1 no converja:
Colores en el ´Arbol de Conocimiento. Cuando se realizo´ este experimento,
en el a´rbol de conocimiento que aparece en el marco izquierdo de la panta-
lla (ver apartado 3.4), no se distinguı´an los temas que conocı´a el estudiante
(temas sobre los que el estudiante habı´a aprobado algu´n test: temas apro-
bados) de los temas que el estudiante no conocı´a (temas suspensos). Por
ello, en la mayorı´a de los casos, los estudiantes olvidaban que´ temas habı´an
aprobado y que´ temas no, por lo que no tenı´an claro que´ tema elegir a conti-
nuacio´n para seguir estudiando. Por ello, se modifico´ la implementacio´n del
sistema para distinguir mediante anotacio´n (ver apartado 3.4.2) los temas
que el estudiante conocı´a (habı´a aprobado algu´n test), de los que no. Los
temas conocidos se colorean en color verde y los temas no conocidos en
color naranja.
Solucio´n de Tests. En la primera versio´n del sistema, cuando los estudiantes
realizaban un test de evaluacio´n de su conocimiento, siempre se les mostra-
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ba la solucio´n correcta, suponiendo que esta realimentacio´n podrı´a ser de
utilidad para que los estudiantes aprendieran de sus errores. Tras realizar
los primeros experimentos se observo´ que los estudiantes no aprendı´an ma´s
sobre el tema, sino que se aprendı´an la forma de aprobar el test. Por lo tanto,
en la segunda versio´n del sistema, se decidio´ no mostrar las soluciones a los
tests, pero sı´ se les indicaba si habı´an aprobado o no el test.
Opciones para seguir estudiando. Por u´ltimo, la versio´n del sistema con
adaptacio´n (RLATES1), tras pulsar en la pa´gina el boto´n de navegacio´n
“siguiente”, el sistema le ofrecı´a 5 opciones para elegir, cada una de ellas
apuntando a un elemento (definicio´n, introduccio´n, ejercicio, etc.) de un de-
terminado tema del a´rbol de conocimiento. En la primera versio´n de RLA-
TES (RLATES1), al estudiante se le ofrecı´an las cinco primeras opciones
segu´n la probabilidad de Boltzmann (ver apartado 3.2.3), sin tener en cuen-
ta si el elemento presentado pertenecı´a a un tema conocido por el usuario o
no. En la segunda versio´n de RLATES (RLATES2) esta caracterı´stica sı´ se
tiene en cuenta, presenta´ndole al estudiante siempre opciones de elementos
a visitar que au´n no conoce.
Tras modificar el sistema RLATES con los aspectos previamente expuestos,
se realizo´ otro bloque de experimentos que se detallan en los apartados Real-7,
Real-8 y Real-9.
RESULTADO REAL-7
De nuevo, tras realizar las modificaciones comentadas en el apartado anterior
en el entorno del sistema de educacio´n, se comprueba si RLATES2 es capaz de
converger a alguna ta´ctica pedago´gica concreta para mostrar el contenido del sis-
tema a los estudiantes. En esta experimentacio´n han trabajado 26 alumnos con el
sistema RLATES2 y 26 alumnos con el sistema IGNATES.
En la gra´fica 6.9 se muestran dos curvas: la curva de color rojo indica el nu´me-
ro de pa´ginas web que ha visitado cada estudiante en su interaccio´n con el sistema
RLATES2, mientras que la curva de color azul indica el nu´mero de pa´ginas web
que visitaron los estudiantes que interactuaron con el sistema IGNATES.
En la gra´fica 6.9 se observa co´mo RLATES2 converge a una ta´ctica pedago´gi-
ca buena (mostrando aproximadamente 28 pa´ginas web a cada estudiante) cuando
el sistema interacciono´ con aproximadamente 13 alumnos. Es decir, el taman˜o de
la fase de entrenamiento del sistema es aproximadamente igual a 13.
Al igual que ocurrı´a en la experimentacio´n con estudiantes reales en el mo-
delo del dominio A (ver apartado 6.4.1), en esta experimentacio´n tambie´n se ha
encontrado algu´n estudiante que no se comporto´ como se esperaba (visitaron ma´s
pa´ginas web de las que se esperaba). Por ejemplo, el usuario 24 y el usuario 26 pa-
rece que no tenı´an caracterı´sticas de aprendizaje similares a la de sus compan˜eros,
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Figura 6.9: REAL-7: Nu´mero de pa´ginas web que visito´ cada estudiante al completar una
interaccio´n con el sistema en cada una de las versiones (RLATES e IGNATES).
aunque tambie´n podrı´a derivarse de variables ’ruidosas’ en la interaccio´n, como
por ejemplo el cansancio, la dificultad de aprobar tests, etc.
Por u´ltimo, la curva de color azul muestra el nu´mero de pa´ginas que visito´ cada
estudiante al interactuar con el sistema IGNATES. Esta curva muestra co´mo cada
estudiante necesitaba un nu´mero determinado de pa´ginas segu´n sus necesidades
pedago´gicas. El nu´mero medio de pa´ginas web que visitaron estos estudiantes es
132,88, mientras que el nu´mero medio de pa´ginas visitadas por los estudiantes
que interactuaron con RLATES2 es bastante inferior: 44,73. Esto se debe a que
en RLATES2 el estudiante es guiado a trave´s de las pa´ginas web, mientras que
en el sistema IGNATES, el estudiante navega libremente por las pa´ginas web. En
cuando a la desviacio´n tı´pica de las interacciones, se obtuvieron valores de 75,86
pa´ginas web cuando los estudiantes interactuaron con IGNATES, y 26,65 cuando
los estudiantes interactuaron con RLATES2.
RESULTADO REAL-8
En este apartado se analiza el tiempo que ha tardado cada estudiante en com-
pletar su interaccio´n con el sistema. La gra´fica 6.10 muestra dos curvas. La curva
de color azul indica el tiempo que ha tardado cada estudiante al interaccionar con
el sistema IGNATES, y la curva de color rojo indica el tiempo que ha tardado cada
estudiante en completar una interaccio´n con RLATES2.
Al analizar la curva de color rojo, se puede observar que no parece que con-
verja el tiempo que tardan los estudiantes en completar la interaccio´n a ningu´n
valor en concreto. Esto se debe a que los estudiantes tienen diferentes caracterı´sti-
cas de aprendizaje. En concreto, se observo´ que algunos estudiantes tardaban ma´s
que otros en leer y asimilar el contenido de cada pa´gina web. Por ello, aunque en
el apartado anterior se ha comprobado que el nu´mero de pa´ginas web visitadas
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Figura 6.10: REAL-8: Tiempo que tardo´ cada estudiante en completar una interaccio´n con
el sistema.
por los estudiantes que interactuaron con RLATES2 convergı´a, el tiempo que ha
tardado cada estudiante en comprender el contenido del sistema no converge.
Por otro lado, la curva de color azul muestra el tiempo que ha tardado cada
estudiante en completar su interaccio´n con IGNATES. El tiempo medio que tar-
daron los estudiantes en interactuar es de 64,15 minutos, mientras que el tiempo
medio que tardaron los estudiantes que interactuaron con RLATES2 es de 59,61
minutos. Estos valores son mejores cuando los estudiantes interactu´an con RLA-
TES2 porque el sistema les guı´a a trave´s de los contenidos del tutor, mientras que
los estudiantes que interaccionan con el sistema IGNATES navegan libremente a
trave´s de las pa´ginas web, por lo que visitan ma´s pa´ginas y, por tanto, necesitan
ma´s tiempo para completar la interaccio´n. La desviacio´n tı´pica obtenida cuando
los estudiantes interaccionaron con el sistema sin adaptacio´n es de 22,97 minu-
tos, mientras que la desviacio´n tı´pica cuando interaccionaron con RLATES2 es de
20,55.
RESULTADO REAL-9
Por u´ltimo, en este bloque de experimentos, se comprobo´ el grado de conoci-
miento final de cada estudiante tras interaccionar con ambas versiones del siste-
ma. Para ello, un tutor humano les evaluo´ un ejercicio final de respuesta libre en
el que tenı´an que demostrar sus conocimientos dibujando un esquema Entidad-
Interrelacio´n completo de una base de datos.
La calificacio´n final media obtenida por los estudiantes que interaccionaron
con RLATES2 (9,54 sobre 10) no se diferenciaba mucho de la calificacio´n final
media obtenida por los estudiantes que interaccionaron con IGNATES (9,44). En
cuanto a la desviacio´n tı´pica, los estudiantes que interaccionaron con RLATES2
presentaron una valores de 0,47, mientras que los estudiantes que interaccionaron
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con IGNATES presentaban valores de 0,55.
CONCLUSIONES A LOS RESULTADOS REAL7, REAL8 Y REAL9
Como conclusiones a estos experimentos se pueden realizar las siguientes afir-
maciones:
El sistema RLATES2 converge en cuanto al nu´mero de pa´ginas web mostra-
das a los estudiantes con una fase de entrenamiento igual a 13 estudiantes.
Adema´s, el nu´mero medio de pa´ginas visitadas por los estudiantes que in-
teractuaron con RLATES2 es inferior al nu´mero medio de pa´ginas visitadas
por los estudiantes que interactuaron con el sistema IGNATES.
En cuanto al tiempo de interaccio´n de los estudiantes con el sistema, se
comprobo´ que algunos estudiantes necesitaban ma´s tiempo que otros en
asimilar los contenidos de las pa´ginas web visitadas. Por ello, aunque en
RLATES2 el nu´mero de pa´ginas web visitadas convergı´a a un determinado
valor, el tiempo que los estudiantes tardaban en completar una interaccio´n
variaba. Au´n ası´, el tiempo de interaccio´n de los estudiantes con RLATES2
es significativamente inferior al tiempo de interaccio´n de los estudiantes con
IGNATES.
Por u´ltimo, se comprobo´ que el grado de conocimiento final que obtuvieron
ambos grupos de estudiantes (los que interactuaron con RLATES2 y los que
interactuaron con IGNATES) era bastante bueno, sin diferencias significati-
vas entre ellos.
Por u´ltimo, se han analizado en profundidad los cambios acontecidos en la
polı´tica pedago´gica que se deriva de la tabla Q aprendida. Es decir, se han anali-
zado las variaciones producidas en las ta´cticas pedago´gicas del sistema RLATES2.
Se compararon los valores iniciales de la tabla Q con los valores de la misma tras
las interacciones de los 26 estudiantes. Como resumen, se se puede afirmar que, en
general, los valores en la tabla Q de las pa´ginas web en formato texto (sin ima´ge-
nes) se mantenı´an o disminuı´an, mientras que los valores de las pa´ginas web de
elementos de tipo definicio´n y ejemplo con formato de texto e imagen aumenta-
ban. Adema´s, se mantuvo una secuencia lo´gica de los contenidos del sistema a
nivel de tema (a alto nivel) segu´n los expertos en la materia.
CONCLUSIONES GENERALES EN EL MODELO DEL DOMINIO B
Al analizar este grupo de experimentos en el modelo del dominio B se pueden
afirmar algunas conclusiones que exponemos a continuacio´n:
El sistema es capaz de converger a ta´cticas de ensen˜anza adecuadas, afir-
mando la hipo´tesis planteada al principio de la experimentacio´n. El sistema
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en cada interaccio´n modifica sus ta´cticas pedago´gicas que se encuentran
implı´citamente representadas en el modelo de Aprendizaje por Refuerzo.
Se ha comprobado que la polı´tica pedago´gica a la que converge el sistema
en cuanto al nu´mero de pa´ginas web visitadas por los estudiantes que inte-
ractu´an con RLATES2 (44,73) es mejor que el resultado obtenido cuando
los estudiantes interactuaban con el sistema IGNATES (159,50). Si compa-
ramos los resultados obtenidos con los resultados que se obtuvieron con la
experimentacio´n con estudiantes simulados (ver apartado 5.4.2 y tabla 6.2),
se puede comprobar co´mo en los experimentos simulados se habı´an reali-
zado supuestos optimistas al suponer que todos los estudiantes se iban a
comportar exactamente de la misma forma, por lo que el nu´mero de pa´ginas
web visitadas al converger la polı´tica era menor (24 pa´ginas web visitadas)
que los resultados obtenidos en la experimentacio´n con estudiantes reales
(44,73).
Por otro lado, la fase de entrenamiento del sistema, es decir, el nu´mero
de estudiantes con los que necesita interactuar el sistema hasta converger
a ta´cticas pedago´gicas adecuadas para ese conjunto de estudiantes, es de
u´nicamente de 13 estudiantes. Al comparar estos resultados con los obteni-
dos en los experimentos realizados con estudiantes simulados (ver apartado
5.4.3 y tabla 6.2), se puede comprobar co´mo en los experimentos simulados
se realizaron predicciones pesimistas (se necesitaban 20 estudiantes para
converger).
En cuanto al tiempo total de interaccio´n con el sistema, se ha comproba-
do que los estudiantes que interactu´an con RLATES2 tardan menos tiempo
en media en concluir una interaccio´n (59.61) que los estudiantes que inter-
actu´an con el sistema IGNATES (74.52).
Por u´ltimo, tambie´n se analizo´ el grado de conocimiento global que adqui-
rieron los estudiantes tras interaccionar con ambas versiones del sistema
(con y sin adaptacio´n), observando que no se encontraban diferencias signi-
ficativas en este valor.
Por lo tanto, se puede llegar a la conclusio´n de que el sistema RLATES2 intro-
duce ventajas con respecto a la versio´n IGNATES del sistema, permitiendo que los
estudiantes sean capaces de aprender el contenido del sistema en menor tiempo y
visitando un nu´mero menor de pa´ginas web.
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Estudiantes
Simulados
Estudiantes
Reales
Nu´mero de pa´ginas web 24 44,73
Nu´mero de estudiantes necesarios
para converger
20 13
Tabla 6.2: Comparacio´n de los resultados obtenidos en la experimentacio´n con estudiantes
simulados y reales cuando el sistema utilizaba el modelo del dominio B
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6.4.2. Evaluacio´n de la Usabilidad del Sistema
En este apartado se presentan los resultados obtenidos gracias al cuestionario
rellenado por los estudiantes tras realizar la interaccio´n con el sistema (tanto con
RLATES como con IGNATES). Mediante este cuestionario, son los propios es-
tudiantes los que evalu´an la usabilidad del sistema. Hay que tener en cuenta que
los resultados que se obtendra´n son resultados subjetivos (dependen de la valora-
cio´n que realice cada estudiante), por lo que posteriormente se utilizara´n me´todos
estadı´sticos de normalizacio´n de resultados, como la media y la desviacio´n tı´pica.
El objetivo principal de esta evaluacio´n es obtener realimentacio´n por parte de
los estudiantes en cuanto a la usabilidad del sistema, de forma que en un futuro se
puedan tener en cuenta todas las sugerencias realizadas por los usuarios del siste-
ma. En esta tesis doctoral es de especial importancia el conocer si los estudiantes
prefieren que se les guı´e de forma directa, o prefieren que se les proporcione ma´s
autonomı´a en la navegacio´n.
El cuestionario se ha dividido principalmente en cinco contextos diferentes:
el primero de ellos trata del conocimiento inicial que posee el estudiante antes
de interaccionar con el sistema; el segundo de ellos trata de evaluar la utilidad
del sistema; el tercero trata de la interfaz de usuario del sistema; el cuarto trata del
contenido del sistema (pa´ginas web); y, por u´ltimo, el quinto trata de la navegacio´n
que los estudiantes realizan para llegar a sus objetivos.
Situacio´n Inicial del Estudiante
En primer lugar, se les pregunto´ sobre su situacio´n inicial de conocimiento
sobre la materia que se ensen˜aba en el curso u otras materias parecidas. Esta in-
formacio´n es necesaria en nuestro sistema para clasificar a los estudiantes segu´n
sus caracterı´sticas de aprendizaje cuando utilizan el sistema de manera adaptativa.
En la Tabla 6.3 se presentan las cuestiones realizadas a los estudiantes en cuanto
al conocimiento inicial (antes de interaccionar con el sistema) se refiere. En la
tabla, en cada una de las casillas, se ha indicado el nu´mero exacto de alumnos que
respondieron con dicha valoracio´n a la pregunta.
De los 52 estudiantes que interactuaron con la versio´n inteligente del siste-
ma (RLATES), 29 de ellos no conocı´an en absoluto el modelo E-R, 17 de ellos
conocı´an Poco el modelo, 6 de ellos tenı´an un conocimiento Neutro, 9 de ellos
conocı´an Algo el modelo y finalmente, 2 de ellos conocı´an Mucho el modelo.
Aunque e´stas fueron sus respuesta, posteriormente, cuando contestaban a la si-
guiente pregunta, nos dimos cuenta de que habitualmente confundı´an estos mo-
delos con el Modelo Relacional (perteneciente al Modelo Lo´gico en el material
de Disen˜o de Bases de Datos, y no al Modelo Conceptual) o con el Diagrama de
Clases propio de las metodologı´as de disen˜o de sistemas orientados a objetos. Por
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lo tanto, inicialmente ninguno de ellos habı´an trabajado con el Modelo E/R y se
supuso que todos pertenecı´an al mismo grupo de estudiantes (poseı´an similares
caracterı´sticas de aprendizaje). La misma situacio´n inicial pudo ser observada con
los estudiantes que interactuaron con el sistema sin adaptacio´n (52 estudiantes en
total), donde 16 de ellos respondieron que no conocı´an en absoluto el modelo, 5
de ellos lo conocı´an Poco, 28 de ellos conocı´an Algo del modelo, 1 de ellos lo
conocı´a Mucho, y dos de ellos poseı´an un conocimiento inicial Neutro.
Mucho Algo Neutro Poco Nada
¿Conoces el modelo Entidad-
Interrelacio´n (E/R)?
3 37 8 20 36
¿Conoces otros modelos que
se le parezcan?
- Modelo: ...................
- Modelo: ...................
- Modelo: ...................
- Modelo: ...................
Tabla 6.3: Evaluacio´n del sistema: Conocimiento en Modelos de Disen˜o
Tambie´n se les pregunto´ si habı´an interactuado con sistemas de educacio´n pa-
recidos al sistema educativo que evaluaban en ese instante (ver Tabla 6.4). La
gran mayorı´a de ellos (tanto los que interaccionaron con adaptacio´n como los que
interaccionaron sin adaptacio´n del sistema) no habı´an trabajado con ningu´n otro
sistema de ensen˜anza parecido (se trataba de un sistema nuevo para ellos). Sin em-
bargo, como se vera´ posteriormente, no tuvieron ningu´n problema de interaccio´n
con el sistema, sino todo lo contrario, lo encontraron intuitivo y u´til. En cuanto al
tiempo que trabajaron con el sistema, la mayorı´a de ellos (56 estudiantes en total)
valoraron como Poco el tiempo de interaccio´n con el sistema, indicando que no
se habı´an cansado en la interaccio´n con el mismo. Estas valoraciones son subjeti-
vas, pero el sistema durante la interaccio´n recogı´a los valores objetivos del tiempo
exacto que los estudiantes habı´an estado trabajando con el sistema educativo. En
el apartado 6.4.1 se analizan, entre otras cosas, la cantidad de tiempo real que ha
tardado cada estudiante en completar su interaccio´n.
Utilidad del Sistema
A continuacio´n, se evaluo´ la utilidad del sistema pregunta´ndoles, en primer
lugar, que´ opinio´n les merecı´a el sistema con respecto a las caracterı´sticas de
Utilidad, Completitud y Complejidad. En la Tabla 6.5 se muestran las valoraciones
de los estudiantes, indicando en cada casilla el nu´mero exacto de estudiantes que
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Mucho Algo Neutro Poco Nada
¿Has trabajado con otros sis-
temas de ensen˜anza pareci-
dos?
6 12 86
¿Conoces otros modelos que
se le parezcan?
- Sistema: ...................
- Sistema: ...................
- Sistema: ...................
- Sistema: ...................
Tiempo que has trabajado con
RLATES
12 17 19 56 0
Tabla 6.4: Evaluacio´n del sistema: Conocimiento en Sistemas de Ensen˜anza
indico´ cada valoracio´n. La mayorı´a de los estudiantes que interaccionaron con
el sistema, con ambas versiones (con y sin inteligencia artificial), respondieron
que la Utilidad era Buena, y que la Complejidad y Completitud eran Buenas o
Neutras.
Muy Buena Buena Neutra Mala Muy Mala
Utilidad 19 73 10 1 1
Completitud 9 55 35 5 0
Complejidad 11 55 30 6 2
Tabla 6.5: Evaluacio´n de sistema: UTILIDAD. ¿Que´ opinio´n te merece el sistema con
respecto a las siguientes caracterı´sticas?
Tambie´n se les pregunto´ que´ mejorarı´an sobre el sistema. En este apartado, los
estudiantes fueron en general muy creativos, proponiendo que, por ejemplo, en las
preguntas de test se incorporara un crono´metro para incremetar la presio´n sobre el
evaluado; o que los test se evaluaran de 0 a 10 en lugar de aprobado o suspenso;
tambie´n echaron de menos ma´s interaccio´n con el sistema a la hora de realizar
problemas o ejercicios; adema´s, propusieron que se incorporaran ma´s ejercicios
y problemas pra´cticos, y que e´stos fueran ma´s complejos, subiendo el nivel de
dificultad segu´n el estudiante que interactu´e con el sistema; Otra propuesta es que
se les proporcionara una baterı´a de ejercicios o tests que les sirviera para repasar
el conocimiento aprendido.
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Interfaz de Usuario del Sistema
En cuanto al interfaz de usuario se refiere, en primer lugar se les pregunto´ su
opinio´n respecto a diferentes caracterı´sticas mostradas en la Tabla 6.6. En dicha
tabla se muestra exactamente el nu´mero de estudiantes que respondio´ a cada va-
loracio´n. En general, todos los estudiantes poseı´an una opinio´n positiva sobre las
caracterı´sticas del interfaz de usuario que se consultaban.
Muy
Buena
Buena Neutra Mala Muy
Mala
Utilidad 15 78 9 1 1
Rapidez 42 48 10 4 0
Fiabilidad 14 54 27 8 1
Facilidad de Uso 26 49 23 5 1
Consistencia de la interfaz 28 51 21 4 0
Adecuacio´n de la interfaz al
tipo de usuario
20 60 17 6 1
Calidad de los iconos 23 60 15 5 1
Legibilidad 37 55 11 1
Disen˜o del a´rbol de conoci-
miento
18 55 25 5 1
Disen˜o de los botones de na-
vegacio´n
21 56 21 5 1
Sensacio´n de comodidad con
el interfaz
23 68 10 3 0
Tabla 6.6: Evaluacio´n del sistema: INTERFAZ. ¿Que´ opinio´n te merece EL INTERFAZ
DEL SISTEMA con respecto a las siguientes caracterı´sticas?
Adema´s, se les pregunto´ su grado de satisfaccio´n global con respecto al sis-
tema (ver Tabla 6.7), respondiendo la mayorı´a de ellos que se sentı´an satisfechos
con el sistema.
Muy Satis-
fecho
Satisfecho Indiferente Decepcionado Muy
Decepcio-
nado
5 85 12 3 1
Tabla 6.7: Evaluacio´n del sistema: INTERFAZ. Indica tu grado de satisfaccio´n global con
respecto al sistema
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Tambie´n se les pregunto´ si querı´an hacer algu´n comentario ma´s sobre la in-
terfaz del sistema. Al contrario que ocurrio´ en el caso anterior de respuesta libre
(cuando se preguntaba sobre mejoras del sistema), la mayorı´a de los estudiantes
no ha propuesto ninguna mejora del interfaz. Esto se debe a que realizaron todas
las propuestas (incluidas las del interfaz) en la anterior cuestio´n de respuesta libre.
Contenido del Sistema
Para evaluar el contenido del sistema, se realizaron cinco preguntas. En la
primera de ellas se les pregunta a los estudiantes si creen que lo que se les ha en-
sen˜ado se ajusta al Modelo E/R (ver Tabla 6.8). La mayorı´a de ellos han contestado
que se ajusta Bastante, aunque esta opinio´n no se deberı´a tener muy en cuenta en
estos estudiantes, ya que se detecto´ anteriormente que la mayorı´a confundı´an este
modelo con otros parecidos.
Completamente Bastante Medio No Mucho Nada
19 67 16 2 0
Tabla 6.8: Evaluacio´n del sistema: INTERFAZ. ¿Crees que se ajusta al modelo Entidad
Interrelacio´n?
A continuacio´n, se les pregunto´ por el nu´mero de pa´ginas web que habı´an vi-
sitado para completar la interaccio´n: si pensaban que eran muchas o pocas (ver
Tabla 6.9). En esta cuestio´n vamos a diferenciar las respuestas de los estudiantes
que interaccionaron con RLATES, cuando se adaptaba a sus necesidades, de las
respuestas de los estudiantes que interaccionaron con el sistema sin adaptacio´n.
Cuando interactuaron con RLATES, la mayorı´a de los estudiantes respondieron
que habı´an visitado Pocas o Muy Pocas pa´ginas web, ya que el sistema so´lo les
ensen˜aba las que creı´a oportunas para que aprendieran el temario y fueran capa-
ces de aprobar los tests. Sin embargo, los estudiantes que interaccionaron con la
versio´n no inteligente del sistema respondieron en mayorı´a que habı´an visitado
Alguna o Muchas pa´ginas web, ya que el sistema no les guiaba sobre que´ pa´ginas
web aprender a continuacio´n y visitaban ma´s de las que realmente necesitaban.
En la tabla 6.9 se ha representado el nu´mero exacto de estudiantes que respondie-
ron cada valoracio´n distinguiendo los estudiantes que interactuaron con la versio´n
adaptativa del sistema (RLATES) de los estudiantes que interactuaron con la ver-
sio´n que no proporcionaba guı´a directa en la navegacio´n del sistema. Para distin-
guir ambos valores, se ha introducido un sı´mbolo /”entre ellos. Por ejemplo, 25
alumnos que interactuaron con RLATES respondieron que visitaron Muy Pocas
pa´ginas web, mientras que ningu´n alumno que interactuo´ con IGNATES dio esa
respuesta.
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Muy Pocas Pocas Alguna Muchas Demasiadas
25/0 10/17 16/19 1/13 0/3
Tabla 6.9: Evaluacio´n del sistema: CONTENIDO. ¿Piensa que ha visitado ma´s o menos
pa´ginas de las necesarias para aprender los contenidos?
Luego se les pregunto´ si habı´an visitado pa´ginas que no habı´an entendido (ver
Tabla 6.10). La mayorı´a de los estudiantes que interactuaron con el sistema en
sus dos versiones contestaron que habı´an visitado Muy Pocas pa´ginas web que no
habı´an entendido. En nuestro sistema se supone que probablemente las pa´ginas
web que no entendieron los estudiantes son aquellas que explicaban el contenido
u´nicamente con texto, y no con ima´genes, ya que en la siguiente pregunta, los
estudiantes respondieron que preferı´an que las pa´ginas web contuvieran ima´genes
representativas de la informacio´n que contenı´an.
Ninguna Muy Pocas Alguna Muchas Demasiadas
40 31 26 6 1
Tabla 6.10: Evaluacio´n del sistema: INTERFAZ. ¿Ha visitado pa´ginas que no ha entendi-
do?
Tambie´n se les pregunto´ si entendı´an mejor los contenidos del sistemas cuan-
do e´stos iban acompan˜ados de ima´genes (ver Tabla 6.11). La respuesta de la ma-
yorı´a de los alumnos que interaccionaron con las dos versiones del sistema fue
que, efectivamente, siempre que se les presentaba los contenidos acompan˜ados de
ima´genes, entendı´an mejor la informacio´n de la pa´gina web.
Nunca A veces Regular Mucho Siempre
0 4 6 37 57
Tabla 6.11: Evaluacio´n del sistema: CONTENIDO. ¿Ha entendido mejor los contenidos
cuando iban acompan˜ados de ima´genes?
Por u´ltimo, tambie´n se les pregunto´ que´ tipo de tarea (o elemento) les habı´a
resultado ma´s conveniente o u´til para comprender los contenidos del sistema (ver
Tabla 6.12). Todos ellos coincidı´an respondiendo que aprendı´an mejor cuando se
les presentaban Definiciones o Ejemplos y peor cuando se les presentaban Intro-
ducciones.
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Ma´s Conveniente Neutro Menos Conveniente
Introduccio´n 7 24 73
Definicio´n 55 45 4
Ejemplo 65 35 4
Tabla 6.12: Evaluacio´n del sistema: CONTENIDO. ¿Que´ tipo de elemento le ha resultado
ma´s conveniente para comprender los contenidos?
Navegacio´n en el Sistema
Para finalizar, se les pregunto´ si les habı´a gustado la forma de navegar por el
sistema. En este apartado sı´ que se realizara´ una distincio´n entre los estudiantes
que interaccionaron con el sistema RLATES, cuando e´ste guiaba a los alumnos por
el contenido del sistema, y cuando el sistema no ofrecı´a ningu´n tipo de adaptacio´n,
ya que el cuestionario se ajusto´ al tipo de navegacio´n que habı´an realizado.
INTERACCIONES CON RLATES
Recordar en este apartado que los estudiantes en esta versio´n del sistema na-
vegaban u´nicamente mediante el boto´n “siguiente” de los botones de navegacio´n.
Al pulsar este boto´n, el sistema les proporcionaba varias opciones de pa´ginas web
para continuar el aprendizaje. El estudiante elegı´a una de estas opciones (basa´ndo-
se en el porcentaje de sugerencia que le proponı´a el sistema para cada opcio´n) y,
tras estudiar el contenido de la pa´gina, contestaba a un test para comprobar si
habı´a adquirido todo el conocimiento necesario para continuar por otro tema, o
necesitaba seguir estudiando con mayor profundidad (ma´s informacio´n) de ese
tema.
La primera pregunta del cuestionario informa sobre el grado de satisfaccio´n
que sentı´a cada estudiante en la forma de navegar, preguntando si le gustaba que
el sistema le guiara a trave´s del boto´n “siguiente”, o preferı´a que el sistema le pro-
porcionara ma´s autonomı´a navegando libremente en el a´rbol de conocimiento. La
mayorı´a de los estudiantes indicaron que preferı´an Ma´s o Mucha Ma´s autonomı´a,
aunque aproximadamente un tercio de los estudiantes se encontraban a gusto con
la navegacio´n que habı´an realizado, respondiendo que preferı´an Igual autonomı´a.
A continuacio´n, se les pregunto´ a los estudiantes si preferı´an que, al pulsar el
boto´n “siguiente”, el sistema les proporcionara un nu´mero mayor de opciones,
o preferirı´a que le mostrara menos o ninguna opcio´n, presentando el contenido
directamente (ver Tabla 6.14). 17 estudiantes contestaron que preferı´an que el
sistema le proporcionara alguna opcio´n ma´s y 8 estudiantes preferı´an Muchas
Ma´s opciones, aunque hubo 5 estudiantes que preferı´an que el sistema les llevara
a la siguiente pa´gina web sin presentar ninguna opcio´n.
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Mucha Ma´s Ma´s Igual Menos Mucha Menos
(autonomı´a) (autonomı´a)
10 21 16 3 2
Tabla 6.13: Evaluacio´n de RLATES: BOT ´ON SIGUIENTE. ¿Le gusta que el sistema le
guı´e a trave´s del boto´n de “siguiente” o preferirı´a que le diera ma´s autonomı´a (navegar
libremente en el a´rbol de conocimientos)?
Muchas Ma´s Ma´s Igual Menos Ninguna
(opciones) (opcio´n)
8 16 19 4 5
Tabla 6.14: Evaluacio´n de RLATES: BOT ´ON SIGUIENTE. Cuando pulsa el boto´n de
”siguiente”, ¿le gusta que el sistema le de varias opciones, o preferirı´a que le mostrara
siempre un contenido directamente?
Tambie´n se les pregunto´ si, cuando el sistema les ofrecı´a las opciones de pa´gi-
nas web a visitar a continuacio´n, siempre elegı´an la opcio´n que les aparecı´a en
primer lugar (ver Tabla 6.15). La mayorı´a de ellos elegı´an esa opcio´n Casi Siem-
pre, siguiendo una polı´tica de exploracio´n/explotacio´n bastante avariciosa, aunque
algu´n estudiante exploraba a veces por otras opciones.
Siempre Casi Siempre A veces Casi Nunca Nunca
15 19 14 4 0
Tabla 6.15: Evaluacio´n de RLATES: BOT ´ON SIGUIENTE. Al pulsar el boto´n de ”si-
guiente”,¿Ha elegido la opcio´n que el sistema le sugerı´a en primer lugar?
Otra cuestio´n que nos preocupaba es si los estudiantes llegaban a aburrirse
en la interaccio´n con el sistema por realizar un test cada vez que aprendı´an algo
nuevo. Por ello se les pregunto´ en el cuestionario si les habı´a resultado inco´modo
realizar los tests en el sistema (ver Tabla 6.16). La mayorı´a de ellos respondieron
que no les habı´a resultado inco´modo, aunque dos de ellos respondio´ que le habı´a
resultado Muy inco´modo.
En cuanto al uso de los colores en el a´rbol de conocimiento que indicaban si
el tema habı´a sido consultado por el estudiante, habı´a sido aprobado o suspenso
el u´ltimo test realizado por el estudiante (ver Tabla 6.17), la mayorı´a de los estu-
diantes respondieron que les habı´a resultado ´Util el uso de los colores en el a´rbol,
aunque hubo estudiantes que no lo encontraron nada u´til, ya que navegaban u´ni-
6.4. RESULTADOS OBTENIDOS 149
Demasiado Mucho Normal Poco Nada
(inco´modo) (inco´modo)
2 7 15 17 11
Tabla 6.16: Evaluacio´n de RLATES: TESTS. ¿Le ha resultado inco´modo realizar todos
los tests (exa´menes) del sistema?
camente a trave´s del boto´n de “siguiente”, sin fijarse pra´cticamente en el a´rbol de
conocimiento del sistema.
Muy ´Util ´Util Indiferente Poco ´Util Nada ´Util
11 20 14 5 2
Tabla 6.17: Evaluacio´n de RLATES: ´ARBOL DE CONOCIMIENTO. ¿Le ha resultado
u´til el uso de colores en el a´rbol de conocimiento?
Por u´ltimo, se les pregunto´ si habı´an echado de menos alguna opcio´n o ac-
cio´n de navegacio´n. A esta pregunta se podı´a responder de forma libre. Algunas
propuestas interesantes son, por ejemplo, que para alguna duda puntual serı´a inte-
resante la posibilidad de poder encontrar definiciones o ejemplos fa´cilmente (este
problema se podrı´a haber solventado dejando a los estudiantes trabajar con el
a´rbol de conocimiento del sistema); otros estudiantes propusieron realizar otro
test cuando han suspendido uno sin necesidad de volver a visitar ninguna pa´gina
web.
INTERACCIONES CON EL SISTEMA SIN ADAPTACI ´ON
En este apartado se recogen los resultados obtenidos en la encuesta sobre la
navegacio´n en el sistema cuando e´ste no se adaptaba a las necesidades del estu-
diante. Se recuerda que la navegacio´n que realizaron los estudiantes fue u´nica-
mente a trave´s del a´rbol de conocimiento que se encontraba en el marco izquierdo
de la interfaz (ver apartado 3.4). Cuando los estudiantes pulsaban los botones de
navegacio´n (boto´n “anterior” y “siguiente”), el sistema les llevaba al anterior o si-
guiente nodo en el a´rbol de conocimiento (respectivamente), sin analizar en cada
momento que´ tema era el ma´s indicado para mostrarle a continuacio´n.
En primer lugar, se les pregunto´ sobre su grado de satisfaccio´n al acceder al
contenido del sistema mediante el a´rbol de conocimiento (ver Tabla 6.18). La
mayorı´a de ellos se consideraba satisfecho en la interaccio´n con el a´rbol de cono-
cimiento.
A continuacio´n, se les pregunto´ si consideraban que el sistema les deberı´a
guiar ma´s por el conocimiento, ofrecie´ndoles sugerencias o pistas sobre que´ pa´gi-
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Muy Satisfe-
cho
Satisfecho Indiferente Decepcionado Muy Decep-
cionado
3 41 7 1 0
Tabla 6.18: Evaluacio´n del sistema: ´ARBOL DE CONOCIMIENTO. Indica tu grado de
satisfaccio´n sobre el acceso al conocimiento mediante el a´rbol de conocimiento:
na web es mejor que visite a continuacio´n y en que´ formato presentarla (ver Tabla
6.19). La mayorı´a de ellos sugirieron que el sistema deberı´a proporcionarles me-
nos autonomı´a. .
Mucha Ma´s Ma´s Igual Menos Mucha Menos
(autonomı´a) (autonomı´a)
0 8 14 23 7
Tabla 6.19: Evaluacio´n del sistema: ´ARBOL DE CONOCIMIENTO. ¿Le gusta que el
sistema proporcione autonomı´a (navegar libremente en el a´rbol de conocimientos) o pre-
ferirı´a que le guiara ma´s por dicho a´rbol ofrecie´ndole sugerencias o pistas sobre que´ es
mejor que aprenda a continuacio´n y en que´ formato presentarlo?
A continuacio´n se les pregunto´ si les habı´a resultado u´til el uso de colores
en el a´rbol de conocimiento (ver Tabla 6.20). La mayorı´a respondieron que les
habı´a resultado ´Util o Muy ´Util el uso de colores en el a´rbol, aunque uno de ellos
respondio´ que no le habı´a resultado nada u´til.
Muy ´Util ´Util Indiferente Poco ´Util Nada ´Util
15 26 8 2 1
Tabla 6.20: Evaluacio´n del sistema: ´ARBOL DE CONOCIMIENTO. ¿Le ha resultado u´til
el uso de colores en el a´rbol de conocimiento?
Tambie´n se les pregunto´ si habı´an echado de menos alguna opcio´n o accio´n
complementaria en la navegacio´n, y respondieron con propuestas interesantes so-
bre, por ejemplo, tener un desplegable de problemas y/o ejercicios ordenados por
dificultad, pudiendo acceder al que se quiera en cualquier momento; o an˜adir un
boto´n “Ma´s” en las definiciones e introducciones que, al pulsar, an˜ada ma´s infor-
macio´n al elemento.
Por u´ltimo se les pregunto´ si habı´an tenido problemas al realizar alguna accio´n,
pero todos ellos contestaron que no habı´an tenido ningu´n problema al navegar por
el sistema.
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Conclusiones
En este apartado se resumen las conclusiones obtenidas gracias al cuestionario
rellenado por los estudiantes tras su interaccio´n con el sistema en sus dos versio-
nes, tanto adaptativo como no adaptativo.
Todos los estudiantes partı´an con el mismo o parecido conocimiento inicial
del Modelo E/R y de sistemas de ensen˜anza, por lo que se han agrupado
en un u´nico grupo de estudiantes a la hora de interaccionar con el sistema
en su versio´n adaptativa (RLATES). Au´n ası´, tras realizar los experimen-
tos, se han detectado algunos estudiantes con caracterı´sticas de aprendizaje
bastante diferentes a las de sus compan˜eros.
La mayorı´a de los estudiantes creen que el sistema es u´til y completo, y la
complejidad del sistema es adecuada para ese tipo de estudiantes.
Los estudiantes poseen una opinio´n positiva sobre la interfaz de usuario,
encontra´ndose satisfechos globalmente con el sistema el sistema.
La mayorı´a de los alumnos opinan que el contenido del sistema se adapta
bastante al Modelo E/R.
Los estudiantes que han interactuado con la versio´n inteligente del sistema
(RLATES) creen que han visitado muy pocas pa´ginas web, mientras que
los estudiantes que interaccionaron con el sistema sin adaptacio´n opinan
que han visitado muchas pa´ginas web. Quiza´s el equilibrio se encontrarı´a
cuando los estudiantes interaccionaran con la versio´n completa de RLATES
(ver capı´tulo 3.4).
La mayorı´a de los estudiantes contestaron que pra´cticamente habı´an enten-
dido toda la informacio´n de las pa´ginas web. Las pa´ginas que mejor habı´an
entendido eran aquellas que presentaban ima´genes acompan˜ando al texto
explicativo.
Todos ellos preferı´an que se les mostraran elementos o tareas de tipo De-
finicio´n o Ejemplo, indicando que los elementos de tipo Introduccio´n no
presentaban mucha informacio´n sobre el tema al que correspondı´an.
Los estudiantes que interaccionaron con la versio´n adaptativa del sistema
(RLATES) preferı´an que el sistema les proporcionara ma´s autonomı´a, mien-
tras que los estudiantes que interaccionaron con el sistema no inteligente,
prefieren que el sistema les guı´e sobre que´ pa´gina visitar a continuacio´n.
Igualmente, este problema se solucionara´ cuando los estudiantes puedan in-
teraccionar de forma completa con el sistema.
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Los estudiantes que trabajaron con RLATES prefieren que al pulsar el boto´n
de “siguiente”, el sistema les muestre las mismas opciones que cuando ellos
interaccionaron con el sistema, o quiza´s alguna ma´s. Y la mayorı´a de ellos
elegı´an siempre la opcio´n que se les presentaba en primer lugar.
A los estudiantes no les ha resultado particularmente tedioso realizar los
tests en el sistema, no creen que sean demasiados.
Los estudiantes que tuvieron acceso al a´rbol de conocimiento se sentı´an
satisfechos con su utilidad y les resultaba en general u´til el uso de colores
en el a´rbol.
Se han realizado algunas propuestas sobre mejoras al sistema, tanto de su
interfaz de usuario, como requisitos de navegacio´n y contenidos. Todas estas
propuestas se tendra´n en cuenta para mejorar el sistema.
Por u´ltimo, se puede destacar que los problemas encontrados en la navegacio´n
con ambas versiones del sistema se pueden solucionar, en principio, fa´cilmente
cuando los estudiantes interactu´en con el sistema RLATES mixto, sin vetar ninguna
opcio´n de navegacio´n.
Capı´tulo 7
Conclusiones y Lı´neas Futuras de
Investigacio´n
Este capı´tulo expone las principales conclusiones del trabajo realizado, indi-
cando si se han alcanzado los objetivos planteados al comienzo de la tesis doc-
toral. Ası´ mismo, se presentan nuevos planteamientos de investigacio´n derivados
directamente del trabajo realizado en esta tesis.
7.1. Conclusiones
En capı´tulos previos se ha descrito la propuesta realizada y la validacio´n de
la misma. A continuacio´n se exponen las principales conclusiones que se pue-
den extraer de este trabajo, indicando los resultados obtenidos y resumiendo las
principales aportaciones de la presente tesis doctoral. Finalmente, se describira´ la
difusio´n que se ha dado al trabajo realizado, indicando el contenido de cada pu-
blicacio´n.
7.1.1. Resultados Obtenidos
Los resultados obtenidos se pueden dividir en tres grandes bloques. En primer
lugar se realizo´ la propuesta, definiendo el problema de Secuenciar y Presentar
el contenido del curso en los sistemas formacio´n a distancia como un proble-
ma de Aprendizaje por Refuerzo. Posteriormente se valido´ la propuesta realizada,
comprobando su utilidad tanto de forma teo´rica (simulando el comportamiento de
los estudiantes) como pra´ctica (valorando la utilidad del sistema educativo en las
aulas, con estudiantes reales).
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Descripcio´n de la Propuesta
En esta tesis doctoral se ha definido el problema de los Sistemas de Educa-
cio´n Adaptativos e Inteligentes en Web de Secuenciar el contenido y Presentar el
contenido en el formato adecuado como un problema de Aprendizaje por Refuer-
zo. Al aplicar el modelo de Aprendizaje por Refuerzo en el mo´dulo pedago´gico
del sistema de educacio´n se evita el costoso proceso de analizar y predefinir cada
estrategia pedago´gica que se tendrı´a que tomar en cada instante de la interaccio´n
con cada estudiante, definiendo las ta´cticas pedago´gicas del sistema de forma im-
plı´cita, derivadas de los valores de la funcio´n de valor-accio´n implementada en el
sistema.
El sistema de educacio´n es capaz de aprender a ensen˜ar al mismo tiempo que el
estudiante aprende la materia, basa´ndose u´nicamente en la experiencia adquirida
con otros estudiantes de caracterı´sticas pedago´gicas similares. Este proceso de
aprendizaje se realiza mediante prueba y error, al igual que los tutores humanos
aprenden a ensen˜ar a los alumnos en las aulas.
El sistema adapta su ensen˜anza a cada estudiante individualmente, mostra´ndo-
les el contenido de forma cercana a la o´ptima. De este modo, el estudiante mejora
su aprendizaje obteniendo mejores resultados en un tiempo menor de ensen˜anza
que otros sistemas educativos no adaptativos.
Se ha representado el sistema mediante el modelo de Aprendizaje por Refuer-
zo, comprobando que cada componente del modelo tiene una aplicacio´n directa
en el mo´dulo pedago´gico del sistema de educacio´n. Se ha definido el estado del
modelo como el estado de conocimiento del estudiante; las acciones a ejecutar
como pa´ginas web a mostrar al estudiante con el contenido del curso; la funcio´n
de percepcio´n del estado actual como los exa´menes y/o tests de evaluacio´n de
conocimiento del estudiante; la sen˜al de refuerzo derivada directamente del es-
tado de conocimiento del alumno sobre la materia; y la funcio´n de valor-accio´n
como parte de la ta´ctica pedago´gica del sistema representada de forma implı´cita.
La definicio´n del sistema como un problema de Aprendizaje por Refuerzo se ha
realizado de forma general e independiente del dominio de ensen˜anza del sistema
educativo.
Se ha definido el sistema de forma que es capaz de Secuenciar el contenido
del curso no so´lo a alto nivel (como previos trabajos hacı´an [Beck, 2001]), sino
tambie´n a bajo nivel en el a´rbol de conocimiento del modelo del dominio, sien-
do capaz de decidir que´ tarea mostrar a continuacio´n (definicio´n, introduccio´n,
ejercicio, etc.) y en que´ formato de presentacio´n (video, imagen, texto, etc.).
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Validacio´n con Estudiantes Simulados
Posteriormente se ha validado esta propuesta desde el punto de vista teo´ri-
co, demostrando que el sistema es capaz de aprender ta´cticas pedago´gicas buenas
para cada estudiante con el que interactu´a en cada momento. Para ello se ha mo-
delado de forma predefinida el comportamiento de los estudiantes, asociando a
cada grupo de estudiantes un Proceso de Decisio´n de Markov. Mediante el MDP
de cada tipo de estudiantes se ha modelado la conducta del alumno al interactuar
con el sistema. El MDP del grupo de estudiantes se creo´ en base a informacio´n
del dominio (relaciones de pre-rrequisito entre los temas) y en base a una cier-
ta probabilidad de aprender un determinado concepto segu´n el tipo de elemento
presentado definicio´n, introduccio´n, ejercicio, etc. y el formato de presentacio´n
del concepto video, imagen, texto, etc. Con el objetivo de evaluar de forma ex-
haustiva la propuesta, se han definido distintos grados de heterogeneidad en el
comportamiento de los estudiantes, y se han agrupado segu´n sus caracterı´sticas de
aprendizaje a la hora de interactuar con el sistema. A la hora de validar el sistema
con estudiantes simulados se han planteado situaciones reales, donde los estudian-
tes simulados interactuaban uno a uno con el sistema, asimilando en algunos casos
la informacio´n proporcionada en las pa´ginas web que se le presentaban y en otros
no, dependiendo de su MDP.
Se ha demostrado que el sistema de educacio´n es capaz de aprender a ensen˜ar
mediante prueba y error, convergiendo a ta´cticas pedago´gicas buenas (ejecutando
un nu´mero de acciones no muy elevado) con estudiantes de distintas caracterı´sti-
cas de aprendizaje. Tambie´n se ha comprobado que el sistema es capaz de con-
verger, utilizando dominios de varias dimensiones (nu´mero de temas y conceptos
a ensen˜ar dentro de cada tema). Adema´s, el taman˜o de la fase de entrenamiento
del sistema no es muy grande, ya que el sistema no necesita muchos alumnos para
aprender de sus interacciones con el objetivo de alcanzar una ta´ctica pedago´gica
cercana a la o´ptima.
Se ha estudiado el efecto de los para´metros del sistema en el proceso de apren-
dizaje, evaluando las necesidades pedago´gicas del sistema de educacio´n. Se ha
demostrado que cuanto ma´s avariciosa es la polı´tica de exploracio´n/explotacio´n,
RLATES converge a una ta´ctica pedago´gica buena ma´s ra´pido (utilizando menor
nu´mero de estudiantes) y mejor (ejecutando menor nu´mero de acciones). Adema´s,
el sistema se comporta mejor con valores altos de α, el sistema aprende ma´s ra´pi-
do las ta´cticas de ensen˜anza (interaccionando un menor nu´mero de estudiantes).
Tambie´n se realizaron experimentos para comprobar co´mo afecta la heterogenei-
dad en el comportamiento del estudiante, concluyendo que cuanto ma´s estoca´stico
es el grupo de estudiantes, peor aprende el sistema.
Se ha realizado tambie´n una evaluacio´n en profundidad del tipo de estrategias
de exploracio´n/explotacio´n que se pueden aplicar a los problemas derivados de
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los sistemas de formacio´n a distancia, valorando las ventajas y desventajas de la
estrategia de exploracio´n/explotacio´n e-greedy y la estrategia de Boltzmann. Con
ambas polı´ticas el sistema de educacio´n es capaz de aprender a ensen˜ar mediante
un proceso de prueba y error, convergiendo a ta´cticas pedago´gicas buenas (mos-
trando un nu´mero no muy grande de pa´ginas web a los estudiantes) interactuando
en su fase de entrenamiento con un nu´mero no muy grande de estudiantes.
Para finalizar con la evaluacio´n del sistema con estudiantes simulados, se ha
estudiado la posibilidad de disminuir la fase de entrenamiento del sistema, donde
e´ste au´n no ha aprendido la mejor forma de mostrar los contenidos a los estu-
diantes. Para ello se ha demostrado que realizar una inicializacio´n del sistema
con informacio´n sobre ta´cticas pedago´gicas va´lidas para los estudiantes con cier-
tas caracterı´sticas de aprendizaje es positivo, incluso cuando los estudiantes que
utilizaban posteriormente RLATES no posean las mismas caracterı´sticas de apren-
dizaje.
Validacio´n con Estudiantes Reales
Una vez validado el sistema desde el punto de vista teo´rico (con estudiantes
simulados), se ha evaluado la propuesta desde el punto de vista pra´ctico, compro-
bando que el sistema puede implantarse en sustitucio´n de las aulas fı´sicas. Se han
realizado experimentos con 104 estudiantes reales, demostrando que el sistema
es capaz de converger a buenas ta´cticas pedago´gicas, modificando su secuencia y
presentacio´n de contenidos (desde el punto de vista de la eleccio´n del formato de
presentacio´n) segu´n el estudiante con el que trabaja en un determinado momento,
interaccionando con un nu´mero no muy grande de estudiantes. Se ha demostra-
do que las ta´cticas pedago´gicas a las que convergen son adecuadas en cuando el
nu´mero de pa´ginas web mostradas al estudiante. Adema´s, se ha demostrado que
la fase de entrenamiento del sistema no es muy grande, necesitando pocos estu-
diantes para aprender a ensen˜ar de la forma adecuada.
Se realizaron experimentos comparando la eficiencia y eficacia del sistema con
su versio´n adaptativa (aplicando Aprendizaje por Refuerzo al mo´dulo pedago´gico
del sistema) y su versio´n no adaptativa. Se ha demostrado que el tiempo total
de interaccio´n con el sistema es menor cuando los estudiantes interactu´an con la
versio´n adaptativa (RLATES). Cuando el sistema se adapta a los estudiantes e´stos
aprenden ma´s ra´pido el contenido del sistema. Adema´s, se ha comprobado que el
grado de conocimiento global que adquieren los estudiantes sobre la materia es
muy parecido cuando interactu´an con el sistema con y sin adaptacio´n.
De esta forma, se ha comprobado que el sistema se comporta de forma inteli-
gente, sin necesidad de realizar el proceso de analizar y predefinir cada estrategia
pedago´gica necesaria para adaptar la ensen˜anza a cada estudiante en cada instante
de la interaccio´n. El sistema es capaz de aprender por sı´ mismo ta´cticas pedago´gi-
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cas para cada estudiante en cuanto a la navegacio´n a trave´s de los contenidos del
tutor y en cuanto al formato de presentacio´n de dichos contenidos basa´ndose u´ni-
camente en la experiencia derivada de la interaccio´n con estudiantes de las mismas
caracterı´sticas de aprendizaje.
Adema´s, se ha demostrado que la estrategia de exploracio´n/explotacio´n de
Boltzmann ofrece ventajas frente a la estrategia e-greedy, ya que e´sta permite defi-
nir la probabilidad de la bondad de una accio´n de forma normalizada frente al resto
de las acciones, permitiendo al sistema ofrecer al estudiante esta informacio´n de
forma que sea e´l mismo el que elija el siguiente conocimiento a aprender. De esta
forma se le proporciona al estudiante sensacio´n de control de la interaccio´n con el
sistema, caracterı´stica deseable en los sistemas de interaccio´n hombre-ma´quina.
Para finalizar con la experimentacio´n con estudiantes reales, se ha realizado
una comprobacio´n de la usabilidad del sistema, llegando a la conclusio´n de que
es buena. Esta conclusio´n se ha derivado de los cuestionarios rellenados por los
estudiantes tras su interaccio´n con el sistema en sus versiones, RLATES y IGNA-
TES. La mayorı´a de los estudiantes piensan que el sistema es u´til, completo y su
complejidad es adecuada. Adema´s, todos ellos poseen una opinio´n positiva sobre
el interfaz de usuario, encontra´ndose satisfechos globalmente con el mismo, tanto
en su versio´n adaptativa, como en su versio´n no adaptativa.
Los estudiantes que han interactuado con RLATES1 y RLATES2 creen que
han visitado muy pocas pa´ginas web, mientras que los estudiantes que interac-
cionaron con el sistema IGNATES opinan que han visitado muchas pa´ginas web.
Quiza´s el equilibrio se encontrarı´a cuando los estudiantes interaccionaran con la
versio´n completa de RLATES, planteada como trabajo futuro de esta tesis docto-
ral. En cuanto al contenido del sistema, la mayorı´a de los estudiantes contestaron
que pra´cticamente habı´an entendido toda la informacio´n de las pa´ginas web y que
las pa´ginas que mejor habı´an entendido eran aquellas que presentaban ima´genes
acompan˜ando al texto explicativo, prefiriendo que se le mostraran elementos de
tipo Definicio´n o Ejemplo, indicando que los elementos de tipo Introduccio´n no
presentaban mucha informacio´n sobre el tema al que correspondı´an.
En cuanto a la autonomı´a del sistema, los estudiantes que interaccionaron con
la versio´n de RLATES adaptativa preferı´an que el sistema les proporcionara ma´s
autonomı´a, mientras que los estudiantes que interaccionaron con el sistema no
inteligente, prefieren que el sistema les guı´e sobre que´ pa´gina visitar a continua-
cio´n. De la misma forma, este problema se solucionara´ seguramente cuando los
estudiantes interaccionan de forma completa con el sistema.
En cuanto a la estrategia de exploracio´n/explotacio´n de Boltzmann, los es-
tudiantes que trabajaron con la versio´n inteligente de RLATES prefieren que al
pulsar el boto´n de “siguiente”, el sistema les muestre las mismas opciones que
cuando ellos interaccionaron con el sistema, o quiza´s alguna ma´s. Adema´s, casi
todos ellos han elegido siempre la opcio´n que se les presentaba en primer lugar.
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Por otro lado, en cuanto a la evaluacio´n que realiza el sistema, a ningu´n estu-
diante le ha resultado tedioso realizar los test en el sistema, no creen que sean de-
masiados. Los estudiantes que tuvieron acceso al a´rbol de conocimiento se sentı´an
satisfechos con su utilidad y les resultaba en general u´til el uso de colores en el
a´rbol y se han realizado propuestas sobre mejoras a RLATES.
Como conclusio´n, se puede destacar que los problemas encontrados en la na-
vegacio´n con ambas versiones del sistema se pueden solucionar fa´cilmente cuando
los estudiantes interactu´en con el sistema RLATES mixto, sin vetar ninguna opcio´n
de navegacio´n.
7.1.2. Principales Aportaciones
En este capı´tulo se resumen las principales aportaciones del trabajo realizado
en la presente tesis doctoral, centradas en las ventajas que ofrece la aplicacio´n del
modelo de Aprendizaje por Refuerzo en el mo´dulo pedago´gico de un Sistema de
Educacio´n Adaptativo e Inteligente en Web, planteando diferencias significativas
con trabajos previos de Secuenciacio´n y Eleccio´n de Formatos de Presentacio´n de
contenidos.
Aplicacio´n de Aprendizaje por Refuerzo
En primer lugar, la definicio´n de los problemas de Secuenciacio´n y Presenta-
cio´n del contenido (desde el punto de vista de la eleccio´n del formato de presen-
tacio´n del contenido) del curso en un sistema de formacio´n a distancia como un
problema de Aprendizaje por Refuerzo permite que el sistema de educacio´n adap-
te de forma automa´tica sus ta´cticas pedago´gicas segu´n el estudiante que interactu´a
en cada momento con el sistema.
Evitar predefinir ta´cticas pedago´gicas. Esta adaptacio´n se realiza dina´mi-
camente basa´ndose u´nicamente en la experiencia adquirida previamente al
interactuar con otros estudiantes de caracterı´sticas de aprendizaje similares,
solventando uno de los mayores problemas de los sistemas de educacio´n: la
predefinicio´n de las estrategias pedago´gicas a seguir en cada momento de
la interaccio´n con los estudiantes. Hasta el momento, la mayorı´a de los sis-
temas de educacio´n se construı´an a partir de sistemas expertos basados en
reglas. La codificacio´n de dichas reglas es costosa, debido a la gran cantidad
de reglas pedago´gicas que existen para incorporar una mayor adaptacio´n al
usuario, y debido a la dificultad de incorporar el conocimiento del experto
en el sistema.
Flexible ante ruido. Otra ventaja derivada de la aplicacio´n de Aprendiza-
je por Refuerzo en el mo´dulo pedago´gico es la flexibilidad que poseera´ el
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sistema ante pequen˜as instancias de ruido. Por ejemplo, al evaluar el cono-
cimiento del estudiante mediante un test, el sistema puede percibir el estado
actual de conocimiento del estudiante de forma erro´nea. El sistema sera´ ca-
paz de recuperarse ante estos datos ruidosos al aplicar esta te´cnica de inte-
ligencia artificial, ya que se trata de una caracterı´stica inherente al modelo
de aprendizaje por refuerzo.
Aplicacio´n de RL en el mo´dulo pedago´gico. En previos trabajos [Beck,
2001] aplico´ el modelo de Aprendizaje por Refuerzo al mo´dulo del usua-
rio, modelando a los estudiantes al mismo tiempo que aprendı´a estrate-
gias pedago´gicas. Esta propuesta presenta principalmente el problema de
la dimensio´n del nu´mero de estados del sistema. Al representar como parte
del estado todas las caracterı´sticas de aprendizaje del estudiante a tener en
cuenta (que son muchas y muy variadas), el nu´mero de estados del siste-
ma crece exponencialmente. El sistema aprende a ensen˜ar muy despacio,
ya que su aprendizaje se basa u´nicamente en interacciones con otros es-
tudiantes de exactamente las mismas caracterı´sticas de aprendizaje, siendo
difı´cil encontrar estudiantes de las mismas caracterı´sticas y por tanto, reali-
zando una escasa generalizacio´n. Adema´s, cuanto mayor sea el taman˜o del
estado del sistema, mayor sera´ el espacio de estados, y su convergencia a
ta´cticas pedago´gicas buenas es ma´s lenta, ya que el espacio de exploracio´n
crece exponencialmente con el nu´mero de caracterı´sticas de los estados. Pa-
ra solventar este problema, en esta tesis se ha propuesto aplicar el modelo
de Aprendizaje por Refuerzo u´nicamente al mo´dulo pedago´gico del sistema,
y sus estados se han definido como el conocimiento que posee el estudian-
te sobre los temas y tareas del dominio (conocimiento a bajo nivel en el
a´rbol del dominio), sin incluir ninguna otra caracterı´stica de aprendizaje
del estudiante. Se ha propuesto dividir el problema planteado por Beck en
tres fases. En la primera fase se realiza una Agrupacio´n de los estudiantes.
Como se comento´ en el apartado 3.2.5, se recomienda agrupar a los estu-
diantes segu´n sus caracterı´sticas de aprendizaje, de forma que se mantenga
distintas ta´cticas pedago´gicas segu´n el grupo de estudiantes, aunque no es
obligatoria. En la fase de Entrenamiento del sistema, e´ste explora nuevas
alternativas pedago´gicas, hasta conseguir una buena ta´ctica de educacio´n
para el estudiante actual. Finalmente, en la fase de Uso del sistema se ex-
plota el conocimiento previamente adquirido, ya que el sistema sera´ capaz
de secuenciar y presentar el conocimiento de una forma cercana a la o´pti-
ma, adapta´ndose a las necesidades de los estudiantes. Esta tesis doctoral se
centra en la segunda y tercera fase, definiendo el problema de agrupacio´n
de estudiantes como un problema adicional al planteado en este trabajo.
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Aplicacio´n de RL a bajo nivel en el a´rbol de conocimiento. Por otro lado,
Beck, con el objetivo de reducir su espacio de estados, aplicaba el modelo
de Aprendizaje por Refuerzo u´nicamente a los temas del a´rbol de conoci-
miento, aprendiendo secuencias de contenidos de temas, pero no de tareas a
ejecutar. En esta tesis doctoral se ha propuesto aplicar el modelo a bajo ni-
vel (a nivel de tareas en el a´rbol de conocimiento del modelo del dominio).
De esta forma RLATES es capaz de no so´lo secuenciar el conocimiento a
nivel de tema, sino tambie´n a nivel de tarea (definiciones, introducciones,
ejercicios, etc.), pudiendo tambie´n decidir en que´ formato se presenta este
contenido cuando en el sistema se almacenan las tareas en distintos forma-
tos.
Validacio´n del Sistema
Una vez definido el sistema como un problema de Aprendizaje por Refuerzo,
se ha validado el sistema desde el punto de vista teo´rico, mediante la construc-
cio´n de modelos de comportamiento simulados de estudiantes, y posteriormente
se ha validado el sistema tambie´n desde el punto de vista pra´ctico, interactuando
estudiantes reales con RLATES y evaluando su usabilidad.
Estudio de las variables de aprendizaje. Se ha estudiado en profundidad
el efecto de las variables que afectan al aprendizaje del sistema, estudiando
varias estrategias de exploracio´n/explotacio´n en el sistema.
Estudio de estrategias de exploracio´n/explotacio´n. Se han valorado fi-
nalmente las ventajas que ofrece la polı´tica de exploracio´n/explotacio´n de
Boltzmann frente a la polı´tica e-greedy en sistemas de formacio´n a distancia.
Inicializacio´n de ta´cticas pedago´gicas Adema´s, se ha demostrado que ini-
cializar el sistema con ta´cticas pedago´gicas es positivo, ya que RLATES es
capaz de aprender ma´s ra´pido (interactuando con un nu´mero menor de es-
tudiantes) y mejor (necesitando mostrar un nu´mero menor de pa´ginas web)
si el sistema se ha inicializado previamente, aunque esta inicializacio´n no
sea la ma´s adecuada para las caracterı´sticas pedago´gicas de los estudiantes
con los que interactu´a. En este trabajo se ha realizado la inicializacio´n del
sistema interactuando con estudiantes simulados.
Destacar que se ha definido el problema de forma general, independientemen-
te del dominio de aplicacio´n del sistema de educacio´n. Adema´s, al utilizar tec-
nologı´as derivadas de Internet, cualquier estudiante con un ordenador conectado
a Internet podrı´a conectarse al servidor de RLATES, independientemente de la
plataforma en la que se encuentre, sin necesidad de desplazarse a las aulas fı´sicas.
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7.1.3. Difusio´n de Resultados
Durante el desarrollo de la tesis doctoral se han realizado una serie de publi-
caciones que marcan la evolucio´n del trabajo, reflejando en cada una de ellas los
progresos realizados en la investigacio´n en cada una de sus fases. A continuacio´n
se exponen las publicaciones realizadas, ası´ como su motivacio´n.
1. Estudio del estado del arte. Se ha recopilado informacio´n sobre el estado
de la cuestio´n en sistemas informa´ticos de ensen˜anza, poniendo especial
hincapie´ en aquellos que se comportan de forma inteligente, adapta´ndose
en cada momento a las necesidades del estudiante con el que interactu´an en
cada instante. Se ha estudiado con especial intere´s la aplicacio´n de te´cnicas
de inteligencia artificial utilizadas y las distintas formas de adaptacio´n al
estudiante. Una primer estudio de estos sistemas se publicaron como parte
del estado del arte en el artı´culo en revista:
EDU-EX: A Tool for Auto-Regulated Intelligent Tutoring Systems De-
velopment Based on Models. P. Domingo, A. Garcı´a-Crespo, B. Ruiz
y A. Iglesias. Artificial Intelligence Review (JCR). Volume 18, Pp.
15-32, 2002.
2. Aplicacio´n de inteligencia artificial sobre sistemas de ensen˜anza.
En este estado de la cuestio´n encontramos un punto en el que podı´amos
realizar aportaciones novedosas y que coincidı´a con nuestros intereses en
los sistemas de ensen˜anza y las te´cnicas de inteligencia artificial. A partir
de aquı´, se profundizo´ en el modelo de Aprendizaje por Refuerzo (Reinfor-
cement Learning) y se propuso un modelo teo´rico de co´mo aplicarlo en el
entorno de los programas de ensen˜anza, y en particular, sobre los Tutores
Inteligentes (Intelligent Tutoring Systems). Para ello fue necesario definir la
arquitectura del sistema, describiendo los detalles de cada uno de sus mo´du-
los. Se definio´ una estructura jera´rquica en el modelo del dominio, sin nece-
sidad de incorporar conocimiento del experto sobre relaciones entre temas
o conceptos (como prerrequisitos, esta´-relacionado, etc.). En el mo´dulo del
estudiante se utilizo´ la metodologı´a overlay. En el mo´dulo pedago´gico se
aplico´ el modelo de Aprendizaje por Refuerzo y por u´ltimo, el mo´dulo del
interfaz simplemente mostraba el contenido en la secuencia y formato que
le proporcionaba el mo´dulo pedago´gico. Este trabajo se publico´ posterior-
mente como artı´culo en congreso:
Applying Reinforcement Learning in Intelligent Tutoring Systems. A.
Iglesias, P. Martı´nez y F. Ferna´ndez. 4th International Conference on
New Educational Environments. Pp. 11-14, 2002.
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3. Estudio de la incidencia de la aplicacio´n de Aprendizaje por Refuerzo en
el mo´dulo pedago´gico. A continuacio´n se planteo´ la necesidad de comple-
tar el sistema de educacio´n mediante la utilizacio´n de te´cnicas ya aplicadas
anteriormente en otros sistemas de educacio´n en el resto de los mo´dulos
del sistema: el mo´dulo del dominio, el mo´dulo del interfaz y el mo´dulo del
estudiante. Al sistema completo se le ha denominado RLATES: Reinforce-
ment Learning Adaptive and inTelligent Educational System. En el mo´dulo
del estudiante se aplico´ la te´cnica overlay; sobre el mo´dulo del dominio se
realizaron varias publicaciones que se detallan a continuacio´n; y sobre el
mo´dulo del interfaz se analizo´ la incidencia de la aplicacio´n de Aprendizaje
por Refuerzo en el mo´dulo pedago´gico. Las publicaciones centradas en el
mo´dulo del interfaz tambie´n se detallan a continuacio´n.
a) Dominio del Sistema de Ensen˜anza. Como se ha comentado ante-
riormente, la aplicacio´n del modelo de Aprendizaje por Refuerzo se
puede aplicar en cualquier sistema de ensen˜anza independientemente
del dominio. Se estudio´ la posibilidad de su aplicacio´n en un dominio
conocido, para facilitar la tarea de construccio´n del modelo del domi-
nio. Las siguientes publicaciones surgieron a partir de la aplicacio´n
del modelo teo´rico para un dominio concreto, el Disen˜o de Bases de
Datos:
Disen˜o de Bases de Datos: Problemas Resueltos. A. Miguel, P.
Martı´nez, E. Castro, J.M. Cavero, D. Cuadra, A.M. Iglesias y C.
Nieto. Ed. Ra-ma, 2000. Se trata de un libro de ejercicios de la
materia de Disen˜o de Bases de Datos que sirvieron posteriormen-
te para la creacio´n de los materiales del curso del sistema RLA-
TES.
Learning to Teach Database Design by Trial and Error . A. Igle-
sias, P. Martı´nez, D. Cuadra, E. Castro y F. Ferna´ndez. 4th In-
ternational Conference on Enterprise Information Systems, Pp.
500-505, 2002. Este artı´culo presenta ejemplos del modelo del
dominio del sistema y de co´mo aplicar el modelo de aprendizaje
por refuerzo para el dominio en particular.
b) Adaptacio´n del Interfaz de Usuario. Posteriormente se estudio´ en
profundidad el tipo de adaptacio´n a usuario en el interfaz que se podrı´a
ofrecer fa´cilmente derivado directamente de la aplicacio´n del modelo
de Aprendizaje por Refuerzo en el modelo pedago´gico del sistema de
ensen˜anza. Este estudio y la implementacio´n en el sistema RLATES
supuso la publicacio´n de dos artı´culos ma´s:
Navigating through the RLATES Interface: a Web-based Adapti-
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ve and Intelligent Educational System. A. Iglesias, P. Martı´nez,
F. Ferna´ndez. Proceedings of the Workshop on Human Computer
Interface for Semantic Web and Web Applications (HCI-SWWA2003).
Part of the International Federated Conferences (OTM2003). Lec-
ture Notes on Computer Science (Springer Verlag). Pp. 175 - 184.
2003. Este artı´culo trata de las distintas formas de adaptar la na-
vegacio´n y el contenido de la materia del sistema de ensen˜anza
a cada estudiante en cada instante y su implementacio´n en RLA-
TES.
Construyendo un Sistema de Educacio´n Adaptativo e Inteligente
en Web para aprendizaje de Disen˜o de Bases de Datos. A. Igle-
sias, A. Iglesias, P. Martı´nez, E. Castro. VIII Jornadas de Inge-
nierı´a del Software y Bases de Datos. Pp. 757-762. 2003. En es-
te artı´culo se describe la implementacio´n del sistema aplicada al
dominio del Disen˜o de Bases de Datos, poniendo especial hinca-
pie´ en el desarrollo de la interfaz.
4. Integracio´n dentro del proyecto PANDORA. La concepcio´n del Siste-
ma de Educacio´n e Inteligente en Web RLATES surgio´ por la necesidad de
un sistema de apoyo a la ensen˜anza a una herramienta CASE, PANDORA
(acro´nimo de Plataforma CASE para el aprendizaje y desarrollo de Bases
de Datos y su ensen˜anza vı´a Internet. Proyecto de investigacio´n CICYT
(TIC99-0215)). El objetivo de Pandora es desarrollar un entorno CASE pa-
ra desarrollo de BD en todas sus fases (modelado conceptual, disen˜o lo´gico
e implementacio´n) y para aprendizaje de los conceptos necesarios para rea-
lizar esta labor via Internet. Por lo tanto, es necesario incluir un componente
dida´ctico que facilite el aprendizaje del disen˜o de BD. Para ello se penso´ en
la integracio´n de nuestro sistema, RLATES, dentro de la herramienta PAN-
DORA. El siguiente artı´culo presenta una aproximacio´n teo´rica de co´mo se
podrı´a integrar RLATES como un mo´dulo ma´s del proyecto de investiga-
cio´n PANDORA:
Integrating Intelligent Methodological and Tutoring assistance in a
CASE platform: the PANDORA experience. E. Castro, D. Cuadra, P.
Martı´nez y A. Iglesias. Informing Science and IT Education Confe-
rence. Pp. 11-14, 2002.
5. Validacio´n del sistema. Como se describio´ en el capı´tulo 4 de este docu-
mento, la validacio´n de RLATES se ha realizado en dos fases. La primera
fase consta de la evaluacio´n del sistema desde el punto de vista teo´rico (con
estudiantes simulados), donde se tratara´ de elegir los mejores para´metros
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para que el modelo de aprendizaje por refuerzo aplicado al sistema de edu-
cacio´n sea ma´s eficiente a la hora de ensen˜ar. La segunda fase trata de eva-
luar el sistema desde un punto de vista pra´ctico, por lo que se ha realizado
experimentacio´n con estudiantes reales. En este caso son los alumnos los
que evalu´an el sistema, indicando si se sienten co´modos aprendiendo con el
sistema y notan mejorı´a frente al mismo sistema sin adaptacio´n.
La experimentacio´n realizada con estudiantes simulados se ha publicado en
los siguientes artı´culos:
An experience applying Reinforcement Learning in a Web-based Adap-
tive and Intelligent Educational System. A. Iglesias, P. Martı´nez, F.
Ferna´ndez. Informatics in Education International Journal, Volumen
2. Pa´ginas 1-18. 2003. En este artı´culo se demuestra que el sistema de
ensen˜anza es capaz de converger a una ta´ctica de comportamiento casi
o´ptima, donde el nu´mero de pa´ginas que se ha de mostrar a cada estu-
diante es pequen˜o y que el sistema no necesita interactuar con muchos
estudiantes del mismo tipo si se utilizan los para´metros apropiados.
Analysing the Advantages of Using Exploration and Exploitation Stra-
tegies in an Adaptive and Intelligent Educational System. A. Iglesias,
P. Martı´nez, R. Aler, F. Ferna´ndez. Second International Conference
on Multimedia and Information and Communication Technologies in
Education (m-ICTE 2003). Vol. 1. Pp. 489-493. 2003. Este artı´culo
muestra la importancia de elegir una buena estrategia de seleccio´n de
la siguiente pa´gina a mostrar al estudiante (comparando explotacio´n y
exploracio´n), concluyendo que la estrategia de Bolztmann es mucho
ma´s adecuada para el sistema que la estrategia e-greedy utilizada por
Joseph Beck en [Beck, 2001].
Learning Content Sequencing in an Educational Environment Accor-
ding to Student Needs. A. Iglesias, P. Martı´nez, R. Aler, F. Ferna´ndez.
15th International Conference on Algorithmic Learning Theory. Lec-
ture Notes in Computer Science (Springer Verlag). Pp. 454 - 463. Pa-
dova (Italy). 2004. El artı´culo muestra co´mo el sistema converge mejor
(mostra´ndole al estudiante un nu´mero menos de pa´ginas web) y ma´s
ra´pido (interactuando con un nu´mero menor de estudiantes para llegar
a la convergencia) cuando su ta´ctica pedago´gica ha sido previamente
inicializada con conocimiento de las interacciones con otros estudian-
tes, aunque e´stos no posean las mismas caracterı´sticas de aprendizaje.
En cuando a la experimentacio´n con estudiantes reales, actualmente se esta´ es-
cribiendo un artı´culo que resume la validacio´n realizada con dichos estudiantes.
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7.2. Trabajos Futuros
La tesis doctoral que se presenta en este documento evalu´a un me´todo de adap-
tacio´n de un programa de ensen˜anza en web segu´n las necesidades del estudiante.
Para ello se ha aplicado el modelo de Aprendizaje por Refuerzo al mo´dulo pe-
dago´gico del sistema de educacio´n, siendo e´sta una de las principales aportaciones
del trabajo. Esta tesis da lugar a nuevas lı´neas de investigacio´n. En este capı´tulo
se esbozan aquellas que se relacionan directamente con nuestro trabajo, algunas
de ellas muy relacionadas entre sı´.
Para implementar el sistema RLATES se han utilizado diversos me´todos y
te´cnicas en cada uno de sus mo´dulos que han sido utilizados para realizar la eva-
luacio´n del trabajo de investigacio´n. En la literatura se pueden encontrar mejoras
en los mo´dulos del sistema que no son objeto del trabajo realizado en la presente
tesis doctoral. Esta seccio´n no se ocupa de identificar los posibles trabajos futuros
en estos mo´dulos, sino que se centra en futuras lı´neas de investigacio´n sobre el
trabajo llevado a cabo.
7.2.1. Modelado y Clasificacio´n de Estudiantes
Es importante para cualquier programa que se adapte al usuario, realizar un
buen modelo de estudiante con todas las caracterı´sticas del mismo que se han de
tener en cuenta en la adaptacio´n del sistema.
En la implementacio´n de RLATES no se ha realizado un modelo exhaustivo
del estudiante, sino que se han tenido en cuenta solamente el conocimiento que
tiene el estudiante actual sobre la materia (temas) del curso, aplicando la te´cnica
overlay para modelar este conocimiento.
Al tener en cuenta u´nicamente el conocimiento actual del estudiante, se ha
demostrado que el sistema es capaz de adaptarse al conjunto de todos los estu-
diantes que interactu´an con RLATES, adaptando su comportamiento cada vez que
un estudiante interactuaba con el sistema. Hay que tener en cuenta que RLATES
se adaptara´ al conjunto de estudiantes que se le presenta. Si se realizara un trabajo
previo de modelado y clasificacio´n de estudiantes dependiendo de las caracterı´sti-
cas de aprendizaje de cada uno de ellos (teniendo en cuenta todas las caracterı´sti-
cas necesarias para la adaptacio´n deseada), el sistema serı´a capaz de adaptarse a
cada clase de estudiantes.
Esta clasificacio´n permitirı´a que RLATES se adaptara mejor a las caracterı´sti-
cas de aprendizaje de cada grupo de estudiantes, sin necesidad de que RLATES
supiera cua´les son las caracterı´sticas de aprendizaje de la clase de estudiantes.
Esta caracterı´stica de RLATES permite que la clasificacio´n pueda realizarse con
cualquier te´cnica de clasificacio´n, incluyendo me´todos subsimbo´licos, que no de-
vuelven las causas de la clasificacio´n (por ejemplo, redes neuronales).
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Otra lı´nea de investigacio´n interesante serı´a mantener la clasificacio´n de los
estudiantes durante la interaccio´n con el sistema, por si el estudiante pudiera cam-
biar de clase (caracterı´sticas de aprendizaje), o que, simplemente, la clasificacio´n
no fuera correcta a priori. El mantenimiento del modelo de estudiante y clasifica-
cio´n se podrı´a llevar a cabo recogiendo datos de la interaccio´n con RLATES.
7.2.2. Mejorar la Evaluacio´n del Conocimiento del Estudiante
Otro tema a tener en cuenta es mejorar la evaluacio´n del estudiante en RLA-
TES. Los exa´menes siempre han sido una forma sencilla de evaluar a todos los
alumnos de forma objetiva, pero, en general, a los estudiantes no les gusta sentirse
observados para ser evaluados. Por ello, serı´a un gran paso para que el estudian-
te se sintiera a gusto con la herramienta el eliminar el concepto de examen que,
aunque en la experimentacio´n con estudiantes reales respondieron que no les im-
portaba, habitualmente los alumnos no se encuentran co´modos con evaluaciones
tan directas. Una solucio´n a este problema serı´a evaluar a los estudiantes a lo largo
de toda la interaccio´n, proponie´ndoles pequen˜os ejercicios capaces de evaluar su
conocimiento en cada instante.
Hasta el momento, RLATES solamente realiza exa´menes de tipo test. Serı´a
conveniente el poder incluir otro tipo de exa´menes de respuestas libres, o, incluso
utilizar herramientas que les permitiera contestar y solucionar ejercicios y proble-
mas del curso que se ensen˜a en el sistema.
Por otro lado, hasta el momento RLATES evalu´a el conocimiento del estu-
diante u´nicamente con dos valores: 0 si el estudiante no conoce el tema y 1 si
lo conoce. Hasta el momento so´lo se han tenido en cuenta estos valores con el
objetivo de simplificar los experimentos al evaluar si el sistema es capaz de apren-
der nuevas ta´cticas pedago´gicas. Pero para mejorar la adaptacio´n del sistema al
estudiante es conveniente que e´ste aumente el conocimiento que posee sobre el
estudiante, an˜adiendo ma´s informacio´n sobre el grado de conocimiento de los
estudiantes sobre los temas del dominio (por ejemplo, an˜adiendo porcentajes de
conocimiento o valores continuos para denotar este conocimiento).
7.2.3. Reduccio´n del Nu´mero de Estados y Acciones
Esta mejora tiene que ver con la implementacio´n del modelo de aprendizaje
por refuerzo. En RLATES se ha definido el estado del sistema como el conoci-
miento actual que tiene el estudiante sobre cada tema del curso. Se ha de tener en
cuenta, por tanto, que el nu´mero de estados crece exponencialmente con respecto
al nu´mero de temas que tiene el curso y el grado de conocimiento que se desea
almacenar sobre cada tema (muy relacionado con el apartado anterior). Cuando
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el nu´mero de estados es muy grande, la necesidad de co´mputo del sistema cre-
ce exponencialmente, por lo que se recomienda reducir el nu´mero de estados de
conocimiento en los que un estudiante se puede encontrar. Existen varias te´cni-
cas de reduccio´n del nu´mero de estados utilizadas en problemas similares a e´ste
previamente. Una posible solucio´n es utilizar me´todos de generalizacio´n de esta-
dos [Santamarı´a et al., 1998], como se planteo´ en el apartado 3.2.2. Otra manera
de reducir el nu´mero de estados es plantearse algoritmo jera´rquicos que traten la
jerarquı´a de temas del modelo del dominio, como se comento´ en el apartado 2.4.6.
Por otro lado, al definir las acciones que puede ejecutar el sistema a bajo nivel
en el a´rbol de conocimiento, el espacio de acciones se amplı´a. Esto podrı´a suponer
un problema si el nu´mero de acciones es muy elevado, ya que el sistema tendrı´a
que realizar ma´s co´mputos para poder aprender a ensen˜ar, ralentizando su proceso
de aprendizaje al tener que explorar un nu´mero mayor de acciones. Este problema
se podrı´a solventar mediante generalizacio´n del nu´mero de acciones [Santamarı´a
et al., 1998].
7.2.4. Inicializacio´n de Ta´cticas Pedago´gicas con Conocimien-
to de un Experto
Como se ha comentado en apartados anteriores, RLATES es capaz de apren-
der un buen comportamiento (mostrando el contenido del tutor adapta´ndose a las
necesidades del estudiante) sin tener que definir previamente ninguna estrategia
pedago´gica.
Tambie´n se demostro´ que el sistema converge ma´s ra´pido y mejor cuando se
inicializan el sistema con algu´n tipo de conocimiento sobre las ta´cticas pedago´gi-
cas, aunque e´stas no sean las ma´s adecuadas.
En RLATES se inicializaron las ta´cticas a partir de interacciones del sistema
con estudiantes simulados 5.4, tal y como hizo Beck en [Beck, 2001]. Gracias
a este tipo de inicializacio´n se soluciona uno de los procesos ma´s costosos de
cualquier sistema de ensen˜anza: el introducir todo el conocimiento del experto en
el programa.
Sin embargo, una posible lı´nea de investigacio´n futura podrı´a ser incluir cono-
cimiento del experto en el modelo del dominio, como por ejemplo, interrelaciones
entre temas y elementos de temas es-prerrequisito, esta´n-relacionados, dificultad
de los elementos y de los temas, etc. para posteriormente poder aplicar alguna
te´cnica que aprenda un comportamiento no aleatorio del sistema de ensen˜anza
(por ejemplo, planificacio´n [Vassileva, 1995]).
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7.2.5. Desarrollo y Evaluacio´n del Sistema RLATES mixto
Como se ha comentado anteriormente, en la experimentacio´n realizada con es-
tudiantes reales se han comparado los resultados obtenidos cuando los estudiantes
interactuaban con una versio´n adaptativa del sistema (RLATES) y cuando el sis-
tema no se adaptaba a sus necesidades mediante el modelo de Aprendizaje por
Refuerzo (IGNATES).
Se demostro´ que la aplicacio´n del modelo de Aprendizaje por Refuerzo en
el mo´dulo pedago´gico del sistema de educacio´n era u´til para los estudiantes. Se
plantea, por tanto, como futuras lı´neas de trabajo el desarrollar y evaluar el sistema
RLATES mixto, donde se incluira´n todos los componentes detallados en la seccio´n
3.3.4 y se evaluara´ la utilidad del sistema.
En la Universidad Carlos III de Madrid se planea la utilizacio´n de este sistema
de educacio´n a distancia como apoyo a los alumnos matriculados en las asignatu-
ras que tratan el tema de disen˜o de bases de datos.
7.2.6. Aplicacio´n del Modelo de Aprendizaje por Refuerzo a la
Eleccio´n de las Estrategias Pedago´gicas
Otra lı´nea de trabajo futuro que se plantea en esta tesis doctoral es que, tras
comprobar la utilidad de la aplicacio´n del mo´dulo de Aprendizaje por Refuerzo en
el mo´dulo pedago´gico del sistema a nivel de tarea y tema en el a´rbol de conoci-
miento, aplicar este mismo modelo para secuenciar otro tipo de elementos de las
polı´ticas pedago´gicas.
Por ejemplo, se podrı´an predefinir ciertas estrategias pedago´gicas a adoptar
cuando un determinado estudiante se encuentra en un determinado estado. Poste-
riormente se podrı´a aplicar el modelo de Aprendizaje por Refuerzo para identificar
que´, co´mo y cua´ndo aplicar cada estrategia pedago´gica predefinida de antemano.
Una mejora a esta opcio´n, que implicarı´a la predefinicio´n de las estrategias
pedago´gicas serı´a, a partir del sistema RLATES (que secuencia el conocimiento a
nivel de tarea y tema), aplicar mecanismos de generalizacio´n que permitan crear
estrategias pedago´gicas. Y posteriormente, cuando se consigan obtener varias es-
trategias pedago´gicas, aplicar de nuevo RL para decidir que´ estrategia pedago´gica
tomar a continuacio´n.
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Ape´ndice A
Ejemplos de Contenidos del Sistema
de Educacio´n
En este anexo se presentan algunas pa´ginas web que muestran el contenido
del sistema RLATES. En concreto, se mostrara´ los tipos de elemento Definicio´n,
Introduccio´n y Ejercicio con formato de Imagen y con formato de Texto. Tambie´n
se presentan dos ejemplos de pa´ginas web que contienen tests que han de contestar
los estudiantes.
Las pa´ginas que se muestran a continuacio´n muestran, en concreto, defini-
ciones, introducciones, ejercicios y tests del tema Entidad que pertenece tanto al
a´rbol de conocimiento A como al a´rbol de conocimiento B utilizados en los expe-
rimentos y detallados en la seccio´n 4.3.
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Figura A.1: Contenido de RLATES. Un elemento de tipo Introduccio´n en formato Texto
del tema Entidad
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Figura A.2: Contenido de RLATES. Un elemento de tipo Definicio´n en formato Imagen
del tema Entidad
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Figura A.3: Contenido de RLATES. Un elemento de tipo Definicio´n en formato Texto del
tema Entidad
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Figura A.4: Contenido de RLATES. Un elemento de tipo Ejercicio en formato Imagen del
tema Entidad
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Figura A.5: Contenido de RLATES. Un elemento de tipo Ejercicio en formato Texto del
tema Entidad
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Figura A.6: Contenido de RLATES. Ejemplo 1 de Test del tema Entidad
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Figura A.7: Contenido de RLATES. Ejemplo 2 de Test del tema Entidad
