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第 1 章 序論 
 
 序論 1
1.1 研究背景 
近年，外国語教育において，実践的なコミュニケーション能力の育成がより強調されるようにな
ってきている．CALL(Computer-Assisted Language Learning)は，学習者の外国語に触れる機会を増や
すことができ，外国語教育，特にコミュニケーション能力の育成には，とても有効なアプローチの
一つとして幅広く認識されてきた [1,2]．CALL 授業を行うために開発された CALL 教材やシステムも
多く報告されている[3-20]．実践的なコミュニケーション能力の育成の中，語彙力の育成が必要最
低条件であり，知らない単語が聞き取れない、発音できない、読めない、書けないということは当
たり前であるが，学習が教室内に限られた従来の授業から，語彙を獲得するために，十分な練習時
間は確保できない側面がある[21]．このような学習時間の不足を補うために，学習者に対して，い
つでもどこでも学習できる CALLシステムが解決策の一つとして普及しつつある．そして，CALLシス
テムを利用して外国語を勉強する際に，学習者が教師から離れることになり，教室内の一斉授業と
異なり，自ら自分の学習ペースを把握して適切な教材を選ぶ，学習パスなどを管理することはより
重要になってくる．学習者のこういったニーズに答えるため，CALL システムには，学習者に合わせ
た学習パターンの分析・フィードバックなど，適切な学習支援を行う機能が求められている． 
このため，学習者グループや個人の学習パターンを分析し，それぞれの学習者に最適な教材、学
習パスなどを提供できる適応型 e-Learning システムの開発に伴って[22-29]，学習グループや個々の
学習者に焦点を合わせて学習支援を行う個別型 CALL システムの開発に関する研究も数多く行われる
ようになった[14-20]．CALL 用のものに限らず，これらのシステムは，WebCT、Moodle などの LCMS
（Learning Content Management System）をベースにして追加した新しい機能か，独自のシステムと
して開発した機能を通して学習者個人の学習を支援する．例えば，英単語並び替え問題を回答する
際のマウス動いた軌跡を通して学習者の迷い志向を抽出する[16]，学習者の学習状況やテストの受
験結果を分析して成績の良い学習者の特徴を抽出する[24]，個々の学習者のモバイルデバイスでの
英単語学習履歴を分析し学習者の語彙能力と記憶サイクルに応じて単語を推奨する[19]，など多様
な学習履歴データを収集し多様な分析手法を用いて，個々の学習者の強い点、弱い点、学習ペース
などを分析する，或いはさらにその分析結果に基づいて教師や学習者にアドバイス、教材、フィー
ドバックを提供している．これらのことによって，従来の対面授業で行うことが困難である個々の
1 
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学習者の分析・サポートを容易にした． 
また，これらのシステムは外国語教育の分野においても提唱される自律学習をサポートするもの
と考えられている．自律学習とは，学習者が自ら学習の方法を決めて，目標を設定し，それのため
に適切な教材を選択することである．そして，自分の不得意な部分を認識し，それに対して解決法
を見つけ，学習ペースやプロセスを管理すること，さらに，自分の学習を評価することである[30]．
教室内の学習に限らず，教師から離れて自己の学習目標を設定し、学習意欲を高める自律的学習は，
学習者に対してとても重要と指摘されている．学習グループや個々の学習者に焦点を合わせて学習
支援を行う個別型 CALL システムは，いつでもどこでも学習でき，個々の学習者の不得意な部分や学
習ペースなどの特徴を分析できる特性を持ち，学習者の自律学習に対して，とても重要な意義があ
ると考えられる．こういった個別型 CALLシステムが，最近多くの注目されている． 
個別型 CALL システムの開発・利用は，外国語教育において盛んに行われて議論されている中，課
題も現れている．コンピュータが教師の役割の一部に代わって，学習グループや個々の学習者に焦
点を合わせて学習支援を行うのは，学習履歴データを適切に収集し，適切な手法を用いて学習者の
特徴を分析することを前提とし，学習履歴データの具体的な内容によって，異なる分析手法を必要
としているからである． 
外国語教育の中，リーディング、リスニング、スピーキング、ライティングという四技能の訓練
はともに欠かせない．CALL システムの構築はこれら四つの技能に合わせる必要がある．リーディン
グやライディングに対しては，近年，自然言語処理などの技術を適用する研究が進んでいる．例え
ば，阿辺川ら[9]は日本語読解学習支援システムを開発し，学習者が入力した日本語文章の中の単語
や文法機能語の意味を表示して，非日本語母語話者の日本語読解訓練を支援する[9]．加藤らは，外
国人留学生を対象とした実験結果と認知言語理論の枠組みに基づいて，実験によって背景知識の有
無と日本語能力の相違が情報活用方略に及ぼす影響を検討し，学習者の専門、言語レベルに合わせ
た文章理解支援システムを提案している[17]．リスニングやスピーキングに対しては，音声合成や
音声認識の技術の発展に伴い，CALL システムの機能を広げている．例えば，坂口らが学習者の英語
発音を評価、訓練するために開発した CALL システムでは，学習者の英文の発音を記録して，音声認
識することができる．また，認識した発音の誤り部分を指摘し，学習者へフィードバックすること
も可能である[10]． 
しかしながら，英語リスニング学習においては，学習履歴データの分析及びそれをベースにした
2 
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個別型 CALL システムの開発についての研究はまだ多くない．英単語のリスニング学習履歴データの
分析に注目した個別型 CALL システムはとりわけ少ない．既存の CALL システムの多くは，英単語学
習に幅広く使われている単語ディクテーション問題、マルチチョイス問題などの教材形式を提供し，
学習履歴データを蓄積しているが，データ分析機能が不十分である．また，既存の個別型 CALL シス
テムにおいても，単語レベルの分析に留まるものが殆どであり，単語のリスニング理解に直接に関
わる単語を構成する音素に関連する分析が見当たらない． 
英単語リスニング学習の中，学習者が英単語への理解は，音素のような単語レベルより小さい単
位のものへの理解が基本と考えられている．音素への知覚は，単語認知における重要なプロセスで
あり，欠かせないステップと Rost が指摘している[31]．Cohort Model[32]など多くの音声知覚モデ
ルにおいても，音素知覚の重要性が示されている． Cohort Model によると，学習者が単語を聞いて
理解するためには，単語を構成する音素を同定しその音素に合致する単語群を喚起して最後に文脈
などで単語を絞るスッテプがあり，音素を同定できなければ単語を理解できないと考えられる[31- 
33]．また，音素への知覚訓練は，日本人英語学習者に対して，単語理解につながるより重要なステ
ップである．日本人英語学習者は，母語の影響によって，一般的に/r/-/l/、/v/-/b/、/s/-/θ/ な
どの特定な音素ペアが区別しにくいことが既に判明していて，教育現場での語彙指導も，これらの
音素ペアのミニマムペア単語で訓練するなどさまざまな工夫をしている[34-36]．言い換えれば，
個々の学習者のそれぞれの単語への理解を妨げる音素を特定できれば，それらの弱点に合わせた知
覚訓練が可能となり，学習効果が上がる．筆者が今まで蓄積した実際の単語学習履歴データを調べ
て，学習者は単語を聞いて誤った回答をした場合に，すべての音素を間違ったケースは少なく，一
つ二つの音素を聞き取れないか別の音素に聞こえ，回答が別単語になるケースがほとんどである結
果になっている．従って，単語学習の履歴データを分析し，その一つ二つの聞き取れない音素や別
の音素に聞こえる音素についての誤りを割り出して，訓練を行う個別型システムがあれば，個々の
学習者の英単語リスニング学習の支援になり，学習者単語理解スキルの向上につながることが期待
できる．このような音素レベルの誤りには単語単位の分析手法は適用できず，既存の個別型 CALL シ
ステムが提供している分析手法または分析機能は学習グループや個々の学習者の音素レベルに関す
る不得意な部分の分析にまだ対応していない．したがって，分析結果に合わせたフィードバックや
教材提供などを行うシステムの構築はできていない． 
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1.2 研究目的 
そこで，本研究は，英単語のリスニング学習に焦点を当て，リスニング学習における特有の問題
点，即ち個々の学習者または学習グループが聞き取りにくい音素を誤りパターンとしてリスニング
学習履歴データから発見し，教材自動作成やフィードバックの機能を備える個別型 CALL システムの
開発を目指すものである． 
このような学習支援を行うシステムには，以下の機能が必要である． 
1. 誤りパターンの分析機能：単語を聞き誤った際に，どのように誤ったのかを判明し，個々
の学習者の誤りパターンを分析する． 
2. 個別型教材自動作成機能：個々の学習者の誤りパターンを基に，その学習者に適した訓練
用教材を自動作成し提供する． 
3. フィードバック機能：個々の学習者の単語への認知状況及び誤りやすい音素をフィードバ
ックする．  
以上の機能を実現するために，本研究では，個々の学習者の聞き誤った単語において，どの音素
をどのように聞き誤ったか，について「正解音素→誤った音素」という音素ペアを推測し，シーケ
ンシャルデータマイニング法による誤りパターンを検出する手法を提案する． 
そして，検出した音素誤りパターンに基づいて，二者択一問題及び単語ディクテーション問題を
自動生成して，個々の学習者や学習者グループの誤りやすい音素に対して訓練を行い，単語認知の
向上を図る．最後に，学習の結果を単語レベルや音素レベルでフィードバックする． 
1.3 論文の構成 
本論文の構成は以下のようになっている． 
本章では，本研究の背景および目的について述べた． 
第 2 章では，本研究が対象とするリスニング学習における CALL システムについて，従来の関連
研究を整理するとともに，関連する研究の現状および得られた知見を示す．これによって，本研究
の位置付けを明確にする． 
第 3 章では，システムの概要と構成を説明し，システムを実現するためのいくつかの手法やツー
ルを述べる．その際，第 4、5、6章で述べるシステムの各機能の背景・目的および関連も示す． 
第 4 章では，システムの中心となる誤った単語から「正解音素→誤った音素」という音素ペアの
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推測、誤りパターンの分析機能について述べる，そして，システムで推測した音素ペアを手動で確
認した音素ペアと比較し，音素ペア推測の有効性を検討する． 
第 5 章では，システムの教材自動作成機能を説明し，そして異なる学習者の異なる音素レベルの
誤りパターンに合わせた訓練教材を生成できるかを確認するために，ケーススタディーによる評価
実験を述べる． 
第 6章では，システムの単語レベル，及び音素レベルのフィードバック機能を説明する． 
第 7章では，本論文の総括を行い，今後の課題および展望について述べる． 
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 関連研究 2
本章では，本論文と関わりのある学習支援システム関連の先行研究についてまとめる．1.2 節で
述べたリスニング学習履歴データから学習者のリスニング上の特徴を分析することに関連して，す
でに沢山提案された e-Learning システムに注目し，それらの学習履歴データの分析に関する手法に
ついて調べる．そして，教材自動作成機能とフィードバック機能の開発に関連して，e-Learning シ
ステムを含めて既存の個別型システムは，如何に学習者にフィードバックするのか，どんな教材を
自動作成できるのかについて調べる．最後に，CALL システムの利用と開発の現状を説明し，既存の
個別型 CALLシステムを取り上げ，その詳細を紹介する．  
2.1 学習支援システム関連の学習履歴データの分析方法 
学習履歴データとは，学習者が授業に参加したり，テストを受けたり，自習したり様々な学習活
動に参加して残ったデータである．これらのデータを蓄積して，データマイニングの技術と組み合
わせることにより，各学習者の学習パターンを分析できると考えられる．既存の適応型 e-Learning
システムの学習履歴データに対する分析は，統計的方法、可視化法、クラスターリング、分類法、
シーケンシャルデータマイニング法などの方法がある[22,23]．アクセス履歴、各ページの利用時間
などシステムの使用状況のデータに基づいて学習者の受験履歴，出席状況などを分析する提案，及
びテスト結果、教材の学ぶ順序など学習者の学習状況に基づいて学習者の特徴，好みなどを分析す
る提案がある． 
和田ら[24]は，大学で行われているコンピュータリテラシの項目ごとの合格履歴データを収集し，
1 年間わたって，4000 人の学習者の正規カリキュラム外の時間に受験したデータに基づいて，合格
となる学習者らの受験時期、受験間隔などの受験パターンを分析した．具体的には，学習者の受験
履歴の時系列データに基づいて，一回の受験を一つのノードにして，グラフ化する．グラフ化した
履歴データを SDA(Substructure Distribution Analysis)法に基づいてクラスターリングして，学習者
の受験パターンを抽出する．結果として，学習者の受験履歴データから学習者個人やクラスの受験
パターンを抽出でき，学習傾向の似ている学習者の特徴を抽出できた． 
Wang ら[29]は，学習者個人の学習特徴及びレベルに合わせてカスタマイズしたコースの提供と，
異なる学習者の関連性の定義に関する研究を行った．具体的に，手動で作成できない個々の学習行
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為を四つのステップで定義し特徴を抽出する．まずは，教育学の理論で学習者のプロフィールを定
義する．そして，それぞれの学習者の学習行為の履歴データをシーケンシャルデータマイニングの
方法で，最頻出サブシーケンスを学習のよい学習者らのパターンとして抽出する．そこで，すべて
の学習履歴データの中，三分の二の学習者プロフィールを決定木に従って作って，残りの三分の一
はアルゴリズムを検証するために使う．最後に，抽出した学習パターンをアクティブツリーとして
作成する．結果として，シーケンシャルデータマイニングの方法で抽出した学習者個人の学習行為
のパターンにより学習者の特徴を反映できた． 
このように，着目した学習履歴データが異なれば，得られる学習者の特徴も異なるが，上記二つ
の研究の共通点は，学習履歴データから学習者に関する何らかのパターンを見つけ出すことにある．
これは学習者の特徴分析の主なステップと考えられる．また，パターンの抽出に当たって，データ
マイニングの手法が重要の役割を果たしている．本研究で提案する誤りパターンの分析においては，
個々の学習者の誤りパターンの抽出は学習履歴データ分析の最も重要なステップであり，パターン
の抽出に当たって，シーケンシャルデータマイニング法の中，最もシンプルな手法の一つである
GSP (Generalized Sequential Pattern mining) 法を用いることにする[37,38]． 
2.2 学習支援システム関連のフィードバックと教材自動作成 
学習の過程においては，フィードバックは非常に重要なプロセスであり，その有効性も確認され
ている．フィードバックのプロセスには，教師による正答の提供や学習者に誤りを認識させるなど
の直接フィードバックとヒントを提示して学習者に正答を見つけさせる間接フィードバックなどが
あるが，直接フィードバックの中の学習者に誤りをはっきり認識させることは，正しい知識を身に
つけるための不可欠なプロセスといわれている[39,40]．同時に，直接フィードバックは即座に行わ
れることも重要と指摘されている[39]．対面授業と違って，学習支援システムを利用した授業の特
徴の一つは即座にフィードバックするのが容易なことである．そのため，学習支援システムにおい
ては，誤りを学習者や教師に認識しやすいように可視化するフィードバック機能や誤りに気付かせ
学習の改善につなげる工夫を行うフィードバック機能の開発が盛んに行われるようになっている． 
国近ら[41]は，学習者が構成した英文からアニメーションを生成しフィードバックする英作文学
習支援システムを構築した．具体的に，学習者にアニメーションを与えて，その内容について英語
で表現し入力してもらう．そして，学習者の英作文によってアニメーションを生成しフィードバッ
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クする．国近らが構築したシステムは，学習者の英作文のエラーを「情報不足」，「情報過多」，
「情報置換」という三つのパターンに分けて，それぞれに対応するアニメーションを生成する．そ
して，学習者が自動生成したアニメーションとオリジナルのアニメーションと比較して，自らの誤
りに気づいたかについて評価実験を行った．結果として，被験者が生成したアニメーションからほ
とんど可視化された誤りに気づいた． 
Antonija ら[42]は，SQL-Tutor を利用して，ポジティブな結果を学習者にフィードバックする機能
を開発し評価実験を行った．SQL-Tutor は既存の規約ベース適用型学習支援システムの一つであり，
学習者のデータベースの SQLクエリ学習を支援する．本来の SQL-Tutorは SQLクエリの問題文を学習
者に与えて回答してもらい，回答結果の誤った部分を学習者にフィードバックするシステムである
が，Antonija らは SQL-Tutor に新しい機能を追加し，学習者の誤りをフィードバックする前に，回
答の正しい部分に対してポジティブなフィードバックを行うシステムにした．そして，一ヶ月に渡
って，データベースの授業で評価実験を行った．実験対象は実験群 18名，統制群 23名，合計 41名
の大学生である．結果として，実験群と統制群の学習者らの平均得点に有意差がないことと，実験
群の学習者らの問題解決時間が統制群の学習者らより半分短縮したことが確認された． 
上述のように，学習支援システムに備わるフィードバック機能の基本的な役割は誤りへの気づき
にある．個別型の学習支援システムにおいては，学習者によって誤りが異なる．個々の学習者に自
身の誤りに気づかせ，正しい知識へと結びつくためにその誤りに合わせた教材を提供して学習させ
ることが必要であるが，教師による教材作成が大きな負担となる[43]．その解決策は教材の自動作
成である．教材の自動作成に関連して以下に，二つの研究を紹介する． 
舟生ら[43]は，高校物理の力学問題に対して誤選択肢と解説を自動生成するシステムを開発した．
学習者が問題を回答し，誤選択肢を選んだ際，その選択肢に対する解説が重要であると考えられる．
舟生らが開発したシステムは，誤選択肢を「意味的な紛らわしさに基づいた誤り」，「解の形の紛
らわしさに基づいた誤り」，「原因を特定できない誤り」に分類し，問題解決プロセスの下位プロ
セスの一つを誤ったプロセスに置換，正解の解法と意味的に紛らわしい誤選択肢を自動生成する．
そして，その置き換えられたプロセスを教示することによって，解説文を生成する．最後に，工学
系の大学生 8 人を被験者にして，自動生成機能の有効性に対して評価実験を行った．結果として，
自動生成した誤選択肢と解説における高い評価が得られた． 
永田ら[44]は，英語読解の効果的な学習法の一つであるスラッシュ・リーディング教材を自動生
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成する手法を提案した．従来の英語読解教材にスラッシュを自動挿入手法では，言語解析を用いて
高い性能を達成しているが，商用利用の制限があるのと，計算のために計算資源が多く要求される
問題点がある．永田らの提案した手法は，従来のより性能の低くない，言語解析の必要ない自動挿
入手法である．具体的に，スラッシュを挿入しようとする英語読解問題を定式化して，条件付確率
場(CRF)によってスラッシュを挿入する．そして，スラッシュ情報のある教材 480 文に対して，提案
した手法の性能の評価実験を行った．結果として，提案した手法は従来の言語解析を利用する手法
に近い性能があることを確認できた．さらに，近似品詞，近似構文，セグメント長のバランスの考
慮がスラッシュ自動挿入において効果的であることが分かった． 
二つの研究はいずれも教材作成の時間とコストの軽減を目指すものであるが，舟生らの研究は誤
りに応じて教材生成するため，誤りについての検討は提案システムの重要なポイントとなっている．
一方，永田らの研究は個々の学習者の要素を取り入れていないため，提案手法は教材内容をターゲ
ットとしている． 
本研究のフィードバック機能は，直接フィードバックを行い，学習者の誤りへの気づきを目指す
ものである．教材自動作成については，舟生らの研究と同様に誤りに応じた教材を生成するため，
誤りについての検討はシステムの重要なポイントとなっている． 
2.3 CALLシステムの現状と課題 
近年，CALL システムは日本の様々な教育機関で盛んに利用されるようになっている．竹蓋らは，
大学英語教育の中，具体的成果を上げている聴解中心の基礎力養成のための指導システムを紹介し，
それを CALL システムの形で大学教育にどう位置づけるのが有効であるかを考察した [1]．そして，
具体的な応用例として，中条らが，市販の CALL システムと自開発の CALL システムにあわせて，一
般クラスの英語授業に応用し，4 年間にわたって，大学英語教育のおける CALL システムの有効性を
検証した [12]．鏑木らは，リスニング学習を支援するために，ウェブベースの CALL システム及び
教材を開発し，その効果を確認した [6,7]．康らは，従来の CALL システムの教材が固定されている
問題点の解決策の一つとして，合成音声エンジンを利用し，教師が自らリスニング教材作成できる
システムを提案した [5]．これらの研究では，CALL システムを英語リスニング学習に応用する手法
を提案し，効果を確認した．教育現場においては， Moodleなどの LCMSが CALLシステムとして実践
的に利用されている [2,21]．LCMS が教師による教材作成や教材管理に優れているが，学習履歴デー
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タへの分析機能が乏しく，個々の学習者に合わせて教材提供などに対応できず，個別型 CALL システ
ムとしてまだ利用できない．近年，適応型 e-Learning システムとしての機能を Moodle などの LCMS
に追加する研究も行われているが，提案された学習グループや個々の学習者に焦点を合わせて学習
支援を行う個別型 CALL システムの殆どは独自で開発したものである．特に外国語学習においては，
モバイルデバイスの活用が多くなるため，それをターゲットに開発したシステムが近年比較的多い． 
坪田ら[14]は，日本人英語学習者が英語発音する際の主な誤りを判定し，調音器官に関する情報
を学習者に教示するシステムを開発した．具体的に，学習者に空港でのやり取り、ホテル予約など
の英語発話，及び日本人英語学習者一般的に誤りやすい音素を含む単語の発音を音声認識エンジン
で音素単位にセグメンテーションする．セグメンテーションの結果に基づいて，音素の区間を特定
し，それぞれの音素を HMM 法による誤り分析を行う．そして，学習者に発音の誤りやすい音素と調
音器官の調整に関する結果を教示する．最後に，学習者発音を認識と誤り判別の性能についての評
価実験を行い，だいたいのセグメンテーションが正しくできること，また大半の子音について 95%
以上の認識精度があることを確認した． 
 Chen ら[19]は，PDA（Personal Digital Assistant）での英単語語彙学習に注目して，項目応答理
論を用いて，個々の学習者の英単語レベル及び学習記憶サイクルに合わせて，最適な勉強すべき単
語を推奨するシステムを開発した．具体的に，システムは単語推奨プロセス、学習評価プロセスと
テストプロセスという三つの主なプロセスがある．単語推奨プロセスは，学習者の単語レベルに最
も難易度の近い学んだことない単語を推奨するか，学習者の学んだことのある単語の中に最も忘れ
の恐れがある単語を推奨する．学習評価プロセスは，単語学習履歴データに基づいて，学習者の単
語能力を評価し，記憶サイクルを計算する．学習者が新しい単語を学んだ際に，その新しい単語も
データベースに蓄積する．テストプロセスでは，学習評価プロセスの結果による，学習者の単語能
力や記憶サイクルに合わせて自動的にテストを生成する機能である．最後に，Chen らは評価実験を
行った．結果として，学習者が PDA を通して時間と場所を選ばずに単語学習することができると確
認した．そして，システムを利用して，学習者の英単語能力の改善及び学習意欲の高める効果が見
られたことを確認した． 
Hsu ら[20]は，モバイルデバイスでの英語文章読む学習に注目して，個々学習者のレベルに合わせ
て文章を推奨機能，及び英単語の意味をノートできる注釈機能のあるシステムを構築した．具体的
に，文章推奨機能では，事前に英語の教師の手動で，英語文章を難易度、「family life」、
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「school life」、「food」などの 13種類との近似度を五段階評価して，文章の属性を決める．そし
て，学習者に自らレベルに合わせてこれらの文章を提供する．英単語注釈機能では，学習者が文章
を読む際，単語を選択し，システムの提供したいくつかの中国語翻訳から文脈に適切な選択肢を選
ぶ機能である．また，学習者が自分の選択だけ見える単独注釈機能と同じ文書を読む他人の選択も
見えるシェア注釈機能がある．Hsu らはシステムを評価するために，台湾の高校生三クラス合計 108
名に対して評価実験を行った．この三つのクラスの学習者が，二クラスが実験群，一クラスが統制
群に分けられている．実験群の一つは文章推奨機能と単独注釈機能を使う，もう一つは文章推奨機
能とシェア注釈機能を使う．統制群は単独注釈機能を使うが，文章推奨機能を使わない．結果とし
て，二つの実験群の学習者とも統制群の学習者より優れる結果を得たことを確認したが，二つの実
験群の学習者の明らかな違いが見られなかった． 
このように，英単語学習における学習履歴データ分析について，大きく分けて，単語スペルのテ
キストデータ，または発音した音声データという二つ方向があり，本研究では，テキストベースの
データを対象とする．次章では，開発するシステムの概要を説明した後，開発システムを個別型
CALLシステムとして実現していくための提案手法について述べる． 
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 個別型学習支援システム 3
英単語学習の履歴データから，学習者の音素への認知についての把握状況を割り出して，学習を
支援する個別型 CALL システムはまだ開発されていない．本研究は，個々の学習者の音声知覚の弱点
を検出するとともに，その弱点に合わせた教材を自動作成し，及びフィードバックを行うシステム
を開発することが目的である．この目的を実現するために，開発する個別型学習支援システムには
以下の三つの機能を備える． 
1.  誤りパターンの分析機能 
2. 個別型教材自動作成機能 
3. フィードバック機能 
誤りパターンの分析機能は，個々の学習者の誤りやすい音素を分析する機能である．次に個別型
教材自動作成機能は，個々の学習者の誤りやすい音素に基づいて訓練教材を自動生成する機能であ
る．フィードバック機能は，教師や学習者に学習者の単語への認知状況及び誤りやすい音素の分析
結果をフィードバックする機能である． 
以下では，システムの開発環境及び構成，三つの機能を実現するために主な提案手法及び利用し
たツールの概要を説明する． 
3.1 システムの開発環境及び構成 
システムでは，インターネットを介して利用できるように，HTTP サーバを利用している．表 3.1 
に示すように，システムは WAMP の環境で構築されている．サーバには Microsoft 社の Windows 
Server 2008 R2 をオペレーティングシステムとして利用した．そこに，ウェブサーバとして Apache 
HTTP Server 2.2.14 をのせ，プログラミング言語は PHP を使用した．開発したシステムの学習履歴
データ並び各機能を使うツールのデータは，MySQL 5.1.41 を利用して蓄積した．そして，単語のス
ペルを音素記号に分解するために，CMU 発音辞書 [45] をシステムに取り入れている．また，個別型
教材自動作成機能に，学習者のレベルに合わせた単語だけ出題するために，JACET4000[46]を利用し
た．さらに，教師が音声付きの教材を手軽に作成したり，音声付きの訓練教材を自動作成したりす
るために，AT&T 社の AT&T Natural Voices 1.1.3 をシステムに取り入れた． 
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表 3.1システムの開発環境 
構成 名称 バージョン 備考 
OS Microsoft Windows Server 2008R2 - 
HTTP Server Apache HTTP Server 2.2.14 - 
Database MySQL 5.1.41 - 
Language PHP 5.3.1 - 
Phonemic Tool CMU発音辞書 0.7 単語を音素に分解するツール 
TTS Engine AT &T Natural Voices 1.1.3 合成音声を生成するツール 
Vocabulary List JACET4000 - 単語の難易度を判定するツール 
 
 
図 3.1 システムの概要 
図 3.1 に示すように，システムは大きく分けて，教師向け教材作成システム，学習者向け教材学
習システムがある．教師向け教材作成システムでは，三種類の英単語テストを作成できるテンプレ
ートを実装していて，教師が単語ディクテーション問題，二者択一問題及び穴埋め問題を作成する
ことができる．また，それらの問題に対する学習者の回答の集計と分析もフィードバック機能で教
師にフィードバックする． 
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そして，個別型学習支援を実現する機能として，上述の「誤りパターン分析機能」、「教材自動
作成機能」、「フィードバック機能」という三つの機能が加わる．学習者は学習者向けの教材学習
システムを利用して事前に用意したテスト教材で学び，その回答結果がデータベースに蓄積される．
そのうち，単語ディクテーション問題の回答結果が誤りパターン分析機能・教材自動作成機能・フ
ィードバック機能に使われている．これらの回答結果が本研究で着目した学習履歴データであり，
その収集と蓄積方法について次節で説明する． 
3.2 学習履歴データの収集と蓄積 
前述のように，英単語学習における学習履歴データについて，学習者の回答は大きく分けて，テ
キストデータ，または発話した音声データという二つの方向があり，本研究で行う学習履歴データ
マイニングは主として単語ディクテーション問題におけるテキストの回答結果を対象としている．
それらの学習履歴データが次のように蓄積される． 
 
図 3.2 単語ディクテーション問題の例 
図 3.2 は単語ディクテーション問題作成テンプレートで作成した出題画面である．この画面は単
語ディクテーションテンプレートを用いて作成される．学習者が単語ディクテーション教材のウェ
ブページにアクセスして，テストを受ける．各問題において，学習者が「Pronounce」ボタンを押す
と，この問題の出題単語の音声が流れる．各問題のボタンを 5 回まで押すことができる．そして，
回答欄の「English」というテキストボックスに英単語のスペルを記入し，「Japanese」というテキ
ストボックスに和訳を記入する．この二種類のデータが学習履歴データベースに蓄積されると共に，
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学習者の氏名や回答の提出時間なども記録される． 
3.3 各機能を実現するための提案手法 
本節は三つの機能を実現するために本研究で提案する手法の概要について述べる． 
1.1 節にすでに述べたが，Rost が指摘したように，音素への知覚は，単語認知における重要なプ
ロセスであり，欠かせないステップである[31]．Cohort Model など多くの音声知覚モデルにおいて
も，音素知覚の重要性が示されている．また，日本人英語学習者に対して，一般的に，/r/-/l/、
/v/-/b/、/s/-/θ/ などの特定な音素ペアが母語の影響により区別しにくいことが既に判明しており，
教育現場での語彙指導でも，これらの音素ペアのミニマムペア単語で訓練するなどさまざまな工夫
をしている．個々の学習者の音声知覚の弱点を分析する際に，誤った単語スペルを音素に分解し，
どの音素をどの音素に誤ったかを判定することによって，どの音素が単語認知に影響を与えたかを
推測することは単語認知のスキルアップにつながると考えられる．従って，誤りパターン分析機能
においては，3.2 節で述べた単語ディクテーション問題のデータを利用し，日本人英語学習者の一
般的に誤りやすい音素ペアをシステムに取り入れ，学習者の誤った単語のスペルから「正解音素→
誤った音素」という音素ペアの推測する手法を提案する．また，学習者の複数の誤った回答から，
誤りやすい音素というパターンを検出するために，シーケンシャルデータマイニング法の GSP 法を
システムに取り入れる． 
この音素ペアの推測手法と誤りやすい音素の検出機能には，二つのプロセスが必要である．この
二つのプロセスは以下のようになる． 
1. 誤り音素のペアリング： 「正しい音素→誤った音素」の音素ペアの推測手法 
2. 誤りパターンの検出：シーケンシャルデータマイニング法による誤りやすい音素の検出機能 
誤り音素のペアリングプロセスでは，誤った音素とそれに対応した正しい音素のペアを「正しい
音素 → 誤った音素」という音素ペアを推測する．誤りパターンの検出のプロセスでは，検出した
学習者グループや個人の音素ペアをシーケンスにして，シーケンシャルデータマイニング法の一つ
である GSP 法を用いて，シーケンスパターンを検出する．その検出したパターンの中で，出現回数
の一番多いものを，学習者グループや個人の最も誤りやすい音素パターンまたは誤りやすい音素ペ
アと定義する．この誤りパターン分析機能は，システムの最も重要な機能となり，第 4 章でその詳
細を述べる．また，GSP法ついて，次節で説明する． 
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そして，個々の学習者の誤りやすい音素への知覚を高めるために，誤りパターン分析機能によっ
て検出した音素の誤りパターンに基づいて，「二者択一問題」、「単語ディクテーション問題」と
いう二種類の教材を自動生成する手法を提案する．この二種類の教材ページが自動的に作成され，
学習者に提示される．その流れとして，まず，二者択一問題の自動生成では，誤りパターンの分析
機能によって得られた学習者グループや個人の最も誤りやすい音素ペアをそのグループや個人の最
も改善すべき弱点とする．その音素ペアを含めるミニマムペア単語をデータベースからランダムに
抽出して生成する．一方，単語ディクテーション問題の自動生成では，プリテストの単語レベルと
音素数が近く，難易度が同じ，かつその学習者の音素弱点が含まれる単語を抽出して生成する．教
材の生成には，3.1 節で述べた TTS エンジン、CMU 発音辞書、JACET 単語リストを利用する．ここの
教材自動作成機能を第 5章で述べる．また，CMU 発音辞書と JACET 単語リストについては，3.5 節で
説明する． 
フィードバック機能については，学習者の単語への認知状況及び音素の誤りパターンのフィード
バックを考える．単語への認知状況については，個々の学習者に対して単語ディクテーション問題
の正解、不正解に関する情報が主なフィードバックになるが，教師に対しては学習者グループの単
語正解、不正解に関する基本的な集計もフィードバックする．音素の誤りパターンについては，第
4 章で述べる誤りパターン分析機能によって学習者個人の誤りやすい音素をフィードバックする．
具体的なフィードバック機能は第 6章で述べる． 
3.4 誤りやすい音素検出のためのGSP法 
Romero[22][23]らによる，学習履歴データマイニングの手法にはクラスターリング、シーケンシャ
ルデータマイニングなどの手法がある．そのうち，本研究のような順序のあるデータに対して，シ
ーケンシャルデータマイニング法が有効であるとされている．ここでは，GSP 法というシーケンシ
ャルデータマイニング法を用いて，誤りやすい音素を検出する． 
GSP 法(Generalized Sequential Pattern mining) は 1996 年に Agrawal Srkant によって提案され
たアルゴリズムであり，Frequent Pattern  Mining のアルゴリズムである Apriori の考え方をベー
スにしている[37][38]．「あるシー ケンス S が頻出シーケンスでなければ S のスーパーシーケン
スはすべて頻出ではない」の考え方でパターン検出を行う． 
GSP法  アルゴリズムの流れを以下に示す． 
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1. 長さ k の頻出パターンの基に長さ k+1 の候補シーケンスを生成する 
2. 長さ k+1 の候補シーケンスの出現回数を計算し，min-sup 値以上のシーケンスのみが長さ 
k+1 の頻出パターンとして抽出される 
3. 候補シーケンスを生成できなくなる，または頻出パターンが抽出できなくなるまで１，２の
動作を繰り返す 
ここで，k 個のアイテムを持つ（長さがｋである）シーケンスを k-sequence と呼ぶ．Lk をすべて
の頻出 k-sequence の集合とし，Ck を候補 k-sequence の集合とする．候補パターンの生成とは，頻
出(k-1)-sequence の集合 Lk-1 から，すべての候補 k-sequence の集合のスーパーセットを生成するこ
とを指す．  
ここで，表 3.2 に示す四つのシーケンスから，パターンを見つける際に設定しなければならない
min-supと呼ばれる閾値を 2にして，パターンを見つける例をあげる． 
表 3.2 シーケンスのデータベース 
ID Sequence 
10 <(ab) b c (ad)> 
20 <(ac) c (bc) d> 
30 <(ad) c d> 
40 <a (ac) d> 
 
まず，すべてのシーケンスから，長さ１のサブシーケンス及びその出現回数を計算する．結果は
表 3.3 に示す．表 3.3 に示すように，長さ 1 のサブシーケンス「a」,「b」,「c」,「d」を候補パタ
ーンとして，それぞれ四つのシーケンスに出現した回数を計算して，出現回数が min-sup より小さ
いのが捨てられ，min-sup より大きいのが候補パターンとして残る．ここで，「a」,「b」,「c」,
「d」四つとも出現回数が min-sup = 2より大きいので，「a」,「b」,「c」,「d」から長さ 2の候補
パターンを生成する． 
表 3.3 k=1のサブシーケンス及び出現回数 
cand supp 
a 6 
b 3 
c 6 
d 5 
 
表 3.4 に示すのは長さ 2 のサブシーケンスとそれぞれの出現回数である．ここで，出現回数が
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min-sup = 2 より小さいシーケンスとそれのスーパーシーケンスがパターンにならないため，候補パ
ターンから除く． 
表 3.4 k=2の候補シーケンス及び出現回数 
  <a> <b> <c> <d> 
<a> <aa>:3 <ab>:2 <ac>:5 <ad>:4 
<b> <ba>:2 <bb>:1 <bc>:2 <bd>:3 
<c> <ca>:1 <cb>:2 <cc>:2 <cd>:6 
<d> <da>:0 <db>:0 <dc>:1 <dd>:1 
  <a> <b> <c> <d> 
<a> <(aa)>:0 <(ab)>:1 <(ac)>:2 <(ad)>:2 
<b>   <(bb)>:0 <(bc)>:1 <(bd)>:0 
<c>     <(cc)>:0 <(cd)>:0 
<d>       <(dd)>:0 
 
表 3.5 に示すのは長さ 3 のサブシーケンスとそれぞれの出現回数である．ここで，出現回数が
min-sup = 2より大きいシーケンス<abd>、<acd>、<bcd>、<cbd>、<ccd>、<(ac)d>だけ残る． 
表 3.5 k=3の候補シーケンス及び出現回数 
<aaa>:0 <aab>:0 <aac>:0 <aad>:0 
<aba>:1 <acb>:1 <abc>:1 <abd>:2 
<aca>:1 <bab>:0 <acc>:1 <acd>:5 
<baa>:0 <bcb>:0 <bac>:0 <bad>:0 
<cba>:0 <ccb>:0 <bcc>:0 <bcd>:2 
<c(ad)>:1 <(ac)b>:1 <cbc>:0 <cbd>:2 
<a(ac)>:1 <a(ad)>:1 <ccc>:0 <ccd>:3 
<b(ac)>:0 <b(ad)>:1 <(ac)c>:1 <(ac)d>:2 
 
これで，サブシーケンス<abd>、<acd>、<bcd>、<cbd>、<ccd>、<(ac)d>より長い min-sup>=2 のスー
パーシーケンスがないので，<abd>、<acd>、<bcd>、<cbd>、<ccd>、<(ac)d>がパターンとなる． 
上述のような GSP 法をシステムに取り入れ，学習者の誤りやすい音素パターンを検出するについ
ては，4.3節で説明する． 
3.5 CMU発音辞書と JACET単語リスト 
システムには，単語のスペルを音素記号に分解するために，CMU 発音辞書[45]を取り入れる．また，
教材自動作成機能に，学習者のレベルに合わせた単語だけ出題する必要があるため，単語の難易度
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の判定ツールとして JACET4000[46]を利用する． 
CMU 発音辞書(Carnegie Mellon University Pronouncing Dictionary)は，Carnegie Mellon 大学によ
って開発された機械可読的な発音辞書であり，125,000個の単語とそれの発音記号を収録している．
CMU 発音辞書は音声認識や音声合成に幅広く使われている．この辞書には，39 個の音素が含まれ，
特殊フォントが要らないアルファベット記号で記されている．母音に対して，「０」,「１」,「２」
の記号が付け加えられ，「no stress」,「primary stress」,「secondary stress」を表している．辞
書は，EXCEL形式のファイルで，Carnegie Mellon大学の webサイトからダウンロードできる． 
システムに CMU 発音辞書を取り入れる際に，「０」,「１」,「２」の stress 情報を除外し，単語
とその単語の含む音素を一つのレコードとして，合計約 13万 3千個の単語をデータベースにした．
3.3 節に述べた「正解音素→誤った音素」の推測手法において，学習者の回答した単語とそれに対
応する正解単語を音素に分解する必要があるため，CMU 発音辞書から，単語を検索し，それに含ま
れる音素が抽出される．ここで，学習者の回答した単語が，CMU 発音辞書に収録されていない場合
は，単語にならないものと定義している．また，教材を自動生成する手法において，検出した学習
者の誤りやすい音素を訓練するため，その音素を検索し，それを含む単語を CMU 発音辞書から抽出
する． 
JACET(The Japan Association of College English Teachers)単語リストは大学英語教育学会の基本
語改訂委員会が開発した語彙表である．大学生が把握すべき英単語一覧として提案されている．こ
の単語リストの単語は，難易度順に並べられている．番号の若い単語は易しくて，番号が大きくな
るにつれ難しくなるのが特徴である． 
3.3 節に述べた単語ディクテーション問題の自動生成する機能において，自動生成した問題の単
語が，学習者のプリテストの単語と同じ難易度であるようにするため，JACET単語リストをシステム
に取りいれて，JACET1000、JACET 2000、JACET4000というふうに単語の難易度を分けている． 
3.6 まとめ 
本章では，英単語リスニング学習を支援する個別型 CALL システムの概要を述べた．システムを実
現するには，英単語ディクテーション問題のデータに対する誤りパターン分析、教材自動作成及び
フィードバックという三つの機能が必要であることを示した．また，それらの機能の実装に GSP 法、
CMU発音辞書及び JACET単語リストなどの必要なデータベースについて説明した． 
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 誤りパターンの分析 4
本章では開発したシステムの誤りパターン分析機能について述べる．この機能は，個々の学習者
の英単語リスニングにおけるディクテーション問題の回答から，個々の学習者の誤りやすい音素を
誤りパターンとして検出する機能である． 
4.1節と 4.2節に，今まで蓄積した英単語ディクテーション問題のデータについての予備調査及び
データベースを述べる．また，これらのデータを使って誤りパターンを抽出する二つの手法を説明
する．まずは，一個一個の誤った単語にどの音素がどの音素に誤ったのかを割り出す誤り音素のペ
アリングの手法であり，次は，誤り音素のペアリングの結果を使って誤りパターンを検出する手法
である．これらの手法を 4.3 で述べる．そして，誤り音素のペアリングのプロセスによって推測し
た「正解音素→誤った音素」の音素ペアの有効性，及び誤りパターンの検出手法によるパターン検
出が正しく行われたかについての評価実験を 4.4節で述べる． 
4.1 学習履歴データについての予備調査 
誤りパターンの分析手法を提案するに当たって，筆者は学習履歴データに対する予備調査を行っ
た．2009年から 2013年まで，本学のいくつかの学部の学部生に開発したシステムを使ってもらい，
収集したデータに対して事前分析を行った．出題した 59 個の単語に対して，回答は 4405 件があり，
その中で，英文回答（以下は英回答）と正解単語の違う誤った回答は 1774 件あった．誤った回答の
詳細を調べるため，筆者はこれらの回答をまず「空白」，「辞書に収録していない回答」，そして
「辞書に収録している単語」に分けた．さらに「辞書に収録している単語」に対して，その音素数
が正解単語の音素数との相違によって，違うものを「複数の音素が違う」、「すべての音素が違う
単語」というカテゴリに，同じものを，「一つの音素が違う単語」というカテゴリに分類した．音
素数が同じで，複数音素が違う場合は「複数音素が違う」のカテゴリに入れた．これらの 5 つのカ
テゴリを用いて，誤った回答件数の集計を行った． 
誤った回答総数に対して，「空白」，「辞書に収録していない回答」及び「辞書に収録している
単語」が占める割合はそれぞれ 8.7%，11.7%，79.6%であった．音素レベルの詳細を調べるために，
これらの回答のスペルを音素に分解し，上述の 5 つのカテゴリに分けて誤回答に含まれる音素数を
集計した．表 4.1 には，いくつかの日本人英語学習者の一般的に誤りやすい音素について音素別に
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その集計結果を示す．割合は音素毎の６つのカテゴリの総数に対して算出したものである．一番右
側の欄にはよく現れた音素レベルの誤回答の例を示している．システムによって判断した誤った英
回答の中，後述する「spelling missing」という回答も含まれていたが，和訳が正しいであることか
ら，リスニングにおける誤りではないと判断した．全部で 77個があったが，表 4.1に集計していな
い．また，予備調査の対象データについては，誤った回答の殆どは，表 4.3 に示すような日本人英
語学習者の一般的に誤りやすい音素を含む単語である． 
表 4.1 日本人英語学習者の一般的に誤りやすい音素についての音素別誤回答の割合 
音素 空白 辞書に収録
していない 
辞書に収録している 頻出誤
り音素
ペア 
一つの音
素が違う 
複数音素
が違う 
すべての音
素が違う 合計 
r 9.2% 10.6% 16.8% 63.4% 0.0% 80.2% r-l 
l 7.9% 12.3% 16.7% 63.1% 0.0% 79.8% l-r 
s 2.1% 2.5% 18.7% 76.3% 0.4% 95.4% s-θ, s-ʃ 
θ 7.6% 12.1% 30.6% 49.7% 0.0% 80.3% θ-s 
v 18.2% 50.0% 4.5% 27.3% 0.0% 31.8% v-b 
b 7.1% 16.3% 21.4% 55.1% 0.0% 76.5% b-v 
n 5.6% 8.0% 22.3% 63.8% 0.3% 86.4% n-ŋ, n-m 
ŋ 4.7% 10.5% 24.4% 60.5% 0.0% 84.9% ŋ-n 
m 20.5% 21.6% 14.8% 43.2% 0.0% 58.0% m-n 
ɪ 6.3% 8.4% 11.3% 73.8% 0.3% 85.3% ɪ-i:, ɪ-ɛ 
iː  9.4% 6.1% 15.0% 69.4% 0.0% 84.4% i:-ɛ, i:-ɪ 
 
学習履歴データに対する予備調査から，二つの結論が得られる．一つは誤りの 8 割弱が辞書に収
録している単語であるため，誤った回答を比較的容易に音素に分解でき，検出する誤り音素は学習
者の音素レベルの弱点を反映していることである．上述のデータからわかるように，空白回答や辞
書に収録していない回答より，学生の単語聞き取りにおける誤りとしては別の単語に聞こえること
が多い．また，これらの単語の中，表 4.1 の合計欄から確認できるように，正解単語と同じ音素数
の誤答単語が占める割合が高く，そのうちまた，すべての音素が間違ってしまうより，ひとつか数
個の音素が間違ってしまうケースが多い．すなわち，学習者が英単語を聞いて，回答が誤った場合，
単語の中，すべての音素を誤ったではなく，一つ二つの音素を聞き取れない，または別の音素に聞
こえるため，回答が別単語になる．この結果は次に説明する誤った単語を音素に分解して分析する
手法を提案する根拠となる．こういった状況を踏まえて，単語聞き取りの際，どの音素が聞き取れ
なくて，そしてどの音素に誤ったのかを分析して，音素レベルの弱点を克服することは単語認知の
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スキルアップに繋がると考えられる．もう一つの結論は，誤った回答の殆どは日本人英語学習者の
一般的に誤りやすい音素を含む単語であるため，日本人学習者の一般的に誤りやすい音素ペアを分
析手法に取り入れることによって，誤り音素の検出精度を上げることが期待できる． 
勿論，出題する単語によって予備調査の結果も違ってくる可能性があるが，出題した単語はすべ
て大学生が理解すべき JACET 単語リストから選んだものであり，予備調査の結果はおおむね妥当と
考えている． 
4.2 データテーブルの概要 
本システムでは，主として単語ディクテーション問題のデータを対象にして，誤りパターン分析
を行う．また，分析にあたり，日本人英語学習者が一般的に誤りやすい音素ペアの一部を取り入れ
る．以下ではシステムに実装した単語ディクテーション問題のデータテーブルを中心にして，学習
履歴データの収集から分析まで利用するいくつかのデータテーブルの概要について説明する． 
4.2.1 単語ディクテーション問題のデータ 
表 4.2 はシステムのデータベースにある主なテーブルを示している．テストテーブルは教師が作
成した複数のテスト教材を管理するテーブルである．テストテーブルの「Template」というフィー
ルドには三種類の値が格納され，”1”が単語ディクテーション問題，”2”が二者択一問題，”3”
が穴埋め問題を表している．「QNO」フィールドにはテストの問題数を格納している．教材テーブル
には主に正解単語のデータや単語の音声ファイルの保存先を示す音声パスが記録されている．ここ
では単語ディクテーション問題のテンプレートによって作成した教材を例として挙げている．学習
者のこれらの教材に関する学習履歴データは学習履歴データテーブルにある．学習者の学籍番号，
氏名などの個人を特定する情報はユーザ ID，即ち「UID」を通してユーザテーブルから取得すること
になる．また，各テーブル間に，テスト ID「TID」，問題番号「QID」及びユーザ ID「UID」を利用し
てリレーション関係を構築している． 
教材テーブルの「正解単語」フィールドに蓄積するのは，学習者がテストを行う際，図 3.2 にあ
る「Pronounce」のボタンを押して流す音声ファイルの単語である．学習履歴データテーブルにある
「英回答」と「和訳」は，学習者が単語を聞いて，その下にあるテキストボックス「English」と
「Japanese」に回答してもらったものである．また，「正誤」のフィールドには，システムが自動
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的に，「正解単語」と「英回答」を比較し，同じであれば「正しい」を表す「1」にして，異なるで
あれば「誤り」を表す「0」とした値が入っている．誤りパターン分析とフィードバックにおいては，
「正解単語」、「英回答」及び「正誤」のフィールドにあるデータが主な処理対象となる． 
表 4.2 主なデータテーブルの例 
(a) テストテーブル 
TID owner title Template QNO 評価 Status Author created_in 
1 2 工学部１限 1 7 true 0 2 2010.10.1 
2 2 農学部２限 2 16 false 1 2 2010.9.7 
 
(b) 教材テーブル 
ID TID 音声パス QID 正解単語 正解和訳 
1 1 voices/rain_crystal_16.wmv 1 rain 雨 
2 1 voices/create_mike_16.wmv 2 create 創造 
 
(c) 学習履歴データテーブル 
ID UID TID QID 英回答 和訳 正誤 日付 
1 13 1 1 criate 創造する 0 2010/11/23 20:19 
2 13 1 2 rain 雨 1 2010/11/23 20:19 
3 11 1 1 create 創造 1 2010/11/23 20:19 
4 11 1 2 rain 雨 1 2010/11/23 20:19 
 
4.2.2 日本人学習者が一般的に誤りやすい音素ペア 
これまでの多くの研究によって，日本人英語学習者においては，一般的に/r/と/l/，/θ/と/s/及び/ð/と/z/などの特定な音素ペアに対して区別しにくいことがすでに判明している [34-36]．本研究
で使う日本人英語学習者の一般的に誤りやすい音素ペアを表 4.3 に示す．これらのデータは誤りや
すい音素ペアテーブルに保存される． 
これらのデータテーブルのほか，CMU辞書データを格納する CMU辞書テーブルと JACET単語リスト
を格納する JACET4000テーブルもある． 
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表 4.3 日本人英語学習者の一般的に誤りやすい音素ペア 
母音 子音 
/ɑ/-/ʌ/,/ʌ/-/ɔ:/,/u/-/u:/,/æ/-/ʌ/,  
/æ/-/ɛ/,/æ/-/ɑ/, /ɪ/-/ɛ/,/ɪ/-/i:/ 
/r/-/l/, /f/-/h/, /v/-/b/, /θ/-/s/ 
/ð/-/z/, /dʒ/-/ʒ/,/g/-/ŋ/, /n/-/ŋ/ 
/m/-/ŋ/, /r/-/d/, /t/-/tʃ/, /s/-/ʃ/ 
/d/-/dʒ,z/, /z/-/dʒ/ 
 
4.3 誤りパターンの分析 
誤りパターンの分析は，次の三つのステップからなる．蓄積した学習履歴データから抽出した学
習者個人またはグループの誤った単語に対して，１)単語を音素に分解し，２）誤り音素の誤り音素
のペアリングプロセスを行い，３）誤りパターンを検出する，である． 
4.3.1 単語スペルの分解 
単語を音素に分解するステップにおいては，表 4.2 の示す単語ディクテーション問題の学習履歴
データテーブルから，「正誤」＝０のレコード，即ち誤った回答を含むレコードから，「英回答」
フィールドにある誤った回答とそれに対応する教材テーブルにある「正解単語」を取り出す．一つ
一つの正解単語と英回答の単語ペアを音素に分解し，集合 R{r1, r2, …, rj,…, rm}と W {w1, w2, …, 
wj,…, wn}にする．ここでは，rj と wj はそれぞれ正解単語と英回答を構成する音素の一つであり，
個数 mと nはそれぞれ正解単語と英回答を構成する音素数である． 
単語の分解では，まず誤った回答は「CMU 辞書」に収録しているのかを判定する．英回答は「CMU 
辞書」に収録していなければ，この回答を音素に分解できないので，処理できないデータとしてス
キップする．誤った回答を「CMU 辞書」が収録している場合，その回答と正解単語を音素に分解す
る．例えば，図 4.1 の示すような，学習者が正解単語「lip」を聞き取れなくて，「trip」に回答し
た場合，正解単語 lip が音素集合 R {l, ɪ, p}に分解され，英回答 trip は音素集合 W{ t, r , ɪ, 
p }になる．  
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図 4.1正解単語と英回答の音素集合R{l,ɪ,p}とW{t,r,ɪ,p} 
4.3.2 誤り音素のペアリング 
誤り音素のペアリングは，誤り分析において最も重要なステップである．音素集合に分解した単
語から，具体的にどの音素を誤ったか，及びどの音素に誤ったかを検出する．すでに 4.1 節で述べ
たように，学習履歴データに対する予備調査の結果から，誤った回答は音素に分解できる単語であ
る割合が高く，その分解できる誤った単語は，正解単語の音素数と異なるものと同じものに分けら
れる．また正解単語の音素数と同じであっても，「一つの音素が違う単語」，「複数音素が違う単
語」及び「すべての音素が違う単語」の三通りがある．まず一番簡単なケースに対して誤り音素の
ペアリングができるようにするため，4.1 節で述べた音素に分解できる回答について，分類をし直
した．それは正解単語と誤った単語の単語ペアの音素数が同じかつ音素が一つだけ違う場合，及び
それ以外の場合である．以下に述べるように前者に対しては，「アルゴリズム I」という手法を用
い，後者に対しては，「アルゴリズム II」という手法を用いる．システムに実装したアルゴリズム
は，単語ペアの種類に応じてそれぞれのアルゴリズムを使い分けるものである．  
4.3.2.1 アルゴリズム I について 
アルゴリズム Iは，正解単語の音素集合 R{r1, r2, …, ri,…, rm}， 及び誤った単語の音素集合 W 
{w1, w2, …, wj,…, wn}において，m = nのケースを処理する．要素の順序に従って，Rと Wを比較す
る．異なる要素が二つ以上である場合は，後述のアルゴリズム II によって処理するが，異なる要素
が一つだけある場合に対して，アルゴリズム Iは候補集合 C{/r1/-/w1/, /r2/-/w2/, …, /ri/-/wi/, …, 
/rm/-/wn/}を生成し，ri = wi の音素ペアを除いて，一組の音素ペアのみペアリングの結果として検出
する．具体的には，図 4.2 のように，学習者が正解単語 lip を英回答 rip に誤った場合，/l/-/r/を
結果として検出する． 
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図 4.2 アルゴリズム Iを適用する例 
 
この手法は簡単であるが，学習者が単語の中に聞き取りにくい音素が一つだけで，かつ正解単語
と誤った単語の音素数が同じになる際に，確実な結果を検出できる． 
4.3.2.2 アルゴリズム II について 
アルゴリズム IIは，集合 Rと Wの要素数が異なるケースを処理する．ここで，日本人英語学習者
の一般的に誤りやすい音素ペア一覧を導入する．二つの誤りやすい音素 riと wjが集合内の同じ位置
でなくても，ずれる位置に従って重みが付けられペアリングされる． 
具体的には，正解単語の音素集合 R{r1, r2, …, ri,…, rm}，及び誤った単語の音素集合 W {w1, w2, 
…, wj,…, wn}積集合 Cを計算し，候補音素ペアを生成する．候補音素ペアの集合 Cが図 4.3の示す
ようになっている。 
 
図 4.3 候補音素ペアの集合 
また，集合 C の各要素に，その要素の重み p を付ける．p は正解音素と誤った音素の単語の中に
ある距離に従って，p =  1
2|𝑖−𝑗|の式で計算したものである．  
そして，フィルターリングを行い，各音素ペア/ri/-/wj/ を表 4.3 の示すような日本人英語学習者
C  =  
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の一般的に区別しにくい音素ペアと比べて，/ri/-/wj/ が表 4.3 に含まれていない場合は，その音素
ペアを捨てて，表 4.3に含まれている音素ペアだけ結果として検出する． 
例えば，図 4.4の示すように，学習者が正解単語 lipを英回答 tripに誤った場合，
1
2
 /l/-/r/を結
果として抽出する． 
 
図 4.4 アルゴリズム IIを適用するペアリングの例 
4.3.3 誤りパターンの検出 
本研究で定義した，学習者の音素レベルの誤りパターンは，ペアリングの結果に基づき，GSP 法
を用いて計算したものである． 
GSP法の「あるシーケンス S が頻出シーケンスでなければ S のスーパーシーケンスはすべて頻出
ではない」という基本的な考え方をシステムに取り入れて，誤りパターンの検出を行った． 
検出はシーケンスの定義に応じて 2 種類がある．種類 1 の検出では，学習者個人がある音素を聞
き取れなかった際，学習者個人の誤りやすい音素及び単語内のその位置を判定し，その誤りに影響
するほかの音素が分かる．種類 2 の検出では，学習者グループが一回のテストの中，どの音素が誤
りやすいのかを判定する．これらをまとめると  
1. 一つの単語ペアのペアリング結果をシーケンスとして，学習者個人の時系列データから誤り
パターンを検出する 
2. 一人の学習者一回のテストデータによるペアリング結果をシーケンスにして，学習者グルー
プの誤りパターンを検出する 
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この 2 種類の検出結果を，それぞれフィードバックや教材自動作成する際に使う．種類 1 では，
音素レベルのフィードバックの「音素ペアが単語にある位置」、「最も誤りやすい音素ペア」及び
学習者個人に対する教材自動作成する際に使う．種類 2 では，学習者グループに対する教材自動作
成する際に使う． 
一つの単語の音素，或いは学習者の一回のテスト結果のペアリング結果をシーケンス 
   Si = < p1, p2, …, pi  > 
とし，シーケンスの集合から頻出するパターンを抽出する 
   S{ s1, s2, …, si } 
Si は種類 1 に対して一つの単語ペアによるペアリング結果のシーケンスであり，種類 2 に対して
一人の学生のテストデータによるペアリング結果のシーケンスである．S は種類 1 に対して，学習
者個人の時系列データの音素ペアのシーケンス集合であり， 種類 2に対しては学習者グループのシ
ーケンス集合である． 
そして，GSP 法を用いて，S から誤りパターンを検出する．GSP 法を用いてパターンを検出する際，
min-support という値は非常に重要である．本研究では，min-support について，一回のテストの中
に，種類 1に対して 2を設定し，種類 2に対して 10に設定して検出を行った．具体的には，以下の
流れになっている． 
1. 長さ k = 1の候補シーケンス p1, p2, … , piを生成し，count(pi) > = min-supportの候
補シーケンスを残す 
2. 長さ k = 2 の候補シーケンス p1p2, p1p3, … p2p3, p2p4, …, pi-1piを生成し，カウントし
て，count(pi) > = min- supportの候補シーケンスを残す 
3. 長さ k+1の min- supportより大きい候補シーケンスを生成できなくなるまで，1,2をル
ープする 
最後に残る長さの一番長い候補シーケンスを誤りパターン検出の結果とする． 
4.4 誤りパターン分析機能についての評価実験 
4.4.1 実験の概要 
システムに実装した誤りパターン分析機能の有効性を確認するために，評価実験を行った．誤り
パターンが正しく検出されるかどうかは，誤りパターン分析機能の中の誤り音素のペアリングプロ
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セスの結果に依存する．本研究での評価は，主に誤り音素のペアリングプロセスの正確さを確認す
る．また，ペアリングで推測した音素ペアに基づいて GSP 法を用いて検出したパターンは，被験者
グループの誤りやすい音素かどうかを確認する． 
実験対象は，蓄積した学習履歴データのうち，同じテストを受けた本学文系学部一年生 3 クラス
の学習者のデータである．それぞれのクラスに 19 名、19 名、20 名の被験者がいる．この 3 クラス
の学習者が回答した単語ディクテーション問題の単語リストを表 4.4に示す． 
表 4.4 評価実験の単語リスト 
題目番号 1 2 3 4 5 6 7 8 9 10 11 12 
単語 bottom water rough thin tool read moon little top wrong bank letter 
 
実験のゴールは，ペアリングで推測した音素ペアは手動で確認した結果と比べ，近ければ近いほ
どペアリングの結果が正確である．また，抽出したパターンは被験者の誤りやすい音素を示せば有
効である． 
4.4.2 誤り音素のペアリングの結果及び考察 
誤り音素のペアリングプロセスの正確さの検証は，3 クラスの被験者の表 4.4 に示す単語リスト
の回答の中，「辞書に収録している」誤った回答を使った．上述の三つのアルゴリズムを用いて，
「正解単語→誤った単語」のペアから，「正解音素→誤った音素」の音素ペアを推測しカウントす
る．そして，それらの音素ペアがすべての音素ペアの中に占める割合を計算する．最後に，その割
合を手動で確認した結果と比較する． 
結果を図 4.5 と 4.6 に示す．横軸は各音素ペアであり，縦軸はそれらの音素ペアがすべて音素ペ
アの中に示す割合である．四つの縦棒は，左からそれぞれ，筆者が手動で確認した結果、ペアリン
グのアルゴリズム Iによる結果、ペアリングのアルゴリズム IIによる結果、実装したアルゴリズム
による結果である．「spelling missing」では，学習者らは，単語を正しく聞き取れて，「和訳」を
正しく回答したが，「英単語」が誤ったものである． 
結果として，ペアリングのアルゴリズム Iによる結果は，クラス Iとクラス IIに対して，常にア
ルゴリズム IIとアルゴリズム IIIの結果より低い．しかし，/úː/→/ʊ/という日本人英語学習者の一
般的に誤りやすい音素ペアでなく，被験者らの独自の誤りやすい音素ペアは，アルゴリズム I の結
果の中にあるが，アルゴリズム II には 0%パーセントになって，ペアリングされない．そして，/l/
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→/r/, /ŋ/→/n/などの日本人一般的に誤りやすい音素ペアは，アルゴリズム IIのほうが手動で確認
した結果に近い． 
 
図 4.5 クラス Iの結果によるペアリング結果 
 
図 4.6 クラス IIの結果によるペアリング結果 
アルゴリズム I では，手動で確認した結果と比べると，全体的に精度が低いが，それぞれの学習
者個人的な誤りを検出できる．アルゴリズム IIでは，精度は高いが，学習者個人的な誤りが一般的
に日本人英語学習者の誤りやすい音素ペアでなければ検出できない． 
そして，最後に開発したシステムに実装したアルゴリズムでは，いくつかの音素ペアに対してア
ルゴリズム I、II の結果より悪いが，三つのアルゴリズムによる推測した各音素ペアの割合の平均
値を計算すると，アルゴリズム Iは 58.04%，アルゴリズム IIは 62.47%，実装したアルゴリズムでは
80.58%の平均精度がある．全体として開発したシステムに実装したアルゴリズムは，精度の一番高
い手法だと考えられる．しかも，日本人英語学習者の誤りやすい音素ペアに対しても，学習者個人
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的な誤りも検出できる． 
 
表 4.5 システムで自動推測したと手動で確認した音素ペアの割合 
 クラス I クラス II クラス III クラス IV クラスV クラスVI クラスVII 
手動 18.0% 30.7% 27.1% 15.7% 37.0% 33.1% 16.7% 
 9.8% 22.7% 24.4% 14.8% 14.1% 16.9% 11.2% 
 9.3% 12.9% 20.9% 10.5% 14.1% 12.8% 12.3% 
 7.3% 11.8% 9.8% 9.6% 13.0% 11.5% 9.6% 
 6.3% 10.1% 6.2% 9.2% 7.6% 8.1% 8.2% 
 4.9% 4.7% 4.9% 7.4% 5.4% 8.1% 6.4% 
 4.4% 2.7% 3.6% 7.0% 5.4% 4.1% 8.0% 
自動 18.1% 30.1% 26.7% 15.0% 33.7% 28.4% 16.1% 
 9.8% 22.5% 23.1% 13.1% 10.3% 16.9% 11.1% 
 8.3% 10.8% 18.7% 9.7% 12.0% 10.1% 11.3% 
 8.4% 10.5% 9.8% 6.6% 10.3% 9.5% 6.6% 
 4.9% 9.5% 5.3% 8.9% 6.0% 7.4% 7.9% 
 4.9% 3.5% 4.4% 7.4% 2.2% 10.1% 6.4% 
 4.4% 2.2% 1.8% 6.6% 5.4% 4.1% 7.2% 
 
さらに，違うテストを受けた４クラスの学習者のデータも含めて，合計で 7 クラスの学習履歴デ
ータを実装したアルゴリズムによるペアリングを行った．その結果を手動で確認した結果と比較し
た．表 4.5 に，手動及び自動で検出したすべての誤った音素に対する割合を各クラス別に示す．表
に示す各割合は，各クラスの音素ペアの多い順で並んでいる．同じクラスの「手動」と「自動」は
同じ順の音素ペアが同じであるが，クラスによって，音素ペアが異なるため，ここでは具体的な音
素を示していない．  
この表を用いて分散分析を行い，ペアリングで推測した音素ペアを教師の手動で確認した結果と
比較し，差がないことを確認した． 
最後に，誤り音素のペアリングプロセスの手法の問題点として，まず，図 4.5、4.6 の示す
「spelling missing」の回答について，学習者が単語を聞き取れたが書く時に単語のスペルを間違っ
たので，リスニングの問題ではないと考えられるが，この手法で判断できない点がある．また，こ
の三つの手法とも，表 4.1 に示す「空白」と「辞書に収録していない」という学習者が回答してな
いか，回答は単語にならないケースに対応できない点も今後の検討課題である． 
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4.4.3 誤りパターンの検出の結果及び考察 
誤りパターンの検出によって検出パターンは，正しく被験者の誤りやすい音素を指摘できるかの
確認は，上述の三つのクラスの結果を使った．一人の被験者の回答から実装したアルゴリズムによ
る音素ペアを推測し，それらの音素ペアをシーケンスにし，クラス全員のシーケンスからパターン
検出を行う．その検出したパターンを被験者の誤った回答と比較する． 
筆者は，上述の 3 クラス結果を分析し，正解率を計算し，各問題の頻出した誤りの単語をカウン
トした．結果は，表 4.6 の示すようになっている．表中に，太字で表しているのは，各問題に，三
つのクラスそれぞれの誤り回数一番多い単語である．三つのクラスの正解率を比べると，三つのク
ラスとも，“water”、 “bank” と “letter”という単語の正解率が高くて，聞き取りやすいがわ
かった．そして，“wrong”、“tool”と“rough”は，三つのクラスの学生とも正解率が低くて，
“long”、“tour”と“laugh”によく誤った．また，“thin”などの単語は，三つのクラス正解率
は近いが，誤りのパターンは違うことがわかった．以上，筆者の手動で確認したそれぞれのクラス
の単語レベルの誤りパターンとなる． 
 
表 4.6 単語リスト、正解率及び頻出誤り単語 
単語 クラス I：19名 クラス II：19名 クラス III：20名 
正解率 頻出エラ  ー 正解率 頻出エラ  ー 正解率 頻出エラ  ー
bottom 47.83% burden, button 75.00% burden 54.55% burden, button 
water 100.00%   95.00% quarter 68.18% quarter 
rough 30.43% laugh, graph 20.00% laugh, glass 13.64% laugh, glass 
thin 52.17% seem, thing, scene, send 55.00% then, ten, theme 68.18% theme 
tool 13.04% tour, toward 10.00% tour, toward 4.55% tour 
read 65.22% lead, weird, rid,  65.00% rid, greed 63.64% rid, lead 
moon 69.57% noon 65.00% noon 59.09% noon 
little 65.22% letter, red 60.00% letter, weather 54.55% letter, live 
top 73.91% tap 90.00% tap 81.82% tap 
wrong 13.04% long, learn, loan, run 20.00% learn, lone, long 18.18% lone, long 
bank 95.65% thank 100.00%   86.36% thank 
letter 86.96% murder, ladder 80.00% radder, rather 72.73% radder, rather 
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表 4.7 同じテストを受けた三クラスのデータによる検出した誤りパターン 
グラス１ 
min-sup=2 <(ɔ→ə ,ː m→n), ( r→l, ʌ→ æ),  (θ→s, n→m), ( úː→ʊ, l→r), r→l>， <(ɔ→ə ,ː m→n), ( r→l, ʌ→ æ), θ→s, ( úː→ʊ, l→r), m→n, r→l>，… 
min-sup=5 <( r→l, ʌ→ æ), θ→s, m→n, r→l> 
min-sup=10 <( r→l, ʌ→ æ), m→n, r→l>  
クラス２ 
min-sup=2 <(r→l, ʌ→ æ), θ→t, r→l>， <(ɔ→ə ,ː m→n), ( r→l, ʌ→ æ), θ→t, ( úː→ʊ, l→r), m→n, r→l>，… 
min-sup=5 <(r→l, ʌ→ æ), θ→t, r→l> 
min-sup=10 <(r→l, ʌ→ æ), θ→t, r→l> 
クラス３ 
min-sup=2 <(ɔ→ə ,ː m→n), ( r→l, ʌ→ æ),  (θ→s, n→m), ( úː→ʊ, l→r), r→l>， <(ɔ→ə ,ː m→n), ( r→l, ʌ→ æ), θ→s, ( úː→ʊ, l→r), m→n, r→l>，… 
min-sup=5 <(r→l, ʌ→ æ), θ→t, r→l>, <( r→l, ʌ→ æ), m→n, (r→l, ŋ→n)> 
min-sup=10 <θ→t , (r→l, ŋ→n)>  
 
そして，表 4.7に示すように，クラス Iでは<(r→l, ʌ→ æ), m→n, r→l>であり，クラス IIでは<(r→l, 
ʌ→ æ), θ→t, r→l>，クラス IIIでは<θ→t , (r→l, ŋ→n)> の誤りやすい音素がある．三つクラスとも/r/
と/l/の誤りが多いが，それぞれ，/ʌ/と/æ/、/m/と/n/、/θ/と/t/、/ŋ/と/n/の異なった結果もある．また，
その結果も表 4.6に示すそれぞれの頻出する誤りと一致していることが明らかになった． 
これらの検出結果を用いて，学習者個人やグループの音声知覚に対して，教材を自動作成し，音
声知覚の弱点の改善に利用できると考えられる． 
4.5 まとめ 
本章では，開発したシステムの誤りパターン分析機能について述べた．個々の学習者の英単語リ
スニングにおけるディクテーション問題の回答から，個々の学習者の誤りやすい音素という誤りパ
ターンを検出するために，誤り音素のペアリングと誤りパターンの検出手法を提案した．そして，
ペアリングによる推測した「正解音素→誤った音素」の音素ペアに正確さ，及び検出した誤りパタ
ーンが学習者の誤りやすい音素を正しく検出したかについて，評価実験を行った． 
評価実験の結果，ペアリングで推測した音素ペアが手動で確認した結果と差がないこと，検出し
た誤りパターンが学習者の誤りやすい音素と一致していることを確認した．従って，開発したシス
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テムの誤り音素のペアリングと誤りパターンの検出手法が有効であるが分かった． 
しかし，いくつかの問題点もある．まず，ペアリングが「空白」、「辞書に収録していない」と
「spelling missing」の回答に対応できない．その原因は，提案した誤り音素のペアリングプロセス
のアルゴリズムが，単語を音素に分解して分析することにある．すべての誤った回答の 11.7%の割合
を占める「辞書に収録していない」という単語にならないか CMU 発音に収録していない回答は，音
素に分解できないため，分析できない．解決の方法として，「空白」の回答は分析できないが，今
後システムに単語の推測機能を取り入れて，「辞書に収録していない」の回答を分解できるものに
変換してからペアリングを適用することが考えられる．すべての回答の 1.7%の割合を占める
「spelling missing」の回答については，システムが英回答によって自動的に誤った回答と判断して
いるが，和訳が正しいであることから，リスニングにおける誤りではないと考えられるため，今後
自然言語処理の手法などを取り入れて，学習者の回答が誤ったかどうかの判定に和訳も含めて判定
する方法も考えられる． 
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 教材自動作成 5
本システムの教材自動作成機能は，第 4 章で述べた誤りパターン分析機能によって検出した学習
者個人やグループの音素誤りパターンに基づいて，「二者択一問題」、「単語ディクテーション問
題」という二つの形式の教材を自動生成する機能である． 
第３章のシステムの概要についての説明ですでに述べたように，本研究で構築したシステムは大
きく分けて教師向けの教材作成システムと学習者向けの教材学習システムからなる．学習者向けの
教材学習システムでは，「単語ディクテーション問題」や「二者択一問題」のテンプレートによっ
て作成された教材の学習ができるが，システムの教材自動作成機能を利用する教材は，単語ディク
テーション問題形式のプリテスト、二者択一問題形式の訓練教材，及び単語ディクテーション問題
形式のポストテストという三つのページから構成される．訓練教材とポストテストはシステムによ
って自動作成される． 
この「二者択一問題」と「単語ディクテーション問題」の自動生成について，それぞれ 5.1 節と
5.2 節で述べる．それらの教材には誤りパターン分析機能で検出した誤りやすい音素を反映する．
学習者にシステムを実践的に使ってもらい，訓練結果を確認する評価実験を行った．この部分は
5.4節で述べる．  
5.1 二者択一問題の自動作成 
第 4 章で述べたように，システムのパターン分析機能によって検出した誤りパターンでは，S = 
<(θ-t, i:-i, m-n)>のような形式である．二者択一問題に出題する音素ペアが，個人の学習者に対
して，Sの中の最頻出の音素ペア一つを出題する．グループの学習者に対しては，Sの中に最頻出の
音素ペア五つを出題する． 
二者択一問題は，出題する音素ペアを含むミニマム単語の一つを音声ファイルに生成し，学習者
が聞き取った単語を選択してもらう音素弁別訓練教材である． 
教材を作成する際に，その音素ペアを含むミニマムペア単語 10 組をデータベースからランダム抽
出する．そして，各問題の二つの単語の中，一つを正解単語，もう一つを不正解単語にランダムに
決めて，AT&T Natural Voices という音声合成エンジンによって正解単語を音声ファイルとして生成
する．最後に二つの単語及び生成した音声ファイルを問題に変換し，教材に生成する．生成した二
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者択一問題は図 5.1の示すようになっている． 
 
図 5.1 自動生成した二者択一問題の例 
 
表 5.1 ミニマムペア単語 
ID 音素１ 音素２ 単語１ 単語２ 
1 r l read lead 
2 r l blue brew 
3 s θ sing thing 
4 n ð hand hanged 
 
 
図 5.2 JACET4000内の日本人英語学習者の一般的に誤りやすい音素ペアの度数分布 
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問題に出すミニマムペア単語は，表 5.1 に示すように事前に CMU 発音辞書に基づいて抽出し作成
したミニマムペア単語テーブルに蓄積されているが，単語の出題範囲を JACET 単語リストに限定し，
単語の難易度を JACET4000 以内にしている．このため，ミニマムペア単語の数が音素によって非常
に少ない場合もある．日本人英語学習者の一般的に誤りやすい音素ペアにおいて JACET4000 のミニ
マムペア単語の度数分布を図 5.2に示す．単語の難易度を JACET1000，JACET2000と JACET4000に分け
た場合，難易度の低いミニマムペア単語の抽出に当たって，10 組の中，単語ペアの重複が現れる可
能性がある．また，難易度を上げると，重複問題が解消されるが，単語ペアの数を増やすと，重複
の可能性もまた高くなる．図 5.2 に示す度数分布に基づいて，二者択一問題を自動作成する際に，
ミニマムペア単語を 10組にした． 
5.2 単語ディクテーション問題の自動作成 
弁別訓練の効果の確認及び誤りやすい音素を含む単語への認知スキルを高めるため，学習者に訓
練教材学習の後，再度単語ディクテーション問題のテスト（ポストテスト）を受けてもらっている．
ポストテストとしての単語ディクテーション問題には，二者択一問題形式の訓練教材と同じように，
誤りパターン分析機能によって検出した最も誤りやすい音素ペアを含む単語が主に使用される． 
問題用の単語を決める際，プリテストで出題した単語と比べ，難易度と音素数の近い単語だけ出
題する．ここでの難易度判定は，JACET の単語リストを利用している．プリテスト用の単語が
JACET2000 以内の単語であれば，ポストテスト用の単語も JACET2000 から，プリテスト用の単語が
JACET4000 以内の単語であれば，ポストテスト用の単語も JACET4000 から選ぶ．音素数の判定では，
プリテストの単語の平均音素数±2 を単語音素数の基準とする．単語を選ぶ際，プリテスト用の単
語と同じ難易度のものをランダムに抽出する．それから，その単語に最も誤りやすい音素ペアを含
むかどうか，及び音素数が単語音素数の基準に満たしているかどうかを判定する．このような単語
を８個抽出する．そして，単語選びの基準が学習者に推測されないように，最も誤りやすい音素ペ
アを含む条件を使わず７個の単語を抽出して，計１５個の単語リストを作成する．抽出した単語を，
AT&T Natural Voices 音声合成エンジンを利用して，単語の音声ファイルを生成する．生成した音声
ファイルを単語ディクテーション問題の学習者に聞かせて，英回答と和訳を回答してもらう．  
自動生成した単語ディクテーション問題は，図 5.3の示すようになっている． 
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図 5.3 自動生成した単語ディクテーション問題 
5.3 教材自動作成機能についての評価実験 
システムに実装した教材自動作成機能について評価実験を行った．この評価実験には二つの目的
がある，まず，誤りパターン分析機能で検出した誤りやすい音素に合わせた訓練教材を生成できる
かを検証すること，そして，生成した教材を学習者に使ってもらい，訓練結果を確認することであ
る．  
実験対象は本学文系４年生２名，３年生２名である．まずは，各被験者に問題を出して，英単語
レベルと自覚している弱い音素ペアを調査した．結果として，すべての被験者とも，JACET2000 の単
語対してほぼ 100%の正解率であり，そのレベルの単語はすでに把握していることがわかった．また，
それぞれの被験者が認識している区別しくい音素ペアを表 5.2に示す． 
表 5.2 被験者の自覚した区別しにくい音素ペア 
被験者 単語ペア 
正解率 
JACET1000 JACET2000 JACET4000 
A /r/ - /l/, /dʒ/ - /ʒ/ 97.6% 92.7% 70.7% 
B /r/ - /l/, /v/ - /b/ 100.0% 100.0% 87.8% 
C 
/v/ - /b/, /θ/ - /s/, /ð/ - /z/, 
/s/ - /ʃ/, /z/ - /dʒ/ 
100.0% 97.6% 80.5% 
D 
/v/ - /b/, /dʒ/ - /ʒ/, /ð/ - /z/, 
/n/ - /ŋ/ 
95.1% 92.7% 73.2% 
 
４週間の間，週一回各被験者にシステムを使ってもらって，計４回の実験データを収集した．毎
回の実験では，三つの教材がある．プリテストの単語ディクテーション問題では，被験者の
「spelling missing」を排除する為に，各学習者が既に把握している JACET2000 の単語リストから１
５問を出題する．そして訓練教材の二者択一問題１０問と単語ディクテーション問題１５問は，教
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材自動作成機能によって生成するものである．  
表 5.3 教材自動作成機能について評価実験に使ったプリテストの単語リスト 
実験番号 単語一覧 
実験１ 
berry, vast, guess, vote, aid, beat, evidence, divide, bottle, weather, above, award, salt, victim, 
adopt, habit, valley, plain, acid, serve 
実験２ 
spell, defense, climate, split, concert, soul, cross, warn, sand, data, salt, think, abroad, worth, 
global, thought, snow, earn, glance, cloth 
実験３ 
experiment, row, distinguish, rise, center, bother, affect, darkness, merely, least, bone, native, 
festival, mirror, royal, fill, truck, concentration, message, grade 
実験４ 
dynamic, residence, cooking, moment, keen, memorial, original, estimate, mile, imagine, 
bond, subsidiary, stay, reach, ours, switch, acute, from, advise, resistance 
 
４回の実験のプリテストで使った単語リストは，表 5.3 の示すようになっている．四人の被験者
A，B，C，D の弱点に合わせて自動生成した訓練教材，及び検出した最も誤りやすい音素ペア、その
音素ペアに対する各教材の正解率は表 5.4, 表 5.5, 表 5.6, 表 5.7 の示すようになっている．表に
示している正解率は，各被験者の検出された音素ペアを含めた単語の正解率である． 
 
表 5.4 被験者Aの自動生成した訓練教材 
実験番
号 
誤りパ
ターン 問題形式 単語リスト 正解率 
実験１ /r/-/l/ 
二者択一問題 light - right,loyal - royal, light - right, glass - grass, leader - reader, lob - rob, lock - rock, lush - rush,loom - room, clown - crown 60.0% 
単語ディクテー
ション問題 
luck, shut, rubber, science, rank, late, flee, assistance, did, link, alive, 
grow, mate, ray, alive 70.0% 
実験２ /r/-/l/ 
二者択一問題 leap - reap,lobe - robe, lid - rid, fly - fry,link - rink,loot - root,fly - fry,leap - reap,long - wrong,collect - correct 60.0% 
単語ディクテー
ション問題 
ride, rose, fry, berry, merit, berry, lamp, rate, rob, cattle, gentleman, 
exist, nation, raise, lamb 53.8% 
実験３ /r/-/l/ 
二者択一問題 leader - reader,lump - rump,flee - free,alive - arrive,lot - rot,lead - read,lot - rot,glass - grass,clown - crown,lung - rung 70.0% 
単語ディクテー
ション問題 
blush, red, refer, lamb, berry, lead, beginner, writer, road, wrap, 
hotel, link, cookie, late, read 64.2% 
実験４ /r/-/l/ 
二者択一問題 lake - rake,law - raw,flee - free,long - wrong,lay - ray,pilot - pi-rate,blue - brew,pilot - pirate,lead - reed,lash - rash 100.0% 
単語ディクテー
ション問題 
around, lead, brush, atlas, sixtieth, leap, matter, difference, lung, 
room, jelly, flee, lake, rain, ray 61.5% 
 
表 5.4に示したのは被験者 Aに合わせた自動生成訓練教材である．表に示すように，被験者 Aは 4
回のテストとも/r/-/l/ の音素ペアが弱いと検出され，それにあわせた教材を生成した．表からわ
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かるように，被験者 A に対する二者択一問題の単語ペアは，実験１～４にそれぞれ 1, 2, 1, 1 回の
重複があった． 
表 5.5には被験者 Bに合わせた自動生成訓練教材を示した．表に示すように，被験者 Bは/v/-/b/, 
/r/-/l/, /i/-/i:/ の音素ペアが弱いと検出され，それにあわせた教材を自動生成した．また，被験
者 Bに対する二者択一問題の単語ペアは，実験１～４にそれぞれ 2, 0, 1, 2回の重複があった． 
表 5.5 被験者Bの自動生成した訓練教材 
実験番
号 
誤りパ
ターン 問題形式 単語リスト 正解率 
実験１ /v/-/b/ 
二者択一問題 vow - bow,rebel - revel,dub - dove,vein - bane,bale - veil,bane - vain,vent - bent,bale - veil,vat - bat,beer - veer 80.0% 
単語ディクテー
ション問題 
draft, stove, feel, wave, best, lazy, van, rebel, vest, harmony, fat, 
industry, bow, vase, leaf 33.3% 
実験２ /r/-/l/ 
二者択一問題 bright - blight,loot - root,glamour - grammar,rite - light,arrive - alive,flee - free,lock - rock,rocker - locker,ray - layrob - lob 90.0% 
単語ディクテー
ション問題 
read, lot, locker, rain, grow, rob, lap, fortune, contrast, traveler, 
treasure, blush, upstairs, lake, look 73.3% 
実験３ /i/-/i:/ 
二者択一問題 sip - seep,skim - scheme,kill - keel,bid - bead,bin - bean,skim - scheme,slip - sleep,ill - eel,piss - peace,slick - sleek 90.0% 
単語ディクテー
ション問題 
seal, convention, it, lemonade, zero, steel, fit, seem, businessman, tin, 
leap, seal, north, beat, steel 63.6% 
実験４ /i/-/i:/ 
二者択一問題 din - dean,piss - piece,sin - scene,shin - sheen,din - dean,piss - piece,sip - seep,each - itch,fist - feast,hip - heap 100.0% 
単語ディクテー
ション問題 
sit, dead, piece, beg, settlement, let, still, check, winning, hill, 
amusement, outdoor, jewel, seem, hill 61.5% 
 
表 5.6 被験者Cの自動生成した訓練教材 
実験番
号 
誤りパ
ターン 問題形式 単語リスト 正解率 
実験１ /v/-/b/ 
二者択一問題 bat - vat,rebel - revel,bile - vile,dub - dove,curb - curve,berry - very,dub - dove,berry - very,bent - vent,bat - vat 80.0% 
単語ディクテー
ション問題 
berry, leaf, vast, life, fan, species, roll, thirteen, serve, bury, reject, 
expand, very, grief, give 50.0% 
実験２ /r/-/l/ 
二者択一問題 flea - free,link - rink,lump - rump,lump - rump,lob - rob,late - rate,load - road,leap - reap,collect - correct,blush - brush 40.0% 
単語ディクテー
ション問題 
site, bright, rock, lack, drawer, lane, read, rose, absence, leader, 
link, magnet, object, raw, raw 27.3% 
実験３ /i/-/i:/ 
二者択一問題 tin - teen,is - ease,grin - green,bit - beat,slick - sleek,pitch - peach,still - steel,pill - peel,chick - cheek,grin - green 90.0% 
単語ディクテー
ション問題 
bill, lip, seal, it, sheet, hen, category, cheap, green, game, his, deal, 
trousers, ruin, he 77.8% 
実験４ /i/-/i:/ 
二者択一問題 chick - cheek,pit - peat,pit - peat,sip - seep,sip - seep,lick - leak,chip - cheap,dip - deep,piss - piece,sit - seat 60.0% 
単語ディクテー
ション問題 
ill, lawn, cruelty, piece, sin, sin, mill, declare, refer, knit, pitch, hit, 
bit, instinct, seek 54.5% 
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表 5.7 被験者Dの自動生成した訓練教材 
実験番
号 
誤りパ
ターン 問題形式 単語リスト 正解率 
実験１ /v/-/b/ 
二者択一問題 bile - vile,bury - very,bale - veil,bile - vile,beer - veer,bat - vat,beer - veer,rebel - revel,dub - dove,bury - very 60.0% 
単語ディクテー
ション問題 
term, bowl, leave, very, believe, fine, great, fat, vote, fine, whose, 
boat, welfare, artist, file 83.3% 
実験２ /s/-/θ/ 
二者択一問題 
sin - thin,some - thumb,mouse - mouth,miss - myth,mouse - 
mouth,symbol - thimble,tense - tenth,seam - theme,truce - 
truth,sick - thick 
40.0% 
単語ディクテー
ション問題 
rage, only, thirst, thank, faith, delighted, force, faith, sum, for, 
tenth, thing, thick, pale, clear 55.6% 
実験３ /i/-/i:/ 
二者択一問題 hit - heat,bitch - beach,bin - bean,did - deed,slip - sleep,sick - seek,each - itch,pill - peel,it - eat,dip - deep 70.0% 
単語ディクテー
ション問題 
peace, sweet, peach, fist, feel, upset, sin, raincoat, eat, seat, mess, 
seem, visible, bend, cafeteria 66.7% 
実験４ /s/-/θ/ 
二者択一問題 
sing - thing,face - faith,force - fourth,sink - think,sort - 
thought,worse - worth,suds - thuds,gross - growth,song - 
thong,tense - tenth 
80.0% 
単語ディクテー
ション問題 
sheet, site, sin, refer, dynamic, rump, watch, faith, partment, for, 
sleek, silver, bench, marry, benefit 72.7% 
 
表 5.6 に示したのは被験者 C に合わせた自動生成訓練教材である．表に示すように，被験者 C は
/v/-/b/, /r/-/l/, /i/-/i:/ の音素ペアが弱いと検出され，それにあわせた教材を自動生成した．
また，被験者 C に対する二者択一問題の単語ペアには，実験１～４にそれぞれ 3, 1, 1, 2 回の重複
があった． 
表 5.7には被験者 Dに合わせた自動生成訓練教材を示した．表に示すように，被験者 Dは/v/-/b/, 
/s/-/θ/, /i/-/i:/ の音素ペアが弱いと検出され，それにあわせた教材を自動生成した．また，被
験者 D に対する二者択一問題の単語ペアには，実験１～４にそれぞれ 3, 1, 0, 0 回の重複があった． 
表 5.4, 5.5, 5.6, 5.7 に示すように，それぞれのテストに対して，各学習者の誤りやすい音素ペ
アが検出され，それに合わせた二者択一問題と単語ディクテーション問題を生成することが確認で
きた．図 5.4、5.5、5.6、5.7に示しているのは，被験者 A、B、C、Dがプリテストとポストテストの
中に，検出した誤りやすい単語ペアを含む単語の正解率である．図から分かるように，そのうち，
図 5.4 に示す被験者 A は，四回もテストとも同じ/r/-/l/の音素ペアが誤りやすい，それに合わせた
訓練教材に通して，/r/-/l/の音素ペアに対する正解率が上がる傾向が見られる．図 5.5、5.6、5.7
に示す被験者 B,C,D では，違うテストに対して異なる誤りやすい音素ペアが出てきており，正解率
も上がったり下がったりで，具体的な傾向が見られない．その理由を探るために，これまで 4 回の
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テストにおいて，表 5.5、表 5.6、表 5.7 に示しているテスト毎の検出パターンに対して，各被験者
のテストの累積結果を分析対象にして，誤りパターン検出を行い，表 5.8 に示す結果を得た．この
結果から見ると，被験者 A の誤りやすい音素ペアは，各テストのデータにおいても，累積テストの
データにおいても，同じであった．/r/-/l/の音素ペアは被験者にとって確かに区別しにくいものと
言えよう．しかし，被験者 B、C、D に関しては，各テストから検出した最も誤りやすい音素ペアと
累積データから検出したものと一致していないことが分かる．表 5.2 に示している被験者が認識し
ている区別しにくい音素ペアと比較し，累積データからの結果がより被験者の認識に近いと思われ
るが，客観的な結果はどちらであるか，また，各テストにおける誤りは偶発的なものの可能性があ
るかどうか，などについて，今回の実験からは速断できない．また，この 2 種類の結果の不一致が，
図 5.5、図 5.6、図 5.7 にあった正解率における不安定な結果をもたらした可能性があるが，実験に
よる更なる検証が必要である． 
 
 
図 5.4 被験者Aのプリテストとポストテストの正解率の比較 
 
 
図 5.5 被験者Bのプリテストとポストテストの正解率の比較 
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図 5.6 被験者Cのプリテストとポストテストの正解率の比較 
 
 
図 5.7 被験者Dのプリテストとポストテストの正解率の比較 
 
表 5.8 各被験者の 4回のテストに基づいて誤りパターン検出結果 
テスト番号 A B C D 
1 <( r - l )> <( v - b )> <( v - b )> <( v - b )> 
1, 2 <( r - l )> <( v - b )> <( v - b )> <( v - b )，( s - θ)>  
1,2,3 <( r - l )> <( v - b ), ( i - i:)>  <( v - b ), ( i - i:)>  <( v - b )，( s - θ)>  
1,2,3,4 <( r - l )> <( v - b ), ( i - i:)>  <( v - b ), ( i - i:)>  <( v - b )，( s - θ)>  
 
教材自動作成機能への評価結果として，検出した学習者個人の音声知覚の弱点に合わせた訓練教
材を生成することが確認できた．しかしながら，二者択一問題の自動生成については，事前に蓄積
したミニマムペア単語の数が限られて，各被験者の二者択一教材には重複の問題があった．それに
対して，ミニマムペアの単語数を増やすか難易度を問わずにミニマムペア単語を出すなどの方法で
解決することが今後の課題である． 
0.0%
20.0%
40.0%
60.0%
80.0%
100.0%
/v/-/b/ /r/-/l/ /i/-/i:/ /i/-/i:/
プリテスト 
ポストテスト 
0.0%
20.0%
40.0%
60.0%
80.0%
100.0%
/v/-/b/ /s/-/θ/ /i/-/i:/ /s/-/θ/ 
プリテスト 
ポストテスト 
45 
第 5 章 教材自動作成 
 
5.4 まとめ 
本章では，開発した教材自動作成機能について述べた．個々の学習者について検出した誤りやす
い音素の聞き取りを改善するために，「二者択一問題」、「単語ディクテーション問題」という二
種類の問題の自動生成する手法を提案した．誤りパターン分析機能で検出した誤りやすい音素に応
じて教材が生成されたかどうか，学習者がこれらの教材を使った訓練結果を確認する評価実験を行
った． 
評価実験の結果から，教材が誤りパターン分析機能で検出した誤りやすい音素に応じて正しく生
成されることを明らかにした．しかし，学習者がこれらの教材を使った訓練結果について，各被験
者のプリテストとポストテストの誤りやすい音素の正解率の比較では，上下のゆらぎが多く，今回
の実験で判断しにくい． 
原因として，表 5.8 を表 5.4, 5.5, 5.6, 5.7 と比べて分かるように，毎回のテストの検出結果が，
被験者 Aだけにおいて累積結果と同じで<( r - l )>になっている．ほかの三名の被験者においては，累
積結果と異なる．従って，一人の学習者の一回のテストで 15個の回答に基づいて検出した結果は，
パターン抽出に必要なデータ数が足らなくて，被験者の誤りやすい音素を反映していない可能性が
ある．解決策の一つは，一人の学習者に対して，毎回のテスト結果に対してパターン抽出を行うこ
とではなく，累積したデータからパターン抽出することである．これによって被験者の誤りやすい
音素をより正しく検出する可能性がある．いずれにせよ学習者の訓練結果を確認する評価実験につ
いては，被験者数を増やして，さらに検証していく必要がある．  
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 誤りのフィードバック 6
第２章で述べたように，学習の過程においては，フィードバックは非常に重要なプロセスであり，
その有効性も確認されている．本研究では，学習支援システムの構築に欠かせないフィードバック
機能を誤りを可視化することによって実現している．誤りの可視化は，学習者に誤りをはっきり認
識させ，正しい知識を身につけると言われている．開発したシステムが学習者の英単語リスニング
学習履歴データを蓄積し，それに基づいた個々の学習者の誤りやすい音素を分析するため，そうい
った単語の回答結果及び誤りやすい音素をフィードバックすれば，学習者に自らのリスニングの弱
点を意識させることが期待できる． 
開発したシステムのフィードバックは単語ディクテーション問題へのフィードバック及び音素の
誤りパターンという二種類がある．単語ディクテーション問題においては，単語の正解、不正解に
情報が主なフィードバックになるが，教師に対して学習者グループの単語正解、不正解に関する基
本的な集計もフィードバックする．音素誤りパターンにおいては，第 4 章で述べた誤りパターン分
析機能によって学習者個人の誤りやすい音素をフィードバックする． 
6.1 単語誤りのフィードバック 
単語レベルでフィードバックを行うための分析は，すべての学習履歴データテーブルから必要に
応じて判定結果を抽出して行っている．判定結果のデータは１が正解，0が不正解となっている． 
図 6.1～図 6.5 は教師への学習者グループのフィードバック画面である．図 6.1，図 6.2，図 6.3
と図 6.4 はそれぞれ「テストの平均正解率」，「各クラスの平均正解率」，「問題毎の正解率」及
び「クラスの成績分布図」を示している．テストの平均正解率は同じテストを受けたすべてのクラ
スの平均値であり，「もっと見る」というボタンをクリックすることによって，各クラスの平均成
績やクラス毎の各問題における正解率が確認できる．これらの画面へのアクセス権限は教師だけに
割り当てている．図 6.5 に示す「単語の誤答リスト」では，学習者がテストを受けた後，誤答と判
定された問題の解答は，学習履歴データテーブルだけでなく，不正解単語テーブルにも保存される．
ある単語の誤答リストにおいては，その単語に関するすべての誤答パターンが抽出され，各パター
ン対全誤答数の割合が棒グラフの形で教師に提示される．例えば，図 6.5 に示すように，“thing”
という単語に対して，誤答パターンが「単語」という欄にリストアップされ，“thin”と誤答され
47 
第 6 章 フィードバック 
 
る回数は 48であり，当該単語の全誤答数の 46.15%を占めることが提示される．この結果はこれまで
教師が担当したすべてのクラスで行ったすべてのテストに対するものである．蓄積されたこれらの
データをグラフ化することによって，教師が学習者グループ共通のウィークポイントを発見するこ
とが可能と考えられる．  
 
図 6.1 テストの平均正解率 
 
図 6.2 各クラスの平均正解率 
 
図 6.3 問題毎の正解率 
 
図 6.4 クラスの成績分布図 
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図 6.5 単語の誤答リスト 
 図 6.6，図 6.7と図 6.8は一人の学生に対する「一回のテストの解答状況」，これまで学習した
「単語の学習状況」及び「単語の学習状況の音素別表示」である．これらの結果は学生自身だけで
なく，教師も確認できる． 
 
図 6.6 一回のテストの解答状況 
図 6.7 に示す「一回のテストの解答状況」は，一行に一問題に対する英単語の正答，和訳の正答，
英文解答、和訳解答、及びその問題の音声の聞きやすさについての評価が表示される．正解と不正
解は色で区別している．このページにおいては，解答の表示は「問題番号順」、「正誤順」、「聞
きやすさ順」という三つの並び順を選択して，それらの順番に応じた解答表示が見られる．前述の
ように，「聞きやすさ順」の表示においては，学生は主観的に「聞きやすい」と考えていた単語を
客観的に誤答した場合，このようなページから確認することによって注意すべき単語と認識できる
と考えられる． 
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図 6.7 単語の学習状況 
 
図 6.8 単語の学習状況の音素別表示 
図 6.7 に示す「単語の学習状況」は，学習者個人のこれまで学習したすべての単語を一覧できる．
学習者がこれまで勉強した単語が何個あるのか，全体の正解率がどれくらいあるのか、それぞれの
単語に対する回答状況などの情報を確認できる．同じ単語における学習した結果が表示され，どの
ような単語が苦手かなどを確認でき，復習のポイントを把握することが可能となる． 
また，図 6.8 では，これらの学習した単語を分析して，音素別にフィードバックする．同じ音素
を含む単語が加算され，その音素を何回勉強したのか，及び毎回の正解不正解をフィードバックす
る．学習者が自らの過去のデータを確認して，単語及び音素の学習状況を把握できると考えられる．  
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6.2 音素誤りパターンのフィードバック 
音素誤りパターンのフィードバックでは，二種類の検出した音素の誤りパターンを学習者に提示
する． 
図 6.9 に示す「最も誤りやすい音素ペア」は，学習者の時系列データから，検出した音素ペア，
その音素ペアの出現した回数と，その音素ペアの出現する単語ペアをフィードバックするものであ
る．「Frequency >= x」をセレクトして x回数以上のパターンだけ表示できる． 
 
 
図 6.9 最も誤りやすい音素ペア 
 
 
図 6.10 音素ペアが単語にある位置 
図 6.10 に示す「音素ペアが単語にある位置」とは，学習者の誤りやすい音素が，単語の中にどの
位置にあるのかをフィードバックするものである．「Position」というフィードは，「頭」、「真
中」、「尾部」という三つの属性があり，「Examples」は，この誤りに似ている「正解単語→誤っ
た単語」の例を学習者に挙げる． 
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6.3 まとめ 
本章では，開発したフィードバック機能について述べた．個々の学習者の誤りを可視化するため
に，単語レベル及び音素レベルで学習者の誤りを教師や学習者にフィードバックしている． 
単語レベルでは，「テストの平均正解率」、「クラスの成績分布図」などの学習者グループの統
計情報，及び「一回のテストの回答状況」、「単語の学習状況」などの学習者個人の回答情報をフ
ィードバックする．音素レベルでは，誤りパターンの分析機能で検出した誤りやすい音素を「最も
誤りやすい音素ペア」、「音素ペアが単語にある位置」の形式でフィードバックする． 
このフィードバック機能について，今後，教師と学習者に対して評価実験を行う必要がある． 
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 結論 7
本研究では，学習者の英単語リスニング学習履歴データを分析して，音素レベルから音声知覚の
弱点を検出するとともに，その弱点に合わせた教材を自動作成し，フィードバックを行うシステム
を開発した．システムには，誤りパターンの分析機能、 教材自動作成機能、フィードバック機能が
ある． 
誤りパターンの分析機能は，本研究の重要な部分である． 2009年 7月から 2013年 10月まで，本
学のいくつかの学部学生にシステムを使ってもらい，分析用のデータを収集した．それらのデータ
に対して事前分析を行い，学習者らが単語を聞いて回答が誤った場合，単語のすべての音素が聞き
取れないのではなく，一つか二つだけが聞き取れなくて回答が別単語になるケースがほとんどであ
ることが判明した．そこで，本研究では学習者がシステムの提供した英単語を聞いて回答した結果
に基づいて，音素レベルの分析を行い，学習者の単語知覚に対する弱点を見つけ出すこととした．
この機能を実現するために，まず，学習者の回答した誤った単語とそれに対する正解単語をそれぞ
れの音素集合に分解する．そして，正解単語と誤った単語の音素集合から，ペアリングを行い，学
習者がどの音素を，どの音素に誤ったのかを推測する．最後にペアリングの結果をシーケンスに作
成し，誤りパターンの検出による誤りパターンを検出する．システムに実装した誤りパターン分析
機能の有効性を確認するために，評価実験を行った．評価は二つの部分に分けられ，ペアリングに
よって推測した結果は，手動で確認した結果と差があるかどうか，およびシーケンシャルデータマ
イニングで検出した誤りパターンによって異なる学習者グループや個人の特徴を反映できるかどう
か，である．7 つクラスのデータを用いて，手動で確認した結果とシステムのペアリング結果を比
較した．分散分析の結果によって，システムの結果が教師の手動で確認した結果と差がないことが
分かった．また，同じテストを受けた 3 クラスの学習者の単語ディクテーション問題の回答データ
から，誤りパターンの分析を行った．結果として，異なる学習者グループや個人の音素レベルの誤
りパターンを発見できることが分かった． 
教材自動作成機能は，誤りパターン分析機能によって検出した学習者個人やグループの音素誤り
パターンに基づいて，「二者択一問題」、「単語ディクテーション問題」という二つの形式の教材
を自動的に生成する機能である．システムに実装した教材自動作成機能について，本学文系４年生
２名，３年生２名に対して，検出した学習者個人の音声知覚の弱点に合わせた訓練教材を生成でき
るかを検証するために評価実験を行った．結果として，検出した学習者個人の音声知覚の弱点に合
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わせた訓練教材を生成できることが確認できた．しかし, １、JACETリストの導入によって、ミニマ
ムペア単語の数が少なくなること，２、プリテストとポストテストの比較から、今回のトレーニン
グの効果が確認できなかったことが問題点である． 
フィードバック機能には，単語ディクテーション問題へのフィードバック及び音素の誤りパター
ンという二種類がある．単語ディクテーション問題においては，単語の正解、不正解の情報が主な
フィードバックになるが，教師に対しては学習者グループの単語正解、不正解に関する基本的な集
計もフィードバックする．音素誤りパターンにおいては，第 4 章で述べた誤りパターン分析機能に
よって学習者個人の誤りやすい音素をフィードバックする．これらのフィードバックによって，学
習者グループや個人の学習状況の把握ができると考えられる． 
今後の課題として，以下の問題点があげられる．システムの誤りパターン分析機能では，単語を
音素に分解して分析することから，学習者の英回答が単語にならないか CMU 発音に収録していない
場合，音素に分解できない．今回の実験では，それらの英回答が全体の中に 4.74%の割合に占めてい
る．誤りパターン分析では，これらの英回答を処理できないデータとしてスキップしたが，単語推
測機能などの対応が必要である．教材自動作成機能では，二者択一問題の自動生成について，事前
に蓄積したミニマムペア単語の数が限られて，各被験者の二者択一教材には重複の問題があった．
それに対して，ミニマムペアの単語数を増やすか難易度を問わずにミニマムペア単語を出すなどの
方法が考えられる．また，今回，少人数のケーススタディーで評価を行ったので，学習者の特徴に
応じた教材自動作成することが確認できたが，収集した学習者のデータが少ないため，それぞれの
学習者に対するシステムのトレーニングの効果の確認ができなかった．それに対して，被験者の人
数を増やすか一人の被験者に対してもっと長く間で実験を行うことによって，システムを利用した
トレーニング効果の確認も必要とされる．フィードバック機能の問題点として，今回フィードバッ
クの内容が学習者に役に立つかどうか，及びフィードバックの内容が足りるかどうかについて，ア
ンケートかインタービューの方法でシステムの利用者側の意見を聞いていなかったが，今後ユーザ
のニーズに合わせてフィードバックの内容とデザインを改善していくべきである．  
54 
参考文献 
参考文献 
1. 竹蓋幸生, 水光雅則 (2005). これからの大学英語教育: CALL を活かした指導システムの構
築. 岩波書店. 
2. 竹内理, 魚崎典子, 住政二郎, 池田真生子, 吉田弘子 (2008). CALL 授業の展開―その可能
性を拡げるために. 松柏社. 
3. 熊井信弘, 境一三, 西納春雄, 安浪誠佑 (2006). Moodle を活用した外国語学習支援. 外国
語教育メディア学会論文集, 551-562. 
4. 安浪誠祐,  橋幸,  河津秀利 (2005). LMSを活用した CALL教材学習支援. 第 3回 WebCT研究
会予稿集, 13-16. 
5. 康敏, 鏑木誠, 柏木治美 (2009). 合成音声評価スコアを提示するリスニング教材作成シス
テムの開発について. 日本教育工学会研究報告集 09(1), 365-368. 
6. 鏑木誠, 康敏, 熊谷祥子 (2004). Web ベースリスニングテストシステムの開発. 日本教育工 
学会論文誌 28(suppl), 57-60. 
7. 鏑木誠, 浅瀬純子, 加藤雅之, 康敏, 上橋純子 (2004). 音声合成エンジンを用いた教材作
成及び学習支援システムの開発. 日本教育工学雑誌 27(suppl), 141-144. 
8. 峯松信明, 富山義弘, 吉本啓, 清水克正, 中川聖一, 壇辻正剛, 牧野正三 (2003). 英語
CALL 構築を目的とした日本人及び米国人による読み上げ英語音声データベースの構築. 日
本教育工学会論文誌,  27(3), 259-272. 
9. 阿辺川武, 八木豊, 杉本茂樹, 傅亮, 仁科喜久子, 奥村学 (2003). 日本語学習システム「あ
すなろ」開発の新しい展開. 情報処理学会第 65回全国大会 3T6-2. 
10. 坂口福太郎, 緒方淳, 有木康雄 (2001). 英語学習における発音評価と単語発声誤りの検出
に ついて. 電子情報通信学会技術研究報告. SP, 音声 100(595), 49-56. 
11. 竹蓋幸生 (1989). ヒアリングの指導システム－効果的な指導と評価の方法. 研究社出版. 
12. 中条清美, 西垣知佳子, 内堀朝子 (2005). 英語初級者向け CALLシステムの開発とその効果. 
日本大学生産工学部研究報告 B文系 38, 1-16. 
55 
参考文献 
13. 内堀朝子，中條清美，白井篤義，山淳史 (2004). コミュニケーション能力向上に向けた
CALL文法教材の開発. 日本大学生産工学部第 37回学術講演会講演，5-6. 
14. 坪田康, 壇辻正剛, 河原達也 (2001). 日本人の誤りパターンの対判別を利用した英語発音
教示システム. 電子情報通信学会技術研究報告. SP, 音声 100(595), 25-32. 
15. 鄒亜亨, 吉田均, 柏木治美, 大月一弘, 康敏 (2012). フィードバック機能を重視したリス
ニング学習支援システムの開発. 日本教育工学会研究会報告集, 12(1), 179-186. 
16. 出海絢子, 三木良介, 宮崎佳典 (2013). 英単語並び替え問題におけるマウス軌跡再現およ
び迷い抽出を志向した履歴検索 Webアプリケーション開発. JeLA会誌 13, 24-31. 
17. 加藤由香里, 岡本敏雄, 松居辰則 (2002). 学術論文理解を目指した統合的語学学習システ
ムの提案 : 関連性理論に基づく専門日本語教授モデルの記述. 電子情報通信学会技術研究
報告. ET, 教育工学 102(65), 1-6. 
18. 蒋傑翔，鄒亜亨，柏木治美，康敏 (2013). 英単語学習支援システムにおける記憶メカニズ
ムの活用について検討－系列位置効果に着目したケーススタディー. 日本教育工学会研究
報告集 13(1), 149-156. 
19. Chen, C. M., & Chung, C. J. (2008). Personalized mobile English vocabulary learning 
system based on item response theory and learning memory cycle. Computers & Education 
51, 624–645. 
20. Hsu, C. K., Hwang, G. J., & Chang, C. K. (2013). A personalized recommendation-based 
mobile learning approach to improving the reading performance of EFL students. Comput-
ers & Education, 63, 327-336. 
21. 吉田晴世 (2008). 外国語教育・学習モデル. In 吉田晴世, 松田憲, 上村隆一,野澤和典(編
著), ICTを活用した外国語教育(pp.10-34). 東京電機大学出版局. 
22. Romero, C., & Ventura, S. (2007). Educational data mining: A survey from 1995 to 2005. 
Expert Systems with Applications 33, 135-146. 
23. Romero, C., Ventura, S., & Garca, E. (2008). Data mining in course management systems: 
Moodle case study and tutorial. Computers & Education 51, 368-384. 
56 
参考文献 
24. 和田貴久, 大野博之, 稲積宏誠 (2008). 学習履歴データのグラフ構造分析に基づく特徴抽
出法の提案. 電子情報通信学会技術研究報告. ET, 教育工学 107(536), 47-52. 
25. 植野真臣 (2007). eラーニングにおけるデータマイニング (< 特集> 学習オブジェクト・学
習データの活用と集約). 日本教育工学会論文誌 31(3), 271-283. 
26. Alfonseca, E., Rodríguez, P., & Pérez, D. (2007). An approach for automatic generation 
of adaptive hypermedia in education with multilingual knowledge discovery techniques. 
Computers & Education 49, 495-513. 
27. Kuo, Y., H., & Huang, Y. M. (2009). MEAT: An Authoring Tool for Generating Adaptable 
Learning Resources. Educational Technology & Society 12, 51-68. 
28. Huang, S., L., & Shiu, J., H. (2012). A User-Centric Adaptive Learning System for E-
Learning 2.0. Educational Technology & Society 15, 214-225. 
29. Wang, W., Weng, J., Su, J., & Tseng, S. (2004). Learning portfolio analysis and mining 
in scorm compliant environment. In ASEE/IEEE frontiers in education conference, Savan-
nah, Georgia, 17-24. 
30. Holec, H.: On autonomy --- Some elementary concepts. In P. Riley (Ed.) Discourse and 
learning, 173-190. London: Longman. 1985. 
31. Rost, M. (2002). Teaching and Researching Listening. Harlow: Pearson Education. 
32. Marslen-Wilson, W., & Tyler, L. (1980). The temporal structure of spoken language un-
derstanding. Cognition 8, l-71. 
33. Marslen-Wilson, W. D. (1987). Functional parallelism in spoken word-recognition. Cogni-
tion, 25(1-2), 71-102. 
34. Horibe, N., & Furuhashi, S. (1974). Hierarchy of Aural Perception Difficulties at Sever-
al Levels of English Teaching. JACET Bulletin 5, 87-106. 
35. Logan, J., Lively, S., & Posoni, D. (1991). Training Japanese listeners to identify 
English /r/ and /l/: A first report. J. Acoust. Soc. Am, 89, 874-886. 
36. Ueda, K., Ahahane-yamada, R., Komaki, R., & Adachi, T. (2007). Identification of Eng-
57 
参考文献 
lish /r/ and /l/ in noise: The effects of baseline performance. Acoustical science and 
technology, 28, 251-259. 
37. Srikant, R. & Agrawal, R. (1996). Mining Sequential Patterns:Generalizations and Per-
formance Improvements. In Proc. of 5th Int. Conf. Extending Database Technology. 
38. Dong, G., & Pei, J. (2007). Sequence Data Mining. NY:Springer. 
39. Marieke, T., Marjan V,. Theo, B., & Sjef, S. (2013) Understanding feedback: A learning 
theory perspective. Educational Research Review 9, 1-15. 
40. 堀口知也 (2012). 誤りの可視化モデルとシステム開発. 矢野米雄, 平嶋宗 (編著), 教育工
学とシステム開発 (pp.65-74). ミネルヴァ書房. 
41. 国近秀信, 古賀崇年志, 出山大誌, 村上卓見, 平嶋宗, 竹内章 (2008). 誤りの可視化による
英作文学習支援. 電子情報通信学会論文誌 D Vol. J91-D(2), 210-219. 
42. Antonija, M., Stellan, O., & Devon, K. (2013). The effect of positive feedback in a 
constraint-based intelligent tutoring system. Computers & Education 60, 264-272. 
43. 舟生日出男, 穐山雅史, 平嶋宗 (2010). 問題解決プロセスを利用した選択問題の誤選択肢
及び解説の自動生成. 電子情報通信学会論文誌 D Vol. J93-D(3), 292-302. 
44. 永田亮，樽谷久翔．品詞解析/統合解析を必要としない英語スラッシュ・リーディング教材
自動生成手法．電子情報通信学会論文誌 D Vol. J95-D(2), 264-274. 
45. CMU Pronouncing Dictionary(n.d.).: Retrieved from  http://www.speech.cs.cmu.edu/cgi-
bin/cmudict 
46. JACET Vocabulary(n.d.).: Retrieved from http://j-varg.sakura.ne.jp/publications/in-
dex.html 
 
58 
 謝辞 
本研究を遂行し学位論文をまとめるに当たり，終始あたたかいご指導と激励を賜りました指導教
員の神戸大学大学院国際文化学研究科の康敏教授に心より感謝申し上げます．康教授には，いつも
自由な雰囲気のもと，研究環境から学会発表の支援まで，さまざまな面でご指導，ご鞭撻いただき
ました． 
また，神戸大学国際コミュニケーションセンターの柏木治美教授には，システムの実験の実施に
ご協力いただき，また研究の進むにもご助言いただきました．神戸大学大学院国際文化学研究科の
大月一弘教授には，研究に関するさまざまな面について数多くのご助言・ご指導をいただきました．
ここに厚く御礼申し上げます． 
機会ある毎に貴重なご助言をいただいた神戸大学大学院国際文化学研究科の森下淳也教授，清光
英成准教授，村尾元教授，西田健志准教授，神戸情報大学院大学情報技術研究科の孫一博士に深く
感謝いたします． 
博士課程在学中，神戸大学大学院国際文化学研究科言語情報コミュニケーション系領域情報コミ
ュニケーションコースの蘇彦総さん，Marutschke Moritz さん，山本卓司さん，文健さんが，研究を
進めていく上で，大きな励みとなったことをここに記すともに，感謝いたします． 
また，大学院生活を通して多くのご支援をいただきました神戸大学大学院国際文化学研究科の多
くの友人に感謝いたします． 
最後になりますが，いつも心の支えになってくれた中国に住む両親，義理の父母に心から感謝い
たします．そして，博士課程在学中に，どのような状況においても応援してくれた素晴らしい妻 
劉佳，息子 鄒宇軒に心から感謝いたします．
59 

 研究業績 
学術論文（査読あり） 
 
1. Yaheng Zou, Kazuhiro Ohtsuki, Harumi Kashiwagi, Min Kang(2013) “Development of Material 
Automatic Generation System Based on the Analysis of Phonemic Errors in English Vocabulary 
Listening”, Advances in Web-Based Learning ICWL 2013 Lecture Notes in Computer Science 
Volume 8167, 2013, pp. 340-349. 
2. Yaheng Zou, Kazuhiro Ohtsuki, Harumi Kashiwagi, Min Kang(2013)“Developing a Learning Sup-
port System to Detect Phonemic Errors in Data of Listening Learning Log”, Proceedings of 
the International Conference on e-Commerce, e-Administration, e-Society, e-Education, and 
e-Technology , pp. 1145-1154. 
3. 鄒亜亨，柏木治美，大月一弘，康敏 (2012). “リスニング学習履歴データに基づく誤りパター
ンの検出システム”, 日本教育工学会論文誌 36(Suppl.), pp. 49-52. 
4. Yaheng Zou, Kazuhiro Ohtsuki, Yi SUN, Harumi Kashiwagi, Min Kang (2014) “Developing and 
Evaluating a Test Generation Module to Support Personalized Phoneme-based Training”, Pro-
ceedings of the International Conference on Computers in Education (Accepted). 
 
学術論文（査読なし） 
5. 鄒亜亨，吉田均，柏木治美，大月一弘，康敏（2012），“フィードバック機能を重視したリス
ニング学習支援システムの開発”，日本教育工学会研究報告集 JSET12-1, pp. 179-186. 
 
関連論文 
（査読あり） 
1. Min Kang, Yaheng Zou, Harumi Kashiwagi, Kazuhiro Ohtsuki, Makoto Kaburagi (2013) “Analy-
sis of E-Learning Logs to Estimate Students' Phonemic Perception Confusion in English 
61 
 Word Recognition”, Advances in Web-Based Learning ICWL 2013 Lecture Notes in Computer 
Science Volume 8167, 2013, pp. 320-329. 
 
(査読なし) 
2. 蒋傑翔，鄒亜亨，柏木治美，康敏 (2013)． “英単語学習支援システムにおける記憶メカニズ
ムの活用について検討－系列位置効果に着目したケーススタディー”，日本教育工学会研究報
告集 JSET13-1,  pp. 149-156. 
 
口頭発表 
1. 鄒亜亨，柏木治美，大月一弘，康敏.   「英単語学習におけるリスニング教材自動生成システ
ムの試作」，日本教育工学会第 29 回全国大会講演論文集，(2013.9) pp.275-276. 
2. 康敏, 鄒亜亨，柏木治美，大月一弘.  「音声知覚弱点の推測についての検討」，日本教育工
学会第 29  回全国大会講演論文集，(2013.9)  pp. 273-274. 
3. 鄒亜亨，柏木治美，大月一弘，康敏.  「英単語学習における誤りパターンの検出」，日本教
育工学会第  28  回全国大会講演論文集，(2012.9) pp. 324-325. 
4. 鄒亜亨，柏木治美，康敏. 「 リスニング学習支援システムにおけるフィードバック 機能 」，
日本教育工学会第 27 回全国大会講演論文集，（2011.9）pp. 374-375. 
5. 鄒亜亨，柏木治美，康敏. 「リスニング学習支援システムの試作」，日本教育工学会第 26 回
全国大会講演論文集，（2010.9）pp. 385-386. 
 
 
 
 
 
 
 
62 
 要旨 
近年，外国語教育において，実践的なコミュニケーション能力の育成がより強調されるようにな
ってきている．CALL(Computer Assisted Language Learning)は，学習者の外国語に触れる機会を増や
すことができ，外国語教育，特にコミュニケーション能力の育成には，とても有効なアプローチの
一つとして幅広く認識されている．そのうち，学習履歴データを基に，個々の学習者の強い点、弱
い点、学習パス、学習レベルなどの特徴を分析し，あるいはさらにその分析結果に基づいて教師に
学習者の特徴をフィードバックし，学習者に弱点を指摘し適切な教材を提供する個別型 CALL システ
ムが多くの注目を浴びている． 
このような状況の中，英単語リスニング学習における学習履歴データの分析及びそれをベースに
した個別型 CALL システムの開発についての研究はまだ少ないが，既存の個別型 CALL システムにお
いては，単語単位で学習履歴データを蓄積し分析するものも見受けられる．一方，英単語リスニン
グ学習において，学習者の英単語への理解では，より小さい単位となる音素への認知は基本である．
また，日本人英語学習者に対して，母語の影響によって/r/-/l/、/v/-/b/などの特定の音素ペアを区
別しにくいことがすでに判明しており，教育現場での語彙指導も，これらの音素ペアのミニマムペ
ア単語を訓練するなどさまざまな工夫をしている．しかしながら，英単語学習の履歴データから，
学習者の音素への認知についての把握状況を割り出して，学習を支援する個別型 CALL システムはま
だない．  
本研究では，上述の課題に着目し，個々の学習者の英単語リスニング学習履歴データから誤りパ
ターンの検出をすることによって，個々の学習者の音声知覚の弱点を検出するとともに，その弱点
に合わせた教材を自動作成するシステムを開発する．同時にシステムには，学習者の単語への認知
状況及び誤りやすい音素の分析結果をフィードバックする機能を備える． 
システムは，以下のような機能を持つ． 
1. 誤りパターンの分析機能：単語が聞き誤った際に，どのように誤ったのかを判別し，個々の
学習者の誤りパターンを分析する． 
2. 個別型教材自動作成機能：個々の学習者の誤りパターンを基に，その学習者に適した訓練用
教材を自動作成し提供する． 
3. フィードバック機能：個々の学習者の単語への認知状況及び誤りやすい音素をフィードバッ
クする．  
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 以上の機能を実現するために，本研究では，個々の学習者の聞き誤った単語において，どの音素
が聞き誤ったかの「正解音素→誤った音素」という音素ペアを推測し，シーケンシャルデータマイ
ニング法による誤りパターンを検出する手法を提案した． 
第１章研究背景の説明及び第２章関連研究の紹介に続いて，第 3 章で開発するシステムの概要を
記述した後，1. の機能については，第 4 章で述べた．開発に先立って，学習履歴データに対する予
備調査を行った．2009年から 2013年まで，本学のいくつかの学部の学部生に開発したシステムを使
ってもらい，収集したデータに対して事前分析を行った．ほとんどのケースでは，学習者が英単語
を聞いて，回答が誤った場合，単語の中すべての音素を誤ったではなく，一つ二つの音素が聞き取
れない，または別の音素に聞こえるため，回答が別単語になる．こういった状況を踏まえて，聞き
誤った単語から，どの音素を聞き誤ったか，「正解音素→誤った音素」という音素ペアを推測する
誤り音素のペアリングを行う．分析では，単語ディクテーション問題のデータを対象にし，多くの
研究によってすでに判明した日本人英語学習者特有の誤りやすい音素ペアの一部を取り入れている．
より適切な誤り音素のペアリングを行うための二種類のアルゴリズムを提案し，システムに実装し
た．最後に，音素ペア推測する手法の有効性を検証するために，評価実験を行い，システムの推測
した音素ペアは教師の手動で確認した結果と差がないことを確認した． 
2. の機能については，個々の学習者の誤りやすい音素への知覚を高めるために，第 4 章で述べた
誤りパターン分析機能によって検出した音素誤りパターンに基づいて，「二者択一問題」、「単語
ディクテーション問題」という二つの形式の教材自動生成機能を提案し，実装した．第 5 章では 2. 
の機能について説明した．また，2. の機能を検証するために，ケーススタディーの形式で 4 人の被
験者に一ヶ月に渡ってシステムを使用してもらい，評価実験を行った．異なる学習者の異なる誤り
パターンに合わせた個別型訓練教材を生成できることを確認した．そして，一部の被験者に対して，
システムの利用によって誤りやすい音素に対する正解率が上がったことが分かったが，訓練によっ
て音素への認知についての改善が見られなかった被験者もいた．  
3. の機能については，単語への認知状況及び音素の誤りパターンのフィードバック機能を提案し，
実装した．単語への認知状況においては，個々の学習者に対して単語ディクテーション問題の正解、
不正解の情報が主なフィードバックになるが，教師に対して学習者グループの単語正解、不正解に
関する基本的な集計もフィードバックする．音素誤りパターンにおいては，第 4 章で述べた誤りパ
ターン分析機能によって学習者個人の誤りやすい音素をフィードバックする．3. の機能について第
6章で述べた． 
最後に，本研究の総括を行い，今後の課題および展望について第 7章で述べた． 
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