Generalized Bernoulli polynomials were introduced by Shintani in 1976 in order to express the special values at non-positive integers of Dedekind zeta functions for totally real numbers. The coefficients of such polynomials are finite combinations of products of Bernoulli numbers which are difficult to get hold of. On the other hand, Zagier was able to get the explicit formula for the special values in cases of real quadratic number fields.
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Abstract. Generalized Bernoulli polynomials were introduced by Shintani in 1976 in order to express the special values at non-positive integers of Dedekind zeta functions for totally real numbers. The coefficients of such polynomials are finite combinations of products of Bernoulli numbers which are difficult to get hold of. On the other hand, Zagier was able to get the explicit formula for the special values in cases of real quadratic number fields.
In this paper, we shall improve Shintani's formula by proving that the special values can be determined by a finite set of polynomials. This provides a convenient way to evaluate the special values of various types of Dedekind functions. Indeed, a much broader class of zeta functions considered by the author [4] admits a similar formula for its special values. As a consequence, we are able to find infinitely many identities among Bernoulli numbers through identities among zeta functions. All these identities are difficult to prove otherwise.
Identities among Bernoulli numbers
The Bernoulli numbers B n (n = 0, 1, 2, · · · ) are defined by
From the definition, one has B 0 = 1, B 1 = −1/2. Also B 2k+1 = 0 for k ≥ 1 since the function t e t − 1 + t 2
is an even function of t by direct verification. Bernoulli numbers are used to express the special values of Riemann zeta function
Given the functional equation of ζ(s), this is equivalent to
In [10] , Zagier considered the zeta function associated with a quadratic form Q = ap 2 + bpq + cq 2 with a, b, c > 0, D = b 2 − 4ac > 0. The zeta function is defined as
He proved that the special value of Z Q (s) at integer −n, n ≥ 0, is given by
where d r,n is the coefficient of x r y n−r in (ax 2 + bxy + cy 2 ) n .
Remark. Zagier's formula was reproduced in van der Geer's book [5] with a slight mistake. The formula here is a corrected version.
In [4] , the author considered the zeta function Z(P, β; s) associated with a product of linear forms P (x) = n j=1 (a 1j x 1 + · · · + a rj x r + δ j ),
Re a ij > 0, Re δ j > 0, defined as Z(P, β; s) = ∞ n1=1 · · · ∞ nr=1 n β1 1 · · · n βr r P (n 1 , · · · , n r ) −s , Re s > |β| + r n .
Here β = (β 1 , · · · , β r ) is a r-tuple of non-negative integers. The special value of Z(P, β; s) at integer −m, m ≥ 0, can be determined by n · 2 r polynomials which are related to x β P m (x). Indeed, one has
When a ij and δ j are real numbers, the domain ∆ j (x j1 , · · · , x jq ) is a simplex in R q defined by x j1 ≤ 0, · · · , x jq ≤ 0,
Also for any polynomial f (x) = a α x α1 1 · · · x αp p of p variables,
With the formula we shall derive below for special values of Z(P, β; s), we are able to transform identities among zeta functions into identities among Bernoulli numbers. The procedure is demonstrated in the following proposition:
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Proposition 1. For n ≥ 4, one has
Proof. Consider the zeta function
Let r = n 1 + n 2 be a new variable in place of n 2 . Then for Re s > 4,
One can now make an analytic continuation. In particular, one has for n ≥ 4
On the other hand, we also have
.
Comparing the two expressions for Z(4 − 2n), we get our assertion.
Remark. The identity of Proposition 1 appears in [7] as a consequence of an identity among Eisenstein series of different weights:
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where G 2k (z) is the Eisenstein series defined by
The above procedure can be applied to other zeta functions to get a lot of identities of a similar kind. Here we mention some of them.
(1) Consider the identity of zeta functions:
With s = 2 − 2n, n ≥ 2, one gets the classical identity due to Euler [1] ,
(2) Consider the identity of zeta functions:
By letting s = 3 − 2n with n ≥ 3 and using the identity in (1), we get p+q+r=n p,q,r≥1
(3) Consider the identity of zeta functions:
By letting s = 4 − 2n with n ≥ 4 and using the identities in (1) and (2), we get p+q+r+s=n p,q,r,s≥1
(4) Consider the identity of zeta functions:
By setting s = 6 − 2n, n ≥ 4, we get
(5) Consider the identity of zeta functions:
By setting s = 6 − 2n with n ≥ 6, we get p+q+r=n p,q,r≥2
Shintani's generalized Bernoulli polynomials
The classical Bernoulli polynomials B n (x) (n = 0, 1, 2, · · · ) are defined by
Here n k is the binomial coefficient
Bernoulli polynomials can be used to express the special values at negative integers of Hurwitz's zeta function ζ(s; x), defined by
x>0,Re s > 1.
In fact, one has for m ≥ 1,
For any r × n matrix A = [a jk ] with positive entries and any r-tuple of complex numbers x = (x 1 , · · · , x r ), Shintani considered in [6] the zeta function
In the same paper, Shintani was able to express B m (A, x) in terms of a combination of products of Bernoulli polynomials as follows:
Here
ranges over all non-empty subsets of I = {1, 2, · · · , r}, and C(S, q, A) (k) is the coefficient of (t 1 · · · t k−1 t k+1 · · · t n ) m−1 in the Taylor expansion of the function
Such a formula is useful in calculating the special values at non-positive integers of Dedekind zeta functions of totally real number fields. However, it is typically quite painful and laborious to compute C(A, p) as well as C(S, q, A) (k) .
Here we shall prove that ζ(1 − m, A, x) can be determined by n · 2 r polynomials which can be obtained from [P (u)] m−1 = n k=1 L * k (u) m−1 by integrating over certain simplexes. We need a correspondence from polynomials to products of Bernoulli polynomials.
Given any subset S of I = {1, 2, · · · , r} and polynomial g(u) with variables in
we let
can be reformulated as follows:
Theorem. In the above notation, for any positive integer m,
Here S ranges over all non-empty subsets of I = {1, 2, · · · , r} and ∆ k,S (u) is the simplex defined by
To prove the theorem, we need to evaluate C(A, p) and C(S, q, A) (k) explicitly. Here we transform them into integrals so that we can apply the results obtained in [4] .
Let E n be the standard simplex in R n defined by
Let dU = du 1 · · · du n−1 be the Euclidean measure on E n .
Lemma 1.
For any homogeneous polynomial P (u) of degree n(m − 1), the integral
as a function of s, has an analytic continuation to the whole s-plane. Furthermore,
Then, for Re s > 0, a term by term integration yields
Note that any possible poles of Γ(s + β 1 ) · · · Γ(s + β n ) are cancelled by the poles arising from Γ(s) n−1 Γ(ns + |β|). Thus A β (s) is a regular function of s. Also
For such an exceptional case, we have
This proves our assertion.
With Lemma 1, we are able to express the coefficient C(A, p) in Shintani's formula as follows.
Corollary. For any r-tuple of positive integers p = (p 1 , . . . , p r ) with |p| = n(m − 1) + r, one has
where for Re s > 0,
We now proceed to consider the same type of integral as F (s) but with p j = 0 for some j. First we need a lemma to evaluate the integral around a particular vertex of E n . For any positive number h < 1, we let E n j (h) be the subset of E n defined by
Lemma 2.
For Re s > 0 and nonegative integers α 1 , . . . , α n , one has
So if we take t and u as new variables in place of u 1 , u 2 , . . . , u n , the integral is transformed into
The first integral in the above is the standard β-function of several variables; it is equal to
Our assertion thus follows.
We are now ready to evaluate the integral F (s) at s = 1 − m when p j = 0 for some j. With a permutation in the indices, we can suppose that
For Re s > 0, set
Then
For Re s > 0, G α (s) is an analytic function of s, and it has analytic continuation in the whole complex plane as we shall see. We are interested in the special value G α (1 − m) .
Proof. Since the singularities of the integral G α (s) arise from integration around vertices of E n , to show G α (1−m) = 0, it suffices to prove that the partial integration
vanishes at s = 1 − m. But this follows from the fact that the difference
can be eliminated via Γ(s) 1−n when s = 1 − m. In particular, one has
Around the vertex u p = 1, suppose that
By Lemma 2 and a term by term integration, we get By the above lemma, we know that G α (1 − m) = 0 unless α j ≥ m for exactly one j. Now we proceed to consider these exceptional cases.
Lemma 4. Suppose that α = (α 1 , . . . , α n ) is an n-tuple of non-negative integers such that |α| = n(m − 1) + q, q ≥ 1, α 1 , . . . , α n−1 ≤ m − 1 and α n ≥ m. Then
Proof. Suppose that around u j = 1, the Taylor expansion of
As in the previous lemma, we have for Re s > 0,
where
If j = n, then the product of gamma functions γ(s) = i =j Γ(s + α i + β i ) · Γ(s) 1−n will vanish at s = 1 − m. So only G n α (s) has a nontrivial contribution to G α (s) at s = 1 − m. In the case j = n, the factor (1 − t) s+αn−1 in I α,β,n (s) has no further pole at t = 1, since α n ≥ m. So we can replace I α,β,n (s) by
In fact, the difference between the two integrals can be eliminated by the zero at s = 1 − m of Γ(s) 1−n . Consequently, we have
Note that A α,β (s) is an analytic function of s for Re s > 0 and it has analytic continuation in the whole complex s-plane. Also A α,β (1 − m) = 0 unless α i + β i ≤ m − 1 for 1 ≤ i ≤ n − 1. For such exceptional cases, one has
It follows that
With Lemma 3 and 4, we are able to find the special value G(1 − m) in terms of coefficients of functions
This is equivalent to compute Shintani's coefficients C(s, q, A) (k = 1, . . . , n), which are defined in terms of coefficients of the function
Precisely, we have the following.
Proof. For Re s > 0, consider the integral
For 1 ≤ j ≤ n, we let F j be the subset of E n defined by
Then F 1 , . . . , F n are pairwise non-overlapping and E n = n j=1 F j . Let
Now we focus our attention on the case j = n. F n contains the vertex V n = (0, . . . , 0, 1) of E n , so by Lemma 4, we have
× the coefficient of (u 1 . . . u n−1 ) m−1 in the Taylor expansion of g(u 1 , . . . , u n−1 ) at u 1 = . . . = u n−1 = 0.
We want to prove G n (1−m) can also be given by the coefficient of f p (u 1 , . . . , u n−1 , 1) . With the change of variables: (u 1 , . . . , u n ) = u(v 1 , . . . , v n−1 , 1), we then have G n (s) = 1 Γ(s) n−1
Observe that the singularities of G n (s) arise from the integration around u = 1. In order to get G n (1 − m) , we consider
With the change of variable v i = 1 − u u v i (i = 1, . . . , n − 1) and a term by term integration, it yields for Re s > 0 that 1) ) .
Hence the contribution to G n,δ (1 − m) from those terms with |α| < (n − 1)(m − 1) is given by
where a α (s) = Γ(s + α 1 ) . . . Γ(s + α n−1 )Γ(s + n(m − 1) − |α|) Γ(s) n−1 Γ(ns + n(m − 1)) .
However a α (1 − m) = 0. It remains to consider the cases |α| = (n − 1)(m − 1).
In these case Γ(s + α 1 ) . . . Γ(s + α n−1 ) Γ(s) n−1 vanishes at s = 1 − m unless α 1 = · · · = α n−1 = m − 1. Also the special value at s = 1 − m of the integral
is 1 by the residue theorem. Consequently we have
Integrals of types F (s) and G(s) are considered in [4] with the notation H β (s):
where β = (β 1 , . . . , β r ) is an r-tuple of non-negative integers with |β| = n(m−1)+r. Also the special value H β (1 − m) is given explicitly there. Now we are ready to prove the theorem.
Proof of the theorem. For Re s > 0, one has
[a 1k (n 1 + x 1 ) + . . . + a rk (n r + x r )]y k ]dy 1 . . . dy n .
Therefore for Re s > r/n, one has
With the change of variables (y 1 , . . . , y n ) = t(u 1 , . . . , u n ), t>0,(u 1 , . . . , u n ) ∈ E n , the integral becomes
Rewrite the above formula as s, t, x) is an analytic function of s for Re s > 0 and has an analytic continuation since it is an integration of a continuous function over E n with respect to the measure 1 Γ(s) n−1 (u 1 . . . u n ) s−1 dU. License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use On the other hand, I n (s, t, x) is a rapidly decreasing function in t, and for sufficiently small t, it has the power series expansion
Now the special value of ζ(s, A, x) at s = 1 − m can be determined by comparing the residues at s = 1 − m in both sides of equation
The result is
For β 1 ≥ 1, · · · , β r ≥ 1, r j=1 [L j (u)] βj −1 is a homogeneous polynomial in u 1 , · · · , u n of degree n(m − 1). By Proposition 4 of [4] , we have (−1) m−1 (m − 1)! n |β|=n(m−1)+r β1≥1,··· ,βr≥1
where I = {1, 2, · · · , r} and P (u) = n j=1 (a 1j u 1 + · · · + a rj u r ). If β 1 = · · · = β q = 0, β q+1 ≥ 1, · · · , β r ≥ 1, we let S = {q + 1, · · · , r}. By Propositions 5 and 6 of [4] , we get
We now compare our formula with the formula obtained by Shintani in [6] . First we consider the coefficient C(A, p) that appears in the first part of Shintani's formula for ζ (1 − m, A, x) . According to his result, it is the coefficient of (t 1 . . . t n ) m−1 in the polynomial function r j=1 L j (t) pj −1 . As we obtained in Lemma 1, it is the special value of the integral
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However we have the further result that C(A, p) is nothing but the coefficient of
Secondly, consider the coefficient C(S, q, A) (k) (k = 1, . . . , n). It is the coefficient
Again we rewrite such a coefficient as the special value of the integral
The special value of G(s) at 1 − m can be obtained by computing the coefficient of certain functions expanded at vertices of E n . The difficulty in such an algorithm is the discovery that these coefficients are also coefficients of polynomials which can be obtained from 
where ∆ j (u) is the simplex in R q defined by ∆ j (u) : u 1 ≤ 0, . . . , u q ≤ 0, L * j (u)≥0.
Identities among Bernoulli polynomials
Here we discuss two kinds of identities among Bernoulli polynomials.
Proposition 2. For a positive integer n ≥ 2, one has
Proof. For the time being, we assume that α and β are positive numbers. For Re s > 1, consider the identity of zeta functions
From the special value at s = 2 − 2n, we get
Multiplying both sides by 2n(2n − 1), we get our assertion for α > 0 and β > 0. Both sides of the identity are polynomial functions in α and β; they are equal for α > 0 and β > 0. It follows that they are equal for all α and β.
Proposition 3. For a positive integer n > 1, one has
which is equal to the Dirichlet series 
if k ≡ 4(mod 6).
Consequently, from two expressions of Z(2 − 2n), we get
).
Note that B 2n−1 ( 1 2 ) = 0. So we have the desired identity. Remark. a(k) is just the dimension of the space of modular forms of weight k of one variable in the upper half plane. See also [9] for the definition. From the definition, we see immediately that
Generalized Bernoulli numbers
In the following, we compute the special values of an L-series by the result of the author in [3] .
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In the same way, we can compute the special value L(0; P, χ). This proves our assertion.
