Features are very important for high level robot tasks such as localization, mapping, place recognition, or navigation. Line features are useful for man-made environments such as rooms and corridors. There are several solutions for extracting multiple lines from range scans. Bottom-up techniques obtain local clusters and then similar clusters are merged; usually, a distance between each pair of current clusters is computed and the closest pair is merged iteratively until a stopping criterion is met. This paper proposes an odds ratio test for deciding when two linear clusters must be merged or not; this test is a good alternative to the classical approaches based on a distance criterion. Experimental results show that the proposed method find reliable lines.
Introduction
Many high level robot tasks use features as their primary input; features are recognizable structures of elements in the environment. The feature extraction problem can be stated as follows: given a set of measurements Z = {z i } find the feature set Θ = {θ j }, where θ j represents the parameters of the j-th feature. The feature choice depends strongly on the sensor used. Geometric features such as lines, circles, planes or conics are convenient for representing range data.
There are many techniques for multiple geometric feature extraction: Bottom-up [1, 2, 3] , Probabilistic Techniques [4, 5] , voting schemes such as Sequential RANSAC [6, 7] , Hough Transform [8] , etc. The principal problems to obtain multiple features are: 1) find the best number of features, 2) determine which points belong to each feature, and 3) estimate the feature parameters given its points.
The sequential approach is a naive solution to find the number of features and their parameters; this approach uses a robust regression technique to find a single model at each iteration and then those points represented by the newer model are removed from the data set. Robust regression techniques can manage data with a large proportion of data points that do not belong to the main model; the most widely used robust algorithm is the Random Sampling and Consensus (RANSAC) [6] . Due to its greedy nature, the sequential approach does not consider the relationship among different models; consequently, the result is usually imprecise for cluttered environments.
Bottom-up approach, also referred as agglomerative clustering, is another classical solution; this approach has been used in many pattern recognition tasks. At first, local features are extracted from the data; normally, a distance between each pair of current clusters is computed and the closest pair is merged iteratively until a stopping criterion is met. The simplest criterion involves a threshold: when the distance of the closest features is greater than the predefined threshold the process is stopped [3] . Here, the result depends strongly on the threshold and the distance used (usually the Euclidean or the Mahalanobis distance).
There are several probabilistic techniques to find multiple geometric models from laser scans. To estimate the number of features and their parameters Thrun et al. [4] use a real-time variant of the Expectation Maximization (EM) algorithm. Their method penalizes models with many features by using an exponential prior probability. The search for the best number of features is interleaved with the running EM algorithm. The search involves a step for creating new features, and another one for removing features, both executed in regular intervals. Han et al. [5] formulate the problem of finding features from range images in the Bayesian framework, where prior probabilities penalize the number of features. The algorithm simulates Markov chains with both reversible jumps and stochastic diffusions to traverse the solution space. Reversible jumps are used to move among subspaces of different dimensions, such as switching feature models and changing the number of features.
Indoor environments are usually rich in planar surfaces; hence, lines are the natural way to represent them. Nguyen et al. [9] compare some algorithms to extract lines from laser scans. We study the problem of finding a set of lines from a laser scan. Line representation is good enough to represent typical indoor environments. In this context, points generated by non-linear objects are usually discarded for line parameter inference. Some non-linear objects such as round tables can not be correctly represented by lines, but this problem is beyond the scope of this paper.
This paper formulates the problem of finding the number of lines from a probabilistic viewpoint. The proposed algorithm is inspired by Bayesian approaches to data analysis, a tutorial guide is presented in the book of Sivia [10] . Heller and Ghahramani [11] propose a hierarchical clustering for the general clustering problem. The proposed algorithm establishes the problem in a bottom-up fashion [3, 1, 2] .
The main contribution of this paper is an odds ratio test for deciding when two linear clusters must be merged or not. This test follows the Ockham's razor principle: the simplest explanation for some phenomenon is more likely to be accurate than more complicated explanations. Other approaches that follow this principle are the Minimum Description Length (MDL) [12, 13] and the Akaike Information Criterion (AIC) [14] .
The rest of the paper is organized as follow: Section 2 states the problem and develops a probabilistic model. The goal is to find an expression to compare the evidence between two hypotheses -merge or not two clusters. Section 3 introduces an algorithm to find the number of lines and their parameters. Experimental results are presented in Section 4. Finally, Section 5 concludes this paper.
Problem Statement and Notation
Let Z = {z 1 , . . . , z N } be a set of measurements obtained from a two-dimensional laser scan. Each point z i ∈ Z is represented by its rectangular coordinates, that is
The objective is to find the set of lines Θ that better represents Z,
Each line θ j is represented by its polar form as
where r j is the length of the normal and φ j is the angle of inclination of the normal. The normal is defined to be the shortest segment between the line in question and the origin. Note that r j and φ j are represented in the sensor centered coordinate frame. The orthogonal distance from the point z i to the line θ j is
(1)
Odds Ratio Test (ORT)
Let D a and D b be two point clusters obtained from linear objects with N a and N b measurements, respectively. We want to explore which of the following hypotheses is the most likely:
both data sets were extracted from the same linear object; hence, the set D = D a ∪ D b is characterized by the same line with unknown parameters θ = r, φ .
there is a perceptible change between the clusters; hence, the measurements must be represented by two different lines with unknown parameters θ a = r a , φ a and θ b = r b , φ b , respectively.
The likelihood ratio between H 1 and H 2 can be used to make a decision. Considering the same prior probability for H 1 and H 2 and using the Bayes' Theorem,
If R is very much greater than one, then H 1 is preferable to H 2 ; if it is very much less than one, then H 2 is preferable to H 1 ; and if it is of order unity, then the current data are insufficient to make an informed judgement. Henceforth, the background information about the problem is represented by I; this information includes the assumptions to solve the problem (e.g. D a and D b are measurements obtained by two planar objects, gaussian noise model, etc.).
Using the law of total probability, the numerator of (2) can be expressed as
where r m and φ m are the maximum possible values of r and φ, respectively. To assign the prior, we use a simple uniform pdf on the intervals 0 < r < r m and 0 < φ < φ m ,
Assuming Gaussian noise with standard deviation σ, and independence against measurements
where N = N a + N b , and
is the sum of the squares of the normalized residuals. The integrals of (3) can be solved by using a Taylor series expansion about the parameters computed by the least square method. Let θ * = r * , φ * be the parameters of the least square line for the cluster (D a ∪D b ) and χ 2 * its corresponding error. Taylor expansion about χ 2 * gives where ∇∇χ 2 is the Hessian matrix (see Appendix), evaluated at θ * . Substituting (4), (5) and (7) into (3) and solving the integral:
Finally, following a similar analysis for the clusters D a and D b under hypothesis H 2 , from (2) the value of R is given by
where
The Odds Ratio Test (8) can be used to decide greedily which two clusters to merge. The odds ratio follows the Ockham's razor principle: factors that multiply the exponential term penalizes models with more features.
Proposed Algorithm
The proposed algorithm to find lines from laser scan is similar to traditional agglomerative clustering. Initial clusters can be obtained by any conventional bottom-up technique; then, pairs of clusters are merged iteratively based on (8) . That is, when the value of R is less than or equal to one, the best value for the number of models M has been found. Algorithm 1 describes the proposed algorithm. At the initialization step (line 1), an initial cluster set D is obtained by any conventional technique (such as the splitting phase of the SM algorithm). These clusters are supposed to follow a linear model. Line 3 selects the cluster pair that gives the highest value according to (8) . If the evidence is greater than one, meaning that the merged cluster is more probable than the separated ones, then merging is performed (lines 4-8). This process is iterated to get the best number of lines (clusters).
An example
To illustrate the behavior of the proposed algorithm, the simulated environment shown in Fig. 1 is used. The measurements shown in Fig. 1(b) are obtained from the simulated segment lines shown in Fig. 1(a) . A proportion of 0.1 of the measurements are outliers -they do not follow any line-, while the rest of the measurements are corrupted with gaussian noise with variance σ = 1cm. Carrying out the analysis with Algorithm 1, the values for the odds ratio illustrated by diamonds in Fig. 1(e) are calculated. Each diamond in Fig. 1(e) represents the best R value for a given M (line 3 Algorithm 1). A considerable change is detected from M = 6 to M = 5, and the value for M = 5 is less than 1 -meaning that there are M = 6 lines in the environment. The original environment did indeed contains six lines; two of them are parallel and very close each other (5 cm) as shown in Fig. 1(a) .
Experimental Results

Simulated Environment
For the first test we use a simulated 2D environment comprised only by lines (Fig. 2) , some of these lines are parallel and very close one another (e.g. 300 mm between a door and its corresponding wall). The robot takes 500 laser scans from random poses. Laser measurements are corrupted with gaussian noise with σ = 10 mm; the laser scan is corrupted with 0.1 of points that does not follow any linear model (outliers).
We implement a version of Sequential RANSAC (SR) that uses local search to find hypothetical models [7] . We also implement two typical algorithms that use the bottomup approach: Line Tracking (LT) and Split and Merge (SM). To find lines from local scans these algorithms generate small point clusters; then, clusters considered as equivalent are merged. To detect equivalent lines we contrast the distance based criterion against the Odds Ratio Test (ORT) proposed in this paper. Table 1 shows the experimental results. The first column shows the proportion of true positives, that is, the proportion of lines detected that correspond to lines in the environment. The second column is the proportion of lines not detected; that is, lines sensed by (Fig. 2) . Finally, the last two columns show the media of the errors. Note that versions that use the Odds Ratio Test improve the results significatively.
Real Environment
For the second test we take 215 laser scans from our laboratory using a Sick LMS-200, the ideal map is shown in Fig. 3a . As shown in Fig. 3b , the environment is highly cluttered in some sections. The laser scan is configured to read 30 m over a 180 o arc, with an angle resolution of 0.5 o . Each laser scan is processed to find multiple lines. To generate the complete line map we use the Stochastic SLAM approach [15, 16] . In the implementation, the Joint Compatibility Test [17] is used to solve the association problem. Finally, we consider that a line is valid when the total length of its corresponding segments is greater than 30cm -this consideration is not strictly necessary but it is included to improve the performance of the stochastic SLAM. Note that it is hard to obtain the correct lines from cluttered environments like this because there are several small objects Fig. 5a ) and SR (Fig. 4) . Similarly, using the Odds Ratio test with LT ( Fig. 6b) improves drastically the result from LT with the Euclidean distance (Fig. 6a) . Note that the result showed in Fig. 6a has some duplicated lines due to wrong associations.
Conclusion
We have presented an odds ratio test (ORT) to decide between merging linear point clusters or not. The criterion is stated as a ratio of marginal likelihoods. This criterion allows to decide which model must be merged and to output the best number of models; this criterion only uses the noise model parameters, avoiding to use unnecessary thresholds and other ad hoc parameters like previous approaches.
We are working on extending this approach to 3D range scans and also to solve more general model selection problems.
