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En 1999, Edmonds [1] introduit un mode`le tre`s ge´ne´ral de taˆches qui traversent diffe´rentes phases ayant diffe´rentes
quantite´s de travail et capacite´s a` eˆtre paralle´lise´es. La force du mode`le d’Edmonds est qu’il de´montra que meˆme si
l’ordonnanceur ne connaıˆt strictement rien des caracte´ristiques des taˆches qu’il est en train d’ordonnancer et est seule-
ment informe´ de leur arrive´e a` leur arrive´e et de leur comple´tion a` leur comple´tion, EQUI, qui partage de manie`re e´gale
les processeurs entre les taˆches actives, re´ussit a` eˆtre compe´titif avec l’ordonnancement optimal hors-line clairvoyant,
pour peu qu’EQUI dispose d’un peu plus de deux fois plus de ressources que l’optimum. Ceci signifie que l’ordon-
nanceur EQUI supporte sans diverger toute charge infe´rieure a` 50%. Nous [4] avons par la suite e´tendu l’analyse
d’Edmonds au cas ou` les taˆches sont compose´es d’un DAG de processus traversant des phases arbitraires et de´montre´
que l’algorithme non-clairvoyant EQUI◦EQUI supporte dans ce cas e´galement toute charge infe´rieure a` 50%. En
2009, Edmonds et Pruhs [2] ont propose´ une nouvelle famille d’algorithmes LAPSβ, 0<β61 qui partagent de manie`re
e´gale les processeurs entre les taˆches de la fraction β des taˆches actives arrive´es les plus re´cemment, et ont de´montre´
que ces algorithmes sont (1+ β+ ε)-speed
4(1+β+ε)
βε
-compe´titif, c.-a`-d. supportent une charge arbitrairement proche
de 1 (< 1−β) sans diverger. Ce re´sultat repose sur une re´duction a` des phases uniquement se´quentielles ou paralle`les.
Nous utilisons ici des lemmes de [3, 4] qui nous permettent ici de gagner un facteur 2 sur le facteur de compe´titivite´ et
de simplifier la preuve, de´montrant ainsi que LAPSβ est en fait (1+β+ ε)-speed
2(1+β+ε)
βε
-compe´titif.
1 Introduction
Avec l’ave´nement des ordinateurs multi-core et l’incapacite´ actuelle a` de´velopper des algorithmes tirant
re´ellement parti du paralle´lisme (a` l’exception de certaines applications, vide´o par exemple), les syste`mes
d’exploitation vont tre`s bientoˆt devoir ordonnancer des taˆches qui tireront avantage de fac¸on tre`s ale´atoire
et impre´visibles des processeurs qu’on leur attribue, et ce de fac¸on tre`s ine´gale au fur et a` mesure de leur
avancement. Aussi il est tre`s important de de´finir un cadre re´aliste ou` l’ordonnanceur ne dispose d’aucune
information pre´cise sur les taˆches, afin d’obtenir des algorithmes utilisables en pratique et dont l’efficacite´
est prouve´e mathe´matiquement. Edmonds en 1999 [1] a donc propose´ le proble`me suivant pour mode´liser
cette situation. Il s’agit d’ordonnancer n taˆches J1, . . . ,Jn qui arrivent au cours du temps, sur p processeurs
que l’on peut de´couper arbitrairement (la pre´emption est mode´lise´e par l’attribution d’une proportion de
processeurs a` chaque taˆche) de fac¸on a` minimiser le temps de service moyen de ces taˆches (appele´ temps
de flot). Chaque taˆche consiste en une suite de phases qui tirent plus ou moins bien parti du nombre de
processeurs qu’on leur attribue. Pre´cise´ment :
Les taˆches. On conside`re une suite de n taˆches J1, . . . ,Jn arrivant a` des dates r1, . . . ,rn inconnues de
l’ordonnanceur qui doit les ordonnancer sur p processeurs. Chaque taˆche Ji traverse un certain nombre
de phases Ji,1, . . . ,Ji,qi inconnues de l’ordonnanceur. Chaque phase Ji j est caracte´rise´e par une quantite´ de
travail wi j a` effectuer et un profil d’acce´le´ration Γi j : R+ → R+, tous deux inconnus de l’ordonnanceur
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FIGURE 1: Exemples de profils d’acce´le´ration : quelconque, PAR, SEQ, et non-paralle´lisable.
e´galement. Si l’ordonnanceur attribue pendant un temps dt, ρi processeurs (ρi ∈ R+) a` la taˆche Ji dans sa
j-e`me phase, le travail effectue´ de cette phase est : dwi j = Γi j(ρi)dt.
On suppose de manie`re naturelle que chaque profil d’acce´le´ration est :
– croissant (Γ(ρ) 6 Γ(ρ′) si ρ 6 ρ′), c.-a`-d. aucune taˆche n’avance moins vite avec plus de processeurs ;
– sous-line´aire (
Γ(ρ)
ρ >
Γ(ρ′)
ρ′ si ρ 6 ρ
′), c.-a`-d. aucune taˆche n’utilise de manie`re plus efficace plus de
processeurs, p. ex., en supposant qu’aucune taˆche ne tire trop avantage des caches locaux.
Voici quelques exemples de profils (cf. Fig. 1). Une phase totalement paralle`le, note´e PAR, est de´finie par
Γ(ρ) = ρ, et progresse donc de ρdt pendant dt ; une phase se´quentielle, note´e SEQ, (idle, p. ex.) est de´finie
par Γi j(ρ) = 1 pour tout ρ (meˆme nul), et progresse donc de dt quelque soit le nombre de processeurs
attribue´s par l’ordonnanceur a` la taˆche, meˆme si l’ordonnanceur ne lui en attribue aucun ; enfin Γ(ρ) =
min(ρ,1) de´finit une phase non-paralle´lisable qui avance proportionnellement au temps qu’on lui accorde
sur un processeur, mais ne tire aucun profit de deux processeurs ou plus. Nous verrons a` la proposition 1 que
les phases PAR et SEQ sont les pires cas possibles pour un ordonnanceur non-clairvoyant : en effet, l’une
tire parti au mieux de chaque pourcentage de processeur qu’on lui donne, alors qu’on donne des processeurs
en pure perte a` l’autre, tandis que l’algorithme est incapable de distinguer qui est dans quelle phase.
Ordonnancement. Un ordonnancement Sp sur p processeur est un n-uplet de fonctions positives
constantes par morceaux ρi : t 7→ ρ
t
i , avec 1 6 i 6 n, ou` ρ
t
i (∈ R+) repre´sente la quantite´ de processeurs
alloue´e a` la taˆche Ji au temps t, telles que : pour tout t, ∑
n
i=1 ρ
t
i 6 p. Notons ci j la date de la terminaison de
la j-e`me phase de la taˆche i. En posant ci0 = ri, ci j est de´fini naturellement de fac¸on re´cursive par :
ci j =min
{
t ′ : wi j =
Z t ′
ci, j−1
dwi j =def
Z t ′
ci, j−1
Γi j(ρ
t
i)dt
}
.
La taˆche Ji termine a` la dateCi = ci,qi de la comple´tion de sa dernie`re phase. La taˆche Ji est active a` partir du
moment ou` elle apparaıˆt (t = ri) jusqu’a` sa terminaison (t =Ci). Un ordonnancement est valide s’il termine
bien toutes les taˆches (c.-a`-d., siCi < ∞ pour tout i).
Fonction objectif. Nous cherchons a` minimiser le temps de service moyen, ou bien de fac¸on e´quivalente
du point de vue de l’approximation, le temps de service total, appele´ e´galement temps de flot :
Flowtime(Sp) =
n
∑
i=1
(Ci− ri) =de manie`re e´quivalente
Z ∞
0
(nombre de taˆches actives au temps t)dt.
Non-clairvoyance, compe´titivite´ et augmentation de ressources. Nous souhaitons un ordonnanceur
re´aliste, c.-a`-d., non-clairvoyant : l’ordonnanceur de´couvre les taˆches au moment de leur arrive´e, ne connaıˆt
rien des diffe´rentes phases qu’elles traversent (rien sur leur quantite´ de travail, ni rien sur leur profil
d’acce´le´ration) ni de leur avancement, il est seulement informe´ de leur terminaison au moment de leur
terminaison : il sait donc seulement quelles taˆches sont actives a` chaque instant. Dans cette situation, il
est e´videmment difficile d’eˆtre compe´titif avec l’ordonnancement hors-ligne optimal et Edmonds [1] a
de´montre´ que le temps de flot de tout algorithme non-clairvoyant (meˆme randomise´) est ne´cessairement
a` un facteur Ω(n) du temps de flot optimal hors-ligne en pre´sence de taˆches SEQ et PAR. Aussi, Edmonds
propose d’augmenter les ressources disponibles et de comparer l’ordonnancement engendre´ par un algo-
rithme A sur sp processeurs a` l’ordonnancement optimal sur p processeurs seulement, avec s> 1. On note
alors Asp(J) l’ordonnancement engendre´ par A sur l’instance J avec sp processeur. On dit alors qu’un al-
gorithme A est s-speed c-compe´titif si pour toute instance J, Flowtime(Asp(J)) 6 c ·OPTp(J), ou` OPTp(J)
de´signe le temps de flot optimal sur p processeurs. Intuitivement, A est s-speed O(1)-compe´titif, signifie
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FIGURE 2:Une exe´cution de l’algorithme LAPSβ= 1
2
: a` chaque instant t, seules les ⌈ nt2 ⌉ taˆches actives les plus re´centes
sont ordonnance´es et se partagent e´quitablement les processeurs.
que A peut tenir une charge 1/s, au sens que le temps de service de A ne s’e´loigne pas du temps optimum
“rempli a` une hauteur 1/s seulement” quand n augmente ; ainsi tant que la charge reste infe´rieure a` 1/s, ses
performances ne se de´gradent pas avec le temps.
Comme l’ordonnanceur est autorise´ a` attribuer des fractions de processeurs, quitte a` renormaliser les
profils d’acce´le´ration d’un facteur 1/p, on suppose sans perte de ge´ne´ralite´ que p= 1.
Les algorithmes LAPSβ. Edmonds et Pruhs [2] ont de´montre´ que les algorithmes LAPSβ,0<β61 sont
s-speed 4s
βε
-compe´titif pour tout ε> 0 et toute vitesse s> 1+β+ε et donc peuvent supporter une charge ar-
bitrairement proche de 1 en prenant β suffisamment petit. Notons nt le nombre de taˆches actives au temps t.
L’algorithme LAPSβ proce`de ainsi sur s processeurs (Fig. 2) : il les partage a` chaque instant de manie`re
e´gale entre les ⌈βnt⌉ taˆches actives les plus re´cemment arrive´es, en attribuant a` chacune
s
⌈βnt⌉
processeurs
et rien aux nt −⌈βnt⌉ taˆches plus anciennes. Remarquons que EQUI = LAPSβ=1.
2 Analyse simplifie´e et ame´liore´e de LAPSβ
Nous allons de´montrer ici que LAPSβ,0<β61 est en fait s-speed
2s
βε
-compe´titif au lieu de 4s
βε
-compe´titif,
pour tout ε > 0 et toute vitesse s > 1+β+ ε. Cette ame´lioration re´side dans une re´duction plus pre´cise aux
instances SEQ-PAR.
Proposition 1 (Re´duction aux instances SEQ-PAR avec retard sur le PAR). Pour toute instance J1, . . . ,Jn et
tout algorithme non-clairvoyant A sur s processeurs et tout ordonnancement valide OPT sur 1 processeur,
il existe une instance J′1, . . . ,J
′
n de taˆches consitue´es uniquement de phases SEQ ou PAR, telles que :
1. As(J
′) = As(J)[J
′/J], c.-a`-d. A construit le meˆme ordonnancement pour J′ que pour J ;
2. OPT[J′/J] est un ordonnancement valide de J′, ainsi Flowtime(OPT[J′/J]) 6 Flowtime(OPT) ;
3. As(J
′) est toujours en retard par rapport a` OPT[J′/J] sur tout travail paralle`le dans J′ ;
ou` S [J′/J] de´signe l’ordonnancement obtenu en substituant chaque taˆche Ji par la taˆche J
′
i dans S .
De´monstration. La preuve reprend les ide´es de [1] tout comme [2] mais utilise [3, 4] pour garantir le
point 3. qui permettra de simplifier la preuve et d’ame´liorer l’analyse d’un facteur 2 par la suite.
Comme A est non-clairvoyant, on va modifier les phases que traversent chaque taˆche Ji pour assurer les
trois proprie´te´s sans modifier sa pe´riode d’activite´ dans A. Conside´rons la taˆche J1 (idem pour les autres).
La preuve proce`de en trois e´tapes. Premie`rement, on rede´coupe chaque taˆche en un nombre fini de segments
K1, . . . ,Km tels que chaque segment correspond a` un morceau d’une phase de J1 qui rec¸oit tout du long la
meˆme quantite´ de processeurs dans As et la meˆme quantite´ de processeurs dans OPT (pour cela, il suffit de
noter a` quel avancement de la taˆche correspond chaque changement du nombre de processeurs alloue´s par
As et par OPT, Fig. 3 1 ). Deuxie`mement, pour chaque segment K j de profil Γ, de quantite´ de travail w, de
longueur TA (resp. TO) et recevant ρA (resp. ρO) processeurs dans As (resp. OPT), on remplace la phase par :
– une phase SEQ de longueur w′ = TA, si ρA > ρO ; comme Γ est croissante, alors w = Γ(ρA)TA =
Γ(ρO)TO implique que TO > TA et cette nouvelle phase SEQ peut donc eˆtre termine´e dans l’emplace-
ment qui e´tait alloue´ a` K j dans OPT. (v. Fig. 3 2 )
– une phase PAR de travail w′ =w= ρATA sinon ; comme Γ est sous-line´aire et w= Γ(ρA)TA = Γ(ρO)TO,
ρA < ρO implique que ρATA 6 Γ(ρA)
ρO
Γ(ρO)
TA = ρOTO, donc cette nouvelle phase PAR peut bien eˆtre
termine´e dans l’emplacement qui e´tait alloue´ a` K j dans OPT (v. Fig. 3 2 ). Ainsi, on a bien le point 2.
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FIGURE 3: Illustration de la re´duction a` une instance SEQ-PAR ou` A exe´cute toujours le travail PAR en retard sur OPT.
De plus, comme A est non-clairvoyant et que les phases sont calcule´es pour terminer exactement au meˆme
moment dans As, l’ordonnancement calcule´ par As sur cette nouvelle instance est identique a` celui calcule´
sur J, d’ou` le point 1. Enfin, si As(J
′) exe´cutait quelque travail paralle`le en avance sur OPT[J′/J], alors
on recherche le dernier instant T ou` cela se produit, OPT[J′/J] et As(J
′) en sont ne´cessairement au meˆme
point dans la taˆche J′1 arrive´e a` la meˆme date r1 et on remplace toutes les phases avant ce point par une
unique phase SEQ de longueur T − r1 (v. Fig 3 3 ), cela ne change rien pour As ni pour OPT[J
′/J] d’ou` le
point 3.
Ainsi, on peut conside´rer que les taˆches J1, . . . ,Jn sont toujours de type SEQ-PAR et que LAPSβ,s est
toujours en retard sur les phases paralle`les par rapport a` OPT1. Notons nt le nombre de taˆches actives dans
LAPSβ,s au temps t et renume´rotons de 1 a` nt ces taˆches actives de la plus ancienne a` la plus re´cente. Soit
xti la quantite´ de travail paralle`le en retard de LAPSβ,s sur OPT1 pour la i-e`me taˆche active dans cet ordre.
Notons ℓt le nombre de taˆches actives dans une phase SEQ dans LAPSβ,s au temps t.
De´finissons le potentiel suivant : Φ(t) = 2ε ∑
nt
i=1 i · x
t
i (contrairement a` [2], nous n’avons pas besoin
d’utiliser max(0,xti) car x
t
i est toujours positif). Clairement, Φ(0) = Φ(∞) = 0. Par construction, Φ(t)
est inchange´e lorsqu’une nouvelle taˆche arrive, et ne peut que de´croıˆtre lorsqu’une taˆche se termine dans
LAPSβ,s ou dans OPT1. On peut maintenant conclure, en reprenant les calculs de [2] :
Lemme 2. Si s > 1+β+ ε, pour tout t ou` aucune taˆche n’arrive ou se termine, nt +
dΦ(t)
dt
6
2s
βε
ℓt .
The´ore`me 3 ([2] ame´liore´). LAPSβ,s est s-speed
2s
βε
-compe´titif pour tout s > 1+β+ ε.
De´monstration. Flowtime(LAPSβ,s)=
R ∞
0 ntdt =
R ∞
0 ntdt+Φ(∞)−Φ(0)=
R
t:pas arrive´e ni fin(nt+
dΦ(t)
dt
)dt+R
t:arrive´e ou fin
dΦ(t)
dt
(6 0)dt 6 2s
βε
R ∞
0 ℓtdt =
2s
βε ∑
n
i=1 SEQ(Ji) 6
2s
βε
Flowtime(OPT), ou` SEQ(Ji) de´signe la
somme des longueurs des phases SEQ de Ji qui est clairement une borne infe´rieure sur le temps de flot
de Ji dans tout ordonnancement.
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