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Abstract 
The share of the network link in a networked control 
system (NCS) may result in the network overload where 
the periodicity of control system could be infected, 
causing an unpredictable performance degradation in 
control system. In this paper, we consider an overload 
management technique which selectively drops the data 
packets of the NCS to avoid the network overload. The 
problems investigated are: how to design the controller 
under packet drops and how to distribute the packet 
drops in a packet delivery sequence so that the quality of 
control (QoC) is optimized. The paper first gives the 
optimal LQ-controller by using the conventional 
technique to reduce the deterioration in QoC due to 
packet drops. Then, the paper proposes a methodology 
for deriving the distribution of the packet drops in the 
packet delivery sequence so that the QoC is optimal. To 
reduce the computation complexity of the proposed 
methodology, a computationally cheaper algorithm is 
also given. This proposal contributes to the co-design of 
the controller and the resource performance management 
process at the implementation level. 
 
1.  Introduction 
 
In this paper, we consider an NCS (see figure 1). The 
sensor and the controlled are linked by the network link. 
The output of the process is sampled periodically and the 
process state variables are transmitted in a packet to the 
controller over the network link. The transmission of the 
packet over the network link introduces a delay between 
the sampling instant and the control law completion. If 
this delay is constant, the value of this delay can be 
easily taken into account for the design of the control law. 
Nevertheless, the constant-delay assumption cannot be 
guaranteed if the network is a resource shared by several 
applications especially due to network overload period. 
The network over load must be handled since the time 
varying network-induced delay can degrade the QoC and 
can even destabilize the system.  
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One way to avoid the network overload is to enlarge the 
sampling periods of control system [3][4][15]. However, 
changing the sampling period of a control system alters 
its dynamics. Another approach is to selectively drop the 
packets to reduce the network charge. The solution 
discussed in this paper for dealing with the network 
overload is based on this latter approach. 
More specifically, our solution to handle the network 
overload is based on the (m,k)-firm constraint model 
[8][14]. The (m,k)-firm constraint requires that at least m 
packets among any k consecutive packet sent from the 
sensor must be received by the controller, where m and k 
are two positive integers withm k≤ (the case where m=k 
is equivalent to the ideal case, which is noted by 
(k,k)-firm). Obviously, the packet drops tend to degrade 
the QoC due to the misses of control law updates. 
However, if a control system is designed to accept a 
degradation of QoC until k-m packet drops among k 
consecutive packet (this can be justified by the 
observation that most control systems can tolerate misses 
of the control law updates to a certain extent), the system 
can then be conceived according to the (m,k)-firm 
approach to offer the varied levels of QoC (between 
(k,k)-firm (ideal case) and (m,k)-firm (worse case)) with 
as many intermediate levels as the possible values 
between k and m. Which results in a control system with 
graceful degradation of QoC.  
The application of such an overload management 
strategy in control system requires a systematic study of 
the impact of the packet drops based on the (m,k)-firm 
constraint on the QoC. However, in most of the prior 
approaches, like those in [11][12][16], the packet drop 
process is regarded as an indeterminist process, therefore 
only some statistical results have been produced. An 
important contribution is found in [14]. In this work, the 
author proposed a scheduling technique based on the 
(m,k)-firm constraint that discards selectively the control 
law computation to handle the overload in processor, and 
the author also proposed a methodology for modifying 
the control law to reduce the deterioration in QoC due to 
the misses of control law update. However, the issue that 
how to choose a reasonable (m,k)-firm constraint that 
guarantees control system stability wasn’t addressed, and 
the proposed algorithm implicitly discards the control 
law computation without justifying the optimality of the 
resulted control law update sequence from the QoC point 
of view. Furthermore, the methodology proposed to 
derive the optimal control law under control law update 
misses isn’t suitable because the control signal and the 
process state at the moment when the control law update 
is dropped aren’t penalized in the cost function. 
In [9], we presented a formal analysis that derived, for a 
one-dimensional control system, the m and k values that 
guarantees the control system stability. We also proposed 
an approach for deriving the optimal controller under 
(m,k)-firm constraint. In [6], we extended the work in [9] 
to a multiple dimension control system. We showed how 
to determine the value of k that preserves the stability of 
the system and how to identify the values of m in order to 
minimize the LQR (linear quadratic regulator) cost. After 
having shown the distribution of the packet drops in a 
packet delivery sequence has an important impact on the 
QoC, we justified that, for the finite time horizon, a 
judicious choose of packet delivery sequence plays a 
important role in reducing the degradation in QoC. In 
this paper, we propose a general method to derive the 
optimal LQ-controller under (m,k)-firm constraint by 
using the conventional technique. We also present a 
methodology to derive, for infinite time horizon, the 
optimal packet delivery sequence from the QoC point of 
view. 
The paper is organized as follows. In section 2, we 
formalize the system under study. Section 3 gives the 
optimal LQ controller under (m,k)-firm constraint. 
Section 4 presents fundamental considerations 
concerning the derivation of the optimal packet delivery 
sequence. A case study of the proposed approach is 
presented in section 5. Finally, we summarize our work 
and show the perspectives.  
 
2.  Control system description 
 
The control system considered in this work is shown in 
figure 2. The system consists of a continuous plant: 
cdx Axdt Budt dv= + +          (1) 
and a discrete linear controller  
ih ihu L x= −  i = 0,1,2,… . 
where , ,n mx R u R∈ ∈ and A,B,L are matrices of 
appropriate sizes. x is the state vector containing state 
variables of the controlled process, and u is the control 
input. The process vc has mean value of zero and 
uncorrelated increments. The incremental covariance of 
vc is R1cdt.  
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We consider the system setup with a) clock-driven 
sensors that periodically lump the process state variables 
together into one packet with a period h and send it to the 
controller b) an event-driven controller that starts the 
control law calculation as soon as the data packet 
containing system state sample arrives; and c) 
event-driven actuators, which means that the process 
inputs are hold until a new control command is available.  
The packets containing the process state variables are 
dropped selectively according to an (m,k)-firm constraint 
during the network overload period. For analyzing the 
impact of the (m,k)-constraint on the performance of 
control system, we placed our selves in the worst-case by 
assuming a long network overload period and the packet 
drop process drops systematically k-m packets every k. 
The packet delivery sequence thus is periodic with period 
k, i.e., if the nth packet is dropped, the (n+k)th packet will 
be also dropped; otherwise, if the nth packet is received 
by the controller, the (n+k)th packet will be also received.  
With the system setup described above, the discrete 
time-variant system model of the system (1) for a given 
packet delivery sequence is given as follows:  
      
1i i i i i ix x u v+ = Φ + Γ +  i = 0,1,2,…   (2) 
where 
0
i
i
Af h
i
f h
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i
e
e dsB
Φ =
Γ = ∫
 
and fi is the number of the consecutively dropped packets 
plus one. In another word, it gives the distance, in terms 
of the number of the period h, the distance between any 
two consecutive control law updates. vi is a discrete-time 
Gaussian white-noise process with zero mean value and 
has the following property: 
10
Tif hT A A
i i Vi cEv v R e R e d
τ τ τ= = ∫
 
Since the packets are dropped periodically according to a 
(m,k)-firm constraint, therefore we have 
1 1..i i i mf f f k+ + −+ + + =  and  i i mf f += . Hence, Φi= Φi+m, 
Γi = Γi+m, and the system in (2) is periodic with period m. 
  
3.  Optimal control law under (m,k)-firm 
constraint 
 
In this section, the optimal LQ controller is derived for 
the system (2).  
We consider a continuous-time cost function: 
( ) ( )00 ( ) ( ) ( ) ( ) ( ) ( )
Nh
T T T
J E x t Qx t u t Ru t E x Nh Q x Nh= + +∫
           (3) 
where N is a integer that can be exactly divided by k. 
The cost function discretized for the discrete LQ 
controller of the system (2) is given by [7] as:
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The optimal control law that minimizes the cost function 
(4) is given by [1] as: 
i i iu L x= −   i = 0,1,2,…       (5) 
where 
( ) ( )
1'
1 1
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i i i i i i i i iL S R S M
−
+ += Γ Γ + Γ Φ +     (6) 
and St is obtained from the following recursive equation: 
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          (7) 
Because of the periodicity of Φi and Γi, the solution of 
the Riccati equation (5) is also periodic with period k [2]. 
That is, if the horizon 1Nm
k
−  is large, 
i i mS S += . As a 
result, the solution of the equation (6) is also periodic 
with period m: 
Li=Li+m   
 
4.  Optimal packet delivery sequence 
 
In this section, we propose a formal methodology to 
derive the optimal packet delivery sequence that 
minimizes the cost function (4). Note that finding the 
optimal packet delivery sequence is to find the suitable 
values of fi for i∈[0,m-1] because of the periodicity of 
packet drops. We first give the derivative of LQ cost 
function (4) with respect to fi. This function is then used 
for deriving the optimal packet delivery sequence 
 
4.1. Derivative of LQ cost function 
The minimal value of J given by the optimal LQ 
controller (5) is derived by [7] as:  
1 1
0 0 0 0 0 1
0 0
N N
m m
k k
T
ii Vi
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J m S m trS R trS R J
− −
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( )10 ( )
if h
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with  
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τ τ τ= = ∫        (10) 
When time goes to infinity, i.e. lim
N
m
k
→ ∞ , the 
influence from the initial condition decreases and 
because of the periodicity of the system, the cost function 
may be written as 
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m m
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= =
= +∑ ∑    (11) 
This means that only the stationary cost is regarded and 
that the cost is scaled by the period of packet delivery 
sequence k. 
In order to use the cost function (11) in the optimization, 
it is useful to know the derivative with respect to fi for 
i∈[0,m-1]. 
 
Theorem 1. Given a packet delivery sequence, i.e., f0, f1 .. 
fm-1, the first derivative of J with respect to fi for i∈[0,m-1] 
is given as  
1
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0
m
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The matrix Rvj can be calculated using lemma 1 in [5] 
and the derivatives of Rvj and iJ  are obtained directly 
from Eq (9) and (10).   
1
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c
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See Appendix A for the proof. 
 
4.2 Finding an optimal packet delivery sequence 
By optimizing over fi for i∈[0,m-1] with respect to the 
cost function (11), the following optimization problem is 
posed: 
minimize    J 
Subject to  
1
0
m
i
i
f k
−
=
=∑   
0if ≥  and be integer for i =0,1,..m-1  
(12)     
This optimization problem containing restriction is 
known as nonlinear integer program. To resolve this 
problem, the general branch-and-bound algorithm [10] 
can be used. 
According to the branch-and-bound algorithm, the 
original problem (12) is firstly solved as a continuous 
nonlinear program ignoring the integrality requirement. 
If each variable fi takes integer value, the calculation 
process is stopped. Otherwise, if the a solution fi is not 
completely integer-feasible, then the approach is to 
generate two new subproblems from (12), with additional 
bounds, respectively  
i if f=     
and 
i if f=     
The subproblems are then resolved by ignoring the 
integrality requirement. If the solution of a subproblem  
gives a worse cost than the solution of the other 
subproblem, i.e., the cost obtained is greater then the 
other, then the solution giving the worse cost is deleted 
and the above procedure is repeated for the better 
solution. The whole process terminates when fi is integer 
for i∈[0,m-1]. 
To solve the continuous nonlinear problem, a powerful 
technique is to use Kuck-Tucker conditions. For our 
optimization problem, the Kuhn-Tucker condition gives 
that if {f0 f2 ..fm-1} is an optimal solution then 
0 1
0 1 1
  ...  0
.. 0
T
m
m
dJ dJ
df df
f f f k
−
−
 
− Λ = 
 
+ + − =
            (13) 
where Λ is a vector of dimension m, in which each 
element is the Lagrange multiplier λ..  
 
4.3 An approximate version 
The methodology proposed above includes solving both 
Riccati and Lyapunov equations. This is expensive and 
prevents the implementation of a on-ling network charge 
gestion mechanism that dynamically adjusts the 
(m,k)-firm constraint and the corresponding packet 
delivery sequence according to the network charge. 
Therefore a computationally cheaper algorithm for 
finding the optimal packet delivery sequence is desirable. 
From the Kuhn-Tucker condition (13), we know that the 
QoC is optimal when 
0 1 1.. mf f f −= =  (The ideal case, i.e. 
the distribution of packet drops in a packet delivery 
sequence is absolutely uniform. However, this isn’t 
always possible since the number of the packets 
consecutively dropped should be a integer), and one can 
easily find that the distribution of the packet drops 
derived by the algorithm proposed is an approximate 
version of the ideal case. Thus, if the packet drops are 
distributed as uniformly as possible, we can obtained a 
sub-optimal QoC or even a optimal QoC in the best case. 
To facilitate the presentation of the packet delivery 
sequence, we will use a binary word of length k on a 
alphabet composed by 1 and 0. 1 represents that a packet 
is received by the controller, and 0 represents a packet 
drop. For example, the binary word 1001000 represents 
that the first and the fourth packets in a period of packet 
delivery sequence are received by the controller, all the 
other packets are dropped. This corresponds to f1=3, f2=4. 
We call this binary word the (m,k)-pattern. Therefore, 
distributing the packet drops as uniformly as possible is 
to have a (m,k)-pattern in which the letters 0 are 
uniformly distributed.  
From [13], we know that the letters 0 are uniformly 
distributed in a binary word called upper mechanical 
word. Therefore, the technique for obtaining an upper 
mechanical word can be used to derive the (m,k)-pattern. 
The definition of the upper mechanical word is given as 
follows: 
Definition 1 [13].  A binary word is a upper mechanical 
if and only if there exist a real number α such that the nth 
letter of the word is given by  
( )1n nα α + ⋅ − ⋅     ∀n ≥ 0.       (14) 
The proportion of the letters 1 and 0 in the upper 
mechanical word is given by α. For satisfying the 
requirement for (m,k)-firm constraint, it is enough to 
replace α by m/k. We thus get, for a (m,k)-firm constraint, 
the correspond (m,k)-pattern which nth letter is given by  
( )1
m m
n n
k k
   
+ ⋅ − ⋅      
   ∀n ≥ 0.    (15) 
Example 1. Given a (7,10)-firm constraint, from (15), 
we get the (7,10)-pattern 1110110110. 
Using this approximate solution instead of the exact one 
gives a much less computation density. However, the 
approximation doesn’t represent lower efficiency. We 
will see in the following section that for our experiment 
platform, the approximate solution gives the exact 
optimal solution. 
 
5.  Case study 
 
In this section, we present a numerical example to 
illustrate the derivation of the optimal packet delivery 
sequence. 
Consider a cart-control system whose objective is 
controlling the position of a cart along a rail according to 
a position reference. The stats of the cart (speed and 
position) are periodically sampled and put in a packet 
which is then sent to the controller over the network link. 
For avoiding the network overload, the packets are 
dropped according to a (m,k)-firm constraint. 
The continuous model of the cart system is given by: 
0 1 0
0 12.6559 1.9243 c
dx xdt udt dv
   
= + +   
−   
 
vc is the disturbance on the control signal with the 
incremental covariance 
1 5
0 0
0 1c
R
−
 
=  
 
. 
The continuous-time signal x is sampled with a period of 
0.01 second. The packets containing the process samples 
are dropped according to a (3,11)-firm constraint. The 
problem of finding the optimal packet delivery sequence 
is set up as follows: 
Minimize    J 
Subject to  
2
0
11i
i
f
=
=∑   
0if ≥  and be integer for i =0,1,2. 
(16) 
According to the algorithm proposed in the previous 
section, the problem (16) is solved as a continuous 
nonlinear program ignoring the integrality requirement. 
From the Kuck-Tucker conditions (13), optimal solution 
for the continuous nonlinear program is f0=f1=f2=3.67. 
As this is not an integer solution, we thus force f0 to be 
integer. To do so, we branch on f0 , creating two new 
sub-problems. In one, we add the constraint f0=3. In the 
other, we add the constraint f0=4. This is illustrated in 
figure 3. 
 
No integer solution 
f0=3 
J = 0.00103 
Figure 3. First branching 
f0=4 
J =0.0011 
 
Now, any optimal solution to the overall problem must 
be feasible to one of the subproblems. By solving the two 
subproblems with the Kuck-Tucker conditions, we get 
the following solutions: 
f0=3,  f1=4.15,  f2=3.85: J = 0.00103  
f0=4,  f1=3.35,  f2=3.65: J = 0.0011  
As the cost obtained with f0=4 is more than that obtained 
with f0=3, we thus choose f0=3 and branch on f1. After 
solving the resulting subproblems, we have the branch 
and bound tree in Figure 4.  
The solutions are: 
f0=3,  f1=3,  f2=5: J = 0.0012 
f0=3,  f1=4,  f2=4: J = 0.0011   
The best integer solution is given by f0=3, f1=4 and f2=4. 
The calculation process terminates since all the variables 
have taken an integer solution. Note that the solution 
derived by (15) is, in term of (m,k)-pattern, 10010001000 
which is exactly the same with the optimal solution. 
To evaluate the benefit of the proposed methodology, for 
a position reference of 0.1 meter, the position traces of 
the cart obtained with an arbitrary packet delivery 
sequence and the optimal packet delivery sequence are 
respectively given in figure 5 and figure 6. The position 
trace of the ideal system (i.e. the system without packet 
drops) is also given in figure 7. The corresponding cost J 
No integer solution 
f0=4 
J =0.0011 
Figure 4. Second branching 
f1=3 
J = 0.0012 
f0=3 
J = 0.00103 
 f1=4 
J = 0.0011 
for each case is given in the figure comment.  
Comparing figure 5 and figure 6 shows that the position 
trace under the optimal packet delivery sequence is more 
convergent than that under the arbitrary packet delivery 
sequence. The comparison of the costs confirms also the 
improvement in QoC under the optima packet delivery 
sequence. Figure 7 shows that the state trace of the ideal 
system shown is slightly more convergent than that in 
figure 6, and the cost is also a little better. Nevertheless, 
the request for network bandwidth of the cart system 
under the (3,11)-firm constraint has decreased 
significantly. The system requires only 27% of required 
network bandwidth of the ideal system, reducing thus 
considerably the network overload. 
 
  
 
 
 
 
 
 
 
6. Conclusion and perspective 
 
This paper consider a overload management technique 
based on (m,k)-firm constraint that selectively drops the 
data packets of the NCS to reduce the required network 
bandwidth. The paper first gives the controller design 
method based on the (m,k)-firm constraint. Then, it 
proposes a formal method to derive optimal packet 
delivery sequence. To reduce the computation complexity, 
a computationally cheaper algorithm is also proposed.  
The results of this paper provide the theoretic basis for 
the application of (m,k)-firm model in control systems. 
As a future work, we plan to further extend the proposed 
approach so that control application can be adapted not 
only to cope with the overloads, but also to conform to 
the control application dynamics and the feasibility of the 
scheduling. That is, to explore an integrated QoC 
management framework based on (m,k)-firm model that 
dynamically tunes the (m,k)-constraints of control 
systems according to changes in the network charge. 
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Appendix A – proof of theorem 1 
 
Proof.  From (6) and (7), we get 
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To find out how J depends on the packet delivery 
sequence, it remains to investigate S. Eq. (19) is 
differentiated with respect to fi 
[ ], 1
0 0
0 0
0 0
0
0 0
0
0 0
0 0
00
T
i
i
i i
i
i
T
i
i ii
i
T
i
i
i i
i
T
i
T
ii d i i
i i i TT
i ii
i
S I
dL
G L I
df
dS
dfI I
L I L IdG
df
I S
dL
L I G
df
d
dfdQ dS
S
df d
df
+
+
 
     +          
 
      +       
 
 
 
      =           
 Φ
 
 Φ + Φ Γ +    ΓΓ  
 
  
[ ]1
1
i i
i
T
i i i
iT
i ii
df
d d
S
df df
+
Φ Γ
   Φ Φ Γ
+    
Γ   
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