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Abstract
Linear complementary dual (LCD) codes are linear codes that in-
tersect with their dual trivially. We give a characterization of LCD
codes over Fq having large minimum weights for q ∈ {2, 3}. Using the
characterization, we determine the largest minimum weights among
LCD [n, k] codes over Fq for (q, k) ∈ {(2, 4), (3, 2), (3, 3)}. Moreover,
we give a complete classification of optimal LCD [n, k] codes over Fq
for (q, k) ∈ {(2, 3), (2, 4), (3, 2), (3, 3)}.
1 Introduction
Linear complementary dual (LCD for short) codes are linear codes that in-
tersect with their dual trivially. LCD codes were introduced by Massey [18]
and gave an optimum linear coding solution for the two user binary adder
channel. Much work has been done concerning LCD codes for both theoret-
ical and practical reasons (see e.g. [1], [2], [3], [7], [8], [9], [10], [11], [12], [13],
[15], [16], [18] and the references given therein). In particular, we emphasize
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the recent work by Carlet, Mesnager, Tang, Qi and Pellikaan [9]. It has been
shown in [9] that any code over Fq is equivalent to some LCD code for q ≥ 4.
This motivates us to study LCD codes over Fq for q ∈ {2, 3}. Codes over F2
and F3 are called binary codes and ternary codes, respectively.
It is a fundamental problem to determine the largest minimum weight
dq(n, k) among all LCD [n, k] codes over Fq and to classify LCD [n, k, dq(n, k)]
codes for a given pair (n, k). Recently, much work has been done concerning
this fundamental problem (see e.g. [1], [2], [3], [8], [9], [10], [11], [12], [16]
and the references given therein). A complete classification of all binary
LCD codes of lengths up to 13 and all ternary LCD codes of lengths up to
10 was given in [1] by using the mass formulas established in [8]. An LCD
[n, k, dq(n, k)] code over Fq is called optimal. For k = 2 and 3, the largest
minimum weights d2(n, k) were determined in [11] and [12], respectively. A
classification of binary optimal LCD codes was done in [12] for dimension 2.
In this paper, by considering the simplex codes, we give a characterization
of LCD codes over Fq having large minimum weights for q ∈ {2, 3}. Using
the characterization, we complete the determination of the largest minimum
weights dq(n, k) and a classification of optimal LCD [n, k] codes over Fq for
k ≤ 6− q and q ∈ {2, 3}.
The paper is organized as follows. In Section 2, we give some definitions,
notations and basic results used in this paper. In Section 3, we give some
basic results related to LCD codes. In particular, we give an observation
on LCD codes related to the simplex codes (Lemma 3.6). In Section 4, we
give a characterization of LCD codes with large minimum weights (Theo-
rem 4.5), which is the main result of this paper. Lemma 3.6 is a key idea for
Theorem 4.5. Theorem 4.5 (i) claims that there is a one-to-one correspon-
dence between equivalence classes of LCD [n, k, d] codes over Fq with dual
distances d⊥ ≥ 2 and equivalence classes of LCD [q · rq,n,k,d, k, (q − 1)rq,n,k,d]
codes over Fq with dual distances d
⊥ ≥ 2 for k ≥ k0, under the assumption
that (q, k0) ∈ {(2, 3), (3, 2)}, qd − (q − 1)n ≥ 1 and q · rq,n,k,d ≥ k, where
rq,n,k,d = q
k−1n− q
k−1
q−1
d. As a consequence, it follows that if there is no LCD
[q ·rq,n,k,d, k, (q−1)rq,n,k,d] code over Fq with dual distance d
⊥ ≥ 2, then there
is no LCD [n, k, d] code over Fq, under the same assumption (Theorem 4.5
(ii)). In addition, we modify Theorem 4.5 to the form to be used easily
under some assumption for our study in Sections 6 and 7 (Theorem 4.7).
Roughly speaking, Theorem 4.7 (i) says that a classification of LCD codes
with large minimum weights for small length yields that of LCD codes with
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large minimum weights for a family of lengths, and Theorem 4.5 (ii) says
that the nonexistence of LCD codes with large minimum weights for small
length yields that of LCD codes with large minimum weights for a family of
lengths. In Sections 6 and 7, by Theorem 4.7, we complete the determina-
tion of the largest minimum weights dq(n, k) and a classification of optimal
LCD [n, k] codes over Fq for k ≤ 6− q and q ∈ {2, 3}. This result is mainly
obtained by showing the nonexistence of LCD codes with large minimum
weights and giving a classification of optimal LCD codes for small lengths.
The nonexistence and the classification given in Sections 6 and 7 are obtained
by computer calculations by using the method given in Section 5.
2 Preliminaries
In this section, we give some definitions, notations and basic results used in
this paper.
2.1 Definitions and notations
We denote the finite field of order q by Fq, where q is a prime power. A (linear)
[n, k] code C over Fq is a k-dimensional subspace of F
n
q . Codes over F2 and
F3 are called binary codes and ternary codes, respectively. The parameters n
and k are called the length and the dimension of C, respectively. A generator
matrix of an [n, k] code C is a k × n matrix whose rows are basis of C. The
support of a vector x = (x1, x2, . . . , xn) ∈ F
n
q is the subset {i | xi 6= 0} of
{1, 2, . . . , n}. The weight of a vector x ∈ Fnq is the cardinality of the support
of x. A vector of C is called a codeword of C. The minimum nonzero weight
of all codewords in C is called the minimum weight d(C) of C. An [n, k] code
with minimum weight d is called an [n, k, d] code. Two [n, k] codes C1 and
C2 over Fq are equivalent, denoted C1 ∼= C2, if there is an n × n monomial
matrix P over Fq such that C2 = {cP | c ∈ C1}.
The dual code C⊥ of an [n, k] code C over Fq is defined as C
⊥ = {x ∈ Fnq |
x ·y = 0 for all y ∈ C}, where x ·y is the standard inner product. A code C is
called self-orthogonal if C ⊂ C⊥. A code C is called an linear complementary
dual (LCD for short) code if C∩C⊥ = {0n}, where 0n denotes the zero vector
of length n. The following characterization is due to Massey [18]. Throughout
this paper, we use the following proposition without mentioning this, when
we determine whether a given code is LCD or not.
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Proposition 2.1. Let G be a generator matrix of a code C over Fq. Then C
is LCD if and only if GGT is nonsingular, where GT denotes the transpose
of G.
We use the following notations throughout this paper. Let Z≥0 denote
the set of nonnegative integers. Let Ik denote the identity matrix of order k,
and let O denote the zero matrix of appropriate size. For a positive integer
s and a matrix A, let A(s) denote the juxtaposition
(
A A · · · A
)
of
s-copies of A. Let 1n denote the all-one vector of length n. For q, n, k and
d, we use the following notations:
[k]q =
qk − 1
q − 1
, (1)
rq,n,k,d = q
k−1n− [k]q · d, (2)
gq(n, k) = max
{
d ∈ Z≥0
∣∣∣∣∣ n ≥
k−1∑
i=0
⌈
d
qi
⌉}
, (3)
dq(n, k) = max {d ∈ Z≥0 | there is an LCD [n, k, d] code over Fq} . (4)
By the Griesmer bound, any [n, k] code over Fq has minimum weight at most
gq(n, k). An LCD [n, k, dq(n, k)] code over Fq is called optimal. The minimum
weight of the dual code C⊥ of a code C is called the dual distance of C and it
is denoted by d⊥. Let Nq(n, k) denote the number of all inequivalent optimal
LCD [n, k] codes over Fq with dual distances d
⊥ ≥ 2.
2.2 Some observations on generator matrices
Lemma 2.2. Let C and C ′ be [n, k] codes over Fq. Let M and M
′ be genera-
tor matrices of C and C ′, respectively. If C ∼= C ′, then there is a nonsingular
matrix U and there is a monomial matrix P such that M = UM ′P .
Proof. It is trivial.
Although the following lemma is somewhat trivial, we give a proof for the
sake of completeness.
Lemma 2.3. Let A be a k × ℓ Fq-matrix. Let B and B
′ be k × m Fq-
matrices. If there is an (ℓ + m) × (ℓ + m) monomial matrix P such that(
A B′
)
=
(
A B
)
P , then there is an m ×m monomial matrix P ∗
such that B′ = BP ∗.
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Proof. The proof is by induction on ℓ. It is sufficient to show the case ℓ = 1.
Let a be a vector of Fkq . Suppose that there is an (m+1)× (m+1) monomial
matrix P = (pi,j) such that(
aT B′
)
=
(
aT B
)
P. (5)
Suppose that p1,1 6= 0. Let P
′ be the m ×m monomial matrix obtained
from P by deleting the first row and the first column. Since p1,j = 0 for each
j ∈ {2, 3, . . . , m+ 1}, we have B′ = BP ′.
Now suppose that p1,1 = 0. Then p1,j0 6= 0 for some j0 ∈ {2, 3, . . . , m+1}.
From (5), the (j0 − 1)-th column of B
′ is equal to p1,j0a
T . Let Q = (qi,j)
be the (m + 1) × (m + 1) monomial matrix such that qi,i = 1 for each
i ∈ {2, 3, . . . , m+ 1} \ {j0}, and (q1,j0 , qj0,1) = (p1,j0, p
−1
1,j0
). Then we have
(
aT B′
)
Q =
(
aT B′
)
and PQ =


1 0 · · · 0
0
... P ∗
0

 , (6)
for some m × m monomial matrix P ∗, where the blanks are filled up with
zero’s. From (5) and (6), we have(
aT B′
)
=
(
aT B′
)
Q =
(
aT B
)
PQ =
(
aT BP ∗
)
.
Hence, we have B′ = BP ∗, which gives the desired conclusion.
Throughout this paper, we remark that the blanks are filled up with zero’s
for each matrix.
3 Basic properties on LCD codes
In this section, we give some basic results related to LCD codes. In par-
ticular, we give an observation on LCD codes related to the simplex codes
(Lemma 3.6). This is a key idea for our characterization of LCD codes with
large minimum weights (Theorem 4.5), which is the main result of this paper.
Throughout this section, we assume that q ∈ {2, 3}.
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3.1 Equivalence classes
Let C be an LCD [n, k, d] code over Fq. Define an [n + 1, k, d] code C over
Fq as C = {(x, 0) | x ∈ C}. It is trivial that C is an LCD code with dual
distance 1.
Lemma 3.1 ([1, Proposition 3]). Let Cqn,k,d denote all equivalence classes
of LCD [n, k, d] codes over Fq. Let D
q
n,k,d denote all equivalence classes of
LCD [n, k, d] codes over Fq with dual distances d
⊥ ≥ 2. Let Cqn−1,k,d denote
all equivalence classes containing C1, C2, . . . , Ct, where C1, C2, . . . , Ct denote
representatives of Cqn−1,k,d, and t = |C
q
n−1,k,d|. Then C
q
n,k,d = D
q
n,k,d ∪ C
q
n−1,k,d.
For a classification of LCD [n, k, d] codes over Fq, by the above lemma,
it is sufficient to consider a classification of LCD [n, k, d] codes over Fq with
dual distances d⊥ ≥ 2. In addition, if there is an LCD [n, k, d] code C over Fq
and dq(n− 1, k) ≤ d− 1, then d(C
⊥) ≥ 2 (see (4) for the notation dq(n, k)).
3.2 Relation between LCD codes with d⊥ ≥ 2 and LCD
codes with d⊥ = 1
Lemma 3.2. Suppose that q ∈ {2, 3} and k ≥ 2. If there is an LCD [n, k, d0]
code over Fq with dual distance d
⊥ ≥ 2, then there is an LCD [n + 1, k, d]
code over Fq with d ∈ {d0, d0 + 1} and dual distance d
⊥ ≥ 2.
Proof. Suppose that there is an LCD [n, k, d0] code C0 over Fq with dual
distance d(C⊥0 ) ≥ 2.
Suppose that q = 2. Recall that a binary code is called even if the weights
of all codewords are even and a binary code which is not even is called odd. If
C0 is odd, then there is a generator matrix G0 of C0 such that G0G
T
0 = Ik [8,
Theorem 3]. If C0 is even, then k is even and there is a generator matrix G
′
0
of C0 such that
G′0G
′
0
T
=


J2
. . .
J2

 ,
where J2 =
(
0 1
1 0
)
[8, Theorem 5].
Suppose that q = 3. From the proof of [13, Proposition 4], C0 has gen-
erator matrix of form G0 =
(
x
G1
)
, satisfying that x · x 6= 0 and
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xGT1 = 0k−1. The code C1 with generator matrix G1 is a ternary LCD
[n, k − 1] code.
• k = 2: G1 is regarded as a codeword x
∗ ∈ C1 with x
∗ · x∗ 6= 0, since C1
is LCD.
• k ≥ 3: Since C1 is LCD, C1 has generator matrix of form G
′
1 =(
x′
G′2
)
, satisfying that x′ · x′ 6= 0 and x′G′2
T = 0k−2. Since both
matrices G1 and G
′
1 are generator matrices of C1,
G′0 =
(
x
G′1
)
=

 xx′
G′2


is also a generator matrix of C0. Since x ∈ C
⊥
1 and G
′
1 is a generator
matrix of C1, we have x · x
′ = 0 and xG′2
T = 0k−2.
Finally, consider the following k × (n+ 1) Fq-matrix G:
G =


(
G0 h
T
2
)
if q = 2 and C0 is odd,(
G′0 h
T
2
)
if q = 2 and C0 is even,(
G0 h
T
3
)
if q = 3 and k = 2,(
G′0 h
T
3
)
if q = 3 and k ≥ 3,
where
h2 =
{
(1, 1) if k = 2,
(1, 1, 0k−2) if k ≥ 3,
h3 =


(1, 0) if k = 2 and x · x = 1,
(0, 1) if k = 2, x · x = 2 and x∗ · x∗ = 1,
(1, 1) if k = 2 and x · x = x∗ · x∗ = 2,
(1, 0, 0k−2) if k ≥ 3 and x · x = 1,
(0, 1, 0k−2) if k ≥ 3, x · x = 2 and x
′ · x′ = 1,
(1, 1, 0k−2) if k ≥ 3 and x · x = x
′ · x′ = 2.
It is not difficult to show that GGT is nonsingular. Hence, the code with
generator matrix G is an LCD [n+1, k, d] code over Fq with d ∈ {d0, d0+1}
and dual distance d⊥ ≥ 2.
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Proposition 3.3. Suppose that q ∈ {2, 3}, k ≥ 2 and d0 is a positive integer.
If there is no LCD [n, k, d] code over Fq with d ≥ d0 and dual distance d
⊥ ≥ 2,
then there is no LCD [n, k, d] code over Fq with d ≥ d0 and dual distance 1.
Proof. Suppose that there is an LCD [n, k, d] code C over Fq with d ≥ d0
and dual distance 1. By deleting all zero columns of a generator matrix of
C, an LCD [n− ℓ, k, d] code over Fq with dual distance d
⊥ ≥ 2 is constructed
for some positive integer ℓ. Then an LCD [n, k, d] code over Fq with d ≥ d0
and dual distance d⊥ ≥ 2 is constructed by Lemma 3.2.
3.3 LCD codes related to the simplex codes
In this subsection, we suppose that (q, k0) ∈ {(2, 3), (3, 2)}. We define the
k × [k]q Fq-matrices Sq,k by inductive constructions as follows:
Sq,1 =
(
1
)
,
S2,k =
(
S2,k−1 0
T
k−1 S2,k−1
0[k−1]2 1 1[k−1]2
)
,
S3,k =
(
S3,k−1 0
T
k−1 S3,k−1 S3,k−1
0[k−1]3 1 1[k−1]3 21[k−1]3
)
,
for k ≥ 2 (see (1) for the notation [k]q). The matrix Sq,k is a generator
matrix of the simplex [[k]q, k, q
k−1] code over Fq. The simplex [[k]q, k, q
k−1]
code is a constant weight code [14, Theorem 2.7.5]. Moreover, the simplex
[[k]q, k, q
k−1] code is self-orthogonal if k ≥ k0 [14, Theorems 1.4.8 (ii) and
1.4.10 (i)].
Let hq,k,i be the i-th column of the matrix Sq,k. For a vector m =
(m1, m2, . . . , m[k]q) ∈ Z
[k]q
≥0 , we define a k×
∑[k]q
i=1mi Fq-matrix Gq,k(m), which
consists of mi columns hq,k,i for each i as follows:
Gq,k(m) =
(
hq,k,1 · · ·hq,k,1hq,k,2 · · ·hq,k,2 · · ·hq,k,[k]q · · ·hq,k,[k]q
)
. (7)
Here we remark that mi = 0 means no column of Gq,k(m) is hq,k,i. Through-
out this paper, we denote by Cq,k(m) the code with generator matrix Gq,k(m).
For any [n, k] code C over Fq with dual distance d
⊥ ≥ 2, there is a vector
m = (m1, m2, . . . , m[k]q) ∈ Z
[k]q
≥0 such that C
∼= Cq,k(m) and n =
∑[k]q
i=1mi.
It is well known that any [[k]q · s, k, q
k−1s] code over Fq is equivalent to
Cq,k(s1[k]q) if (q, k0) ∈ {(2, 3), (3, 2)}, k ≥ k0 and s is a positive integer [4]
(see also [17]). Hence, we have the following:
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Lemma 3.4. If (q, k0) ∈ {(2, 3), (3, 2)}, k ≥ k0 and n ≡ 0 (mod [k]q), then
there is no LCD [n, k, gq(n, k)] code over Fq.
Lemma 3.5. Suppose that (q, k0) ∈ {(2, 3), (3, 2)}, k ≥ k0, s is a posi-
tive integer and m = (m1, m2, . . . , m[k]q) ∈ Z
[k]q
≥0 . If Cq,k(m) is an LCD
[
∑[k]q
i=1mi, k, d0] code over Fq, then the code C with generator matrix(
S
(s)
q,k Gq,k(m)
)
is an LCD [n, k, d] code, where n =
∑[k]q
i=1mi + [k]q · s and d = d0 + q
k−1s.
Proof. Let G1 (resp. G2) be a generator matrix of a self-orthogonal [n1, k, d1]
code (resp. an LCD [n2, k, d2] code) over Fq. It is trivial that the code with
generator matrix
(
G1 G2
)
is an LCD [n1 + n2, k] code with minimum
weight at least d1 + d2.
The codeD with generator matrix S
(s)
q,k is a self-orthogonal [[k]q ·s, k, q
k−1s]
code. From the assumption, Cq,k(m) is an LCD [
∑[k]q
i=1mi, k, d0] code. By the
above argument, C is an LCD [
∑[k]q
i=1mi + [k]q · s, k] code with minimum
weight at least d0 + q
k−1s. Since D is a constant weight code, there is a
codeword of weight d0 + q
k−1s in C. The result follows.
Now we give definitions concerning symmetric designs. A 2-(v, ℓ, λ) design
D is a set X of v points together with a collection of ℓ-subsets of X called
blocks such that every 2-subset of X is contained in exactly λ blocks. The
number of blocks that contain a given point is traditionally denoted by r,
and the total number of blocks is denoted by b. The b × v incidence matrix
A = (ai,j) of D is defined by ai,j = 1 if the j-th point is contained in the
i-th block and ai,j = 0 otherwise. A 2-(v, ℓ, λ) design D is called symmetric
if v = b. It is known that D is symmetric if and only if r = ℓ. For undefined
terms concerning designs, see e.g. [6].
Suppose that there is a symmetric 2-(v, ℓ, λ) design D. Let A be the
incidence matrix of D. Let m = (m1, m2, . . . , mv) be a vector of Z
v
≥0. If each
entry of the v × 1 Z-matrix AmT is at least d, then
ℓd− λ
∑v
j=1mj
ℓ− λ
≤ mi ≤
v∑
j=1
mj −
v − ℓ
ℓ− λ
d, (8)
for each i ∈ {1, 2, . . . , v} [3, Lemma 3.1]. The following lemma is a key
idea for the determination of possible vectors m for the codes Cq,k(m) with
generator matrices Gq,k(m) of form (7).
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Lemma 3.6. Suppose that (q, k0) ∈ {(2, 3), (3, 2)} and k ≥ k0. If the code
Cq,k(m) has minimum weight at least d, then
qd− (q − 1)n ≤ mi ≤ n−
qk−1 − 1
(q − 1)qk−2
d, (9)
for each i ∈ {1, 2, . . . , [k]q}, where m = (m1, m2, . . . , m[k]q) ∈ Z
[k]q
≥0 and n =∑[k]q
i=1mi.
Proof. By the Assmus–Mattson theorem, the supports of all nonzero code-
words in the simplex [[k]q, k, q
k−1] code over Fq yield a symmetric 2-([k]q, q
k−1, (q−
1)qk−2) design Dq,k if k ≥ k0. Let A be the incidence matrix of Dq,k. Note
that the simplex [[k]q, k, q
k−1] code is a constant weight code. Thus, by con-
sidering the construction of Cq,k(m), the weight of any nonzero codeword of
Cq,k(m) is written as one of the entries of A(m1, m2, . . . , mv)
T . Since Cq,k(m)
has minimum weight at least d, each entry of A(m1, m2, . . . , mv)
T is at least
d. From (8), we have the desired conclusion.
Remark 3.7. Recently, quaternary Hermitian LCD codes with large mini-
mum weights have been studied by considering simplex codes in [3] and [16].
Lemma 3.5 is an Fq-analogy (q ∈ {2, 3}) of [16, Lemmas 3.2 and 3.3] (see
also [10] and [15] for q = 2). Lemma 3.6 is an Fq-analogy (q ∈ {2, 3}) of [3,
Lemma 3.2]. Lemma 4.1 is also an Fq-analogy (q ∈ {2, 3}) of [3, Theorem 3.4].
4 Characterization of LCD codes
Throughout this section, we assume that (q, k0) ∈ {(2, 3), (3, 2)} and qd −
(q − 1)n ≥ 1. In this section, we give a characterization of LCD codes with
large minimum weights (Theorem 4.5), which is the main result of this paper.
In addition, we modify Theorem 4.5 to the form to be used easily under some
assumption (15) for our study in Sections 6 and 7 (Theorem 4.7).
4.1 Theorem 4.5 and its proof
Lemma 4.1. Suppose that (q, k0) ∈ {(2, 3), (3, 2)}, k ≥ k0 and qd−(q−1)n ≥
1. Let rq,n,k,d denote the integer defined in (2).
(i) If q · rq,n,k,d < k, then there is no LCD [n, k, d] code over Fq with dual
distance d⊥ ≥ 2.
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(ii) If there is an LCD [n, k, d] code C over Fq with dual distance d(C
⊥) ≥ 2,
then there is an LCD [n, k, d] code C ′ such that C ∼= C ′ and C ′ has
generator matrix of the following form:
G =
(
S
(qd−(q−1)n)
q,k G0
)
, (10)
where G0 is a generator matrix of some LCD [q ·rq,n,k,d, k, (q−1)rq,n,k,d]
code.
Proof. Since C is an [n, k] code over Fq with dual distance d(C
⊥) ≥ 2, there
is a vector m = (m1, m2, . . . , m[k]q) ∈ Z
[k]q
≥0 such that C
∼= Cq,k(m) and
n =
∑[k]q
i=1mi. Since the minimum weight of C is d, we have
qd− (q − 1)n ≤ mi,
by Lemma 3.6. Since the generator matrix Gq,k(m) of Cq,k(m) consists of at
least qd − (q − 1)n columns hq,k,i for each i ∈ {1, 2, . . . , [k]q}, we obtain a
matrix G of form (10), by permuting columns of Gq,k(m). Here G0 is a k×n0
matrix, where
n0 = n− (qd− (q − 1)n)[k]q = q(q
k−1n− [k]q · d) = q · rq,n,k,d.
Since Sq,kS
T
q,k = O, we have GG
T = G0G
T
0 . Since C is LCD, we have
n0 ≥ rank(G0) ≥ rank(G0G
T
0 ) = rank(GG
T ) = k. (11)
This proves the assertion (i).
Let C0 be the code with generator matrix G0. Again, (11) shows that C0
is an LCD code of dimension k. It remains to show that the minimum weight
d0 of C0 is (q − 1)rq,n,k,d. The code C
′ with generator matrix S
(qd−(q−1)n)
q,k is
a self-orthogonal [n′, k, d′] code, where
n′ = (qd− (q − 1)n)[k]q and d
′ = (qd− (q − 1)n)qk−1.
By Lemma 3.5, we have
d = d0 + d
′ and d0 = (q − 1)
(
qk−1n− [k]q · d
)
= (q − 1)rq,n,k,d.
This completes the proof.
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Remark 4.2. If qd− (q − 1)n ≥ 1, then we have
(q − 1)(n− q · rq,n,k,d) ≥ −(q − 1)n(q
k − 1) + ((q − 1)n+ 1)(qk − 1)
= qk − 1.
This means that the length of C0 is less than the length of C.
Let C and C ′ be LCD [n, k, d] codes over Fq with dual distances d(C
⊥) ≥ 2
and d(C ′⊥) ≥ 2. By Lemma 4.1, there are LCD [n, k, d] codes D and D′ over
Fq satisfying the following conditions:
(i) C ∼= D and C ′ ∼= D′,
(ii) D and D′ have generator matrices
G =
(
S
(qd−(q−1)n)
q,k G0
)
and G′ =
(
S
(qd−(q−1)n)
q,k G
′
0
)
,
where G0 and G
′
0 are generator matrices of some LCD [q ·rq,n,k,d, k, (q−
1)rq,n,k,d] codes C0 and C
′
0, respectively.
Lemma 4.3. Let C,C ′, C0 and C
′
0 be the codes described as above. If C0
∼=
C ′0, then C
∼= C ′.
Proof. Since C0 ∼= C
′
0, there is a k × k nonsingular matrix U and there is a
q ·rq,n,k,d×q ·rq,n,k,d monomial matrix P such that G0 = UG
′
0P by Lemma 2.2.
From the definition of Sq,k, there is a [k]q× [k]q monomial matrix Q such that
Sq,k = (USq,k)Q. Thus, we have(
S
(qd−(q−1)n)
q,k G0
)
=
(
(USq,kQ)
(qd−(q−1)n) UG′0P
)
= U
(
S
(qd−(q−1)n)
q,k G
′
0
)


Q
. . .
Q
P

 .
It follows that C ∼= C ′.
Lemma 4.4. Suppose that q ∈ {2, 3} and s ∈ Z≥0. Let B and B
′ be
[ℓ, k] codes over Fq with generator matrices M and M
′, respectively. Let
C and C ′ be [n, k] codes over Fq with generator matrices
(
S
(s)
q,k M
)
and(
S
(s)
q,k M
′
)
, respectively, where n = [k]q · s+ ℓ. If B 6∼= B
′, then C 6∼= C ′.
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Proof. Suppose that C ∼= C ′. By Lemma 2.2, there is a k × k nonsingular
matrix U and there is an n× n monomial matrix P such that(
S
(s)
q,k M
′
)
= U
(
S
(s)
q,k M
)
P. (12)
Since U is nonsingular, it follows from the definition of Sq,k that there is a
[k]q × [k]q monomial matrix P
∗ such that
Sq,k = (USq,k)P
∗. (13)
Define the n× n monomial matrix Q as follows:
Q = P−1


P ∗
. . .
P ∗
Im

 . (14)
From (12), (13) and (14), we have(
S
(s)
q,k M
′
)
=
(
(USq,kP
∗)(s) UMIm
)
Q−1
=
(
S
(s)
q,k UM
)
Q−1.
By Lemma 2.3, there is an m×m monomial matrix R such thatM ′ = UMR.
This implies that B ∼= B′.
We are now in a position to give the following characterization of LCD
codes with large minimum weights, which is the main result of this paper.
Theorem 4.5. Suppose that (q, k0) ∈ {(2, 3), (3, 2)}, qd − (q − 1)n ≥ 1,
k ≥ k0 and q · rq,n,k,d ≥ k, where rq,n,k,d is the integer defined in (2).
(i) There is a one-to-one correspondence between equivalence classes of
LCD [n, k, d] codes over Fq with dual distances d
⊥ ≥ 2 and equiva-
lence classes of LCD [q · rq,n,k,d, k, (q−1)rq,n,k,d] codes over Fq with dual
distances d⊥ ≥ 2.
(ii) If there is no LCD [q · rq,n,k,d, k, (q − 1)rq,n,k,d] code over Fq with dual
distance d⊥ ≥ 2, then there is no LCD [n, k, d] code over Fq.
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Proof. The assertion (i) follows from Lemmas 4.1, 4.3 and 4.4. The assertion
(ii) follows from Proposition 3.3 and (i) (or Lemma 4.1).
Roughly speaking, Theorem 4.5 (i) says that a classification of LCD codes
with large minimum weights for small length yields that of LCD codes with
large minimum weights for large length. In addition, Theorem 4.5 (ii) says
that the nonexistence of LCD codes with large minimum weights for small
length yields that of LCD codes with large minimum weights for large length.
4.2 Modification of Theorem 4.5
As the next step, we consider a modification of Theorem 4.5 by adding some
assumption (15) on minimum weights (Theorem 4.7). Assume that we write
n = [k]q · s+ t,
where s ∈ Z≥0 and t ∈ {0, 1, . . . , [k]q−1}. In addition, assume the following:
the minimum weight d is written as
d(s, t) = qk−1s+ α(t),
where α(t) is a constant depending on only t.
(15)
The condition q · d(s, t)− (q−1)([k]q · s+ t) ≥ 1 in Theorem 4.5 is equivalent
to the condition s ≥ s′
q,([k]q·s+t),k,d(s,t)
, where
s′q,([k]q·s+t),k,d(s,t) =
qrq,([k]q·s+t),k,d(s,t) − t
[k]q
+ 1. (16)
From (2), we have
rq,([k]q·s+t),k,d(s,t) = q
k−1([k]q · s+ t)− [k]q · d(s, t) = q
k−1t− [k]q · α(t). (17)
From (16) and (17), we have the following:
Lemma 4.6. Both rq,([k]q·s+t),k,d(s,t) and s
′
q,([k]q·s+t),k,d(s,t)
depend on only q, k, t
and do not depend on s.
Theorem 4.7. Suppose that (q, k0) ∈ {(2, 3), (3, 2)} and k ≥ k0. Write n =
[k]q · s+ t ≥ k, where s ∈ Z≥0 and t ∈ {0, 1, . . . , [k]q − 1}. Assume (15), that
is, d is written as d(s, t) = qk−1s+ α(t), where α(t) is a constant depending
on only t. Let r and s′ denote the integers rq,[k]q·s+t,k,d(s,t) and s
′
q,[k]q·s+t,k,d(s,t)
defined in (2) and (16), respectively. Suppose that qr ≥ k.
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(i) There is a one-to-one correspondence between equivalence classes of
LCD codes over Fq with dual distances d
⊥ ≥ 2 and parameters
[qr, k, (q − 1)r] = [[k]q · (s
′ − 1) + t, k, qk−1(s′ − 1) + α(t)], (18)
and equivalence classes of LCD codes over Fq with dual distances d
⊥ ≥ 2
and parameters
[[k]q · s+ t, k, q
k−1s+ α(t)], (19)
for every integer s ≥ s′.
(ii) If there is no LCD code over Fq with dual distance d
⊥ ≥ 2 and param-
eters (18), then there is no LCD code over Fq with parameters (19) for
every integer s.
Proof. From (16), we have
qr = [k]q(s
′ − 1) + t. (20)
From (17) and (20), we have
(q − 1)r =
q − 1
q
([k]q(s
′ − 1) + t)
= qk−1(s′ − 1) +
1
q
(−(s′ − 1) + t(q − 1))
= qk−1(s′ − 1) + α(t).
(21)
The assertion (i) follows from Theorem 4.5, Lemma 4.6, (20) and (21).
For s ≥ s′, the assertion (ii) follows directly from (i). Consider the case
s < s′ − 1. Suppose that there is an LCD [[k]q · s
′′ + t, k, qk−1s′′ + α(t)]
code over Fq for some s
′′ < s′ − 1. Then, by Lemma 3.5, there is an LCD
[[k]q ·(s
′−1)+t, k, qk−1(s′−1)+α(t)] code over Fq. This is a contradiction.
The above theorem can be regarded as a slight improvement of Theo-
rem 4.5 under the assumption (15). Roughly speaking, Theorem 4.7 (i) says
that a classification of LCD codes with large minimum weights for small
length yields that of LCD codes with large minimum weights for a family
of lengths. In addition, Theorem 4.7 (ii) says that the nonexistence of LCD
codes with large minimum weights for small length yields that of LCD codes
with large minimum weights for a family of lengths.
By using Theorem 4.7, we complete the determination of the largest min-
imum weights dq(n, k) and a classification of optimal LCD [n, k] codes over
Fq for k ≤ 6 − q and q ∈ {2, 3} in Sections 6 and 7. We remark that the
assumption (15) is automatically satisfied for our study in these sections.
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5 Classification method
In Sections 6 and 7, by Theorem 4.5, we complete the determination of the
largest minimum weights dq(n, k) and a classification of optimal LCD [n, k]
codes over Fq for k ≤ 6 − q and q ∈ {2, 3}. These results are obtained
by showing the nonexistence of LCD codes with large minimum weights and
giving a classification of optimal LCD codes for small lengths by the following
method.
Here we suppose that (q, k) ∈ {(2, 3), (2, 4), (3, 2), (3, 3)}. Any LCD [n, k]
code over Fq with dual distance d
⊥ ≥ 2 is equivalent to a code Cq,k(m) which
has generator matrix Gq,k(m) of form (7) for some m = (m1, m2, . . . , m[k]q) ∈
Z
[k]q
≥0 and n =
∑[k]q
i=1mi. In addition, any [n, k] code over Fq is equivalent to
some code with generator matrix of form
(
Ik A
)
, where A is a k× (n−k)
matrix. Hence, we may assume without loss of generality that
m1, m2, m4 ≥ 1 if (q, k) = (2, 3), m1, m2, m4, m8 ≥ 1 if (q, k) = (2, 4),
m1, m2 ≥ 1 if (q, k) = (3, 2), m1, m2, m5 ≥ 1 if (q, k) = (3, 3).
Fix parameters q, n, k and d. By considering all possible vectors m satisfying
the above condition and (9), we found all LCD [n, k, d] codes over Fq which
must be checked further for equivalences. For calculations of determinants of
GGT for generator matrices G, the NTL function determinant [21] was used.
Of course, if we found no LCD [n, k, d′] code over Fq for d ≤ d
′ ≤ gq(n, k),
then we have dq(n, k) ≤ d−1. After checking whether codes are equivalent or
not, we complete a classification of LCD [n, k, d] codes over Fq. We consider
the corresponding digraphs for equivalence testing, and we used nauty [19]
for digraph isomorphism testing (see [1, Section 5] for the details).
All computer calculations in this paper were done by programs in the
language C. Some verification was done by Magma [5]. Especially, when a
classification of LCD [n, k, d] codes over Fq with dual distances d
⊥ ≥ 2 was
done, we verified by Magma that all our codes are LCD [n, k, d] codes over
Fq with dual distances d
⊥ ≥ 2 and inequivalent codes.
6 Binary optimal LCD codes
6.1 Binary optimal LCD codes of dimension 3
The largest minimum weights d2(n, 3) were determined in [12] (see Table 1
for d2(n, 3)). In addition, a classification of binary optimal LCD [n, 3] codes
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was given in [12] for n ≡ 0, 2, 3, 5 (mod 7). In this subsection, a classification
of binary optimal LCD [n, 3] codes is given for n ≡ 1, 4, 6 (mod 7).
Table 1: Binary optimal LCD [n, 3] codes with dual distances d⊥ ≥ 2
n d2(n, 3) s
′ r N2(n, 3) Reference
7s 4s − 1 3 7 1 [12]
7s + 1 4s − 1 4 11 7 Proposition 6.2
7s + 2 4s 3 8 1 [12]
7s + 3 4s + 1 2 5 1 [12]
7s + 4 4s + 1 3 9 5 Proposition 6.2
7s + 5 4s + 2 2 6 1 [12]
7s + 6 4s + 2 3 10 5 Proposition 6.2
We apply Theorem 4.7 (i) to the case (q, k) = (2, 3). For n ≥ 4, write
n = 7s + t, where s ∈ Z≥0 and t ∈ {1, 4, 6}. Let r = r2,7s+t,3,d2(7s+t,3) and
s′ = s′2,7s+t,3,d2(7s+t,3) be the integers defined in (2) and (16), respectively. For
each 7s + t, we list d2(7s + t, 3), s
′ and r in Table 1. Then d2(7s + t, 3) is
written as 4s+α(t), where α(t) is a constant depending on only t. Since the
minimum weight satisfies the assumption (15) in Theorem 4.7, we have the
following:
Proposition 6.1. There is a one-to-one correspondence between equivalence
classes of binary LCD [2r, 3, r] codes with dual distances d⊥ ≥ 2 and equiva-
lence classes of binary LCD [7s+ t, 3, d2(7s+ t, 3)] codes with dual distances
d⊥ ≥ 2 for every integer s ≥ s′.
A classification of binary optimal LCD [n, 3] codes was done for n ≤ 25 [1,
Table 3]. We calculated the numbers N2(n, 3) of inequivalent binary optimal
LCD [n, 3] codes with dual distances d⊥ ≥ 2, where the numbers N2(n, 3)
are listed in Table 2.
• Case s ≥ s′: Since N2(18, 3) = 5, N2(20, 3) = 5 and N2(22, 3) = 7,
by Proposition 6.1, we have a classification of binary optimal LCD
[7s+ t, 3] codes with dual distances d⊥ ≥ 2 for s ≥ s′.
• Case s < s′: From Table 2, it is known that N2(15, 3) = N2(22, 3) = 7,
N2(11, 3) = N2(18, 3) = 5 and N2(13, 3) = N2(20, 3) = 5.
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Table 2: N2(n, 3)
n N2(n, 3) n N2(n, 3) n N2(n, 3) n N2(n, 3)
4 1 10 1 16 1 22 7
5 1 11 5 17 1 23 1
6 2 12 1 18 5 24 1
7 1 13 5 19 1 25 5
8 2 14 1 20 5
9 1 15 7 21 1
Therefore, we have the following:
Proposition 6.2. (i) There are 7 inequivalent binary optimal LCD [7s+
1, 3] codes with dual distances d⊥ ≥ 2 for every integer s ≥ 2.
(ii) Suppose that t ∈ {4, 6}. Then there are 5 inequivalent binary optimal
LCD [7s+t, 3] codes with dual distances d⊥ ≥ 2 for every integer s ≥ 1.
Remark 6.3. If there is a binary [n, n− 3, d] code with d ≥ 3, then n ≤ 7 by
the sphere-packing bound. Thus, the dual distances of all the codes in the
above proposition are exactly 2.
By Lemma 3.1, the above proposition completes a classification of binary
optimal LCD codes of dimension 3.
6.2 Binary optimal LCD codes of dimension 4
In this subsection, we give a classification of binary optimal LCD codes of
dimension 4.
6.2.1 Determination of d2(n, 4)
It is known that
d2(n, 4) =
{⌊
8n
15
⌋
if n ≡ 5, 9, 13 (mod 15),⌊
8n
15
⌋
− 1 if n ≡ 2, 3, 4, 6, 10 (mod 15),
d2(n, 4) ≥
{⌊
8n
15
⌋
− 1 if n ≡ 1, 7, 8, 11, 12, 14 (mod 15),⌊
8n
15
⌋
− 2 if n ≡ 0 (mod 15),
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[2, Theorem 1 and Proposition 1].
By Lemma 3.4, there is no binary LCD [15s, 4, 8s] code for every positive
integer s. We apply Theorem 4.7 (ii) to the case (q, k) = (2, 4). For n ≥ 7,
write n = 15s + t, where s ∈ Z≥0 and t ∈ {0, 1, 7, 8, 11, 12, 14}. Suppose
that d(s, t) = 8s − 1 if t = 0 and d(s, t) = g2(15s + t, 4) otherwise. Let
r = r2,15s+t,4,d(s,t) be the integer defined in (2). For each 15s+ t, we list d(s, t)
and r in Table 3. Then d(s, t) is written as 8s+α(t), where α(t) is a constant
depending on only t. Since the minimum weight satisfies the assumption (15)
in Theorem 4.7, we have the following:
Proposition 6.4. If there is no binary LCD [2r, 4, r] code with dual distance
d⊥ ≥ 2, then there is no binary LCD [15s+ t, 4, d(s, t)] code for every integer
s.
Table 3: d(s, t) and r in Proposition 6.4
n d(s, t) r n d(s, t) r
15s 8s− 1 15 15s + 11 8s + 5 13
15s + 1 8s 8 15s + 12 8s + 6 6
15s + 7 8s+ 3 11 15s + 14 8s + 7 7
15s + 8 8s+ 4 4
It is known that there is no binary LCD [2r, 4, r] code for
r ∈ {4, 6, 7, 8, 11, 13, 15},
[2, Table 14 and Proposition 2] and [12, Table 3]. By Proposition 6.4, we
have the following:
Proposition 6.5. Suppose that n ≥ 4. Then
d2(n, 4) =


⌊
8n
15
⌋
if n ≡ 5, 9, 13 (mod 15),⌊
8n
15
⌋
− 1 if n ≡ 1, 2, 3, 4, 6, 7, 8, 10, 11, 12, 14 (mod 15),⌊
8n
15
⌋
− 2 if n ≡ 0 (mod 15).
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6.2.2 Classification of binary optimal LCD codes of dimension 4
We apply Theorem 4.7 (i) to the case (q, k) = (2, 4). For n ≥ 4, write n =
15s+ t, where s ∈ Z≥0 and t ∈ {0, 1, . . . , 14}. Let r = r2,15s+t,4,d2(15s+t,4) and
s′ = s′2,15s+t,4,d2(15s+t,4) be the integers defined in (2) and (16), respectively.
For each 15s+ t, we list d2(15s+ t, 4), s
′ and r in Table 4. Then d2(15s+ t, 4)
is written as 8s + α(t), where α(t) is a constant depending on only t. Since
the minimum weight satisfies the assumption (15) in Theorem 4.7, we have
the following:
Proposition 6.6. There is a one-to-one correspondence between equivalence
classes of binary LCD [2r, 4, r] codes with dual distances d⊥ ≥ 2 and equiva-
lence classes of binary LCD [15s+t, 4, d2(15s+t, 4)] codes with dual distances
d⊥ ≥ 2 for every integer s ≥ s′.
Table 4: Binary optimal LCD [n, 4] codes with dual distances d⊥ ≥ 2
n d2(n, 4) s
′ r N2(n, 4)
15s 8s − 2 5 30 404
15s + 1 8s − 1 4 23 10
15s + 2 8s 3 16 2
15s + 3 8s 4 24 39
15s + 4 8s + 1 3 17 2
15s + 5 8s + 2 2 10 1
15s + 6 8s + 2 3 18 10
15s + 7 8s + 2 4 26 121
15s + 8 8s + 3 3 19 2
15s + 9 8s + 4 2 12 1
15s+ 10 8s + 4 3 20 11
15s+ 11 8s + 4 4 28 151
15s+ 12 8s + 5 3 21 9
15s+ 13 8s + 6 2 14 2
15s+ 14 8s + 6 3 22 33
A classification of binary LCD codes was done in [1, Table 6] for lengths
up to 13. We calculated the numbers N2(n, 4) of the inequivalent binary
optimal LCD [n, 4] codes with dual distances d⊥ ≥ 2, where the numbers
N2(n, 4) are listed in Table 5.
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Table 5: N2(n, 4)
n N2(n, 4) n N2(n, 4) n N2(n, 4) n N2(n, 4)
5 1 16 7 27 9 40 11
6 3 17 2 28 2 41 151
7 5 18 20 29 33 42 9
8 1 19 2 30 310 44 33
9 1 20 1 31 10 45 404
10 4 21 10 32 2 46 10
11 15 22 76 33 39 48 39
12 6 23 2 34 2 52 121
13 2 24 1 36 10 56 151
14 14 25 11 37 121 60 404
15 73 26 106 38 2
• Case s ≥ s′: By the method given in Section 5, our computer search
completes a classification of binary LCD [2r, 4, r] codes with dual dis-
tances d⊥ ≥ 2 for
r ∈ {10, 12, 14, 16, 17, 18, 19, 20, 21, 22, 23, 24, 26, 28, 30}.
The numbers N2(2r, 4) of the inequivalent binary LCD [2r, 4, r] codes
with dual distances d⊥ ≥ 2 are listed in Table 5. These codes B2r,4,i (i ∈
{1, 2, . . . , N2(2r, 4)}) are presented by codes C2,4(m) with generator ma-
trices G2,4(m) of form (7). For r ∈ {10, 12, 14, 16, 17, 19}, in order to
display the codes B2r,4,i, the vectors m are listed in Table 6. For all the
parameters r, the vectorsm are available at http://www.math.is.tohoku.ac.jp/~mharada/AHS.
By Proposition 6.6, we have a classification of binary optimal LCD
[15s+ t, 4] codes with dual distances d⊥ ≥ 2 for s ≥ s′.
• Case s < s′: By the method given in Section 5, our computer search
completes a classification of binary optimal LCD [n, 4] codes with dual
distances d⊥ ≥ 2 for
n ∈ {14, 15, 16, 17, 18, 19, 21, 22, 23, 25, 26, 27, 29, 30, 31, 33, 37, 41, 45}.
The numbers N2(n, 4) are listed in Table 5. These codes Bn,4,i (i ∈
{1, 2, . . . , N2(n, 4)}) are presented by codes C2,4(m) with generator ma-
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Table 6: Bn,4,i
C2,4(m) (2r, r) m
B20,4,1 (20, 10) (2, 2, 1, 2, 1, 1, 1, 2, 1, 1, 1, 1, 1, 1, 2)
B24,4,1 (24, 12) (2, 2, 2, 2, 2, 1, 1, 2, 1, 2, 1, 2, 1, 1, 2)
B28,4,1 (28, 14) (3, 3, 1, 3, 1, 1, 2, 3, 1, 1, 2, 1, 2, 2, 2)
B28,4,2 (2, 2, 1, 3, 2, 2, 2, 3, 2, 2, 2, 1, 1, 1, 2)
B32,4,1 (32, 16) (3, 3, 2, 3, 2, 1, 2, 3, 1, 2, 2, 2, 2, 2, 2)
B32,4,2 (3, 3, 1, 3, 2, 1, 3, 3, 1, 2, 3, 2, 2, 2, 1)
B34,4,1 (34, 17) (3, 3, 2, 3, 2, 2, 2, 3, 2, 2, 2, 2, 2, 2, 2)
B34,4,2 (3, 3, 2, 3, 2, 2, 1, 3, 2, 2, 2, 2, 2, 2, 3)
B38,4,1 (38, 19) (3, 3, 3, 3, 3, 2, 2, 3, 2, 3, 2, 3, 2, 2, 2)
B38,4,2 (3, 3, 3, 3, 3, 2, 1, 3, 2, 3, 2, 3, 2, 2, 3)
C2,4(m) (n, d) m
B17,4,1 (17, 8) (2, 2, 1, 2, 1, 0, 1, 2, 0, 1, 1, 1, 1, 1, 1)
B17,4,2 (2, 2, 0, 2, 1, 0, 2, 2, 0, 1, 2, 1, 1, 1, 0)
B19,4,1 (19, 9) (2, 2, 1, 2, 1, 1, 1, 2, 1, 1, 1, 1, 1, 1, 1)
B19,4,2 (2, 2, 1, 2, 1, 1, 0, 2, 1, 1, 1, 1, 1, 1, 2)
B23,4,1 (23, 11) (2, 2, 2, 2, 2, 1, 1, 2, 1, 2, 1, 2, 1, 1, 1)
B23,4,2 (2, 2, 2, 2, 2, 1, 0, 2, 1, 2, 1, 2, 1, 1, 2)
trices G2,4(m) of form (7). For (n, d) ∈ {(17, 8), (19, 9), (23, 11)}, in or-
der to display the codes Bn,4,i, the vectors m are listed in Table 6. For
all the lengths n, the vectorsm are available at http://www.math.is.tohoku.ac.jp/~mharada/AHS.
Therefore, we have the following:
Proposition 6.7. (i) There are 404 inequivalent binary optimal LCD [15s, 4]
codes with dual distances d⊥ ≥ 2 for every integer s ≥ 3.
(ii) Suppose that t ∈ {1, 6}. Then there are 10 inequivalent binary optimal
LCD [15s + t, 4] codes with dual distances d⊥ ≥ 2 for every integer
s ≥ 2 if t = 1 and s ≥ 1 if t = 6.
(iii) Suppose that t ∈ {2, 4, 8, 13}. Then there are 2 inequivalent binary
optimal LCD [15s + t, 4] codes with dual distances d⊥ ≥ 2 for every
integer s ≥ 1 if t ∈ {2, 4, 8} and s ≥ 0 if t = 13.
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(iv) There are 39 inequivalent binary optimal LCD [15s + 3, 4] codes with
dual distances d⊥ ≥ 2 for every integer s ≥ 2.
(v) Suppose that t ∈ {5, 9}. Then there is a unique binary optimal LCD
[15s+ t, 4] code with dual distance d⊥ ≥ 2, up to equivalence, for every
integer s ≥ 2.
(vi) There are 121 inequivalent binary optimal LCD [15s + 7, 4] codes with
dual distances d⊥ ≥ 2 for every integer s ≥ 2.
(vii) There are 11 inequivalent binary optimal LCD [15s + 10, 4] codes with
dual distances d⊥ ≥ 2 for every integer s ≥ 1.
(viii) There are 151 inequivalent binary optimal LCD [15s+11, 4] codes with
dual distances d⊥ ≥ 2 for every integer s ≥ 2.
(ix) There are 9 inequivalent binary optimal LCD [15s + 12, 4] codes with
dual distances d⊥ ≥ 2 for every integer s ≥ 1.
(x) There are 33 inequivalent binary optimal LCD [15s + 14, 4] codes with
dual distances d⊥ ≥ 2 for every integer s ≥ 1.
Remark 6.8. If there is a binary [n, n−4, d] code with d ≥ 3, then n ≤ 15 by
the sphere-packing bound. Thus, the dual distances of all the codes in the
above proposition are exactly 2.
By Lemma 3.1, the above proposition completes a classification of binary
optimal LCD codes of dimension 4.
7 Ternary optimal LCD codes
7.1 Ternary optimal LCD codes of dimension 2
In this subsection, we give a classification of ternary optimal LCD codes of
dimension 2.
7.1.1 Determination of d3(n, 2)
Here we show that d3(n, 2) =
⌊
3n
4
⌋
if n ≡ 1, 2 (mod 4) and d3(n, 2) =
⌊
3n
4
⌋
−1
if n ≡ 0, 3 (mod 4).
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It is trivial that F23 is the ternary LCD [2, 2, 1] code. By [1, Propo-
sition 5 and Table 4], there is a ternary LCD [n, 2, d] code for (n, d) ∈
{(3, 1), (4, 2), (5, 3)}. Suppose that d = g3(n, 2) if n ≡ 1, 2 (mod 4) and
d = g3(n, 2)−1 otherwise, where the values g3(n, 2) are listed in Table 7. By
Lemma 3.5, ternary LCD [n, 2, d] codes are constructed for n ≥ 2.
Table 7: g3(n, 2)
n g3(n, 2) n g3(n, 2)
4s 3s 4s+ 2 3s+ 1
4s + 1 3s 4s+ 3 3s+ 2
By Lemma 3.4, there is no ternary LCD [4s, 2, 3s] code for every positive
integer s. We investigate the existence of a ternary LCD [4s+3, 2, g3(4s+3, 2)]
code. Then g3(4s + 3, 2) is written as 3s + 2. Thus, the minimum weight
satisfies the assumption (15) in Theorem 4.7. Also, there is no ternary LCD
[3, 2, 2] code [1, Proposition 5]. Hence, by applying Theorem 4.7 (ii), we have
the following:
Proposition 7.1. There is no ternary LCD [4s+3, 2, 3s+2] code for every
positive integer s.
Therefore, we have the following:
Proposition 7.2. Suppose that n ≥ 2. Then
d3(n, 2) =
{⌊
3n
4
⌋
if n ≡ 1, 2 (mod 4),⌊
3n
4
⌋
− 1 if n ≡ 0, 3 (mod 4).
Remark 7.3. After we completed this work, we became aware of [20], where
the above proposition was given by using an elementary method.
7.1.2 Classification of ternary optimal LCD codes of dimension 2
We apply Theorem 4.7 (i) to the case (q, k) = (3, 2). For n ≥ 2, write
n = 4s + t, where s ∈ Z≥0 and t ∈ {0, 1, 2, 3}. Let r = r3,4s+t,2,d3(4s+t,2) and
s′ = s′3,4s+t,2,d3(4s+t,2) be the integers defined in (2) and (16), respectively. For
each 4s + t, we list d3(4s + t, 2), s
′ and r in Table 8. Then d3(4s + t, 2) is
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written as 3s+α(t), where α(t) is a constant depending on only t. Since the
minimum weight satisfies the assumption (15) in Theorem 4.7, we have the
following:
Proposition 7.4. There is a one-to-one correspondence between equivalence
classes of ternary LCD [3r, 2, 2r] codes with dual distances d⊥ ≥ 2 and equiv-
alence classes of ternary LCD [4s+t, 2, d3(4s+t, 2)] codes with dual distances
d⊥ ≥ 2 for every integer s ≥ s′.
Table 8: Ternary optimal LCD [n, 2] codes with dual distances d⊥ ≥ 2
n d3(n, 2) s
′ r N3(n, 2)
4s 3s− 1 4 4 2
4s+ 1 3s 3 3 1
4s+ 2 3s+ 1 2 2 1
4s+ 3 3s+ 1 4 5 3
Table 9: N3(n, 2)
n N3(n, 2) n N3(n, 2) n N3(n, 2) n N3(n, 2)
3 1 6 1 9 1 12 2
4 2 7 2 10 1 15 3
5 1 8 2 11 3
A classification of ternary LCD codes is known [1, Table 4] for lengths
up to 10. We calculated the numbers N3(3r, 2) of inequivalent ternary LCD
[3r, 2, 2r] codes with dual distances d⊥ ≥ 2, where the numbers N3(3r, 2) are
listed in Table 9.
• Case s ≥ s′: From Table 9, it is known that N3(6, 2) = 1 and N3(9, 2) =
1. By the method given in Section 5, our computer search completes a
classification of ternary LCD [3r, 2, 2r] codes with dual distances d⊥ ≥
2 for r ∈ {4, 5}. The numbers N3(3r, 2) are listed in Table 9. For
n ∈ {12, 15}, the codes Tn,2,i (i ∈ {1, 2, . . . , N3(n, 2)}) are presented by
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codes C3,2(m) with generator matrices G3,2(m) of form (7). In order
to display the codes Tn,2,i, the vectors m are listed in Table 10. By
Proposition 7.4, we have a classification of ternary optimal LCD [4s+
t, 2] codes with dual distances d⊥ ≥ 2 for s ≥ s′.
• Case s < s′: By the method given in Section 5, our computer search
shows that there are 3 inequivalent ternary optimal LCD [11, 2, 7] codes
with dual distances d⊥ ≥ 2. The codes T11,2,i (i ∈ {1, 2, 3}) are pre-
sented by codes C3,2(m) with generator matrices G3,2(m) of form (7).
In order to display the codes T11,2,i, the vectors m are listed in Table 10.
Therefore, we have the following:
Proposition 7.5. (i) There are 2 inequivalent ternary optimal LCD [4s, 2]
codes with dual distances d⊥ ≥ 2 for every integer s ≥ 1.
(ii) Suppose that t ∈ {1, 2}. Then there is a unique ternary optimal LCD
[4s + t, 2] code with dual distance d⊥ ≥ 2, up to equivalence, for every
integer s ≥ 1.
(iii) There are 3 inequivalent ternary optimal LCD [4s+3, 2] codes with dual
distances d⊥ ≥ 2 for every integer s ≥ 2.
Remark 7.6. If there is a ternary [n, n− 2, d] code with d ≥ 3, then n ≤ 4 by
the sphere-packing bound. Since d3(4, 2) ≤ 2, the dual distances of all the
codes in the above proposition are exactly 2.
By Lemma 3.1, the above proposition completes a classification of ternary
optimal LCD codes of dimension 2.
Table 10: Tn,2,i
C3,2(m) (n, d) m C3,2(m) (n, d) m
T11,2,1 (11, 7) (4, 4, 3, 0) T12,2,2 (12, 8) (3, 4, 3, 2)
T11,2,2 (11, 7) (3, 4, 3, 1) T15,2,1 (15, 10) (5, 5, 4, 1)
T11,2,3 (11, 7) (3, 4, 2, 2) T15,2,2 (15, 10) (4, 5, 4, 2)
T12,2,1 (12, 8) (4, 4, 2, 2) T15,2,3 (15, 10) (4, 5, 3, 3)
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7.2 Ternary optimal LCD codes of dimension 3
In this subsection, we give a classification of ternary optimal LCD codes of
dimension 3.
7.2.1 Determination of d3(n, 3)
Here we show that d3(n, 3) =
⌊
9n
13
⌋
if n ≡ 4, 7, 10 (mod 13) and d3(n, 3) =⌊
9n
13
⌋
− 1 if n ≡ 0, 1, 2, 3, 5, 6, 8, 9, 11, 12 (mod 13).
It is trivial that F33 is the ternary LCD [3, 3, 1] code. By [1, Propo-
sition 5 and Table 4], there is a ternary LCD [n, 3, d] code for (n, d) ∈
{(4, 2), (5, 2), (6, 3), (7, 4), (8, 4), (9, 5), (10, 6)}. By considering codes C3,3(m)
with generator matrices G3,3(m) of form (7), we found ternary LCD [n, 3, d]
codes Tn,3 for (n, d) ∈ {(11, 6), (12, 7), (13, 8), (14, 8), (15, 9)}. In order to
display the codes Tn,3, the vectors m are listed in Table 11. Suppose that
d = g3(n, 3) if n ≡ 2, 3, 4, 6, 7, 10 (mod 13) and d = g3(n, 3) − 1 otherwise,
where the values g3(n, 3) are listed in Table 12. By Lemma 3.5, ternary LCD
[n, 3, d] codes are constructed for n ≥ 3.
Table 11: Tn,3
C3,3(m) (n, d) m
T11,3 (11, 6) (1, 2, 2, 0, 1, 1, 0, 0, 2, 0, 0, 0, 2)
T12,3 (12, 7) (1, 1, 1, 0, 1, 2, 2, 0, 2, 0, 0, 0, 2)
T13,3 (13, 8) (1, 1, 2, 0, 1, 2, 1, 0, 2, 0, 0, 2, 1)
T14,3 (14, 8) (1, 1, 2, 0, 2, 2, 2, 0, 2, 0, 0, 0, 2)
T15,3 (15, 9) (1, 1, 2, 0, 1, 2, 2, 0, 2, 0, 0, 2, 2)
By Lemma 3.4, there is no ternary LCD [13s, 3, 9s] code for every positive
integer s. We apply Theorem 4.5 (ii) to the case (q, k) = (3, 3). For n ≥ 5,
write n = 13s + t, where s ∈ Z≥0 and t ∈ {1, 5, 8, 9, 11, 12}. Suppose that
d(s, t) = g3(13s + t, 3). Let r = r3,13s+t,3,d(s,t) be the integer defined in (2).
For each 13s+ t, we list d(s, t) and r in Table 13. Then d(s, t) is written as
9s+ α(t), where α(t) is a constant depending on only t. Since the minimum
weight satisfies the assumption (15) in Theorem 4.7, we have the following:
Proposition 7.7. If there is no ternary LCD [3r, 3, 2r] code with dual dis-
tance d⊥ ≥ 2, then there is no ternary LCD [13s+ t, 3, d(s, t)] code for every
integer s.
27
Table 12: g3(n, 3)
n g3(n, 3) n g3(n, 3) n g3(n, 3)
13s 9s 13s + 5 9s+ 3 13s + 10 9s+ 6
13s + 1 9s 13s + 6 9s+ 3 13s + 11 9s+ 7
13s + 2 9s 13s + 7 9s+ 4 13s + 12 9s+ 8
13s + 3 9s+ 1 13s + 8 9s+ 5
13s + 4 9s+ 2 13s + 9 9s+ 6
Table 13: d(s, t) and r in Proposition 7.7
n d(s, t) r n d(s, t) r
13s + 1 9s 9 13s + 9 9s + 6 3
13s + 5 9s+ 3 6 13s + 11 9s + 7 8
13s + 8 9s+ 5 7 13s + 12 9s + 8 4
It is known that there is no ternary LCD [9, 3, 6] code [1, Table 4]. By
the method given in Section 5, our computer search shows that there is no
ternary LCD [3r, 3, 2r] code with dual distance d⊥ ≥ 2 for r ∈ {4, 6, 7, 8, 9}.
By Proposition 7.7, we have the following:
Proposition 7.8. Suppose that n ≥ 3. Then
d3(n, 3) =
{⌊
9n
13
⌋
if n ≡ 4, 7, 10 (mod 13),⌊
9n
13
⌋
− 1 if n ≡ 0, 1, 2, 3, 5, 6, 8, 9, 11, 12 (mod 13).
7.2.2 Classification of ternary optimal LCD codes of dimension 3
We apply Theorem 4.5 (i) to the case (q, k) = (3, 3). For n ≥ 3, write n =
13s+ t, where s ∈ Z≥0 and t ∈ {0, 1, . . . , 12}. Let r = r3,13s+t,3,d3(13s+t,3) and
s′ = s′3,13s+t,3,d3(13s+t,3) be the integers defined in (2) and (16), respectively.
For each 13s + t, we list d3(n, 3), s
′ and r in Table 14. Then d3(13s + t, 3)
is written as 9s + α(t), where α(t) is a constant depending on only t. Since
the minimum weight satisfies the assumption (15) in Theorem 4.7, we have
the following:
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Proposition 7.9. There is a one-to-one correspondence between equivalence
classes of ternary LCD [3r, 2, 2r] codes with dual distances d⊥ ≥ 2 and equiva-
lence classes of ternary LCD [13s+t, 3, d3(13s+t, 3)] codes with dual distances
d⊥ ≥ 2 for every integer s ≥ s′.
Table 14: Ternary optimal LCD [n, 3] codes with dual distances d⊥ ≥ 2
n d3(n, 3) s
′ r N3(n, 3)
13s 9s − 1 4 13 3
13s + 1 9s − 1 6 22 144
13s + 2 9s 5 18 15
13s + 3 9s + 1 4 14 4
13s + 4 9s + 2 3 10 1
13s + 5 9s + 2 5 19 45
13s + 6 9s + 3 4 15 4
13s + 7 9s + 4 3 11 1
13s + 8 9s + 4 5 20 54
13s + 9 9s + 5 4 16 13
13s+ 10 9s + 6 3 12 1
13s+ 11 9s + 6 5 21 54
13s+ 12 9s + 7 4 17 15
• Case s ≥ s′: By the method given in Section 5, our computer search
completes a classification of ternary LCD [3r, 3, 2r] codes with dual
distances d⊥ ≥ 2 for r ∈ R, where
R = {10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22}.
The numbers N3(3r, 3) of inequivalent ternary LCD [3r, 3, 2r] codes
with dual distances d⊥ ≥ 2 are listed in Table 15. These codes T3r,3,i
(i ∈ {1, 2, . . . , N3(3r, 3)}) are presented by codes C3,3(m) with genera-
tor matrices G3,3(m) of form (7). For r ∈ {10, 11, 12}, in order to dis-
play the codes T3r,3,i, the vectorsm are listed in Table 16. For all the pa-
rameters r, the vectorsm are available at http://www.math.is.tohoku.ac.jp/~mharada/AHS.
By Proposition 7.9, we have a classification of ternary optimal LCD
[13s+ t, 3] codes with dual distances d⊥ ≥ 2 for s ≥ s′.
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Table 15: N3(n, 3)
n N3(n, 3) n N3(n, 3) n N3(n, 3) n N3(n, 3)
4 1 17 1 30 1 44 45
5 2 18 26 31 45 45 4
6 2 19 4 32 4 47 54
7 1 20 1 33 1 48 13
8 7 21 41 34 54 50 54
9 3 22 13 35 13 51 15
10 1 23 1 36 1 53 144
11 12 24 46 37 54 54 15
12 8 25 15 38 15 57 45
13 3 26 3 39 3 60 54
14 39 27 110 40 144 63 54
15 10 28 15 41 15 66 144
16 4 29 4 42 4
• Case s < s′: A classification of ternary LCD codes was done in [1,
Table 4] for lengths up to 10. For n ≤ 10, we calculated the numbers
N3(n, 3) of inequivalent ternary optimal LCD [n, 3] codes with dual
distances d⊥ ≥ 2, where the numbers N3(n, 3) are listed in Table 15.
By the method given in Section 5, our computer search completes a
classification of ternary optimal LCD [n, 3] codes with dual distances
d⊥ ≥ 2 for n ∈ N \ {3r | r ∈ R}, where
N = {11, 12, . . . , 42, 44, 45, 47, 48, 50, 51, 53, 54, 57, 60, 63, 66}.
The numbers N3(n, 3) are listed in Table 15. These codes Tn,3,i (i ∈
{1, 2, . . . , N3(n, 3)}) are presented by codes C3,3(m) with generator ma-
trices G3,3(m) of form (7). For (n, d) ∈ {(17, 11), (20, 13), (23, 15)}, in
order to display the codes Tn,3,i, the vectorsm are listed in Table 16. For
all the lengths n, the vectorsm are available at http://www.math.is.tohoku.ac.jp/~mharada/AHS.
Therefore, we have the following:
Proposition 7.10. (i) There are 3 inequivalent ternary optimal LCD [13s, 3]
codes with dual distances d⊥ ≥ 2 for every integer s ≥ 1.
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Table 16: Ternary LCD [n, 3, d] codes Tn,3,i
C3,3(m) (3r, 2r) m
T30,3,1 (30, 20) (3, 3, 2, 2, 3, 2, 2, 3, 2, 2, 2, 2, 2)
T33,3,1 (33, 22) (3, 3, 3, 2, 3, 3, 3, 3, 2, 2, 2, 2, 2)
T36,3,1 (36, 24) (3, 3, 3, 3, 3, 3, 3, 3, 2, 3, 3, 2, 2)
C3,3(m) (n, d) m
T17,3,1 (17, 11) (2, 2, 1, 1, 2, 1, 1, 2, 1, 1, 1, 1, 1)
T20,3,1 (20, 13) (2, 2, 2, 1, 2, 2, 2, 2, 1, 1, 1, 1, 1)
T23,3,1 (23, 15) (2, 2, 2, 2, 2, 2, 2, 2, 1, 2, 2, 1, 1)
(ii) There are 144 inequivalent ternary optimal LCD [13s+1, 3] codes with
dual distances d⊥ ≥ 2 for every integer s ≥ 3.
(iii) Suppose that t ∈ {2, 12}. Then there are 15 inequivalent ternary opti-
mal LCD [13s+ t, 3] codes with dual distances d⊥ ≥ 2 for every integer
s ≥ 2 if t = 2 and s ≥ 1 if t = 12.
(iv) Suppose that t ∈ {3, 6}. Then there are 4 inequivalent ternary optimal
LCD [13s + t, 3] codes with dual distances d⊥ ≥ 2 for every integer
s ≥ 1.
(v) Suppose that t ∈ {4, 7, 10}. Then there is a unique ternary optimal
LCD [13s+ t, 3] code with dual distance d⊥ ≥ 2, up to equivalence, for
every integer s ≥ 0.
(vi) There are 45 inequivalent ternary optimal LCD [13s + 5, 3] codes with
dual distances d⊥ ≥ 2 for every integer s ≥ 2.
(vii) Suppose that t ∈ {8, 11}. Then there are 54 inequivalent ternary opti-
mal LCD [13s+ t, 3] codes with dual distances d⊥ ≥ 2 for every integer
s ≥ 2.
(viii) There are 13 inequivalent ternary optimal LCD [13s + 9, 3] codes with
dual distances d⊥ ≥ 2 for every integer s ≥ 1.
Remark 7.11. If there is a ternary [n, n− 3, d] code with d ≥ 3, then n ≤ 13
by the sphere-packing bound. Let Tn,3,1 denote the unique ternary optimal
LCD [n, 3] code for n ∈ {4, 7, 10}. The dual distances of all the codes except
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Tn,3,1 (n ∈ {4, 7, 10}) in the above proposition are exactly 2. The codes Tn,3,1
(n ∈ {4, 7, 10}) have dual distances 3.
By Lemma 3.1, the above proposition completes a classification of ternary
optimal LCD codes of dimension 3.
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