Fuzzy Waste Load Allocation Model (FWLAM), developed in an earlier study, derives the optimal fractional levels, for the base flow conditions, considering the goals of the Pollution Control Agency (PCA) and dischargers. The Modified Fuzzy Waste Load Allocation Model (MFWLAM) developed subsequently is a stochastic model and considers the moments (mean, variance and skewness) of water quality indicators, incorporating uncertainty due to randomness of input variables along with uncertainty due to imprecision. The risk of low water quality is reduced significantly by using this modified model, but inclusion of new constraints leads to a low value of acceptability level, l, interpreted as the maximized minimum satisfaction in the system. The methodology is applied to a case study of the Tunga-Bhadra river system in south India.
INTRODUCTION
Waste load allocation (WLA) in streams refers to the determination of required pollutant treatment levels at a set of point sources of pollution to ensure that water quality standards are maintained throughout the stream. Water quality management problems are characterized by various types of uncertainties at different stages of the decisionmaking process to arrive at the optimal allocation of the assimilative capacity of the river system. The two types of uncertainties that influence the decision-making process are uncertainty due to randomness and uncertainty due to imprecision. Uncertainty due to randomness arises mainly due to the random nature of the input variables used in the water quality simulation model. Uncertainty due to imprecision or fuzziness is associated with describing the goals related to water quality and pollutant abatement.
There are three widely adopted approaches for addressing randomness in water-quality management models (Takyi & Lence 1999) . These are (i) chance-constrained optimization (Lohani & Thanh 1978 , 1979 Burn & Takyi & Lence 1994 ) and (iii) multiple realization approach (Burn & Lence 1992; Takyi & Lence 1999) . Another type of uncertainty prominent in the management of water quality systems is uncertainty due to imprecision or fuzziness associated with describing the goals related to water quality and pollutant abatement. Sasikumar & Mujumdar (1998 and Mujumdar & Sasikumar (2002) have addressed the uncertainty due to imprecision as well as randomness in a multiobjective framework. Fuzzy logic has been used for water quality management to model imprecision by Zhu et al. (2009) and Lermontov et al. (2009) . Recently, uncertainty resulting from the inexactness of parameter values in water quality management models has been addressed in Karmakar & Mujumdar (2007) and Nie et al. (2008) .
Starting with the FWLAM (Sasikumar & Mujumdar 1998 ) uncertainty due to randomness is incorporated in MFWLAM (Ghosh & Mujumdar 2006 ) by considering the basic statistics of the water quality indicator in the optimization model. The model considers the first three moments along with Chebyshev's inequality to derive the optimal fractional removal levels. Inclusion of skewness and Chebyshev's inequality in MFWLAM requires two additional set of constraints. Incorporation of the new constraints, however, leads to a low value of acceptability level, l, which is interpreted as the maximized minimum satisfaction in a system with conflicting objectives.
To improve the acceptability level, l, a multiobjective model is developed in the present paper, allowing some violation in the new constraints, considering objectives of minimization of violations and maximization of acceptability level, l. Fuzzy multiobjective programming (Zimmermann 1978) , goal programming and fuzzy goal programming (Pal et al. 2003) are applied to solve the problem. A backward finite difference scheme of transport equation is used for the BOD-DO model. The basic statistics are derived from Monte Carlo simulation, which is intrinsic in the optimization model MFWLAM.
Probabilistic Global Search Lausanne (PGSL), a direct stochastic algorithm for global search, developed by Raphael & Smith (2000) , is used as an optimization tool for nonlinear optimization. The following sections provide a brief overview of FWLAM and MFWLAM, based on which the current work is developed.
FUZZY WASTE LOAD ALLOCATION MODEL
The fuzzy waste load allocation model (FWLAM) developed by Sasikumar & Mujumdar (1998) forms the basis for the optimization models developed in this study. The FWLAM is described using a general river system. The river consists of a set of dischargers that are allowed to release pollutants into the river after removing some fraction of the pollutants. These fractional removal levels of the pollutants are necessary to maintain an acceptable water quality condition in the river as prescribed by the pollution control agency (PCA). The acceptable water quality condition is ensured by checking the water quality in terms of water quality indicator levels (e.g. DO concentration) at a finite number of locations referred to as checkpoints. The following fuzzy optimization problem is formulated to take into account the fuzzy goals of the PCA and dischargers, which are in conflict with each other:
where c il is the concentration level of water quality indicator i at the checkpoint l of the river system. The The bounds of the water quality indicator are determined from Chebyshev's inequality. According to Chebyshev's inequality, the proportion of observations lying k standard deviation outside the mean value is at most 1/k 2 , which can be mathematically stated by
where Z ¼ a random variable; Z ¼ mean value of Z; s ¼ standard deviation and k $ 0. From Chebyshev's inequality:
Replacing Z by the water quality indicator c il :
In the present model the lower bound of the water quality indicator is modified as follows:
This ensures that the probability of water quality indicator level less than the acceptable level set by PCA is at most 1/k 2 :
Finally the MAX -MIN formulation of the model can be given by
Maximize l ð13Þ 
For nonlinear optimization Probabilistic Global Search
Lausanne (PGSL), a global search algorithm, is applied.
Details of the algorithm may be found in .
COMBINATION OF TWO MODELS: A MULTIOBJECTIVE APPROACH
In MFWLAM, some of the constraints of FWLAM are modified and new constraints are included. The constraints (2) and (4) are modified to (14) and (18 (16) and (17) 
Minimize v 2 ð23Þ
where v 1 is the violation of constraint (16) and is given by
Similarly, v 2 is the violation of constraint (17) and
As the newly introduced two constraints (16) and (17) are relaxed in the model, it will lead to a higher value of minimum acceptability level as compared to MFWLAM.
Inclusion of the objective functions of minimization of violations of the two constraints will also lead to better water quality as compared to the FWLAM, as the skewness of water quality and Chebyshev's inequality are now involved in the model. Different multiobjective programming techniques are used to solve the problem.
Fuzzy multiobjective programming (FMOP), goal programming and fuzzy goal programming are used in the present study. For the water quality simulation a finite backwards difference technique (Chapra 1997 ) is used.
PGSL (Raphael & Smith 2000 Domer et al. 2003 ) is used to solve the nonlinear optimization problem, which is based on the assumption that better sets of points are more likely to be found in the neighborhood of good sets of points, therefore intensifying the search in regions that contain good solution . Tests on benchmark problems having multi-parameter nonlinear objective functions revealed that PGSL performs better than Genetic Algorithm and advanced algorithms for simulated annealing .
The PGSL algorithm consists of four nested cycles:
sampling cycle, probability updating cycle, focusing cycle and subdomain cycle. In the sampling cycle a number of points (say NSC) are generated randomly by generating a value for each variable according to the probability density function (pdf). Among them the best sample is selected. In a probability updating cycle the sampling cycle is invoked for a number of times (say NPUC). After each iteration, the pdf of each variable is modified. The interval containing the best solution is first selected and then the probability of that interval is multiplied by a factor greater than 1. The pdf thus generated is then modified to make the area under the density function equal to unity. This ensures that the sampling frequencies in regions containing good points are increased. In a focusing cycle, the probability updating cycle is repeated for NFC times. After each iteration, the search is increasingly focused on the interval containing the current best point. The interval containing the best point is divided into uniform subintervals. 50% probability is assigned to this interval. The remaining probability is then distributed to the region outside this interval in such a way so that the pdf decays exponentially from the best interval.
In the subdomain cycle, the focusing cycle is repeated NSDC times and, at the end of each iteration, the current search space is modified. In the beginning the entire space is searched, but in subsequent iterations a subdomain is selected for the search. The size of the subdomain decreases gradually and the solution converges to a point. PGSL is used in the present study with a penalty function (Ghosh & Mujumdar 2006 ) for constrained optimization. More details on this algorithm may be found in .
AN APPLICATION
Application of the model is illustrated through a case study of the Tunga -Bhadra river system shown schematically in Figure 2 . Details of the river system, effluent data, streamflow data and discretization may be found in Ghosh & Mujumdar (2006) . The water quality simulation model is a finite-difference-based BOD-DO model (Chapra 1997) .
The uncertainty information of the basic variables is taken from Brown & Barnwell (1987) and Subbarao et al. (2004) . 
Multiobjective programming: background
If f(y) is a real-valued function defined on R n , a multiobjective model can be defined by
where, solving the following model:
In this model a new variable, overall acceptability level 
where m l ¼ membership function for l, l þ ¼ best value of l and l 2 ¼ worst value of l.
Similarly, the violations at non-increasing membership functions are used because the objective is to minimize the violations of constraints: 
In the present model a new variable overall acceptability level (1) is introduced, making this less than or equal to the membership functions of the objectives using the fuzzy constraints ( (40), (41) and (42)). The objective is to maximize the overall acceptability level, which in turn finds out the non-inferior solution, making all the objectives as best as possible.
Goal programming
Goal programming is a technique often used in engineering design activities primarily to find a compromised solution which will simultaneously satisfy a number of design goals.
In this technique, the best values of the objective function are set to the target of the objective functions. The goal is to minimize the deviation of objective functions from their target. To minimize the deviations a MIN -MAX formulation is developed (Deb 1998) . The resulting formulation for the problem stated in Equations (31) and (32) is as follows:
Here, the parameter d becomes the maximum deviation in any goal from the corresponding target t. Minimization of d leads to minimization of all the deviations. For the objective function of maximizing l, the p value does not exist in the present case, as the resulting solution will always be less than the best or maximum value. Similarly for v 1 and v 2 , an n value does not exist, as the resulting solution will always be greater than the best (minimum) value. The weights z and d are set to 1, in Equation (50). Finally the following model is formulated:
The MIN-MAX model of goal programming thus derived is used in the present analysis.
Fuzzy goal programming
Fuzzy goal programming (Pal et al. 2003 Regarding this aspect of fuzzy programming problems, a goal programming approach seems to be most appropriate for the problem. Finally, the following fuzzy goal programming model is formulated, for the problem stated in
Equations (31) and (32):
where the objective function represents the fuzzy achievement function consisting of the weighted under deviational variables, where the numerical weights u j ($0), represent the relative importance of achieving the aspired levels of the respective fuzzy goals subject to the constraints set in the decision situation. To assess the relative importance of the fuzzy goals properly, the weighting scheme suggested by Mohamed (1997) can be used to assign the values to u j .
The values of weights u j , used in the present study as suggested by Mohamed (1997) , are given below:
where b j and w j are the best and worst values of the jth objective, respectively.
In the present study, suitable membership functions are assumed as fuzzy multiobjective programming (Equations (36), (37) and (38)). The targets of all the membership functions are set to 1. The objective is to minimize the weighted deviation from the target of each objective functions to derive the optimal fractional removal level.
The model is as follows:
The value of weights (u j , j ¼ 1,2,3) can be derived from Equation (70). An effort has been made to make the membership function values of different objectives as close as to 1 to obtain a non-inferior solution for the multiobjective model. The major advantage of this model is that it's a goal programming which considers the fuzzy membership functions, and the weights to the goals are predetermined.
RESULTS AND DISCUSSION
The PGSL method is used as an optimization tool to solve the nonlinear problem. Two sample cycles, 1 probability updating cycle, 80 focusing cycles and 30 subdomain cycles have been used in the present analysis.
The results of FWLAM and MFWLAM are shown in Table 1 . Due to the inclusion of new constraints (16) and (17) in MFWLAM the l value is decreased significantly, with an increase of fractional removal levels. In FWLAM the l value is 0.423, but in MFWLAM it is reduced to 0.219.
The constraints for skewness and Chebyshev's inequality Here for comparison purposes the fuzzy risk of low water quality of low water quality (Subbarao et al. 2004 ) is taken as a measure of the performance of the model. Fuzzy risk is defined as the probability of a fuzzy event of low water quality. Denoting the fuzzy set of low water quality, DO concentration and fuzzy risk of low water quality by W l , c l and r l , respectively, the fuzzy risk is rewritten in discrete form as
where c min l and c max l are the minimum and maximum concentration levels of DO obtained from MCS at checkpoint l. The subscript i for the water quality indicator may be added in Equation (80) 
It is possible to reduce the fuzzy risk significantly by using MFWLAM. At locations 1-3 and 2 -3 risks are reduced by 8.09% and 13.37%, respectively (Table 2 ). In the last three reaches the risks are reduced by 4.47%, 5.48% and 6.71%. For getting a compromise solution having a l value higher than that of MFWLAM, and the risk value lower than that of FWLAM, a combination of the two models are used.
In the fuzzy multiobjective programming technique, appropriate membership functions have been assumed for the objective functions (Equations (36), (37) and (38) and at the last three reaches the risk is reduced by 2.39%, 3.00% and 3.73% as compared to FWLAM. So, using this and fuzzy goal programming. Another important observation is that, compared to the goal programming technique, the fuzzy goal programming model increases the fractional removal levels of all the dischargers to its maximum possible value corresponding to the acceptability level (l). So the maximum reduction of risk is possible by using the fuzzy goal programming (Table 6 ). Therefore, a general conclusion can be drawn, that an optimistic decision-maker will use the fuzzy multiobjective programming technique, and a pessimistic decision maker will use fuzzy goal programming for this case study.
CONCLUSIONS
The methodologies for waste load allocation in a river water quality control problem are presented. FWLAM is a framework is a potential research area and will be a straightforward extension of the proposed model. It should be noted that the model is not applied to a benchmark problem. The model is applied to a real case study of the Tunga -Bhadra river system. FWLAM, MFWLAM and the proposed models are applied to the case study and the improvement of the results is presented.
Modified fuzzy waste load allocation model and the combined model do not limit their application to any particular pollutant or water quality parameter in the river system. Given an appropriate transfer equation for spatial and temporal distribution of the pollutant in a water body, the methodologies can be used to derive the optimal fractional removal levels. In a general sense, they are adaptable to various environmental systems where a sustainable and efficient use of the environment is of interest.
