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Abstract
We consider the generalized Segal–Bargmann transform Ct for a compact group K;
introduced in Hall (J. Funct. Anal. 122 (1994) 103). Let KC denote the complexiﬁcation of K:
We give a necessary-and-sufﬁcient pointwise growth condition for a holomorphic function on
KC to be in the image under Ct of C
NðKÞ: We also characterize the image under Ct of Sobolev
spaces on K: The proofs make use of a holomorphic version of the Sobolev embedding
theorem.
r 2004 Elsevier Inc. All rights reserved.
1. Introduction and statement of results
The Segal–Bargmann transform, in a form convenient for the purposes of this
paper, is the map Ct : L
2ðRdÞ-HðCdÞ given by
Ct f ðzÞ ¼
Z
Rd
ð2ptÞd=2eðzxÞ2=2tf ðxÞ dx; zACd : ð1Þ
Here ðz  xÞ2 ¼ ðz1  x1Þ2 þ?þ ðzd  xdÞ2 andHðCdÞ denotes the space of (entire)
holomorphic functions on Cd : It is easily veriﬁed that the integral in (1) is absolutely
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convergent for all zACd and that the result is a holomorphic function of z: If we
restrict attention to zARd ; then we may recognize the function
ð2ptÞd=2eðzxÞ2=2t ð2Þ
as the heat kernel for Rd ; that is, the integral kernel for the time-t heat operator. This
means that Ct f may alternatively be described as
Ct f ¼ analytic continuation of etD=2f : ð3Þ
Here the analytic continuation is from Rd to Cd with t ﬁxed, and etD=2 is the time-t
(forward) heat operator. (We take the Laplacian to be a negative operator and
follow the probabilists’ normalization of the heat operator.)
Theorem 1 (Segal–Bargmann). For each t40; the map Ct is a unitary map of L2ðRdÞ
onto HL2ðCd ; ntÞ: Here HL2ðCd ; ntÞ denotes the space of holomorphic functions
that are square-integrable with respect to the measure ntðzÞ dz; where dz denotes
2d-dimensional Lebesgue measure on Cd and where nt is the density given by
ntðx þ iyÞ ¼ ðptÞd=2ey2=t; x; yARd :
Our normalization of the Segal–Bargmann transform is different from that of
Segal [Se] and Bargmann [B1]; see [H5], [H8], or [H1] for a comparison of
normalizations. Note that the function nt is simply the heat kernel at the origin in the
y variable, evaluated at time t=2: (That is, to get nt; put z ¼ 0 in (2), replace x with y;
and replace t by t=2:)
One of the distinctive features of L2 spaces of holomorphic functions is that
‘‘pointwise evaluation is continuous.’’ This means, in the present setting, that for
each zACd ; the map F-FðzÞ is a continuous linear functional on HL2ðCd ; ntÞ: One
can shown (adapting a result of Bargmann [B1] to our normalization) that the norm
of the ‘‘evaluation at z’’ functional is precisely ð4ptÞd=4ey2=2t: This means that
elements F of HL2ðCd ; ntÞ satisfy the pointwise bounds
jFðx þ iyÞj2pAey2=t; ð4Þ
where the optimal value of A is ð4ptÞd=2jjF jj2L2ðCd ;ntÞ: Conversely, if a holomorphic
function F satisﬁes a polynomially better bound, say,
jFðx þ iyÞj2pA e
y2=t
1þ ðx2 þ y2Þdþe
; e40; ð5Þ
then, by direct calculation, F will be square-integrable with respect to the measure
ntðzÞ dz and thus will be in HL2ðCd ; ntÞ:
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Theorem 1 characterizes the image under Ct of L
2ðRdÞ exactly as a holomorphic
L2 space over Cd : The image of L2ðRdÞ can also be characterized by the necessary
pointwise bounds (4) and the slightly stronger sufﬁcient pointwise bounds (5). It is
natural to ask in addition for a characterization of other spaces of functions, for
example, the Schwarz space. The ‘‘polynomial closeness’’ between the necessary
bounds (4) and the sufﬁcient bounds (5) is a key ingredient in the following result of
Bargmann [B2, Theorem 1.7] (adapted, as always, to our normalization of the
transform).
Theorem 2 (Bargmann [B2]). Let SðRdÞ denote the Schwarz space. If F is a
holomorphic function on Cd then there exists fASðRdÞ with Ct f ¼ F if and only if F
satisfies
jFðx þ iyÞj2pAn e
y2=t
½1þ ðx2 þ y2Þ2n
for some sequence of constants An; n ¼ 1; 2; 3;y :
See also [H8] for related results. Roughly speaking, smoothness of f gives a
polynomial improvement in the behavior of F (compared to (4)) in the imaginary ðyÞ
directions, while decay at inﬁnity of f gives polynomial improvement of F in the real
ðxÞ directions.
The purpose of this paper is to obtain similar results for the generalized Segal–
Bargmann transform introduced in [H1]. (The paper [H1] was motivated by results
of Gross [Gr]. For more information about the generalized Segal–Bargmann
transform and its connections to the work of Gross, see [H7] and [H9]). Let K be an
arbitrary connected compact Lie group. Fix once and for all a bi-invariant
Riemannian metric on K and let DK denote the (negative) Laplacian operator with
respect to this metric. Let KC denote the complexiﬁcation of K ; which is a certain
complex Lie group containing K as a maximal compact subgroup. (For example, if
K ¼ UðnÞ then KC ¼ GLðn;CÞ:) Let dx denote the Haar measure on K ; normalized to
coincide with the Riemannian volume measure. Then, by analogy to the Rd case, we
deﬁne a map Ct : L
2ðK; dxÞ-HðKCÞ by
Ct f ¼ analytic continuation of etDK=2f :
It can be shown [H1, Section 4] that for any fAL2ðK ; dxÞ and any ﬁxed t40; etDK=2f
admits a unique analytic continuation from K to KC: One of the main results of [H1]
is the following.
Theorem 3. For each t40 there exists a smooth positive function nt on KC such that Ct
is a unitary isomorphism of L2ðK ; dxÞ onto HL2ðKC; ntÞ: Here HL2ðKC; ntÞ denotes the
space of holomorphic functions on KC that are square-integrable with respect to the
measure ntðgÞ dg; where dg is the Haar measure on KC:
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We will use a convenient normalization of the Haar measure on KC; given in (9)
below. As in the Rd case, the function nt is the ‘‘heat kernel at the origin in
the imaginary variables.’’ This means, more precisely, that nt is the heat kernel
at the identity coset for the noncompact symmetric space KC=K ; viewed as a
bi-K-invariant function on KC (and evaluated at time t=2). There is an explicit
formula for nt; due to Gangolli, which we will make use of repeatedly in what
follows. (See (10).)
In this paper, we consider the image under Ct of spaces other than L
2ðKÞ: Since K
is compact, there is no behavior at inﬁnity to worry about, and therefore the natural
function spaces to consider are ones with various degrees of smoothness. We will
consider Sobolev spaces on K and also CNðKÞ: In particular we will give (Theorem
5) a single necessary-and-sufﬁcient pointwise condition that a holomorphic function
must satisfy in order to be in the image under Ct of C
NðKÞ: This result is the analog
for a compact group of Bargmann’s result (Theorem 2) for Rd :
To describe our results we introduce polar coordinates on KC; which are analogous
to the coordinates z ¼ x þ iy on Cd : If k denotes the Lie algebra of K ; then the Lie
algebra of KC is kC :¼ k þ ik; and so we may consider the exponential mapping from
k þ ik into KC:
Proposition 4 (Polar coordinates). For each g in KC there exists a unique x in K and
Y in k such that
g ¼ xeiY ; xAK ; YAk: ð6Þ
Furthermore, the map ðx; Y Þ-xeiY is a diffeomorphism of K  k with KC:
This is a standard result in the case in which K is semisimple [Kn, Theorem 6.31]
and is easily extended to the general case, as discussed in Section 11 of [H1].
Consider, for example, the case K ¼ UðnÞ: Then KC ¼ GLðn;CÞ and the elements of
k ¼ uðnÞ are skew-self-adjoint matrices. Thus for YAk; iY will be self-adjoint and eiY
will be self-adjoint and positive. Thus the decomposition g ¼ xeiY for a matrix
gAGLðn;CÞ is the ordinary polar decomposition into the product of a unitary matrix
x and a positive matrix eiY :
Now let F be the unique Ad-K-invariant function on k whose restriction to any





sinh aðHÞ; HAt: ð7Þ
Here RCt denotes the set of real roots of k relative to t and Rþ denotes a set of
positive roots for this root system. We are now ready to state the main result of this
paper.
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Theorem 5. Suppose F is a holomorphic function on KC and t is a fixed positive
number. Then there exists fACNðKÞ with F ¼ Ct f if and only if F satisfies
jFðxeiY Þj2pAnFðYÞ e
jY j2=t
ð1þ jY j2Þ2n ð8Þ
for some sequence of constants An; n ¼ 1; 2; 3;y:
In the right-hand side of (8) we think of k as the tangent space to K at the identity.
Then jY j is computed with respect to the restriction of the bi-invariant metric on K
to k ¼ TeðKÞ:
Since the function F plays a critical role in this paper, it is worth taking a moment
to consider its behavior. If K is commutative then there are no roots and so we have
FðYÞ  1 ðcommutative caseÞ:
If K is semisimple then the roots span t and as a result the function F has
exponential decay at inﬁnity. For example, consider the rank-one case K ¼ SUð2Þ
and equip SUð2Þ with the bi-invariant Riemannian metric whose restriction to
suð2Þ ¼ TeðSUð2ÞÞ is given by jY j2 ¼ 2 traceðY Y Þ: Then we have
FðY Þ ¼ jY j
sinh jY j ðSUð2Þ caseÞ
for all Y in suð2Þ: The function F is related to the exponential growth (in the
noncommutative case) of Haar measure on KC: Speciﬁcally, the Haar measure on KC
can be written in polar coordinates as follows:
dg ¼ 1
FðYÞ2 dx dY ; ð9Þ
where dx is the Haar measure on K and dY is the Lebesgue measure on k (normalized
by the inner product). (See [H3, Lemma 5].)
To understand the signiﬁcance of the bounds (8), we need to look at the expression
for the measure ntðgÞ dg: The function nt has the following expression, due to
Gangolli [Ga, Proposition 3.2]:
ntðxeiY Þ ¼ ctFðYÞejY j




In (11), d is half the sum of the positive roots for K and d ¼ dim K : (See also [H3,
Eq. (11)].) By combining (10) and (9) we obtain an expression for the measure
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ntðgÞ dg; namely,
ntðgÞ dg ¼ ct e
jY j2=t
FðY Þ dx dY ; g ¼ xe
iY : ð12Þ
Let us compare to the Rd case, where ntðx þ iyÞ ¼ ðptÞd=2ejyj2=t: If K is
commutative then F is identically equal to one and things behave as in the Rd case. If
K is semisimple, then FðYÞ decays exponentially. This means that although the
function nt has faster decay at inﬁnity than ejY j
2=t; the measure ntðgÞ dg (which is the
quantity that really matters) has slower decay at inﬁnity than the measure
ejY j
2=2 dx dY : The slower decay at inﬁnity of the heat kernel measure reﬂects that
(if K is semisimple) KC=K has a lot of negative curvature. The negative curvature
causes the heat to ﬂow out to inﬁnity faster than in the Euclidean case, which makes
the heat kernel measure larger near inﬁnity than in the Euclidean case.
The paper [H3] establishes the following pointwise bounds for elements F of
HL2ðKC; ntÞ
jFðxeiY Þj2pAFðYÞejY j2=t: ð13Þ
In the semisimple case, this bound is better (as a function of Y ) than in the Rd case,
because of the exponentially decaying factor FðYÞ: Intuitively, the reason for this is
the slower decay at inﬁnity of the measure (12): If F is to be square-integrable with
respect to the slower-decaying measure, then F must have correspondingly better
behavior at inﬁnity. (Nevertheless, actually proving the bounds in (13) is not
especially easy; see Section 5.) As in the Rd case, we can see by direct calculation
(using (12)) that if a holomorphic function F on KC satisﬁes polynomially stronger





then F is square-integrable with respect to the measure in (12) and is therefore in
HL2ðKC; ntÞ:
It is the polynomial closeness of the necessary bounds (13) and the sufﬁcient
bounds (14) that is the key to the proof of Theorem 5. Speciﬁcally, instead of
considering HL2ðKC; ntÞ; which is the image under Ct of L2ðKÞ; we will consider the
image under Ct of the Sobolev space H
2nðKÞ; consisting of functions on K having all
derivatives up to order 2n in L2: We will give necessary pointwise bounds and
sufﬁcient pointwise bounds for the image of H2nðKÞ: These bounds are the same as
(13) and (14), except with an extra factor of ð1þ jY j2Þ2n on the right-hand side.
(Compare (13) and (14) to (15) and (17).) The polynomial closeness of the two sets of
bounds means that the necessary bounds for one value of n become sufﬁcient for
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some slightly smaller value of n: Thus, after intersecting over all n we obtain the
single necessary-and-sufﬁcient condition on the image of CNðKÞ given in Theorem 5.
In the remainder of this section, we state the results concerning Sobolev spaces and
describe the strategy for proving Theorem 5. The Sobolev space H2nðKÞ can also be
described as the set of f in L2ðKÞ such that DnK f (computed in the distributional
sense) is again in L2ðKÞ: We then think of CNðKÞ as the intersection of H2nðKÞ over
n ¼ 1; 2; 3;y: In Section 2, we will give the following (easy) characterization of the
image of H2nðKÞ under Ct:
Theorem 6. For fAL2ðKÞ; let F ¼ Ct f : Then f is in H2nðKÞ if and only if
DnK FAHL2ðKC; ntÞ:
In computing DnK F ; we regard DK as a left-invariant differential operator on KC;
see Section 2 for details. We wish to think of the set of holomorphic functions F with
FAHL2ðKC; ntÞ and DnK FAHL2ðKC; ntÞ as a sort of ‘‘holomorphic Sobolev space.’’
Now, it may seem odd at ﬁrst to speak of Sobolev spaces in the holomorphic
context. After all, every element F of HL2ðKC; ntÞ is automatically inﬁnitely
differentiable, and DnK F is automatically holomorphic again. Nevertheless, given
FAHL2ðKC; ntÞ; there is no reason that DnK F must be again square-integrable with
respect to ntðgÞ dg: Thus having DnK F be in HL2ðKC; ntÞ is a nontrivial ‘‘regularity’’
condition on F :
Deﬁnition 7. The 2nth holomorphic Sobolev space on KC; denoted H2nðKC; ntÞ; is the
space of holomorphic functions F on KC such that FAL2ðKC; ntÞ and
DnK FAL
2ðKC; ntÞ:
Note that on K ; membership in the Sobolev space H2nðKÞ is a local condition:
Since K is compact, if f is in H2nðKÞ locally then it is in H2nðKÞ globally. By
contrast, membership in the holomorphic Sobolev space is a condition on the
behavior of the function at inﬁnity: If F is holomorphic then DnK F is automatically
square-integrable locally, and it is only the behavior at inﬁnity that one needs to
worry about. Using holomorphic Fourier series (see [H1, Section 8]) it is easy to
show that if F is any holomorphic function on KC such that DnK FAHL2ðKC; ntÞ; F
itself will automatically be in L2ðKC; ntÞ and therefore F will be in H2nðKC; ntÞ: The
same sort of reasoning shows that if FAH2nðKC; ntÞ; then DmK FAHL2ðKC; ntÞ for
1pmpn and, more generally, all left-invariant derivatives of F up to order 2n are in
HL2ðKC; ntÞ:
We wish to relate membership of a function F in the holomorphic Sobolev space
to behavior of F at inﬁnity. Such a relationship can be thought of as a holomorphic
version of the Sobolev embedding theorem: existence of derivatives in L2 translates
into improved pointwise behavior of the function itself. Such a result is obtained in
Section 2 by estimating the reproducing kernel for the 2nth holomorphic Sobolev
space, leading to the following.
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Theorem 8 (Holomorphic Sobolev embedding theorem). If F belongs to the 2nth
holomorphic Sobolev space H2nðKC; ntÞ; then for some constant A (depending on F and
n) we have
jFðxeiY Þj2pA FðY Þe
jY j2=t
ð1þ jY j2Þ2n; ð15Þ
where F is as in (7).
This bound is the same as in (13) except for the extra factor of ð1þ jY j2Þ2n in the
denominator.
In this holomorphic setting we can also reason in the opposite direction, in a way
that is impossible in ordinary Sobolev spaces. That is, good pointwise bounds imply
membership in holomorphic Sobolev spaces. In Section 3, we will prove the
following result of this sort.
Theorem 9. If F is a holomorphic function on KC then F belongs to the 2nth
holomorphic Sobolev space H2nðKC; ntÞ if and only ifZ
KC
jFðgÞj2ð1þ jY j2Þ2nntðgÞ dgoN; g ¼ xeiY : ð16Þ
That is, H2nðKC; ntÞ ¼ HL2ðKC; ð1þ jY j2Þ2nntðgÞ dgÞ:
This result is proved by means of integration by parts. Speciﬁcally, the function
ð1þ jY j2Þ2n has the same behavior as a certain logarithmic-type derivative of nt; and
it is this logarithmic-type derivative that comes out of the integration by parts.
Suppose, now, that F is a holomorphic function satisfying polynomially better
bounds than those in Theorem 8, say,
jFðxeiY Þj2pAFðY Þ e
jY j2=t
ð1þ jY j2Þ2nþd=2þe
ðd ¼ dim KÞ: ð17Þ
Then Theorem 9, together with the expression (12) for the measure ntðgÞ dg; shows
that F belongs to H2nðKC; ntÞ:
By combining Theorems 8 and 9 we can immediately obtain Theorem 5. Consider
FAHL2ðKC; ntÞ and let f ¼ C1t F : In one direction, if F satisﬁes the bounds in (8) for
a given n; then (17) shows that the integral in (16) is ﬁnite for all n0 with n0on  d=4:
Thus if (8) holds for all n; then so does (16). In such cases, FAH2nðKC; ntÞ and
fAH2nðKÞ for all n; which implies that fACNðKÞ:
In the other direction, if fACNðKÞ; then certainly fAH2nðKÞ for all n and,
therefore, FAH2nðKC; ntÞ for all n: This, by Theorem 8, implies that F satisﬁes the
bounds in Theorem 5.
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2. The holomorphic Sobolev embedding theorem
The goal of this section is to estimate the reproducing kernel for the holomorphic
Sobolev spaces introduced in Deﬁnition 7, leading to a proof of the holomorphic
Sobolev embedding theorem (Theorem 8). We begin with the proof of Theorem 6,
which asserts that the image under Ct of the Sobolev space H
2nðKÞ is the
holomorphic Sobolev space H2nðKC; ntÞ described in Deﬁnition 7. This result
holds essentially because both the heat operator and analytic continuation commute
with DK :
Before turning to the proof of the theorem, we explain how DK is to be viewed as a




k ; where X1;y; Xd is an
orthonormal basis for k and each Xk is viewed as a left-invariant differential operator
on K : Since kCkC; we may also regard each Xk as a left-invariant differential




k : This means that, for any C
N










Note that although DK is a bi-K-invariant operator on K ; on KC; DK is only left-KC-
invariant and not bi-KC-invariant. (When applied to holomorphic functions,
however, DK coincides with the analogously deﬁned right-KC-invariant
operator.) The operator DK preserves the space of holomorphic functions
on KC: Furthermore, if a function f on K admits an analytic continuation to a
holomorphic function on KC; then DK f also has an analytic continuation
to KC; given by ðDK f ÞC ¼ DKðfCÞ; where ðÞC denotes analytic continuation. That
is, DK commutes with analytic continuation. We now proceed with the proof of
Theorem 6.
Proof of Theorem 6. On K ; we consider DK ; deﬁned at ﬁrst on the space
of ﬁnite linear combinations of matrix entries. (A matrix entry is a function
on K of the form f ðxÞ ¼ traceðpðxÞAÞ; where p is an irreducible representation
of K acting on a ﬁnite-dimensional space V and where A is a linear operator on V :)
Then DnK is essentially self-adjoint on this space. This holds because L
2ðKÞ
is the orthogonal direct sum of the spaces of matrix entries (as the
representation varies over equivalence classes of irreducible representations
of K) and the restriction of DnK to each space of matrix entries (for a ﬁxed
representation) is a real multiple of the identity. Then we deﬁne H2nðKÞ
as the domain of the closure of the operator ‘‘DnK on ﬁnite linear combinations of
matrix entries.’’ It is not hard to show that H2nðKÞ coincides with the space
of all fAL2ðKÞ such that DnK f (computed in the distribution sense) is
in L2ðKÞ: Furthermore, if fAH2nðKÞ; then f is in the domain of DmK for all m
between 1 and n:
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To compute the image under Ct of H
2nðKÞ; suppose, ﬁrst, that fAH2nðKÞ: Since
DK commutes with the heat operator etDK=2 and with analytic continuation, we have
CtðDnK f Þ ¼ DnK Ct f ; which shows that Ct fAH2nðKC; ntÞ:
In the reverse direction, it sufﬁces to show that DnK is a symmetric operator on the
domain H2nðKC; ntÞCHL2ðKC; ntÞ: After all, since Ct is unitary, CtDnK C1t is self-
adjoint on CtðH2nðKÞÞ: But we have just shown that CtðH2nðKÞÞCH2nðKC; ntÞ and
that CtDnK C
1
t F ¼ DnK F for all FACtðH2nðKÞÞ: This means that DnK on the domain
H2nðKC; ntÞ is an extension of a self-adjoint operator, and one cannot have a
nontrivial symmetric extension of a self-adjoint operator.
Now, to prove that DnK is symmetric on H2nðKC; ntÞ; we write out the inner
product in polar coordinates. It is convenient in this calculation to have the K-factor
on the right, so we write g ¼ xeiY ¼ eiY 0x; where Y 0 ¼ AdxðYÞ: Then we have
(by (9))











since nt is bi-K-invariant. In the expression ½DnK %F1ðeiY
0
xÞ we are thinking of DnK as a
left-invariant differential operator on KC; applied to the function %F1 and evaluated at
the point eiY
0
x: However, from (18) we see that this is the same as applying DK in the
x-variable with Y 0 ﬁxed. Then, since F1 and F2 are smooth and since DnK is symmetric
on CNðKÞ; we can integrate by parts in the inner integral to get












We now wish to compute the reproducing kernel for H2nðKC; ntÞ: (See [H5] for
generalities on reproducing kernels.) Let us ﬁrst recall the situation concerning the
reproducing kernel for HL2ðKC; ntÞ; since the reproducing kernel for H2nðKC; ntÞ is
computed by relating it to the reproducing kernel for HL2ðKC; ntÞ: For each gAKC;
the pointwise evaluation map F-FðgÞ is a continuous linear functional on
HL2ðKC; ntÞ: Thus, by the Riesz representation theorem, there exists a unique vector
wgAHL2ðKC; ntÞ such that
FðgÞ ¼ /wg; FSL2ðKC;ntÞ ð20Þ
for all FAHL2ðKC; ntÞ: (We adopt the convention that the inner product be linear in
the second factor.) The vector wg is called the coherent state for HL2ðKC; ntÞ at the
point g: This state also depends on t; but we have suppressed this dependence in the
notation.
In [H1] it is shown that
wgðhÞ ¼ r2tðghÞ: ð21Þ
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Here rt is the heat kernel at the identity for K ; analytically continued from K to KC
[H1, Section 4], and the map g-g is the unique antiholomorphic anti-involution of
KC such that x
 ¼ x1 for xAK : If K ¼ UðnÞ and KC ¼ GLðn;CÞ then g is simply the
usual matrix adjoint. In polar coordinates we have ðxeiY Þ ¼ eiY x1: It can be shown






ktðg; hÞ :¼ wgðhÞ ¼ r2tðghÞ
is called the reproducing kernel for HL2ðKC; ntÞ:
The norm of the pointwise evaluation functional is equal to the norm of the
corresponding coherent state, which can be computed as
jjwgjj2 ¼ /wg; wgSL2ðKC;ntÞ ¼ ktðg; gÞ ¼ r2tðggÞ:
The pointwise bounds (13) from [H3] are obtained by estimating the behavior of the
quantity r2tðggÞ:
We now turn to the case of the Sobolev spaces. We consider on H2nðKÞ the inner
product given by
/ f1; f2SH2nðKÞ ¼ /ðcI  DKÞnf1; ðcI  DKÞnf2SL2ðKÞ; ð22Þ
where c is a positive constant whose value will be chosen later. (Recall that our
Laplacian is negative.) Different positive values of c give equivalent inner products
on H2nðKÞ; and for any c; the inner product (22) is equivalent to the inner product
/ f1; f2SL2ðKÞ þ/DnK f1;DnK f2SL2ðKÞ: The Sobolev space H2nðKÞ is complete in the
inner product (22), because DnK is closed on H
2nðKÞ:
We consider the image under Ct of this space, which is denoted H2nðKC; ntÞ and is
characterized in Theorem 6. The map Ct : H
2nðKÞ-H2nðKC; ntÞ will be isometric if
we use on H2nðKC; ntÞ the inner product
/F1; F2SH2nðKC;ntÞ ¼ /ðcI  DKÞ
n
F1; ðcI  DKÞnF2SL2ðKC;ntÞ: ð23Þ
The holomorphic Sobolev space H2nðKC; ntÞ is then complete with respect to the
inner product (23).
We now deﬁne the coherent states for H2nðKC; ntÞ to be the elements w2ng of
H2nðKC; ntÞ such that
FðgÞ ¼ /w2ng ; FSH2nðKC;ntÞ:
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The reproducing kernel for H2nðKC; ntÞ is then deﬁned as the function k2nt ðg; hÞ ¼
w2ng ðhÞ:
Proposition 10. The reproducing kernel for H2nðKC; ntÞ is the function k2nt ðg; hÞ given
by
k2nt ðg; hÞ ¼ ½ðcI  DKÞ2nr2tðghÞ
which may be computed as






Thus, for all gAKC and all FAH2nðKC; ntÞ we have
jFðgÞj2pjjF jj2H2nðKC;ntÞk2nt ðg; gÞ: ð25Þ
Note that since DK is a non-positive self-adjoint operator on L2ðKÞ and also on
H2nðKC; ntÞ; ðcI  DKÞ2n is a bounded self-adjoint operator on both L2ðKÞ and
H2nðKC; ntÞ: The expression ðcI  DKÞ2nr2t may be interpreted in one of two
equivalent ways. We may think of r2t as a function on K ; apply ðcI  DKÞ2n; and
then analytically to KC: Alternatively, we may ﬁrst analytically continue r2t to KC;
think of it as an element of H2nðKC; ntÞ; and then apply ðcI  DKÞ2n: Since DK (and
so also ðcI  DKÞ2n) commutes with analytic continuation, these two views are
equivalent.
Proof. For FAH2nðKC; ntÞCHL2ðKC; ntÞ we have
FðgÞ ¼/wg; FSL2ðKC;ntÞ
¼/ðcI  DKÞnðcI  DKÞ2nwg; ðcI  DKÞnFSL2ðKC;ntÞ
¼/ðcI  DKÞ2nwg; FSH2nðKC;ntÞ;
because ðcI  DKÞn is a self-adjoint operator on HL2ðKC; ntÞ: This means that the
coherent state for H2nðKC; ntÞ is ðcI  DKÞ2nwg:
To compute ðcI  DKÞ2n we use the elementary calculus identity
1
a2n
¼ 1ð2n  1Þ!
Z N
0
s2n1eas ds; a40: ð26Þ
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Applying this formally with a ¼ ðcI  DKÞ we have




It is not hard to show that this formal argument is correct. Note that since DKp0;
the integral on the right-hand side of (27) is absolutely convergent in the operator
norm topology.
Now applying this to the function r2t and noting that e
sDKr2t ¼ r2tþ2s (with our
normalization of the heat equation) we obtain






Here we may initially think of the integral in (28) as taking values in the Hilbert
space HL2ðKC; ntÞ: However, the estimates below will show that the integral is
convergent pointwise for all h in KC: (More precisely, the estimates will show
convergence for points of the form h ¼ gg ¼ e2iY : For general hAKC we use
the inequality, deduced from the matrix-entry expansion of rt;
jrtðxeiY ÞjpjrtðeiY Þj:) &





Here d is the dimension of K ; r ¼ dim t is the rank of K ; d is half the sum of the positive
roots, and F is as given in (7).
This result is a sharpening of Theorem 2 of [H3], obtained by estimating the
behavior of the constants at in that theorem as t tends to inﬁnity. Assuming this
result for the moment, let us complete the proof of the holomorphic Sobolev
embedding theorem (Theorem 8).
Proof of Theorem 8. We use Proposition 10 and apply Lemma 11 with t ¼ t þ s:




















where B ¼ c  jdj2 and bt is independent of g:
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We now divide the integral (29) into the region where spt and the region where












¼ ð2n  1Þ!ðB þ jY j2=2t2Þ2n
by (26). When s4t; s=tðs þ tÞ4s=tð2sÞ ¼ 1=2t and we getZ N
t
s2n1eBsesjY j








Plugging these estimates into (29) gives
k2nt ðg; gÞp btFðYÞejY j
2=t 1





p gtFðY ÞejY j
2=t 1
ð1þ jY j2Þ2n:
This estimate, together with (25), implies the holomorphic Sobolev embedding
theorem, Theorem 8. &
It now remains only to prove Lemma 11.
Proof of Lemma 11. The paper [H3] establishes the bound
r2tðggÞpatejdj
2tð4ptÞd=2FðYÞejY j2=t; g ¼ xeiY ; ð30Þ
where at is a quantity independent of g: To establish Lemma 11 we must show that
the optimal constants at can be bounded by a constant times tr=2 as t tends to











where %C is the closed fundamental Weyl chamber, P is a polynomial, and GCt is the
kernel of the exponential mapping, which is a lattice in t: We rewrite this as
atp
X
ZA %C-ðG= ﬃﬃtp Þ PðjZjÞe
jZj2 :
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where A is the volume of a fundamental domain in G: (Approximate the integrand
on the right-hand side of (31) by a function that is constant on each cell of the lattice
G:) Thus, the left-hand side of (31) is bounded as t tends to inﬁnity. This means that
on each interval of the form ½t;NÞ we will have at bounded by a constant (depending
on t) times tr=2: This (together with (30)) gives the estimate in Lemma 11. &
3. Holomorphic Sobolev spaces and Toeplitz operators
Our goal in this section is to show that the holomorphic Sobolev space H2nðKC; ntÞ
(Deﬁnition 7) can described as a holomorphic L2 space in which the measure is the
heat kernel measure ntðgÞ dg multiplied by the additional factor ð1þ jY j2Þ2n: As
explained at the end of Section 1, this result and the holomorphic Sobolev
embedding theorem (proved in the previous section) together imply Theorem 5,
characterizing the image under Ct of C
NðKÞ:
Our strategy is as follows. By a fairly simple integration-by-parts argument, we
will obtain a positive function f2n with the property that for sufﬁciently nice
holomorphic functions F1 and F2 we have




This means that (for sufﬁciently nice functions) the inner product on H2nðKC; ntÞ
coincides with the inner product on HL2ðKC;f2nntÞ: It is then not difﬁcult to show
that the Hilbert space H2nðKC; ntÞ coincides with the Hilbert space HL2ðKC;f2nntÞ:
The proof will then be completed by showing that the function f2nðgÞ has the same
behavior at inﬁnity as the function ð1þ jY j2Þ2n:
Deﬁnition 12. Let f be a complex-valued measurable function on KC (not necessarily
holomorphic). Consider the subspace Df of HL2ðKC; ntÞ given by
Df ¼ fFAHL2ðKC; ntÞjfFAL2ðKC; ntÞg:
Then deﬁne the Toeplitz operator Tf to be the (possibly unbounded) operator on
HL2ðKC; ntÞ with domain Df given by
TfðFÞ ¼ PtðfFÞ; FADf:
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Here Pt is the orthogonal projection operator from L
2ðKC; ntÞ onto the closed
subspace HL2ðKC; ntÞ: The function f is called the Toeplitz symbol of the Toeplitz
operator Tf:
This means that on Df; Tf is equal to PtMf; where Mf denotes multiplication by
f: If f is bounded then Df ¼ HL2ðKC; ntÞ and Tf is a bounded operator. In general,
Tf may not be densely deﬁned in HL2ðKC; ntÞ; though it will be densely deﬁned for
the examples we will consider. It is possible that two different symbols could give rise
to the same Toeplitz operator.





Proof. Since Pt is self-adjoint on L
2ðKC; ntÞ and since PtF1 ¼ F1; we have
/F1; TfF2S ¼ /F1; PtMfF2S ¼ /F1; MfF2S: &
Our goal is to express each left-invariant differential operator A acting on
HL2ðKC; ntÞ as a Toeplitz operator with some symbol fA: The function f2n in the
second paragraph of this section will then be the Toeplitz symbol of the operator
ðcI  DKÞ2n:
We consider the universal enveloping algebra UðkÞ of k (with complex coefﬁcients).
Then UðkÞ is isomorphic to the algebra of left-invariant differential operators on K
(with complex coefﬁcients). Each element of UðkÞ can also be regarded as a left-
invariant differential operator on KC (as in the case of DK ).
We then consider the universal enveloping algebra UðkCÞ of kC: Here we
regard kC as a real Lie algebra, but we use complex coefﬁcients in con-
structing UðkCÞ: Thus UðkCÞ is isomorphic to the algebra of left-invariant
differential operators on KC (with complex coefﬁcients). So we now introduce
the notation J : kC-kC for the ‘‘multiplication by i’’ map on kC: So for XAk; we












for fACNðKCÞ: If f happens to be holomorphic, JX and iX will coincide. (In the
same way, the operators @=@y and i@=@x on C are not equal, but they do agree on
holomorphic functions.)
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Proposition 14. There exists a unique homomorphism C :UðkÞ-UðkCÞ such that
Cð1Þ ¼ 1 and such that
CðX Þ ¼ 1
2
ðX þ iJX Þ
for all XAk:




ðX þ iJX Þ; 1
2




ð½X ; Y  þ i½JX ; Y  þ i½X ; JY   ½JX ; JY Þ
¼ 1
4
ð½X ; Y  þ iJ½X ; Y  þ iJ½X ; Y   J2½X ; Y Þ
¼ 1
2
ð½X ; Y  þ iJ½X ; Y Þ:
That is to say, the map X- 1
2
ðX þ iJX Þ is a Lie algebra homomorphism. Here we
use that J2 ¼ I and that the bracket on kC is J-linear. &
Suppose that F is holomorphic, so that %F is antiholomorphic. Then JX %F ¼ iX %F:
From this it follows that:
1
2
ðX þ iJX Þ %F ¼ X %F
for all XAk and therefore
A %F ¼ CðAÞ %F; FAHðKCÞ ð32Þ
for all AAUðkÞ: We will make use of this below.
Deﬁnition 15. Let FCHðKCÞ denote the space of ﬁnite linear combinations of
holomorphic matrix entries, that is, the space of ﬁnite linear combinations of
functions of the form FðgÞ ¼ traceðpðgÞBÞ; where p is a ﬁnite-dimensional
irreducible holomorphic representation of KC acting on some vector space V and
where B is a linear operator on V :
For each representation p; the space of matrix entries is ﬁnite-dimensional and
invariant under all left-invariant differential operators. In particular, if F is a matrix
entry for p; then DK F ¼ lpF ; where lp is a non-negative constant depending on p
but not on B: It is shown in [H1] thatHL2ðKC; ntÞ is the orthogonal direct sum of the
spaces of matrix entries, as p ranges over the equivalence classes of irreducible
representations of KC: From these observations it follows that F is a core for
ðcI  DKÞn; for each n:
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Then FCDfA and for all FAF we have
AF ¼ TfA F ; ð33Þ
where on the left-hand side of (33), A is regarded as a left-invariant differential
operator on KC:
Note that we are not asserting that A ¼ TfA (with equality of domains), but only
A ¼ TfA on the subspace F of the domain of Tf: Equality of domains probably does
not hold in general, although we will see eventually that it is true if A ¼ ðcI  DKÞn
(Remark (19)). Some cases of this result were announced in [H4].
Proof. Let us assume for the moment that FCDfA : Once this is established, it
sufﬁces (by Proposition 13) to show that
/F1; AF2SL2ðKC;ntÞ ¼ /F1; MfA F2SL2ðKC;ntÞ
for all F1; F2AF : It sufﬁces to consider A of the form A ¼ X1?Xn with XkAk; since
every element of UðkÞ is a linear combination of elements of this form. We use
integration by parts on KC in the form
Z
KC




for any ZAkC: This holds for all sufﬁciently regular functions f and c on KC (not
necessarily holomorphic). (More on the conditions on f and c below.) Since we have
written this without any complex conjugates, we can extend this by linearity to
complex linear combinations of elements of kC: In particular, for any XAk we have
Z
KC
fðgÞððX þ iJX ÞcÞðgÞ dg ¼ 
Z
KC
ððX þ iJX ÞfÞðgÞcðgÞ dg: ð35Þ
Note that on the right-hand side we have (still) X þ iJX and not X  iJX :
Let us now proceed assuming that all necessary integrations by parts are valid,
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Since ntðgÞ is bi-K-invariant, it is annihilated by each Xk: Thus when we integrate by










½ðXn þ iJXnÞ?ðX1 þ iJX1Þ %F1ðgÞF2ðgÞntðgÞ dg; ð38Þ
by (32). We now integrate by parts a second time. When we do so, the terms where







?ðXn þ iJXnÞntðgÞ dg: ð39Þ
Multiplying and dividing by ntðgÞ we get







which is what we wanted to show.
The heart of the proof of Theorem 16 is the integration by parts in the previous
paragraph. It remains only to address two technical issues: showing that FCDfA
and showing that the boundary terms in the integration by parts vanish. We sketch
the arguments here and provide more details in Section 4. By writing out what the
left-invariant differential operator CðAÞ looks like in polar coordinates and by using
the explicit formula for nt; it is not hard to show that CðAÞnt behaves at worst like
ejY j
2=t times a function with exponential growth in Y : Thus fA ¼ CðAÞnt=nt will
have at most exponential growth in Y : Since the holomorphic matrix entries also




jFðgÞfAðgÞj2ntðgÞ dgoN for any matrix entry F : That is to say, FCDfA :
We must also justify two integrations by parts, one in passing from (36) to (37)
and one in passing from (38) to (39). The ﬁrst of these involves only differentiation in
the K-directions. If we write out the integral in reverse polar coordinates as in (19),
the integration by parts will be only in the K-integral, where there are no boundary
terms to worry about. So we need only worry about the passage from (38) to (39).
We use the following criterion for applying (35): in polar coordinates, c; along with
its partial derivatives in the Y variable, should have at most exponential growth in Y
(with estimates uniform in x), while f; along with its partial derivatives in the Y
variable, should have faster than exponential decay. (See Section 4 for a justiﬁcation
of this condition.) As we do successive integrations by parts to pass from (38) to (39)
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we will apply this criterion with
cðgÞ ¼ ½ðXk1 þ iJXk1Þ?ðX1 þ iJX1Þ %F1ðgÞ ð40Þ
and
fðgÞ ¼ F2ðgÞ½ðXkþ1 þ iJXkþ1Þ?ðXn þ iJXnÞntðgÞ: ð41Þ
Calculation in polar coordinates will show (Section 4) that these functions indeed
satisfy the above criterion. &
Proposition 17. For any positive integer n; let fn denote the Toeplitz symbol of the






fnðxeiY Þ ¼ pn;c;tðjY j2Þ;
where pn;c;t is a polynomial of degree n: Furthermore, for each n and t; fn is a positive
function for all sufficiently large values of c:
Proof. Since Xk commutes with JXk; we have
CðX 2k Þ ¼ 14 ðXk þ iJXkÞ2 ¼ 14 ðX 2k þ 2iðJXkÞXk  ðJXkÞ2Þ:
Now, nt satisﬁes the differential equation dnt=dt ¼ 14
Pd
k¼1 ðJXkÞ2nt: Furthermore, nt








Since t derivatives commute with spatial derivatives we then have














Looking at the formula for nt in (10) and (11), we see that repeated applications of
the operator d=dt to nt will give back nt itself multiplied by a sum of terms of the
form tajY j2b; with coefﬁcients involving jdj2 and d: (Here a and b are non-negative
integers and the result may be proved by induction on the number of derivatives.)
The highest power of jY j2 that will arise in computing (43) is jY j2n: This establishes
that fn ¼ ½ðc þ d=dtÞnnt=nt is a polynomial in jY j2 of degree n:
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To establish the positivity of fn; let us think about the coefﬁcient of jY j2l in the




þ lower powers of jY j2
" #
: ð44Þ
From all terms in (43) with kol; we get powers of jY j2 lower than jY j2l : From terms
in (43) with k4l; we may get terms involving jY j2l ; but they will be multiplied by a
lower power of c than in (44). We see, then, that for each ﬁxed value of n and t; the
coefﬁcient of jY j2l in fn will be a polynomial in c of degree n  l with positive leading
term. Thus for all sufﬁciently large values of c; every power of jY j2 in the expression
for fn will have a positive coefﬁcient and fn will therefore be positive. &
Proposition 18. Choose c large enough that the function f2n in Proposition 17 is
positive. Then the holomorphic Sobolev space H2nðKC; ntÞ coincides with the Hilbert
space HL2ðKC;f2nðgÞntðgÞ dgÞ:
Since, by Proposition 17, f2nðgÞ has the same behavior at inﬁnity as ð1þ jY j2Þ2n;
Proposition 18 implies Theorem 9.
Proof. For F1; F2AF we have
/F1; F2SH2nðKC;ntÞ ¼/ðc  DKÞ
n
F1; ðc  DKÞnF2SL2ðKC;ntÞ
¼/F1; ðc  DKÞ2nF2SL2ðKC;ntÞ
¼/F1; Tf2n F2SL2ðKC;ntÞ
¼/F1;f2nF2SL2ðKC;ntÞ:
(We have used Proposition 13 in the last equality.) The last expression is nothing but
the inner product of F1 and F2 in L
2ðKC;f2nntÞ: Thus the inner product for
H2nðKC; ntÞ and for HL2ðKC;f2nntÞ coincide on F : But (as in the proof of Theorem
6), F is dense in H2nðKC; ntÞ: Furthermore, by the same argument as in the proof of
Lemma 10 in [H1], F is dense in HL2ðKC;f2nntÞ: It then follows that the two Hilbert
spaces H2nðKC; ntÞ and HL2ðKC;f2nntÞ must coincide. &
Remark 19. Proposition 17 tells us that f2nðgÞ has the same behavior at inﬁnity as
fnðgÞ2: (That is, the Toeplitz symbol of ðc  DKÞ2n has the same behavior at inﬁnity
as the square of the Toeplitz symbol of ðc  DKÞn:) From this we see that Dfn is the
same space as HL2ðKC;f2nntÞ: Thus Dfn ¼ HL2ðKC;f2nntÞ ¼ H2nðKC; ntÞ: Thus ðc 
DKÞn ¼ Tfn ; with equality of domains. For more general left-invariant operators A;
there is no obvious reason that the symbol of A2 should have the same behavior at
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inﬁnity as the square of the symbol of A: Thus in general the domain of A may not
coincide with DfA :
4. Integration by parts and growth of logarithmic derivatives
In this section we give more details concerning the technical issues in the proof of
Theorem 16, namely, justifying integration by parts and bounding functions of the
form CðAÞnt=nt: Our strategy is to write out left-invariant differential operators on
KC in polar coordinates. This means that we think of KC as K  k by means of polar
coordinates and we express everything in terms of left-invariant vector ﬁelds on K
and constant coefﬁcient differential operators on k: So we introduce vector ﬁelds X˜k
and @=@yk on KC; where X˜k is given by





and where @=@yk means partial differentiation in the Y variable with x ﬁxed. Note
that both X˜k and @=@yk are left-K-invariant operators, but neither is left-KC-
invariant. Note that since they act in separate variables, the X˜k’s commutes with the
@=@yl ’s.
Since the vector ﬁelds X˜k and @=@yk span the tangent space at each point, the left-
KC-invariant vector ﬁelds Xk and JXk can be expressed as linear combinations of
these vector ﬁelds with coefﬁcients that are smooth functions on KC: Since all the
vector ﬁelds involved are left-K-invariant, the coefﬁcient functions (in polar















The coefﬁcient functions akl ; etc., can be computed explicitly by differentiating the







 1 sin adY
adY
cos adY  1
adY





Here sin adY=adY is to be computed using the power series for the function sin z=z;
which has inﬁnite radius of convergence, and similarly for ðcos adY  1Þ=adY : Note
that the eigenvalues of adY are pure imaginary, so the eigenvalues of sin adY=adY
are of the form sinðiaÞ=ðiaÞ ¼ sinh a=a; aAR: This means that sin adY=adY is
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invertible. In (47), each d  d block of the ð2dÞ  ð2dÞ matrix on the right-hand side
is to be multiplied by the d  d matrix ðsin adY=adY Þ1: Note that the functions a;
b; c; and d have at most linear growth as a function of Y :
Integration by parts: We start by verifying the criterion for integration by parts
described in the previous section: c and its Y -derivatives should have at most
exponential growth; f and its Y -derivatives should have faster-than-exponential
decay. In justifying the integration by parts, the Xk term is no problem, since then we
write out things in reverse polar coordinates (as in (19)) and the integration by parts
will be purely in the K-variable, where there is no boundary to worry about.





















 FðYÞ2 dY dx: ð48Þ
Under our assumptions on f and c; the integrals are all convergent. In the ﬁrst term,
we use that X˜l is skew-symmetric on C
NðKÞ to move X˜l from f onto c (with a minus
sign in front). In the second term, we compute the inner integral by integrating over a
cube in k and then letting the size of the cube tend to inﬁnity. In the second term, we
apply ordinary Euclidean integration by parts. This will give three integral terms
(from the functions dkl ; c; and F2 in the integrand) plus a boundary term. Two of













fðxeiY ÞcðxeiY Þ dY dx:
Now, the quantity in square brackets must be identically zero, or else JXk would not
be skew-symmetric on CNc ðKCÞ: (The skew-symmetry of JXk is a consequence of the
invariance of Haar measure under right translations on the unimodular group KC:)








fðxeiY ÞdklðY Þ @c
@yl
ðxeiY ÞFðYÞ2 dY dx







dklðYÞfðxeiY ÞcðxeiY ÞFðYÞ2 dY dx;
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where ‘‘boundary’’ refers to integration over two opposite faces of the cube (with
opposite signs). Since we assume that c and its Y -derivatives have at most
exponential growth and that f has faster-than-exponential decay, we can now let the











ðxeiY ÞFðY Þ2 dY dx: ð49Þ
Recall that (49) is the second term from the right-hand side of (48). After we
integrate by parts in the ﬁrst term (in the x-variable only) we getZ
KC




and our criterion for integration by parts is justiﬁed.
It remains to check that the functions f and c to which we want to apply
integration by parts satisfy the just-obtained criterion. According to (40), c is
obtained by applying left-invariant derivatives to the complex conjugate of a matrix
entry. Since left-invariant derivatives of matrix entries are again matrix entries, c will
have at most exponential growth. Meanwhile, according to (41), f is the heat kernel
nt; with several left-invariant derivatives applied and multiplied by a matrix entry. As
we will show below, left-invariant derivatives of nt give back nt itself, multiplied by a
function with at most exponential growth. Thus f has faster-than-exponential decay.
Logarithmic-type derivatives: The entries of (47) grow only linearly in Y : However,
due to the noncommutative nature of differentiating matrix-valued functions, it is
not altogether evident how the derivatives of these functions behave. Nevertheless, it
is not hard to show that all the derivatives have at most exponential growth. For
example, to differentiate the expression for cðYÞ; namely,
cðY Þ ¼ sin adY
adY
 1
cos adY  1
adY
we use the rules for differentiating products and inverses of matrix-valued functions,
giving, for any smooth path Y ðtÞ;
d
dt




















Term-by-term differentiation gives exponential estimates on the two terms in square
brackets.
Since the derivatives of the coefﬁcient functions a; b; c; and d grow at most
exponentially, any left-invariant differential operator on KC (built up from products
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of left-invariant vector ﬁelds) will be expressible in terms of the operators X˜k and
@=@Yk with coefﬁcients that have at most exponential growth. When we apply such
an operator to nt; any term with X˜k in it is zero and we get only Y -derivatives of nt;
multiplied by at most exponential coefﬁcient functions. It is easily seen that the Y
derivatives of nt can be expressed as nt itself, multiplied by functions of at most




The pointwise bounds (13) for HL2ðKC; ntÞ—or, equivalently, bounds for the on-
diagonal reproducing kernel ktðg; gÞ—play an essential role in the proof of Theorem
5. After all, the holomorphic Sobolev embedding theorem (which provides one
direction of Theorem 5) is proved by relating the reproducing kernel k2nt ðg; gÞ for
H2nðKC; ntÞ to the reproducing kernel ktðg; gÞ forHL2ðKC; ntÞ and then using (a slight
reﬁnement of) estimates from [H3] for ktðg; gÞ: (See the expression (24) in
Proposition 10 and Lemma 11.)
In [H3], the bounds on ktðg; gÞ are obtained by using the expression ktðg; gÞ ¼
r2tðggÞ from [H1]. This expression, in turn, depends on the special form of the
measure ntðgÞ dg; namely, that it is the heat kernel for KC=K : In light of the
importance of the bounds (13), it is worthwhile to compare them to bounds
obtainable by more general means. The elementary argument of [DG] gives the





where BeðgÞ is the ball of radius e around g; computed using a left-invariant
Riemannian metric on KC: Here, nðgÞ is an arbitrary positive, continuous density on
KC: If we specialize to the case n ¼ nt; it is possible that by using a ‘‘local gauge
transformation’’ as in [CL], one could allow e to go to zero in the above estimate,







This estimate would be ‘‘off’’ from the actual optimal estimate by a factor of FðYÞ2
(since (13) has FðY Þ in the numerator rather than the denominator).
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where jgj2 is the distance from the identity to g with respect to a certain left-invariant
Riemannian metric on KC: This estimate holds for heat kernel measures on arbitrary
complex Lie groups [DG] and is therefore less dependent on the special structure of
nt than the argument in [H3]. On the other hand, it can be shown that
jY j2pjgj2pjY j2 þ C; and therefore (52) is equivalent to
jFðgÞj2pjjF jj2L2ðKC;ntÞBtejY j
2=t:
This bound is better by a factor of FðYÞ than (51), but still one factor of FðY Þ off
from the bounds in (13).
We see, then, that more general methods leave us exponentially short of the
estimates from [H3] (at least when K is semisimple). To make the proofs in this paper
work, we need bounds that are within a polynomial factor of the ones in (13). If there
is a way to get bounds similar to (13) without using special properties of the density
nt; it would presumably be by working in the right sort of holomorphic local
coordinates about each point g: The coordinate neighborhood about g should have
ﬁxed volume with respect to the ‘‘phase volume measure’’ dx dY : If such coordinates
can be constructed, then one might hope to get estimates involving the reciprocal of
the density of ntðgÞ dg with respect to dx dY ; which is precisely what we have in (13).
(One would still need some sort of local gauge transformation to make this work.)
By contrast, (50) and (51) involve the reciprocal of the density of ntðgÞ dg with respect
to the Haar measure dg: In the noncommutative case, when the Haar measure has
exponential volume growth, such bounds are not adequate.
5.2. Connections with the inversion formula
It is illuminating to think of the results of this paper in comparison to the
inversion formula for the generalized Segal–Bargmann transform given in [H2].
Consider some f in L2ðKÞ and let F ¼ Ct f : Then according to [H2] we have the
inversion formula
f ðxÞ ¼ ð2ptÞd=2ejdj2t=2
Z
k
FðxeiY ÞejY j2=2t 1
FðY=2Þ dY ; ð53Þ
provided that the integral is absolutely convergent for all x: (This formula is obtained
by writing out the integral in [H2, Eq. (2)] explicitly with p ¼ eiY and then making
the change of variables Y 0 ¼ 2Y : Compare also Theorem 2.6 in [H6].) For any
fAL2ðKÞ; one can recover f from F by restricting the integral in (53) to a ball of
radius R in k and then taking the limit (in the L2ðKÞ topology) as R tends to inﬁnity.
The question of when the integral in (53) converges is an important one. The
integral cannot be convergent for all f and x; since f is an arbitrary L2 function on K
and can equal inﬁnity at some points. On the other hand, if f is sufﬁciently smooth
(with estimates depending on the dimension and rank of K), Theorem 3 of [H2]
shows that the integral is indeed convergent for all xAK:
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The pointwise bounds in [H3] and in this paper reﬂect this state of affairs. For
general f in L2ðKÞ we have (taking the square root of both sides of (13))
jFðxeiY ÞjpBejY j2=2tFðYÞ1=2:
Since FðY=2Þ has the same asymptotic behavior (up to a constant) as FðYÞ1=2; these
bounds are polynomially short of what is needed to guarantee convergence of (53).
On the other hand, if we assume a sufﬁcient degree of differentiability for f ; then by
the holomorphic Sobolev embedding theorem (Theorem 8), we get polynomially
better bounds and thus convergence of (53). Therefore, the holomorphic Sobolev
embedding theorem gives an alternative way of proving the convergence results in
Theorem 3 of [H2]. It is interesting to note, however, that the convergence results of
[H2] can be proved by comparatively soft methods which do not require detailed
estimates of the reproducing kernel. (Compare also the results in [St] extending [H2]
to arbitrary compact symmetric spaces.)
5.3. Distributions
In this paper we have considered functions smoother than those in L2ðKÞ; either
Sobolev spaces or CNðKÞ: One could also consider distributions, which are
‘‘functions’’ less smooth than those in L2ðKÞ: It is easily shown that the transform
Ct; deﬁned initially on L
2ðKÞ; can be extended to a map of the space of distributions
on K into the space of holomorphic functions on KC: (Compare [FMN1,FMN2].)
We make the following conjecture concerning the image under Ct of the space of
distributions.
Conjecture 20. Suppose F is a holomorphic function on KC: Then there exists a
distribution f on K with F ¼ Ct f if and only if F satisfies
jFðxeiY Þj2pAFðYÞejY j2=tð1þ jY j2Þ2n ð54Þ
for some positive integer n and some constant A:
This is the same bound as in Theorem 5 except that the factor of ð1þ jY j2Þ2n is in
the numerator instead of the denominator and the bound is required to hold only for
some n rather than for all n: The most obvious approach to proving such a theorem
would be to consider negative Sobolev spaces H2nðKÞ and then to think of the space
of distributions as the union of all the H2nðKÞ’s. One would then hope to ‘‘dualize’’
all the arguments in this paper. However, this approach requires some additional
effort at each stage, so we do not attempt to carry it out here. We hope to return to
this problem in a future paper.
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5.4. More general settings
Finally, let us mention some additional settings in which problems similar to those
in this paper could be considered. The most natural extension would be to consider
the generalized Segal–Bargmann transform for compact symmetric spaces, as
considered in Section 11 of [H1] and (in a better form) in [St] (See also [HM]). The
necessary estimates are more complicated in such cases; [HS] is a ﬁrst attempt to
provide the necessary estimates. In another direction, one could consider various
Segal–Bargmann-type spaces over Cn; with various measures. Here there would be
no Segal–Bargmann transform, but one could still deﬁne holomorphic Sobolev
spaces and try to derive pointwise bounds for elements of these spaces. The paper [Si]
give the ﬁrst results in this direction. See also [H8] for related results.
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