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Abstract
In this paper, we give some conditions, under which, if an infinitely divisible distribution supported
on [0,∞) belongs to the intersection of exponential distribution class L(γ) for some γ ≥ 0 and generalised
subexponential distribution class OS, then its Le´vy spectral distribution or convolution of the distribution
with itself also belongs to the same one. To this end, we discuss the closure under the compound
convolution roots for the class. In addition, we do some in-depth discussion about the above-mentioned
conditions, and provide some types of distributions satisfying them. Further, we obtain some local
versions of the above-mentioned results by the Esscher transform of distributions. Therefore, some positive
conclusions related to the Embrechts-Goldie conjecture are obtained. Prior to this, all corresponding
results are negative.
Keywords: infinitely divisible distribution; Le´vy spectral distribution; exponential distribution; gen-
eralised subexponential distribution; local distribution; compound convolution roots; closure; Embrechts-
Goldie conjecture
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1 Introduction
Let H be an infinitely divisible distribution supported on [0,∞) with the Laplace transform
∫ ∞
0
exp{−λy}H(dy) = exp
{
− aλ−
∫ ∞
0
(1− eλy)υ(dy)
}
, (1.1)
where a ≥ 0 is a constant, and υ is a Borel measurable function supported on (0,∞) with the
properties υ((1,∞)) <∞ and ∫ 1
0
yυ(dy) <∞, which is called the Le´vy spectral measure. Let
F (x) = υ(x)1(x > 1)/µ = υ(0, x]1(x > 1)/µ
for all x ∈ (−∞,∞) be the Le´vy spectral distribution generated by the measure υ. The distribution
H admits the representation H = H1 ∗H2, which is reserved for convolution of two distributions
H1 and H2 satisfying H1(x) = O(e
−βx) for some constant β > 0 and
H2(x) = e
−µ
∞∑
k=0
F ∗k(x)µk/k! (1.2)
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for all x ∈ (−∞,∞), where µ = υ((1,∞)), F ∗k is the k-fold convolution of F with itself for all
integers k ≥ 1 and F ∗0 is the distribution degenerate at zero. See, for example, Feller [13].
We might also say that F is an “input” and that H is an “output” in a system. Usually, we
use “input” F to infer the “output” H . However, when the F is in a “black box”, then we need
to use H to infer F . In this paper, our main research topic is that, under what conditions, a Le´vy
spectral distribution or convolution of the distribution with self belongs to certain distribution
class, if the corresponding infinite divisible distribution belongs to the same one? In this way, we
first need to recall the concepts and notations of some distribution classes.
Here and later, without special statement, all limits are taken as x tends to infinity. And for a
distribution V , let V = 1− V be tailed distribution of V .
For some constant γ ≥ 0, a distribution V supported on [0,∞) or (−∞,∞) belongs to the
distribution class L(γ), if V (x) > 0 for all x and limV (x− t)/V (x) = eγt denoted by
V (x− t) ∼ V (x)eγt
for any fixed t > 0.
In the above definition, if γ > 0 and the distribution V is lattice, then x and t should be
restricted to values of the lattice span, see Bertoin and Doney [4]. As everyone knows that, if
V ∈ L(γ), then
H(V, γ) = {h(·) : h(x) ↑ ∞, h(x)/x→ 0, V (x− t) ∼ V (x)eγt uniformly for all |t| ≤ h(x)} 6= φ.
A distribution V supported on [0,∞) or (−∞,∞) belongs to the distribution class S(γ) for
some γ ≥ 0, if M(V, γ) = ∫∞
0
eγyV (dy) or
∫∞
−∞
eγyV (dy) is finite, V ∈ L(γ) and
V ∗2(x) ∼ 2M(V, γ)V (x).
In some literatures, these two classes are called exponential distribution class and convolution
equivalent distribution class, respectively. In particular, the classes L(0) and S(0) are called long-
tailed distribution class and subexponeantial distribution class, denoted by L and S, respectively.
It should be noted that the requirement V ∈ L is not needed in the definition of the class S when
F is supported on [0,∞).
The class S was introduced by Chistyakov [6] and the class S(γ) for some γ > 0 by Chover et al.
[7, 8] for the support [0,∞), and Tang and Tsitsiashvili [23] or Pakes [20] for the support (−∞,∞).
The classes ∪γ≥0S(γ) and ∪γ≥0L(γ) are properly included in the following two distribution classes,
respectively.
A distribution V supported on [0,∞) or (−∞,∞) belongs to the generalised subexponential
distribution class OS introduced by Klu¨ppelberg [16] or Shimura and Watanabe [22], if
C∗(V ) = lim supV ∗2(x)/V (x) <∞.
A distribution V supported on [0,∞) or (−∞,∞) belongs to the generalised long-tailed dis-
tribution class OL introduced by Shimura and Watanabe [22], if for any positive constant t,
C∗(V, t) = lim supV (x− t)/V (x) <∞.
Further, Shimura and Watanabe [22] show that the inclusion relation OS ⊂ OL is proper.
Recall the research of the above-mentioned our main research topic, for the class S(γ), Em-
brechts et al. [12] for γ = 0, Sgibnev [21] and Pakes [20] for γ > 0 have already had positive result
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which show that, the Le´vy spectral distribution F of an infinitely divisible distribution H belongs
to the class S(γ) when H ∈ S(γ) combined with some conditions. For other distribution classes,
however, there are only some negative results that, here exists an infinitely divisible distribution
H which belongs to the class, while its Le´vy spectral distribution F is not, see Theorem 1.1 (iii)
of Shimura and Watanabe [22] for class OS, Theorem 1.2 (3) of Xu et al. [30] for class L ∩ OS
and Theorem 1.1 of Xu et al. [33] for class L(γ) ∩ OS with some γ > 0. Therefore, for the class
L(γ)∩OS , more precisely, for the class L(γ)∩OS\S(γ), the following question is raised naturally:
Problem 1.1. Under what conditions, the Le´vy spectral distribution or convolution of the
distribution with self belongs to the class L(γ) ∩ OS for some γ ≥ 0, if corresponding infinitely
divisible distribution H belongs to the same one?
For this problem, we give a positive answer as follows.
Theorem 1.1. Let H be an infinitely divisible distribution supported on [0,∞) with the Laplace
transform (1.1) and Le´vy spectral distribution F . Assume that H ∈ L(γ) ∩ OS for some γ ≥ 0
and H1(x) = o
(
H2(x)
)
. And then suppose that, for all k ≥ 1,
lim inf F ∗k(x− t)/F ∗k(x) ≥ eγt for all t > 0. (1.3)
Then H2 ∈ L(γ) ∩ OS and H2(x) ≈ H(x). And there exists a integer n0 ≥ 1 such that F ∗n ∈
L(γ) ∩ OS for all n ≥ n0.
Further, if n0 ≥ 2 and there exits an integer 1 ≤ l0 ≤ n0 − 1 such that F ∗l0 ∈ OS, then
F ∗n ∈ L(γ) ∩OS for all n ≥ l0.
In particular, if l0 = 1, that is F ∈ OS, then F ∈ L(γ)
( ∩ OS).
Remark 1.1. i) Clearly, when γ = 0, (1.3) holds automatically for all k ≥ 1. In Theorem 2.2 of
Xu et al. [30], there is a distribution F satisfying (1.3) such that, H2 and H belong to the class
(L ∩ OS) \ S, while F ∈ OL \ (L ∩ OS). Because F ∗2 ∈ OS, that is l0 = 2, Theorem 1.1 implies
that F ∗n ∈ L∩OS for all n ≥ l0 = 2. A similar example can be found in Proposition 2.1 of Xu et
al. [30], where F /∈ OL with l0 = 2.
When γ > 0, the condition (1.3) for k = 1 has been used in Lemma 7 and Theorem 7 of Foss and
Korshunov [14]. And Proposition 4.3 of Xu et al. [33] provides a type of distribution F satisfying
(1.3) such that, H2 and H belong to the class
(L(γ) ∩ OS) \ S(γ), and F ∈ OL \ (L(γ) ∪ OS),
while F ∗n ∈ L(γ) ∩ OS for all n ≥ l0 = 2 by Theorem 1.1.
Further discussion on the condition (1.3) is put in Subsection 6.1 of present paper. There, we
try to replace the condition (1.3) for all integers k ≥ 1 with more simple and concrete condition.
ii) In the above-mentioned examples, F /∈ L(γ) ∪ OS for some γ ≥ 0. Therefore, under the
condition (1.3), the condition that F ∈ OS is necessary in certain sense for F ∈ L(γ).
iii) In this theorem, the main object of research is the class L(γ)∩OS for some γ ≥ 0. We note
that, here many distributions in the class (L(γ) ∩ OS) \ S(γ) have been found, see, for example,
Leslie [18], Klu¨ppelberg and Villasenor [17], Shimura and Watanabe [22], Lin and Wang [19],
Wang et al. [25], Xu et al. [30] and Xu et al. [33]. For research on OS, besides the above-
mentioned literatures, the reader can refer to Watanabe and Yamamura [28], Yu and Wang [34],
Beck et al. [2], Xu et al. [31, 32], etc.
From (1.2) we can find that, in order to prove Theorem 1.1, we first need to solve the following
Problem 1.2 involving compound distribution or compound convolution. Let τ be a nonnegative
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integer-valued random variable with masses pk = P(τ = k) for all integers k ≥ 0 satisfying∑∞
k=0 pk = 1. And let V be a distribution. Write a compound convolution generated by the
random variable and distribution
V ∗τ =
∞∑
k=0
pkV
∗k. (1.4)
For convenience, in this paper, we set up pk > 0 for all integers k ≥ 0. In fact, if τ is a nonnegative
integer-valued random variable with masses pkm > 0 for all integersm ≥ 1 satisfying
∑∞
m=0 pkm = 1,
where k1 = 1, then all conclusions of the paper still hold.
Problem 1.2. Under what conditions, the distribution V or its convolution with self belongs
to the class L(γ) ∩ OS, if V ∗τ ∈ L(γ) ∩ OS?
Generally, it is called a topic on closure under compound convolution roots for some distribution
class.
It is well known that, compound convolution including its convolution with other distribution
has extensive and important applications in various fields, such as risk model, queuing system,
branching process, infinitely divisible distribution, and so on. See, for example, Embrechts et al.
[11] and Foss et al. [15].
The topic in Problem 1.2 is a natural extension on the famous conjecture in Embrechts and
Goldie [9, 10] for the distribution class L(γ) for some γ ≥ 0. Some of the latest results about the
conjecture and the related problems can be found in Xu et al. [30], Watanabe [27], Watanabe and
Yamamuro [29], Xu et al. [33].
In the references mentioned above, Theorem 2.2 of Xu et al. [30] for γ = 0 and Proposition
4.3 of Xu et al. [33] for γ > 0 show that, the distribution class L(γ) ∩ OS is not closed under
compound convolution roots. These conclusions give some negative answers to the Embrechts-
Goldie conjecture and Problem 1.2.
Finally, we naturally hope to answer the following question.
Problem 1.3. Will there be some results similarly to Theorem 1.1 for some local distribution
classes?
In Section 3, we prove Theorem 1.1. To this end, we give a positive answer for Problem 1.2 in
Section 2. And in Section 4, by the Esscher transform between distributions and the related results
of Wang and Wang [24], we get three positive results for Problem 1.3, their proofs are in Section 5.
Finally, in Section 6, we respectively provide some more specific and convenient conditions which
can replace the conditions (1.3) in Theorem 1.1 and (2.1) in Theorem 2.1 below.
2 On the compound convolution
In the following, it is agreed that all distributions are supported on [0,∞). Let V be a distribution.
And random variable τ and compound convolution V ∗τ are as defined in Section 1.
Now, we give a positive answer for Problem 1.2.
Theorem 2.1. For each constant 0 < ε < 1, assume that there is an integer n0 = n0(V, τ, ε) ≥ 1
such that,
∞∑
k=n0+1
pkV ∗(k−1)(x) ≤ εV ∗τ (x) for all x ≥ 0. (2.1)
If V ∗τ ∈ OS, then V ∗n ∈ OS for all n ≥ n0.
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Moreover, suppose that (1.3) holds for all k ≥ 1. If V ∗τ ∈ L(γ), then for all n ≥ n0, V ∗n ∈
L(γ), thus V ∗n ∈ L(γ) ∩ OS.
Here, if n0 ≥ 2 and if there exists an integer 1 ≤ l0 ≤ n0 − 1 such that V ∗l0 ∈ OS, then
V ∗n ∈ L(γ) ∩OS for all n ≥ l0.
In particular, if V ∈ OS, that is l0 = 1, then V ∈ L(γ)(∩OS).
Remark 2.1. i) The condition (2.1) was used in Watanabe and Yamamuro [28], Yu and Wang
[34], Xu et al. [31] and Xu et al. [33]. As Watanabe and Yamamuro [28] points out that, if
pk+1/pk → 0 as k → ∞, for example, pk = e−λλk/k! for k ≥ 0, then condition (2.1) is satisfied.
More distributions satisfying the condition (2.1), for which the condition that pk+1/pk → 0 as
k →∞ is fail, can be found in Subsection 6.2 below.
ii) Of course, we want to find a minimal n0. Clearly, if ε becomes larger, then n0 becomes
smaller. In Remark 1.1, however, we find n0 = l0 = 2 for some compound convolution. In other
words, we cannot guarantee n0 = 1 for each compound convolution.
Proof. In order to prove Theorem 2.1, we first give an equivalent form of the condition (2.1) in the
case that F ∗τ ∈ OS.
Lemma 2.1. If V ∗τ ∈ OS with p1 = P (τ = 1) > 0, then the following two propositions are
equivalent to each other.
i) For any 0 < ε < 1, there is an integer n0 = n0(V, τ, ε) ≥ 1 such that
∞∑
k=n0+1
pkV ∗k(x) ≤ εV ∗τ (x) for all x ≥ 0. (2.2)
ii) For any 0 < ε < 1, there is an integer n0 = n0(F, τ, ε) ≥ 1 such that (2.1) holds.
Proof. We only need to prove ii) =⇒ i). To this end, we denote
D∗(V ∗τ ) = sup
x≥0
(V ∗τ )∗2(x)/V ∗τ (x).
Clearly, 1 ≤ D∗(V ∗τ ) <∞ by V ∗τ ∈ OS. For any 0 < ε < 1, there is a 0 < ε1 < p1/D∗(V ∗τ ) < 1
such that ε = ε1D
∗(V ∗τ )/p1. For above ε1, by proposition ii), there is an integer n0 = n0(V, τ, ε1) ≥
1 such that (2.1) holds. Further, we assume that
an0 =
∞∑
k=n0+1
pk < ε1. (2.3)
Define a distribution Gn0 by Gn0(x) =
∞∑
k=n0+1
pkV
∗(k−1)(x)/an0 for all x. Then by (2.1) and (2.3),
for all x ≥ 0, we have
∞∑
k=n0+1
pkV ∗k(x) = V ∗
∑
n0+1≤k<∞
pkV ∗(k−1)(x)
= an0
∫ x
0−
Gn0(x− y)V (dy) + an0V (x)
≤ ε1
(∫ x
0−
V ∗τ (x− y)V (dy) + V (x)
)
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= ε1V ∗ V ∗τ (x)
≤ ε1D∗(V ∗τ )V ∗τ (x)/p1 = εV ∗τ (x),
that is we get proposition i). ✷
Now, we prove the first conclusion of Theorem 2.1. For some 0 < ε0 < 1, by (2.1) with ε = ε0,
V ∗τ ∈ OS and Lemma 2.1, there is an integer n0 = n0(V, τ, ε0) ≥ 1 such that
n0∑
k=1
pkV ∗k(x) ≥ (1− ε0)V ∗τ (x) for all x ≥ 0,
thus V ∗τ (x) ≈ V ∗n0(x). Then by V ∗τ ∈ OS, we immediately get V ∗n0 ∈ OS. According to
Proposition 2.6 of Shimura and Watanabe (2005) and V ∗n0 ∈ OS, V ∗n ∈ OS and V ∗τ (x) ≈ V ∗n(x)
for all n ≥ n0.
Next, by Lemma 2.1 and (2.1), for any 0 < ε < ε0 and any fixed n ≥ n0, there exists an integer
m0 = m0(V, τ, ε) ≥ n such that
∞∑
k=m0+1
pkV ∗k(x) ≤ εV ∗τ (x) for all x ≥ 0.
Further, by V ∗τ ∈ L(γ) and (1.3), for the above 0 < ε < ε0 and any fixed t > 0, there is a constant
x0 = x0(F, τ, ε, t) such that, for all x > x0,
εV ∗τ (x) ≥ V ∗τ (x− t)− eγtV ∗τ (x)
=
( ∑
1≤k 6=n≤m0
+
∑
k=n
+
∑
k≥m0+1
)
pk
(
V ∗k(x− t)− eγtF ∗k(x))
≥ −εeγt
∑
1≤k≤m0
pkV ∗k(x) + pn
(
V ∗n(x− t)− eγtV ∗n(x))− εeγtV ∗τ (x),
which implies that, for all x > x0,
V ∗n(x− t) ≤ eγtV ∗n(x) + (1 + 2eγt)εV ∗τ (x)/pn.
Hence by F ∗τ (x) ≈ V ∗n(x), F ∗n ∈ OS, V ∗τ ∈ L(γ) and arbitrariness of ε, we can get
lim supV ∗n(x− t)/V ∗n(x) ≤ eγt. (2.4)
Thus, combining (2.4) and (1.3), V ∗n ∈ L(γ) for all n ≥ n0.
Furthermore, if V ∗l0 ∈ OS for some 1 ≤ l0 ≤ n0 − 1, then for any n ≥ l0, there are a integer l1
and positive constant M = M(V, l0, l1) such that l0 ≤ 2max{n0, n} ≤ l1l0 and
V ∗l0(x) ≤ V ∗n(x) ≤ V ∗2n(x) ≤ V ∗l0l1(x) ≤MV ∗l0(x).
Thus, V ∗n ∈ OS and V ∗n(x) ≈ V ∗l0l1(x) ≈ V ∗τ (x). And then use the methods mentioned above,
we have V ∗n ∈ L(γ) for all n ≥ l0.
Particularly, if l0 = k0 = 1, that is V ∈ OS, then V ∈ L(γ). ✷
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3 The proof of Theorem 1.1
We first prove the following lemma with a more general form than the first part of Theorem 1.1,
which is a key to the proof of the theorem and has its own independent value.
Let G1 be a distribution. Write G = G1 ∗ G2, where G2 = V ∗τ is a compound convolution
generated by some distribution V and nonnegative integer-valued random variables τ . Recall that
all distributions are supported on [0,∞).
Lemma 3.1. Assume that G ∈ L(γ) ∩ OS for some γ ≥ 0 and G1(x) = o
(
G2(x)
)
. Further,
suppose that conditions (2.1) for any 0 < ε < 1 and (1.3) for all k ≥ 1 are satisfied. Then
G2(x) ≈ G(x) and G2 ∈ L(γ) ∩ OS.
Proof. First, we prove G(x) ≈ G2(x). For any 0 < ε < 1/
(
2C∗(G)
)
, by G ∈ L(γ) and G1(x) =
o
(
G2(x)
)
, there is a constant A > 0 large enough such that, when x ≥ A, we have
G(x) =
∫ x−A
0−
G1(x− y)G2(dy) +
∫ A
0−
G2(x− y)G1(dy) +G1(A)G2(x−A)
≤ ε
∫ x−A
0−
G(x− y)G2(dy) +G1(A)G2(x− A) +G1(A)G2(x− A)
≤ 2εC∗(G)G(x) +G2(x− A).
Therefore, since G ∈ OS ⊂ OL, we have
(
1− 2εC∗(G))G(x)/C∗(V,A) . (1− 2εC∗(G))G(x+ A) ≤ G2(x),
that is G(x) ≈ G2(x), thus G2 ∈ OS.
Next, we prove G2 ∈ L(γ). By (2.1), G2 ∈ OS and Lemma 2.1, there is an integer n0 ≥ k0, such
that (2.2) holds. From (1.3), for any 0 < ε < 1 and any t > 0, there is a constant x0 = x0(F, ε, t)
such that for all x ≥ x0,
eγtV ∗k(x)/V ∗k(x− t) ≤ 1 + ε, for all k0 ≤ k ≤ n0. (3.1)
By (3.1) and (2.2), we have
(
eγtG2(x)−G2(x− t)
)
/G2(x− t) ≤
n0∑
k=k0
( eγtV ∗k(x)
V ∗k(x− t) − 1
)
+ (eγt + 1/pk0)ε
≤ (n0 + eγt + 1/pk0)ε
which implies
lim sup(eγtG2(x)−G2(x− t))/G2(x− t) ≤ 0. (3.2)
On the other hand, for any t > 0, from (3.2), G1(x) = o
(
G2(x)
)
and G ∈ L(γ) ∩ OS, there is
a enough large constant B > 2t such that, when x ≥ 3B, we have
e2γtG(x)−G(x− 2t) ≤
(∫ x−B
0
+
∫ x
x−B
)
e2γtG1(x− y)G2(dy) + e2γtG2(x)−G2(x− 2t)
−
∫ x−2t
x−2t−B
G1(x− 2t− y)G2(dy)
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≤ εe2γtG∗2(x) +
∫ B
0
(
e2γtG2(x− y)−G2(x− 2t− y)
)
G1(dy)
+G1(B)
(
e2γtG2(x− B)−G2(x− 2t− B)
)
≤ 2ε(1 + ε)e2γtC∗(G)G(x) +
(∫ t
0
+
∫ 2t
t
+
∫ B
2t
)(
e2γtG2(x− y)−G2(x− 2t− y)
)
G1(dy)
≤ 3ε(1 + ε)e2γtC∗(G)G(x) +
∫ 2t
t
(
e2γtG2(x− y)− eγyG2(x− 2t)
)
G1(dy)
+
∫ 2t
t
(
eγyG2(x− 2t)− eγ(y−t)G2(x− 3t)
)
G1(dy)
+
∫ 2t
t
(
eγ(y−t)G2(x− 3t)−G2(x− 3t− (y − t))
)
G1(dy). (3.3)
When t ≤ y ≤ 2t, we have
|e2γtG2(x− y)− eγyG2(x− 2t)|/G(x) ≤ (e2γt/G1(y)) + (eγy/G1(2t))
and
|eγ(y−t)G2(x− 3t)−G2(x− 3t− (y − t))|/G(x) ≤ (eγ(y−t)/G1(3t)) + (1/G1(2t+ y)).
And then, ∫ 2t
t
(e2γt/G1(y)) + (e
γy/G1(2t))G1(dy) ≤ 2e2γt/G1(2t) <∞
and ∫ 2t
t
(
(eγ(y−t)/G1(3t)) + (1/G1(2t+ y)
)
G1(dy) ≤ (eγt/G1(3t)) + (1/G1(4t)) <∞.
Thus, by Fatou’s lemma and (3.2), we have
lim sup
∫ 2t
t
(
e2γtG2(x− y)− eγyG2(x− 2t)
)
G1(dy)/G(x)
≤
∫ 2t
t
lim sup
(
e2γt
G2(x− y)
G2(x− 2t)
− eγy
)
G1(dy)/G1(2t) ≤ 0 (3.4)
and
lim sup
∫ 2t
t
(
eγ(y−t)G2(x− 3t)−G2(x− 3t− (y − t))
)
G1(dy)/G(x)
≤
∫ 2t
t
(
lim sup
eγ(y−t)G2(x− 3t)
G2(x− 3t− (y − t))
− 1
)
G1(dy)/G1(4t) ≤ 0. (3.5)
According to (3.3)-(3.5), we know that
∫ 2t
t
(
eγyG2(x− 2t)− eγ(y−t)G2(x− 3t)
)
G1(dy) ≥ −3ε(1 + ε)eγtC∗(G)G(x)− 3εG(x).
Further, by G(x) ≈ G2(x− t), we have
lim inf
(
eγtG2(x)−G2(x− t)
)
/G2(x− t) ≥ 0. (3.6)
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Combined with (3.6) and (3.2), we know that G2 ∈ L(γ). ✷
Now, we prove Theorem 1.1. In Lemma 3.1, we take V = F,G1 = H1, G2 = H2 = F
∗τ and
G = H . According to Remark 2.1 i), the condition (2.1) is satisfied for the Poisson compound
convolution H2. Therefore, by Lemma 3.1 and H ∈ L(γ) ∩ OS, we have H2 ∈ L(γ) ∩ OS and
H2(x) ≈ H(x).
Finally, by Theorem 2.1, we can get the rest of Theorem 1.1.
4 Some local version
In this section, we give three local versions of Theorem 1.1. To this end, we first recall the concepts
and notations of two local distribute classes, see, for example, Borovkov and Borovkov [3].
We say that a distribution V belongs to the distribution class Lloc, if for all x > 0 and 0 < T ≤
∞, V (x+∆T ) = V (x, x+ T ] > 0 when 0 < T <∞ or V (x+∆∞) = V (x) > 0, and for all t > 0,
V (x− t+∆T ) ∼ V (x+∆T ).
If a distribution V belongs to the class Lloc, and if for all 0 < T ≤ ∞,
V ∗2(x+∆T ) ∼ 2V (x+∆T ),
then we say that the distribution V belongs to the distribution class Sloc.
Similar to the classes OS and OL, we can also introduce two new distribution classes.
A distribution V belongs to the class OS loc or OLloc, if for all 0 < T ≤ ∞,
C∗∆T (V ) = lim sup V
∗2(x+∆T )/V (x+∆T ) <∞
or, if for all 0 < T ≤ ∞ and all 0 < t <∞,
C∗∆T (V, t) = lim supV (x+∆T − t)/V (x+∆T ) <∞.
In definitions of the above-mentioned local distribution classes, if “for all 0 < T ≤ ∞” is
replaced by “for some 0 < T ≤ ∞”, then these classes are called local long-tailed distribution
class, local subexponential distribution class, generalized local long-tailed distribution class and
generalized local subexponential distribution class, denoted by L∆T , S∆T , OL∆T and OS∆T with
corresponding indicators C∗∆T (V, t) for all 0 < t <∞ and C∗∆T (V ), respectively. Among them, for
some 0 < T ≤ ∞, the classes L∆T and S∆T were introduced by Asmussen et al. [1], the class
OS∆T was introduced by Wang et al. [25], and the class OL∆T , as well as the classes OS loc and
OLloc, just appears in this paper. In particular, when T = ∞, we get the corresponding global
distribution classes L, S, OL and OS, respectively. Compared with the definition of the class S,
however, the distribution in the class S∆T (or Sloc) is required to belong to the class L∆T (or Lloc),
the reason of which can be found in Chen et al. [5].
Theorem 4.1. Let H be an infinitely divisible distribution with the Laplace transform (1.1) and
Le´vy spectral distribution F . For some positive constant T0 and all k ≥ 1, assume that
lim inf F ∗k(x− t+∆T0)/F ∗k(x+∆T0) ≥ 1 for all t > 0. (4.1)
And suppose that H ∈ Lloc ∩ OS loc and H1(x+∆T0) = o
(
H2(x+∆T0)
)
. Then
H2 ∈ Lloc ∩ OS loc and H2(x+∆T ) ≈ H(x+∆T ) for all 0 < T ≤ ∞.
9
And there exists a integer n0 ≥ 1 such that F ∗n ∈ Lloc ∩OS loc for all n ≥ n0.
Further, if n0 ≥ 2 and if there exits an integer 1 ≤ l0 ≤ n0 − 1 such that F ∗l0 ∈ OS loc, then
F ∗n ∈ Lloc ∩OS loc for all n ≥ l0.
In particular, if l0 = 1, that is F ∈ OS loc, then F ∈ Lloc(∩OS loc).
Clearly, the class L∆T ∩OS∆T for some 0 < T ≤ ∞ is a larger distribution class compared with
the class Lloc ∩OS loc. And through the Esscher transform, for some 0 < T <∞, the heavy-tailed
distribution class L∆T ∩OS∆T corresponds to the light-tailed distribution class T L∆T (γ)∩OS∆T ,
where the class T L∆T (γ) is defined as follows.
For any distribution V supported on [0,∞) and constant γ 6= 0, if M(V, γ) < ∞, we define a
distribution Vγ such that
Vγ(x) =
∫ x
0−
eγyV (dy)1(x ≥ 0)/M(V, γ)
for all x ∈ (−∞,∞), which is called the Esscher transform (or the exponential tilting) of distribu-
tion V .
If we consider the Esscher transform V−γ of a distribution V for some γ > 0, then
0 < M(V,−γ) < 1, V = (V−γ)γ and M(V,−γ)M(V−γ , γ) = 1;
and for all k ≥ 1,
(V ∗k)−γ = (V−γ)
∗k = V ∗k−γ and M(V
∗k,−γ) = (M(V,−γ))k.
The Esscher transformation is a key in the proofs of results of this section, because it reveals
the relationship between the related heavy-tailed distribution class and light-tailed distribution
class. For example, a distribution V ∈ Lloc if and only if V−γ ∈ L(γ); and for some constant
0 < T <∞, V ∈ L∆T if and only if V−γ belongs to the following distribution class
T L∆T (γ) = {V : M(V, γ) <∞ and Vγ ∈ L∆T }.
Clearly, the relationship L(γ) ⊂ T L∆T (γ) is proper. See Definition 1.2 and Proposition 2.1 of
Wang and Wang [24].
Therefore, it is natural to investigate the corresponding result for the class T L∆T (γ) ∩OS∆T .
We will find that the research method of the following result is different from the one of Theorem
4.1.
Theorem 4.2. Let H be an infinitely divisible distribution with the Laplace transform (1.1) and
Le´vy spectral distribution F . For some positive constant 0 < T <∞, assume that H ∈ T L∆T (γ)∩
OS∆T for some γ > 0 and H1(x+∆T ) = o
(
H2(x+∆T )
)
. In addition, suppose that for all k ≥ 1,
lim inf F ∗kγ (x− t+∆T )/F ∗kγ (x+∆T ) ≥ 1 for all t > 0. (4.2)
Then
H2 = F
∗τ ∈ T L∆T (γ) ∩ OS∆T and H2(x+∆T ) ≈ H(x+∆T ).
And there exists an integer n0 ≥ 1 such that F ∗n ∈ T L∆T (γ) ∩OS∆T for all n ≥ n0.
Further, if n0 ≥ 2 and if there exits an integer 1 ≤ l0 ≤ n0 − 1 such that F ∗l0 ∈ OS∆T , then
F ∗n ∈ T L∆T (γ) ∩ OS∆T for all n ≥ l0.
In particular, if l0 = 1, that is F ∈ OS∆T , then F ∈ T L∆T (γ)(∩OS∆T ).
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Theorem 4.3. Let H be an infinitely divisible distribution with the Laplace transform (1.1) and
Le´vy spectral distribution F . For some 0 < T < ∞, assume that condition (4.1) with T0 = T for
all k ≥ 1 is satisfied. Further, suppose that G1(x+∆T ) = o
(
G2(x+∆T )
)
and H ∈ L∆T ∩OS∆T .
Then
H2 = F
∗τ ∈ L∆T ∩ OS∆T and H2(x+∆T ) ≈ H(x+∆T ).
Further, if n0 ≥ 2 and if F ∗l0 ∈ OS for some 1 ≤ l0 ≤ n0 − 1, then F ∗n ∈ L∆T ∩OS∆T for all
n ≥ l0.
In particular, if l0 = k0 = 1, that is F ∈ OS∆T , then F ∈ L∆T (∩OS∆T ).
5 The proofs of Theorem 4.1-Theorem 4.3
Here, the marks V , τ and V ∗τ are the same as before.
5.1 Proof of Theorem 4.1
Similar to the proof of Theorem 1.1, we first consider the closure under compound convolution
roots for the distribution class Lloc ∩ OS loc. Proposition 6.1 of Xu et al. [33] note that, the class,
or, more precisely, the class (Lloc ∩ OS loc) \ Sloc, is not closed under convolution roots. Here, we
give a positive result related compound convolution roots for the class.
Theorem 5.1. For any 0 < ε < 1 and some constant 0 < T0 < ∞, assume that there exists an
integer n0 = n0(V, ε, τ, T0) ≥ 1 such that,
∞∑
k=n0+1
pkV
∗(k−1)(x+∆T0) ≤ εV ∗τ (x+∆T0) (5.1)
for all x ≥ 0. Assume that, for all k ≥ 1, condition (4.1) is satisfied. If V ∗ ∈ Lloc ∩ OS loc, then
V ∗n ∈ Lloc ∩OS loc for all n > n0.
Further, if n0 ≥ 2 and if there exists an integer 1 ≤ l0 ≤ n0 − 1 such that F ∗l0 ∈ OS loc, then
F ∗n ∈ Lloc ∩OS loc for all n > l0.
In particular, if l0 = 1, that is F ∈ OS loc, then F ∈ Lloc(∩OS loc).
Proof. In order to prove the first part of the theorem, we need the following result related to the
classes OS∆T for some 0 < T <∞ and OS loc.
Lemma 5.1. For any 0 < γ, T < ∞, V−γ ∈ OS∆T if and only if V ∈ OS∆T . Thus, for any
0 < γ <∞, V−γ ∈ OS loc if and only if V ∈ OS loc.
Proof. From (2.4) of Wang and Wang [24] that, for any 0 < γ, T <∞,
V−γ(x+∆T ) = M(V−γ , γ)e
−γxV (x+∆T )
(
1− γ
∫ T
0
V (x+ y, x+ T ]
eγyV (x+∆T )
dy
)
, (5.2)
where V (x+∆T ) > 0 for all x ≥ 0, we obtain the following inequality,
e−γTV (x+∆T ) ≤ eγxV−γ(x+∆T )/M(V−γ, γ) ≤ V (x+∆T ). (5.3)
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Thus, if V ∈ OS∆T , then by (5.3) and Radon-Nikodym Theorem, we have
V ∗2−γ(x+∆T ) =
∫ x
0
V−γ(x− y +∆T )V−γ(dy) +
∫ x+T
x
V−γ(0, x− y + T ]V−γ(dy)
≤ e−γxM(V−γ, γ)
∫ x
0
V (x− y +∆T )V (dy)/M(V,−γ) + V−γ(x+∆T )
≤ e−γxM(V−γ, γ)V ∗2(x+∆T )/M(V,−γ) + V−γ(x+∆T )
≤ 2C∗∆T (V )M(V−γ , γ)e−γxV (x+∆T )/M(V,−γ) + V−γ(x+∆T )
≤ (2C∗∆T (V )M(V−γ, γ) + 1
)
eγTV−γ(x+∆T )/M(V,−γ),
that is V−γ ∈ OS∆T . Conversely, if V−γ ∈ OS∆T , we can also get V ∈ OS∆T by the same way.
Therefore, V−γ ∈ OS∆T if and only if V ∈ OS∆T for some 0 < T < ∞. According to the arbi-
trariness of T , we can also prove that V−γ ∈ OS loc if and only if V ∈ OS loc. ✷
Now, we continue to prove Theorem 5.1. In Lemma 5.1, we replace V with V ∗τ . Then by
V ∗τ ∈ Lloc ∩OS loc and Proposition 2.2 of Wang et al. [25], we know that
(V ∗τ )−γ ∈ L(γ) ∩ OS loc ⊂ L(γ) ∩OS.
In addition,
M(V ∗τ ,−γ) =
∞∑
k=0
pkM
k(V,−γ) = E(M(F,−γ))τ < 1
and for all x ≥ 0,
(V ∗τ )−γ(x) =
∞∑
k=1
pkM
k(V,−γ)V ∗k−γ(x)/M(V ∗τ ,−γ)
=
∞∑
k=1
qkV
∗k
−γ(x) = (V−γ)
∗σ(x). (5.4)
For any 0 < ε < 1, there is a number 0 < ε0 ≤ e−T0 such that ε = ε0eγT0 . By (5.3), (5.4) and
(5.1) with ε0 and the corresponding n0 = n0(V, ε0, τ, T0), we have
∞∑
k=n0+1
qkV
∗(k−1)
−γ (x) =
∞∑
k=n0+1
qk
∞∑
m=0
V
∗(k−1)
−γ (x+mT0 +∆T0)
≤
∞∑
k=n0+1
pk(M(V,−γ))k−1(M(V−γ , γ))k−1
∞∑
m=0
e−γ(x+mT0)V ∗(k−1)(x+mT0 +∆T0)/M(V
∗τ ,−γ)
=
∞∑
k=n0+1
pk
∞∑
m=0
e−γ(x+mT0)V ∗(k−1)(x+mT0 +∆T0)/M(V
∗τ ,−γ)
=
∞∑
m=0
e−γ(x+mT0)
∞∑
k=n0+1
pkV
∗(k−1)(x+mT0 +∆T0)/M(V
∗τ ,−γ)
< ε0
∞∑
m=0
e−γ(x+mT0)F ∗τ (x+mT0 +∆T0)/M(F
∗τ ,−γ)
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≤ ε0eγT0
∞∑
m=0
(V ∗τ )−γ(x+mT0 +∆T0)
= ε(V ∗τ )−γ(x) = ε(V−γ)∗σ(x) (5.5)
for all x ≥ 0. Further, by (4.1) and Proposition 2.1 of Wang and Wang [24], for all k ≥ k0,
lim inf V ∗k−γ(x− t)/V ∗k−γ(x) ≥ eγt for all t > 0. (5.6)
Since (V ∗τ )−γ ∈ L(γ)∩OS, by (5.5), (5.6) and Theorem 2.1, we have V ∗n−γ ∈ L(γ)∩OS for all
n ≥ n0. We note that, when V ∗n−γ ∈ L(γ), for any 0 < T <∞,
V ∗n−γ (x+∆T ) ∼ (1− e−γT )V ∗n−γ (x). (5.7)
Thus, V ∗n−γ ∈ L(γ) ∩ OS = L(γ) ∩ OS loc, that is V ∗n ∈ Lloc ∩OS loc for all n ≥ n0.
In the same way, we can prove the rest of the theorem. ✷
In order to prove Theorem 4.1, we also need the following lemma. Recall that G1 is a distri-
bution, G2 = V
∗τ and G = G1 ∗ G2. By Esscher transform, Lemma 3.1 and Lemma 5.1, we can
prove the lemma.
Lemma 5.2. For some constant T0 > 0 and any 0 < ε < 1, assume that conditions (5.1) and (4.1)
for all k ≥ 1 and some γ ≥ 0 are satisfied. Further, suppose that G1(x+∆T0) = o
(
G2(x +∆T0)
)
and G ∈ Lloc ∩ OS loc. Then G2 ∈ Lloc ∩OS loc and G2(x+∆T0) ≈ G(x+∆T0).
Clearly, condition (5.1) is satisfied for any 0 < T ≤ ∞, if pn = e−λλn/n! for all nonnegative
integers n. Therefore, by Lemma 5.2 and Theorem 5.1, we can prove Theorem 4.1.
5.2 Proof of Theorem 4.2
According to Lemma 5.2, we only need to prove the following result.
Theorem 5.2. Assume that M(V, γ) < ∞ for some 0 < γ < ∞ and for any 0 < ε < 1 and
some 0 < T < ∞, there exists an integer n0 = n0(F, τ, ε, T ) ≥ 1 such that (5.1) with T0 = T
is holds for all x ≥ 0. In addition, suppose that condition (4.2) for all k ≥ 1 is satisfied. If
V ∗τ ∈ T L∆T (γ) ∩ OS∆T for some 0 < γ <∞, then V ∗n ∈ T L∆T (γ) ∩OS∆T for all n ≥ n0.
Further, if n0 ≥ 2 and if there exits an integer 1 ≤ l0 ≤ n0 − 1 such that V ∗l0 ∈ OS∆T , then
V ∗n ∈ T L∆T ∩ OS∆T for all n ≥ l0.
In particular, if l0 = 1, that is V ∈ OS∆T , then V ∈ T L∆T (∩OS∆T ).
Remark 5.1. For any 0 < γ, T < ∞, from (5.7), the condition in Theorem 5.2 that F ∗τ ∈
T L∆T (γ) ∩ OS∆T is substantially weaker than the corresponding condition in Theorem 2.1 and
Theorem 5.1 that V ∗τ ∈ L(γ) ∩ OS = L(γ) ∩OS loc.
Proof. In order to prove the theorem, we first give the local version similar to the half of Lemma
2.1.
Lemma 5.3. If V ∗τ ∈ OS∆T for some 0 < T < ∞, then the following proposition ii) can deduce
the proposition i):
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i) For any 0 < ε < 1, there is an integer n0 = n0(F, τ, ε, T ) ≥ 1 such that
∞∑
k=n0+1
pkV
∗k(x+∆T ) ≤ εV ∗τ (x+∆T ) for all x ≥ 0. (5.8)
ii) For any 0 < ε < 1, there is an integer n0 = n0(V, τ, ε, T ) ≥ 1 such that
∞∑
k=n0+1
pkV
∗(k−1)(x+∆T ) ≤ εV ∗τ (x+∆T ) for all x ≥ 0. (5.9)
Proof. In order to prove ii) =⇒ i), we denote
D∗(V ∗τ , T ) = sup
x≥0
(V ∗τ )∗2(x+∆T )/V
∗τ (x+∆T ).
Clearly, 0 < D∗(V ∗τ , T ) <∞. For any 0 < ε < 1, there is a positive number ε1 such that
0 < ε1 < p1/
(
1 +D∗(V ∗τ , T )
)
< 1,
and ε = ε1
(
1 + D∗(V ∗τ , T )
)
/p1. For above ε1, by proposition ii), there is an integer n0 =
n0(V, τ, ε1, T ) ≥ 1 such that (5.9) holds. Further, we assume that
an0 =
∞∑
k=n0+1
pk < ε1. (5.10)
Then by (5.8) and (5.10), for all x ≥ 0, we have
∞∑
k=n0+1
pkV
∗k(x+∆T ) = V ∗
∑
n0+1≤k<∞
pkV
∗(k−1)(x+∆T )
≤ an0
∫ x
0−
Gn0(x− y +∆T )V (dy) + an0V (x+∆T )
< ε1
(∫ x
0−
V ∗τ (x− y +∆T )V ∗τ (dy) + V ∗τ (x+∆T )
)
/p1
≤ ε1
(
V ∗2τ (x+∆T ) + V
∗τ (x+∆T )
)
/p1
≤ ε1
(
1 +D∗(V ∗τ , T )
)
V ∗τ (x+∆T )/p1 = εV
∗τ (x+∆T ),
that is we get proposition i). ✷
In the following, we continue to prove the theorem. First, we prove that V ∗n ∈ OS∆T for all
n ≥ n0.
Because V ∗τ ∈ T L∆T (γ), M(V ∗τ , γ) < ∞ which implies M(V ∗n, γ) < ∞ for all n ≥ 1. From
(2.4) of Wang and Wang [24], it holds that
V ∗θ(x+∆) = M(V ∗θ, γ)e−γx(V ∗θ)γ(x+∆T )
(
1− γ
∫ T
0
(V ∗θ)γ(x+ y, x+ T ]
eγy(V ∗θ)γ(x+∆T )
dy
)
, (5.11)
where θ = k for all k ≥ 1 or, θ = τ . In particular, when θ = τ ,
(V ∗τ )γ(x+∆T ) =
∞∑
k=1
pkM
k(V, γ)V ∗kγ (x+∆T )/M(V
∗τ , γ) = (Vγ)
∗σ(x+∆T ) (5.12)
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for all x ≥ 0, where σ is a random variable such that
qk = P (σ = k) = pkM
k(V, γ)/M(V ∗τ , γ)
for all k ≥ 0. Thus,
e−γT (V ∗θ)γ(x+∆T ) ≤ eγxV ∗θ(x+∆)/M(V ∗θ, γ) ≤ (V ∗θ)γ(x+∆T ). (5.13)
For any function h such that 0 < h(x) ↑ ∞ and h(x)/x → 0, by (5.13) and Radon-Nikodym
theorem, we have
∫ x−h(x)
h(x)
(V ∗θ)γ(x− y +∆T )(V ∗θ)γ(dy) = O
(
eγx
∫ x−h(x)
h(x)
V ∗θ(x− y +∆T )V ∗θ(dy)
)
.
Here the notation f(x) = O(g(x)) for positive-valued functions f and g means lim sup f(x)/g(x)
< ∞. Combined with the asymptotic inequality and Lemma 5.1, when V ∗τ ∈ T L∆T (γ) ∩ OS∆T ,
(V ∗τ )γ ∈ L∆T ∩OS∆T .
According (5.1), (5.13) and Lemma 5.3, for any 0 < ε < 1, there is an integer n0 = n0(V, τ, ε, γ, T )
such that for all x ≥ 0
n0∑
k=1
qkV
∗k
γ (x+∆T ) ≥ eγx
n0∑
k=1
pkV
∗k(x+∆T )/M(V
∗τ , γ)
≥ (1− ε)eγxV ∗τ (x+∆T )/M(V ∗τ , γ)
≥ (1− ε)e−γT (V ∗τ )γ(x+∆T ). (5.14)
Further, for any n ≥ k0, used Fatou’s lemma, Radon-Nikodym theorem, (5.13) and (4.2), respec-
tively, we have
lim inf
V
∗(n+1)
γ (x+∆T )
V ∗nγ (x+∆T )
≥
∫ ∞
0
lim inf
V ∗nγ (x− y +∆T )
V ∗nγ (x+∆T )
1(y ≤ x)Fγ(dy) = 1. (5.15)
Combined with (5.14), (5.15) and (V ∗τ )γ ∈ OS∆T , we know that V ∗n0γ ∈ OS∆T and V ∗n0γ (x +
∆T ) ≈ (V ∗τ )γ(x + ∆T ), where the notation f(x) ≈ g(x) for positive-valued functions f and g
means f(x) = O
(
g(x)
)
and g(x) = O
(
f(x)
)
. Use again Lemma 5.1, (5.3) and (4.2), for all n ≥ n0,
we have
V ∗n ∈ OS∆T and V ∗n(x+∆T ) ≈ V ∗τ (x+∆T ).
Next, we prove that V ∗n ∈ T L∆T (γ) for all n ≥ n0.
According to Lemma 5.3, (5.1), (5.12) and (5.13), for any 0 < ε < 1 and any fixed n ≥ n0,
there exists an integer m0 = m0(F, τ, ε, T ) ≥ n such that
∞∑
k=m0+1
qkV
∗k
γ (x+∆T ) ≤ ε(V ∗τ )γ(x+∆T ) for all x ≥ 0. (5.16)
Further, by (V ∗τ )γ ∈ L∆T ∩OS∆T and (4.2), for the above ε and any t > 0, there is a constant
x0 = x0(V, τ, ε, t) such that, for all x > x0,
ε(V ∗τ )γ(x+∆T ) ≥ (V ∗τ )γ(x− t+∆T )− (V ∗τ )γ(x+∆T )
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=
( ∑
1≤k 6=n≤m0
+
∑
k=n
+
∑
k≥m0+1
)
qk
(
V ∗kγ (x− t+∆T )− V ∗kγ (x+∆T )
)
≥ −ε
∑
k0≤k≤m0
qkV
∗k
γ (x+∆T ) + qn
(
V ∗nγ (x− t+∆T )− V ∗nγ (x+∆T )
)− ε(V ∗τ )γ(x+∆T ),
which implies that, for all x > x0,
V ∗nγ (x− t +∆T ) ≤ V ∗nγ (x+∆T ) + 3ε(V ∗τ )γ(x+∆T )/qn.
Hence by (V ∗τ )γ(x+∆T ) ≈ V ∗nγ (x+∆T ), V ∗τ ∈ T L∆T (γ) and arbitrariness of ε, we can get
lim sup V ∗nγ (x− t+∆T )/V ∗nγ (x+∆T ) ≤ 1. (5.17)
Combining (5.17) and (4.2), V ∗nγ ∈ L∆T . Therefore, V ∗n ∈ T L∆T (γ), for all n ≥ n0.
Finally, the remainder of the theorem can be similarly proved. ✷
5.3 Proof of Theorem 4.3
Along the same way of Theorem 5.2 without the Esscher transform, we can get the following
conclusion and omit its proof.
Theorem 5.3. Assume that for any 0 < ε < 1 and some 0 < T < ∞, there exists an integer
n0 = n0(V, τ, ε, T ) ≥ 1 such that the condition (5.1) with T0 = T is satisfied. In addition, suppose
that (4.1) with T0 = T for all k ≥ k0 is satisfied. If V ∗τ ∈ L∆T ∩OS∆T , then V ∗n ∈ L∆T ∩OS∆T
for all n ≥ n0.
Further, if l0 ≥ 2 and if V ∗l0 ∈ OS for some 1 ≤ l0 ≤ n0 − 1, then V ∗n ∈ L∆T ∩ OS∆T for all
n ≥ l0.
In particular, if l0 = 1, that is V ∈ OS∆T , then V ∈ L∆T (∩OS∆T ).
Based on Theorem 5.3, we can get result of Theorem 4.3 without its details of proof.
6 Discussion
In this section, we follow the notations of Theorem 1.1 and Theorem 2.1, respectively.
6.1 On the condition (1.3)
In this subsection, we provide some distributions satisfying the condition (1.3) for all k ≥ 1.
Proposition 6.1. i) For i = 1, 2, let Fi be a distribution satisfying
lim inf Fi(x− t)/Fi(x) ≥ eγt for any t > 0. (6.1)
Assume that F2 ∈ OL and
limF1(x)C
∗(F2, x) = 0. (6.2)
Then
lim inf F1 ∗ F2(x− t)/F1 ∗ F2(x) ≥ eγt for all t > 0. (6.3)
ii) Further, if F1 = F, F2 = F
∗k0 ∈ OL for some integer k0 ≥ 1, then (1.3) holds for all k ≥ k0.
In particular, if k0 = 1, then (1.3) holds for all k ≥ 1.
16
Remark 6.1. The condition (6.2) is necessary in certain sense. In Proposition 5.4 of Xu et al.
[33], there is a distribution F such that F ∈ OL\L(γ) for each γ > 0 and F ∗k ∈ L(γ) for all k ≥ 2,
thus k0 = 1. However, for k = 1 the condition (1.3) is not satisfied, and for k ≥ 2 it is satisfied.
Clearly, the condition (6.2) is not holds, otherwise, (1.3) holds for all k ≥ 1 by Proposition 6.1 ii).
Proof. i) To prove (6.3), we only need to prove its equivalent proposition:
lim sup(eγtF1 ∗ F2(x)− F1 ∗ F2(x− t))/F1 ∗ F2(x− t) ≤ 0. (6.4)
From (6.1), we know that, for any 0 < ε < 1 and i = 1, 2, there exists a constant x0 = x0(ε, γ, Fi, i =
1, 2) > 0 such that for all x > x0
Fi(x− t)− eγtFi(x) ≥ −εFi(x). (6.5)
For any t > 0, when x > t+ 2x0, by (6.5), we have
eγtF1 ∗ F2(x)− F1 ∗ F2(x− t)
= eγt
∫ x−x0
x−t−x0
F1(x− y)F2(dy)− F1(x0)(F2(x− t− x0)− eγtF2(x− x0))
−
∫ x−t−x0
0
(
F1(x− t− y)− eγtF1(x− y)
)
F2(dy)−
∫ x0
0
(
F2(x− t− y)− eγtF2(x− y)
)
F1(dy)
≤ eγtF1(x0)F2(x− t− x0) + εF1(x0)F2(x− x0)
+ε
∫ x−t−x0
0
F1(x− y)F2(dy) + ε
∫ x0
0
F2(x− y)F1(dy)
≤ eγtF1(x0)F2(x− t− x0) + εF1 ∗ F2(x).
Then
lim sup
(
eγtF1 ∗ F2(x)− F1 ∗ F2(x− t)
)
/F1 ∗ F2(x− t) ≤ eγtF1(x0)C∗(F2, x0) + ε.
Therefore, by (6.2) and arbitrariness of ε, (6.4) holds.
ii) We first prove the following fact: if F ∈ OL, then for all k ≥ 1, F ∗k ∈ OL and
C∗(F ∗k, t) ≤ C∗(F, t) for all t ≥ 0. (6.6)
We use mathematical induction to prove the result. Clearly, (6.6) holds for k = 1. Assume that
F ∗k ∈ OL for some k ≥ 1, then for any 0 < ε < 1 and t > 0, there is a constant x0 = x0(F ∗k, ε, t)
such that when x ≥ x0,
F ∗k(x− t) ≤ (1 + ε)C∗(F ∗k, t)F ∗k(x) ≤ (1 + ε)C∗(F, t)F ∗k(x) <∞.
Further, according to the induction hypothesis, for any 0 < ε < 1 and t > 0, we have
F ∗(k+1)(x− t) =
(∫ x−t−x0
0−
+
∫ x−t
x−t−x0
)
F ∗k(x− t− y)F (dy) + F (x− t)
≤ (1 + ε)C∗(F, t)
(∫ x−x0
0−
F ∗k(x− y)F (dy) +
∫ x0
0−
F (x− y)F ∗k(dy) + F (x− x0)F ∗k(x0)
)
≤ (1 + ε)C∗(F, t)F ∗(k+1)(x).
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Thus, F ∗(k+1) ∈ OL and (6.6) holds for k + 1 by the arbitrariness of ε.
Next, for any m ≥ k0 + 1, we take F1 = F and F2 = F ∗(m−1), then by (6.6) and (6.2), we have
F1(x)C
∗(F2, x) = F (x)C
∗(F ∗(m−1), x) ≤ F (x)C∗(F, x)→ 0.
Therefore, by the conclusion in 1), (1.3) holds for k = m. ✷
Now, we will introduce a kind of distribution with more specific representation, which satisfies
(1.3). For some constant γ > 0 and arbitrary distribution F0, we define the distribution F in the
form
F (x) = 1(x < 0) + e−γxF0(x)1(x ≥ 0), x ∈ (−∞,∞). (6.7)
Clearly, F is light-tailed and (1.3) holds for k = k0 = 1.
Proposition 6.2. In (6.7), if F0 is a heavy-tailed distribution such that F0 ∈ OL and
limF0(x)C
∗(F0, x) = 0, (6.8)
then F ∗k ∈ OL and (1.3) holds for all k ≥ 1.
Proof. Clearly, (1.3) holds for k = 1 and
C∗(F, t) = lim sup eγtF0(x− t)/F0(x) = eγtC∗(F0, t).
Thus, F ∈ OL, and by (6.8),
F (x)C∗(F, x) = F0(x)C
∗(F0, x)→ 0.
Therefore, by Proposition 6.1, (1.3) holds for all k ≥ 1. ✷
Finally, we give a distribution F satisfying the conditions (6.2) and (1.3).
Example 6.1. Let α ∈ (3/2, (√5+1)/2) and r = (α+1)/α be constants. Assume a > 1 is enough
large such that ar > 8a. We define a distribution F0 supported on [0,∞) such that
F0(x) = 1(x < a0) + C
∞∑
n=0
(( ∞∑
i=n
a−αi − a−α−1n (x− an)
)
1
(
x ∈ [an, 2an)
)
+
∞∑
i=n+1
a−αi 1
(
x ∈ [2an, an+1)
))
, (6.9)
where C is a regularization constant and an = a
rn for all nonnegative integers, see Proposition 4.3
of Xu et al. [33].
Let F be a distribution defined by (6.7). Then, for any t > 0 and all enough large integer n
such that 2an + t < an+1, when x ∈ [an, an + t),
eγt < F (x− t)/F (x) = eγtF0(x− t)/F0(x) ≤ eγtF0(an)/F0(an + t)→ eγt;
when x ∈ [an + t, 2an),
eγt < F (x− t)/F (x) = eγt(F0(x)− a−α−1n t)/F0(x) ≤ eγt(F0(an)− a−α−1n t)/F0(an)→ eγt;
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when x ∈ [2an, 2an + t), from r = (α + 1)/α,
F (x− t)/F (x) ≤ eγtF0(2an − t)/F0(2an)→ eγt(1 + t);
and when x ∈ [2an + t, an+1),
F (x− t)/F (x) = eγt.
This fact implies C∗(F, t) = (1 + t)eγt, F /∈ L(γ) and F ∗k ∈ OL for all k ≥ 1. Further, by∫∞
0
F (y)dy <∞, we have
limF (x)C∗(F, x) = limF0(x)(1 + x) = 0.
Therefore, by Proposition 6.2, (1.3) holds for all k ≥ 1. ✷
6.2 On the condition (2.1)
In this subsection, we give a more general Kesten inequality, by which, we can implies (2.1) under
certain conditions. To this end, write An = supx≥0
V ∗n(x)
G(x)
for all n ≥ 1 and
a = M(V, γ) + A1
(
C∗(G)− 2M(G, γ)) = M(V, γ) + b.
Proposition 6.3. Let V and G be two distributions such that G ∈ L(γ)∩OS for some 0 ≤ γ <∞,
M(G, γ) <∞ and V (x) = O(G(x)). Then for any constant M satisfying
a < M < 1 + a (6.10)
and any constant ε > 0 satisfying
(1 + ε)
(
a + (2 + A1)ε
)
< M, (6.11)
there exists a constant K = K(V,G, γ, ε) > 0 such that, for all k ≥ 1 and x ≥ 0,
V ∗k(x) ≤ KMkG(x). (6.12)
Remark 6.2. i) Clearly, C∗(G) ≥ 2M(G, γ) and M(V, γ) > 1, thus a > 1. If C∗(G) = 2M(G, γ),
that is G ∈ S(γ), then we only require M > M(V, γ). This particular result is attributed to Lemma
2.1 of Yu et al. [35]. And when G = V ∈ OS, that is A1 = 1, the result is due to Lemma 6.3 (ii)
of Watanabe [26]. In the two results, the distribution V is supported on (−∞,∞).
ii) Clearly, in Theorem 2.1, if
∑∞
k=1 pkM
k−1 < ∞, then by Proposition 6.3 with G = V ∗τ ,
condition (2.1) is satisfied. For example, we can take pk = pq
k, k ≥ 0, where p, q > 0 and
p + q = 1, if q is small enough such that
qa = q
(
M(V, γ) + A1(C
∗(V ∗τ )− 2M(V ∗τ , γ))) < 1,
then we can choose a M that is small enough to make (6.12) satisfied. Thus, (2.1) holds.
iii) From (6.10), we know that M(V, γ) < M − b. Thus for all integer n ≥ 1 and any constant
K > 0,
Mn(V, γ) < Mn
(
(M − b)/M)n ≤ KMn((M − b)/(KM)). (6.13)
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Proof. Clearly, (6.12) holds for k = 1 and all x ≥ 0. Further, we assume that (6.12) holds for
k = n and all x ≥ 0. For the above mentioned ε > 0 and any h ∈ H(G, γ), by G ∈ L(γ) ∩ OS,
there is a constant x0 > 0 such that, for all x ≥ x0,
∫ h(x)
0
G(x− y)V ∗n(dy) ≤ (1 + ε)Mn(V, γ)G(x) uniformly for all n ≥ 1, (6.14)
∫ x−h(x)
h(x)
G(x− y)G(dy) ≤ (1 + ε)(C∗(G)− 2M(G, γ) + ε)G(x) (6.15)
and
V
(
h(x)
)
G
(
x− h(x)) < εG(x). (6.16)
For the ε > 0, we take
K ≥ max{A1(M − b)/(Mε), 1/G(x0)}.
Further, by (6.13), we have
A1M
n(V, γ) ≤ εKMn for all n ≥ 1. (6.17)
Now, we prove that (6.12) holds for k = n + 1 and all x ≥ 0.
For all x ≥ x0, using integration by parts and inductive hypothesis, by (6.10), (6.14)-(6.17), we
have
V ∗(n+1)(x) =
∫ h(x)
0
V (x− y)V ∗n(dy) +
∫ x−h(x)
0
V ∗n(x− y)V (dy) + V ∗n(h(x))V (x− h(x))
≤ A1
∫ h(x)
0
G(x− y)V ∗n(dy) + An
(∫ x−h(x)
0
G(x− y)V (dy) +G(h(x))V (x− h(x)))
= A1
∫ h(x)
0
G(x− y)V ∗n(dy) + An
(∫ h(x)
0
G(x− y)V (dy)
+
∫ x−h(x)
h(x)
V (x− y)G(dy) + V (h(x))G(x− h(x)))
≤ A1(1 + ε)Mn(V, γ)G(x) + An
(
(1 + ε)M(V, γ)G(x) + A1
∫ x−h(x)
h(x)
G(x− y)G(dy) + εG(x)
)
≤ (1 + ε)G(x)KMn
(
M(V, γ) + A1
(
C∗(G)− 2M(G, γ))+ (2 + A1)ε
)
.
Further, by (6.11), we know that
An+1 ≤ KMn(1 + ε)(a+ 2ε) ≤ KMn+1.
And for all 0 ≤ x ≤ x0, by M > 1 and K ≥ 1/G(x0), we have
An+1 ≤ 1/G(x0) ≤ KMn+1.
Combined with the above two inequalities, we immediately know that inequality (6.12) holds
for k = n+ 1 and all x ≥ 0. ✷
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