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（珦Ｈ＊ｊ －Ｈ＊ｊ ，ｇｒａｄ（Ｈ＊ｊ ））＝（珦Ｈ＊ｊ ，ｇｒａｄ（Ｈ＊ｊ ））－
　　（Ｈ＊ｊ ，ｇｒａｄ（Ｈ＊ｊ ））＝（珦Ｈ＊ｊ ，ｇｒａｄ（Ｈ＊ｊ ））≥０．





（Ｈ＊ｊ －珦Ｈ＊ｊ ，ｇｒａｄ（Ｈ＊ｊ ）－ｇｒａｄ（珦Ｈ＊ｊ ））≤０．
再由引理１知：
（Ｈ＊ｊ －珦Ｈ＊ｊ ，ｇｒａｄ（Ｈ＊ｊ ）－ｇｒａｄ（珦Ｈ＊ｊ ））≥
α‖Ｈ＊ｊ －珦Ｈ＊ｊ ‖２２，








ＭＵ　 ＦＰ－ＳＤ　 ＦＰ－ＭＧ　 ＭＵ　 ＦＰ－ＳＤ　 ＦＰ－ＭＧ　 ＭＵ　 ＦＰ－ＳＤ　 ＦＰ－ＭＧ
５　 ３　０３２　 ６９７　 ９３５　 ０．０２９　３　 ０．０２８　０　 ０．０２８　２　 ６７１　 ２０３　 ３０２
１０　 ４　２４８　 １　２４６　 ２　６６７　 ０．０２４　２　 ０．０２２　１　 ０．０２２　４　 １　０３１　 ３７５　 ９０７
２０　 ６　９８９　 １　１７４　 １　５７９　 ０．０２０　５　 ０．０１８　０　 ０．０１８　７　 １　９０５　 ４２３　 ６１３
３０　 ８　５６１　 １　０６５　 １　４２１　 ０．０１９　０　 ０．０１６　１　 ０．０１７　２　 ２　７８１　 ３８５　 ５９７
４０　 ９１８　 １　５２２　 ０．０１５　１　 ０．０１６　５　 ５７５　 １　０２３
６０　 ５　２２０　 ８４１　 １　４３１　 ０．０１６　２　 ０．０１４　０　 ０．０１６　０　 ２　９９２　 ５７０　 １　０９６











































































呈现下降的趋势．且 ＦＰ－ＳＤ 以及 ＦＰ－ＭＧ 算法均较
ＭＵ算法有较好的表现，其中相对误差平均下降了
７％以上，有的下降了１５％．
３）从运行时间上看，随着ｒ的增加，３种算法均
呈现先增长后下降的趋势．且ＦＰ－ＳＤ以及ＦＰ－ＭＧ算
法较 ＭＵ算法都有明显的提高，运行效率大多提高了
２倍以上，最多的提高了７倍．
下面固定ｒ，对照 ＭＵ，ＦＰ－ＳＤ及ＦＰ－ＭＧ算法的
平均相对误差以及平均ＫＫＴ剩余量．由于ＯＲＬ图库
包含４０个人的人脸图片，所以取ｒ＝４０，对比结果如
图１．
图１　三种ＮＭＦ算法的平均相对误差对比
Ｆｉｇ．１ Ｃｏｍｐａｒｉｓｏｎ　ｏｆ　ｔｈｅ　ａｖｅｒａｇｅ　ｒｅｌａｔｉｖｅ　ｅｒｒｏｒ　ｏｆ
ｔｈｅ　ｔｈｒｅｅ　ＮＭＦ　ａｌｇｏｒｉｔｈｍｓ
图１对比了３种算法的平均相对误差．从图中可
以看到，ＦＰ－ＳＤ与ＦＰ－ＭＧ算法的相对误差下降较快，
且当迭代次数在２０到４０之间时，这２种算法较 ＭＵ
算法的优势更为显著．ＭＵ算法迭代近１００次后，相对
误差达到０．０２，而ＦＰ－ＳＤ与ＦＰ－ＭＧ算法只需５０次
迭代，相对误差即可达到０．０２，步长减少了一半．图１
从侧面验证了所有算法的相对误差是单调下降的，这
与前面的理论分析相吻合．平均 ＫＫＴ剩余量对比结
果如图２．
由图２可以看出，迭代１５次后，ＦＰ－ＳＤ以及ＦＰ－
图２　三种ＮＭＦ算法的平均ＫＫＴ剩余量对照
Ｆｉｇ．２ Ｃｏｍｐａｒｉｓｏｎ　ｏｆ　ｔｈｅ　ａｖｅｒａｇｅ　ＫＫＴ　ｒｅｓｉｄｕａｌ
ｏｆ　ｔｈｅ　ｔｈｒｅｅ　ＮＭＦ　ａｌｇｏｒｉｔｈｍｓ
ＭＧ算法的ＫＫＴ剩余量均小于 ＭＵ算法．图中还看
到，要使 ＫＫＴ剩余量达到０．２，ＦＰ－ＳＤ以及ＦＰ－ＭＧ
算法大约需要迭代４０次，而 ＭＵ迭代１００次后仍未
达到．进一步，ＦＰ－ＳＤ算法迭代７０次时，ＫＫＴ剩余量
已低于０．１，而 ＦＰ－ＭＧ 需要迭代１００次．总之，从
ＫＫＴ剩余量看，这３种算法中，ＦＰ－ＳＤ以及ＦＰ－ＭＧ
算法效果较好．
５　结　论
本研究将运筹学中的线性互补问题与ＮＭＦ问题
联系起来，利用ＮＭＦ问题与线性互补问题的关系，将
ＮＭＦ问题转化为求解不动点方程问题，从而设计出
了基于不动点方程ＮＭＦ算法，讨论了算法的收敛性，
并从理论上给予证明．借助这个思路，利用最速下降法
以及最小梯度法选取下降步长，分别得到基于不动点
方程ＦＰ－ＳＤ与ＦＰ－ＭＧ算法．数值实验的结果表明，本
文中提出的两种算法较 ＭＵ算法在收敛速度上有明
显的改进．
参考文献：
［１］　ＬＥＥ　Ｄ　Ｄ，ＳＥＵＮＧ　Ｈ　Ｓ．Ｌｅａｒｎｉｎｇ　ｔｈｅ　ｐａｒｔｓ　ｏｆ　ｏｂｊｅｃｔｓ　ｂｙ
ｎｏｎ－ｎｅｇａｔｉｖｅ　ｍａｔｒｉｘ　ｆａｃｔｏｒｉｚａｔｉｏｎ［Ｊ］．Ｎａｔｕｒｅ，１９９９，４０１：
７８８－７９１．
［２］　ＬＥＥ　Ｄ　Ｄ，ＳＥＵＮＧ　Ｈ　Ｓ．Ａｌｇｏｒｉｔｈｍｓ　ｆｏｒ　ｎｏｎ－ｎｅｇａｔｉｖｅ
ｍａｔｒｉｘ　ｆａｃｔｏｒｉｚａｔｉｏｎ［Ｊ］．Ａｄｖａｎｃｅｓ　ｉｎ　Ｎｅｕｒａｌ　Ｉｎｆｏｒｍａｔｉｏｎ
Ｐｒｏｃｅｓｓｉｎｇ　Ｓｙｓｔｅｍｓ，２００１，１３：５５６－５６２．
［３］　ＧＵＩＬＬＡＭＥＴ　Ｄ，ＶＩＴＲＩＡ　Ｊ．Ｎｏｎ－ｎｅｇａｔｉｖｅ　ｍａｔｒｉｘ　ｆａｃ－
ｔｏｒｉｚａｔｉｏｎ　ｆｏｒ　ｆａｃｅ　ｒｅｃｏｇｎｉｔｉｏｎ［Ｊ］．Ｎａｔｕｒｅ，１９９９，４０１：
７８８－７９１．
·０３５·
第４期 刘伟强等：基于不动点方程的非负矩阵分解算法
ｈｔｔｐ：∥ｊｘｍｕ．ｘｍｕ．ｅｄｕ．ｃｎ
［４］　ＨＵＤＳＯＮ　Ｈ　Ｍ，ＬＡＲＫＩＮ　Ｒ　Ｓ．Ａｃｃｅｌｅｒａｔｅｄ　ｉｍａｇｅ　ｒｅｃｏｎ－
ｓｔｒｕｃｔｉｏｎ　ｕｓｉｎｇ　ｏｒｄｅｒｅｄ　ｓｕｂｓｅｔｓ　ｏｆ　ｐｒｏｊｅｃｔｉｏｎ　ｄａｔａ［Ｊ］．
ＩＥＥＥ　Ｔｒａｎｓａｃｔｉｏｎｓ　ｏｎ　Ｍｅｄｉｃａｌ　Ｉｍａｇｉｎｇ，１９９４，１３（４）：
６０１－６０９．
［５］　ＸＵ　Ｗ，ＬＩＵ　Ｘ，ＧＯＮＧ　Ｙ　Ｈ．Ｄｏｃｕｍｅｎｔ　ｃｌｕｓｔｅｒｉｎｇ　ｂａｓｅｄ
ｏｎ　ｎｏｎ－ｎｅｇａｔｉｖｅ　ｍａｔｒｉｘ　ｆａｃｔｏｒｉｚａｔｉｏｎ［Ｃ］∥Ｐｒｅｓｓｉｎｇ　ｏｆ
ｔｈｅ　２６ｔｈ　Ａｎｎｕａｌ　Ｉｎｔｅｒｎａｔｉｏｎａｌ　ＡＣＭ　ＳＩＧＩＲ　Ｃｏｎｆｅｒｅｎｃｅ．
Ｔｏｒｏｎｔｏ：ＡＣＭ　Ｐｒｅｓｓ，２００３：２６７－２７３．
［６］　ＸＵ　Ｚ　Ｇ，ＹＵＡＮ　Ｙ　Ｚ，ＬＩ　Ｘ　Ｓ，ｅｔ　ａｌ．Ｏｎｌｉｎｅ　ｂｌｉｎｄ　ｓｏｕｒｃｅ
ｓｅｐａｒａｔｉｏｎ　ｕｓｉｎｇ　ｉｎｃｒｅｍｅｎｔａｌ　ｎｏｎｎｅｇａｔｉｖｅ　ｍａｔｒｉｘ　ｆａｃｔｏｒｉ－
ｚａｔｉｏｎ　ｗｉｔｈ　ｖｏｌｕｍｅ　ｃｏｎｓｔｒａｉｎｔ［Ｊ］．ＩＥＥＥ　Ｔｒａｎｓａｃｔｉｏｎｓ　ｏｎ
Ｎｅｕｒａｌ　Ｎｅｔｗｏｒｋｓ，２０１１，２２（４）：５５０－５６０．
［７］　ＺＨＥＮＧ　Ｃ　Ｈ，ＮＧ　Ｔ　Ｙ，ＺＨＡＮＧ　Ｄ，ｅｔ　ａｌ．Ｔｕｍｏｒ　ｃｌａｓｓｉｆｉ－
ｃａｔｉｏｎ　ｂａｓｅｄ　ｏｎ　ｎｏｎ－ｎｅｇａｔｉｖｅ　ｍａｔｒｉｘ　ｆａｃｔｏｒｉｚａｔｉｏｎ　ｕｓｉｎｇ
ｇｅｎｅ　ｅｘｐｒｅｓｓｉｏｎ　ｄａｔａ［Ｊ］．ＩＥＥＥ　Ｔｒａｎｓａｃｔｉｏｎｓ　ｏｎ　Ｎａｎｏｂｉｏ－
ｓｃｉｅｎｃｅ，２０１１，１０（２）：８６－９３．
［８］　ＬＩ　Ｙ，ＮＧＯＭ　Ａ．Ｔｈｅ　ｎｏｎ－ｎｅｇａｔｉｖｅ　ｍａｔｒｉｘ　ｆａｃｔｏｒｉｚａｔｉｏｎ
ｔｏｏｌｂｏｘ　ｆｏｒ　ｂｉｏｌｏｇｉｃａｌ　ｄａｔａ　ｍｉｎｉｎｇ［Ｊ］．Ｓｏｕｒｃｅ　Ｃｏｄｅ　ｆｏｒ　Ｂｉ－
ｏｌｏｇｙ　＆ Ｍｅｄｉｃｉｎｅ，２０１３，８（１）：１０－１５．
［９］　ＨＯＹＥＲ　Ｐ　Ｏ．Ｎｏｎ－ｎｅｇａｔｉｖｅ　ｍａｔｒｉｘ　ｆａｃｔｏｒｉｚａｔｉｏｎ　ｗｉｔｈ
ｓｐａｒｓｅｎｅｓｓ　ｃｏｎｓｔｒａｉｎｔｓ［Ｊ］．Ｊｏｕｒｎａｌ　ｏｆ　Ｍａｃｈｉｎｅ　Ｌｅａｒｎｉｎｇ
Ｒｅｓｅａｒｃｈ，２００４，５：１４５７－１４６９．
［１０］　ＨＯＹＥＲ　Ｐ　Ｏ．Ｎｏｎ－ｎｅｇａｔｉｖｅ　ｓｐａｒｓｅ　ｃｏｄｉｎｇ［Ｃ］∥Ｎｅｕｒａｌ
Ｎｅｔｗｏｒｋｓ　ｆｏｒ　Ｓｉｇｎａｌ　Ｐｒｏｃｅｓｓｉｎｇ．Ｍａｒｔｉｇｎｙ：ＩＥＥＥ，２００２：
５５７－５６５．
［１１］　ＬＩＮ　Ｃ　Ｊ．Ｐｒｏｊｅｃｔｅｄ　ｇｒａｄｉｅｎｔ　ｍｅｔｈｏｄｓ　ｆｏｒ　ｎｏｎｎｅｇａｔｉｖｅ　ｍａ－
ｔｒｉｘ　ｆａｃｔｏｒｉｚａｔｉｏｎ　ｕｓｉｎｇ　ｐｒｏｊｅｃｔｅｄ　ｇｒａｄｉｅｎｔ　ａｐｐｒｏａｃｈｅｓ
［Ｊ］．Ｉｎｔｅｒｎａｔｉｏｎａｌ　Ｊｏｕｒｎａｌ　ｏｆ　Ｎｅｕｒａｌ　Ｓｙｓｔｅｍｓ，２００７，６：
４３１－４４６．
［１２］　ＬＩＮ　Ｃ　Ｊ．Ｏｎ　ｔｈｅ　ｃｏｎｖｅｒｇｅｎｃｅ　ｏｆ　ｍｕｌｔｉｐｌｉｃａｔｉｖｅ　ｕｐｄａｔｅ　ａｌ－
ｇｏｒｉｔｈｍｓ　ｆｏｒ　ｎｏｎｎｅｇａｔｉｖｅ　ｍａｔｒｉｘ　ｆａｃｔｏｒｉｚａｔｉｏｎ［Ｊ］．ＩＥＥＥ
Ｔｒａｎｓａｃｔｉｏｎｓ　ｏｎ　Ｎｅｕｒａｌ　Ｎｅｔｗｏｒｋｓ，２００６，１８ （６）：
１５８９－１５９６．
［１３］　ＫＩＭ　Ｈ，ＰＡＲＫ　Ｈ．Ｓｐａｒｓｅ　ｎｏｎ－ｎｅｇａｔｉｖｅ　ｍａｔｒｉｘ　ｆａｃｔｏｒｉ－
ｚａｔｉｏｎｓ　ｖｉａ　ａｌｔｅｒｎａｔｉｎｇ　ｎｏｎ－ｎｅｇａｔｉｖｅ－ｃｏｎｓｔｒａｉｎｅｄ　ｌｅａｓｔ
ｓｑｕａｒｅｓ　ｆｏｒ　ｍｉｃｒｏａｒｒａｙ　ｄａｔａ　ａｎａｌｙｓｉｓ［Ｊ］．Ｂｉｏｉｎｆｏｒｍａｔｉｏｎ，
２００７，２３（１２）：１４９５－１５０２．
［１４］　ＮＯＣＥＤＡＬ　Ｊ，ＷＲＩＧＨＴ　Ｓ　Ｊ．Ｎｕｍｅｒｉｃａｌ　ｏｐｔｉｍｉｚａｔｉｏｎ
［Ｍ］．Ｎｅｗ　Ｙｏｒｋ：Ｓｐｒｉｎｇｅｒ－Ｖｅｒｌａｇ，２００６：２９－７６．
［１５］　ＬＩＵ　Ｔ，ＧＯＮＧ　Ｍ，ＴＡＯ　Ｄ．Ｌａｒｇｅ－ｃｏｎｅ　ｎｏｎｎｅｇａｔｉｖｅ
ｍａｔｒｉｘ　ｆａｃｔｏｒｉｚａｔｉｏｎ［Ｊ］．ＩＥＥＥ　Ｔｒａｎｓａｃｔｉｏｎｓ　ｏｎ　Ｎｅｕｒａｌ
Ｎｅｔｗｏｒｋｓ＆Ｌｅａｒｎｉｎｇ　Ｓｙｓｔｅｍｓ，２０１６，２８：２１２９－２１４２．
［１６］　ＧＩＬＬＩＳ　Ｎ．Ｉｎｔｒｏｄｕｃｔｉｏｎ　ｔｏ　ｎｏｎｎｅｇａｔｉｖｅ　ｍａｔｒｉｘ　ｆａｃｔｏｒｉｚａ－
ｔｉｏｎ［Ｊ］．ＳＩＡＧ／ＯＰＴ　Ｖｉｅｗｓ　ａｎｄ　Ｎｅｗｓ，２０１７，２５（１）：７－１６．
［１７］　ＤＥＢＡＬＳ　Ｏ，ＢＡＲＥＬ　Ｍ　Ｖ，Ｌａｔｈａｕｗｅｒ　Ｌ　Ｄ．Ｎｏｎｎｅｇａｔｉｖｅ
ｍａｔｒｉｘ　ｆａｃｔｏｒｉｚａｔｉｏｎ　ｕｓｉｎｇ　ｎｏｎｎｅｇａｔｉｖｅ　ｐｏｌｙｎｏｍｉａｌ　ａｐ－
ｐｒｏｘｉｍａｔｉｏｎｓ［Ｊ］．ＩＥＥＥ　Ｓｉｇｎａｌ　Ｐｒｏｃｅｓｓｉｎｇ　Ｌｅｔｔｅｒｓ，２０１７，
２４（７）：９４８－９５２．
［１８］　ＬＩＮ　Ｌ．Ａｌｔｅｒｎａｔｉｖｅ　ｇｒａｄｉｅｎｔ　ａｌｇｏｒｉｔｈｍｓ　ｗｉｔｈ　ａｐｐｌｉｃａｔｉｏｎ
ｔｏ　ｎｏｎｎｅｇａｔｉｖｅ　ｍａｔｒｉｘ　ｆａｃｔｏｒｉｚａｔｉｏｎｓ［Ｊ］．Ａｐｐｌｉｅｄ　Ｍａｔｈｅ－
ｍａｔｉｃｓ　ａｎｄ　Ｃｏｍｐｕｔａｔｉｏｎ，２０１０，２１６：１７６３－１７７０．
［１９］　ＬＩＮ　Ｌ，ＬＩＵ　Ｚ　Ｙ．Ａｎ　ａｌｔｅｒｎａｔｉｖｅ　ｐｒｏｊｅｃｔｅｄ　ｇｒａｄｉｅｎｔ　ａｌｇｏ－
ｒｉｔｈｍ　ｆｏｒ　ｎｏｎｎｅｇａｔｉｖｅ　ｍａｔｒｉｘ　ｆａｃｔｏｒｉｚａｔｉｏｎ［Ｊ］．Ａｐｐｌｉｅｄ
Ｍａｔｈｅｍａｔｉｃｓ　ａｎｄ　Ｃｏｍｐｕｔａｔｉｏｎ，２０１１，２１７：９９９７－１０００２．
［２０］　ＡＴ＆Ｔ　Ｌａｂｏｒａｔｏｒｉｅｓ　Ｃａｍｂｒｉｄｇｅ．Ｔｈｅ　ＯＲＬ　Ｄａｔａｂａｓｅ　ｏｆ
Ｆａｃｅｓ［ＥＢ／ＯＬ］．［２０１７－１２－０１］．ｈｔｔｐ：∥ｗｗｗ．ｃｌ．ｃａｍ．ａｃ．
ｕｋ／ｒｅｓｅａｒｃｈ／ｄｔｇ／ａｔｔａｒｃｈｉｖｅ／ｆａｃｅｄａｔａｂａｓｅ．ｈｔｍｌ．
Ｎｏｎ－ｎｅｇａｔｉｖｅ　Ｍａｔｒｉｘ　Ｆａｃｔｏｒｉｚａｔｉｏｎ　Ａｌｇｏｒｉｔｈｍｓ　Ｂａｓｅｄ　ｏｎ
Ｆｉｘｅｄ　Ｐｏｉｎｔ　Ｅｑｕａｔｉｏｎ
ＬＩＵ　Ｗｅｉｑｉａｎｇ，ＬＩＮ　Ｌｕ＊
（Ｓｃｈｏｏｌ　ｏｆ　Ｍａｔｈｅｍａｔｉｃａｌ　Ｓｃｉｅｎｃｅｓ，Ｘｉａｍｅｎ　Ｕｎｉｖｅｒｓｉｔｙ，Ｘｉａｍｅｎ　３６１００５，Ｃｈｉｎａ）
Ａｂｓｔｒａｃｔ：Ｂａｓｅｄ　ｏｎ　ｔｈｅ　ｌｉｎｅａｒ　ｃｏｍｐｌｅｍｅｎｔａｒｉｔｙ　ｐｒｏｂｌｅｍ，ｔｈｉｓ　ｐａｐｅｒ　ｐｒｏｐｏｓｅｓ　ａ　ｓｔｅｅｐｅｓｔ　ｄｅｓｃｅｎｔ　ａｌｇｏｒｉｔｈｍ　ａｎｄ　ａ　ｍｉｎｉｍｕｍ　ｇｒａｄｉｅｎｔ
ａｌｇｏｒｉｔｈｍ　ｏｆ　ｔｈｅ　ｆｉｘｅｄ　ｐｏｉｎｔ　ｅｑｕａｔｉｏｎ　ｂｙ　ｔｈｅ　ｒｅｌａｔｉｏｎｓｈｉｐ　ｂｅｔｗｅｅｎ　ｔｈｅ　ＮＭＦ　ｐｒｏｂｌｅｍ　ａｎｄ　ｔｈｅ　ｌｉｎｅａｒ　ｃｏｍｐｌｅｍｅｎｔａｒｉｔｙ　ｐｒｏｂｌｅｍ．Ｔｈｅ
ｃｏｎｖｅｒｇｅｎｃｅ　ｏｆ　ｔｈｅｓｅ　ｔｗｏ　ａｌｇｏｒｉｔｈｍｓ　ｉｓ　ｐｒｏｖｅｄ　ａｎｄ　ｎｕｍｅｒｉｃａｌ　ｓｉｍｕｌａｔｉｏｎｓ　ａｒｅ　ｃａｒｒｉｅｄ　ｏｕｔ．
Ｋｅｙ　ｗｏｒｄｓ：ｎｏｎｎｅｇａｔｉｖｅ　ｍａｔｒｉｘ　ｆａｃｔｏｒｉｚａｔｉｏｎ；ｌｉｎｅａｒ　ｃｏｍｐｌｅｍｅｎｔａｒｉｔｙ　ｐｒｏｂｌｅｍ；ｆｉｘｅｄ　ｐｏｉｎｔ　ｅｑｕａｔｉｏｎ；ｓｔｅｅｐｅｓｔ　ｄｅｓｃｅｎｔ；ｍｉｎｉｍａｌ　ｇｒａｄｉ－
ｅｎｔ
·１３５·
