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Funktionelle Magnetresonanztomographie bei Hoher Räumlicher und Zeitlicher Auflösung bei
Verwendung von EPI Kombiniert mit Verschiedenen k-Raum Unterabtastungstechniken bei 3 Tesla 
Große Nachteile der in der funktionellen Magnetresonanztomographie (fMRT) häufig verwendeten
echoplanaren Bildgebungssequenz (EPI) sind die niedrige räumliche Spezifität aufgrund von
Verschmierungsartefakten und Verzerrungen, sowie Signalauslöschungen in Bereichen hoher 
Suszeptibilitätssprünge wie z.B im Orbitofrontalen Cortex (OFC). Im Gegensatz dazu ermöglichen 
segmentierte EPI Techniken extrem hohe räumliche Auflösungen bei jedoch schlechter Zeitauflösung. In 
dieser Arbeit wurde eine optimierte EPI Sequenz mit schichtabhängiger Echozeit entwickelt, wodurch 
Signalauslöschungen im OFC in 50 % aller Probanden einer fMRT Studie (N = 12) im Vergleich zu einer
standard EPI Sequenz vermieden wurden. Die durchschnittliche Anzahl von aktivierten Voxeln im OFC
wurde dabei um den Faktor 6.3 erhöht. Desweiteren wurde zum ersten mal gezeigt, dass die räumliche 
Spezifität in EPI fMRT bei 3 T deutlich verbessert werden kann, indem die Matrixgröße in Kombination
mit dem Beschleunigungsfaktor einer parallelen Bildgebungstechnik über konventionelle EPI 
Parametereinstellungen hinaus erhöht wird. Bei Verwendung des vorgestellten hochauflösenen imVergleich
zu einem standard EPI Protokoll, zeigte die Gruppenanalyse einer Fingertapping-Studie (N = 6) und einer 
komplexen Motivations-Studie (N = 15) robuste und deutlich weniger verwischte Aktivierung im 
Sensomotorischen Kortex (SMC) bzw. im Nucleus Accumbens (NAcc). Die Anzahl der unterscheidbaren 
aktivierten Cluster im SMC und im Nacc wurden dabei um den Faktor 2.7 bzw. 1.4 erhöht. Um fMRT bei
extrem hoher räumlicher und hoher zeitlicher Auflösung durchführen zu können, wurde eine segmentierte 
EPI Sequenz mithilfe der sog. UNFOLD Technik effektiv beschleunigt (R = 8). Durch Optimierung der 
Messsequenz und der Datennachverarbeitung konnte bei guter Volumenabdeckung robuste neuronale 
Aktivierung bei einer Auflösung von 0.7 x 0.7 mm2 detektiert werden. Nicht zuletzt wird eine neue 
Filterstrategie vorgestellt, mit der zeitliche Kohärenzen in UNFOLD-Datensätzen minimiert, und so die 
Detektierbarkeit neuronaler Aktivierung verbessert werden kann. In einer fMRT Studie (N = 5) wurde 
durch Verwendung des vorgestellten Filters im Vergleich zu einem standard Filter die Anzahl der 




Functional Magnetic Resonance Imaging at High Spatiotemporal Resolution using EPI Combined 
with Different k-Space Undersampling Techniques at 3 Tesla  
In functional magnetic resonance imaging (fMRI), major drawbacks of the commonly used echo-planar 
imaging (EPI) sequence are limited spatial specificity due to blurring and distortions as well as signal can-
cellation in areas affected by susceptibility gradients, such as the orbitofrontal cortex (OFC). In contrast, 
segmented EPI techniques facilitate ultra-high spatial but low temporal resolution. In this work, an EPI 
sequence with optimized slice-dependent echo time was developed avoiding signal drop outs in the OFC in 
50 % of all subjects during fMRI (N = 12) compared to a standard EPI sequence. The average number of
activated voxels detected in the OFC was thereby increased by a factor of 6.3. It was further shown for the
first time that the spatial specificity in EPI fMRI at 3 T can be improved by increasing the matrix size in
combination with the parallel imaging factor beyond conventional EPI parameter settings. By using the 
proposed high-resolution compared to a standard EPI protocol, the multi-subject analysis of a simple fin-
gertapping task (N = 6) and a sophisticated motivation task (N = 15) showed robust and clearly less blurred 
activation in the sensorimotor cortex (SMC) and in the nucleus accumbens (NAcc), respectively. The num-
ber of separable clusters detected in the SMC and in the NAcc was thereby increased by a factor of 2.7 and 
1.4, respectively. In order to perform fMRI at ultra-high spatial and high temporal resolution, a segmented 
EPI sequence was highly accelerated (R = 8) with the so-called UNFOLD technique. Both, the MR se-
quence and data post-processing were optimized facilitating the robust detection of neuronal activation at
0.7 x 0.7 mm2 resolution and half-brain coverage. Last but not least, a novel filtering strategy is proposed
minimizing temporal coherences in UNFOLD datasets and thus improving the detectability of neuronal
activation. By using the proposed filter compared to a standard filter, the number of activated voxels de-
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In the past two decades, since the discovery of the blood-oxygenation level dependent 
(BOLD) effect (Ogawa et al., 1990a; Ogawa et al., 1990b) associated with changes of 
the magnetic property of blood, functional magnetic resonance imaging (fMRI)  has 
become a widely-used non-invasive imaging technique capable of detecting neuronal 
activation and providing valuable insights into functionality of the human brain. FMRI 
enables studying the examination of the primary cortices or the analysis of complex 
cognitive processes. Today, fMRI is not only used in cognitive neurosciences but also in 
surgical therapy planning (Vlieger, et al. 2004) and preclinical studies (Marota, et al. 
2000). A great advantage of fMRI in contrast to alternative functional imaging modali-
ties such as positron-emission-tomography (PET) and single-photon emission-
computed-tomography (SPECT) is that no hazardous radioactive isotopes are applied. 
Furthermore, fMRI provides higher spatial resolution than electro-encephalography 
(EEG) or magneto-encephalography (MEG) and higher temporal resolution than PET or 
SPECT allowing the measurement of fast signal fluctuations of neuronal responses.  
Early fMRI focused on isolated brain areas such as the primary sensorimotor cortex 
(SMC) or the visual cortex which were activated using simple blocked designed1 para-
digms applying repetitive stimuli. Modern neurosciences also focus on complex brain 
networks as the reward-system involved in cognitive processes like decision-making 
and reward processing (Diekhof, et al. 2008) using sophisticated event-related2 para-
digms applying short random stimuli. The detection of fast signal modulations of neu-
ronal activity evoked by short stimuli requires fast imaging techniques (Golay, et al. 
2000). High spatial coverage is also required since brain networks as the reward-system 
extent over several slices (Benson, et al. 1999; Linke, et al. 2010; Muller, et al. 2002). A 
commonly used rapid imaging technique in fMRI that combines high temporal resolu-
tion with spatial coverage in 2-3 s per imaging volume is the single-shot gradient-echo 
echo planar imaging (EPI) technique (Mansfield 1977).
                                                 
1 In blocked design fMRI experiments, a task-related cognitive engagement is maintained during alternating condi-
tions. Long stimuli of several seconds are presented periodically in time.  




However, there are two major drawbacks using EPI. Firstly, EPI is prone to signal loss 
and image distortions in brain areas such as the orbitofrontal cortex (OFC) (Czervionke, 
et al. 1988) and the amygdale (Stocker, et al. 2006) as they are close to air/bone and 
air/tissue interfaces affected by macroscopic susceptibility gradients. Secondly, the 
comparably long signal read out leads to blurring and ghosting artifacts (Fellner, et al. 
2009; Heiler, et al. 2010) limiting the spatial resolution to approximately 2-3 mm. Seg-
mented EPI techniques with a sub-millimeter resolution have been developed (Barth, et 
al. 1999; Frahm, et al. 1993; Hoogenraad, et al. 1999; Hoogenraad, et al. 2000) to facili-
tate the investigation of fine scale retinotopic and somatotopic organization in the visual 
system and the sensorimotor system, respectively (Engel, et al. 1997; Grill-Spector, et 
al. 2004; Kleinschmidt, et al. 1997). Nevertheless, without modifications, the temporal 
resolution or spatial coverage of such segmented EPI techniques is too low to be appli-
cable for sophisticated event-related fMRI studies.  
The OFC is part of the above mentioned reward-system and is thus in the focus of mod-
ern neuroscience studies. In the first part of this thesis, a strategy was developed to re-
duce EPI signal loss and to increase the BOLD sensitivity in the OFC. Furthermore, the 
BOLD spatial specificity was considerably improved without sacrificing temporal reso-
lution by using parallel imaging (Griswold, et al. 2002). In the second part of this work, 
a high-resolution segmented EPI sequence was developed and highly accelerated with 
the UNFOLD method (Madore, et al. 1999) to enable fMRI at sub-millimeter spatial 
and high temporal resolution. Finally, a novel temporal filtering strategy is proposed to 
remove autocorrelations inherent to the UNFOLD method and thus to improve statisti-
cal inference in fMRI.  
Sophisticated strategies have been proposed to compensate for detrimental susceptibility 
effects in fMRI. These methods include z-shimming (Constable and Spencer 1999; 
Frahm, et al. 1988; Ordridge, et al. 1994), tailored excitation pulses (Cho and Ro 1992; 
Konstandin, et al. 2011; Stenger, et al. 2000) or spiral read out trajectories (Glover 
1999a; Nagel, et al. 2009; Preston, et al. 2004) requiring either considerably modifica-
tions of the pulse sequences and post-processing routines or compromising spatial or 
temporal resolution. A practical alternative is the optimization of the echo time, since 
BOLD sensitivity depends critically on this sequence parameter particularly in subcorti-
cal brain areas such as the amygdale and the OFC affected by strong susceptibility gra-
dients (Deichmann, et al. 2002). More robust activation in both brain areas has been 




duced echo time of 27 ms (Cools, et al. 2002; Evers, et al. 2005; Morawetz, et al. 2008). 
However, the OFC extends over several slices and each slice is affected by susceptibil-
ity gradients of different magnitude. At a field strength of 1.5 T, Stoecker and colleagues 
(2006) showed that an EPI sequence with slice-dependent echo times improved signal 
detection in the amygdale. By using slice-dependent echo times, the temporal resolution 
is unaffected, which is particularly important for event-related studies. In this work, a 
modified EPI sequence with slice-dependent echo times was developed to increase the 
BOLD sensitivity in the OFC and to translate the significant results to the clinical field 
strength of 3 T. 
High spatial specificity is required to study small brain structures with a dimension of 
only a few millimeters such as the amygdala, which is composed of 13 different nuclei, 
or the nucleus accumbens (NAcc), a subregion of the ventral striatum, which can be 
divided into the NAcc shell and the NAcc core. Both brain areas are associated with 
reward-learning (Diekhof, et al. 2008; Knutson, et al. 2001) and drug addiction 
(Diekhof, et al. 2008; Vollstadt-Klein, et al. 2010) and are therefore of great importance 
for cognitive neuroscience. Segmented EPI techniques (Voit and Frahm 2005) use mul-
tiple radiofrequency (RF)-excitations during signal acquisition to keep the read out short 
and to facilitate improved spatial specificity and reduced artifacts at the expense of tem-
poral resolution. Segmented EPI techniques have been successfully used to study fine-
scale functional processing e.g. in the human SMC or in the visual system (Heiler, et al. 
2010; Kleinschmidt, et al. 1997; Schweizer, et al. 2008). However, due to the lack of 
temporal resolution commonly used segmented EPI techniques are not capable of de-
tecting transient BOLD signal modulations in event-related fMRI studies. Parallel imag-
ing (PI) (Griswold, et al. 2002; Pruessmann, et al. 1999; Sodickson, et al. 1999; Sodick-
son and Manning 1997) was proposed to accelerate the image acquisition by exploiting 
spatial information of multiple receiver coils. This enables improved spatial resolution 
in EPI without compromising temporal resolution. Recently, it has been shown that the 
spatial specificity in fMRI can be improved by both, either increasing the PI-factor (R) 
to reduce blurring or by increasing the matrix size to reduce geometric distortions 
(Fellner, et al. 2009; Preibisch, et al. 2003). It is hypothesized that BOLD spatial speci-
ficity could be further improved by increasing both, the matrix size and the PI-factor 
simultaneously. However, small BOLD signal changes in the dimension of 5 % require 
a sufficient signal-to-noise ratio (SNR) for robust detection. Therefore, the decreased 
SNR caused by small voxel sizes and high PI-factors compromises BOLD sensitivity. To 




creased EPI matrix sizes (e.g. 192 x 192) combined with high PI-factors (e.g. R > 3) 
have been performed only at ultra-high fields (> 3 T) (Moeller, et al. 2006; Moeller, et 
al. 2010; Speck, et al. 2008) yielding higher SNR and therefore improved PI perform-
ance (de Zwart, et al. 2004). However, the usage of large matrix sizes at commonly 
available 3 T scanners is not well established. In this work, the goal was to investigate 
the feasibility of fMRI at high spatial specificity using EPI with large matrix sizes in 
combination with high PI-factors. 
Due to the natural trade-off between spatial and temporal resolution, a major challenge 
for fMRI at high spatial resolution is limited temporal resolution. However, high tempo-
ral resolution is required to detect transient BOLD signal modulations especially in 
event-related fMRI studies (Josephs, et al. 1997). The UNFOLD method (Madore, et al. 
1999) has been proposed to accelerate image acquisition speed in cardiac imaging and 
fMRI. Recently, high-resolution fMRI at 1.5 x 1.5 mm2 voxel size has been successfully 
performed using a 3D-spiral sequence accelerated with UNFOLD (Law and Glover 
2009). In this work, rapid fMRI at sub-millimeter resolution is demonstrated by com-
bining the UNFOLD method with a high-resolution segmented EPI sequence. The fea-
sibility of this technique was validated in an event-related fingertapping experiment. 
Using UNFOLD, the interleaved sampling of the so-called k-space (see Section 1.2.2) 
leads to spatial aliasing that creates disruptive peaks in the temporal signal power spec-
trum. The number of aliasing peaks increases with the UNFOLD acceleration factor. As 
long as these aliasing peaks are spectrally separable from the activation peaks, the fMRI 
signal can be regularly analyzed in the time domain after the aliasing peaks have been 
removed by temporal filtering. In many fMRI studies the time intervals between con-
secutive stimuli are fixed. In this case the signal energy of neuronal activation is cap-
tured in only very few spectral peaks (i.e. the basic frequency and the first and second 
harmonics) potentially allowing for high UNFOLD acceleration factors. The fact that 
the width of the aliasing peaks is not infinitely small naturally limits the acceleration 
capacity of the UNFOLD method. As proposed by Hu and colleagues (2011), the effi-
ciency of UNFOLD can be increased by removing phase trends from the complex MR 
signal effectively narrowing the aliasing peak-width. Nonetheless, high UNFOLD ac-
celeration requires numerous aliasing frequencies to be removed from the fMRI signal 
before statistical modeling can be carried out in the time domain. Previous papers have 
suggested either low-pass filtering (Afacan, et al. 2009; Hu and Glover 2009; Law and 
Glover 2009) or simple multiband filtering (Madore, et al. 1999) by setting the aliasing 




filtering significantly decreases temporal resolution and potentially removes signal con-
tributions related to neuronal activation. Multiband filtering leads to autocorrelated 
(non-white) noise, that severely biases statistical modeling of fMRI data (Smith, et al. 
2007). Common non-white noise sources are temperature changes, scanner drifts and 
aliased physiological fluctuations (e.g. cardiac pulsations, breathing) or unmodelled 
neuronal noise sources. In general, there are two different approaches dealing with the 
issue of non-white noise. The first approach, often referred to as “coloring”, replaces the 
intrinsic autocorrelation with the known autocorrelation introduced by band-pass filter-
ing (Friston, et al. 1995; Worsley and Friston 1995). An alternative approach is to “pre-
whiten” the data before fitting the General Linear Model (GLM) parameters using a 
temporal smoothing filter (Woolrich, et al. 2001). To create this filter, an autoregressive 
model of first order (AR(1) model) (Bullmore, et al. 1996) or a 1/f model (Aguirre, et al. 
1997; Zarahn, et al. 1997) is commonly employed. For both approaches to perform well, 
the noise must be dominated by low frequencies. However, this condition is met in most 
fMRI studies but not in UNFOLD datasets since the aliasing peaks are spread over the 
whole frequency range. In this work, a novel filtering technique was developed to over-
come these drawbacks and to reduce auto-correlated noise in order to decrease false-





















In 1891, Michelson discovered the hyperfine structure of atoms caused by the interac-
tion between the magnetic moment of the nucleus and the orbital electrons. In 1938, 
Isidor Rabi verified the existence of a magnetic moment of atomic nuclei, which was 
the foundation for (Nuclear) Magnetic Resonance (NMR). The focus in this section is 
on the magnetic moment of protons, the only nucleus used for imaging throughout this 
work. A general description of the basics of NMR can be found in Abragam (1961). 
1.1 Nuclear Spin and Magnetic Moment 
Those nuclei with an odd number of protons and/or neutrons posses a non-zero spin 
I (Haken and Wolf 2003). In quantum mechanics, the nuclear spin can be expresses by 
the operator Iˆ  satisfying the commutator relation 
ˆ ˆ ˆ,i j ijk kI I i Iε⎡ ⎤ =⎣ ⎦ = , 1.1
where the indices i, j, k are the space coordinates and with ijkε  being the Levi-Civita 
symbol. From Eq. 1.1 follows that the square angular momentum 2Iˆ  commutes with ˆzI  
(i.e. z-component of Iˆ ). Therefore, 2Iˆ  and Iˆ z  have the same eigenstates, ,I m , which 
form a complete basis and are uniquely determined by the spin quantum numbers I  and 
m. The eigenequations for 2Iˆ  and ˆzI  are: 
                          ( )2 2ˆ | , 1 | ,I I m I I I m= ⋅ +=       with I = 0, 1/2, 1, 3/2,  … 1.2
                     ˆ | , | ,zI I m m I m= ⋅=       with m = - I , I + 1, …, I - 1, I  1.3
The spin quantum number for the hydrogen atom 1H is I =½. For nuclei with a non-
zero spin, the magnetic moment μˆ  associated with the spin Iˆ  is: 
ˆˆ Iμ γ= ⋅  1.4
For the hydrogen nucleus 1H, the gyromagnetic ratio γ  is 42.6 MHz/T.  
1.1.1 Nuclear Spin in an External Magnetic Field 
The magnetic spin Hamiltonian ˆ magH , with




ˆ ˆˆmagH B IBμ γ= − = −G G , 1.5
describes the interaction between a magnetic moment μˆ  with the external magnetic 
field B
G
. In case of a constant magnetic field oriented e.g. along the z-direction, 
( )00,0,B B=G , Eq. 1.5 simplifies to: 
0
ˆ ˆmag
zH I Bγ= −  1.6
The Hamiltonian ˆ magH  commutes with 2Iˆ  and ˆzI  and has therefore the same eigen-
states ,I m . The energy eigenvalues mE  can be calculated by the eigenequation Eq. 
1.3:  
ˆ | , | ,mag mH I m E I m=   1.7
             0mE mBγ= − =  1.8
The external magnetic field causes a splitting of the energy levels which is called the 
Zeeman effect. The proton (I = ½, m = ± ½), has two eigenstates with the energy differ-
ence mEΔ : 
1/2 1/2 0 0mE E E Bγ υ− +Δ = − = == =  1.9
The frequency 0 0Bυ γ=  is referred to as Larmor frequency.  At a field strength of 
0B  = 3 T, the Larmor frequency of a proton is 0υ ≈ 128 MHz.    
1.1.2 Macroscopic Magnetization 
In NMR experiments, a sample is placed in an external magnetic field 0B . The observ-
able magnetization is the coherent sum of the magnetic dipole moments of all spins in 
the sample. Assuming a fixed number of spins N and a constant temperature T, this 
thermodynamic system of fermions (particles with half-integral spin) can be considered 
as a canonical ensemble that can absorb and release energy from and, respectively, to 
the environment. At room temperature of T = 293 K, the energy difference 0mE ωΔ = =  
of the two different Zeeman states is much less than the thermal energy kBT. Therefore, 
the Fermi statistics, which describes the occupation probability mP  of the different en-
ergy level mE , can be approximated by the Maxwell-Boltzmann statistics: 







m BE k T
m
eP





Here, the total energy mE  is the sum of the respective energies 
i
mε  of each particle and 
















Z T N B e−= ⋅ ⋅⋅ ⋅∑ ∑ ∑
 
1.12
For protons, the effective magnetization 0M  is proportional to the number N  of spins 
and is given by: 
0
1/2
ˆ, | | ,m z
m
M N P I m I mμ
=±





ωμ ⎛ ⎞= ⋅ ⋅ ⎜ ⎟⎝ ⎠
=
  1.14






BN I IM B




Equation 1.15 shows that at room temperature and a magnetic field strength of B0 = 3 T, 
only every hundred thousandth proton spin contributes to the magnetization. However, 
the magnetization can be measured because of the high proton density of ρ1H ≈ 1019/mm3 
in water. 
1.1.3 Bloch-Equations 
In quantum mechanics, the dynamic of the magnetization of a spin system can be ex-
pressed by the following commutator relation: 
1... 1...
ˆ ˆˆ ˆ ,i i
i N i N




⎡ ⎤= = − ⎣ ⎦∑ ∑=  1.16
Combining this relation with Eq. 1.1, Eq. 1.4, and Eq. 1.5 leads to:  
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( ) ( )d M t M t B
dt
γ= ×G G G
 
1.17
Hence, if the magnetization M
G





cesses with the Larmor frequency 0 0Bω γ= . Neglecting the weak coupling between the 
nuclear spins with each other and with the surrounding matter, Eq. 1.17 can be derived 
classically by summing up the torque /I t Bμ∂ ∂ = ×G GG  produced by the magnetic moment 
μG  and the magnetic field BG  acting on each spin. The Bloch equations were introduced 



































γ −× −G G
 
1.20
It can be seen that the Bloch equations are symmetrically in the x and y-component be-
cause the magnetic field points only along the z-direction. By using      
( ) ( ) ( )x yM t M t iM t⊥ = +
G
, 1.21
the Bloch equations can be expressed  in the more convenient and compact form: 
( )0
1 2
1 1( ) ( ) z z
d M t M t B M M e M
dt T T
γ ⊥= × + − +
G G G GG
 
1.22
The terms 11/ T  and 21/ T  describe the relaxation of the longitudinal and the transversal 
components zM  and M⊥
G
, respectively, related to spin-lattice and spin-spin interactions, 
respectively (see Section 1.1.5).  
1.1.4 Excitation of the Magnetization and Signal Acquisition 
A sample placed inside the magnetic field B0 can absorb energy from an alternating 
electromagnetic field or RF-pulse tipping the magnetization away from its equilibrium 
state parallel to the main magnetic field. Relaxation effects during the RF-excitation can 
be neglected because the RF-pulse is irradiated for only a few milliseconds much 
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shorter than the transversal and the longitudinal relaxation times T2 and T1, respectively. 
The B-field component of the RF-pulse with the frequency ω1 may be perpendicular to 




=  ( ) ( )( )1 1 1 1cos , sin ,0B t B tω ω  1.23
The time dependence can be eliminated by a coordinate transformation into a rotating 
reference frame S’: 
x′  =  ( ) ( )1 1cos sinx t y tω ω+  1.24
y′  =  ( ) ( )1 1sin cosx t y tω ω− +  1.25
z′  =  z  1.26
It may be assumed that the z-components of the static reference frame S and the rotating 
reference frame S’ are aligned and that S’ rotates synchronously with the B-field vector 
of the RF-pulse. Then the Bloch´s equation (Eq. 1.22) simplify to: 
 




=  11 0( ) ,0,M t B B ωγ γ




The main magnetic field B0 is some orders of magnitude larger than B1 (i.e. B0  >> B1). 
If the RF-pulse is not in resonance (i.e. 1 0ω ω≠ ), the effective magnetic field 
0 1effB B B= +
G G G
 is not significantly different from 0B
G
. Hence, only if the RF-pulse is on-
resonant (i.e. ω1 = ω0), then the z-component of ( )0 1 /zeffB B ω γ= −G  is zero and the mag-
netization ( )M t
G
 can be tipped away from its equilibrium position parallel to B0 by pre-
cessing around the x’-axis (Figure 1.1).  
 




Figure 1.1 – Excitation of the Magnetization using a Temporally Varying Magnetic Field. 
Temporal development of the magnetization vector (white) in the rotating reference frame. If the RF-
pulse is on resonance (i.e. ω1 = ω0), then the magnetization rotates along the blue disc around B1. In the 
non-resonance case, the magnetization vector rotates on the yellow cone around the effective magnetic 
field Beff. Source: (Schmitter 2008)   
 
In correspondence to the resonance absorption curve of a harmonic oscillator, the width 
∆ω of the absorption curve is given by 21/ TωΔ = . The rotation angle α is usually re-
ferred to as the flip-angle and depends on the amplitude B1 and the duration τ  of the 
RF-pulse: 




α τ γ= ∫
 
1.28
For signal acquisition, often a π/2-pulse is applied rotating the magnetization vector into 
the transversal plane. The surface normal of the receiver coil is oriented perpendicular 
to the static magnetic field B0. According to Faraday`s law of induction, the precession 
of the tipped magnetization induces the voltage Uind in the receiver coil: 





U B x t df
c t




The magnitude of the transversal component of the magnetization M⊥   and its phase φ  
is given by the time response of the measuring signal ( ) indS t U∝ : 




x t x t dtω ω ′Φ ∝ −∫G G
 
1.30
The signal ( )S t  is a linear superposition of each spin package in consideration of the 
phase modulation i te ω  and the local spin density, proportional to ( )0,M x t⊥ G : 
( ) ( ) ( )0 ,0, i x ti t
V
S t e M x t e dVω Φ⊥∝ ∫ GG
 
1.31
In a homogeneous magnetic field, every spin package rotates at the same frequency 0ω  
and the frequency distribution of the spin packages ( )h ω  can be describes by a Dirac-
Delta function. With an appropriate variable transformation, Eq. 1.30 can be trans-
formed into an integral over the phases of the spin packages where the signal ( )S t  is 
the Fourier Transform of the frequency distribution ( )h ω : 
( ) ( )0i t i tS t e h e dω ωω ω∝ ∫
 
1.32
At the boundaries of tissue/tissue and tissue/air interfaces, e.g. in the area of the frontal 
and the paranasal sinuses, the magnetic field can be extremely inhomogeneous. This 
severely compromises the signal acquisition in fMRI focussing on limbic and prefrontal 
brain areas such as the amygdala or the OFC.  
1.1.5 Relaxation  
According to the Bloch´s equation (Eq. 1.22), the relaxation of the longitudinal and the 
transversal components of the “excited” magnetization back to the thermal equilibrium 
state, characterized by the Maxwell-Boltzmann statistics (Eq. 1.10), is described by the 
relaxation rates 1/T1 and 1/T2, respectively. The relaxation of both components zM  and 
M⊥  occurs independently. 
1 - Background 
14 
 
1.1.5.1 Longitudinal Relaxation 
The longitudinal relaxation of a spin system results from energy transfer between the 
spin system and the surrounding reservoir resulting in the state of minimal energy, the 
thermal equilibrium state. Brownian motion of the molecules produces magnetic field 
fluctuations which act like small RF-pulses with the spectral energy distribution ( )J ω . 
The spin-system can give energy to the reservoir most efficiently in the case of reso-
nance (i.e. 0ω ω= ). The transition rate and therefore also the T1-relaxation time depends 
on the width of the distribution ( )J ω  at 0ω ω= . According to the Bloch equation 
(Eq. 1.22), the longitudinal relaxation of the inverted magnetization is given by 
( ) ( )1/0 1 2 t TzM t M e−= − , 1.33
with ( ) 00zM M= −  (Figure 1.2 (a)). 
1.1.5.2 Transversal Relaxation 
After the magnetization has been deflected from its equilibrium state, the phases of all 
spin packages are initially in coherence, a state of minimal entropy. Dipole-dipole inter-
actions between spins cause random field fluctuations, even if the main magnetic field 
0B  is perfectly homogeneous. Hence, the spin packages precess at different rates, the 
phase coherence will be destroyed, and the entropy increases. The frequency distribu-
tion of the spin packages is in this case a Lorentz distribution (1961) and according to 
Eq. 1.32, the signal decays exponentially, referred to as T2-decay (Figure 1.2 (b)): 
( ) ( ) 0 2/0 i t t TM t M t e eω −⊥ ⊥=  1.34 
According to Eq. 1.22, in the case of magnetic field inhomogeneities ( )B xΔ G , the pre-
cession rate is given by: 
( )0 B xω ω γ= + Δ G  1.35 
If the field strength changes on microscopic scales, then the frequency distribution of 
the spin packages are Lorentz distributed and an exponential T2’-decay is superimposed 
on the T2-decay, referred to as T2*-decay. In the rotating reference frame, the transversal 
magnetization is thus given by: 
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( ) ( ) *2/0 t TM t M t e−⊥ ⊥= ⋅  1.36 
















The relaxation times T1 and T2 are tissue dependent (Table 1.1) and, for imaging, they 
can be used as contrast parameters. 
 
Figure 1.2 – Longitudinal and Transversal Relaxation. 
(a) Relaxation of the longitudinal magnetization component zM  in units of the relaxation time T1. (b) 
Free induction decay (i.e. voltage induced in the receiver coil) showing the relaxation of the real part of 
the transversal magnetization component M ⊥  in units of the relaxation time T2. In a perfect homogeneous 
main magnetic field, the envelope decays exponentially. Source: (Schmitter 2008) 
 
1 - Background 
16 
 
Tissue type T1 [ms] T2 [ms] T2/T1 
Gray matter 950 100 0,11 
White matter 600 80 1,33 
Blood 1200 100-200 0,09-0,17 
Fat 250 60 0,24 
Liquor 4500 2200 0,49 
Muscle 900 50 0,06 
Table 1.1 – T1 and T2-Relaxation Times of Different Tissue Types at 1.5 T.    
Source: (Blueml, et al. 1993) 
 
1.1.6 Spin Echo 
If the magnetization is tipped into the transversal plane at time 0t , then the spin pack-
ages dephase in the course of time due to T2*-decay. Those spin packages which only 
“see” the main magnetic field 0B  are resting with respect to the x’-axis of the reference 
frame S’ rotating at the frequency 0ω  (see Section 1.1.4). All other spin packages af-
fected by a field offset ( )B xΔ G  (i.e. 0( ) ( )locB x B B x= + ΔG G ) are precessing faster or slower 
depending on the sign and the amplitude of the extra field (Figure 1.3). By applying a π-
pulse or refocusing pulse at time TE/2, the magnetization vectors of the spin packages 
are mirrored at the x’-axis of the rotating reference system S’. Thus, the phases accumu-
lated up to the moment of the refocusing pulse at TE/2 change their signs. In case the 
field offset ( )B xΔ G  is stationary and the spin packages have not moved within the time 
span TE/2, then the precession frequencies remain constant. Accordingly, all spin pack-
ages are in phase at TE creating a so-called spin-echo (Hahn 1950). In areas compro-
mises by magnetic field offsets due to strong susceptibility differences, the spin-echo 
technique enables the detection of NMR signals which are only affected by the T2-
decay. However, the application of refocusing pulses compromises temporal resolution 
and deposits energy in form of heat in the tissue.  
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Figure 1.3 – Formation of a Spin-Echo using a 180°-Refocusing Pulse.  
Adopted from (Schmitter 2008). 
 
1.1.7 Gradient Echo 
Without a refocusing pulse, a so-called gradient-echo can be generated using a combina-
tion of dephasing and rephasing gradients ± xG  (Figure 1.4). These gradients are usually 








Applying such a dephasing gradient, the precession frequency of the spin packages de-
pends on their x-position: 
0( ) xx G xω ω γ= +  1.40 
After a time period of TE/2, the polarity of the dephasing gradient xG  is changed while 
the magnitude remains constant. Hence, after an additional time period of TE/2, the spin 
packages are refocused (i.e. 0ΔΦ = ) at the time point TE:  




( ) ( ) 0
TE
xTE G t dtγΔΦ = ⋅ =∫
 
1.41 
A gradient-echo can be generated much faster than a spin-echo because no additional 
refocusing pulse is applied. Therefore, gradient-echoes are used if fast imaging is re-
quired. However, the signal at the gradient-echo is weak compared to the spin echo sig-
nal particularly in areas affected by strong susceptibility differences with short T2*.  
 
 
Figure 1.4 – Formation of a Gradient-Echo using Two Gradients with Opposite Polarity. 
Adopted from (Kroll 2004). 
 
1.2 Magnetic Resonance Imaging 
The cornerstone of magnetic resonance imaging (MRI) was laid by Lauterbur and 
Mansfield (1973). Their technique used gradient fields for spatially encoding of the MR 
signal for which they received the Nobel Prize in Medicine in 2003. Using this tech-
nique, the spatial information of the spin magnetization can be recovered using a Fast 
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Fourier Transformation (FFT). Principally, imaging can be performed in 2D exciting 
single slices or in 3D exciting a whole slab of the sample volume.  
1.2.1 Slice Selective Excitation 
By superimposing an additional gradient field zG , w.l.o.g. in z-direction, onto the main 
magnetic field 0B , the precession frequency of a spin package depends on the amplitude 
of the gradient field and on the z-coordinate: 
( )0( ) zz B G zω γ= +  1.42 
Thus, the RF-pulse 1 1 1( ) cos( )B t B tω=
G
 with frequency 1ω  excites only those spin pack-
ages at the location z, whose precession frequency ( )zω  match the RF-pulse frequency 
RFω . According to the Bloch equations (Eq. 1.22), the slice profile at time T  is the Fou-
rier transform of the RF-excitation pulse 1( )B t : 
0 10
( , ) ( )z z
Ti G T i G z tM z T i M e B t e dtγ γγ ⋅⊥ = ∫   1.43 
This relation is valid only for small flip-angles, linear gradients zG , and further neglects 
relaxation effects during the RF-excitation. From Eq. 1.43 can be seen that the slice 
profile is the Fourier transform of the RF-pulse. For the excitation of rectangular slices, 
ideally sinc-shaped RF-pulses of infinite duration would be required. However, due to 
limited pulse duration, the slice profiles are not perfectly rectangular. From Eq. 1.43 
follows that the slice-thickness zΔ  decreases for stronger slice selecting gradients zG  






γ τΔ =    1.44 
1.2.2 Spatial Encoding and k-Space Concept 
After the slice selective excitation, gradients xG  in x-direction (frequency encoding) 
and yG  in y-direction (phase encoding) are used to encode the remaining degrees of 
freedom. Every spin package has then a position dependent phase: 





( , , ) ( )
t
x yx y t B G x G y dtγ ′Φ = + +∫   1.45 
If the position of the spin packages is not time dependent (resting spins) and by defining 






k G t dtγ= ∫G G , 1.46 
then the signal intensity can be written as the Fourier transform of the local spin density 
( )M x⊥ G , according to Eq. 1.31.    
3( ) ( ) i k xS k M x e dx− ⋅ ⋅⊥∝ ⋅∫ G GG G   1.47 
Hence, the spin density ( )M x⊥ G  is the inverse Fourier transform of the measured signal 
intensity ( )S kG : 
3( ) ( ) i k xM x S k e dk⋅ ⋅⊥ ∝ ⋅∫ G GGG   1.48 
The wave vector k
G
introduced in Eq. 1.46 defines the k-space, in which the raw data is 
acquired. In order to sample the k-space data, the gradient amplitude G
G
 is varied dur-
ing data acquisition. The succession of gradient fields, RF-pulses, and data sampling is 
referred to as pulse sequence or imaging sequence. The entire k-space data points yield 
a hologram being convertible into a tomogram in position space by a FFT. The FFT-
algorithm is much faster than the Fourier transform but requires that the collected k-
space data points are equally spaced. During signal acquisition, the amplitude of the 
frequency encoding gradient xG  is usually fixed while the data is being acquired in 
constant time intervals. The amplitude of the phase encoding gradient yG  is thereby 
varied in usually equidistant steps while the duration of the gradient is fixed. Generally, 
the k-space can be sampled with arbitrary trajectories whereby this requires gridding of 
the k-space data onto a Cartesian grid before the FFT can be applied. 
1.2.3 Data Sampling and Image Reconstruction 
In MRI, the object ( )M x⊥  is sampled in k-space which is truncated and discretized due 
to finite sampling rates and measurement times. The k-space signal 
( ) ( ( ))m k FFT M x⊥ ⊥=  of the imaging object is sampled in N discrete steps with a step 
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size kΔ . This can be described by multiplication of ( )m k⊥  with a sampling function 
( )SF k : 
( ) ( ) ( )s k m k SF k⊥ ⊥= ⋅  1.49
The sampling function ( )SF k  is given by the product of the Comb-Function (a.k.a. 
Shah-Function) ( )c k  and a rectangular window rect( )k  expressing discrete sampling 
and truncation, respectively.  
( ) ( ) rect( )SF k c k k= ⋅  1.50
The Comb-Function ( )c k  is defined as equidistant delta functions with amplitude one 
and the period kΔ  (Bracewell 1999):     
( ) ( )c k k k n kδ+∞
−∞
≡ Δ − Δ∑  1.51
The truncation can be described as a window function:  




⎧+ ⋅Δ⎛ ⎞ = ⎨⎜ ⎟⋅Δ⎝ ⎠ ⎩  xxx  else 
1.52
In the image domain, the measured signal ( )S x⊥  of the “true” object ( )M x⊥  is the in-
verse Fourier transform of the measured k-space signal, ( )s k⊥ . According to the convo-
lution theorem, the displayed image ( )S x⊥  can be expressed as the convolution of the 
object ( )M x⊥  with the Fourier Transform of the Comb function and the Fourier Trans-
form of the window function (Figure 1.5): 
( ) ( ) ( ) sinc( )S x M x C x N k N k xπ⊥ ⊥= ⊗ ⊗ ⋅Δ ⋅ Δ ⋅  1.53
The Fourier transform of the Comb function is also a Comb function: 
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k k n k e πδ=+∞ ⋅ ⋅
=−∞




i n k x
n
k e π
=+∞ ⋅ ⋅Δ ⋅
=−∞







⎛ ⎞= −⎜ ⎟Δ⎝ ⎠∑  , 1.56
Hence, the object ( )M x⊥  is periodically replicated and the distance between corre-
sponding voxels is given by 2 / kπ Δ , referred to as the field-of-view (FOV): 
2 /FOV kπ≡ Δ  1.57
In case the dimension of the object is larger than the FOV, the image overlaps with it-
self. To avoid such aliasing artifacts, the FOV requires being larger than the object or 
the step size in k-space kΔ  must be small enough according to the Nyquist sampling 
criterion. According to Eq. 1.53, the object is also convoluted with a sinc-function due 
to truncation of k-space. The width of the main lobe of the sinc-function, which is ex-
actly the pixel size xΔ  (i.e. /x FOV NΔ = ), is not infinitely small and thus the image is 
blurred (Figure 1.5 (b)). Nearby object edges, the side lobe of the sinc-function are re-
sponsible for streaking and ringing artifacts, referred to as Gibbs-Ringing or Gibbs-
Artifacts. 
 




Figure 1.5 – Data Sampling and Image Reconstruction. 
(a) Convolution of the imaging object with a Comb-Function of periodicity FOV = 2π/∆k and a sinc-
function (see Eq. 1.53). (b) Blurred replicas of the image (left). The final image (right) is obtained by the 
selection of one (arbitrary) replica. Adopted from (Heiler 2011).   
 
1.2.4 Point-Spread Function and Spatial Resolution 
The spatial resolution xΔ  is physically limited by the largest wave number 




πΔ =  1.58
Using typical matrix sizes in fMRI between 64 x 64 and 128 x 128 pixels, the nominal 
spatial resolutions vary between 1.5 mm and 3.0 mm. Among others, the effective spa-
tial resolution is further compromised due to T2*-decay during the signal read out. 
Hence, k-space is not only truncated but also weighted so that the sampling function in 
Eq. 1.50 must be modified to 
( ) ( ) rect( ) ( )SF k c k k w k= ⋅ ⋅ , 1.59
with the weighting function ( )w k . Accordingly, Eq. 1.53 changes to  
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( )S x⊥ ( ) ( ) (rect( )) ( )M x C x FFT x W x⊥= ⊗ ⊗ ⊗  1.60
 ( ) PSF( )M x x⊥= ⊗ , 1.61
with ( )W x  being the Fourier transform of the weighting function and 
( ) ( ) (rect( )) ( )PSF x C x FFT x W x= ⊗ ⊗  being the Point-Spread Function (PSF). The 
PSF specifies how an idealized point like object is displayed. According to Eq. 1.60, the 
signal decay during read out causes additional blurring. Within the FOV, the FWHM of 
the main lobe of the PSF can be larger than the pixel size xΔ , which depends on the 
matrix size, the read out bandwidth, and the relaxation rate. In this case, the effective 
spatial resolution is given by the FWHM of the PSF. Blurring due to T2*-decay primar-
ily occurs along the PE direction since the sampling rate in frequency encoding direc-
tion, also referred to as read out (RO) direction, is much faster than in PE direction. 
1.2.4.1 Signal-to-Noise Ratio 
A major goal in MRI is to increase both, spatial and temporal resolution. Unfortunately, 
this attempt is fundamentally limited by the SNR. For a given voxel volume 3xΔ ,  a sig-
nal read out duration acqt , PEN  phase encoding lines, and avgN  averages, the SNR is 
given by: 
3
PE avg acqSNR x N N t∝ Δ ⋅ ⋅  1.62
Hence, increasing the spatial or the temporal resolution, both decreases the SNR. Since 
BOLD signal changes are in the order of 5 % of the baseline signal, sufficient SNR is 
essential to detect neuronal activation. 
2D-Multislice versus 3D Imaging 
In fMRI, typically large imaging volumes are acquired. In this case, the SNR can be 
significantly improved using 3D compared to 2D imaging sequences. For a gradient-
echo imaging sequence with an echo time TE and a repetition time TR (TR << T1), the 
steady state signal is given by 
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For a given TR and T1, the signal is maximal when the flip angle corresponds to the 
Ernst-Angle αE (Ernst and Anderson 1966):  
( )1/arccos TTRE e−=α  1.64
According to Eq. 1.63, Eq. 1.64, and further considering that the SNR is proportional to 
the square root of the signal read out tacq, the SNR can be expressed as: 













− ⋅= ⋅ −  
1.65
For the SNR comparison between 2D and a 3D imaging, the following assumptions are 
made: First, all imaging parameters are the same except that in the 2D case only one 
slice is excited at a time whereas in the 3D case the whole imaging volume is excited 
with each RF-pulse. Second, when the time interval between the excitations of a 2D 
imaging slice is TR, then the time interval between the excitations of a 3D imaging vol-
ume is TR/N, with N being the slice number.  
2DTR TR= ; 3 /DTR TR N=  1.66
Further, when Ny and Nz denote the number of phase encoding lines in y and z direction, 
respectively, then the 2D and 3D sequence time is given by: 
ROy
D
seq TNT ⋅=2  1.67
ROzy
D
seq TNNT ⋅⋅=3  1.68






































−⋅=   1.69
Here, it was assumed that the same number of slices was acquired with both types of 
sequences (N = Nz). According to Eq. 1.69, the SNR gain using a 3D compared to a 2D 
sequence is expected to increase with the slice number N.   




1.3 Physiological Background 
The Blood-Oxygenation-Level-Dependent (BOLD) effect was discovered by Ogawa 
and colleagues (1990a; 1990b) and enables the detection of neuronal activation in the 
brain. This section gives a brief introduction to the physiological basics and mathemati-
cal models of the BOLD effect. For a more extensive presentation, it may be referred to 
(Buxton 2002; Buxton, et al. 1998) and (Jezzard, et al. 2001). 
1.3.1 Blood Physiology 
Blood constitutes between 6-8 % of the human body weight and is composed of the 
plasma consisting to approx. 90 % of water, and cellular properties consisting of white 
blood cells, cell fragments, and primarily of the red blood cells (erythrocytes). Each 
erythrocyte contains approximately 3∙108 hemoglobin molecules transporting oxygen 
and carbon dioxide. The hemoglobin molecule is composed of 2 x 2 polypeptide chains 
each with one heme group able to reversely bind one oxygen molecule. Hence, each 
macromolecule can bind a maximum of four O2-molecules. The heme molecule itself 
consists of four pyrrole rings, which are assembled to a porphyrin ring (Figure 1.6). 
       




Figure 1.6 – Chemical Structure of the Hemoglobin Molecule. 
Source: (Thews 1997) 
 
The iron atom in the center of the molecule makes hemoglobin paramagnetic. Ligand 
bindings between the double charged iron atom can occur with the surrounding nitrogen 
atoms of the pyrrole rings, with the polypeptides, and with oxygen. The electric con-
figuration of the free double charged 2+Fe-atom without ligands is [Ar]3d6, in which the 
energy level of the 3d6-electrons are degenerated. According to the Hund´s rule, two of 
the six electrons are paired and four electrons are unpaired, yielding a total spin of S = 2 
(Figure 1.7). In hemoglobin, there is a weak ligand field and the degeneracy breaks up 
(Riedel 2004). Now three of the five orbital are energetically reduced and two are in-
creased but the total spin is still S = 2. The binding of oxygen to the iron atom increases 
the ligand field and the energy level of the 3d6-electrons split further up so that the elec-
trons occupy only three of the five 3d orbital. Because all electrons are now paired, the 
total spin is reduced to zero (S = 0) and the oxygenated hemoglobin (i.e. oxyhemoglo-
bin) is diamagnetic. The different magnetic properties of oxyhemoglobin and deoxygen-
ated hemoglobin (i.e. deoxyhemoglobin) has been discovered by Pauling and Coryell 
(1936).  
 




Figure 1.7 – Energy Splitting of the 3D-Electron Orbital of Iron in a Ligand Field.  
Source: (Thulborn and Brady 1989) 
 
1.3.2 BOLD Effect 
In fMRI, the BOLD effect (Ogawa, et al. 1990a; Ogawa, et al. 1990b) causes blood ox-
ygenation level dependent signal differences facilitating the indirect measurement of the 
local brain activity. For neuronal activity, the neurons require energy in form of oxygen 
and glucose being supplied by the blood. In animal studies, it has been shown that the 
deoxyhemoglobin content in the blood increases simultaneously with the neuronal ac-
tivity (Malonek, et al. 1997). More paramagnetic deoxyhemoglobin leads to local field 
disturbances of the main magnetic field 0B  (Figure 1.8) affecting the local transversal 
relaxation times T2 and T2* (see Section 1.1.5.2). In more detail, the field inhomogenei-
ties outside a paramagnetic blood vessel cause a frequency shift ωΔ  given by: 
( ) ( )( ) ( )2202 1 sin / cos 2Y a rω πω χ ϑΔ = Δ − Φ  1.70
Here, χΔ  is the susceptibility difference between the vessel and the surrounding tissue, 
Y  the blood oxygenation level, α  the vessel (cylinder) radius, r  the shortest distance 
between the position rG  of the observer and the cylinder axis, ϑ  the angle between the 
B0-field, and Φ  the angle between rG  and the projection of B0 onto the transversal plane 
spanned by rG . Due to neurovascular coupling (Villringer and Dirnagl 1995), the higher 
metabolic rate of the neurons when they are activated leads to an increase of the local 
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perfusion which by far exceeds the higher demand of oxygen (Fox and Raichle 1986). 
Hence, the paramagnetic deoxyhemoglobin content on the venous side of the tissue is 
actually decreased during neuronal activity effectively increasing local transversal re-
laxation times T2 and T2*, which can be detected with spin-echo or gradient-echo imag-
ing sequences.  
 
Figure 1.8 – Magnetic Field Created by a Paramagnetic Cylindrical Blood Vessel. 
Source: (Norris 2006) 
 
1.3.2.1 BOLD Model 
This section briefly summarizes the BOLD model introduced by Hoge et al. (1999). The 
BOLD signal change in fMRI is caused by the interplay between the regional cerebral 
oxygen consumption ( 2rCMRO ), the blood flow ( rCBF ), and by the blood volume 
( rCBV ). For an effective relaxation rate * *2 21/R T= , the MR signal can be written as:   
*( ) *( )
2 2( )
0
BOLD otherTE R RS S e− ⋅ +=
 
1.71
The first term in the exponential describes the relaxation due to the BOLD effect and 
the second term is related to other sources. During neuronal activation, the transversal 
relaxation rate changes from *2 (0)R  to 
*
2 ( )R t , where 
*
2 (0)R  denotes the relaxation rate 
during resting state. In the following, *2RΔ  expresses the change of the relaxation rate 
between activation and rest: 




2 2 2( ) (0)R R t RΔ = −  1.72 
The BOLD signal change BOLDSΔ  is given by  
( )*2(0) 1TE RBOLDS S e− ⋅ΔΔ = − , 1.73 
with (0)S  being the baseline signal (i.e. BOLD signal during rest). The connection be-
tween the physical parameter *2R  and the physiological parameters rCBV and VdHb , 




VR K rCBV dHb
β= ⋅ ⋅ , 1.74 
where the constant K  is sample and field strength dependent and the constant β  de-
pends on the average blood volume in the tissue. Using this relationship, whose accu-
racy has been thoroughly validated using in vitro models (Boxerman, et al. 1995), then 
*
2RΔ , defined in Eq. 1.72, can be written as: 
( )*2 ( ) (0) ( (0))V VR K rCBV dHb rCBV dHbβ βΔ = ⋅ ⋅ − ⋅  1.75 
Connecting this relation with Eq. 1.73, the BOLD signal change in dependence of phys-







β⎛ ⎞⎛ ⎞⎜ ⎟Δ ≈ ⋅ ⋅ − ⋅⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
 1.76 
with (0) ( (0))VM TE K rCVBV dHB
β= ⋅ ⋅ ⋅ . This relationship was obtained by the lineari-
zation of Eq. 1.73, assuming small BOLD signal changes as they are observed in fMRI 
experiments. In PET measurements, it has been shown that a change of the cerebral 
blood flow rCBF  leads to a change of the cerebral blood volume rCBV , which is em-




α⎛ ⎞= ⎜ ⎟⎝ ⎠
 1.77 
Based on this equation, the regional cerebral oxygen consumption 2rCMRO  is given by:  
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2 4 VrCMRO rCBF dHb= ⋅ ⋅  1.78 
The factor 4 results from the fact that each hemoglobin molecule can bind four O2-
molecules. Combining Eq. 1.76, Eq. 1.77, and Eq. 1.78, the BOLD signal change can be 





BOLD rCMRO rCBFS S M
rCMRO rCBF
β α β−⎛ ⎞⎛ ⎞ ⎛ ⎞⎜ ⎟Δ = ⋅ − ⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠⎝ ⎠
 1.79 
With the experimentally verified constants α  = 0.38 (Grubb, et al. 1974) and β  = 1.5 
(Davis, et al. 1998), the experimentally observed monoton signal increase for increasing 
blood flow can be explained (Villringer and Dirnagl 1995). The typical BOLD response 
after a short stimulus is characterized by three different phases, the initial-dip, the main 
BOLD response, and the post-stimulus undershoot (Figure 1.9). Delayed perfusion in-
crease after a stimulus (Malonek, et al. 1997) leading to increasing deoxyhemoglobin 
content on the venous side of the tissue should explain the initial-dip approx. 2 seconds 
after a stimulus. The main BOLD response, with a FWHM of approx. 4 seconds (de 
Zwart, et al. 2005), occurs after the high deoxyhemoglobin concentration is washed out 
by the increased perfusion, approximately 5 seconds after a stimulus. Up to date, there 
is no generally accepted theory for the post-stimulus undershoot, which refers to the 
decrease of the BOLD signal below the base line level which can last up to one minute 
(Frahm, et al. 1996). Possibly, there is a delayed decrease of the rCBV  (Buxton, et al. 




Figure 1.9 – Hemodynamic Response Function After a Short Stimulus. 























2 Material and Methods 
2.1 Hardware 
All imaging was performed at a 3 T whole-body MR-system (Magnetom Trio, Siemens 
Healthcare, Erlangen, Germany) using a 12- and a 32-channel head coil. In this work, 
the standard 12-channel head coil, suitable for most fMRI setups including earphones 
and goggles, was used for most fMRI studies. The 32-channel coil with a reduced di-
ameter compared to the 12-channel coil enables higher SNR and PI-performance (de 
Zwart, et al. 2004) and was used for the sophisticated motivation-task study (see Sec-
tion 3.2.4). All studies were approved by the local ethics committee and written in-
formed consent was obtained prior to examinations. 
2.1.1 MR Tomograph 
The 3 T scanner with a magnet of 213 cm length and a bore of 60 cm was developed 
and manufactured by Siemens and allows a maximal field-of-view of 40 cm sufficient 
for whole-body imaging applications. The main magnetic field is created without elec-
trical resistance using wires made of a niobium-titanium composition with copper cable 
coating, superconducting at 12 K. Hence, energy is only required for the cooling of the 
magnet using liquid helium with the lowest boiling point of all elements at 4.2 K. Field 
homogeneity of 1 ppm within a spherical volume of 50 cm is guaranteed using so-called 
shim coils, located on a ring within the main coil creating an additional magnetic field 
compensating magnetic field inhomogeneities. Due to safety regulations, the maximum 
gradient strength perpendicular to 0B  (i.e. in x/y-direction) and parallel to 0B  (i.e. in z-
direction) is limited to 40 mT/m and 45 mT/m, respectively. For the same reason, the 
gradient slew-rates in x/y- and z-direction are limited to 180 T/m/s and 220 T/m/s, re-
spectively.  
2.1.2 Radiofrequency Coils 
The RF coils can be used in transmit and receive mode. In the transmit mode, the RF 
coil transfers energy to the spin system and thereby tips the magnetization vector from 
its thermal equilibrium alignment parallel to 0B  into the transversal plane. In the receive
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mode, the RF coil must be sensitive to detect a current induced by the precessing mag-
netization of the excited spins (see Section 1.1.4). Generally the different coil setups 
used in MRI can be separated into so-called surface and volume coils. For large imaging 
volumes, volume coils yield more homogeneous 1B -fields facilitating better flip-angle 
excitation whereas for smaller imaging volumes they are less sensitive to detect signals 
from the excited spins compared to surface coils. With focus on the requirements in 
whole-brain fMRI, solely volume coils were used for all fMRI experiments presented in 
this work. The relation between the current in an electric conductor and the resulting 









Here, I  denotes the electric current, dl
G
 the vector of the live conductor, and rG  the vec-
tor between the conductor and the position where the magnetic field is measured. It has 
to be noted that the Biot-Savart law holds only for continuous currents or if the dimen-
sion of the coil is large compared to wavelength of the current in the coil, which was 
true for the MR experiments in this work. A more extensive presentation of high-
frequency MRI can be found in the publication (Robitaille and Berliner 2006). 
2.2 Measurement Techniques 
The measurement techniques applicable for fMRI can be separated into two categories, 
the spin-echo (SE) and the gradient-echo (GE) echo-planar imaging (EPI) sequences. 
The GE-EPI sequences are characterized by high temporal resolution and high BOLD 
sensitivity but suffer from signal drop outs and image distortions in areas affected by 
susceptibility gradients. In comparison, the SE-EPI sequences avoid potential signal 
loss caused by through-slice dephasing and are able to detect BOLD activation more 
precisely (i.e. closer to neuronal activity) compared to GE-EPI sequences (Boxerman, et 
al. 1995; Ogawa, et al. 1993). However, the SE-EPI is less sensitive to BOLD signal 
changes because static dephasing effects do not contribute. Furthermore, SE-EPI suffers 
from low temporal resolution and transfers more energy to the tissue in form of heat due 
to the 180°-refocusing pulses. GE-EPI is used more often compared to SE-EPI because 
today´s neuroscience studies often use event-related stimulus paradigms (see Section 
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2.4.1) requiring fast imaging strategies to detect transient signal modulations. Further, 
high BOLD sensitivity is necessary to compensate for the limited statistical power of 
such event-related study designs. In this work, two types of GE-EPI sequences were 
used for fMRI briefly described in the following sections. 
2.2.1 Single-Shot EPI 
Single-shot EPI (Mansfield 1977) allows the acquisition of one imaging slice  in ap-
proximately 100 ms. EPI is used in most of today´s fMRI studies combining whole-
brain coverage and high temporal resolution (i.e. 30-40 slices / 2-3 sec). The high tem-
poral resolution of EPI is accomplished by acquiring the k-space data of each slice after 
a single RF-excitation. The trajectory in k-space is defined by the amplitudes and the 
temporal order of the readout gradients and the blips (see Section 1.2.2). From the se-
quence diagram of the single-shot EPI (Figure 2.1) can be seen that after the application 
of a slice-selective RF-pulse, the maximal k-space position (kxmax, kymax) is reached by 
applying the frequency encoding gradient Gx and the phase encoding gradient Gy. The 
dephasing in y-direction is fully compensated until the time TE by successively apply-
ing so-called blip-gradients or “blips”. Between blips, frequency gradients with opposite 
polarities are alternated to acquire the k-space data along the x-direction. 
Figure 2.1 – Single-Shot EPI Sequence Diagram and Data Acquisition in k-Space. 
The single-shot EPI (a) acquires the whole k-space matrix after a single RF-excitation. K-space matrix 
lines (b) are acquired using frequency encoding gradients with different polarities (red, blue). The next 
line is reached applying a small phase encoding gradient “blip” (green). After the acquisition of the 
whole data matrix, the signal is dephased using spoiler gradients (grey) to avoid interactions of the re-
maining transversal magnetization and the next RF-pulse. 
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2.2.1.1 BOLD Sensitivity 
During neuronal activation, the BOLD effect alters microscopic background fields and 
thus the irreversible relaxation rate *2T . In order to detect local changes of neuronal acti-
vation, the signal has to be susceptible to small changes of *2T . The BOLD sensitivity 
(BS) is a measure of the local signal intensity change dI  related to changes of local *2T -
relaxation times *2dT  and is proportional to the derivative of the signal intensity with 
respect to *2T , 
*
2/BS dI dT∼ . Neglecting macroscopic background fields, the signal 
intensity is given by:  
*
2/TE TI eρ −= ⋅   2.2
The first-order Taylor expansion of the signal intensity (Eq. 2.2), evaluated at the *2T -
value during the baseline state *2BT , can be written as 




TEI e T T
T
ρ − ⎛ ⎞= ⋅ + ⋅ −⎜ ⎟⎝ ⎠ , 2.3
where ρ  is the local spin density. Equation 2.3 motivates the following definition for 












Accordingly, the BOLD sensitivity is given by the simple expression 
BS TE I= ⋅ , 2.5
which has been experimentally verified (Lipschutz, et al. 2001). Maximal BS  is reached 
when TE   is equal to *2T , which is in accordance with literature results presented in the 
work of Gati and colleagues (1997). In the following, the effects of macroscopic field 
inhomogeneities on BS will be considered. Through-plane gradients in z-direction ssG  
cause extra spin dephasing along the slice direction. Accordingly, the expression for the 
signal intensity given by Eq. 2.2 has to be modified to  
*
2 '/ ( ') 'ssi G z TETE TI e P z e dzγρ ⋅ ⋅ ⋅ ⋅−= ⋅ ∫  , 2.6
where ( )P z  denotes the slice profile and γ  the gyromagnetic ratio. Assuming rectangu-
lar slice profiles, which were used for all measurements in this study, the integral in Eq. 
2.6 can be analytically computed and is given by ( )sinc / 2ssG TE zγ Δ , where zΔ  denotes 
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the slice thickness. As discussed in the work of Deichmann and colleagues (2002), mac-
roscopic in-plane gradients SPG  parallel to the EPI phase encode direction alter the 
sampling rate and therefore also the signal intensity. They further shift the effective 
echo time effTE of the central gradient-echo of the EPI read out.  Both effects can be 
described by the single variable Q , defined as  
1 / 2SPQ t FOV Gγ π= − ⋅Δ ⋅ ⋅ , 2.7
where tΔ  denotes the time between consecutive gradient-echoes and FOV  the field-of-




=   and eff TETE
Q
=   2.8
In Eq. 2.8, 0I  and TE  denote the signal intensity and respectively the effective echo 
time in a perfectly homogeneous magnetic field (i.e. no susceptibility gradients). Eq. 2.7 
shows that Q  is equal to one if the field gradients spG  are zero. Depending on the sign 
of the gradients, Q  becomes smaller or greater than one. According to Eq. 2.8, the gra-
dient-echo is shifted to smaller or to higher TE -values if the in-plane gradients are par-
allel or antiparallel to the EPI phase encoding direction. The signal intensity and thus 
BOLD sensitivity is completely lost if the gradient echo is shifted outside the EPI read 




− >   2.9
Here, TA  depends on the number of phase encoding steps and the bandwidth per pixel 
(Gati, et al. 1997). According to Eq. 2.6 and Eq. 2.8, the signal intensity in the presence 
of macroscopic field inhomogeneities along the EPI phase encoding and slice direction 




( ') 'ssi G z TETE Q T
z
I e P z e dz
Q
γρ − ⋅= ⋅∫  2.10
Considering macroscopic background fields and applying the definition for the BOLD 
sensitivity (see Eq. 2.4) to the 1st order Taylor expansion of Eq. 2.10 yields the follow-
ing expression: 
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TEBS e G TE z
Q
ρ γ−= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅Δ  2.11
Since BS is proportional to 21/ Q , the maximal value of the BS increases for positive 
gradients (Q < 1) and decreases for negative gradients (Q > 1) (i.e. in-plane gradients 
are parallel or antiparallel to the EPI phase encoding direction). In the case of non-zero 
in-plane gradients ( 0spG ≠ ; 0ssG = ) the optimal echo time is shifted to *2TE Q T= ⋅ . 
Non-zero through-plane gradients ( 0ssG ≠ ; 0spG = ) shift the BS-maximum to lower 
TE-values due to additional signal dephasing in slice direction. 
2.2.2 Segmented EPI 
Due to the long signal read out, the EPI is prone to blurring, signal loss, and image dis-
tortions in areas affected by susceptibility gradients compromising spatial specificity. 
Sacrificing temporal resolution, segmented EPI techniques have been proposed (Butts, 
et al. 1994; McKinnon 1993) to increase spatial accuracy by acquiring the k-space ma-
trix after multiple RF-excitations (Figure 2.2). Accordingly, blurring artifacts are re-
duced because the signal read out duration after a single RF-pulse is much shorter com-
pared to the read out of the whole k-space matrix using single-shot EPI. Moreover, the 
spin history is less affected by magnetic background fields manifesting in reduced im-
age distortions. The spatial accuracy was further improved by Voit and Frahm (2005) 
shifting consecutive echo-trains by a few milliseconds in time to smooth the weighting 
of the k-space data allowing fMRI at sub-millimeter spatial resolution (Heiler, et al. 
2010; Voit and Frahm 2005). 
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Figure 2.2 – Segmented EPI Sequence Diagram and Data Acquisition in k-Space. 
The segmented EPI (a) divides the k-space matrix into segments and acquires only a fraction of the whole
k-space matrix after one RF-excitation. K-space matrix lines (b) are acquired using frequency encoding 
gradients with different polarities (red, blue). The blips (green) have the same duration as the blips of a 
single-shot EPI whereas the amplitude is increased in order to skip a predefined number of lines. With 
each RF-excitation, the set of k-space matrix lines is altered by varying the amplitude of the phase encod-
ing gradient. After the read out, the signal is dephased by the spoiler gradients (grey) to avoid interac-
tions of the transversal magnetization with the next RF-pulse. One single time frame is acquired applying 
multiple RF-excitations until all lines of the k-space matrix are acquired.  
 
2.3 Image Acceleration Techniques 
The first part of this section describes the principles of parallel imaging (Griswold, et al. 
2002; Pruessmann, et al. 1999; Sodickson, et al. 1999; Sodickson and Manning 1997), 
which today is the most commonly used image acceleration technique in the clinical 
routine. The second part explains the basic principles of the UNFOLD method (Madore, 
et al. 1999) particularly effective to increase the image acquisition speed in dynamic 
imaging modalities such as fMRI and cardiac imaging.  
2.3.1 Parallel Imaging 
Parallel imaging  increases the image acquisition speed by using the spatial information 
of multiple receiver coils reducing the number of phase encoding steps required for im-
age reconstruction. The idea of PI already evolved at the end of the 1980s (Carlson 
1987; Hutchinson and Raff 1988; Kelton, et al. 1989) while SMASH (Sodickson and 
Manning 1997) was the first successful PI application achieved in 1997. Today, 
GRAPPA (Griswold, et al. 2002) and SENSE (Pruessmann, et al. 1999) are the mostly 
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used PI algorithms performing the image reconstruction in k-space and in image space, 
respectively. In this work, the GRAPPA algorithm was chosen because the image re-
construction is more robust (i.e. less artifacts) and less prone to noise particularly for 
EPI (Blaimer, et al. 2004; Preibisch, et al. 2008).  
Grappa Algorithm 
With PI, the FID signal is simultaneously measured with multiple spatially distant re-
ceiver coils (indexed with l ). For a given coil sensitivity ( )lC r
G , the MR signal at the 




GGGG ⋅−⋅∝ ∫ κκ )()(, , 2.12
where κ  numbers the according spatial frequency vectors xk
G
. The challenge in PI is to 
obtain the transversal magnetization Mxy( r
G ), which cannot be obtained by a simple Fou-
rier transformation of Eq. 2.12. A general approach to solving this problem is to express 
Mxy( r










The reconstruction matrix Fl,κ contains the weighting coefficients for the different signal 
contributions. Using GRAPPA, the image reconstruction is performed in k-space. With a 
PI reduction factor R, the signals of the missing phase encoding lines, Sj(ky - m·∆ky) 
(m = 1, …, R - 1), of the coil  j can be reconstructed from the undersampled signals Sl of 

















The optimal weighting coefficients n( j, b, l, m) are determined by fitting Eq. 2.14 to the 
signals Sl of the undersampled k-space data and the signals of reference lines Sj. The 
reference lines in the vicinity of the k-space center are acquired once at the beginning of 
the measurement. Adjacently, the recovered k-space data of each channel j are Fourier 
transformed. The pixel intensities P of the final image are the combination of the pixel 









which is independent of the coil position and yielding high SNR (Roemer, et al. 1990). 
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2.3.2 UNFOLD Method 
Madore and colleagues (1999) have shown that in some dynamic applications (e.g. car-
diac imaging and fMRI) the temporal dimension of the image time series (i.e. t-axis) is 
not densely filled with information. They proposed a dynamic undersampling scheme to 
transfer information from the k-axes to the t-axis allowing a denser kt-space to be ac-
quired leading to significant reductions in the acquisition time of single timeframes. 
Characteristic of the UNFOLD method is the interleaved sampling pattern (Figure 2.3). 
The example shows that k-space data in frequency encoding direction (i.e. kx-direction) 
is densely sampled whereas every other phase encoding line in ky-direction is skipped 
effectively reducing the read out duration for a single timeframe by a factor of two. Un-
dersampling in k-space leads to spatial aliasing (see Section 1.2.3) which has to be re-
moved before fMRI datasets acquired with UNFOLD can be statistically analyzed in the 
time domain using the GLM (see Section 2.4.3.1). The idea of UNFOLD is to tempo-
rally label the aliased signals with a known frequency and to remove such signals later 
during data post-processing. 
 
Figure 2.3 – UNFOLD Sampling 
Scheme in kt-Space. 
 
Depicted are the sampling patterns 
for the three consecutive time frames 
of a time series. The green lines 
along the frequency direction kx are 
densely sampled whereas the gray 
lines are skipped. The sampling pat-
tern is shifted over the time. 
 
Temporal Labelling of Spatial Signals 
According to Eq. 1.61, in the image domain the object ( )O x  is convolved with the spa-
tial PSF.    
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( ) ( ) ( )I x O x PSF x= ⊗  2.16
The interleaved sampling pattern of UNFOLD can be described by alternately shifting 
the sampling function ( )SF k  (see Eq. 1.50) by k fΔ ⋅  in PE direction, with [0...1]f ∈ . 
Thus, according to the shift theorem, the phase of the PSF changes over time: 
( ) ( )( ) i k f xFFT SF k k f PSF x e ⋅Δ ⋅ ⋅+ Δ ⋅ = ⋅  2.17 
Figure 2.4 depicts the sampling function and the according PSF for f = 1/2 (i.e. the 
sampling function is shifted by / 2kΔ  between consecutive timeframes). According to 
Eq. 2.17, shifting the sampling function does not affect the phase of the central PSF-
peak at 0x =  but adds a phase of 2f nϕ πΔ = ⋅ ⋅  (n = 2, 4, 6…) to the side lobes of the 
PSF (i.e. at 2 /x n kπ= ⋅ Δ ). According to Eq. 2.16 and Eq. 2.17, if an object to be imaged 
is twice as large as the FOV, meaning that two points of the image overlap into one 
voxel, the signal intensity of the voxel located at x  varies between 
( ) ( 2 / )O x O x kπ± + Δ  across time. Hence, the “true” signal ( )O x , which remains sta-
tionary, can be easily separated from the alternating aliasing signal ( 2 / )O x kπ+ Δ . 
 
Figure 2.4 – Interleaved Sampling and Dynamic Point-Spread Function. 
Sampling function SF(k/∆k) (a) with periodicity ∆k and corresponding PSF with periodicity 2π/∆k (b). 
Shifted sampling function (c) SF(k/∆k+1/2) and corresponding PSF with phase shifts linear in x (d). 
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According to Eq. 2.16, if n points of the object overlap into a single voxel (i.e. n-fold 
aliasing) and the sampling function is shifted by /k t nΔ ⋅  in time, where t is the time or 
the image number, respectively, then the voxel intensity is given by 






/2;/2 ππ , 2.18 
where the exponential is a Fourier basis function. According to Eq. 2.18, the spectrum 
( ) ( ( ))I FFT I tω ≡  of a voxel contains n uniformly spaced peaks where each peaks is 
associated with one of the spatially overlapping points. The images can be unfolded by 
filtering out the aliasing peaks in the temporal spectrum of each voxel. In fMRI, it is 
important to ensure that the frequency components resulting from the neuronal activa-
tion are not overlapped with the aliasing peaks or with other activation peaks from ali-
ased voxels. For a given temporal filter )(wF , the factor SNRf  by which the SNR is 










⎛ ⎞= ⎜ ⎟⎜ ⎟⎝ ⎠∫  2.19
Here, BW denotes the read out bandwidth of the imaging sequence, 2 1/V V  and 2 1/τ τ  
the voxel volumes and respectively the data acquisition times with / without UNFOLD 
(Madore, et al. 1999). From Eq. 2.19 can be seen that, on the one hand, the SNR of the 
UNFOLD datasets increases compared to the non-accelerated datasets because temporal 
filtering removes noise from the power spectrum. On the other hand, the SNR decreases 
because single timeframe are sampled more rapidly.  
2.4 The fMRI Experiment 
Functional MRI is an imaging technique exploiting the BOLD effect (see Section 1.3.2) 
to visualize task-related or resting-state neuronal activity in the brain. At a field strength 
of 3 T, the BOLD signal changes are in the order of 2-10 % similar to the magnitude of 
the physiological background noise (Kruger, et al. 2001; Purdon and Weisskoff 1998). 
In order to detect those comparable weak BOLD signals, the subject passes through 
resting and active states during the fMRI experiment while time series of about 100-300 
images are typically acquired. Finally, the time series is statistically analyzed voxel-by-
voxel to localize task-related BOLD activation. This section briefly describes the stimu-
lus paradigms, the image post-processing methods, and the statistical analysis tech-
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niques used in this work. A broader overview of the basic fMRI principles can be found 
in the literature (Matthews and Jezzard 2004; Ramsey, et al. 2002).  
2.4.1 Stimulation Presentation Types 
Various study designs are available in fMRI to investigate brain function whereupon the 
most prominent ones are the block and the event-related designs. In a block design, a 
cognitive engagement is maintained in a task by presenting stimuli sequentially within 
alternating conditions (Figure 2.5 (a)). Blocked designed paradigms were used in the 
first years of fMRI due to simple modeling of the BOLD response (see Section 2.4.3), 
high statistical power (Friston, et al. 1999), and large BOLD signal changes related to 
the baseline (Buxton, et al. 1998; Glover 1999b) leading to robust (Brockway 2000; 
Loubinoux, et al. 2001) and reproducible results (Friston, et al. 1999). However, block 
designed stimuli presentations involve numerous assumptions and suffer from neuro-
psychological drawbacks. Event-related study designs (Figure 2.5 (b)) present short and 
often random stimuli. Further they are less sensitive to head-motion (Birn, et al. 1999), 
avoid habituation effects (D'Esposito, et al. 1999), and are suitable to examine brain 
regions with transient neural activation (Braver, et al. 2001; Kiehl, et al. 2000; Schacter, 
et al. 1997) and emotional responses (Buchanan, et al. 2000; Williams, et al. 2001). An-
other major advantage of using event-related compared to block designs is that transient 
signal variations in hemodynamic responses are detectable allowing to characterize the 
BOLD hemodynamic response function (Buxton, et al. 2004; Rosen, et al. 1998), which 
was found to be spatially variable (Kruggel and von Cramon 1999b). 
 




Figure 2.5 – Blocked and Event-Related Stimulus Design. 
Adopted from (Amaro and Barker 2006). 
 
2.4.1.1 Stimulation of the Sensorimotor Cortex 
The SMC, located in the frontal lobe of the cerebral cortex and involved in planning, 
control, body movements, is the main sensory receptive area for the sense of touch. The 
SMC can be activated using a blocked designed fingertapping paradigm. Synchronic 
with the stimulus paradigm, the volunteers of the fingertapping experiments carried out 
in this work received start/stop commands communicated via earphones, instructing 
them to start and respectively to stop bilateral finger movement.  
2.4.1.2 Stimulation of the Orbitofrontal Cortex 
The OFC is located in the frontal lobes and involved in the cognitive processing of deci-
sion making, emotion, and reward. In this work, the OFC was activated using a self-
paced probabilistic reversal-learning task adopted from (Linke, et al. 2010). A stimulus 
was presented via goggles and the volunteers made a forced choice between two play-
cards on each trial. The “correct" playcard received an 8/2 ratio of positive to negative 
feedback, whereas the “incorrect" playcard always received negative feedback. Feed-
back was provided in the form of winning (reward) or loosing (punishment) a small 
amount of money.  





Figure 2.6 – Event-Related Reward-Reversal Task to Activate the OFC. 
Adopted from (Linke, et al. 2010).  
 
2.4.1.3 Stimulation of the Nucleus Accumbens 
The nucleus accumbens (NAcc) is a subregion of the ventral striatum and can be di-
vided into the shell and the core. The NAcc is associated with reward-learning 
(Diekhof, et al. 2008; Knutson, et al. 2001) and drug addiction (Diekhof, et al. 2008; 
Vollstadt-Klein, et al. 2010) and is therefore of great importance for cognitive neurosci-
ence. In this work, an event-related motivation task with pseudorandom trials was used 
to evoke neuronal activation in the NAcc. Each trial consisted of an anticipation phase, 
an instrumental response phase, and an outcome phase (Figure 2.7) and was presented 
via goggles using MRI Audio / Video Systems (Resonance Technology Inc., Los Ange-
les, CA, USA). During the anticipation interval participants were informed if they could 
win money in the actual trial (condition “money win”) or not (condition “no win”). In 
the following instrumental response phase of 3 seconds duration, participants had to 
press a button as often as possible, where each button press was rewarded with money 
in the condition “money win” only. In the outcome phase, feedback regarding the 
money amount gained in the actual trial was provided. To get familiar with the task, 
participants completed a practice session outside the scanner. Then, participants´ indi-
vidual performance was assessed in the scanner environment before the fMRI task was 
actually started. This information was used to calculate the individual gain per button 
press to standardize the total win (average gain per run: 15  €). The motivation task was 
adapted from Bühler and colleagues (2010). 
 




Figure 2.7 – Event-Related Motivation-Task to Activate the NAcc. 
Adopted from (Buhler, et al. 2010). 
 
2.4.2 Image Post-Processing 
In fMRI, image post-processing involves numerous steps necessary before statistical 
inferences about task-related BOLD activations can be made. In this work, image post-
processing was performed with the standard software package “SPM8” 
(http://www.fil.ion.ucl.ac.uk/spm) and included image realignment, slice-timing correc-
tion, image normalization, and spatial smoothing. Each post-processing step is briefly 
explained in the following sections. 
2.4.2.1 Spatial Realignment 
During the fMRI measurement, subject movement typically in the order of a few milli-
meters causes voxels at a fixed position in the brain reference frame to be mapped on 
different voxels in the scanner reference frame. Therefore, in the voxel-based analysis, 
subject movements potentially cause signal changes correlating with the stimulus onsets 
leading to false-positive activation. This occurs particularly in tasks where the subject 
has to move certain body parts (e.g. finger tapping) because the motion transfers di-
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rectly to task-related head-motion. The first step to reduce such movement artifacts is to 
spatially realign the images. Assuming the brain as rigid body, there are 6 degrees of 
freedom (ndf) (i.e. ndf = 3 for translation and ndf = 3 for rotation) which are estimated 
by minimizing the sum of squares (least squares) between the respective image and an 
arbitrary reference image, which is often the first or the mean image of the time series. 
For further reduction of movement artifacts, the realignment-parameters can be used in 
the final statistical analysis as additional regressors (see Section 2.4.3). 
2.4.2.2 Slice-Timing Correction 
During the statistical analysis of the fMRI time series (see Section 2.4.3), the signal 
time course in each voxel is compared with a predicted BOLD signal at fixed time 
point. Often the acquisition times of the first (last) imaging slice are used as reference 
time points for which the predicted BOLD signal is modelled. Using EPI with a typical 
sequence timing, the temporal difference between the acquisition of the fist and the last 
slice is in the order of TR/2. Hence, for the purpose of an unbiased statistical analysis, a 
slice timing correction is necessary to account for the differences in the slice acquisition 
times. In order to make the data in each slice correspond to the same point in time, a 
slice dependent phase is added in the Fourier domain of the signal which, according to 
the shift theorem, corresponds to a temporal shift in the time domain. Physiological sig-
nal changes with a frequency higher than the Nyquist frequency of 1/(2·TR) cannot be 
recovered by this method. However, in an event-related study performed by Josephs and 
colleagues (1997), it has been demonstrated that no significant physiological signal 
changes were present at higher frequencies than the typical Nyquist frequency of 
ωNyq ≈ 0.25 Hz. For simple block designed fMRI experiments, the slice time correction 
is often skipped because the stimulation durations are typically one order of magnitudes 
longer than the differences of the slice acquisition times within one imaging volume. 
However, considering the short neuronal responses in the order of a few seconds associ-
ated with event-related stimuli, the slice timing correction is an essential post-
processing part for event-related studies. 
2.4.2.3 Normalization to the MNI Space 
In the 1940s, Talairach and Tournoux (1988) developed the first brain atlas based on an 
average brain of standard size and shape in order to locate brain areas in individuals. 
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Today, with respect to multi-subject analysis, spatial normalization is an essential post-
processing step to locate average brain activation in a group of subjects on a voxel-by-
voxel basis. In the mean time, different brain atlas are used in fMRI whereas the MNI 
(Montreal Neurological Institute) brain atlas (Collins, et al. 1993), with a spatial resolu-
tion of 1.0 x 1.0 x 1.2 mm3, is probably the most prominent one and was used in this 
work. In order to normalize an individual brain into MNI space, a T1- or T2-weighted 
anatomical image is acquired at the beginning or at the end of an fMRI experiment. 
Then, the anatomical image is registered to a T1- or T2-weighted template brain (e.g. 
provided by SPM8) by an affine transformation with 12 parameters using least squares. 
Finally, the parameters of the affine transformation are used to normalize the functional 
scans, in register with the structural scan acquired at the beginning of the fMRI experi-
ment, to MNI standard space. 
2.4.2.4 Spatial Smoothing 
After spatial realignment and normalization to MNI space, the functional images are 
spatially smoothed to increase the SNR and thus BOLD sensitivity. Spatial smoothing 
corresponds to weighted averaging of voxel signal intensities and can be expressed by a 
convolution of the acquired image ( , )X i j   and a weighting function ( , )h i i j j− −  , 
where i  and j  are fixed space coordinates (i.e. voxel positions): 
,
( , ) ( , ) ( , )
i j
Y i j h i i j j X i j= − − ⋅∑       2.20 
In this work, all datasets were smoothed with a Gaussian Kernel, 
2 2 2 2( ) /2 ( ) /2( , ) i i b j j ch i j a e e− − − −= ⋅      with , ,a b c∈R  2.21 
(i.e. in x-, y-, and z-direction) whereby the kernel size was varied depending on the fo-
cus of the respective fMRI study. 
2.4.3 Statistical Analysis 
Within the framework of the GLM (Friston 1996; Friston, et al. 1995), the fMRI signal 
time course of each voxel is statistically analyzed. It can be differentiated between the 
single subject analysis and multi-subject analysis. On the single subject level, statistical 
inference is made about BOLD activation strengths associated with a certain stimulus. 
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Multi-subject analysis makes inferences about the average BOLD activation within a 
group of subjects during a particular stimulus. Both, single subject and multi-subject 
analyses are performed voxel-by-voxel using the GLM which is briefly introduced in 
the following section.   
2.4.3.1 The General Linear Model 
The signal time course of a single voxel can be described by a vector iy  with N data 
points recorded at the time ti, with i є [1,..., N]. Each of the data points may be afflicted 
with the error iε . In the GLM, a linear combination of  p regressors ,i jX  with j є [1,..., 
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or in abbreviated form 
ˆˆ ˆyˆ X β ε= + . 2.23
The matrix Xˆ  is referred to as the design matrix. Equation 2.23 holds only for normally 
distributed errors iε  respectively “white” noise:  
ˆ 0ε =  2.24
( ) 2ˆvar ε σ=  2.25
However, in fMRI datasets the noise is always non-white due to unmodelled signals 
related to e.g. cardiac pulsation, breathing, and subject motion. Therefore, before GLM 
parameter estimation is performed, the noise is pre-whitened (see Section 2.4.3.2). For 
the moment, it is assumed that the noise is white and the jβ -coefficients can be esti-
mated by minimizing the sum of squared errors (least-squares): 
( ) 1,
1




i i j j
j
y x X X X yβ β β
−
∈ =
⎛ ⎞− ⇒ =⎜ ⎟⎝ ⎠∑\  2.26
For clearness, it is assumed that only a single regressor Xˆ  is used. Then, Eq. 2.23 can 
be transformed to:  
2.4 - The fMRI Experiment 
51 
 
ˆ ˆyˆ Xα β ε= + +  2.27























with α  given by: 
ˆy xα β= −  2.29
The regressor Xˆ  is given by the convolution of the step-function ( )tΘ  and the Hemo-
dynamic Response Function (HRF) (Figure 2.8). 
( ) ( )HRF HRF t dτ τ τΘ∗ = Θ −∫  2.30
The step-function ( )tΘ is defined by the experimental paradigm and is zero during the 
resting states and one during the active states. As is known, the gamma variate func-
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is different from the physiological HRF but is commonly used to model the BOLD re-
sponse because it empirically fits the fMRI signal very well. In this definition, tΔ  de-
notes the delay between the stimulus and the onset of the BOLD response. 
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Figure 2.8 – Hemodynamic Response Function and Regressor. 
(Left) Gamma variate function (left) commonly used to model the BOLD-HRF. (Right) Regressor, which is 
the convolution of the stimulus design and the BOLD-HRF. Source: (TheMathWorksInc 2008)      
 
2.4.3.2 Pre-Whitening Noise 
According to the GLM (see Eq. 2.23), the observed data yG  can be described as the 
product of a design matrix Xˆ  with the parameter vector βG  plus and additional error 
vector εG  with a Normal distribution ( )2 ˆ0,N Rσ , with the autocorrelation matrix Rˆ . 
The estimates of the βG -parameters are unbiased, if the autocorrelation matrix Rˆ  of the 
residuals is equal to unity Iˆ , respectively if the noise is “white”. Assumed the autocor-
relation matrix Rˆ  is exactly known, there exists a square, non-singular matrix Kˆ  such 
that ˆ ˆ ˆTKK R=  and that 1Kˆ ε δ− = GG ; 2 ˆ(0, )N Iδ σG ∼  (Seber 1977). Before estimating the 
GLM parameters, a smoothing matrix 1ˆ ˆS K −=  is applied to the measured data and the 
design matrix Xˆ  to pre-whiten the noise:   
ˆ ˆ ˆSy SX β η= +G GG ;      2 ˆ(0, , )N Vη σG ∼  2.32
If the estimation of the autocorrelation Rˆ  is correct, then the filtered noise is white: 
1 1ˆ ˆ ˆ ˆ ˆ ˆˆ ˆ ˆ( )T T TV SRS SS S S I− −= = =  2.33
Here, it is focused on the AR model to estimate the intrinsic autocorrelation of the noise 
to create the smoothing matrix Sˆ . In the time domain, an AR(p) model of pth order is 
expressed as, 
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1 2( ) ( 1) ( 2) ... ( )pz t a z t a z t a z t p w= − + − + + − + , 2.34
or in compact form as:  
ˆz Az w= + GG G ;     2 ˆ(0, )w N IσG ∼  2.35
The regression coefficients ia  of the (p+1) x (p+1) lower triangular matrix Aˆ  can be 
estimated by ordinary least squares. For most cases only the 1a -coefficient significantly 
differs from zero (Bullmore, et al. 1996). Therefore, an AR(1) model of first order is 
used by several authors (Bullmore, et al. 1996; Kruggel and von Cramon 1999a) to es-
timate the autocorrelation 1a  and the noise (σ
2) from the residuals ( ˆzˆ R= ) after fitting 
the GLM. Subsequently, the smoothing matrix ˆ ˆˆS I A= −  is used to pre-whiten the noise 
according to the Eq. 2.32 and Eq. 2.33. 
2.4.3.3 Student´s t-Test 
In fMRI, hypothesis tests are performed to determine whether a voxel was activated 
during a particular task. The null-hypothesis 0 0ˆ( 0)H H β= ≡ indicates that there was no 
activation and that the voxel time course contains only the noise εˆ . The alternative hy-
pothesis 1H  assumes that the voxel was activated. In this work, the so-called t-test (i.e. 
student´s t-test) was used to decide whether 0H  or 1H   should be refused. Under the 







−= − ⋅ , 2.36
with p being the number of regressors. The variance of the test-variable is t-distributed 
with ( 1n p− − ) degrees of freedom. With regard to the parameters n  and βˆ , it must be 
differentiated between single subject and multi-subject analysis. On the single subject 
level, the parameter n  is equal to the number images and the parameter βˆ  corresponds 
to the average activation strength during the stimulus determined by Eq. 2.26. In con-
trast, on the group level, the parameter n is equal to the number of subjects and the pa-
rameter βˆ  corresponds to the average activation strength in all subjects in the voxel of 
interest. A pre-defined threshold α specifies below which probability of error the alter-
native-hypothesis 1H will be accepted and the null-hypothesis 0H  discarded. The criti-
cal α-value is determined on the basis of the associated α-quantile of the Student´s t-
distribution and the critical β-parameter on the basis of Eq. 2.36. Hence, a voxel is con-
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sidered to be activated, if the β -value of that particular voxel is above the threshold 
(i.e. αβ β> ). As mentioned previously, the raw functional images are spatially 
smoothed prior to the GLM parameter estimation to increase the SNR. Considering 
Eq. 2.36, it is obvious that higher SNR improves the BOLD sensitivity because in case 
of “true” activation the variance of the βˆ -estimates βσ  decreases and thus the t-value 
of an activated voxel increases. Figure 2.9 (a) shows a maximum intensity projection 
(MIP) of BOLD activation during a simple fingertapping experiment (i.e. the projection 
of the peak voxel in the respective direction). The darker the gray shades in the MIP, the 
higher the t-value of the activated voxel whereby the threshold α  must be exceeded. 
For a voxel to be activated it was additionally requested that at least 9 neighbouring 
voxels were activated (i.e. cluster size k ≥ 10). In the case that activated voxels are lo-
cated in clearly non-activated brain areas, then these voxels are referred to as false-
positives.   
   
Figure 2.9 – BOLD Activation During a Simple Fingertapping Task. 
(a) Maximum intensity projection of a statistical parameter map. (b) Peak voxel time course (marked by 
red points) and regressor (marked by the black line). Source: (TheMathWorksInc 2008)      
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2.5 T2* and Gradient-Field Mapping 
Data Acquisition 
BOLD sensitivity using EPI depends on the local transversal relaxation time *2T  and on 
the macroscopic in-plane and through-plane field gradients spG  and ssG , respectively 
(see Section 2.2.1.1). In order to optimize the TE-parameter towards maximal BOLD 
sensitivity, T2* and gradient fields were measured in six healthy subjects (27 ± 1 years, 
five males) using a multi-gradient-echo FLASH  imaging sequence (Haase, et al. 1986). 
T2*-weighted images were acquired between 5 ms and 140 ms (i.e. TE = 5 ms, 10 ms, 
15 ms, 20  ms, 25  ms, 30 ms, 40 ms, 50 ms, 70 ms, 90 ms, 110 ms, 140 ms) with AC-
PC section orientation. Further imaging parameters were: # slices = 40; matrix 
size = 64 x 64; TR = 30 ms; flip angle α = 25°; FOV = 220 mm2; slice thickness 
∆z = 2.5 mm. Within the same session, phase images were acquired using the same im-
aging sequence at TE values of 2.45 ms, 5.12 ms, 7.79 ms, 10.46 ms, and 13.13 ms. The 
flip angle was set to α = 12° but the  remaining imaging parameters were kept constant. 
Phase-unwrapping was performed along the temporal dimension (Windischberger, et al. 
2004).  
Parameter Estimation 
The gradient fields were estimated from the phase images. The measured phase differ-
ence ϕΔ  between adjacent voxels is proportional to the strength of the macroscopic 
field gradient /ss spG  (assumed to be constant within each voxel), the voxel dimension 
xΔ  (i.e. xΔ  denotes the voxel dimension in RO or PE direction), and the echo time:  
/ss spG x TEϕ γΔ = ⋅ ⋅Δ ⋅  2.37 
Equation 2.37 was used to estimate ssG and spG  separately by least squares fitting. The 
local transversal relaxation rates were estimated from the T2*-weighted images. For *2T -
fitting, often a simple exponential decay (Eq. 1.36) is assumed. However, it has been 
shown that neglecting the additional dephasing effects of through-plane gradients ssG  
leads to an underestimation of *2T  (Peters, et al. 2007). In this work, Eq. 2.6 was used as 
fitting function for *2T -estimation whereby the free parameter ssG  was used from the 
gradient field mapping results based on Eq. 2.37. The confidence bounds for T2*-fitting 
and gradient field mapping were set to 95 %. Voxels with a relative error of 




2 2/ 0.25T TΔ >  and / //ss sp ss spG GΔ  > 0.25 were excluded from further processing. The 




3.1 Increasing BOLD Sensitivity using Slice-Dependent Echo 
Times 
A slice-dependent echo time allows maximizing the BOLD sensitivity in each slice 
separately. Focusing on BOLD activation in the amygdala, Stoecker and colleagues 
(2006) showed that an EPI sequence with slice-dependent echo times improved signal 
detection at 1.5 T. In this work, an EPI with a slice-dependent echo time was developed 
to optimize the BOLD contrast in the OFC at field strength of 3 T. First, the optimal 
echo times were simulated for the OFC based on the T2* and gradient-field mapping 
study (see Section 2.5). Finally, the optimized EPI sequence with slice-dependent echo 
times was compared to a standard EPI sequence with an echo time of 27 ms during 
fMRI using the reversal-learning task described in Section 2.4.1.2. A condensed version 
of this section can be found in the publication (Domsch, et al. 2013). 
3.1.1 BOLD Sensitivity Simulations 
Figure 3.1 shows T2*-relaxation times below 10 ms and susceptibility gradients of more 
than 200 µTm-1 in the lower part (slice 1) of the OFC. The upper part (slice 5) of the 
OFC is clearly less affected by susceptibility gradients leading to increasing T2* and 
decreasing susceptibility gradient values. In slice 1, T2* was on average between 
8 ± 3 ms and 31 ± 7 ms. In- (through-) plane gradients were on average in the range of 
-202 ± 57 µTm-1 (-230 ± 56 µTm-1) and 288 ± 63 µTm-1 (214 ± 17 µTm-1). In slice 5, 
T2* was on average in the range of 19 ± 3 ms and 47 ± 9 ms. And in- (through-) plane 
gradients were on average in the range of -135 ± 61 µTm-1 (-209 ± 36 µTm-1) and 
73 ± 25 µTm-1 (63 ± 25 µTm-1). Individual results of all subjects are summarized in 
Table 3.1.  
Figure 3.2 shows the effect of typical susceptibility gradient strengths observed in the 
OFC on BOLD sensitivity. For example, given a T2*-value of 35 ms, and a susceptibil-
ity gradient of 150 µTm-1 in slice or in phase encoding direction would shift the BOLD 
sensitivity peak from 35 ms to 4 ms or to 19 ms. Using a standard TE-value of 27 ms, 
the maximal BOLD sensitivity would reach only 87 % and 2 %, respectively.





Figure 3.1 – T2*-Relaxation Time and Field Gradient Maps in Slice and PE Direction. 
The OFC is marked by the ROI. These are two axial slices acquired from a representative subject. The 
parameter maps are normalized to the standardized MNI-coordinates and resampled to a 
96 x 96 x 40 matrix size. 
 
Figure 3.3 depicts a simulation of the maximal TE values before total signal loss occurs 
due to in-plane gradients in the range of -350...350 µTm-1. According to Eq. 2.9, the 
maximal TE value TEmax was defined as TEmax≡1/2∙TA/|1-1/Q|. It shows that a TE value 
of 22 ms prevents total signal loss for any negative in-plane gradients in the range of 
[-350…0] µTm-1 (Q > 1). For increasing positive gradient strengths in the range of 
[0…180] µTm-1 (0 < Q < 1), the maximal echo time decreases rapidly below 20 ms. In 
the range of [180…350] µTm-1 (Q < 0), TEmax slightly increases but still remains below 
feasible TE values. 
 




Slice 1 / Subject T2* [ms] Gss [µTm-1] Gsp [µTm-1] 
1 [8 ... 32] [-178...190] [-124...209] 
2 [10...25] [-240...240] [-250...186] 
3 [6 ... 29] [-250...324] [-255...219] 
4 [5 ... 32] [-200...286] [-214...212] 
5 [11...44] [-100...338] [-274...239] 
6 [5 ... 23] [-243...350] [-261...216] 
mean [8 ± 3...31 ± 7] [-202 ± 57...288 ± 63] [-230 ± 56...214 ± 17]
    
Slice 5 / Subject T2* [ms] Gss [µTm-1] Gsp [µTm-1] 
1 [17...58] [-146...57] [-34 ... 90] 
2 [20...41] [-205...43] [-154...79] 
3 [15...35] [-257...95] [-180...65] 
4 [22...55] [-222...48] [-104...27] 
5 [20...47] [-212...41] [-204...81] 
6 [18...47] [-211...92] [-135...94] 
mean [19 ± 3...47 ± 9] [-209 ± 36...63 ± 25] [-135 ± 61...73 ± 25] 
Table 3.1 – T2*-Relaxation Times and Gradient-Fields in Two Different Slices. 
The minimal and maximal parameter values denote the 5 and 95 percentiles, respectively. The standard 
deviation denotes the variation between the different subjects. 
 
Figure 3.4 shows a BOLD sensitivity calculation based on Eq. 2.9 and Eq. 2.11 for typi-
cal in- and through-plane gradients. According to this simulation, a TE value of 20 ms is 
adequate to recover BOLD sensitivity for all possible combinations of through-plane 
gradients in the range of -350 µTm-1 to 350 µTm-1 and in-plane gradients in the range of 
-350 µTm-1 to the order of 100 µTm-1. When TE is reduced from 40 ms to 30 ms and to 
20 ms, the percentage of dead pixels (i.e. BS/BSmax < 0.1) decreases from 37 % to 32 % 
and to 8 % in the left hemisphere of the Gsp-Gss plane (i.e. Gsp < 0). This echo time re-
duction yields nearly no effect in the right hemisphere (i.e. Gsp > 0) decreasing the per-
centage of dead pixels from 44 % to 43 % and to 40 %, respectively. 
3 - Results 
60 
 
Figure 3.2 – BOLD Sensitivity as a Function of the Echo Time. 
The BOLD sensitivity is depicted for typical susceptibility gradients occurring in the OFC at field 
strength of 3 T. The maximum is normalized to 100 %. 
 
 
Figure 3.3 – Maximal Echo Time before Total Signal Loss Occurs. 
In the presence of macroscopic susceptibility gradients in EPI PE-direction, the gradient-echo is shifted 
in time (see Eq. 2.8). Signal loss occurs if the echo formation is outside the signal acquisition window 
(see Eq. 2.9). This simulation shows the maximal echo time (TEmax) before total signal loss occurs. As can 
be seen from the curve, TEmax depends critically on the parameter Q (see Eq. 2.7). 
 
 




Figure 3.4 – BOLD Sensitivity Affected by Susceptibility Gradients. 
The parameter maps (from left to right) are depicted for decreasing echo times of 40 ms, 30 ms, and 
20 ms. The reference point at (0|0) is indicated by the white crosshair.  BS-values were calculated 
according to Eq. 2.9 and Eq. 2.11 assuming the following sequence parameters: T2* = 25 ms, band-
width = 1578 Hz/Px, TA = 30 ms, FOV = 2202 mm2, slice-thickness = 3.0 mm. The maximum was 
normalized to 100 % and values below 10 % were set to zero.  
 
For inferior axial slices, Figure 3.5 demonstrates that shortening TE effectively in-
creases the BOLD sensitivity and reduces signal loss in the OFC but otherwise de-
creases the BOLD sensitivity in areas not affected by susceptibility gradients. For ex-
ample, when TE is reduced from 40 ms to 30 ms to 20 ms, the percentage of dead 
voxels in the OFC, averaged over all subjects, decreases from 67 ± 15 % to 39 ± 16 % 
to 16 ± 4 %, respectively. 
A calculation of the average BOLD sensitivity in the OFC in all subjects reveals that BS 
is significantly enhanced when TE increases with the slice number (Figure 3.6). Optimal 
TE values simulated for all subjects are depicted in Figure 3.7. The BOLD sensitivity is 
maximal for increasing TE values between 17 ± 2 ms (slice 1) and 39 ± 2 ms (slice 9) in 
foot-to-head direction. In areas not affected by susceptibility gradients, an optimal TE 
value of 46 ± 3 ms was measured, which is in good agreement with cortical values of 
about 40-50 ms (Peters, et al. 2007). 
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Figure 3.5 – BOLD Sensitivity Maps from a Representative Subject. 
The parameter maps (from left to right) are depicted for decreasing echo times of 40 ms, 30 ms, and 




Figure 3.6 – BOLD Sensitivity in Slice Direction Measured in the OFC. 
The values are depicted for decreasing echo times (i.e. 40 ms, 30 ms, and 20 ms) and were aver-
aged over six different subjects. The errorbar denotes the standard error of the mean. 
 




Figure 3.7 – Simulated Optimal Echo Times in the OFC in Slice Direction. 
The optimal values were calculated according Eq. 2.11. T2* and macroscopic field gradients were 
measured in six healthy subjects. 
 
3.1.2 fMRI Experiment: Reward-Reversal Study 
Within an interval of 2 weeks 12 healthy participants (23 ± 3 years, six females) per-
formed two runs of the self-paced probabilistic reward-reversal task (see Section 
2.4.1.2). In the first and second run, an EPI sequence with slice dependent echo times 
and a standard EPI sequence with an echo time of TE = 27 ms was used. For time effi-
cient volume coverage, the slices were aligned parallel to the AC-PC line (Figure 3.8). 
Using the modified EPI, the OFC was imaged with between 22 ms and 37 ms. In the 
upper slices (i.e. from slice 28 to slice 40) TE remained at a constant value of 47 ms. 
Imaging data was post-processed and analyzed according to standard procedures de-
scribed in Section 2.4.2 and Section 2.4.3. 
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Figure 3.8 – Sequence Design and Section Orientation of the modified EPI. 
(a) In ascending slice direction, TE increases from 22 ms to 47 ms by shifting the EPI read out train by 
multiples of ∆τ. (b) Using AC-PC section orientation, the OFC is imaged between a TE of 22 ms and 
27 ms. The imaging parameters of the standard and the modified EPI sequence were: # slices = 40 (de-
scending slice direction); matrix-size = 96 x 96; TR = 2.7 s; bandwidth = 1578 Hz/Px,  flip angle = 90°; 
FOV = 220 mm2; slice thickness = 2.3 mm, interslice-gap = 0.7 mm, PI-factor R = 2, PI-reconstruction: 
GRAPPA). 
 
BOLD Activation in the OFC 
Figure 3.9 shows single subject data for two inferior slices acquired with a standard and 
a modified EPI sequence. The slices on top and bottom were acquired at TE of 27 ms 
using the standard EPI and at a TE of approx. 22 ms using the modified EPI sequence. 
The OFC shows clearly less signal loss, marked by the red arrows, when TE was re-
duced from 27 ms to 22 ms. 
The single subject fMRI analysis shows OFC activation in six out of twelve participants 
when the standard EPI sequence was used (Table 3.2). With the modified EPI sequence, 
activation was detected in all participants, the average number of activated voxels in-
creased from 87 ± 44 to 549 ± 83, and the maximal t-value, averaged over all subjects, 
increased from 4.4 ± 0.3 to 5.4 ± 0.3. 
At a significance level of p ≤ 10-4 (uncorrected), a second level one-sample t-test re-
vealed an average number 55 voxels to be activated in the OFC using the standard EPI 
sequence (Figure 3.10). At the same threshold, 553 voxels were activated when the 
modified EPI sequence was used. Activation in inferior and superior slices acquired at 
echo times below and above 27 ms was clearly more robust. Slices acquired at echo 
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times of about 27 ms showed similar activation in both EPI datasets. However, parietal 
activation was stronger at TE values above 27 ms showing the superiority of the modi-
fied EPI sequence. Comparing statistical inferences of both EPI sequences in a second 
level paired t-test (p ≤ 10-3 (uncorrected)) stronger activation was detected in 303 (0) 
voxels of the OFC when the modified (standard) EPI was used (Figure 3.11). 
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 Standard EPI EPI with Slice-Dependent TE 
subject N Tmax N Tmax 
1 201 3.8 289 4.4 
2 108 4.4 359 4.8 
3 526 6.3 609 6.0 
4 0 - 461 5.1 
5 67 3.6 127 3.9 
6 0 - 1054 6.5 
7 0 - 377 4.6 
8 0 - 695 4.9 
9 77 5.0 630 5.9 
10 0 - 243 4.8 
11 50 3.4 873 6.4 
12 0 - 866 7.3 
Mean 87 ± 44 4.4 ± 0.3 549 ± 83 5.4 ± 0.3 
Table 3.2 – BOLD Activation in the OFC using the Standard and the Modified EPI. 
The number of significant voxels (N) and maximal t-values (Tmax) detected in the OFC are depicted for 
each subject. The results are displayed at a threshold of p ≤ 5·10-3 (uncorrected). The minimal cluster 
size was set to 15 voxels. The error denotes the standard error of the mean. 
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Figure 3.10 – BOLD Activation in the OFC: Standard vs. Modified EPI Sequence.  
In this representation, the parameter maps for the standard EPI (a) and the modified EPI (b) are in 
alignment with AC-PC according to the slice orientation during image acquisition. Thus, each slice 
shown here was acquired at a distinct echo time given in the figure. The maps were overlaid on struc-
tural T1-weighted images. Robust orbitofrontal and parietal activation was detected at a threshold level 
of p ≤ 10-4 (uncorrected). The minimal cluster size was set to 15 voxels. The left hemisphere is displayed 
on the left.  
 
Figure 3.11 – Improved BOLD Activation in the OFC using Slice-Dependent Echo Times. 
Paired t-test results displayed at a threshold of p ≤ 10-3 (uncorrected) and a minimal cluster size of 15 
voxels. Colored pixels indicate that the BOLD activation in the modified EPI datasets was on average 
stronger than the activation in the standard EPI datasets. The left hemisphere is displayed on the left. 




3.2 Improving Spatial Specificity in EPI using Parallel 
Imaging 
The goal was to investigate the feasibility of fMRI at high spatial specificity using EPI 
with large matrix sizes in combination with high PI-factors. First, PSF-simulations and 
resolution-phantom measurements were performed. EPI protocols with different spatial 
resolutions were then tested in two separate fMRI studies. During a simple motor-task 
experiment, BOLD activation in the SMC was studied for increasing matrix sizes (and 
corresponding PI factors) between 96 x 96 (R = 2) and 192 x 192 (R = 4). A sophisti-
cated motivation-task study was performed to study the BOLD activation in the NAcc 
using a standard 96 x 96 (R = 2) and a high-resolution 160 x 160 (R = 3) EPI protocol. 
The BOLD spatial specificity was assessed by the number of distinguishable activation 
clusters and local maxima as a surrogate and further examined using the proposed edge-
sharpness measure. This study was carried out within the framework of the minor pro-
ject part of the SFB 636 Graduate Program.   
3.2.1 Point-Spread Function Simulation 
First of all, it was investigated whether the spatial resolution in EPI can be theoretically 
increased beyond a conventional voxels size of ∆x ≥ 2 mm in PE direction. Blurring 
results from T2*-dephasing during the EPI read out intrinsically limiting the spatial 
resolution. The T2*-relaxation time strongly depends on the location within the human 
brain. At a field strength of 3 T, T2*-values range between 26 ms in the OFC (Buhler, et 
al. 2010) and 66 ms in gray matter (de Zwart, et al. 2004). Hence, the duration of the 
EPI signal RO is in the order of the T2*-relaxation time leading to non-negligible 
weighting of the acquired k-space data (Figure 3.12).  
Neglecting detrimental effects of macroscopic field inhomogeneities causing signal 
dropouts and image distortions (Gelman, et al. 1999), the simulated PSF can be depicted 
in Figure 3.13. For T2*-values of 20 ms, 35 ms, and 50 ms, the effective spatial resolu-
tion (i.e. FWHM of the PSF) in PE direction was 1.5 mm, 1.3 mm, and 1.2 mm, respec-
tively. The FWHM decreased rapidly for increasing T2*-values between 20 ms and 
40 ms while for higher T2*-values of more than 60 ms, the FWHM nearly remained at a 
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constant value of 1.1 mm. The spread of the PSF in RO direction (not shown) was neg-
ligible due to the fast signal acquisition in that direction. 
 
 
Figure 3.12 – K-space Weighting in EPI due to T2*-Relaxation.  
Signal decay during GE-EPI RO (a) shown for three typical T2*-relaxation times in the brain. The dura-
tion of the signal RO was assumed to be 48 ms corresponding to typical EPI parameters: (e.g. matrix-size
= 96 x 96, BW = 1000 Hz/Px, PI-factor R = 2). The echo time was set to TE = 40 ms. K-space weighting 
function (b) is plotted as a 192 x 192 matrix assuming a T2* value of 50 ms. A standard EPI k-space tra-
jectory was assumed beginning at (–kxmax, +kymax) and ending at (+kxmax, -kymax). 
 
Figure 3.13 – Spatial Point-Spread Function Simulated for a Standard EPI Sequence. 
The PSF in PE direction (a) is shown for three different T2*-relaxation rates. The FWHM (b) is depicted 
for T2*-relaxation times in the range of 20 ms to 225 ms. 
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3.2.2 Phantom Measurements 
A structural phantom with bores of different diameters between 1 mm and 13 mm was 
used to evaluate the image quality at increasing matrix sizes in combination with higher 
PI factors keeping the sequence timing constant (i.e. TE and TR). The phantom was 
filled with distilled water and NiSO4 resulting in a transversal relaxation rate of 
T2* = 130 ms. 
Focussing on spatial aliasing artifacts solely and not on spatial resolution, Figure 3.14 
shows a representative slice of the resolution-phantom without bores. It can be seen 
from the images itself and particularly from the line profiles in PE direction, that the 
image quality was improved when the matrix size (PI-factor) was increased from 
96 x 96 (R = 2) to 128 x 128 (R = 3) and to 160 x 160 (R = 3). By further increasing the 
matrix size to 192 x 192 and the PI-factor to R = 4, the noise level obviously increased. 
Severe aliasing was present at higher PI-factors of R ≥ 5. Therefore, the PI-factor was 
limited to R ≤ 4 for all measurements.  
Higher spatial resolution can be seen in the phantom images (Figure 3.15) when the 
matrix size was increased from 96 x 96 (R = 2) to 128 x 128 (R = 3) and to 192 x 192 
(R = 4). Appropriately contrasted, moderate aliasing can be seen at any matrix size (PI 
factor). Regarding the line profile in PE direction shows that the smallest bores with 
diameters of 1.0 mm, 1.2 mm, and 1.5 mm could not be spatially resolved using the 
96 x 96 (R = 2) but using the 128 x 128 (R = 3) and the 192 x 192 (R = 4) matrix sizes. 
It can be seen that the line profile in RO direction was superior in the 192 x 192 (R = 4) 
dataset. Averaged over ten different slices, the FWHM of the line-profiles in PE direc-
tion decreased from 2.5 ± 0.3 mm to 2.0 ± 0.2 mm when the matrix size was increased 
from 128 x 128 (R = 3) to 192 x 192 (R = 4) (Table 3.3).  
 
3.2 - Improving Spatial Specificity in EPI using Parallel Imaging 
71 
 
Figure 3.14 – Phantom Measurements using EPI with Increasing Matrix Sizes (PI-Factors). 
Mean images (N = 10) acquired at matrix sizes (PI-factors) of 96 x 96 (R = 2) (a), 128 x 128 (R = 3) (b) 
160 x 160 (R = 3) (c), 192 x 192 (R = 4) (d), 192 x 192 (R = 5) (e), and 192 x 192 (R = 6) (f). Each im-
age was individually contrasted emphasizing blurring and aliasing artifacts. Line profiles along the yel-
low lines parallel to the PE direction are shown below each phantom image. Imaging parameters: repeti-
tions = 10, TE/TR = 35/2700 ms, FOV = 210 x 210 mm2, # slices = 36, slice-thickness ∆z = 3 mm, 
BW = 1002 Hz/Px. PI-reconstruction: GRAPPA (see Section 2.3.1).  
 




Figure 3.15 – Improved Spatial Resolution using Optimized EPI Protocols. 
Mean images (N = 10) acquired at matrix sizes (PI-factors) of 96 x 96 (R = 2) (a), 128 x 128 (R = 3) (b), 
and 192 x 192 (R = 4) (c). Each image was individually contrasted emphasizing blurring and aliasing 
artifacts marked by the red arrows. The line profiles in PE (d) and RO direction (e) are marked by the 
yellow crosshairs (a-c). Line profile in PE direction (f) across a bore with a diameter of 1.0 mm. Imaging 
parameters: repetitions = 10, TE/TR = 35/2700 ms, FOV = 210 x 210 mm2, # slices = 36, slice-thickness 
∆z = 3 mm, BW = 1002 Hz/Px. PI-reconstruction: GRAPPA (see Section 2.3.1).  
 
Slice 1 2 3 4 5 6 7 8 9 10 Mean ± Std. Dev 
128 x 128 
(R = 3) 2.3 2.3 2.3 2.8 2.8 2.2 2.3 2.3 2.3 2.8 2.5 ± 0.3 
192 x 192 
(R = 4) 1.7 1.7 1.7 2.2 2.2 1.7 1.7 2.2 1.8 2.0 2.0 ± 0.2 
Table 3.3 – Spatial Resolution in a Structural-Phantom using EPI. 
FWHM of the line profile along the smallest bore with a diameter of 1.0 mm depicted for the 128 x 128
(R = 3) and the 192 x 192 (R = 4) matrix sizes. The FWHM was measured in PE direction in ten different
slices. 
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3.2.3 fMRI Experiment I: Fingertapping Study 
Data Acquisition and Processing 
Four runs of a bilateral fingertapping task with a total duration of 4 min 30 s were per-
formed by six healthy subjects (24 ± 3years, 3 females). The block designed paradigm 
consisted of 10 active and 10 rest periods with a duration of 13.5 s each. 105 EPI image 
volumes were acquired with four different EPI protocols per run (in randomized order) 
using different matrix sizes and PI-factors, while keeping the sequence timing constant. 
A high-resolution T1-weighted 3D image was acquired for each subject to detect poten-
tial morphological abnormalities in individuals. The matrix sizes (PI-factors) were 
96 x 96 (R = 2), 128 x 128 (R = 3), 160 x 160 (R = 3) and 192 x 192 (R = 4). The se-
quences shared the following EPI imaging parameters: TR/TE = 2700/35 ms, repetitions 
= 105, FOV = 210 x 210 mm2, # slices = 36, slice thickness ∆z = 3 mm, interslice gap = 
1.5 mm, bandwidth = 1002 Hz/Px. The images were post-processed and statistically 
analyzed according to the methods described in Section 2.4.2 and Section 2.4.3. The 
images were normalized and resampled to a voxel size of 1.0 x 1.0 x 1.0 mm3 and spa-
tially smoothed with a Gaussian kernel size at FWHM of 3.2 x 3.2 x 3 mm3. The condi-
tions of interest were “tapping” versus implicit baseline.  
Algorithm for Cluster Sharpness Analysis 
The edge-sharpness of activated clusters detected in the SPM activation maps was as-
sessed to reflect the BOLD spatial specificity in eight different region-of-interests 
(ROIs) in the SMC per subject in the fingertapping data (Figure 3.16 (a)). In four adja-
cent slices, the different ROIs with a size of 30 x 30 pixels (1 pixel = 1.1 mm2) were 
chosen to cover the left and the right SMC separately. For each ROI, the activation pro-
files (t-profiles) were analyzed for each column and each line parallel to the PE and RO 
direction, respectively, resulting in a total number of 480 t-profiles. Activation was con-
sidered to be a cluster if the activation profile exhibited one maximum above the thresh-
old level and one minimum below the threshold level on each side of the maximum 
(Figure 3.16 (b)). The edge-sharpness (S) was defined as the absolute value of the mean 
slope of the cluster profile between the threshold level (α) and half-maximum (HM) 
tHM(x) = α + dT, with dT ≡ ½·(Tmax - α). Activation below the threshold level of α = 3.1, 
which corresponds to a statistical error of p < 1‰ in single subjects (n.d.f. = 88), was 
considered as noise. Hence, with the variables defined in Figure 3.16, the edge-
sharpness is given by S = 1/2·|dT / (x2 - x1)| + 1/2·|dT / (x4 - x3)|. For single subjects, the 
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edge-sharpness comparison was performed only for those clusters that were activated in 
all datasets. In more detail, the edge-sharpness of an activated cluster was only com-
pared, if the locations of the activation peaks (i.e. Tmax-values) were within the range of 
the FWHM of the cluster detected in the 96 x 96 (R = 2) dataset (i.e. between x2 and x3). 
 
Figure 3.16 – Activation Profiles Analysis of Clusters Detected in the SMC. 
Activation map (a) (30 x 30 pixels) obtained from a single subject who performed a fingertapping task 
using the 96 x 96 (R = 2) EPI protocol. Activation profile (b) along the vertical black line, shown in (a), 
parallel to the EPI phase encoding direction.  
 
3.2.3.1 Single Subject Analysis 
Figure 3.17 shows that the in-plane resolution was continuously improved when the 
matrix size (PI-factor) was increased using the 12-channel head coil. Despite increasing 
PI-factors, no PI artifacts can be seen. The comparison between the EPI images and a 
high-resolution (320 x 320 pixels) T2-weighted image (Fig. 3e) reveals that the highest 
structural similarity was achieved using the 192 x 192 (R = 4) EPI protocol. By increas-
ing the matrix size (PI-factor), the correlation between the EPI and the high-resolution 
image was continuously increased (Figure 3.17 (f)). By using the 192 x 192 (R = 4) 
compared to the 96 x 96 (R = 2) EPI protocol, the correlation coefficient in PE (RO) 
direction increased from 84 % (82 %) to 91 % (97 %), respectively.  
3.2 - Improving Spatial Specificity in EPI using Parallel Imaging 
75 
 
Figure 3.18 exemplarily shows that robust BOLD activation was detected in the SMC 
using both the 96 x 96 (R = 2) and the 192 x 192 (R = 4) EPI protocol. It is obvious that 
the BOLD activation is visually less blurred and spatially more separable in terms of 
more activated clusters and local maxima using the 192 x 192 (R = 4) EPI protocol.  
Figure 3.19 shows that the Tmax-values (Figure 3.19 (a)) in the SMC were slightly in-
creased in the 96 x 96 (R = 2) and 128 x 128 (R = 3) datasets compared to the 160 x 160 
(R = 3) and 192 x 192 (R = 4) datasets. The Tmax-value was decreased by 8 % in the 
96 x 96 (R = 2) compared to the 192 x 192 (R = 4) datasets. However, the average num-
ber of activated voxels (Figure 3.19 (b)) was continuously decreased by 42 %, 16 %, 
and 22 % when the matrix size (PI-factor) was increased from 96 x 96 (R = 2) to 
128 x 128 (R = 3), to 160 x 160 (R = 3), and to 192 x 192 (R = 4), respectively. The 
inter-subject variability of the average Tmax-values and the number of activated voxels 
was continuously decreased using higher matrix sizes (PI-factors). Increasing the matrix 
size (PI-factor) from 96 x 96 (R = 2) to 192 x 192 (R = 4) led to a reduction of the rela-
tive error of the Tmax-value from 11% to 5 %. Furthermore, the relative error of the 
number of voxels was decreased from 36 % to 20 %. 
Figure 3.20 reveals that for lower thresholds the highest number of activated clusters 
(Figure 3.20 (a)) and local maxima (Figure 3.20 (b)) was detected in the 192 x 192 
(R = 4) datasets while the lowest numbers were detected in the 96 x 96 (R = 2) datasets. 
At a threshold of p < 2.5 % (uncorr., k ≥ 30), the number of clusters was increased by 
50 % and the number of local maxima by 74 % by increasing the matrix size (PI-factor) 
from 96 x 96 (R = 2) to 192 x 192 (R = 4). However, all datasets show a similar number 
of clusters and local maxima at higher threshold levels. The cluster and local maxima 
separability in the 128 x 128 (R = 3) and the 160 x 160 (R = 3) datasets was almost the 
same at any threshold level. 
Figure 3.21 (a) shows BOLD activation in the SMC of a representative subject detected 
at increasing matrix sizes (PI-factors). Even though the BOLD activation becomes more 
separable, no obvious improvement of the edge-sharpness of the clusters can be noticed. 
The quantitative cluster shape analysis performed for all subjects (Fig. 7b) confirms that 
there was no trend to increased edge-sharpness for increased matrix sizes (PI-factors). It 
can be seen for all datasets that the cluster were sharper in RO than in PE direction.  
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Figure 3.17 – Axial EPI Slices Acquired at Increasing Matrix Sizes (PI-factors). 
EPI time series averages (N = 100) from a representative subject acquired during the fingertapping 
experiment using a 12-channel head coil. The EPI matrix sizes (PI-factor) (a-d) were 96 x 96 (R = 2), 
128 x 128 (R = 3), 160 x 160 (R = 3), and a 192 x 192 (R = 4), respectively. The EPI phase encoding 
direction is marked by the white arrows. Conspicuous structural differences between the images are 
marked by the red arrows. For comparison, the same slice displayed was acquired at a matrix size of 
320 x 320 using a high-resolution spin-echo sequence (e). Signal profiles were compared along the PE 
(RO) direction, indicated by the green vertical (horizontal) line. (f) Correlation coefficients between 
signal profiles in the EPI and in the high-resolution image. For a fair comparison, the EPI images in (a-
d) were resampled to a 320 x 320 matrix size using bilinear interpolation. 
 
3.2.3.2 Group Analysis 
Figure 3.18 shows that robust BOLD activation was detected in the SMC using both the 
96 x 96 (R = 2) and the 192 x 192 (R = 4) EPI protocol. The BOLD activation appears 
less blurred and spatially more separable in terms of more activated clusters and local 
maxima using the 192 x 192 (R = 4) EPI protocol.  
Figure 3.19 shows a clear trend to increased Tmax-values (Figure 3.19 (c)) and numbers 
of activated voxels (Figure 3.19 (d)) comparing the 128 x 128 (R = 3), 160 x 160 
(R = 3), and 192 x 192 (R = 4) datasets. It should be noted that the BOLD activation in 
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the 96 x 96 (R = 2) dataset was more robust to threshold variations compared to the 
128 x 128 (R = 3) dataset, revealing 18 % higher Tmax-values and 100 % more activated 
voxels. Moreover, in the 96 x 96 (R = 2) datasets, the number of voxels was increased 
by 32 % compared to the 160 x 160 (R = 3) datasets. However, when the 192 x 192 
(R = 4) EPI protocol was used, the Tmax-values (numbers of activated voxels) was in-
creased by 41 % (37 %) compared to the 96 x 96 (R = 2) EPI protocol. 
Figure 3.20 shows that the highest number of clusters was detected in the 192 x 192 
(R = 4) datasets while the lowest number of clusters were detected in the 96 x 96 
(R = 2) datasets (Figure 3.20 (c)). With respect to the numbers of local maxima (Figure 
3.20 (d)), on average the highest number was again found in the 192 x 192 (R = 4) EPI 
protocol whereas the lowest number of local maxima was detected in the 128 x 128 
(R = 3) dataset at nearly all thresholds. However, the 128 x 128 (R = 3) datasets exhib-
ited distinctly the highest number of local maxima compared to the remaining datasets 
at the particular threshold level of p < 2.5 % (uncorr.). At this threshold, the number of 
clusters and local maxima were both increased by 167 % and 35 %, respectively, by 
using the 192 x 192 (R = 4) compared to the 96 x 96 (R = 2) EPI protocol. Moreover, 
using the 160 x 160 (R = 3) compared to the 128 x 128 (R = 3) protocol did not improve 
the detectability of activated clusters or local maxima. In the context of threshold opti-
mization, it is important to note that the number of activated clusters and local maxima 
were generally decreased using higher threshold levels.  
Figure 3.21 (c) displays the increased edge-sharpness with increasing matrix size (PI-
factor). Accordingly the edge sharpness was continuously improved in the quantitative 
cluster shape analysis (Figure 3.21 (d)). Comparing the 96 x 96 (R = 2) and the 
192 x 192 (R = 4) datasets, the edge-sharpness in PE (RO) direction was increased by 
100 % (119 %). However, there was no statistically significant difference in the edge-
sharpness along the PE direction between the 128 x 128 (R = 3) and the 160 x 160 
(R = 3) datasets. 
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Figure 3.18 – BOLD Activation Measured with EPI at Different In-Plane Resolutions. 
Single subject (a-b) and group activation (c-d) in the SMC during a bilateral fingertapping task (N = 6) 
depicted for three different statistical thresholds. The blue crosshair marks the peak voxel in each dataset 
while the white arrow points at a local maximum. The activation maps are depicted in MNI-space and 
were superimposed on a T1-weighted structural image. 
 




Figure 3.19 – Fingertapping fMRI Analysis using EPI with Increasing Spatial Resolution. 
Average Tmax-values (a) and number of activated voxels (b) in the SMC detected on the single subject 
level during a fingertapping task (N = 6). Tmax-values (c) and number of activated voxels (d) detected on 
the group level. The results were obtained at a statistical threshold of p < 1 % (uncorrected) and a mini-
mal cluster size of k ≥ 30 voxels. 
 
Figure 3.20 – BOLD Activation Separability using Different EPI Protocols. 
Average number of activated clusters (a)/(c) and local maxima (b)/(d) in dependence of the threshold 
level measured on the single subject level / group level (N = 6). The BOLD activation was detected in the 
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SMC.  The errorbars in (a) and (b) denote the standard error across different subjects. The errorbars in 
(c) and (d) denote a standard error of 10 %. 
 
Figure 3.21 – Cluster-Edge Sharpness in the SMC using Different EPI Protocols. 
Average edge-sharpness of activated clusters in PE (blue) and RO direction (red) depicted for the single 
subject level (a) and for the group level (b). The edge-sharpness in PE (RO) direction was measured in 
88 (174) activation profiles on the single subject level and in 20 (17) activation profiles on the group 
level. 
 
3.2.4 fMRI Experiment II: Motivation-Task Study 
Data Acquisition and Processing 
19 subjects were initially recruited and measured using the motivation-task described in 
Section 2.4.1.3. Data from 4 participants had to be discarded because of heavy head 
movement or incompliance with the task instruction. The final sample consisted of 15 
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healthy right-handed subjects (age = 26 ± 6 years, 3 females). Participants were meas-
ured using a standard and a high-resolution EPI protocol in randomized order. The mo-
tivation task comprised 48 trials with a pseudorandom order of presentation and a total 
duration of 16 min and 3 s. In addition to the fMRI protocols high-resolution T1-
weighted 3D image data was acquired to detect potential morphological abnormalities 
in individuals. The standard and the high-resolution EPI datasets were acquired at ma-
trix sizes of 96 x 96 (R = 2) and 160 x 160 (R = 3), respectively. Further imaging pa-
rameters were: TR/TE = 3000/27, repetitions = 321, FOV = 192 x 192 mm2, # slic-
es = 40, slice thickness ∆z = 2 mm, interslice-gap = 1 mm, bandwidth = 1085 Hz/Px. 
The images were post-processed and statistically analyzed according to the methods 
described in Section 2.4.2 and Section 2.4.3. The images were normalized and resam-
pled to a voxel size of 1.0 x 1.0 x 2.0 mm3 and spatially smoothed with a Gaussian ker-
nel size at FWHM of 3.2 x 3.2 x 8 mm3. The condition of interest was “money win” 
versus implicit baseline. 
3.2.4.1 Single Subject Analysis 
The in-plane resolution was continuously improved when the matrix size (PI-factor) 
was increased from 96 x 96 (R = 2) to 160 x 160 (R = 3) using the 32-channel head coil 
(Figure 3.22). Bilateral NAcc activation was detected using both the 96 x 96 (R = 2) and 
the 160 x 160 (R = 3) EPI protocol (Figure 3.23). The transversal slices show that the 
BOLD activation was less blurred and more distinguishable in the 160 x 160 (R = 3) 
compared to the 96 x 96 (R = 2) dataset. Only one cluster in each hemisphere was de-
tectable in the coronal slices of the standard 96 x 96 (R = 2) datasets whereas two clus-
ters with separable local maxima in each hemisphere were detectable in the 160 x 160 
(R = 3) datasets. 
The Tmax-values and the numbers of voxels were on average decreased by 14 % and by 
70 %, respectively, using the 160 x 160 (R = 3) compared to the 96 x 96 (R = 2) EPI 
protocol (Figure 3.24 (a), (b)). It can be seen that the inter-subject variability of the 
Tmax-values and the numbers of activated voxels was clearly reduced at increased matrix 
size (PI-factor). This led to a decrease of the relative error (i.e. mean/std. error) of the 
average Tmax-value (number of activated voxels) from 7 % to 6 % (41 % to 36 %).  
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3.2.4.2 Group Analysis 
In the high-resolution 160 x 160 (R = 3) datasets, the Tmax-value was increased by 10 % 
while the number of activated voxels was decreased by 16 % compared to the standard 
96 x 96 (R = 2) datasets (Figure 3.24 (c), (d)). In the NAcc, the BOLD specificity in the 
high-resolution datasets was clearly improved indicated by the increased number of 
spatially separable clusters (+ 40 %) and local maxima (+ 20 %) (Figure 3.24 (e), (f)). 
Figure 3.22 – EPI Slices Acquired with Optimized Matrix Size (PI-Factor) and Coil Setup. 
EPI time series averages (N = 321) from representative subjects acquired during the motivation-task 
experiment using a 32-channel head coil and the 96 x 96 (R = 2) (a) and the 160 x 160 (R = 3) EPI pro-
tocol (b). The EPI phase encoding direction is marked by the white arrows. Conspicuous structural dif-
ferences between (a) and (b) are marked by the red arrows. The NAcc, which was the target brain region 
of the motivation task, is marked by the green arrows. For a fair comparison, the images were resampled 
to a 320 x 320 matrix size using bilinear interpolation. 
 




Figure 3.23 – Group Activation in the NAcc using EPI with Optimized Spatial Resolution. 
BOLD activation outside the NAcc is not shown using a binary mask from the Nielsen & Hansen data-
base (2002). The activation maps are depicted in MNI-space and were superimposed on a T1-weighted 
structural image. 
 
Figure 3.24 – FMRI Analysis Results of the Motivation-Task Study. 
Average maximal t-value (a) and average number of activated voxels (b) detected on the single subject 
level. Maximal t-value (c), number of activated voxels (d), clusters (e), and local maxima (f) detected on 
the group level. The results refer to BOLD activation in the NAcc, analysed at a statistical threshold of 
p < 1 % (uncorrected) and a minimal cluster size of k ≥ 20 voxels. 
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3.3 Acceleration of High-Resolution Segmented EPI using 
UNFOLD 
The goal was to develop fMRI techniques with high spatiotemporal resolution. Exploit-
ing the typical temporal sparsity of fMRI signals, the UNFOLD method effectively in-
creases image acquisition time in fMRI (Madore, et al. 1999). In a first step, a 2D-
Multislice Segmented EPI was implemented and tested in a phantom. Subsequently, a 
3D version of a Segmented UNFOLD-EPI sequence was developed to increase the SNR 
compared to the 2D sequence (see Section 3.3.2). Furthermore, a phase-detrending algo-
rithm was developed to reduce temporal autocorrelations hampering the statistical 
analysis of fMRI signals (see Section 2.4.3.2). Finally, the feasibility of fMRI at sub-
millimeter voxel size and high temporal resolution was studied.  
3.3.1 2D-Multislice Segmented UNFOLD-EPI 
Sequence Implementation 
The sequence diagram and the k-space acquisition pattern of the 2D-Multislice Seg-
mented UNFOLD-EPI are schematically depicted in Figure 3.25. The total number of 
gradient-echoes acquired after a single RF-excitation was limited to nphase = 16 to avoid 
spatial blurring artifacts due to T2*-decay (see Section 3.2.1). An UNFOLD acceleration 
factor R was achieved by sampling every Rth phase encoding line of the k-space matrix. 
Hence, to acquire a matrix size of Ny∙Nx voxels (i.e. Ny phase encodes), each slice was 
excited Ny/R/nphase times. For example, to acquire a 256 x 256 matrix size with an 
UNFOLD factor of R = 4, a single time frame required 4 RF-excitations per slice. To 
ensure a steady-state signal, the slices were excited uniformly in time. Hence, the slice-
selecting gradient (Gz) was varied with each RF-excitation to excite the next slice while 
the amplitudes of the phase encoding gradients (Gy) were fixed. As soon as a set of 
phase encoding lines has been acquired for each slice, the first slice was excited again 
with altered phase encoding gradients to start the acquisition of a different set of phase 
encoding lines. This scheme was repeated until every Rth phase encoding line was ac-
quired. For a total number of slices Nsli, and a repetition time of TR ms (i.e. the time 
between two RF-pulses), each slice was excited every Nsli ·TR ms. Accordingly, a single 
time frame of the Nsli slices consisted of Nsli undersampled 2D data matrices of Ny∙Nx 
voxels and was acquired with a nominal temporal resolution of 
TRnom = TR·Nsli·Ny/(R·nphase).  




Figure 3.25 – Sequence Scheme of the 2D-Multislice Segmented UNFOLD-EPI. 
(a) Schematic sequence diagram (b) K-space acquisition scheme using UNFOLD factor R = 2 by skip-
ping every other phase encoding line (i.e. ∆ky = 4π/FOV). In this example, each slice must be excited 
twice to collect sufficient data. To ensure a steady state signal, a different slice is being excited with each 
RF-excitation. The color scheme indicates the order in which the data is being acquired: The red data 
points are sampled after the first and the blue data points after the second RF-excitation of each slice.       
 
Phantom Measurements 
Figure 3.26 depicts a representative slice of a resolution-phantom acquired using the 
2D-Multislice Segmented UNFOLD-EPI sequence with an UNFOLD factor of R = 4. 
Multiple slices (i.e. N = 16) were acquired. The time series consisted of 32 images in 
total. Severe aliasing artifacts are visible in the image domain before temporal filtering 
(Figure 3.26 (a)). The power spectrum exhibits four uniformly spaced aliasing peaks 
(Figure 3.26 (b)). After the aliasing peaks are set to zero using a simple multiband filter 
(Figure 3.26 (c)), the image quality was significantly improved (Figure 3.26 (d)). Due to 
the severe aliasing before temporal filtering, the different bores of the resolution-
phantom cannot be spatially resolved (Figure 3.26 (e)). In contrast, the same signal pro-
file of the final image exhibits all 11 separate bores of the resolution-phantom with di-
ameters between 0.5 mm and 13 mm (Figure 3.26 (f)).  
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Figure 3.26 – Resolution-Phantom Acquired with the Segmented 2D UNFOLD-EPI. 
A time series of 32 scans (256 x 256 voxels) consisting of 16 slices was acquired with an UNFOLD factor 
of R = 4. A representative slice of the resolution phantom is shown before (a) and after the removal of 
spatial aliasing artifacts (d). The power spectrum of a single voxel at the location indicated by the blue 
arrow is depicted before (b) and after temporal filtering (e). Signal profiles shown along the yellow lines
in (a, d, g) along the PE direction of the raw image (e) and of the final image (f), respectively. For com-
parison: High-resolution FLASH image (320 x 320 pixels) (g) and corresponding signal profile (h).   
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3.3.2 3D Segmented UNFOLD-EPI 
Sequence Implementation 
The sequence diagram and the k-space acquisition pattern of the 3D Segmented 
UNFOLD-EPI are schematically depicted in Figure 3.27. As in the 2D case, the total 
number of gradient-echoes acquired after a single RF-excitation was limited to 
nphase = 16 to avoid blurring artifacts due to T2*-decay. An UNFOLD factor R, with 
R = p2 (p є` ) was achieved by either undersampling along the phase encoding dimen-
sion (ky) only or by undersampling along both, the phase encoding and the partition di-
mension (kz) (Figure 3.27 (b)). In the both scenarios, the partition (“slice selecting”) 
gradient Gz was switched with every RF-pulse, similar to the 2D case. However, in a 3D 
sequence, there is no steady-state constraint because the whole imaging volume is being 
excited with each RF-pulse. The purpose of switching the partition gradient rapidly was 
to sample the k-space center with higher update rate. With regard to the UNFOLD 
method, this issue has not been addressed in the literature yet. However, it was sus-
pected that sampling the k-space center with a higher update rate improves the detection 
of transient signals in fMRI. If the number of partitions and phase encoding lines in 3D 
equals to the number of slices and phase encoding lines in 2D, the sequence timing is 
identical. 
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Figure 3.27 – Sequence Scheme of the 3D Segmented UNFOLD-EPI. 
(a) Sequence diagram (b) K-space acquisition scheme with UNFOLD factor R = 4 by sipping every 
other phase encoding line in ky and kz direction (i.e. ∆ky = 4π/FOVy ; ∆kz = 4π/FOVz). The colour scheme 
indicates the order in which the data is being acquired. The red data points are sampled first and subse-
quently the blue data points in order to sample the k-space center with higher update rate. 
 
3.3.2.1 Image Quality and Signal-to-Noise: 2D-Multislice vs. 3D Segmented 
UNFOLD-EPI 
Figure 3.28 shows resolution-phantom measurements using a fourfold accelerated 2D 
Segmented UNFOLD-EPI sequence and two types of fourfold accelerated 3D Seg-
mented UNFOLD-EPI sequences. The 3D sequence can be accelerated with UNFOLD 
in one and in two dimensions. The 3D Segmented UNFOLD-EPI (type 1) was acceler-
ated by skipping three phase encoding lines in ky-direction whereas the 3D Segmented 
UNFOLD-EPI (type 2) achieved the same acceleration factor by skipping one phase 
encoding lines in ky and one phase encoding lines in kz-direction (i.e. partition direc-
tion). The comparison between the fully sampled (i.e. four consecutive timeframes 
summed up) 2D-Multislice and 3D Segmented EPI images reveals comparable image 
quality (Figure 3.28 (a), (c)). Accordingly, the signal profiles in PE-direction of both 
sequences are similar in terms of overshoots at the boundaries of the resolution-phantom 
bores which are more prominent for small diameters and small spatial distance between 
the bores. Figure 3.28 (b), (d), and (e) show that independent of the employed sequence, 
the unaliased UNFOLD images reveal high image quality free of visible aliasing indi-
cating that the aliasing peaks in the temporal frequency spectrum were properly re-
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moved. In consistence, the line profiles (in PE direction) reveal no obvious differences 
between the 2D and the 3D (type 1, type 2) UNFOLD images. It should be noted that 
the image quality in terms of ringing artifacts was not affected by UNFOLD which can 
be seen by comparable overshoots at the boundaries of the bores in the fully sampled 
2D and 3D images (a, c) and the UNFOLD images (b, d, e). Moreover, the line profiles 
suggest that structures down to a diameter of approximately 2 mm (i.e. bore # 7 from 
left to right) can be resolved.  
The SNR was increased by a factor of 2.4 in the fully sampled reference images (i.e. no 
UNFOLD) by using the 3D (type 2) compared to the 2D sequence (Figure 3.29). Com-
paring the accelerated UNFOLD 2D and 3D (type 1 and type 2) images, the SNR was 
increased by a factor of 2.2 and 2.3, respectively, which is close to the predicted value 
of 2.7. Comparing the SNR in the fully sampled images and the UNFOLD images of the 
same datasets, the SNR in the 2D, 3D (type 1), and 3D (type 2) datasets was reduced by 
19 %, 27 %, and 25 %, respectively. 
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Figure 3.28 – Resolution-Phantom Measurements: 2D vs. 3D Segmented UNFOLD-EPI. 
A time series (N = 32) of phantom images (192 x 192 pixel, 60 slices) was acquired with a fourfold accel-
erated segmented 2D-Multislice (a, b) and a 3D UNFOLD-EPI (c, d, e). In (b), the step size in PE direc-
tion was 4·∆ky (i.e. ∆ky = 2π/FOVy). In (d, e), the step size in PE and partition direction was 2·∆ky and 
2·∆kz (i.e. ∆kz = 2π/FOVz), respectively. The fully-sampled reference images are shown for the 2D se-
quence and the 3D sequences in (a) and (c), respectively. The 2D and 3D reference images were obtained 
by recombining k-space data from four undersampled images. Signal profiles next to the phantom images 
are depicted along the white vertical lines, parallel to the PE direction, superimposed onto the phantom 
images. The black square indicates the region in which the temporal SNR was measured. The colorbar 
encodes signal intensities. The images shown here were reconstructed from the data of a single channel as 
it can be seen by the intensity profile. 
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Figure 3.29 – SNR Comparison: 2D-Multislice vs. 3D Segmented UNFOLD-EPI. 
(a) SNR simulation based on Eq. 1.69 assuming a sequence time of Tseq = 491 ms (i.e. time required for 
RF-excitation and the signal read out) and a longitudinal relaxation time of T1 = 1820 ms. The typical 
slice number for whole-brain coverage in fMRI is indicated by the red area. (b) Temporal SNR compari-
son in a resolution-phantom using the 2D-Multislice and the 3D Segmented UNFOLD-EPI. The SNR was 
measured in the black ROI in Figure 3.28.  
 
3.3.3 Reduction of Temporal Coherence 
UNFOLD datasets exhibit shifted and broadened aliasing peaks resulting from linear 
and quadratic phase drifts due to signal instability and scanner imperfections (Hu 2011). 
Accordingly, the removal of spatial aliasing requires broad temporal filtering introduc-
ing correlations between the images decreasing the effective temporal resolution. Hu 
and colleagues (2011) successfully demonstrated that after removal of first and second 
order phase trends, minimal filtering is sufficient to eliminate spatial aliasing. Further-
more, it was shown that the signal detection in fMRI is improved due to increased tem-
poral signal stability. 
3.3.3.1 Phase-Detrending Algorithm  
According to Eq. 2.17, the phase of a voxel signal acquired with UNFOLD contains 
phase jumps across the time in addition to the natural phase drifts. The phase jumps 
have to be eliminated before the linear and quadratic phase drift can be estimated. A 
possible solution implemented in this work is to reconstruct a time series of fully sam-
pled timeframes without aliasing and therefore without the phase jumps by combining R 
undersampled timeframes acquired with an UNFOLD factor R. The phase in each voxel 
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of the undersampled time series acquired with high frame rate was approximated by 
linear interpolation. The interpolated phase evolution of a representative voxel acquired 
during a fingertapping experiment using an eightfold accelerated 3D Segmented 
UNFOLD-EPI (type 2) is shown in Figure 3.30 (a). The linear and the quadratic com-
ponent of the phase drift was estimated by a second order polynomial fit, 
( ) 20meas i i it b t c tΦ = Φ + ⋅ + ⋅ , 3.1
where it  is the sample number of the R undersampled timeframes ( 1...i Rt t t= ). Subse-
quently, the linear ( )lin i it b tΦ = ⋅  and quadratic phase drift ( ) 2quad i it c tΦ = ⋅  were sub-
tracted from the measured phase to obtain the corrected phase: 
( ) ( ) ( ) ( )corr meas lin quadi i i it t t tΦ = Φ −Φ −Φ  3.2
Figure 3.30 (b) depicts the power spectrum of the voxel shown in (a) before and after 
phase detrending. As it can be seen, the width of the aliasing peaks has been signifi-
cantly narrowed and the major part of the energy of the aliasing peaks is contained in a 
single frequency bin. This indicates that “less” temporal filtering may be required to 
remove spatial aliasing in the images which was tested in the following paragraph. 
 
Figure 3.30 – Power Spectrum of a Single Voxel Before and After Phase Detrending. 
(a) Interpolated phase evolution (blue solid line) for a typical voxel of an UNFOLD dataset (N = 256 
images) acquired with an 8-fold accelerated 3D Segmented UNFOLD-EPI (type II: ∆kz = 2, ∆ky = 4) dur-
ing a fingertapping experiment. The second order polynomial fit (Eq. 3.1) is shown as green dashed line.
(b) Power spectrum of the voxel shown in (a) exhibiting 8 aliasing peaks resulting from R = 8. 
 
3.3 - Acceleration of High-Resolution Segmented EPI using UNFOLD 
93 
 
3.3.3.2 Effects on Spatial Aliasing and Temporal Coherence 
In Figure 3.31, the difference between the images obtained without and with phase-
detrending clearly demonstrates the effectiveness of phase detrending prior to temporal 
filtering. As expected from the smaller peak width in the power spectrum, it can be seen 
that spatial aliasing was significantly reduced in the phase-detrended datasets. The de-
ciding issue to remove spatial aliasing in the image domain is that the signal energy of 
the aliasing peaks is being fully removed. In the following, multiband filtering n-bin 
refers to setting n frequency bins, symmetrically around the main aliasing peaks to zero. 
Without phase detrending, the image quality was superior using the multiband filter 3-
bin compared to the 1-bin strategy (Figure 3.31 (b), (c)). However, severe aliasing was 
still present using the multiband filter 3-bin strategy without prior phase detrending. In 
contrast, no visible aliasing is apparent in the phase-detrended datasets either using the 
multiband filter 3-bin or 1-bin strategy (Figure 3.31 (d), (e)).  
The impulse response function or temporal PSF of the multiband filter 1-bin and the 
multiband filter 3-bin is depicted in Figure 3.32. It shows that the width of the main 
lobe, a measure of the effective temporal resolution, was independent of the filtering 
strategy. However, due to less temporal filtering using the multiband filter 1-bin com-
pared to the 3-bin strategy, the temporal coherence between the images of the time se-
ries, which can be measured by the amplitude of the first side lobe of the filter response 
function, was reduced by 66 %. 
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Figure 3.31 – Image Quality Before and After Phase-Detrending. 
The in-vivo data was acquired using an accelerated segmented 3D UNFOLD-EPI with acceleration fac-
tor R = 8. (a) Fully sampled reference slice acquired by combining 8 undersampled UNFOLD time-
frames. (b-c) UNFOLD slices without prior phase detrending using the multiband filter 1-bin and 3-bin 
strategy, respectively. (d-e) UNFOLD slices with prior phase detrending using the multiband filter 1-bin 
and 3-bin strategy, respectively. The images shown were reconstructed from the data of a single channel
which is apparent from the signal intensity profile. 
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Figure 3.32 – Temporal Coherence using Different Multiband Filter Strategies. 
(a) Normalized signal amplitude of the multiband filter 3-bin. (b) Normalized amplitude of the temporal 
PSF of the multiband filter 1-bin and respectively 3-bin strategy. 
 
3.3.4 Feasibility Study  
A major challenge for high-resolution fMRI is the limited temporal resolution. How-
ever, sufficient temporal sampling is essential to detect transient BOLD signal modula-
tions in event-related fMRI experiments. The 3D Segmented UNFOLD-EPI was accel-
erated by a factor of R = 8 to obtain high-resolution 3D images at 0.7 x 0.7 mm2 in-
plane resolution covering half of the brain within a TR of 3 seconds. The sequence was 
tested in an event-related finger tapping experiment. The goal was to study feasibility 
with this technique for fMRI requiring both, high temporal and spatial resolution. A 
condensed version of this section can be found in the publication (Domsch, et al. 2011). 
Data Acquisition and Processing 
Three healthy subjects participated in this event-related fingertapping study. They re-
ceived an auditory stimulus presented at a rate of 1/15 Hz. According to the Nyquist 
criterion, the frame rate without UNFOLD acceleration was insufficient to detect neu-
ronal activation in this fMRI experiment because the sampling rate was significantly 
smaller than the stimulus rate (Figure 3.33). At each stimulus, fingertapping was per-
formed for three seconds. In a total scan time of 13 min, 256 undersampled timeframes 
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were acquired using the accelerated 3D Segmented UNFOLD-EPI (R = 8; ∆ky = 4; 
∆kz = 2). Image post-processing included phase detrending, temporal filtering, and the 
standard procedures described in Section 2.4.2 and Section 2.4.3. 
 
 
Figure 3.33 – Event-Related Stimulus Paradigm of the Fingertapping Experiment. 
(a) Timing of short repetitive stimuli at a rate of 1/15 Hz and the triggered hemodynamic response. 
(b) Data acquisition timing of UNFOLD and fully sampled timeframes. According to the Nyquist 
criterion, a minimal sampling frequency of ωNyq = 2/15 Hz is required to directly detect the BOLD 
signal of the neuronal activation associated with the stimulus. Therefore, the sampling rate of 
2.5∙ωNyq of the undersampled timeframes is sufficient whereas the sampling rate of 0.3∙ωNyq without 
UNFOLD would is too low.   
 
BOLD Activation in the SMC 
A comparison between the mean image of the fully-sampled time series (N = 32) and 
the mean image of the undersampled time frames (N = 256) is depicted in Figure 3.34. 
It can be seen that no noticeable artifacts were introduced by the UNFOLD method. 
Robust neuronal activation associated with the fingertapping task was detected in all 
subjects whereas strong bilateral activation was detected only in subject 1 and subject 2 
(Figure 3.35). Furthermore, no clear false positives were found at a threshold of 
p < 0.005. In each subject, the peak voxel (i.e. the voxel with the highest t-value) was 
located in the SMC (Table 3.4). 
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Figure 3.34 – Axial EPI Slice Acquired at 0.7 x 0.7 mm2 Resolution using UNFOLD. 
(a) Representative slice averaged over 32 fully sampled timeframes acquired during the fingertapping
experiment. (b) The same slice averaged over 256 UNFOLD timeframes. The yellow arrow marks a 
venule which can be clearly seen in the fully sampled and in the UNFOLD images. The images in (a) and 
(b) were reconstructed from the same dataset and were contrasted differently emphasizing on structural 
details. For imaging, the accelerated 3D Segmented UNFOLD-EPI (R = 8; ∆ky = 4; ∆kz = 2) was used
with the following sequence parameters: TE/TR = 35ms/93.6 ms, TR/3D-stack = 3.05 s, 
FOV = 180 x 180 x 48mm3, flip-angle = 22°, bandwidth = 520Hz/Px, 3D encoding direction: head to 
foot, phase encoding direction: anterior-posterior. A fat-saturation pulse of 5ms was applied before RF-
excitation of a 3D slab. The matrix size was 256 x 256 x 16 leading to a nominal in-plane resolution of 
0.7 x 0.7 mm2 and a slice-thickness of 3.0 mm. 
 




Figure 3.35 – BOLD Activation in the SMC at 0.7 x 0.7 mm2 In-Plane Resolution. 
The activation maps from three healthy subjects, presented in MNI space, were overlaid on individual T1-
weighted images. The statistical threshold for activation was set to p < 5·10-3 and the minimal cluster size 
was set to k ≥ 50 pixels. The z-coordinates are depicted for each slice and each subject. The left hemi-
sphere is displayed on the right. The voxel with the maximal t-value in each slice is marked by the cross-
hairs. 
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Subject Tmax Nactive MNI: x y z Area 
1 11.33 4510 43 -18 61 SMC-right 
2 7.77 5401 -37 -20 49 SMC-left  
3 8.88 1794 38 -22 46 SMC-right 
Table 3.4 – BOLD Activation in the SMC at 0.7 x 0.7 mm2 In-Plane Resolution. 
The maximal t-value, Tmax, the total number of activated voxels, Nactive, the MNI-coordinates of the peak 
voxel, and the corresponding brain area of the peak voxel are depicted for each subject at a statistical 
threshold of p < 5∙10-3 and a cluster size of k ≥ 50 pixels. 
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3.4 Increased Statistical Inference in UNFOLD fMRI with 
Novel Filter 
In the previous section a phase detrending algorithm was developed with the main goal 
to decrease temporal coherence in UNFOLD fMRI datasets. By using a standard multi-
band filter (i.e. setting the aliasing peaks to zero), temporal coherence is still present in 
the fMRI signal compromising statistical inference. In this section, a novel UNFOLD 
filtering technique is proposed to reduce temporal coherence or rather non-white noise 
in fMRI datasets acquired with UNFOLD. The proposed filtering strategy was applied 
to simulated fMRI datasets without aliasing signals resulting from undersampling and 
without natural non-white noise sources in order to investigate the filtering effects on a 
general basis. Furthermore, the proposed filtering strategy was compared to multiband 
filtering in a simple fingertapping fMRI experiment at sub-millimeter spatial and high 
temporal resolution using the 3D Segmented UNFOLD-EPI sequence. The imaging 
parameters were the same as in the “Feasibility Study” in Section 3.3.4. The experimen-
tal setup is briefly summarized in the next paragraph. A condensed version of this sec-
tion can be found in the publication  (Domsch, et al. 2012).  
3.4.1 Development of the White-Noise Filter 
Figure 3.36 shows a typical power spectrum of a single voxel time course recorded with 
UNFOLD factor R during the fingertapping experiment described in Section 3.4.3. Ac-
cording to Eq. 2.18, the power spectrum exhibits R uniformly spaced peaks at the fre-
quencies ( )1 / R 1/ 2f TR n−= − , with n = (0, 1, 2, ..., R - 1), where TR denotes the repe-
tition time per imaging volume (i.e. TR = 3.05 s). The aliasing peak width varied 
between 1.3-9.3·10-3 Hz or respectively between 1-7 frequency bins. The average peak 
width was 4·10-3 Hz corresponding to 3 frequency bins. Improper removal of the alias-
ing peaks leads to spatial aliasing affecting the detectability of activation. Thus, four 
different multiband filters with different widths were tested to remove the aliasing peaks 
by setting n = 1, 3, 5, 7 frequency bins symmetrically around each aliasing peak to zero. 
These filter setups are referred to as multiband filter n-bin. Furthermore, an alternative 
filtering strategy was used replacing the aliasing peaks with Gaussian white noise, re-
ferred to as white-noise filter n-bin. The mean and the variance of the simulated Gaus-
sian noise were estimated from the intensity distribution in the frequency spectrum, ex-
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cluding the aliasing frequencies itself, the three frequency components next to the alias-
ing frequencies, the basic stimulation frequency and its first harmonic. 
 
Figure 3.36 – Typical Power Spectrum of a Single Voxel using UNFOLD.     
(a) Unfiltered UNFOLD spectrum. Notice that the aliasing peaks, indicated by the red arrows, have high
variability in the peak widths. (b) Filtered power spectrum using the multiband filter 7-bin strategy. (c) 
Filtered power spectrum using the white-noise filter 7-bin strategy. 
 
3.4.2 Simulation Study 
Figure 3.37 shows two simulated time series consisting of 256 images containing Gaus-
sian white noise in the time domain. In the first time series, artificial activation was 
added to the time signal of 7.7 % of all voxels (active dataset) while the second time 
series consisted of Gaussian white noise solely (null dataset). In the active dataset, the 
frequency bins 1, 8, 15… 249 of the power spectrum of the time signal have non-zero 
signal contribution due to the simulated activation. Thus, the remaining six frequency 
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bins between neighbouring activation peaks contained only noise. The noise was pro-
gressively “colored” by successively increasing the number of deleted noise bins until 
five of the six frequency bins between the neighbouring activation peaks were set to 
zero. In other words, the multiband filter n-bin was used with n = 1-5. Afterwards, the 
colored noise was re-whitened by adding artificial noise using the white-noise filter 1-5 
bin strategy. After each of the different filters was applied, signal changes were mod-
elled on a voxel-by-voxel basis according to the GLM (see Section 2.4.3.1). Before the 
GLM parameters were estimated, the AR(1) model was used to account for serial corre-
lations (see Section 2.4.3.2). 
 
Figure 3.37 – Simulated fMRI Datasets Consisting of an Active and a Null Dataset.  
In the active dataset (left), the central 44 x 44 voxels are activated whereas the null dataset (right) con-
sists only of non-activated noisy voxels. The time course of an activated voxel is exemplarily shown for 
the green square. Each dataset consists of a time series of 256 slices with a dimension of 144 x 144 vox-
els. The colour coding scheme shows the signal intensity in each voxel. The temporal SNR (tSNR) was set 
to tSNR = 7.1, a typical value for fMRI datasets acquired at high spatiotemporal resolution.     
 
Temporal Autocorrelations: Stability of the White-Noise Filter Approach 
The autocorrelation function (ACF) of the average time-course of 20 voxels of the null 
dataset shows a characteristic side lobe peak after temporal filtering was performed 
(Figure 3.38 (a)). For multiband filtering, this peak successively increased with the 
number of removed bins (Figure 3.38 (b)). In contrast, the autocorrelation (i.e. the first 
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side lobe peak) was significantly smaller and remained stable when the white-noise fil-
tering approach was chosen. The side lobe peak of the autocorrelation function for the 
white-noise filtering strategy in dependence of the number of frequency bins used to 
estimate the artificial noise can be depicted from Figure 3.38 (c). It can be seen that the 
autocorrelation rapidly stabilised and was not further reduced if more than approxi-
mately 10 frequency bins were used. 
Figure 3.38 – Autocorrela-
tion Function for Tempo-
rally Filtered Gaussian 
White Noise. 
  
(a) Lag 1-70 of the ACF of 
simulated white-noise ap-
plying no filter and respec-
tively the multiband and 
white-noise filter 3-bin 
strategy. (b) Magnitudes of 
the characteristic side lobe 
peaks at lag 32, shown for 
the multiband 1-7 bin and 
white-noise filter 1-7 bin, 
respectively. (c) Magnitude 
of the side lobe peaks for the 
white-noise filter 3-bin 
using variable numbers of 
frequency bins in order to 
estimate the mean and the 
variance of the noise. 
 




The statistical parameter maps of the simulated active datasets are depicted in Figure 
3.39. A clear distinction between the activated and the non-activated areas can be seen. 
It further shows that the number of true activated voxels and true false positive voxels 
clearly vary between the multiband and the white-noise filtered datasets and the unfil-
tered case. 
 
Figure 3.39 – Activation Maps from the Simulated fMRI Datasets. 
 
To study this effect in more detail, the t-value distributions of the null datasets of both 
filter types were analyzed. Apparently, the width (i.e. standard deviation) of the t-
distribution was generally smaller for the white-noise compared to the multiband filter-
ing strategy (Figure 3.40 (a)). Moreover, using the multiband filter n-bin, the width of 
the t-distribution steadily increased for an increasing the number of removed bins. In 
contrast, when the white-noise filter n-bin was used, the width remained nearly constant 
for n > 3 (Figure 3.40 (b)).  
At any given number of false positives counted in the null datasets, the number of sig-
nificant voxels observed in the active datasets continuously decreased using the multi-
band filter n-bin when the number of bins (n) was increased (Figure 3.41 (a)). Using the 
white-noise filter, the number of activated voxels decreased compared to the use of no 
filter as well (Figure 3.41 (b)). However, the decrease was significantly less prominent 
compared to multiband filtering. Moreover, there was no further decrease for the white-
noise filtering 3-bin, 4-bin, and 5-bin strategy. Accordingly, at the same actual signifi-
cance level (i.e. same number of false positives) significantly more activated voxels 
were detected in the white-noise filtered datasets compared to the respective multiband 
filter datasets. For instance, comparing the 1-bin and the 3-bin strategy at a false posi-
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tive rate of 1 %, the number of activated voxels increased by 6 % and 29 %, respec-
tively, by using the white-noise filter. 
 
 
Figure 3.40 – Histogram of t-values Before and After Temporal Filtering. 
The t-value distributions were measured in the simulated null dataset containing Gaussian white noise. 
(a) T-distribution (blue circles) depicted for the unfiltered case and for the multiband filter 5-bin and 
white-noise filter 5-bin, respectively. The mean μ and the standard deviation σ of the t-distribution were 
estimated by fitting a Gaussian distribution (red solid line). (b) Standard deviation of the fitted Gaussian 
distribution shown for the 1-5 bin case using the multiband and the white-noise filter, respectively. 
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Figure 3.41 – Simulation Study: Modified ROC for Multiband and the White-Noise Filter. 
The horizontal (vertical) axis shows the number of false positives (activated voxels) detected in a simu-
lated null- (activate) dataset using the multiband filter (a) and the white-noise filter (b). The significance 
level of  p < 1 % is indicated by the black vertical line. 
 
3.4.3 fMRI Experiment: Fingertapping Study 
Five healthy subjects (25 ± 2 years) were scanned twice. In the first run of the experi-
ment, a simple bilateral fingertapping task was performed with a total scan time of 13 
minutes acquiring 256 image volumes (active dataset). In the second run, the same im-
aging parameters were used and the volunteers were scanned during the resting state i.e. 
where no fingertapping was performed (null datasets). The fMRI paradigm consisted of 
52 repeating blocks. In the first 3 seconds of each block bilateral fingertapping was per-
formed as instructed by short audio stimuli presented every 15 seconds. Phase trends 
were removed from the active and the null-datasets to narrow the aliasing peak width 
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(see Section 3.3.3.1). The temporally filtered datasets were post-processed and statisti-
cally analyzed as described in Section 2.4.2 and Section 2.4.3. 
BOLD Activation in the SMC 
The SMC was not subject to major impact of spatial aliasing artifacts when the 1-bin 
and the 3-bin strategy were used (Figure 3.42). However, other parts of the brain clearly 
show a severe degradation of the image quality. It can be seen that the spatial aliasing 
decreased with the number of removed bins. Apparently, the image quality was not no-
ticeable changed when the white-noise filter was used.  
 
Figure 3.42 – Axial Slices Acquired with the 3D Segmented UNFOLD-EPI (R = 8). 
The images (from left to the right) were obtained using the multiband (top) and the white-noise filter (bot-
tom) 1-bin, 3-bins, 5-bins, and 7-bin strategy, respectively. Spatial aliasing artifacts are indicated by the 
red arrows. All images are contrasted equally. The data is depicted from a representative subject. 
 
The SPM analysis result, as it can be depicted for a single subject in Figure 3.43, shows 
that the number of false positives was clearly decreased when the white-noise filter was 
used while the number of activated voxels detected in the SMC remained nearly the 
same. By using the 1-bin, 3-bin, and 7-bin white-noise compared to the multiband filter, 
the number of activated clusters, which can be clearly assigned to be false positives (i.e. 
outside the SMC), was reduced by 26 %, 57 %, and 20 %, respectively. For the 5-bin 
strategy the number of false positives was increased by 50 % with the white-noise filter 
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but in this special case the number of activated voxels inside the SMC was slightly in-
creased. 
 
Figure 3.43 – Fingertapping Results using the Multiband and the White-Noise Filter. 
The depicted data from a representative subject was thresholded at a nominal significance level of 
p < 5 % (uncorrected). Significant voxels are overlaid on the time series mean image acquired during 
fingertapping. Activated voxels outside the green circles are most likely false positives. The majority of 
them lies inside the red rectangle. There was no minimal cluster size used (i.e. k ≥ 0) in order to empha-
size false positive activations. 
 
Linear Regression Analysis 
The fingertapping experiment results for the active and the null datasets of all subjects 
were separately analyzed with linear regression, as exemplarily shown in Figure 3.44, 
for the 5-bin and 7-bin strategy. Within a confidence interval of 95 %, the number of 
false-positives detected in the null datasets was significantly reduced to 54 %, 89 %, 
80 %, and 34 % by using the white-noise filter 1-bin, 3-bin, 5-bin, and 7-bin, respec-
tively, compared the corresponding multiband filter n-bin. Furthermore, using the white-
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noise filter, the number of activated voxels detected in the active datasets did not sig-
nificantly depend on the filter for the 1-bin, 3-bin, and 5-bin strategy whereas for the 7-
bin strategy the number of activated voxels was significantly decreased to 76 % by us-
ing the white-noise filter. For example, by using the 1-bin white-noise filter compared to 
the corresponding multiband filter, the number of activated voxels and false positives 
was reduced to 89 % and 54 %, respectively. Accordingly, the number of activated vox-
els per false positive was increased to 165 % (i.e. 89/54). Further results of the linear 
regression analysis are summarized in Table 3.5 for each n-bin filter. Except for the 3-
bin filter, the percentage of activated voxels per detected false positive was significantly 
increased using the white-noise filter. 
 




Figure 3.44 – Regression Analysis for the Multiband and the White-Noise Filter. 
Null-datasets: Total number of false positives (Nfpwn) using the white-noise filter 5-bin (a) and 7-bin 
(b) versus the total number of false positives (Nfpwn) using the respective white-noise filter. Active 
datasets: Total number of activated voxels (Nactwn) using the white-noise filter 5-bin (c) and 7-bin 
(d) versus the total number of activated voxels (Nactmb) using the respective multiband filter. The 
data was approximated by a linear fit, indicated by the red dashed line. For comparison, the angle 
bisector, which is the line of no effect, is indicated by the blue solid line. The fitting results and its 
95 % confidence bounds are given in the legend of each graph. The number of significant voxels 
was counted at a significance level of p < 5 % (uncorrected). This analysis was performed for the 
1-bin, 3-bin, 5-bin and the 7-bin strategy. For clarity, only the 5-bin and the 7-bin strategies are 
depicted. 
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−−    [%] 165 ± 58 91 ± 25 143 ± 32 224 ± 102 
Table 3.5 – Statistical Inference using the Multiband and the White-Noise Filter. 
(a) Ratio of activated voxels (in the active datasets) using the n-bin white-noise and the corresponding 
multiband filter. (b) Ratio of false positives (in the null datasets) using the n-bin white-noise and the corre-
sponding multiband filter. (c) Based on the ratios in the top and middle row, the ratio of activated voxels 
per false positive using the white-noise n-bin filter and the multiband filter n-bin, respectively. The errors 
in the bottom row were calculated according to the law of Gaussian error propagation. 
 
Receiver-Operator Characteristics 
A more general overview of the filtering effects is provided by the modified receiver-
operator characteristics (Figure 3.45). The mean number of activated voxels of all sub-
jects was increased at any significance level for each n-bin case when the white-noise 
filtering approach was used. At a significance level of 5 %, the best improvement was 
achieved with the 1-bin white-noise filter compared to the 1-bin multiband filter in-
creasing the number of activated voxels by 41 %. For the 3-bin, 5-bin, and 7-bin case, 
the number of activated voxels was increased by 5 %, 26 %, and 19 %, respectively. For 
the multiband and the white-noise filter, the highest performance was achieved with the 
7-bin strategy. Comparing the multiband filter 1-bin to the 3-bin, 5-bin, and 7-bin strat-
egy, the number of activated voxels was increased by 31 %, decreased by 33 % and in-
creased by 113 %, respectively. Comparing the white-noise filter 1-bin to the 3-bin, 5-
bin, and 7-bin strategy, the number of activated voxels was decreased by 8 % and 22 % 
and increased by 122 %, respectively.  
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Figure 3.45 – Modified ROC for the Multiband and the White-Noise Filter. 
Number of activated voxels found in the active datasets at significance levels in the range of 
p є [10-1...10-3] shown for the 1-bin (a), 3-bin (b), 5-bin (c), and the 7-bin filter (d). The significance level 
corresponds to the number of false positives detected in the null-datasets divided by the total number of 
voxels inside the imaging volume. These values were obtained as the average of five healthy subjects. The 







Increasing BOLD Sensitivity using Slice-Dependent Echo Times 
The goal of the present work was to demonstrate that the adjustment of echo times in 
single EPI slices improves BOLD sensitivity in the OFC. First, BOLD sensitivity simu-
lations were performed to approximate optimal echo times for single EPI slices. Second, 
an EPI sequence with slice-dependent echo times was compared to an optimized EPI 
sequence with constant short echo time during an event-related fMRI experiment with 
focus on the OFC. Both, simulations and functional results indicate that BOLD sensitiv-
ity was increased when slice adjusted echo times are used.  
In the inferior OFC, gradient strengths of more than 250 µTm-1 were observed, which is 
in agreement with the findings of DePanfilis and colleagues (2005). It was demonstrated 
that even moderate susceptibility gradients in the order of 150 µTm-1 shift the maximal 
BOLD sensitivity to echo times clearly below 30 ms. Both, BOLD sensitivity simula-
tions and actual EPI measurements confirmed that a TE value of about 20 ms signifi-
cantly reduces signal drop outs and increases BOLD sensitivity in inferior slices of the 
OFC. Further, it was observed that T2*-relaxation times increase and field gradients 
decrease in foot to head direction. Therefore, short TE values of about 20 ms decrease 
the BOLD sensitivity in superior slices of the OFC. Accordingly, the numerically calcu-
lated optimal echo times averaged over all subjects increased with the slice number and 
were in the range of 17 ± 2 ms and 39 ± 2 ms. However, echo times below 20 ms are not 
realisable using an EPI sequence with standard imaging parameters (e.g. matrix size, 
bandwidth, Partial Fourier, PI factor, etc.). However, using a short TE value of 20 ms 
potentially preserves the BOLD sensitivity in the presence of strong in- and through-
plane gradients of more than 300 µTm-1. An important case-by-case analysis must be 
made with respect to the polarity of the in-plane gradients as described by Deichmann 
and colleagues (2002). The simulations performed in this work showed that a TE value 
of 22 ms is adequate to avoid signal loss caused by negative in-plane gradients of more 
than 300 µTm-1 whereas an echo time reduction is ineffective to recover signal loss due 
to positive in-plane gradients. Even moderate positive in-plane gradients of only 
80 µTm-1 cannot be compensated via TE reduction because the gradient-echo is rapidly 
shifted outside the acquisition window with increasing gradient strengths. It was shown 
that an EPI with slice-dependent echo times between 22 ms and 37 ms significantly im-
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proves statistical inference in the OFC on the single subject and on the group level 
compared to an optimized standard EPI with short TE of 27 ms.  
The effectiveness of the modified EPI sequence might be further improved by changing 
the slice tilt to reduce in-plane gradients with positive signs as observed in the OFC. It 
has been previously shown that a tilt angle of 30° from the axial towards the coronal 
orientation yields the best choice to minimize signal drop outs in the OFC and thus to 
increase the BOLD sensitivity (Deichmann, et al. 2003). However, it should be noted 
that due to the shape of the brain, a transversal slice orientation yields time efficient 
volume coverage. The number of slices would potentially have to be increased when 
tilting the slices orientation away from a transversal toward a coronal orientation 
(Deichmann, et al. 2003) detrimental for the temporal resolution, which is particularly 
important in event-related fMRI studies. It has been experimentally demonstrated that 
the phase encoding scheme significantly affects susceptibility induced signal losses in 
EPI (De Panfilis and Schwarzbauer 2005). Hence, a slice-dependent change of the PE 
gradient additional to the TE variation could further improve fMRI in critical brain areas 
without affecting the temporal resolution.  
It seems implausible that a reduction of TE in the standard EPI sequence could out-
weigh the benefits of using slice adjusted echo times. Using an echo time below 27 ms 
would mitigate susceptibility artifacts in inferior slices. But it has to be noted that acti-
vation detected with the modified EPI sequence was more robust in inferior and in supe-
rior slices acquired at echo times below and above 27 ms. As expected, the slices ac-
quired at approximately 27 ms showed similar BOLD activation in both EPI datasets. It 
is very likely that this effect will occur for any fixed echo time. Moreover, most psycho-
logical studies require whole-brain coverage. For a shorter echo time, BOLD sensitivity 
would be non-optimal in cortical brain areas not affected by susceptibility gradients 
where robust activation is detected between 30-50 ms (Fera, et al. 2004). Parietal activa-
tion was seen in both EPI datasets whereas more significant voxels were found in supe-
rior slices scanned at TE values above 27 ms. This finding agrees well with the fact that 
parietal regions are not exposed to susceptibility gradients and therefore the BOLD peak 
should be above 30 ms.   
It has to be discussed whether more detected activity equates to more accurate detection 
of neuronal activity. Large vessels (draining veins) in the vicinity of an activated region 
are a known source of false-positive voxels in gradient-echo fMRI where the BOLD 
signal consists of an intravascular and a dominating extravascular component. Duong 
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and colleagues (2003) reported that for high magnetic field strengths (i.e. 4 T and 7 T) 
the weak intravascular BOLD signal contribution of large vessels decreases with longer 
echo times. Whether this effect occurred at field strength of 3 T and whether it led to 
more false-positive voxels in inferior slices acquired with the modified EPI sequence 
only or in inferior slices acquired with both sequences remains unknown. However, in 
the context of research with several groups such as patients and controls this issue is of 
minor importance as effects of systematic errors like false-positive voxels cancel out. 
Yet, subtle differences might be detected more easily using a sequence more sensitive in 
the detection of signal change. 
Despite a rather large variability of magnetic field gradients between different subjects, 
the simulation of optimal echo times in single slices showed consistent results over all 
subjects. Still, considering that susceptibility gradients will depend notably on the per-
son's orientation inside the magnet, which cannot be identical from day to day, T2*-
fitting and gradient field mapping tools should be implemented on the MR scanner for 
individual echo time optimization directly before the fMRI experiment, as previously 
suggested by Stoecker and colleagues (2006). Individual gradient field maps could then 
additionally be used to remove EPI images distortions (Hutton, et al. 2002; Jezzard and 
Balaban 1995) to increase spatial accuracy especially in regions prone to susceptibility 
artefacts.  
Besides echo time optimization in single EPI slices, multi-echo acquisition methods 
(Poser and Norris 2009; Poser, et al. 2006; Posse, et al. 1999; Speck and Hennig 1998; 
Weiskopf, et al. 2005) pose an alternative for whole-brain fMRI studies since the BOLD 
contrast is preserved in all areas. But it has to be noted that they compromise temporal 
resolution since the EPI readout train is prolonged. This lack of temporal resolution is 
detrimental for event-related fMRI studies and could only be compensated by decreas-
ing spatial resolution since spatial coverage is indispensable in whole-brain fMRI. Re-
cently, it has been shown that susceptibility induced BOLD signal dropouts and distor-
tions are reduced when spatial resolution is increased in the EPI read out direction, 
which does not affect temporal resolution (Weiskopf, et al. 2007). Thus, this strategy 
could be combined with slice-dependent echo times to further reduce susceptibility arte-
facts in subcortical brain areas. 
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Improving Spatial Specificity in EPI using Parallel Imaging 
In agreement with the PSF-simulations and the resolution-phantom measurements, the 
in-vivo images also showed that the in-plane resolution in EPI was continuously im-
proved by increasing the matrix size (PI-factor) using a standard 12-channel head coil. 
To study whether the higher in-plane resolution is only a result from an increased spatial 
resolution in RO direction, EPI line profiles along the RO and the PE direction were 
compared to line profiles of a high-resolution T2-weighted image. The comparison 
demonstrated an improvement of the spatial resolution in both directions. 
Fingertapping Task – Single Subject Analysis 
On the single subject level, the fingertapping experiment showed a trend to significantly 
decreased numbers of activated voxels and a mild reduction of the Tmax-values when the 
matrix size (PI-factor) was increase. This finding is in consistence with the findings of 
Fellner and colleagues (2009). Considering the linear relationship between the t-values 
and the SNR (Parrish, et al. 2000), the significant reduction of the number of activated 
voxels is a consequence of the lower SNR. Previous studies (Frahm, et al. 1993; Moel-
ler, et al. 2006; Newton, et al. 2012) suggest the decreased partial volume effect as the 
cause for the mild reduction in Tmax. However, the BOLD spatial specificity was highly 
improved using e.g. the 192 x 192 (R = 4) compared to the 96 x 96 (R = 2) EPI proto-
col. Even though BOLD spatial specificity is limited by the blurring of the BOLD re-
sponse itself (Shmuel, et al. 2007), draining veins (Olman, et al. 2007; Yacoub, et al. 
2003), movement artifacts, and spatial smoothing, it was shown that the number of clus-
ters and local maxima, detected at lower threshold levels, was significantly increased in 
the 192 x 192 (R = 4) compared to the 96 x 96 (R = 2) datasets.  
The significant decreased number of activated voxels in single subjects for high matrix 
sizes suggests that the BOLD activation might be more separable as a consequence of 
fewer activated voxels. However, neither the number of clusters nor the number of local 
maxima in the low resolution datasets increased at higher statistical threshold levels. 
Hence, it is more likely that the superior separability of the BOLD activation observed 
at lower thresholds using increased matrix sizes (PI-factors) is in fact a consequence of 
the higher in-plane resolution which was observed. Moreover, a continuous decrease of 
the number of clusters and local maxima was seen in such a way that for higher thresh-
olds approximately the same number of clusters and local maxima were detected in all 
datasets independent of the matrix size (PI-factor). This demonstrates that the most sig-
nificant clusters and local maxima are detectable using a high-resolution EPI protocol 
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showing that detecting BOLD activation with high sensitivity does require sacrificing 
spatial resolution. In this aspect, it is important to note that using the 160 x 160 (R = 3) 
EPI protocol did not yield more separable BOLD activation compared to the 128 x 128 
(R = 3) EPI protocol. This finding suggests two counteracting effects: On the one hand, 
activated clusters and local maxima are surpassingly more distinguishable at higher in-
plane resolution. But on the other hand, the detection of clusters and local maxima re-
quires robust BOLD activation in the first place which is significantly decreased at 
higher spatial resolution. Hence, the positive effects on BOLD separability gained by 
the increased in-plane resolution in the 160 x 160 (R = 3) dataset was most likely com-
pensated by the reduced BOLD activation robustness compared to the 128 x 128 (R = 3) 
dataset. However, the fact that the BOLD activation in the 192 x 192 (R = 4) dataset 
was clearly more distinguishable compared to the 96 x 96 (R = 2) dataset shows that 
using higher in-plane resolutions improves the detection of activated clusters and local 
maxima in single subjects. 
There was no trend of increased cluster edge-sharpness observable at higher in-plane 
resolutions. It was shown that the cluster edges in RO direction were sharper than in PE 
direction. This might reflect the higher resolution in RO direction due to the shorter 
signal read out compared to the PE direction and consequently decreased spatial blur-
ring. In this aspect, it should be mentioned that the spatial specificity is generally com-
promised by spatial smoothing probably preventing increased cluster sharpness for high 
matrix sizes (PI-factor). However, spatial smoothing cannot be omitted in high-
resolution fMRI because of the lower SNR inherently decreasing the robustness in the 
detection of BOLD activation, as observed in single subjects. Furthermore, at higher 
spatial resolutions physiological noise is less dominant compared to lower spatial reso-
lutions. Thus, at higher spatial resolutions spatial smoothing is more effective to in-
crease the SNR and therefore the BOLD sensitivity (Triantafyllou, et al. 2006). On the 
other hand conventional spatial smoothing can also decrease BOLD sensitivity if a few 
activated voxels are averaged with many non-activated voxels, which is particular 
prominent in small brain areas. To avoid this effect, Tabelow and colleagues (2009) pro-
posed an ‘adaptive’ smoothing algorithm which iteratively averages only the activated 
voxels. In the context of high-resolution fMRI, adaptive smoothing should be rather 
used than conventional smoothing to increase BOLD sensitivity without sacrificing spa-
tial specificity.     
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Fingertapping Task – Group Analysis 
The significant loss of activated voxels observed on the single subject level between the 
96 x 96 (R = 2) and the 128 x 128 (R = 3) datasets most likely caused the reduced Tmax-
value. However, the group analysis showed a trend of increasing Tmax-values and num-
bers of activated voxels comparing the 128 x 128 (R = 3), 160 x 160 (R = 3), and the 
192 x 192 (R = 4) datasets. The BOLD activation on the group level not only depends 
on the BOLD activation in single subjects but also on the inter-subject variability. 
Hence, the trend of increasing BOLD activation is expected to results from the reduced 
inter-subject variability of the BOLD activation apparent for increased matrix dimen-
sions. Since the Tmax-value and the number of activated voxels were significantly in-
creased in the 192 x 192 (R = 4) compared to the 96 x 96 (R = 2) dataset, the reduced 
inter-subject variability of the BOLD activation should overcompensate the detrimental 
effects of the lower SNR in the datasets acquired at smaller voxel sizes and higher PI-
factors.  
The highest number of clusters was detected in the 192 x 192 (R = 4) dataset and the 
lowest number of clusters in the 96 x 96 (R = 2) dataset. However, in contrast to the 
single subject level, the spatial BOLD specificity is anticipated to suffer from more pro-
nounced deterioration caused by additionally blurring due to anatomical differences 
between different subjects (Crinion, et al. 2007). Hence, the positive effects on the de-
tectability of activated clusters and local maxima at higher in-plane resolutions should 
be weaker on the group level. Therefore, it is reasonable to hypothesize that the signifi-
cant increase of activated clusters in the 192 x 192 (R = 4) compared to the 96 x 96 
(R = 2) dataset is not only related to the higher spatial resolution but also to the higher 
number of activated voxels. In support of this hypothesis, the lowest numbers of acti-
vated voxels was observed in the 128 x 128 (R = 3) datasets also revealing the lowest 
number of local maxima at nearly all threshold levels. An “optimal” threshold level was 
observed using the 128 x 128 (R = 3) EPI protocol, where the significantly highest 
numbers of local maxima was detected. Nonetheless, the single subject and the group 
analysis data presented in this work generally show that the BOLD activation separabil-
ity either remains the same or improves by increasing the matrix size (PI-factor). 
In contrast to the single subject results, significantly increased cluster sharpness was 
observed on the group level for larger matrix sizes (PI-factor). This suggests improved 
spatial alignment of the activated brain areas in different subjects. At field strength of 
1.5 T, Fellner and colleagues have shown for EPI with standard voxels size and without 
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PI, that geometric distortions due to field inhomogeneities are in the order of a few mil-
limetres even within a relatively homogeneous brain area as the precentral gyrus 
(Fellner, et al. 2009) which the SMC is part of. Furthermore, their data show that such 
geometric distortions highly vary between different subjects. Hence, on the group level, 
geometric distortions should compromise spatial overlaps of activated brain areas caus-
ing extra functional blurring. It was also shown that either increasing the PI-factors or 
the spatial resolution independently significantly reduces such geometric distortions by 
up to 1.5 mm. In the present 3 T study, where geometric distortions are more pro-
nounced, both the PI-factor and the spatial resolution were increased simultaneously 
which potentially reduces geometric distortions even more effectively. A distortion re-
duction in the order of 1-2 mm may considerably improve spatial overlaps of activated 
brain areas in different subjects, considering the spatial resolution of 1-2 mm. Reduced 
geometric distortions are a potential source for the increasing Tmax-values, the increasing 
numbers of activated voxels and the increased cluster sharpness observed in the group 
analysis. Moreover, considering that geometric distortions highly vary between subjects, 
reduced distortions might even explain the reduced inter-subject variability of the num-
ber of activated voxels which was observed on the single subject level. Standard un-
warping methods were previously proposed to reduce such geometric distortions in 
fMRI. A single field map is usually acquired at the beginning of an fMRI session to es-
timate the dynamic field changes due to subject movements from the image realignment 
parameters. However, the spatial accuracy of these standard methods is limited to the 
order of 2 mm (Jezzard and Balaban 1995). More advanced distortion correction meth-
ods have been developed to increase the spatial accuracy e.g. by using a dual echo EPI 
updating the field map with each EPI scan (Hutton, et al. 2002) or by using a phase la-
beling algorithm (Xiang and Ye 2007). However, both methods either compromise tem-
poral resolution crucial to detect transient signal modulations in event-related fMRI 
studies or require sophisticated sequence programming. Hence, besides the general ben-
efits of higher spatial resolutions, increasing the matrix size in combination with the 
parallel imaging factor might be more eligible to reduce geometric distortions in EPI. 
Motivation-Task Study 
In the presented motivation-task study, it was demonstrated that robust fMRI using EPI 
at high in-plane resolution is also feasible in a sophisticated experimental design. The 
in-plane resolution was clearly improved by increasing the matrix size (PI-factor) from 
96 x 96 (R = 2) to 160 x 160 (R = 3) using the 32-channel head coil. In consistence with 
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the findings of the fingertapping study, slightly reduced Tmax-values and significantly 
reduced numbers of activated voxels were observed in the NAcc on the single subject 
level when the matrix size (PI-factor) was increased. Also a reduced inter-subject vari-
ability of the BOLD activation was observed in the 160 x 160 (R = 3) dataset which 
probably led to the slightly increased Tmax-value and the nearly compensated number of 
activated voxels in the group analysis. Considering similar BOLD activation robustness 
on the group level in both datasets and the increased numbers of clusters and local max-
ima in the 160 x 160 (R = 3) compared to the 96 x 96 (R = 2) dataset supports the find-
ing that higher in-plane resolutions leads to more distinguishable BOLD activation indi-
cating improved spatial specificity of BOLD activation. 
Detecting distinguishable brain activations in small brain regions is of great importance 
in cognitive neuroscience. The target region of the motivation-task study was the NAcc, 
which is a major part of the ventral striatum and plays a central role in the mesolimbic 
reward circuit (Knutson, et al. 2001) and in the development and maintenance of addic-
tion (Everitt and Robbins 2005). Animal work suggests that two components of the 
NAcc, namely the core and the shell, have differential functions (Everitt and Robbins 
2005; Zahm 1999). Whereas the shell mediates the acute effects of primary reinforcers 
or unconditioned cues (“motivational valence”), the core seems to be more involved in 
evaluating the “motivational value” of conditioned cues or secondary reinforcers and is 
responsible for sensory motor integration and the regulation of goal-directed behaviour. 
In the high-resolution EPI data of the motivation task study, activation clusters appear 
more distinguishable and less blurred compared to the standard EPI data. This can be 
seen for example in the coronal slices of the group activation maps where the 96 x 96 
(R = 2) datasets detected only one cluster in each hemisphere whereas the 160 x 160 
(R = 3) datasets revealed two clusters with separable local maxima in each hemisphere. 
The lateral cluster might correspond to the NAcc core region and the medial cluster 
might be located in the NAcc shell region. However, in humans, the separation of shell 
and core is not as clear as in animals, on the histological as well as the functional level. 
At the moment, there is only one study in humans examining this topic using fMRI in 
pain processing (Aharon, et al. 2006). However, the authors suggest using higher field 
strength and a better spatial resolution in future studies. In this motivation task study, 
activation of the NAcc shell was expected since studies in rodents suggest the NAcc 
shell to be activated during reward anticipation (Ikemoto and Panksepp 1999). But 
NAcc core activation is also reasonable because participants viewed a cue announcing 
the secondary reinforcer money. The results of this motivation-task study indicate that 
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with the proposed 160 x 160 (R = 3) EPI protocol, small brain regions might be func-
tionally more separable than with the standard 96 x 96 (R = 2) EPI protocol. Neverthe-
less, further studies should use experimental paradigms clearly activating the NAcc 
shell and core separately during different conditions. 
Feasibility of fMRI at Ultra-High Spatiotemporal Resolution 
It was sought to develop methods to facilitate fMRI at high spatiotemporal resolution. In 
a first step, a 2D-Multislice and a 3D Segmented EPI were implemented and tested in 
phantom measurements. Then a phase detrending algorithm was implemented to reduc-
tion temporal coherences between time series images detrimental for statistical analysis 
of fMRI signals. Finally, the feasibility of fMRI at sub-millimeter voxel size and high 
temporal resolution was demonstrated. 
None of the studied sequences suffered from apparent image quality degradation caused 
by UNFOLD, if the aliasing peaks were completely removed. The SNR was signifi-
cantly increased with 3D imaging instead of 2D-multislice for slab sizes typically used 
in fMRI to achieve sufficient spatial coverage. Since high SNR is essential for the detec-
tion of small BOLD signal variations, 3D imaging should be chosen over 2D. The reso-
lution-phantom images showed no difference between the 3D type 1 (i.e. UNFOLD in 
one dimension) and type 2 (i.e. UNFOLD in two dimensions) sequences with respect to 
aliasing artifacts or spatial resolution. However, for a given acceleration factor, perform-
ing UNFOLD in two dimensions might be preferable because each dimension is less 
undersampled and therefore the image is less intensely folded along this particular di-
mension. The degree of spatial overlaps is irrelevant to unfold stationary signals. How-
ever, overlapping dynamic signal components are not recoverable with UNFOLD (see 
Section 2.3.2). If the BOLD activation is mainly concentrated in a single slice, which is 
typically the case for a fingertapping experiment with axial slice orientation, a high un-
dersampling factor in only one dimension, e.g. the PE-direction, increases the chance 
that activated voxel overlap, preventing detection. Using UNFOLD in two dimensions 
reduces the risk of overlapping activation in this scenario, since the non-activated over-
lapping slices located above and below do not hamper the detection of BOLD activa-
tion. However, in more complex fMRI studies involving various activated brain areas, 
homogeneously distributed over the whole imaging volume, UNFOLD in two or one 
dimension is expected to perform comparable. 
UNFOLD datasets show shifted and broadened aliasing peaks resulting from linear and 
quadratic phase drifts due to signal instability and scanner imperfections (Hu 2011). It 
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was demonstrated that the phase detrending algorithm developed in this work effec-
tively narrowed the aliasing peaks in UNFOLD datasets decreasing the first side lobe of 
the temporal PSF (i.e. the impulse response function of the classical multiband filter 
used) by 66 % indicating highly decreased temporal coherence. 
The results suggest that fMRI with event-related functional experiments at ultra high 
spatial and temporal resolution is feasible with a Cartesian T2*-weighted acquisition 
sequence in combination with UNFOLD. It was shown that artifact-free high-resolution 
morphological images can be acquired using UNFOLD. Furthermore, it was demon-
strated that activation can be reliably detected in the SMC associated with finger tap-
ping even though event-related paradigms provide weaker BOLD contrast compared to 
conventional block design studies (Moeller, et al. 2006). In the presented study, periodic 
stimuli were used. Therefore, spectral components of an activated voxel can be easily 
separated from aliasing components allowing high acceleration factors with UNFOLD. 
In future work, this technique will be applied to more complex cognitive paradigms 
without a fixed stimulus frequency, which might require more sophisticated temporal 
filtering strategies to detect BOLD activation, despite the presence of UNFOLD aliasing 
peaks. 
Increased Statistical Inference in UNFOLD fMRI with Novel Filter 
The key objective was to demonstrate that the proposed filtering strategy reduces auto-
correlated noise, decreases false positive rates, and increases the number of activated 
voxels. The simulations clearly indicated that deleting a number of frequency compo-
nents and their harmonics (i.e. setting them to zero) of a Gaussian white-noise spectrum 
leads to increased side lobe peaks of the autocorrelation function. This effect gets more 
evident with a higher number of removed frequency components. With the white-noise 
n-bin filter, the side lobe peaks are significantly reduced and remain stable even for high 
n-bin strategies. Previous publications have shown that autocorrelations due to physio-
logical fluctuations affect the probability of false positive voxels (Purdon and Weisskoff 
1998; Smith, et al. 2007; Zarahn, et al. 1997). The simulations presented in this work 
showed the same effect for the auto-correlations introduced by standard multiband fil-
tering. The width of the t-distribution of the null datasets increased in correlation with 
the number of removed frequency components when the multiband filter was used. The 
width of the t-distribution of the white-noise filtered null datasets was significantly 
smaller and also remained constant for an increasing number of removed frequency 
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components (i.e. n-bin strategies). In conclusion, the simulations showed that white-
noise filtering reduces the number of false-positives at any given nominal threshold.  
This finding was supported by the fMRI measurements, which contain significantly less 
false positive voxels at any given nominal threshold using the white-noise compared to 
the multiband filtering strategy. At the same time, the number of activated voxels de-
tected in the active datasets was slightly but not significantly reduced with the white-
noise filter. However, in fMRI studies the reduction of SNR and the associated loss of 
activation were insignificant probably due to the dominating physiological noise. In the 
simulation study without physiological noise, the difference was more prominent (not 
shown). However, the linear regression analysis clearly showed that the slightly de-
creased number of activated voxels in the fingertapping datasets was overcompensated 
by the clearly decreased number of false positives.  
In accordance with the simulations, the mean ROC improved at any given significance 
level by using the white-noise n-bin filter compared to the corresponding multiband 
filter. However, for a false positive rate of 5 %, significant improvements using the 
white-noise filter were only observed for the 1-bin, 5-bin, and 7-bin cases. At this false 
positive rate, the number of activated voxels was not significantly improved when the 3-
bin white-noise filter was used. Nonetheless, significance was shown for lower thresh-
olds (i.e. p > 5 %).  
The superiority of the white-noise was probably hampered by the low SNR caused by 
the small voxel size in combination with the high UNFOLD acceleration. If the SNR is 
too low, BOLD activation cannot be detected and thus the number of activated voxels in 
the active datasets approximates the number of false positives in the null dataset. Hence, 
the number of activated voxels per false positive converges to 1 for any kind of tempo-
ral filter used. Thus, the difference between the filtering strategies vanishes for low SNR 
levels. Accordingly, the white-noise filtering strategy is expected to outperform the mul-
tiband filtering strategy even more at higher SNR levels. The rather poor number of ac-
tivated voxels detected in some subjects and thus the large variance between the sub-
jects indicates that high UNFOLD acceleration factors are not recommendable at sub-
millimeter voxel size. Although the white-noise filter technique showed clear improve-
ment of fMRI results, clinical studies with an optimized paradigm and opti-
mized acceleration factors should be performed to establish the benefit of this technique 
over existing clinical studies. 
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The simulations predict that the number of activated voxels detected at a given signifi-
cance level decrease for the multiband n-bin and the white-noise n-bin filter when the 
parameter n is increased (i.e. more frequencies filtered out). There was no clear trend 
observed in the fMRI datasets, possibly because of low SNR, small sample size, and 
insufficient removal of the aliasing peaks for smaller n-bin strategies causing too much 
variance in the data. This assumption is supported by the fact that for the 1-bin and 3-
bin multiband and white-noise filter, the images were severely affected by aliasing arti-
facts. However, there is no obvious reason why the number of activated voxels was 
again slightly decreased for the 5-bin case since aliasing was completely removed in the 
images. Surprisingly, the performance was significantly increased for the multiband 7-
bin and the white-noise 7-bin filter. This could possibly be explained by the fact that 
compared to the 1-bin, 3-bin, and 5-bin filters, the 7-bin filter eliminated physiological 
noise located nearby the aliasing peaks (e.g. an aliased heart beat signal). With the pre-
sented results, it remained unclear which n-bin filter generally performs best but there is 
the indication that the aliasing peaks should rather broadly be removed ensuring the 
proper elimination of aliasing artifacts before statistical mapping of the activation is 
performed. However, more experiments are warranted to clarify this point.  
As discussed before, it was demonstrated that the white-noise filtering strategy effec-
tively reduces serial correlations and consequently increases statistical inference in 
fMRI datasets acquired with UNFOLD. It was shown that the noise estimation algo-
rithm presented for the white-noise filtering strategy is robust with regard to the number 
of frequency bins used for the determination of the noise level. This finding is funda-
mental in the context of high UNFOLD acceleration factors in combination with a small 
number of time series images. In this case, the UNFOLD peaks are packed more 
densely in the power spectrum and only few noise components remain, which can be 
used for the noise estimation. The white-noise filter algorithm can potentially be further 
improved by e.g. locating and eliminating detrimental noise components resulting from 
physiological fluctuations biasing the noise estimation. Moreover, the algorithm re-
places the aliasing peaks by Gaussian white noise which is justified since the Fourier 
transform of Gaussian noise in the time domain should also be Gaussian in the fre-
quency domain. However, as stated by Marchini and Ripley (2000), the noise distribu-
tion in fMRI datasets is best described by a Gumbel distribution. Therefore, replacing 
the aliasing peaks with Gumbel distributed noise could have a positive effect on the 
remaining autocorrelation in the white-noise filtered datasets. 
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White-noise filtering would not outperform multiband filtering if the standard pre-
whitening AR(1) model would completely eliminating non-white noise related to multi-
band filtering. A basic assumption of the AR(1) model is that if the autocorrelation of 
the noise is exactly known there exists an invertible smoothing matrix than can be used 
to prewhiten the noise (Seber 1977). Even if the smoothing matrix is known, this linear 
operation would fail to recover the noise if the aliasing frequency components are ze-
roed. This is caused by the fact that the spatial aliasing caused by UNFOLD and the 
measurement noise cannot be discriminated at the given frequencies. Hence, a complete 
removal of the UNFOLD peaks is only possible, if the noise is cancelled out as well. 
The reason why the AR(1) model also failed when the white-noise filtering strategy was 
used has to do with the estimation of the autocorrelation of the noise. With the AR(1) 
model only the first coefficient of the autocorrelation function of the noise is used to 
create the smoothing matrix since for most cases only the first coefficient significantly 
differs from zero (Bullmore, et al. 1996). However, the simulation indicated that multi-
band and white-noise filtering create multiple significant autocorrelation side lobe peaks 
not considered for in the AR(1) model. It would be important to consider more coeffi-
cients or at least the coefficient of the side lobe peak to estimate the autocorrelation of 
the noise in the context of UNFOLD. Hence, an AR model of higher order in combina-
tion with the white-noise filtering strategy should yield superior results. 
 
In conclusion, it was successfully shown that an EPI sequence with slice-dependent 
echo times yields superior statistical inference in the OFC compared to an optimized 
standard EPI sequence with a reduced echo time. With respect to BOLD spatial specific-
ity, the 128 x 128 (R = 3) or the 160 x 160 (R = 3) EPI protocols might yield a good 
compromise between specificity and sensitivity on the single subject level and should 
therefore be suitable for clinical applications such as preoperative planning and neuro-
navigation (Sunaert 2006; Vlieger, et al. 2004; Wurm, et al. 2008) ideally requiring 
both, high spatial specificity and sensitivity. With focus on fMRI research studies target-
ing to make global inferences about groups of participants rather than single subjects, 
the presented fMRI results show for the first time that conventional matrix sizes (PI-
factors) used in EPI at clinical field strength of 3 T are non-optimal sacrificing spatial 
BOLD specificity. It may be recommend using the proposed 192 x 192 (R = 4) EPI pro-
tocol, which turned out to be applicable in detecting more robust BOLD activation on 
the group level with higher spatial specificity. Combining the proposed high-resolution 
EPI protocols with slice-dependent echo times could be used to increase both, spatial 
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specificity and BOLD sensitivity. Using small echo times in the lower slices requires 
shorter signal read outs. The proposed 160 x 160 (R = 3) and the 192 x 192 (R = 4) EPI 
protocol use moderate bandwidths and no Partial Fourier. Thus, the read out duration 
could be easily adapted to shorter echo times by either increasing the bandwidths and/or 
by additionally using Partial Fourier. Another strategy to improve BOLD sensitivity is 
to increase the SNR by adapting the proposed high-resolution protocols to a 3D EPI se-
quence. Combined with an optimized coil setup (e.g. 32-channel head coil) facilitating 
higher PI-accelerations, larger matrix sizes could be acquired to further increase spatial 
specificity. Moreover, it was successfully demonstrated that combining a segmented EPI 
sequence with the UNFOLD method facilitates the robust detection of BOLD signals in 
fMRI on sub-millimeter scales with high temporal resolution and spatial coverage. Last 
but not least, it was shown that statistical inference using UNFOLD significantly im-
proves with the proposed white-noise filtering strategy. Recently, the Multiplexed-EPI 
sequence using multibanded simultaneous slice excitation (Feinberg, et al. 2010; Moel-
ler, et al. 2010) has been suggested and is considered to be a promising approach for 
substantially increasing the image acquisition speed as it enables significantly higher 
acceleration rates compared to conventional methods. The Multiplexed EPI has been 
successfully tested in fMRI at 7 T reaching acceleration factors up to R = 36 enabling 
whole-brain acquisition within 400-800 ms at 2.5 mm isotropic resolution. However, the 
multiplexing strategy has not been combined with a high-resolution segmented EPI 
technique, yet. This novel approach could potentially revolutionize 




5 Summary and Outlook 
Single-shot EPI is commonly used in fMRI due to the intrinsic T2*-contrast, high tempo-
ral resolution, and spatial coverage. However, major drawbacks using EPI are limited 
spatial specificity due to blurring and distortions as well as signal cancellation in areas 
affected by susceptibility gradients, such as the OFC. Segmented EPI techniques facili-
tate high spatial specificity but are rarely used in fMRI due to insufficient temporal 
resolution or spatial coverage. In the first part of this work, two independent strategies 
were developed to reduce signal loss and increase BOLD sensitivity in EPI with focus 
on the OFC and to improve BOLD spatial specificity throughout the brain. In the sec-
ond part of this work, the main goal was to develop a high-resolution sequence to enable 
fMRI at sub-millimeter scales and high temporal resolution. The final objective was to 
improve statistical inference essential for the robust detection of BOLD activation at 
high spatiotemporal resolution. 
To increase BOLD sensitivity in the OFC, an EPI with slice-dependent echo times was 
developed. Simulations were performed showing that optimal echo times in slice direc-
tion vary between 20 ms and 40 ms supporting the idea of separately adjusting the echo 
time for each slice. Furthermore, during an event-related fMRI experiment an EPI with 
slice-dependent echo times covering the OFC between 22 ms and 37 ms was compared 
to an optimized EPI sequence with a constant echo time of 27 ms. By using the EPI 
with slice-dependent echo times, the single subject results revealed that the number of 
activated voxels in the OFC was on average increased by a factor of 6.3 while the 
maximal t-value was also increased by a factor of 1.2. Furthermore, OFC activation was 
detected in all subjects using the modified EPI but only in 50 % of the subjects using the 
standard EPI sequence. In agreement, the group analysis results showed significantly 
improved BOLD activation in the OFC when slice-dependent echo times were used.  
To improve the BOLD spatial specificity using EPI, the matrix size and the PI-factor 
were increased beyond conventional parameter settings used at the clinical field strength 
of 3 T. The EPI protocols were tested in two separate fMRI studies: A simple motor-task 
experiment using matrix sizes (PI-factors) between 96 x 96 (R = 2) and 192 x 192 
(R = 4) and a sophisticated motivation-task study using a standard 96 x 96 (R = 2) and a 
high-resolution 160 x 160 (R = 3) EPI protocol. The phantom and the in-vivo images 
revealed clearly more structural details using the proposed high-resolution EPI protocols 
in combination with the standard 12-channel head-coil. As expected, the benefits using
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larger matrix size (PI-factors) were even more pronounced using the optimized 32-
channel head-coil. In congruence, the fMRI results suggest more distinguishable BOLD 
activation in terms of increased numbers of clusters and local maxima on the single sub-
ject and also on the group level when the matrix size (PI-factor) was increased: I.e. by 
using the 192 x 192 (R = 4) protocol, the number of clusters (local maxima) in the SMC 
was increased by a factor of 1.5 (1.7) on the single subject level and by a factor of 2.7 
(1.4) on the group level compared to using the 96 x 96 (R = 2) protocol. Furthermore, 
the edge-sharpness of activated clusters, measured by the slope of the t(x)-profile, was 
increased by a factor of 2.0 (2.2) in PE (RO) direction. In agreement to the findings of 
the fingertapping study, the number of clusters (local maxima) in the NAcc detected in 
the group analysis of the motivation-task increased by a factor of 1.4 (1.2) by increasing 
the matrix size (PI-factor) from 96 x 96 (R = 2) to 160 x 160 (R = 3). In single subjects, 
it was observed that the Tmax-values were slightly decreased and the number of activated 
voxels significantly decreased. Nonetheless, on the group level both fMRI experiments 
independently showed increased Tmax-values and increased numbers of clusters and lo-
cal maxima in the high-resolution datasets which indicates that the BOLD activation is 
more robust and spatially more distinguishable using the proposed high-resolution EPI 
protocols. 
To facilitate fMRI at sub-millimeter spatial and high temporal resolution, a segmented 
EPI was combined with the UNFOLD acceleration technique. It was shown that the 
image quality was not affected by UNFOLD as long as the spectral aliasing peaks were 
broadly removed. However, temporal filtering required by the UNFOLD method in-
duces serial coherences. A phase-detrending algorithm was implemented effectively 
narrowing the aliasing peaks. Thus, reduced temporal filtering was necessary to remove 
the aliasing energy introducing less temporal coherence which was indicated by a reduc-
tion of 66 % of the temporal PSF side lobe. Finally, the feasibility of fMRI at high spa-
tiotemporal resolution was demonstrated in an event-related fingertapping experiment. 
It was shown that artifact-free high-resolution morphological images can be acquired at 
high UNFOLD acceleration (R = 8). Furthermore, it was demonstrated that robust 
BOLD activation can be detected in the SMC associated with a fingertapping task.  
To improve the statistical inference in UNFOLD datasets, a novel filtering strategy, the 
“white-noise filter” was proposed which was compared to multiband filtering in a sim-
ple fingertapping fMRI experiment. It was shown that simple multiband filtering leads 
to temporal autocorrelations affecting the statistical modelling of fMRI signals. With the 
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proposed white-noise filter, temporal autocorrelations were reduced and thus statistical 
inference effectively increased. It was shown that a significant reduction of false posi-
tive activations at any given threshold outweighs a slight decrease in the number of ac-
tivated voxels. At a fixed significance level of 5 %, the number of activated voxels 
could be increased by a factor of up to 1.4 when the white-noise filter was used. 
 
In conclusion, it was successfully shown that an EPI sequence with slice-dependent 
echo times yields superior statistical inference in the OFC compared to an optimized 
standard EPI sequence with a reduced echo time. With respect to BOLD spatial specific-
ity on the single subject level, the 128 x 128 (R = 3) or the 160 x 160 (R = 3) EPI proto-
cols might yield a good compromise between BOLD spatial specificity and sensitivity 
and should therefore be suitable for clinical applications such as preoperative planning 
and neuronavigation (Sunaert 2006; Vlieger, et al. 2004; Wurm, et al. 2008) ideally re-
quiring both, high spatial specificity and sensitivity (Vlieger, et al. 2004). With focus on 
fMRI research studies targeting to make global inferences about groups of participants 
rather than single subjects, the presented fMRI results show for the first time that con-
ventional matrix sizes (PI-factors) used in EPI at the clinical field strength of 3 T are 
non-optimal sacrificing spatial specificity. It may be recommend using the proposed 
192 x 192 (R = 4) EPI protocol, which turned out to be applicable in detecting more 
robust BOLD activation on the group level with higher spatial specificity. Combining 
the proposed high-resolution EPI protocols with slice-dependent echo times could be 
used to increase both, spatial specificity and BOLD sensitivity. Using small echo times 
in the lower slices requires shorter signal read outs. The proposed 160 x 160 (R = 3) and 
the 192 x 192 (R = 4) EPI protocol use moderate bandwidths and no Partial Fourier 
technique. Thus, the read out duration could be easily adapted to shorter echo times by 
either increasing the bandwidths and/or by using Partial Fourier. Another strategy to 
improve BOLD sensitivity is to increase the SNR by adapting the proposed high-
resolution protocols to a 3D EPI sequence. Combined with an optimized coil setup (e.g. 
32-channel head coil) facilitating higher PI-accelerations, larger matrix sizes could be 
acquired to further increase spatial specificity. Moreover, it was successfully demon-
strated that rapid fMRI at ultra-high spatial resolution is feasible using a segmented EPI 
sequence in combination with high UNFOLD acceleration allowing half-brain coverage 
with sufficient temporal resolution to detect BOLD activation in an event-related fMRI 
study. Last but not least, it was demonstrated that statistical inference using UNFOLD 
significantly improves with the suggested white-noise filtering strategy. Recently, the 
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Multiplexed-EPI sequence using multibanded simultaneous slice excitation (Feinberg, 
et al. 2010; Moeller, et al. 2010) has been suggested and is considered to be a promising 
approach for substantially increasing the image acquisition speed as it enables signifi-
cantly higher acceleration rates compared to conventional methods. The Multiplexed 
EPI has been successfully tested in fMRI at 7 T reaching acceleration factors up to R = 
36 enabling whole-brain acquisition within 400-800 ms at 2.5 mm isotropic resolution. 
However, the multiplexing strategy has not been combined with a high-resolution seg-
mented EPI technique, yet. This novel approach could potentially revolutionize fMRI at 
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