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A numerical scheme for the solution of two-dimensional incompres-
sible Navier-Stokes equations is developed and presented, with special 
emphasis on laminar flow around oscillating airfoils. This scheme 
utilizes vorticity and velocity as dependent variables. The flow field 
is divided into two regions--an inner region close to the airfoil where 
the flow properties vary rapidly in space and time, and an outer region 
where the variation of flow properties is gradual. Finite element 
techniques are used to solve the vorticity transport equation in the 
inner region, and finite difference techniques are used in the outer 
region. The two regions overlap, so that the solution of the vorticity 
transport equation in the outer field may be used as the boundary con-
dition for the solution of vorticity transport equation in the inner 
field and vice versa. 
An explicit integral relationship available in open literature 
is used to determine the velocity field in terms of vorticity and 
velocity boundary conditions. The surface vorticity distribution is 
determined using an accurate, explicit numerical scheme. The integral 
representation for velocity, as well as the surface vorticity scheme 
permit the computations to be confined to the region of non-negligible 
vorticity. 
The accuracy and the flexibility of the present method are 
demonstrated by considering two test cases involving bodies of simple 
Xll 
geometry. The numerical results are compared with available experimen-
tal data and other finite difference solutions. Numerical results are 
also presented for viscous flow over a Joukowski 12"/. airfoil at zero 
and 3 angles of attack. 
The present method is applied to the study of viscous flow over 
an oscillating Joukowski 12*/.airfoil. Three different combinations 
of the mean angle of attack, amplitude of the pitching motion and re-
duced frequency are considered. The numerical results are presented 
through time histories of loads as well as surface vorticity and pressure 
distributions at selected time levels. Stream line plots and constant-
vorticity contours are also presented for selected cases. The numerical 
results indicate that the oscillatory motion can lead to considerable 
overshoot in the magnitude of the lift coefficient compared to the static 
lift coefficient. The lift coefficient is observed to lead the angle 
of attack in phase in all the three cases. The variation of the moment 
coefficient about quarter chord with angle of attack indicates that the 
aerodynamic damping is positive in all the cases considered. The viscous 
drag coefficient is found to be the chief contributor to the total drag 
whenever the separated flow region on the upper surface of the airfoil 
is not appreciably large. It is found that the viscous drag is relatively 
insensitive to the pitching motion whenever the amplitude of motion is 
small. Qualitative comparisons are made between the present results and 
the linearized potential flow results wherever applicable. Based on 
the present results, a detailed explanation for the time variation of 
the aerodynamic loads is given. 
x i i i 
NOMENCLATURE 
A Area of Cross section of the two-dimensional body 
B Solid Boundary 
D Drag force along chord 
f Analytical transformation function 
H Scale factor, given by Equation (2) 
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The study of unsteady flow past airfoils has been a topic of 
great interest to aerodynamicists for a long time. The available 
theoretical methods for such a study include linearized potential flow 
theory, unsteady boundary layer theory and numerical solution of the 
complete Navier-Stokes equations. These approaches are often comple-
mented by experimental studies. 
Linearized potential flow theory has been able to give a great 
deal of quantitative information in many cases, and a large amount of 
mathematical research has gone into this particular field of fluid 
dynamics. Because of its inherent simplicity, linearized potential flow 
theory has been widely used by aircraft designers even in cases where 
strong viscous interaction effects may be expected. 
With the advent of modern electronic computers, numerical solu-
tion of unsteady boundary layer equations has received considerable 
attention. Since, at low angles of attack, the flow remains attached 
over most of the upper surface of the airfoil, particularly when the 
flow is turbulent, there exists a wide class of flows where unsteady 
boundary layer theory can be successfully employed. 
Still there are certain situations where linearized potential 
flow theory or unsteady boundary layer theory cannot predict the flow 
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phenomenon in sufficient detail. In the past: few years, the study of 
unsteady separated flow phenomena has received special attention, because 
an understanding and prediction of these phenomena can lead to apprecia-
ble improvement in the performance characteristics and efficiency of 
many aerodynamic devices such as helicopter blades, marine propellers 
and compressors. Until recently, wind tunnel and water tunnel experi-
ments have provided the qualitative understanding of these phenomena 
leading to a large amount of experimental data and empirical relation-
ships. However, rapid developments in the field of computational fluid 
dynamics now provide an attractive alternative to these empirical 
approaches. 
Numerical treatment of Navier-Stokes equations has rapidly grown 
in status from an art into a science because of many reasons. Past 
experience with Navier-Stokes equations for viscous flows past simple 
body shapes has given valuable information on proper treatment of boundary 
conditions, choice of numerical schemes, reduction and elimination of 
numerical errors, etc. In addition, computational fluid dynamics has 
been able to take advantage of the research activities in related fields 
of engineering and in many cases borrow efficient numerical schemes from 
these fields. Furthermore, the availability of faster computers with 
increased memory capacity and lower computational costs has made direct 
solution of Navier-Stokes equations an economical proposal, at least for 
two-dimensional problems. 
While the numerical solution itself is of direct value, numerical 
solution of Navier-Stokes equations can help the industry and research 
workers indirectly in many ways. For example, research workers have 
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attempted to study the dynamic stall [l] as a strong inviscid-viscous 
interaction problem, by patching together the potential flow, boundary 
layer and Navier-Stokes solutions in various parts of the flow-field. 
Many assumptions and approximations are made whenever such an approach 
is used. A direct numerical solution of Navier-Stokes equations can 
give valuable information for a better treatment of these approximations. 
The Kutta-Joukowski condition for unsteady flow over airfoils is 
not very clear mathematically whenever trailing edge separation occurs. 
Numerical solution of Navier-Stokes equations can be used to evaluate 
the reliability and accuracy of the many hypotheses put forth by re-
search workers to handle this problem. 
In addition, numerical solution of Navier-Stokes equations can 
be of immense value to the experimental worker who wants to plan his 
experiments carefully, and select the flow parameters properly so that 
the maximum amount of useful information may be obtained from a limited 
number of experiments. 
Because of the above reasons, it is widely recognized that the 
direct numerical solution of Navier-Stokes equations can be a very 
valuable tool in the areas of design, development and testing of many 
modern aerodynamic devices. Much of the research work in the field of 
computational fluid dynamics is thus centered around numerical solution 
of Navier-Stokes equations. The research workers, in general, try to 
develop efficient numerical techniques to handle the following problems. 
(1) Reynolds Number Limit: At present, the computational capa-
city, in general, is restricted to laminar flow at low and moderate 
Reynolds numbers. Therefore, turbulent flow problems involving separa-
4 
tion are receiving increasingly greater attention [2]. 
(2) Boundary Conditions: Many research workers use the vorticity-
stream function approach to solve the two-dimensional incompressible flow 
problems, though the velocity-pressure approach still remains an attrac-
tive choice for three-dimensional problems. Whenever the vorticity is 
taken as a dependent variable, the vorticity boundary conditions are 
not explicitly known in most cases. Even though the physics of the pro-
blem is well understood, the actual treatment of the vorticity boundary 
conditions has been a topic of great interest to research workers, because 
the reliability and accuracy of any numerical scheme for Navier-Stokes 
equations critically depend on how the vorticity boundary condition is 
treated [3] . 
(3) Arbitrary Body Shape: The problem of arbitrary body shape 
is peculiar to the Navier-Stokes equations. In the case of boundary 
layer theory, for example, it is possible to use a set of boundary-fitted 
orthogonal coordinates without serious errors, provided the surface 
curvature is not high. Unsteady linearized potential flow theory con-
ventionally makes use of integral equations rather than differential 
equations, and arbitrary body shape is not a serious problem. However, 
numerical solution of Navier-Stokes equations for viscous flow past 
arbitrary body shapes requires the use of special techniques at least 
in the neighborhood of the body. Some of the approaches used by research 
workers will be described here briefly. 
In order to analyze the phenomenon of static stall, Mehta and 
Lavan [4] used a conformal relationship to transform the flow field 
around a Joukowski9*/. airfoil, into the interior of a unit circle in 
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the transformed plane. The governing equations expressed in polar 
coordinates in the transformed plane were solved using finite difference 
techniques. Mehta [5] in a subsequent work, has extended the mathemati-
cal and numerical formulation to treat dynamic stall as well. 
Wu and Sampath [6] have also used similar transformation techni-
ques to solve the governing equations in the transformed plane. The 
vorticity transport equation was solved using finite difference techni-
ques. The kinematics of the problem was treated using an explicit 
integral realtionship for stream function in terms of the vorticity 
field and far field boundary conditions. In addition, Wu and Sampath 
used a surface vorticity scheme based on the above integral relationship. 
Thompson et al [7] have used a curvilinear coordinate system, 
with one of the coordinate lines coincident with the arbitrary body shape. 
The governing equations, however, were solved in a rectangular coordinate 
system in the transformed plane. The coordinates in the physical system 
were obtained as solutions to a system of elliptic partial differential 
equations in the transformed (uniform, rectangular) plane, with conven-
iently chosen boundary nodes in the physical plane providing the neces-
sary boundary conditions. 
There have also been numerous attempts to solve the governing 
equations in the physical plane without the use of any transformation 
techniques. Kinney [8] used a set of natural coordinates (similar to 
those used in conventional boundary layer theory) in the physical plane 
to treat the vorticity transport equation in the physical plane. The 
velocity field was determined explicitly through an integral relationship 
for velocity in terms of the vorticity field. The same integral relation-
6 
ship was used to obtain an integral equation for the surface vorticity 
distribution. 
Bratanow and Ecer [9] used a finite element network in the physi-
cal plane, and solved the vorticity transport equation as well as the 
Poisson's equations for velocity and pressure using finite element 
techniques. The surface vorticity was determined from the stream 
function values at adjacent nodes using the relationship between vorti-
city and stream function. In a subsequent work Bratanow et al [10] 
extended this work with the use of higher order interpolation functions 
for the stream function ensuring continuity of stream function gradients 
over the element interface. 
(4) Computer Time and Memory Requirements: In contrast to nume-
rical solutions based on potential flow theory and boundary layer theory, 
a direct numerical solution of Navier-Stokes equations requires several 
hours on the modern computers for the two-dimensional problem. One 
reason for this large computer time requirement is the way the kinematics 
is treated in conventional finite difference schemes . Even though the 
viscous region is confined to a small region close to the body and the wake, 
conventional finite difference methods have to treat the large non-viscous 
region as well and solve for the stream function or velocity in the 
viscous region and the inviscid region simultaneously. In addition, in 
order to treat the far field boundary condition with reasonable accuracy, 
conventional finite difference schemes require a large number of nodes 
for treating the near field as well as the far field reasonably well. 
This increases the computer memory and time requirements further. 
Thus it is clear that any new approach to the numerical solution 
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of Navier-Stokes equations must attempt to deal with one or more of the 
above problems. In the present work, the emphasis is placed on the last 
three factors. 
The method to be presented here has the following features: 
(1) An integral representation for velocity in terms of 
vorticity field and surface velocity boundary conditions is used. This 
method is available in open literature [11]. This representation is 
explicit, so that the velocity calculations may be confined to the region 
of non-zero vorticity. This integral representation satisfies the far 
field boundary condition exactly. In addition, this representation per-
mits the flow field to be divided into compartments inside which the 
velocity vector may be evaluated from the vector Poisson's equation for 
velocity using relaxation techniques. 
(2) A new method for the determination of surface vorticity 
is presented. This method retains global coupling between the outer 
vorticity field and the surface vorticity field as required by the ellip-
tic nature of the kinematic equations. This method can be used to deter-
mine surface vorticity distribution for any specified pitching, 
transverse and trans lational motion of the airfoil. This method shares 
with the integral relationship for velocity, the ability to confine the 
calculations to regions of non-zero vorticity only. In the case of simple 
body shapes such as circle and flat plate, this method reduces to the 
familiar image vorticity technique. In the case of stationary airfoils, 
this method is conceptually equivalent to the. scheme used by Wu and 
Sampath [6]. 
(3) For the solution of the vorticity transport equation, 
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a hybrid finite element-finite difference scheme is proposed and deve-
loped in the present work. The vorticity transport equation is solved 
in the neighborhood of the airfoil using Galerkin's procedure and 
finite element techniques. This results in a set of ordinary differen-
tial equations for the nodal values of vorticity. These equations are 
integrated in time using an implicit time differencing technique. In 
the outer field the vorticity transport equation is solved using finite 
difference techniques, with an implicit time differencing technique for 
the time derivative. The two regions overlap, so that the nodal values 
in the overlapping regions act as boundary conditions for the two regions 
without any interpolation. 
The finite element techniques were used to solve the vorticity 
transport equationnear the airfoil because of the inherent flexibility 
of the finite element method. In addition to giving the numerical solu-
tion to the discretized form of vorticity transport equation, the 
finite element method is actually used to generate these equations. Thus, 
arbitrary body shape does not present any new problem. In addition, the 
finite element method has several desirable features from the computer 
programmer's point of view. It is easier to add nodes or adjust the 
nodal spacing locally with the finite element method, than with the 
conventional finite difference techniques. In addition, a variety of 
of problems--circular cylinder, flat plate, airfoil etc.--may be solved 
using one computer program and it is only necessary to specify the 
finite element network geometry in each case. 
The major problem that finite element method presents is one of 
computer memory requirements. Because of the coupling between adjacent 
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nodes, large banded matrices are formed when Galerkin's procedure is 
used. Practical considerations related to storage and inversion of 
these matrices lead to the requirement that the number of nodes be kept 
low in order to avoid large memory and computational costs. Thus it 
was decided to use the hybrid scheme, with just sufficient number of 
nodes in the finite element region to have smooth transition from one 
region to the other. 
In order to test the hybrid scheme, a number of calibration studies 
were made. These calibration studies indicate that the hybrid scheme 
can predict accurate and reliable solutions, both in the region close 
to the body and in the outer region, both for separated and attached flow 
problems. 
The hybrid scheme has been used to study the problem of viscous 
flow over oscillating airfoils. Thus, the bulk of the mathematical and 
numerical formulation in the present study has been developed with the 
oscillating airfoil problem in mind. Whenever the body is stationary, 
it is only necessary to set the angular velocity to zero. 
The mathematical and numerical formulation, the calibration study 
and the study of viscous flow over oscillating airfoils are described 




In this chapter the important mathematical relationships that 
govern the time history of viscous flow over an arbitrary body under-
going arbitrary pitching motion are presented. The velocity and vorti-
city boundary conditions are presented and discussed. A new method 
for the determination of surface vorticity is developed. Finally, the 
prediction of the aerodynamic loads is outlined. In order to improve 
readability the derivations of some of the equations used in this 
chapter are omitted here, and given in the Appendices at the end. 
Governing Equations 
In the absence of body forces, the Navier-Stokes equations for 
an incompressible fluid with density p and kinematic viscosity v> may 
be written in an inertial or fixed coordinate system as follows [12] • 
^ L + ( v • v')v' = - - v ' p + v v'V (l) 
dfc P 
The e q u a t i o n of c o n t i n u i t y i n t h e i n e r t i a l frame i s g i v e n by 
V ' • v ' = 0 . (2) 
Here p is the static pressure, and v the velocity vector as 
observed in the inertial coordinate system. By inertial frame of re-
ference, we mean a coordinate system that is attached to the body and 
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undergoes uniform translational motion with the body, but does not rotate 
with it. In this section, as well as in the following sections, when-
ever necessary every quantity as observed in the inertial frame of 
reference is distinguished with a prime, from the corresponding quantity 
in the rotating frame of reference (to be defined below). In the case 
of quantities such as pressure, shear stress etc., such a distinction 
is not necessary since these quantities are independent of the coordi-
nate system. It may be also assumed that at any time t, the two 
coordinate systems (inertial and rotating) are located such that their 
corresponding axes coincide. Thus, in many places, the position vectors 
r and r in the inertial and rotating coordinate systems may be used 
indiscriminately except when derivatives with respect to time or space 
are involved. In addition, vector operators such as the Laplacian opera-
tor appear with a prime whenever the derivatives are evaluated in the 
inertial frame of reference. With appropriate initial and boundary con-
ditions, equations (1) and (2) may be solved for v and p. 
If the body is rotating with an angular velocity Q and angular 
acceleration fi where Q and Cl are known functions of time, (and if the 
body does not undergo any transverse vibrations), it is convenient to 
consider a rotating of coordinate system that is attached to the body 
and rotates with it. In this rotating coordinate system, the governing 
Eqs. (1) and (2) may be reformulated at any point located by the position 
vector r in the following manner [5]. 
^ + (v ' v) v = • -1 V p + vv2v - Q x r - 2 ( j Q x v ) 
Bt p 
- Q x (Q x r) (3) 
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7 • v = 0 (4) 
Here v is the velocity vector as observed in the rotating coordi-
nate system. For convenience, we assume that in the case of the inertial 
as well as rotating coordinate system, the point about which the body 
rotates is taken as the reference point. In the case of airfoils, the 
quarter chord point has been taken as the reference point in the present 
study. The velocity vectors v and v are related to each other by the 
following equation. 
v - v' - Q x r (5) 
It is convenient to define the vorticity vector & as observed in the 
rotating coordinate system as follows. 
cu = V x v (6) 
The vo r t i c i t y vector cu, the angular velocity Q and the angular 
a cce l e r a t i on^ have, for two-dimensional problems, non-zero components 
o n l y i n t h e d i r e c t i o n p e r p e n d i c u l a r to t h e p l a n e of m o t i o n , and i t i s 
suff ic ient to deal with scalar quant i t ies co, Q and Q from now on. Tak-
ing the cur l of Eq. (3) term by term we get , for the two-dimensional case, 
!? + ut-* + vl? = v v V ^ (7) 
where u and v are scalar components of v. 
The vorticity vector co > as observed in a stationary frame of 
reference is given by 
„/ - £?' - &?' r*\ 
(JU - , r - , - -— / (,o; 
dx' dy 
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I t may be shown t h a t u/ i s r e l a t e d to u> by the fol lowing equa t ion : 
u}' = a; + 20 (9) 
Using Eq. (9) in Eq. (7) and applying the continuity equation 
(Eq. (4)), we get 
IT + £ (uu/) + £ <yu/) = w V (io) 
dt ox dy 
Eq. (10) is commonly referred to as the vorticity transport equation. 
The above formulation, given by Eqs. (2), (8) and (10) is known 
as the velocity-vorticity formulation in literature, and may be solved 
subject to appropriate boundary conditions. 
Velocity Boundary Conditions 
The kinematics of the problem, governed by Eqs. (2) and (8) is 
elliptic in nature, requiring the specification of Neumann, Dirichlet 
or mixed type of boundary conditions for velocity both at infinity 
(known as far stream condition) and on the solid surface. It is sufficient 
to prescribe the Dirichlet type of boundary conditions in the present 
study in the stationary coordinate system. Eq. (5) may then be used to 
determine these quantities in a rotating frame of reference whenever 
necessary. In the stationary coordinate system, the velocity boundary 
conditions may be written as follows: 
v7 = v at the far stream boundary 
(11) 
v = Q x r' on the solid surface 
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Integral Formulation for Velocity 
As mentioned earlier, Eqs. (2) and (8) completely describe the 
kinematics, and with Eq. (11) as the desired boundary condition, the 
velocity vector may be directly determined everywhere in the field, 
for a specified cu distribution. However, in the velocity-vorticity 
formulation presented here, it is desirable to confine the calculations 
to the region of non-zero vorticity. Wu and Thompson [ll] have shown 
that it is possible to recast the kinematic aspect of the problem as an 
explicit integral representation for v' in terms of the vorticity vector 
(ju and the associated boundary conditions, in the following manner, for 
two-dimensional flows. 
i t ~ i v'(r',t) 
£'(r',t) x (r' - r') 
n - *—*- dR~+ *(t) 2TT R • - / - /, 2 r - r 1 o' 
(v; x n o ) x (?' - r^) - (Vg .n"o)(r' - r'Q) 
- & * - * — * -/ -/,2 
r - r 
o' 
(12) 
Here, n is the unit normal vector at the surface of the body B, 
directed away from the solid; R is the region of non-zero vorticity. 
Since v, rather than v is used in the vorticity transport equation, Eq. 
(5) is used to calculate v once v is known. 
Initial and Boundary Conditions for Vorticity 
Eq. (10) is parabolic in time, and it is necessary to prescribe 
the vorticity field ^ at a reference time level as the initial condi-
tion. In the case of impulsively started airfoil, the potential flow 
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solution is customarily chosen as the initial condition, and the vorti-
city is zero everywhere except in an infinitesimally thin vortex sheet 
on the surface. This vortex sheet strength may be determined from the 
potential flow solution, or directly from the surface vorticity scheme 
to be discussed in the next section. Once the surface vortex sheet 
strength is known, this vorticity is redistributed in the first row of 
cells adjacent to the surface assuming a linear variation inside each 
cell, to obtain the vorticity at the surface nodes as the initial con-
dition at time level t=0 . This procedure is explained in detail in the 
next chapter. 
In the case of oscillating airfoil problems, it is customary to 
choose the steady flow solution for a suitable stationary airfoil pro-
blem as the initial condition. In the case of stationary airfoils, as 
well as oscillating airfoils, the initial solution is bound to affect 
the final solution or the periodic solution very little, because, in 
the case of viscous flow problems, the effect of initial solution rapidly 
diminishes with time. 
In addition to the initial conditions., the solution of vorticity 
transport equation requires that the surface vorticity distribution be 
specified at all time levels. The outer boundary is sufficiently far 
away from the solid so that the vorticity co may be assumed to be zero 
on this boundary. (This condition will be relaxed later). Wu [3] has 
shown that u) on the solid boundary at any time level may be determined 
from kinematic considerations alone. 
The kinematics of the problem requires that the no slip condition 
be satisfied. That is, the surface vorticity generated at any instance 
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must, together with the free stream velocity and outer vorticity field, 
induce zero normal and tangential velocity at: the surface in the rotating 
coordinate system. However, it can be shown that the above condition 
by itself is not sufficient to determine the surface vorticity distribu-
tion uniquely [3]. It is necessary to satisfy, in addition, the condi-
tion commonly known as the law of total conservation of vorticity. 
Therefore, before discussing the actual determination of the surface 
vorticity distribution, a brief mathematical description of the law of 
total conservation of vorticity will be presented here. 
In Appendix B an expression for the momentum equation in the tan-
gential direction is presented. 
-s2 
1 SP j. t • 2 d9 , _2 dr n ,-,. 
- - -s- + v — 7 T - Q r - r - + Q r - T - = : 0 . (13) 
p os . 2 ds ds K on 
Here ' n ' is the normal d i rec t ion , pointed away from the so l i d . ' s ' 
represents the tangent ia l coordinate, defined posi t ive in the counter-
clockwise sense. V is the tangential veloci ty component defined posi-
t ive in the counterclockwise sense. At the surface, 
avt 
t h u s , 
t _ a_ I 11 _ ou) _ 3u) 
^ 2 dn L d n j dn on 
on 
(14) 
There fo re , Eq. (13) may be r e w r i t t e n a s , 
du/_ l o p x * 2 d 9 2 dr n . 
On p Os ds ds 
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We define the t o t a l vo r t i c i t y Q in the en t i re domain R as follows: 
Q = J u/ dR (16) 
Eq. (10) may be integrated term by term. Using well known vector iden-
tities, both the convection term, and the diffusion term may be reduced 
to line integrals. The far stream boundary gives zero contribution to 
the line integrals, because the vorticity and its gradient, are zero 
there. On the solid surface, the line integral corresponding to the 
convection term vanishes because of no slip condition. Thus we arrive 
at the following final form. 
I - -§ !-> ("> 
B 
Here B represents the solid boundary. Using Eq. (15) in Eq. (17) 
we get 
|2 - - A p d s . £ Qr
2 f- ds + & CJ2r £ d s (18) 
St «£ os «£ ds «£ ds 
B B B 
The first term on the right hand side vanishes because p is a 
single valued function over B. The last term in Eq. (18) vanishes as 
well, leading to the following simple form. 
X 2 d6 5* = - 6 QrZ 2E ds = - 2Q A 
it «J d s 
Here A is the cross-sect ional area of the two-dimensional body. Integra-
ting once in time, 
Q + 20A = 0 (19) 
Eq. (19) is the general form of the law of t o t a l conservation of 
> 
C 18 
\ - V " •• 
vorticity, including the rotation of the solid. -̂ , # 
Surface Vorticity Determination 
As mentioned earlier, we seek a surface vorticity distribution 
which will satisfy the velocity boundary conditions by Eq. (11), and 
satisfy, in addition, Eq. (19), the law of total conservation of vorti-
city. 
One such method for the determination of surface vorticity has 
been developed in the present work. This method is applicable to any 
two-dimensional closed body, that can be mapped conformally onto a circle 
of unit radius. The details of the method are presented here. In this 
method we first determine the velocity v induced at the surface in the 
absence of surface vorticity. Then we determine a velocity field v~ , 
such that upon superposition, (v.. + v„) satisfies zero normal velocity 
condition at the surface. The no slip condition, together with Eq. (19) 
then determines uniquely the surface vorticity. 
Consider a given two-dimensional closed body in the physical 
plane (Z plane) that is mapped conformally onto a unit circle in the £ 
plane according to the following transformation. 
Z = f(C) = f(pe10) (20) 
We also define the scale factor H as follows: 
dZ H(x,y) = H(p,0) = | ^ (21) 
We first exclude the surface vortex sheet, and consider the 
relative velocity between the fluid and the solid, due to contributions 
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from the free s t ream v e l o c i t y , ou te r v o r t i c i t y f i e l d , and r o t a t i o n of 
the body. 
W t } = V » ( t ) + 2~ 
i „ Kt-K-v x CrB - K> 
R-
- / - / | 2 
*R - r 
dR 
4f 2TT * 
< V "B X V X (^B 
o 
r ' ) - ( V . n ) ( r y - r ' ) 
B y v B o / v B B J 
o o o dB 
r „ - i" 
B B 
- Q x r 
B 
(22) 
Here R i s the f l u id domain excluding the su r face vor tex s h e e t , 
and n is the normal vec to r a t the s u r f a c e , d i r e c t e d away from the s o l i d 
The l a s t term i s the v e l o c i t y of the s o l i d s u r f a c e , and s u b t r a c t i o n of 
t h i s component in accordance wi th Eq. (5) gives the r e l a t i v e v e l o c i t y 
between the s o l i d and the f l u id due to the above f a c t o r s . 
Ve loc i ty v1 has components v and v defined as fo l lows : 
1 tl 
v, = v •
 n 
n i l 
(23) 
The unit normal and tangential vectors, as well as the details 
of the transformation are illustrated in Figure 1. 
We now consider a potential flow field v? such that 
v 2 # n = v = - v n 
on the solid surface (24) 
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Assuming that all the components on the right hand side of Eq. 
(22) are known, v1} v and hence v are known. v0 is the solution of i n . . no 2. 
the Neumann problem 
V2$2 = 0 (25) 
in the physical plane, with the following boundary condition. 
d$9 
•5-= = - v (26) 
on n 2 
We now use the t r ans format ion r e l a t i o n s h i p to so lve for $_. The 
governing equa t ion , along with the boundary cond i t i ons a r e transformed 
i n t o the fol lowing equa t ions in the Q p l a n e . 
Vc
2$2 = 0 . (27) 
o$9 - d$9 
— = ^ r - i-± = v (§) (28) 
on H ( l e x 0 ) op n ^ 
For the Neumann problem for the e x t e r i o r of a u n i t c i r c l e , a c losed 
form s o l u t i o n i s a v a i l a b l e and a b r i e f d e r i v a t i o n of t h i s s o l u t i o n i s 
p resen ted in Appendix A» According to t h i s s o l u t i o n , a t the s u r f a c e , 
d$ 2 T ^ s i n (0 - 0^) 
= T- <l> i /M °^ N v„ (0 ) H(L,0 ) d0 
2TT «J 1 - cos (0 - 0 ) n v^o 7 v o o 
d0 2TT ^ 1 - cos (0 - 0 ) n 
Using t r ans fo rmat ion r e l a t i o n s , 
d$ 2 1 S$ 2 x s i n ( 0 - 0 Q ) 
"oT = H(1,0) S0" = 2TTH(1,0) * 1 - c o s ( 0 - 0 o )
 H Vn 2
 d 0 o ( 2 9 ) 
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Now, if the two flow fields v_ and v' are superposed, then on the 
surface, 
v = v + v = 0 . 
n nx n2 
v = v + v 
1 2 
Thus, the requirement that the solid and fluid have the same 
normal velocity at the interface is satisfied. The no slip condition 
requires that a vortex sheet of strength y-i = v be generated at the 
surface. 
Thus Yi satisfies the normal and tangential velocity boundary 
condition. It is also necessary to satisfy the total conservation of 
vorticity, in its integrated form given by Eq. (19). Using the defini-
tion of Q in Eq. (19), 
§y ' ds = (j) v ds +(j) v ds = - 2QA 
B 1 2 
Thus, yi» while it satisfies the no slip condition, does not 
satisfy the law of total conservation of vorticity. 
To satisfy the law of total conservation of vorticity, we super-
pose an additional surface vortex sheet distribution Y9 on the surface 
given by 
y'2 = C/H(1,0) 
It is shown in Appendix A that y induces zero normal and tangen-
tial velocity at the interface, and hence Y9, which satisfies the homo-
geneous velocity boundary conditions, is a homogeneous solution to the 
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Neumann problem, added exclusively for the purpose of satisfying the 
law of conservation of vorticity. 
Then, 
Y{ = y{ + C/H(1,0) (30) 
Using Eq. (19), the unknown constant C may be explicitly deter-
mined at any time level. 
Determination of Loads 
Instantaneous pressure and surface shear stress distributions 
are directly related to the body geometry, angular velocity and angular 
acceleration of the solid, and surface vorticity and vorticity gradient. 
Eq. (13) gives the surface pressure distribution as a differential equa-
tion. The surface pressure distribution in the present work is calcu-
lated with pressure at the trailing edge as reference pressure, and in 
addition, the pressure is non-dimensionalized with respect to the dynamic 
pressure at infinity. In addition, all distances are non-dimensionalized 
with respect to L, the chord length of the body; all velocities are non-
dimensionalized with respect to |v | ; the vorticity and angular velocity 
are non-dimensionalized with respect to |v |/L. Then, Eq. (13) becomes, 
dCp 2 du/ * 2 d9 , _ 2 dr ,_1N 
ds Re dn ds ds 
where 
P-P .i. 
'Trailing edge , 
C = j 1 and 
2 p v» 
Re, the flow Reynolds number, is given by 
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Re = [v |L /V 
• oo1 
The shear s t ress a t the surface is given by 
T = pVUu' 
Non-dimensionalizing the shear s t ress with respect to the dyna-
mic pressure, and non-dimensionalizing co as before, we obtain the skin 
f r ic t ion coefficient C-. in the following form: 
Cf - 1 co' (32) 
Knowing the surface pressure and surface shear stress distribu-
tion, other quantities of interest--such as lift, drag and moment about 




As mentioned in the introduction this particular method uses 
a hybrid scheme. The flow field around the body is divided into two 
regions: (1) a large outer region where the flow field properties vary 
slowly over space and time, and (2) a small inner region close to the 
body where the flow properties vary much more rapidly. In this chapter, 
we describe the numerical treatment of the vorticity transport equation 
in the inner and outer region. This concept of dividing the flow fields 
into two regions is illustrated in Figure 2, with a hybrid network used 
in the study of viscous flows past a Joukowski 12*/. symmetric airfoil. 
We also discuss the numerical formulation of the integral relationship 
for the kinematics, and the numerical treatment of the vorticity boun-
dary conditions. Finally, the procedure for calculating the loads on 
the body is also described. 
Treatment of Vorticity Transport Equation in the Outer Region 
The outer region is chosen to be of regular shape, with rectangu-
lar boundaries that are arranged to coincide with the coordinate lines. 
The vorticity transport equation is written in finite difference form 
as follows: 
n+1 / n 
/ - uo. . 
x a An + A0 + A0 + A, (33) At "1 2 3 4 
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where 
[" , /.n+1 . / sn+l " ._ . A = -i (uu) ) . - (uu) ) . /2Ax 
1 L v i+l, J i-l, J -I 
r n+l _ n+1 , n+1 ~ /AV2 A 0 = v. U). ,. . - 2u). . + uj. . . /AX 
3 L i+l,J i,j i-l,jJ 
T n+1 . n+1 _,_ n+1 ') .. 2 
A, = ^ u). .,_ - 2u). . + CD. . ! /Ay 
4 T_ i,j+l i,j i,j-U 
In the above equation, the increments in x, yand t are specified 
by Ax, Ay and At respectively. The indices i, j indicate the location 
of the point while n indicates the time level. The truncation error 
associated with the time derivative is of order 0(At) and the truncation 
error associated with the convection and diffusion terms is of order 
0(Ax2,Ay2). 
An assumption regarding the coefficients u and v in the convection 
terms A., and A ? is made at this point. In order to avoid time-consuming 
iterations for velocity at time level n+1, the value of u and v at the 
time level n are used in the calculation of these terms. 
Since the outer region and the inner region have nodes common to 
each other, it is necessary to solve for vorticity values in these two 
regions simultaneously whenever an implicit time differencing scheme, 
such as Eq. (33), is used in the outer region. Therefore, we first 
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discuss the numerical treatment of the vorticity transport equation in 
the inner region, and vorticity boundary conditions, before considering 
the methods of solution of the resulting algebraic equations in the 
outer and inner regions. 
Treatment of Vorticity Transport Equation in the Inner Region 
In the inner region, the vorticity transport equation is solved 
us ing G a l e r k i n ' s p r o c e s s . The region c o n s i s t s of N nodes loca ted on 
B 
the body surface, N points located on the interior of this region and 
N points located on the outer boundary common to the inner and outer 
o 
regions. 
The G a l e r k i n ' s process may be b r i e f l y ou t l i ned as fol lows! Asso-
c i a t e d with each node j in the f i n i t e element reg ion R, t he re e x i s t s a 
l i n e a r i n t e r p o l a t i o n funct ion N . ( x , y ) wi th the p rope r ty 
N j ( x i , y i ) = 0 i f j (34) 
= 1 i = j 
Here ( x . , y . ) r e p r e s e n t s the l o c a t i o n of the node i . 
Thus, the v a r i a t i o n of any flow proper ty such as u) may be w r i t t e n 
in terms of these f u n c t i o n s , and the nodal v o r t i c i t y v a l u e s , as fo l lows : 
M 
u>' = S N (x ,y ) u>' (35) 
i = l 
where 
M = N + N + N . 
I B o 
In particular, inside every triangular element with nodes i,j and k, 
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Then, Galerkin's process states that an approximate solution to 
the vorticity transport equation may be obtained by solving for, 
n 
R 
-2 ^- + r- (UCD ) + — (VCD ) - vV CD N.(x,y) dR = 0 . 
Lot ox oy J j 
(37) 
The above weighting process is applied with interpolation function 
N.(x,y) corresponding to each of the N interior nodes. A simplification 
to the above equation is possible. Using the divergence theorem, one can 
write the diffusion term as, 
v I V2CD7 N. dxdy = - v J VCD' . VN . dxdy + v (j) N. |^ dB (38) 
Here dR includes the solid boundary, as well as the boundary common to 
the inner and outer regions. Since we apply Galerkin's process only with 
interpolation functions associated with interior nodes, by virtue of 
Eq.(34) the line integral vanishes. Eq. (37) may now be rewritten as 
follows (see Appendix D): 
d(JD 
P 0 U J XT _1_ 0 / ' \ XT _L O / ' \ XT 
57 N. + ^ - (UCD ) N. + j - (vuo ) N . 
J L d t j dx j by j 
R 
+ VVCD • VN. j dxdy = 0 (39) 
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The above i n t e g r a l may be w r i t t e n as the sum over a l l the t r i -
angular elements in reg ion R. Since N. i s non-zero only i n s i d e those 
elements t h a t share the node ' j ' only these elements c o n t r i b u t e to the 
i n t e g r a l . In e v a l u a t i n g the avove i n t e g r a l , i t i s assumed t h a t u and v 
a l s o vary l i n e a r l y i n s ide each e lement . 
One obtains, as a r e s u l t of G a l e r k i n ' s p r o c e s s , a system of N 
f i r s t order o rd ina ry d i f f e r e n t i a l equat ions in time for the nodal v o r t i -
c i t y v a l u e s . These N e q u a t i o n s , involve the nodal va lues of v o r t i c i t y 
a t a l l the M nodes . 
[Hi ] t s i ' } + [c] M + [D] y)= \°J (40) 
Matrices [H,], [C] and [D] are of order N x M. Matrix [H,] 
represents the unsteady term, matrix [c], represents the convection term, 
and matrix [D] represents the viscous term. The above matrices are all 
sparse, and banded. Only matrix [c], since it depends on velocity values 
at each time level, varies with time. 
Writing Eq. (40) in finite difference form, with use of backward 
time differencing for the time derivative, and approximating the velo-
city values used in matrix [c] with the velocity values at time level 
n, we obtain 
£ [ V {»'} + [c]n{«/}n+1 + &]{»'} Tl+1 
- rt [ H i ] M n (41) 
The matrices on the left hand side of the above equation may be 
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combined to form a single matrix. Since the vo r t i c i t y values at the 
old time level are known, the r igh t hand side of the above equation may 
be readi ly evaluated as a column vector: 
{E} - i [ H j ^ T (42) 
[A]{a /} n + 1 = [E}n (43) 
[A] is a sparse mattix of s ize N x M, and {E} is a column matrix of 
s ize N . 
Because of the large size of matrix [ A ] , i t is desirable to par-
t i t i o n matrix [A] into three submatrices [A, ] , [ A ? ] and [A..] , where 
[A ] , is of order N_ x N_, [A ] is of order N x N and [A ] i s of order 1 I B 2. I 1 3 
N x L . Eq. (43) thus becomes, 
[ A i ] { u / C 1 + [ A 2 ] { t u ' 3 i + 1 + ^ { " ' C 1 = {E3" (44) 
Vorticity Boundary Conditions 
The surface vorticity distribution at any instant may be written 
in the following matrix form. 
{cu'} = cos (or (t)) {u/} + sin(a(t)) N'} 
a=0 a-90 
n=o Q=O 
+ n ( t ) {uû } + [ G y u / J j + lG]0{m'}0 + {¥} (45) 
Because the kinematics of the problem is governed by l inear rela-
tionships i t is possible to consider the surface vo r t i c i t y d i s t r ibu t ion 
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induced by a number of effects, each effect independent of the other, 
and superpose these effects to get the final vorticity distribution as 
shown above. In the above equation, the first and second terms repre-
sent known vorticity distributions induced at the surface by the free-
stream at zero and 90 angle of attack respectively. The third term on 
the right hand side represents the surface vorticity induced by the 
rotation of the solid. Matrix {F} represents the surface vorticity 
induced by the outer field. 
Matrix [ G ] T contains elements G.. which are influence coefficients 
1 ij 
indicating the vorticity at surface node i, induced by unit vorticity 
placed at j, where j is any one of the N interior nodes. Matrix [G]~ 
contains similar influence coefficients G.., where j is a node on the 
ij 
outer boundary of the finite element region. 
The numerical procedure involved in calculating all the above 
matrices may be briefly explained as follows. Eq. (20) maps the given 
body onto a unit circle. Once such a transformation (analytical or 
numerical) is available, the geometric factor H given by Eq. (21) may 
be evaluated directly. 
Each factor on the right hand side of Eq. (45) is considered in-
dependent of the others, because superposition is valid as far as the 
kinematic aspect of the problem is concerned. 
First we evaluate the velocity vector v,, due to each of the 
factors. For example, due to free stream velocity at zero angle of 
attack, 
vx = li (46) 
Due to free stream velocity at 90 angle of attack, 
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vx = I. (47) 
Due to the ro ta t ion of the surface we get the following contr ibut ion: 
( ^ x nQ) x ( r ' - i ' B ) 
vi " - ^ § ~ 5 dB 
1 2rr J I - / - / I 2 ( 
B , r " rB ' 
o 
(vB x nQ) x (r - rB ) 
+ k # — ^ ^ dBo ^ 
- i - 11 2 
r - rB | 
o 
vx = v{ - Q x y' (49) 
Here n is posi t ive when i t is directed away from the so l id , v is 
o 
the velocity of the solid surface. 
Velocity v.. induced by a unit vo r t i c i t y placed at a node j is 
given by, 
0) k x (r - r .) 
? I - K J ,-, -,J dR ( 5° 
i r " r • 
R ' J 
where we approximate the vorticity variation in the neighbourhood of 
node j by 
a/ = 1 N (x,y) 
In reference 13, analytical integration formulae for Eq. (50) 
are given, and these expressions may be readily evaluated once the 
above linear variation is assumed. It is clear that the area integral 
gets non-zero contribution only from those elements that share node j. 
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As explained in the mathematical formulation, the objective of 
the present numerical scheme for surface vorticity is to obtain a sur-
face vorticity distribution that gives zero normal and tangential velo-
city at the surface relative to the solid, and which, in addition satis-
fies the law of total conservation of vorticity. The desired vorticity 
distribution is determined in the following manner: 
(1) v1, which is the velocity induced at the solid surface by 
all the above factors (free stream, outer vorticity field and rotation 
of the solid) is calculated, as explained above. 
(2) Once v.. is known all over the surface due to each of the 
factors mentioned earlier, we determine the normal and tangential velo-
city components as given by Eq. (23). Eq. (24) then gives v . Our 
n2 
next objective is to determine the potential flow field v_ , and particu-
larly v^ with v as the prescribed boundary condition. This is done 
t2 n2 
using the explicit closed form solution, given by Eq. (29). The 
integrand appearing in Eq. (29) has a Cauchy type of singularity at 
0 = 0 . Therefore, in order to accurately evaluate the integral with a 
proper treatment of the singularity, the following numerical scheme is 
used. 




f (0) = Hv = S a cos n0 + S b sin n0 . (51) 
n0 _n n _, n 
2 n=0 n=l 
The coefficients of the above series may be then obtained from the well 
known relationships connecting f(0) and the coefficients. If we define 
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f = f(0 ) = fUv-i) |n 
t h e n , 
a~ -
x 2N-1 
2N ^ f v v=0 
2N-1 
i - - £ f cos u,0 Li = 1 , 2 , . . . , ( N - l ) 
r v=0 
x 2N-1 
^ 2 5 S n
 fv C ° S N*, v=0 
(52) 
x 2N-1 
b = - £ f s i n LL0 
^ N v = 0
 v v 
(3) Then , from Eq . ( 2 9 ) , 
\ = v . + 
LJ, = 1 , 2 , . . . , ( N - l ) 
, ' 1 
1 = V t 1
 + 2 n H ( l , 0 ) # ~ 
s i n ( 0 - 0 ) 
7T~r^ v H ( 1 , 0 ) d0 
c o s ( 0 - 0 ) n n o *o 
o 2 
1 n N S 
\ + %m&> L n̂ 0
 an # — 
s i n ( 0 - 0 Q ) 
> cos n0 d0 
c o s ( 0 - 0 ) o o 
N - l s i n ( 0 - 0 ) 
/ . . N s i n n0 d0 
, „ - -. cos ( 0 - 0 ) o o 
n = l ^ o 
+ S , b n # — 
N - l 
v + TT/1 +s 2 (b cos n.0 - a s i n n
1 
t - H ( 1 , 0 ) v n n 
1 n - l 
B) (53 ) 
D e t a i l o f t h e above i n t e g r a t i o n may be found i n Append ix C. F o r 
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the Joukowski 12 */. airfoil a value of N equal to 90 was used. 
(4) Eq. (53) gives the surface vortex sheet strength before 
vorticity conservation law is applied. For the case of free stream 
velocity contribution, as well as pure rotation of the solid, Eq. (53) 
obeys conservation law. 
For the case where one determines y induced at the surface due to 
unit vortex at node i,one corrects expression in Eq. (53) for vorticity 
conservation law, and obtains 
7 _ 7 I C - 7 I 7 / C / \ 
Y " Yi + f ( T ^ ) " *1 + Y2 (54) 
Applying vo r t i c i t y conservation law for this component alone, 
Q = J U)dR = <j) y' dS + J ct/dR = 0 
2 
B R-
Since u) is assumed to vary l inear ly inside each element, 
JJ u/dR = JJ N.(x,y) dxdy 
r» _ D _ J R- R-
A l s o , 
Thus, 
f Y ' dS = & T T / 1 .N dS = & - f / 1
C . . Hd0 = 2TTC' 
J 2 J H(1,0) * H(1,0) 
c> = - 5s JT N j< x 'y ) d x d y <55> 
R-
Once C is known y is known from Eq. (54). Then ou on the solid 
boundary is determined by redistributing y as a linear vorticity varia-
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t i o n in the f i r s t row of elements ad jacent to the body s u r f a c e . In the 
cases s tud i ed us ing the above method, the f i r s t : row of elements were 
assumed to be of uniform he igh t An a l l over the s u r f a c e , though i t i s 
not necessa ry to assume any such v a r i a t i o n . For t h i s s p e c i a l c a s e , one 
g e t s , 
u>' = 2Y ' /An (56) 
Jo 
This procedure, thus gives in general, a column vector [tu } in 
B 
terms of o ther f a c t o r s as given by Eq. (45)-
So lu t i on of the Algebra ic Equations in the Outer F i e l d 
Because Eq. (33) has to be solved s imul taneous ly a t a l a rge 
number of nodes , i t i s d e s i r a b l e to r e s o r t to i t e r a t i v e techniques for 
t h i s e q u a t i o n . In the p re sen t case the success ive po in t o v e r r e l a x a t i o n 
me thod [14] was used because of i t s inhe ren t f l e x i b i l i t y and s i m p l i c i t y . 
The numerical procedure involved in the success ive po in t o v e r r e l a x a t i o n 
scheme may be o u t l i n e d as fo l lows; 
i -i 
In Eq. ( 3 3 ) , the c o e f f i c i e n t s of ou. . a r e c o l l e c t e d t o g e t h e r . 
The r e s t of the terms a re moved on to the r igh thand s i d e . An i t e r a t i o n 
counter k i s added to keep t r a c k of the va r ious q u a n t i t i e s dur ing the 
i t e r a t i o n s . The r e s u l t i n g equat ion i s d iv ided throughout by the c o e f f i -
c i e n t of 0). . r e s u l t i n g in the fol lowing equa t i on : 
/A / N n+l ,k+l / j un+l ,k+l /n+ l ,k 
(Au) ) . . - 0).*. - c u . . ' 
i , J i , J i J 
,. / N n+l ,k+l IT n . . /A . A . . , A N , / n+ l , k (Atu ) . . = d cu. . + At(Ac + A. + A., + A0) -cu. . ' 
' i , j EL I J 5 6 7 87J i j 
(57) 
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. /*n+l,k+l . . . _ _. _ . /n+l,k+l , . . 
where, cu. . is a first estimate for cu. . before relaxation, 
and 
D = 1 + 2vAt(Aj + - i ) 
Ax Ay 
, r , /sn+l,k , /sn+l,kj /OA 
A5 - - L ^ i + i j - («» )1 . i ; jJ /
2Ax 
r , / s n+l ,k , / sn+l,k /OA 
A e = - L ( V U J > i f j ; i -
( ™ > i , > L j / 2 A y 
r /n+l,k , /n+l,k] /A 2 A-, = v a ) . , ' + o u . ' / A x 
7 L i + l , j i - l , j J 
J /n+l,k , /n+l,k 
8 L i,j+l i ,J- l -
/Ay2 
Then, 
/n+l,k+l _ /n+l,k . D ,. /sn+l ,k+l /CON 
u). . - u). . + p- (Aw ). . (58) 
i,J i,J 1 i,J 
Where [3 is a relaxation parameter. In the case of viscous flow over a 
Joukowski 12*/. airfoil, a value of P- equal to .2 was used. 
Since the vorticity transport equation must be solved in the 
inner and outer regions simultaneously, at the end of each iteration in 
the outer field, the nodal values of vorticity on the common boundary 
are taken as the boundary conditions for the inner region. 
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S o l u t i o n of the Algebra ic Equations in the Inner F i e l d 
At any given time l e v e l , and for a given i t e r a t i o n l e v e l k, s i nce 
the ins tan taneous angle of a t t a c k a ( t ) , angular v e l o c i t y Q ( t ) and the 
/ n+1 k+1 
v o r t i c i t y f i e l d (a) ) ' a r e known, in Eq. ( 45 ) , the f i r s t , second, 
t h i r d and s i x t h terms on the r igh thand s i d e may be d i r e c t l y e v a l u a t e d . 
In a d d i t i o n , s ince the v o r t i c i t y on the ou te r boundary of the f i n i t e 
element r eg ion i s a l so known from the f i n i t e d i f f e r ence scheme c a l c u l a -
t i o n s , a t any given i t e r a t i o n l e v e l k+1, the f i f t h term may a l so be 
e v a l u a t e d . Thus, Eq. (45) becomes, 
c /-)n+l,k+l r -i r / - ,n+l,k+l , r - , n+1,k+1 ,c~s 
f> JB ' = [GJIlu) J I ' + [Rj ' (59) 
where 
{ R } n + l , k + l = c o s ( a ( t ) ) { a )
, } B a = 0 + s i n ( a ( t ) ) { u J
, } B a = 9 0 o 
Q=0 0=0 
+ 0(t){a/}_ + [ G I J U / I + {F} 
B Q = 1 X 1 
S i m i l a r l y , Eq. (44) may be r e w r i t t e n , i n c o r p o r a t i n g the i t e r a t i o n 
counter as fo l lows : 
[ A . l f o / } ^ 1 ' ^ 1 + lA2]{^
+1'M = {E l} (60) 
where [tj = { E } " - [A3] { c o ' } o + 1 , k + 1 (61) 
Using Eq. (59) in Eq. (60) we g e t , 
n+1 k+1 
( " [A^CGDJ. + [ A 2 ] j { u J
, } i ' = {E2} (62) 
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where, 
{E2} = {Elj - [A1]{R}
n+1 'k+1 (63) 
In Eq. (62) the coefficient matrix is a N x N square matrix, 
and i t i s , in general, not sparse or banded because [G]T is a full ma-
tr ix. For moderately small values of N , a direct inversion is both 
efficient and economical. So Eq. (62) is solved using direct inversion 
n. • r on+l.k+l _,, _ / r n N . , ,_ , ^ . r /^n+ljk+l to obtain [u) j ' . Then Eq. (59) is used to determine [oo J ' I B 
Sequence of Calculations Involved in Solution 
of the Vorticity Transport Equation 
The calculations for the vorticity field are performed in the 
following sequence. One assume that the velocity field and vorticity 
field at a reference time level n are given as in i t ia l conditions. Since 
the velocity lags by one time step, i t is not necessary to iterate for 
velocity also during this sequence of calculations. 
For the first iteration, i . e . for k=l, we assume that 
/ T l + 1 , 1 / T 1 .̂1- *- £• 1J 
ao. . = U). . in the outer field. 
i»J i>J 
1. Using Eqs. (57) and (58) we sweep through the outer field 
once, and obtain to. . ' . These calculations are also performed for 
i>J 
the boundary nodes located on the common boundary for the inner and outer 
rrt r /-iii+l.k+1 , _. i -i ... r r nn+l.k+l 
regions. Thus [oo in LS known. The calculations of [OJ J_ 
makes use of nodal vorticity values in the overlap region. 
2. The matrix {R} ' in Eq. (59) and the matrices [G] and 
[G] n are in Eq. (45) are evaluated. Since [G] and [G] L consist of geo-
metric coefficents independent of time level or the iteration counter, 
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they are calculated only once during the calculations. 
3. Matrices [A..], [A ] and [A ] in Eq. (44) are calculated from 
the Galerkin's process, along with the column matrix {E} in Eq. (43). 
Since these matrices depend only on the time level, and not on the 
iteration counter, they have to be obtained only once for each time 
level. Matrix [E } from Eq. (61) and {E«} from Eq. (63) are also deter-
mined . 
4. Eq. (62) is solved through direct inversion, for [CD } ' 
These values are used in Eq. (59) to determine [co } ' . Since the 
B 
inner and outer regions overlap, at the nodal positions positions in 
the overlapping region, the vorticity determined acts now as the boundary 
condition for the outer region when returning to Step 1. 
5. Steps 1, 2, 3 and 4 are repeated as many times as needed 
until the desired convergence is achieved. In the case of viscous flow 
over Joukowski 12*/. airfoil the following convergence criterion was 
used. 
I /n+l,k+l /n+l,ki n n, ,,, >. 
| (jo - u) | ̂  .005 (64) B 
for all nodes on the surface. 
An Explicit Scheme for the Vorticity 
Transport Equation 
In the earlier stages of work, during the calibration of this 
present scheme using the study of viscous flow over a flat plate as the 
test case, an explicit numerical scheme was used in the outer field. 
Whenever explicit schemes are used in the outer field, the solution for 
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v o r t i c i t y in the ou te r f i e l d i s determined once and for a l l . Thus no 
i t e r a t i o n s a r e involved . For the sake of comple teness , the f i n i t e dif-
ference formulae used w i l l be given h e r e : 
where 
/n+1 /n-1 
u). . - u). . 
_L»J Lii_ = A + A + A + A C65} 
2 At A l A2 A 3 A4 ^ ' 
A l 
/ . n , / Nn (uu) ) . - (uu) ) . n . 1 /OA 
7 l + l , J / I - 1 , J J / 2 A X 
, x / v n , / v n 
A« = -
(vuu ) . - (vu) ) . . n / n 
' i , j + l / I , J - 1 J / 2 
Ay 
J n n -1 n+1 . n _ 
A 0 = \ i U 3 . . T . - u ) . . - u ) . . + u ) . n . i / A 2 3 1_ i + l , J i , j i , j l - l , j J / A x 
1 /n /n-1 /n+1 /n , 0 
4 L i , j + l i , j i , j i , j - l _ j / A y 
I t i s seen t h a t the viscous terms a re r ep resen ted by the Dufort-
Franke l scheme [ 1 4 ] . The above equat ion has the fol lowing s t a b i l i t y 
c r i t e r i o n [ 1 4 ] . 
1^1 • 1 ^ 1 * 1 ™ 
The Dufor t -Frankel scheme was found to be very good for a l l the 
t e s t cases cons ide red . But the s t a b i l i t y c r i t e r i o n permits very small 
time s t eps o n l y . In most of the cases s tud ied in the p re sen t work, the 
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implicit scheme allows the time step based on free stream velocity and 
chord to be as high as . 1, while the explicit: scheme allows the maxi-
mum value of At to be less than .025. The implicit schemes, however, 
because of the iterations involved and the resulting increase in the 
number of arithmetic operations, require twice as much central proces-
sor unit time (CPU) compared to the explicit scheme. As a result, 
taking into account the time step as well as the CPU time per time step, 
the implicit scheme is found to be at least twice as fast as the expli-
cit scheme in the present formulation. Therefore, it was decided to 
use the implicit time differencing scheme in the outer field in the 
later studies. 
Determination of Velocity 
Determination of the Velocity Field in the Inner Region. In the 
inner region, the vorticity field is assumed to vary in the following 
manner. 
ci)7 = S N.(x,y) ci).(t) (67) 
Here N.(x,y) is a linear interpolation function with properties 
given by Eq. (34). 
The solid boundary moves with a velocity given by Eq. (11). 
Knowing the velocity of the solid boundary, the line integral contribu-
tion from Eq. (12) may be readily found. In the present study, since 
the nodes on the surface are placed non-uniformly, trapezoidal rule is 
used to evaluate the line integral. Using the analytic integration for-
mulae given in Reference(13), for vorticity distribution of the form 
given by Eq. (67), the contribution of the inner region vorticity to the 
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nodes in the inner region may be found. 
The vorticity in the outer field varies very slowly. So, for the 
purpose of calculating the velocity contribution from the outer field 
to a node 'k1 in the inner region, the area integral is approximated in 
the following manner. 
From the rectangular cells in the outer field, the following 
contribution is obtained. 
cu k x (rT - r ) 
IJ r7 " r , 
k o1 
w k x ( rk ' r o ) 
\K - ; ' l 2 
1 k o1 
dR 
SS A . . Tu) ' .AxAy (68) 
w h e r e 
cu. . -- [ ou! . + cu'. . - . + u / . . , - + ( « 
1,J \ 1,J 1+1>J 1 , J+1 n-i,j+y /4 
A. . . 
(3^ - X)j - (yk - y) i 
(X. - X)2 + (y. - y)2 
and 
x *i+l,j ' Ai,j+1 ' "i+l,j+l//4 ( x . . + x . M . + x . M 1 + x. \ 1,J -
y Vyi,j + yi+l,j + yi,j+l + yi+l,j-KL//4 
Determination of Velocity in the Outer Field 
During earlier stages of the present work, the velocity field in 
the outer field was calculated using the integral expression for velocity, 
given by Eq. (12). The method of calculating the area integrals, and 
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line integrals was similar to the method used for the inner field as 
described in the previous section. 
The advantage of using Eq. (12) to calculate exterior flow pro-
blems stems from its explicit nature. Thus, the integral formulation 
permits determination of velocity on the boundaries of rectangular 
regions without regard to the interior nodes. In several cases, 
since rapid computational schemes are available to solve the Poisson's 
equation in regions with rectangular boundaries, a combination of Eq. 
(12), and such schemes will provide a faster means of computing velocities 
in the case of exterior flow problems. For this reason, it was decided 
to use Eq. (12) only for the boundary nodes of the outer region, and 
then use successive overrelaxation techniques to solve the finite dif-
ference formulation of the Po is son's equation.. 
At the far field boundary (located sufficiently far away from the 
body so that both UD and — are zero), the velocity is specified using 
Eq. (12). At the common boundary, the velocity components are again 
specified from Eq. (12). In the outer region domain, the following equa-
tions need to be solved • 
a u d u _ du/ SSQ. 
71 + —i - - a7 ( 6 9 > 
dx oy J 
LJT + \JL = ^L .ye) 
a 2 * 2 °x 
ox oy 
Using central difference schemes to represent the derivatives in 
the above two equations, one obtains, 
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n n 
Au = - J U - f £ ' J + 1 . A ^ J "
1 Ax2 + u n ^ . + u n ^ . 
2(1+P ) L A y , J 1 1 , J 
2/ n ,k n ,k \ ] n , k . Q± I I , K. n , K . \ i I I , K 
+ P u . ' + u . . J "U. . 
\ 1,J+1 l . J - l / J 1,J 
1 !" i + l , i i - l , j A 2 . n ,k . n , k Av = 7T- '-^rr ^ - Ax + v . ' . + v . ' . 
2(14£ ) L A x , J , J 
2/ n , k n ,k V, n ,k + P K ' * . + v n ' K J | - v !K (71) 
\ i , j + l i , j - l / J I J 
Ax where P = — . The s u b s c r i p t s ( i , j ) denote geometric l o c a t i o n as b e f o r e , 
n i s the time l e v e l and k i s the i t e r a t i o n c o u n t e r . Then, 
u n , k + l m u n , k + A u 2 ) 
v n , k + l = v n , k + p ? 3 ) 
where |3 i s the r e l a x a t i o n f a c t o r . In the case of v iscous flow over a 
Joukowski 1 2 * / . a i r f o i l , a va lue of P- = 1 . 8 was used . 
Ca l cu l a t i on of Loads 
Eq. (31) def ines the sur face p re s su re d i s t r i b u t i o n with r e fe rence 
to the p res su re a t the t r a i l i n g edge. The po la r coord ina tes ( r , 8 ) a r e 
r e l a t e d to the Ca r t e s i an coord ina tes (x ,y) in the fol lowing manner: 
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9 = tan"1 | r =A/x + y
2 (74) 
Thus, de = ~ y d * + X 2 Y r d r = v d x + y d y <7 5> 
x + y 
Thus Eq. (31) becomes, 
1 ou) 3 , ' r» , , , ^ 2 / 2 2 CP " " 2L" J* R5 IS ds + ° J* X dy - ydX + ° K - roL (76) 
/ 2 2 2 2 2 
where r g = Vxg + j g and rQ = x ^ + y ^ 
Here the s u b s c r i p t T.E. s tands for the t r a i l i n g edge. The 
d e r i v a t i v e r - i s eva lua ted us ing f i r s t order one-s ided formulae. The 
i n t e g r a t i o n s a r e performed us ing t r a p e z o i d a l r u l e . 
The sk in f r i c t i o n i s d i r e c t l y determined from Eq. ( 3 2 ) . 
Once the sur face p res su re and shear s t r e s s d i s t r i b u t i o n a r e 
known, the loads are obta ined from the fol lowing e x p r e s s i o n s . 
C = A c p d s + 2 * ^ dy. d s 
L «J_ p d s Re »T ds 
D D 
C = - <j> C P d s 
D p ^ P ds 
2 i? / d x _ L r»  OX , 
CL _ r - 0 «J — ds 
D£ Re *»„ ds f B 
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CM - - § C J X T + y -j*1 ds 
M J D p_ ds dsJ 
dx dy _ JL <R . ' - y ^ + x ^ i d s (78) 
Re "„ L J ds dsJ v ' 
In all the above expressions s increases in the counter clock-
wise sense. It is clearly shown that the terms in which -— appears , 
give the shear stress contribution to loads, while terms in which C 
P 
appears give the pressure contribution to the above loads. Here C 
P 
represents the viscous drag and C represents the moment coefficient 
about the quarter chord, which is also the pitching axis for the oscil-
lating airfoil problem. Nose up moment has been assumed to be positive 
in the present study. Here, C and C are calculated as force components 
normal to, and along the airfoil chord. This definition differs from 




In order to evaluate the accuracy of the present method and 
demonstrate its ability to treat attached flow as well as separated 
flow problems, this method has been applied to two classical test cases 
In this chapter, the numerical results for these two test cases are 
presented. In addition, this new method has been applied to the study 
of viscous flow past a Joukowski 12*/. airfoil at selected angles of 
attack, and the results of this study are also presented here. 
Calibration Studies 
Case 1. Viscous Flow Past a Finite Flat Plate at Zero Angle of Attack. 
(Reynolds Number = 1000.). The inner region finite element network for 
this problem is shown in Figure 3. A relatively coarse mesh has been 
used, with Ax = .1L and Ay = .04L. There are. 114 nodes with 20 nodes 
on the upper and lower surfaces of the flat plate and 168 triangular 
elements. It may be noted that in this problem, as well as in the 
subsequent cases, Ay is kept lower than Ax, because the flow properties 
vary much more rapidly in the y-direction than in the x-direction. The 
outer region is represented by 1250 nodes spaced uniformly, also with 
Ax = .1L and Ay = .04L. The downstream boundary of the outer field 
is located at a distance 3.4 chord lengths from the trailing edge. The 
upstream boundary is located at a distance 0..5 chord length from the 
48 
leading edge. The two lateral boundaries of the outer field are also 
located 0.5 chord length from the flat plate. 
In the outer field, the vorticity transport equation is treated 
using Dufort-Frankel scheme as discussed in Chapter III. A constant 
value of time step equal to .04 is used. The calculations are performed 
up to a time level of 2.4. Here, the time level, as well as the time 
step has been non-dimensionalized with respect to the ratio between 
chord length L and free stream velocity v . 
In the inner region, the vorticity has been assumed to vary linear-
ly inside each triangular element. Exact analytical integration techni-
ques, as discussed in Chapter III, are used to evaluate the area 
integrals in the surface velocity and surface vorticity calculations. 
In the present case, because of symmetry conditions, at the surface of 
the flat plate v and v become zero. Thus the surface vorticity gets 
nl n2 
contribution only from v • (Here, v is the normal velocity induced 
fcl n l 
on the plate by the outer vorticity field, and v is clearly zero be-
n i 
cause the flow is symmetric about the flat plate) . v represents the 
1 
tangential velocity at the flat plate due to free stream velocity, 
vorticity in the upper half of the flow field, and vorticity in the lower 
half of the flow field. Thus, for the flat plate case, the present 
scheme is equivalent to the familiar image vorticity technique. 
Extensive numerical experiments have been performed to study the 
effect of time step, as well as choice of integration technique. The 
system of simultaneous ordinary differential equations, obtained from 
the Galerkin's process, may be integrated in many ways. Some of the 
popular methods are (1) Crank-Nicholson method [14] ; (2) Fully implici t 
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scheme (explained in Chapter III); (3) Time Element scheme, where the 
vorticity is assumed to vary linearly inside time elements, and the 
Galerkin's process is applied both in space and time, and (4) Runge-
Kutta methods. In order to study the effect of integration technique 
on the numerical solution, the following experiment was performed. 
In Table 1, the vorticity values at selected locations in the 
flow field are shown at a time level of .4. These calculations were 
performed with a time step equal to .02, with the solution at t=0 fol-
lowing the impulsive start as the initial solution. During the impulsive 
start, the free stream velocity changes from zero at t=0 to v at t=0 , 
and the potential velocity distribution everywhere is the initial condi-
tion. Table 1 indicates that the numerical solution obtained using 
Crank-Nicholson scheme agrees up to three significant digits with the 
results obtained using the fully implicit scheme. Thus it is clear that 
the numerical solution is relatively insensitive to the choice of inte-
gration technique. 
Table 1. Effect of Integration Technique on Numerical 
Results for Vorticity 
Node 1 2 3 i '4 5 5 7 
Crank 
Nicholson 
-20 .96 -15 .69 -18 .68 -17 .44 -18 .61 -18 .70 -18 .16 
Fully 
Implicit 
-20 .19 -15 .95 -18 .40 -17 .45 -18 .46 -18 .57 -18 .19 
The time development of the vorticity profile at mid profile is 
shown in Figures 4 and 5, and compared with the results obtained by 
Sampath [15] . The results of Sampath have been chosen, because of the 
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many similarities that exist between the way Sampath treated the kine-
matics of the problem, and the present scheme, Sampath used the integral 
representation for velocity, and used a scheme that is conceptually equi-
valent to the present method to determine the surface vorticity. The 
main difference between the two schemes is the way the vorticity trans-
port equation is treated. Sampath used the alternate direction implicit 
scheme to integrate the finite difference form of the vorticity trans-
port equation. His calculations were performed with a somewhat finer 
grid (Ay = .02, as opposed to Ay = .04 in the present work). 
Immediately following the impulsive start, the boundary layer is 
very thin all over the surface, and the present grid does not represent 
the boundary layer adequately at the early time levels. Thus some dif-
ference exists between the two results, expecially near the surface for 
early time levels. However, at later time levels the agreement is quite 
good (for t > 1.0). 
In Figure 6, the velocity profile at mid-plate, as calculated 
using the present method is compared with Blasius solution. Both Re-
ference 15 and the present results show an overshoot in the velocity 
profile, leading to velocities higher than the free stream velocity 
at some points in the boundary layer. Such an overshoot is expected, 
and is due to the favorable pressure gradient along the surface caused 
by displacement thickness effect. 
One of the main conclusions to be drawn from the present case is 
that the present scheme can give an accurate solution even with a rela-
tively coarse mesh. This accuracy is achieved by the use of analytical 
integration techniques for velocity and surface vorticity. 
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Secondly, the hybrid scheme does not generate any additional 
difficulties at the common boundary. The flow properties are found to 
vary smoothly across the boundary between the inner and outer region, 
even though the matching is performed very close to the body surface 
at (| = .12). 
Case 2. Viscous Flow over a Cylinder (Re = 40). The present scheme 
has been applied to the study of viscous flow over a circular cylinder 
at Reynolds number 40. This classical test case was chosen to demon-
strate the ability of the present scheme to handle flows with strong 
separation. 
The computational domain is divided into an inner (finite element) 
region and an outer region. The inner region consists of 200 nodes, in-
cluding 40 nodes on the surface, and 320 elements. The outer region is 
well represented by approximately 1200 nodes. The two regions are 
matched at distance 0.32 radius away from the surface. The far field 
boundary is located 21.6 radii away from the surface. In the 8 direction 
TT 
the grid spacing is equal to =^. In the radial direction, the follow-
ing variation is assumed, both in the inner and the outer regions. 
r = e* ; dr = esd£ . 
By varying 5 uniformly, with A£ = .08, an exponential variation 
is obtained. The first set of nodes are located approximately .08 radius 
away from the cylinder surface. The inner finite element grid, as well 
as the outer grid is oriented such that the finite element-finite dif-
ference network is symmetric about the flow axis. However no symmmetry 
has been assumed regarding the flow properties. 
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In the outer region, the time derivative is approximated by a 
two point backward difference formula. In addition, because of the 
geometry, in the outer field the vorticity transport equation was 
solved in polar coordinates. In the inner region Cartesian coordinates 
were used, because the curvature of the body does not affect the numeri-
cal formulation of the finite element method. 
The time step was varied gradually from .05 to .25 for the pre-
sent calculations. At the earlier time levels, the lower value of At 
was necessary because the flow properties were changing very rapidly 
following the impulsive start. The computations were terminated when 
a non-dimensional time level (based on circular cylinder radius and free 
stream velocity) equal to 20.9 was reached. At this time level, the 
drag coefficient had converged up to three significant digits. 
In Figure 7, the surface pressure distribution at this time level 
is compared with the solution obtained by Grove et al [16]. The agree-
ment is quite good over most of the surface. 
In addition to the experimental results for viscous flow over 
circular cylinder at low Reynolds numbers, a large volume of research 
work based on finite difference techniques is available in literature. 
The present results are compared with the available data in Table 2; 
9 represents the angle at which the flow separates measured from the 
sep 
rear-axis, and it is obtained in the present study as the point on the 
surface where the surface vorticity changes sign. 0 . represents 
J ° & *pr.min 
the point on the cylinder surface where the surface pressure coefficient 
L i 
reaches a minimum value. The length of the standing vortices, — as 
R 
presented in Table 3 represents the distance between the center of the 
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Table 2. Comparison of Present Results with Other Results for 
Viscous Flow over a Circular Cylinder (Re = 40) 
Kawaguti Apel t Kawaguti and J a i n & Raw P re sen t 
(Ref. 17) (Ref. 18) Ja in (Ref . 19) (Ref. 20) 
CD 
1.618 1.496 1.529 1.594 1.705 
C D / C D 
P 
0.65 0.62 0.655 0.657 0.67 
Length of 
S tanding 4 . 5 5.27 6.03 6.3 4 .01 
Vortex L /R 
e 
sep 
52 .5° 50° 53 .7° 52 .7° 53 .2° 
0 
pr .mm 




-6 .15 -6 .28 -5 .985 -5 .985 -6 .09 
Y' . mm - .025 - .034 - .04 
- .04 - .025 
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cylinder, and the point on the center line where the velocity changes 
sign. Here R represents the circular cylinder radius. Y . represents ° J mm r 
the minimum value of stream function, found inside the separation 
bubble. 
It is seen that the present solution is in good agreement with 
the finite difference solutions, as shown in Table 2. In particular, 
the present scheme predicts the flow properties on the surface, and 
near the surface— C • > 0 . > 0 and Y . --in very good agreement 
^mm m m sep m m J ° ° 
with the finite difference solutions. 
For the purpose of plotting the stream lines, it is necessary to 
calculate the stream function in a small region near the circular cy-
linder. This is done in the following manner.. Knowning u and v, the 
Cartesian components of the velocity vector, the polar components v and 
vD are determined first. 
v = u cos0 + v sin0 
r 
vQ = v cos0 - u sin0 
Here v is considered positive outward, and v_ is considered positive 
r 6 
in the counterclockwise sense, and 0 is also measured in the counter 
clockwise direction from the flow axis. Based on the definition of 
stream function, 
oY 
§r = " V 
Thus Y can be found along each radial line by integrating the above 
equation along the radial direction numerically. It is also assumed in 
these calculations that the stream function is zero at the surface. 
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In Figure 8, the streamlines, and constant vorticity lines are 
shown at the time level t=20.9 on the upper and lower halves of the 
figure respectively. The common boundary for the inner and outer re-
gion is also shown as a dotted line. It is noted that the results show 
no abnormal behavior (kinks or wiggles) near this boundary. Thus it is 
clear that the present method allows a smooth transition from one nu-
merical scheme to another even in flows with strong separation. 
It is also of interest to note that the constant vorticity contours 
show islands and zig-zag lines far away from the surface. These l ines 
-2 
represent spurious vorticity of order 0(10 ). The spurious vorticity 
is generated by two sources; (1) the coupling between the nodal values 
of vorticity, as produced by the finite element scheme, produces small 
spurious vorticity following impulsive start. With time this vorticity 
is convected out of the finite element region. (2) The representation 
of the convective terms in the vorticity transport equation with central 
difference formulae produces spurious convection effects, because central 
differencing schemes depend both on the upstream properties and downstream 
properties, while in reality only the upstream properties affect convec-
tion. 
This spurious vorticity is small in magnitude, and appears only 
at large distances from the body. Thus it does not affect the accuracy 
of the solution to any extent. 
Viscous Flow Over Stationary Airfoils 
The two cases considered so far indicate that the present method 
can produce solutions comparable in accuracy to other finite difference 
56 
and integro-differential schemes. The real potential of the present 
method is however realized only for arbitrary bodies, because conven-
tional finite difference and integro-differential schemes can not be 
directly used to solve the governing equations in the physical plane 
for arbitrary bodies. In order to demonstrate the ability of the pre-
sent method to treat viscous flow problems involving arbitrary bodies 
with equal ease, we consider two cases involving viscous flow over 
Joukowski 12*/. airfoils. 
The surface vorticity scheme developed in Chapter II requires a 
convenient analytical or numerical scheme that will map the given arbi-
trary shape onto a unit circle in the £-plane conformally. Computation-
ally efficient and accurate numerical procedures are available in litera-
ture [2l] for this purpose. However, in the present case, since a 
convenient analytical transformation is available, it is not necessary 
to resort to numerical techniques. The transformation relationship 
used in the present study is given by 
z " 3^3 L£ " -0753423 + c - ^ " L J 
The above relationship produces a 12*/. symmetric Joukowski air-
foil with rounded trailing edge. 
Even though the present method can be used to treat viscous flow 
problems at high angles of attack, the angle of attack is kept low in 
the two cases to be discussed here. This is done in order to get some 
insight into the properties of the flow from the potential flow theory 
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and boundary layer theory. While the numerical results are of value by 
themselves, their usefulness is further increased by the fact that the 
steady state results can be directly used as the starting solution for 
the oscillating airfoil problem. 
Case 1. Joukowski 12*/. Airfoil at Zero Angle of Attack, (Re = 400.) 
For this study, the finite element network shown in Figure 2 is 
used. The network consists of 232 nodes including 48 nodes on the sur-
face of the airfoil, and 354 triangular elements. The first set of 
nodes away from the surface are located .01 chord away from the surface. 
The outer flow field has approximately 2500 nodes. Because of the low 
time levels considered, the vorticity at the downstream boundary is set 
to zero. In the outer field, explicit Dufort-Frankel scheme is used. 
The time step is varied from .0025 to .02 gradually during the course 
of computations. The time steps and the time levels shown here are 
all non-dimensionalized with respect to the ratio between the chord 
length and free stream velocity. 
The numerical results obtained for the zero angle of attack case 
show all the important features of the viscous flow over an impulsively 
started airfoil. Immediately following the impulsive start, the vorti-
city distribution everywhere on the surface is very high. In addition, 
the impulsive start produces large pressures near the leading edge, and 
favorable pressure gradients all over the surface. As a result, both 
the pressure drag and the viscous drag values are very high after the 
impulsive start. Figure 9 shows the variation of the total drag during 
the time period: 0 < t < .06. It is seen that the total drag coeffi-
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cient decreases at first rapidly, and then slowly, as the transient 
effects begin to die down. The numerical results indicate that the 
pressure drag is very high compared to the viscous drag immediately 
after the impulsive start. However, at later time levels, the pressure 
drag decreases much more rapidly than the viscous drag. Thus the 
viscous drag is the major contributor to the total drag. This was found 
to be the pattern for all the moderate Reynolds number flow problems 
considered in this study. 
Figure 10 presents the variation of drag at later time levels 
(.06 < t < .9125). It is observed that the drag coefficient at t=.9125 
is varying very slowly. The numerical results show that the drag coef-
ficient at t=.9125 is varying only in the third digit. 
Figure 11 describes the surface vorticity distribution at selec-
ted time levels. At t=.1925, it is seen that the surface vorticity 
values are very high. The vorticity everywhere decreases with time; but 
aft of the quarterchord point, the decrease in vorticity is much more 
noticeable than near the leading edge region. 
The surface pressure distribution is shown in Figure 12 at selec-
ted time levels. It is seen that at t=.1925, the pressure gradient is 
still favorable all over the surface, indicating that the impulsive 
start effects are still dominant at this time level. However, with 
the development of the flow, the viscous effects lead to the develop-
ment of an adverse pressure gradient on the surface, as seen in Figure 
12 at time levels t=.5925 and t=.9125. It is also observed that the 
variation in the pressure distributions between the time levels t=.5925 
and t=.9125 is small; thus, the flow is asymptotically approaching a 
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steady state solution at these time levels. 
The adverse pressure gradient on the surface is not strong 
enough to produce separation at this Reynolds number. At this Rey-
nolds number, the viscous displacement effect aft of midchord is 
appreciably high. Thus the pressure distribution on the surface is 
considerably different from the pressure distribution predicted by the 
potential flow theory. Boundary layer theory predicts separation, be-
cause it is based on the potential flow theory,. However, many investi-
gators [3] have observed that no appreciable separation occurs until 
the Reynolds number is sufficiently high (Re ~ 5000 or higher). 
Case 2. Joukowski 12*/. Airfoil at 3° Angle of Attack (Re = 1000.) 
For this case, the finite element network used is the same as in 
the previous case. However, the following modifications are made with 
regard to the computations in the outer field. 
(1) About 1250 new nodes are added to the outer region, so that 
the outer field now contains approximately 3750 nodes. As a result, the 
lateral boundaries of the outer field are now located approximately 
.625 chords away from the surface. The upstream boundary is now located 
.9 chord away from the leading edge. 
(2) In the outer fieldt the vorticity transport equation is 
solved using the fully implicit time-differencing scheme described in 
Chapter III. It was observed that the implicit scheme, because of the 
number of iterations required to converge, requires longer computer time 
per time step. However, the value of At chosen is large enough to off-
set this disadvantage. Thus, fewer number of time steps, and lower 
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computer time are required to reach a desired time level. The choice 
of the time step is now governed exclusively by accuracy considerations. 
During earlier time levels, immediately following the impulsive 
start, a value of At equal to .01 is used in the computations. While 
lower values of At than the above value would produce better resolution 
of the flow immediately after the impulsive start, this value of At is 
good enough in the present case, where we are interested more in the 
steady state solution. This value of At is slowly increased during 
subsequent stages of computations, until a final value of At equal to 
.1 is reached. This value of At is about four times as large as the 
value of maximum At that the explicit scheme (with Dufort-Frankel scheme 
for viscous terms) would allow. 
Immediately after the impulsive start, there is a large favorable 
pressure gradient everywhere, both on the upper and lower surfaces as 
shown in Figure 16. During the time period 0 < t < 0.35, the loads on 
the airfoil are mainly due to the high pressures and high shear stresses 
acting on the airfoil, and as the effect of the impulsive start decreases, 
all the loads-total drag, pressure drag, lift and moment-decrease, as 
shown in Figures 13 and 14. However, the variation of C and C during 
Jj rl 
the time period 0 < t < 0.05 shows a rapid drop in magnitude of these 
quantities at first (0 < t < 0.02) and a recovery of these quantities 
before the variation finally stabilizes at t=0.,05. Kinney [8] has also 
observed similar variation of the lift coefficient at early time levels 
in his numerical calculations for viscous flow over an impulsively start-
ed Joukowski 9*/. airfoil. The experimental results obtained by Taneda 
[22] for elliptic cylinders immediately after impulsive start also 
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indicate that the lift coefficient decreases rapidly after impulsive 
start, and even becomes negative before it begins to increase rapidly. 
The numerical results of Mehta and Lavan [4] and the results 
obtained by Wu and Sampath [6] for the viscous flow over an impulsively 
started airfoil (Joukowski 9*/. airfoil at 15 angle of attack), how-
ever, show that the CT and C values monotonically decrease following 
L M 
the impulsive start. Thus it is not very clear whether such a kink in 
the variation of C_ and C is a physical phenomenon, or if it is due 
L M 
to numerical inaccuracies in calculating the very large pressure values 
all around the airfoil following the impulsive start. 
The variation of C_ and C , however, follows the expected behavior 
L M 
after t=0.05. The lift and moment coefficients decrease steadily until 
t=0.35. The moment coefficient about quarter chord becomes very close 
to zero after t=0.35. This is expected because linearized potential 
flow theory predicts, for symmetric airfoils, that the moment coeffi-
cient is zero at steady state. 
For later time levels (t > 0.35) the pressure drag contributes 
very little towards the total drag, and viscous drag dominates. The 
total drag coefficient continues to fall as shown in Figure 15. Figure 
15 also shows that the lift coefficient, after decreasing in magnitude 
until t=0.35 begins to increase again until it levels off at t ^ 2.0. 
This increase in CT due to thickening of the boundary layer on the 
Li 
upper surface, as seen in the streamline plots (Figures 24, 25 and 26). 
This thickness of the airfoil, leading to higher velocities and lower 
pressures especially near the leading edge. 
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The behavior of the C variation during this time period is 
Li 
qualitatively very similar to the variation obtained by Mehta and Lavan 
[4] as well as Wu and Sampath [6] for the 15 angle of attack case. 
Before the separation bubble bursts and other stall effects occur, 
according to their calculations, the lift coefficient increases in a 
manner very similar to the present case. The increase in strength of 
the separation bubble in their calculations causes the effective thick-
ness to increase, and leads to higher velocities and lower pressures 
at the outer edge of the bubble. Kinney [8] also reports a similar 
variation in C for the three cases (a - 5 , 10 and 15 ) that he con-
Li 
sidered, though no separation bubble is present in the 5 angle of 
attack case. 
Figures 16 through 19 show the surface pressure distribution at 
selected time levels. At t = 2.07, as seen in Figure 19, the surface 
pressure gradient over most of the upper surface is adverse, though 
not strong enough to cause separation. In addition, from the figures 
it is clear that the pressure variation at these late time levels is 
very little, and the pressure distribution on both the surfaces appears 
to be asymptotically converging towards a steady state solution. 
Figures 20, 21 and 22 show the surface vorticity distribution at 
selected time levels. It is seen that the surface vorticity decreases 
everywhere with time at first rapidly and then much more slowly. The 
surface vorticity ahead of the 10*/. chord location reaches steady 
state much more rapidly than the rest of the surface. A comparison of 
the surface vorticity variation between time levels t=1.47 and t=2.07 
(Figure 22) shows that the vorticity distribution is varying very slowly 
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towards the asymptotic steady state solution at these time levels. 
Figures 24, 25 and 26 illustrate the development of flow at 
selected time levels with the aid of constant vorticity lines and 
streamlines. The streamline plots show a rapid growth of the viscous 
region around the airfoil, especially on the upper surface. The vorti-
city contours show constant vorticity lines moving outwards from the 
surface of the airfoil, and extending in the downstream direction with 
time. 
Figures 23 and 27 show the variation of the velocity profiles at 
selected points on the airfoil for several time levels. The gradual 
growth of the viscous region on the upper surface is even more apparent 
in these plots. At time t = 1.47, the velocity profiles in the aft 
portion of the airfoil show a very thick boundary layer though no sepa-
ration has occurred yet. Also, in the region close to the leading edge, 
the boundary layer shows very little variation in size with time, indi-
cating that, at least on regions close to the leading edge on the upper 
and lower surface these flow properties are close to the steady state 
values. 
The streamline-vorticity contours, and the boundary layer pro-
files show a very smooth transition from the inner (finite element) re-
gion to the outer region, indicating that the use of the hybrid scheme 
does not produce any unacceptable behavior. As in the circular cylinder 
case, spurious vorticity of very small magnitude is present at large 
distances away from the body. But a comparison of the magnitude of the 
spurious vorticity values to the magnitude of the vorticity values near 
the surface, together with the fact that the spurious vorticity is far 
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away from the body indicates that the spurious vorticity can affect 
the final results only to a negligible extent. 
The surface pressure distribution, as shown in Figures 16 through 
19 does not close for many of the time levels considered. Experience 
with flat plate, circular cylinder and airfoil solutions indicates that 
the present grid is adequate to describe the viscous region for the 
present Reynolds number. Still, near the leading edge, the number of 
nodes is not sufficient to represent the rapid variation of pressure. 
This is the main reason why the pressure curve does not close exactly. 
However the integrated loads are accurate enough, because the pressure 
distribution everywhere else except 3 or 4 nodes near the leading edge 
is varying gradually and is well represented by the present grid. 
Observations and Conclusions 
Figure 19 indicates that the surface pressure gradient is favor-
able over most of the lower surface, for the 3 angle of attack case. 
Numerical results also indicate that the viscous layer is quite thin 
over most of the lower surface, especially in the region ahead of the 
quarterchord. 
It is therefore desirable to see whether some of the assumptions 
made in the classical boundary layer theory are valid in the accelera-
ting flow region on the lower surface, at this moderate Reynolds number 
of 1000. As mentioned earlier, the viscous layer is appreciably thick 
on the upper surface and there is, as a result, strong interaction 
between the viscous flow in the boundary layer and the outer invisid 
flow. Thus it is less meaningful to test whether boundary layer type 
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of approximations are valid on the upper surface. 
pi 
In pa r t i cu l a r , i t is desirable to t es t whether (1) ^ (or the 
on 
pressure variation across the boundary layer) is indeed small, or negli-
gible. (2) variations in the streamwise direction are small compared 
to the variations in the direction normal to the flow. 
In order to test the first hypothesis, the following calculations 
were performed. The velocity profiles at selected locations on the 
lower surface were evaluated from the known velocity field solution at 
t = 2.07 by numerical interpolation. The outer edge of the viscous 
layer was arbitrarily defined as the point where j uo j < 1 for this 
purpose. Knowing the velocity, it is possible to estimate the pressure 
approximately using Bernoulli's equation. Bernoulli's equation, which 
is the integrated form of Euler's equations for an inviscid fluid con-
tains an arbitrary constant. This arbitrary constant was determined 
by matching the calculated pressure, at midchord, with the surface 
pressure at midchord obtained from the viscous flow results. 
The midchord was chosen as the matching point because of the 
following reasons. Near the leading edge, the surface pressure increases 
rapidly, and matching the pressures at the leading edge may produce 
large numerical errors. In addition, because of numerical inaccuracies, 
the numerical solution indicates a small jump in the pressure distri-
bution at the leading edge. Thus, it is difficult to match the pressure 
at the outer edge with the surface pressure at the leading edge. Near 
the trailing edge the surface curvature is large, and it is difficult 
to define a local normal at the trailing edge. Besides since the 
boundary layer near the trailing edge is thicker than elsewhere on the 
66 
lower surface, matching the pressures near the trailing edge may cause 
inaccuracies. 
In Figure 19, the pressure distribution at the outer edge of the 
boundary layer is compared with the pressure distribution obtained from 
the viscous flow calculations. It is seen that the agreement is quite 
good over most of the lower surface. Thus it appears reasonable to 
expect that the pressure varies very little across the boundary layer, 
in accordance with the classical boundary layer theory. It is also 
interesting to note that the slope of the pressure curve (j*- , which 
is approximately equal to -r*"> the surface pressure gradient) also agrees 
reasonably well over most of the surface. 
In order to test the second hypothesis, the following calculations 
were performed. The vorticity cu may be defined in a set of boundary 
fitted coordinates as follows. 
/ dv , du 03 = " 5~ + S~ os on 
Here s and n represent coordinates along and normal to the surface 
respectively; u and v are the corresponding velocity components. Accord-
dV °° / Bu 
ing to boundary layer assumptions 5- is of order —(1A/Re) while 5- is 
v 
of order (vRe)~. Thus, it is reasonable to drop the streamwise deri-
j-i 










The magnitude of u was estimated at selected locations on the 
° e 
lower surface, using the above relationship. These values are compared 
with the velocity at the edge of the boundary layer calculated from the 
known velocity field, in Table 3. 
Table 3. Determination of Viscous Layer Velocity Profile Using 
Approximate Methods 
Node 4 8 12 16 20 24 
Integral 
Relationship 
.950 1.077 1.090 1.080 1.058 .74 
Approximate 
Method 
1.05 1.1418 1.124 1.101 1.078 1.346 
In Table 3, 6 nodes are arbitrarily chosen from leading edge to 
trailing edge. It is found that everywhere, except at the 24th node, 
the error involved in calculating the velocity using approximate relation-
ships is less than 10"/. . At the 24th node, since it is very close to 
the trailing edge, the agreement is not very good. Surprisingly the 
agreement improves as we move from leading edge to trailing edge; this 
is due to the fact that the numerical quadrature used to evaluate the 
velocity gives inaccurate results whenever the value of An used is not 
small enough to represent the thin viscous layer adequately. In the 
above calculations a value of An = .01 was used, which is very large 
compared to viscous layer thickness in the leading edge region. 
Thus the above approximate analysis shows that streamwise deri-
vatives are small even at moderate Reynolds numbers, at least in accele-
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rating flows. In addition, this assumption gives a very valuable 
relationship between u and u> involving integration only in one direction. 
Once u is known v may be determined from the local application of con-
tinuity equation. Thus, whenever rapid, but approximate determination 
of the velocity profile is sought, the above relationship may be used 
in place of the integral relationship for velocity. 
In the present chapter three different body shapes have been 
considered. The flexibility of the present method permits the use of 
the same numerical procedure, and hence the same computer program to 
be used to treat these three problems. The test cases indicate that the 
method can produce accurate time dependent solutions for external flow 
problems. In the case of Joukowski 12*/. airfoil, though no direct 
comparison is available, the numerical solution follows the expected 
behavior from physical considerations. 
In the next chapter, the present method is applied to the study 
of viscous flow over oscillating airfoils. 
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CHAPTER V 
VISCOUS FLOW OVER OSCILLATING AIRFOILS 
The study of viscous flow past airfoils is a somewhat different 
problem from the cases considered previously for two reasons. First 
of all, as discussed in the mathematical formulation, the rotation of 
the solid introduces additional terms in the kinetic and kinematic 
relationships, and a proper numerical treatment of these additional 
terms is essential for an accurate simulation of the physical processes. 
Secondly, unlike the previous cases, in the present study the exact 
time history is of interest, and not just the peak or limit values. 
Thus far, for the cases studied in the previous chapter, the steady 
state properties, rather than the actual time histories, were of inte-
rest, and it was permissible to make approximations during the time 
development of the flow. But in the present case, it is necessary to 
reexamine all the numerical approximations involved to ensure accurate 
prediction of the loads. The time histpry of the pitching moment 
variation, for example, determines the conditions that may lead to 
flutter, and it is necessary to get an accurate representation of the 
pitching moment variation for this purpose. Therefore, before dis-
cussing the results, we discuss the numerical approximations that 
may significantly affect the prediction of the time history of the 
loads. 
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It has been observed that the numerical solution of viscous flows 
depends on a large number of factors: grid size, the surface vorticity 
scheme, the truncation errors assosicated with the discretization etc. 
The loads on the impulsively started airfoil, as evaluated from the 
numerical solution at earlier time levels, are critically dependent 
on the grid size for their accuracy, because the viscous layer is very 
thin at early time levels. Thus at later time levels, a coarser grid 
may be sufficient. The surface vorticity scheme , in many cases , deter-
mines the accuracy and reliability of a given scheme, because it is not 
uncommon to encounter wiggles and unexpected behavior in the vorticity 
field that can be directly traced back to an improper treatment of the 
surface vorticity scheme, especially at high Reynolds numbers. 
Roache [14] discusses in great detail how the errors associated 
with the discretization of the governing equations play a significant 
role in the accuracy of the numerical solution. While treating the 
vorticity transport equation, many investigators use schemes such as 
Arakawa scheme for the convection terms, at the expense of a large 
number of arithmetic operations for the purpose of conserving vorticity 
and avoiding errors such as phase errors, aliasing errors, etc. 
The time differencing, in addition, can introduce errors. For 
example, the leap frog method has been known to produce time splitting 
errors in some cases. 
Since, in the present study, the main objective is to simulate 
the time history of the flow as accurately as possible, special care has 
been taken to achieve this purpose. In the evaluation of surface vorti-
city, for example, analytical integration methods have been used where-
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ever possible. While iterating for the vorticity field in the outer 
region using successive overrelaxation techniques, high tolerance 
limits have been used to ensure proper convergence. In the inner field 
the velocity is evaluated using accurate analytical techniques where-
ever possible. 
In addition, in the course of computations, a number of tests 
have been performed using different time steps to study the effect of 
time step on the accuracy of the solution. For the time steps consider-
ed, the time step is found to play a minor role in the accuracy of the 
solution. 
In order to demonstrate this point, the surface vorticity distri-
bution obtained at a time level of t=.32 is shown for selected nodes on 
the surface of the airfoil for two test runs, in Table 4. The numerical 
solution at t=.28 was chosen as the reference solution (initial solu-
tion). The time steps used were .04 and .02 respectively in the two 
cases. In Table 4 , node 1 corresponds to the. leading edge, node 7 
corresponds to the trailing edge, and the other nodes are located at 
arbitrary stations on the upper surface. During the time period, the 
airfoil undergoes the following pitching motion: 
a = 9 - 6 cos 6t 
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Table 4. Effect of Time Step on the Numerical Results 








.02 -117 .47 -48 .33 -25 .95 -6 .20 2.538 -2.40 40 .68 
It is seen from the above table, that the solution at t=.32, 
obtained from two different runs differs very little. The trailing 
edge (node 7), being the most sensitive point: in the entire flow field, 
shows the maximum deviation. Since the surface vorticity distribution 
is the most sensitive quantity among all the flow properties, its in-
sensitiveness to At indicates that the time step plays a minor role in 
the accuracy of the solution. 
In addition, various possibilities such as the Crank-Nicholson 
scheme, fully implicit scheme, time element scheme have been explored 
for the integration of the ordinary differential equations obtained by 
the application of Galerkin's process. All the above methods produce 
virtually the same solution for the time levels considered. 
Though no detailed analysis of the effect of grid size on the numerical 
solution has been performed, the final results indicate that there are 
sufficient number of nodes in the neighborhood of the airfoil to describe 
the viscous region adequately. 
It was recognized during the course of computations, that the 
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downstream boundary condition should be modified, since the wake might 
extend beyond the downstream boundary at later time levels. It may be 
noted that, for the four cases considered in the previous chapter, the 
assumption that uo was equal to zero, was accurate enough, because of 
the low time levels considered. In the present calculations the follow-
ing boundary condition is used. 
dto 
•r- = 0 at downstream boundary. 
While calculating the velocity boundary conditions, the velocity 
values at the nodal points on the downstream boundary were evaluated 
using the integral relationship for velocity. The effect of the vorticity 
downstream of the downstream boundary (i.e. the vorticity leaving compu-
tational domain) was ignored. It is clear that such an assumption would 
introduce additional approximations in the calculation of the velocity 
boundary conditions. However, since the influence of velocity boundary 
conditions at any point in the field decreases inversely with the 
distance between the point and the boundary, it is expected that the 
above approximation would not affect the velocity field in the neighbor-
hood of the airfoil. 
In order to ensure proper conservation of vorticity, the net 
amount of total vorticity Q1 leaving the downstream boundary was calcu-
lated at each time level. 
t 
Q = J dt j (v • ri) u/ dS 
o S, 
Here S1 denotes the downstream boundary, n is the unit normal 
vector, positive when directed away from the outer field. Then, while 
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calculating the total vorticity in the flow field, Q1 gives the magni-
tude of total vorticity outside the computational domain, 
There are no experimental results available for comparision for 
the cases considered here. However, it is felt that the numerical re-
sults must be in qualitative agreement with linearized potential flow 
theory, at least for low angles of attack, when there is no trailing 
edge separation. 
Therefore, the first two cases considered involve very low mean 
angle of attack and amplitude. As expected good qualitative agreement 
is found in these two cases. The third case studied involves the study 
of large amplitude-high frequency motion. 
Linearized Potential Flow Results 
We first present some linearized potential flow results, and 
show the phase relationship between the integrated loads and the angle 
of attack. These results are available in open literature [23]. 
We consider a thin symmetric airfoil, placed in a uniform stream 
of velocity v , at a mean angle of attack a « Because superposition is 
oo O 
valid within the framework of the linearized potential flow theory, the 
mean value of the lift coefficient is given by 2T7Q? and the mean value 
of the moment coefficient about quarter chord is zero. These mean 
quantities are unaffected by the perturbations induced by the oscilla-
tions in pitch. 
We further assume that the pitching motion of the airfoil is 
given by 
iou t 
Oi ~ Oi& 
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Where <y is the amplitude of motion ( a complex number with magnitude and 
phase angle) and U)- is the frequency of oscillations. The complex 
representation is used here because of its generality. Then, the fol-
lowing expressions are true within the framework of linearized potential 
flow theory: 
L 2 • L " 
L i f t = TTP - r [v a + -r a ] 
+ 2TTPVOO \ C(k) [ v j * + \ <J] 
Moment about quarter chord point 
2-
LT L . 3 2.."i 
- - "P 4 L V» 2 « " 32 L "J 
In the above expressions, C(k) is the Theoderson function defined 
in terms of Bessel's functions. L is the chord of the airfoil, and the 
dot on top of 'a' denotes differentiation with respect to time. 'k' is 
the reduced frequency, given by U) L/2 v . 
After non-dimensionalizing time with respect to — , expressions 
00 
for the lift and moment coefficients are obtained as1 follows: 
Lift TT |~ * QT | , „ , . v r o , .-) 




TT a 3 .." 
C ~ : Q - : - r ; Of I M 2 n_ 2 32 J 
In the above expressions the time derivatives are evaluated with 
the non-dimensional time. 
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We define 
C(k) = A + IB 
From tab les , C(.3) = .66496 - .17933i 
C(3) = .50635 - .0399i 
If we are interested in pure sinusoidal o s c i l l a t i o n s , we only 
need to consider the imaginary parts of the above expressions for loads 
Thus, af ter s impl i f ica t ions , 
a ~ a s in co11 
CL (T\ 
7 = ( s 03, + 2TTB + rau-.A) cos co.. t 
Oi 
+ [ 2TIA - Boo-.Tr - ^ ou-j s i n oj-t 
St v Bi , + 3 2 . ; 
— = 2 \ - y cos uo-t + — OJ s m oj-t 
a 
From the expression for Cw, i t is clear that the moment coeffi-
M 
cient will always lag behind the angle of attack. If c is plotted as a 
M 
function of a, the plot will describe a counter clockwise loop for the 
present definition of C (nose-up moment positive) indicating positive 
M 
aerodynamic damping. Linearized potential flow theory, thus predicts 
positive aerodynamic damping always. 
Considering the expression for C , i t is c lear that for small 
Li 
reduced frequencies (oo1 « 1) C will lag behind <y. This is because 
J- JL 
the coefficient of the term containing cos u> t becomes negative for low 
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values of (JD , B being always negative. The circulatory component of 
lift always lags behind the angle of attack. However, for larger values 
of U) , the inertial terms in the expression for C may dominate, causing 
J- JLl 
C to lead a. For the cases considered here (»6 ̂  cu- ̂  6) this is found 
to be the case. 
Similar conclusions may be drawn for the case where the pitching 
motion is defined by a cosine wave. 
For very low reduced frequencies, the inertial terms in the 
expressions for CT and C may be dropped, and additional approximations 
JLi M 
may be made leading to simpler expressions for the lift and moment co-
efficients. Such approximations, commonly called "Quasi-unsteady" and 
"Quasi-steady" approximations are not applicable for the present calcu-
lations. The full unsteady expressions are more appropriate. 
Viscous Flow Results 
In the following sections, we present the numerical results for 
the viscous flow over oscillating airfoils for three different combina-
tions of mean angle of attack, amplitude and reduced frequency. These 
calculations were performed for a Reynolds number of 1000. A detailed 
time history of the integrated loads is presented for each of the three 
cases and compared with the potential flow theory whenever appropriate. 
The properties of the viscous flow, such as surface pressure and vorti-
city distribution, velocity profiles in the boundary layer, streamlines 
and vorticity contours are also presented at several selected time levels 
for these cases. 
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Case 1. Viscous Flow Over a Joukowski 12*/. Airfoil Undergoing Low 
Amplitude Oscillations at Moderate Reduced Frequencies. For 
this study, the finite element network shown in Figure 2 is used. In 
addition a coarse grid (Ax = .1, Ay=.05) is added to the outer field. 
This coarse grid contains 1000 nodes, and addition of this coarse grid 
ensures that the downstream boundary is located sufficiently far away 
from the airfoil. For the present case, the downstream boundary is 
located 5.7 chords away from the trailing edge. The upstream boundary 
is located in this case .9 chord units away from the leading edge. 
The airfoil is impulsively started from rest at a mean angle 
of attack equal to 3 , and set into pitching motion according to the 
following equation. 
a = 3° + 1° sin (.6t) 
where time level t is non-.dimensionalized with respect to the ratio 
between chord length and free stream velocity. The reduced frequency 
based on semichord, for this motion is .3. The calculations have been 
performed up to a time level of 10.4, which corresponds approximately 
to one complete cycle of pitching motion. The time step for these cal-
culations is varied gradually from .0075 to .1, in order to ensure good 
resolution of results during the early time levels. 
Because of the impulsive start, very large loads, pressure coeffi-
cients and vorticity values are obtained during the early part of the 
cycle, and these effects become negligible after t > 1.3. Because the 
primary objective of the present method is to study the loads associated 
with the pitching motion, these impulsive loads are of minor significance, 
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and will not be discussed here. 
The upstroke of the airfoil takes place during the time period: 
0 < t < 2.618. At t=2.618, the airfoil is at its maximum angle of 
attack (4 ). Between t=2.618 and t=7.854, the airfoil undergoes down-
stroke motion and the angle of attack decreases from 4 to 2 . Between 
the time levels t—7.854 and 10.472, the airfoil is on the upstroke 
again, and reaches the mean angle of attack at the end of this time 
period. 
The angular velocity of the pitching motion is maximum at the 
time levels t-o, t=5.236 and t=10.472. The inertial term corresponding 
2 dr 
to the centrifugal acceleration (Q r y- effect) is at its largest magni-
US 
tude at these time levels. Since Q varies at the frequency co-, this 
term will vary at the frequency 2oo... However, the centrifugal accele-
ration effect produces identical changes in the pressure distribution 
on the upper and lower surface. Thus its effect on C_ and C is zero. 
L M 
Since the effect on the pressure drag, however, is cumulative, the 
contribution of this term to pressure drag will lead to a component of 
the pressure drag varying in time at a frequency of 2d).. • 
The angular acceleration Q(equal to - '&) is maximum in magnitude 
at time levels 2.618 and 7.854, and the inertial term corresponding to 
de 
ds 
. O j n 
the angular acceleration effects (Or •=- effect) assumes its largest 
magnitude at these time levels. 
These inertial terms affect the surface pressure distribution 
and load history to a noticable extent even at this moderate reduced 
frequency, and are responsible for many of the flow phenomena observed 
in the present case. 
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The time histories of the various integrated loads are presented 
in Figures 28, 29, 30, 31 and 32 for the time period 1.3 £ t £ 10.4. 
The following observations may be made regarding the load histories. 
(1) Viscous Drag: The viscous drag values are somewhat high 
during the early time levels. (t < 2). This is because these values 
are still influenced by the impulsive start effect. During the rest 
of the time period, the viscous drag values are found to be relatively 
insensitive to the pitching motion. This is due to the following reason. 
Even though the pitching motion leads to build up and depletion of cir-
culation around airfoil, the net effect on the surface shear stress is 
actually small, since any increase in shear stress on the upper surface 
is partly compensated by a decrease in shear stress (as observed by 
surface vorticity magnitude) on the lower surface, and vice versa. 
This observation has been found to be true even in high Reynolds 
number cases [24]. Numerical results, based on boundary layer theory, 
for viscous flow on an oscillating airfoil in a fluctuating air stream 
are presented in Reference 24. These results indicate that the drag vari-
ation due to the pitching motion alone is very small compared to drag 
variation due to free stream speed fluctuations. 
(2) Pressure Drag: The pressure drag is large at earlier time 
levels, because of the impulsive start effects, and decreases rapidly 
as shown in Figure 29. Near t=2.1, the pressure drag shows a pronounced 
dip. This is due to the leading edge suction effect--a large drop in 
pressure in the leading edge region due to the higher velocities as the 
angle of attack increases. The drag recovers to somewhat higher values 
during the downstroke. The pressure drag, in general, is found to be 
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very much smaller in magnitude than the viscous drag for the present 
case. 
(3) Lift: The Lift history based on the present numerical re-
sults are shown in Figure 31, and compared with the results based on 
linearized unsteady potential flow theory. It is observed that there 
is good agreement between the two sets of results in phase. It is also 
noted that the lift coefficient leads the angle of attack in phase. 
The two sets of results do not agree in magnitude, however. This is 
expected because of the strong viscous effects on the flow properties 
near the surface at this moderate Reynolds number. 
(4) Moment: The variation of the moment coefficient about 
quarter chord is presented as a function of time in Figure 32, and 
compared with the potential flow theory. The present results show a 
pronounced dip in C,_ at t=2.1, while the potential flow theory does not 
M 
predict any such d ip . At other time leve ls , i t is observed that the 
numerical r e su l t s and the potent ia l flow resu l t s agree reasonably well 
both qua l i t a t ive ly and quant i t a t ive ly . 
If the moment coefficient i s plotted as a function of a, the 
potent ia l flow theory as well as the viscous flow resu l t s produce counter 
clockwise hysteres is loops. In view of the present sign convection for 
moment coefficient (nose-up moment posi t ive) th is means posi t ive aero-
dynamic damping--a property important from the aerodynamic f l u t t e r point 
of view. 
The pressure d i s t r ibu t ion on the surface of the a i r f o i l is shown 
in Figures 34, 35, 36 and 37 a t selected time l eve l s . I t is possible 
to explain the surface pressure var ia t ion and the load h i s to r i e s (pa r t i -
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cularly C and C ) based on familiar concepts of circulation, induced 
L M 
camber and angular acceleration effects. 
As the angle of attack increases, the front stagnation point moves 
rearward, indicating the build up of circulation around the airfoil. 
The build up of circulation is casued by the increase in the angle of 
attack, as well as rotation of the airfoil. This rotation of the airfoil 
induces on the surface a distribution of vorticity, and hence a circu-
lation around the airfoil. In the case of thin airfoil, this additional 
circulation is equivalent in form to the circulation produced by a 
stationary cambered airfoil, and is known as the induced camber effect. 
However, as the circulation builds up on the airfoil, vorticity is being 
continuously shed into the wake; this vorticity moves at a speed much 
less than the free stream velocity, and also diffuses as it moves down 
stream. The effect of this shed vorticity is to cause the circulatory 
lift to lag behind the angle of attack. 
The effect of this build up of circulation leads to lower pres-
sures on the upper surface of the airfoil and higher pressures on the 
lower surface of the airfoil as shown in Figure 34. 
As the angle of attack decreases, an exactly opposite process 
takes place. The circulation around the airfoil decreases, and the 
circulatory lift also decreases. 
Even though the terms "circulatory lift", "induced camber effect" 
etc. are used only in the context of potential flow theory in literature, 
in the case of viscous flows these terms are equally valid provided 
proper care is taken to recognize the effect of the viscous region on 
the quantities described here. For example, while calculating the cir-
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culation around the airfoil, it is now necessary to consider both the 
surface vorticity, and the vorticity in the viscous region around the 
airfoil. 
The inertial acceleration effects, however, modify the surface 
pressure distribution and the integrated loads. Among the inertial 
* 2 dQ 
terms, the term corresponding to the angular acceleration (Or — effect) 
ds 
is of significance. 
During the upstroke, and part of the downstroke, (0 < t < 5.236) 
it may be shown that the angular acceleration effect tends to produce 
adverse pressure gradient on the upper surface, and favorable pressure 
gradient on the lower surface. As a result, during the upstroke, the 
cumulative effects of the shear stress gradient effect (5— effect) and 
the angular acceleration effect tends to produce large adverse pressure 
gradients aft of midchord. It is seen in Figure 32, for example, that 
the pressure gradient t=2.64 (a ~ 4 ) is much larger that the pressure 
gradient at t=5.235(a v 3 , Figure 35). This large adverse pressure 
gradient leads to higher values of pressure on the upper surface of the 
airfoil, and causes a drop in lift even before the maximum angle of at-
tack is reached. It is for this reason that the lift leads the angle 
of attack in phase, even though the circulatory component of lift tends 
to lag the angle of attack in phase. 
During the time period 5.236 < t < 10.472, the angular accelera-
tion produces favorable pressure gradient on the upper surface, and 
leads to a recovery of lift even before the angle of attack reaches its 
minimum value. Thus throughout the cycle the total lift leads the 
angle of attack in phase. 
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The numerical results show that there is trailing edge separation 
on the upper surface near <y = 4 , as the angle of attack increases, 
The flow reattaches itself during the downstroke. The separated re-
gion is very small and does not affect the integrated loads signifi-
cantly. The velocity profiles on the upper surface are plotted at 
selected time levels in Figure 33. It is clearly seen that the flow 
near the trailing edge has a tendency to separate as the angle of attack 
increases. 
Case 2, Viscous Flow Past a Joukowski 12*/. Airfoil Undergoing Low-
Amplitude Oscillations at High Frequencies. For this case, 
the finite element network used in Case 1 is again used, and the confi-
guration of the outer field is also kept the same as for Case 1. The 
numerical solution obtained for Case 1 is used as the starting solution. 
As before, the Reynolds number of the flow is assumed to be 1000. The 
airfoil is assumed to undergo the following pitching motion. 
a = 3° + 1° sin 6t 
The reduced frequency for this specified motion is 3.0 based on 
semichord and free stream velocity. 
The numerical calculations were performed up to a non-dimensional 
time level of 2.4, using a constant value of time step equal to .04. 
During this time period the airfoil undergoes a little more than two 
complete cycles of oscillation. Most of the calculated flow properties 
were observed to vary periodically after the first cycle. The impulsive 
start produced significant transient loads during most of the first 
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cycle; the transient effects were found to be negligible during the 
second and third cycles. 
The time history of the loads—C_ , CL , CL , CT , and Cr are shown 
D D,. D L M 
P f 
in Figures 38 through 42 for two cycles. The hysteresis loops for the 
lift and moment coefficients are shown in Figures 43 and 44. In addi-
tion, the results from the potential flow for C and C are also presented 
L M 
in Figures 41 through 44. Figures 45 through 50 show the surface pres-
sure distribution at selected time levels. The streamline contours as 
observed in a rotating frame of reference, as well as the constant 
vorticity contours as observed in an inertial coordinate system are 
shown in Figures 51, 52 and 53 at selected time levels. 
The following observations may be made regarding the load histories 
from the numerical solution presented in Figures 38 through 44. 
(1) Pressure Drag: It is observed from Figure 38 that the pres-
sure drag reaches a minimum at t * .35 and t ^ 1.39. The variation of 
pressure drag is found to be nearly periodic with a time period equal 
to 1.04, which corresponds to the time period of the pitching motion. 
The pressure distribution at time level t ** 1.44 (Figure 46) shows lower 
pressures near the leading edge compared to the pressure distribution 
at time level t = 1.28 (Figure 46). Thus the minimum pressure drag 
observed at time level t *a .35 and t ~ 1.39 is entirely due to the low 
pressures near the leading edge--the leading edge suction effect. 
The amplitude of the pressure drag variation is about .002, as 
seen from Figure 38, and the pressure drag oscillates about a mean value 
of .019. A comparison of typical magnitudes of pressure drag and vis-
cous drag values as shown in Figures 39 and 39, clearly indicates that 
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the viscous drag is the dominant contributor to the total drag. 
(2) Viscous Drag: From Figure 40, it is observed that the 
variation of viscous drag with time is very small, (AC < .004) indi-
Df 
cates that the viscous drag is relatively insensitive to the pitching 
motion. This was found to be true even in Case 1, as mentioned earlier. 
The variation of the skin friction coefficient is found to be nearly 
periodic, but not harmonic. During the second cycle, the skin friction 
drag values are somewhat higher than for the first cycle. Thus, it may 
be necessary to perform the calculations for more than 2 cycles to reach 
periodic behavior. This is expected of course, because the skin fric-
tion drag is directly dependent on the surface vorticity distribution. 
While all the other quantities like stream function, velocity, vorticity, 
etc. have reached limit cycle or periodic variation, the surface vorti-
city variation is still not periodic, even after two cycles. 
(3) Lift and Moment Variation: It is possible to explain the 
variation of lift and moment coefficients, and the variation of surface 
pressure distribution based on the concepts of circulatory lift and 
inertial forces. The effect of viscosity is to modify the loads pre-
dicted by the potential flow theory somewhat by the presence of a 
thick boundary layer around the airfoil at this moderate Reynolds number. 
A brief qualitative explanation of the lift and moment history is given 
here. 
During the upstroke, the numerical results indicate that the 
surface vorticity at the leading edge increases, and that the forward 
stagnation point moves backwards. This indicates the build up of cir-
culation around the airfoil. At the same time, vorticity is continuous-
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ly being shed into the wake from the trailing edge region, to satisfy 
conservation of vorticity. This shed vorticity in the wake moves at a 
velocity less than free stream velocity (owing to the velocity defect) 
in the wake and also diffuses rapidly. In classical thin airfoil theory, 
this shed vorticity is assumed to move at free stream velocity. Since 
in the viscous flow case the shed vorticity moves at a much lower speed 
the increase in circulatory lift takes place at: a much slower rate 
than in the potential flow case. Thus the circulatory lift lags be-
hind the angle of attack much more in the case of viscous flow than in 
the case of potential flow. 
The effect of inertial forces, especially the angular accelera-
tion, is to produce adverse pressure gradient on the upper surface dur-
ing the upstroke. The cumulative effects of surface shear stress gra-
dient and the angular acceleration effect produces very large pressure 
gradients on the upper surface as shown in Figure 45 at time level 
t = 1.28. There is actually a cross over of the upper and lower surface 
distributions as shown in Figure 45. 
As a result of the larger pressures on the upper surface, the 
total lift begins to fall even before the maximum angle of attack is 
reached, and the maximum lift occurs at t - 1.08 (Figure 41). Thus 
the numerical results correctly predict that the total lift leads the 
angle of attack in phase. The predicted lift, however, lags behind 
the lift predicted by potential flow theory, presumably because the 
circulatory lift in the viscous flow case lags behind the circulatory 
lift for the potential flow case as explained earlier. 
The thick boundary layer around the airfoil also leads to lower 
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magnitudes of C compared to the potential flow results, as shown in 
j-j 
Figure 41. 
During part of the downstroke, as the airfoil angle of attack 
decreases from 4 to 3 , the adverse pressure gradient produced by the 
angular acceleration effect continues to exist. In addition, the 
circulatory lift drops in magnitude as the angle of attack decreases. 
As a result, the total lift continues to decrease during this period 
(1.3 < t < 1.56). Figure 46 shows a large adverse pressure gradient on 
the upper surface, and it is seen that the enclosed area in the cross 
over region has also increased, showing that the lift is decreasing. 
During part of this cycle, the C values become negative as shown in 
j-j 
Figure 41. 
The effect of higher pressures on the upper surface is to pro-
duce a nose up moment, and from Figure 42, it is seen that C steadily 
increases during the upstroke and during part of the downstroke (1.3 < 
t < 1.56, 3° < a < 4°). 
During the rest of the downstroke the angle of attack decreases 
from 3 to 2 (1.56 < 1.82). The surface vorticity at the leading edge 
further decreases in magnitude, indicating further decrease in circula-
tory lift magnitude. However, during this period the angular accelera-
tion changes sign, and produces a change in the surface pressure gradient 
all over the surface. The effect of the angular acceleration is, for 
this period, to produce favorable pressure gradient on the upper surface, 
and adverse pressure gradient on the lower surface. As a result, a 
second crossover in surface pressure distribution as shown in Figure 
47 appears. The lift coefficient begins to increase after t = 1.6. It 
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is seen in Figure 48 that the second loop has increased in size at 
t = 1.76 indicating the increase in lift. 
The effect of lower pressures on the upper surface, and higher 
pressures on the lower surface, in the region defined by the second 
cross-over, tends to produce a nose-down pitching moment effect, and the 
moment coefficient begins to decrease after t = 1.6. 
During the period 1.82 < t < 2.08, the angle of attack increase 
is from 2 to 3 . The lift coefficient continues to increase while 
the moment coefficient continues to decrease. 
The numerical results indicate trailing edge separation during 
the periods 1.04 < t < 1.24 and 1.86 < t < 2.08. This separation is 
primarily due to the adverse pressure gradient on the upper surface. 
This separated flow region is very small and does not affect the inte-
grated loads, or the surface pressure gradient very much. 
In order to enhance the understanding of the flow field, and to 
ensure that the numerical solution produces physically realistic velocity 
and stream function fields, the vorticity and stream function contours 
are shown in Figures 51, 52 and 53 at selected time levels. The stream-
lines are plotted as observed by an observer stationed on the rotating 
airfoil. As a result, during the upstroke (Figure 52) the observer will 
see the free stream approaching the airfoil at an angle of attack less 
than a, and observe the streamlines far downstream at an angle of attack 
greater than a. The exactly opposite effect occurs during the down-
stroke. 
The streamline plots show many of the qualitative features 
expected: (1) the high velocity near the leading edge on the upper 
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surface as seen by the crowding of the streamlines in that region. (2) 
the thick boundary layer on the upper surface aft of mid chord. In 
addition, the smoothness of the streamlines as they enter and leave 
the finite element region shows that the hybrid scheme permits a 
smooth transition from one scheme to another. 
The lift and moment hysteresis loops are plotted for the two 
cycles of motion in Figures 43 and 44. The moment hysteresis loop is 
found to be in the counterclockwise sense, both for the potential flow 
and the present case. Thus both these solutions predict positive aero-
dynamic damping. 
Comparison of the Results for Cases 1 and 2 
Valuable conclusions regarding the effect: of reduced frequency 
on the flow properties may be drawn from Cases 1 and 2, because these 
two cases involve the same mean angle of attack and amplitude of motion, 
but different reduced frequencies. 
Considering the moderate reduced frequency case (k = 0.3 based 
on semi-chord) the inertial effects are significant even at this reduced 
frequency. The quasi-unsteady theory, for example, predicts a C varla-
j-i 
tion that is quite different from the unsteady flow theory which is 
more appropriate for the present reduced frequency. The predicted vis-
cous flow results agree in phase with the potential flow theory. 
Comparing C for both the cases, it is found that there is 
max 
considerable increase in C at the higher reduced frequency according 
max 
to the potential flow theory. The viscous flow results do not show such 
an increase. The C_ is however different for both the cases. The 
max 
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C for the high reduced frequency case becomes negative, which is not 
min 
surprising, because of the pronounced inertial effects at this frequency. 
The C variation is very pronounced for the higher reduced frequency 
case, again because of the increase in the magnitude of the inertial 
forces. The C variations in both the cases predict positive aero-
dynamic damping, in accordance with the unsteady potential flow theory. 
The viscous drag variation was found to be relatively insensitive 
to the pitching motion in both the cases. The pressure drag variation, 
though small, could be traced back to the leading edge suction effect 
for both the cases. The total drag as well as its components are of 
comparable magnitudes in both these cases. 
Both the cases predict trailing edge separation during parts of 
the cycle. The separation is caused by a combination of adverse shear 
stress gradient and inertial force effects leading to adverse pressure 
gradients on the upper surface. 
Case 3. Viscous Flow Over a Joukowski 12*/. Airfoil Undergoing Large 
Amplitude Oscillations at High Reduced Frequencies. For this 
case, the finite element network shown in Figure 2 is used. The 
number of nodes in the outer field is kept the same as in Case 1. The 
numerical solution discussed in the previous chapter for viscous flow 
over a Joukowski 12*/. airfoil at 3 angle of attack (Re = 1000, t = 
2.07) is chosen as the starting solution. The airfoil is assumed to 
undergo the following pitching motion. 
<* " 9° - 6° cos (6t) 
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The above relationship gives <y - 3 , and Q=0 at t=0. Thus at 
t=0, the starting soltuion and the present variation match both in 
angular velocity and angle of attack. This is the reason the cosine 
variation is chosen in preference to the sine variation. The mean angle 
of attack, and the amplitude of motion have been so chosen that the 
airfoil oscillates in and out of the static stall region. 
The numerical calculations have been performed for the first cycle 
and part of the second cycle (0 < t < 1.68). A. constant value of time 
step equal to .04 has been used throughout the computations. The numeri-
cal results indicate that the integrated loads are nearly periodic, 
though not necessarily harmonic, after t ** .40. 
Even though the maximum angle of attack reached in the present 
case is 15 , no dynamic stall effects are observed. Many investigators 
[25,26,27] have observed that the dynamic stall occurs at an angle of 
attack higher than static angle of attack, from theoretical studies 
based on potential flow models, and experiments conducted at higher 
Reynolds numbers. In addition,the dynamic stall angle is observed to 
increase with the reduced frequency. Many explanations have been sug-
gested in literature regarding the stall delay, but the theory proposed 
by Carta [28] based on inviscid flow results is more appropriate at 
high reduced frequencies. Carta observed that the adverse pressure 
gradient on the upper surface of the oscillating airfoil as calculated 
from inviscid flow theory is much lower over most of the upper surface 
than the corresponding adverse pressure gradient on a stationary airfoil 
at the same instantaneous angle of attack. Thus, if separation, leading 
to the formulation of the bubble and stall, depends only on the pressure 
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gradient, an oscillating airfoil at a given angle of attack is less 
likely to stall than a stationary airfoil at the same value of ot. 
Because no dynamic stall effects are observed in the present case 
(despite the appearance of a separation bubble, to be discussed later), 
it is felt that the lift and moment variation must be in qualitative 
agreement with the unsteady linearized potential flow results. There-
fore the potential flow results are also presented in Figures 54, 55, 
56 and 57, along with the present viscous flow results for C and C ,. 
L M 
The drag variation is presented in Figures 58, 59 and 60. 
The C_ variation is shown in Figure 54. It is observed that the 
C variation predicted by the viscous flow lags behind the C variation 
i-i Li 
given by the potential flow results. This is presumably because con-
vection of the shed vorticity in the viscous wake occurs at a much 
lower mean velocity than in the potential flow case, where the vorticity 
shed from the trailing edge is convected away at the free stream velo-
city. As a result, the circulatory lift builds up at a much slower rate 
in the viscous flow case during the upstroke. Similarly, the circula-
tory lift decreases at a much slower rate for the viscous flow. Thus 
the circulatory lift, and hence the total lift always lag behind the 
lift variation predicted by potential flow theor)'. 
The C, occurs before a reaches ex > because of reasons simi-
le max 
max 
lar to those given for Cases 1 and 2. The large adverse pressure gra-
dient on the upper surface, leading to higher pressures aft of mid chord, 
causes the lift to decrease even before a is reached. This effect 
max 
is a phenomenon governed by inertial forces, which are substantial for 
Case 3 compared to Cases 1 and 2. 
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It is observed in Figure 54, that the maximum lift achieved is 
much higher than the static C value for 15° angle of attack. 
Ju 
Similarly, C reaches large negative values. This is due to the 
min 
fact that the inertial effects at this high reduced frequency and large 
amplitude of pitching motion create substantial pressures on the sur-
face of the airfoil. 
A comparison of the C_ magnitudes between the first cycle and 
J_i 
second cycle shows that the C variation is not periodic yet. Thus it 
J_I 
may be necessary to perform the calculations for 3 or more cycles before 
a reasonable periodic behavior is observed. This was not attempted in 
the present case, because the deviation from periodic behavior is small 
during the two cycles, compared to the magnitudes of C and C 
max min 
Figure 55 shows the lift hysteresis effect for both the potential 
flow and viscous flow cases. The orientation of the hysteresis loop 
for the viscous flow case is different from that for the potential flow, 
because of the phase lag. 
The moment history is presented in Figure 56, and compared with 
the potential flow results. It is again observed that the Cw history, 
M 
as predicted by the viscous flow theory lags behind the potential flow 
results. It is seen that the Cw variation is also nearly periodic, 
M 
though it may require 3 or more cycles before good periodic behavior is 
established. 
The moment hysteresis loops as predicted by the present calcu-
lations, and the potential flow theory, are shown in Figure 57. These 
variations describe counterclockwise loops in the present case. Thus 
the aerodynamic damping is positive--a very desirable property from the 
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flutter point of view. It is also observed that the hysteresis loop 
for the viscous flow case is nearly elliptic, indicating that the 
variation is primarily simple harmonic, with higher frequency compo-
nents present in small amounts. It may be noted that the potential 
flow theory, which retains oiily first order perturbations will always 
predict a simple harmonic variation of CT and C . 
L M 
The pressure drag variation is shown in Figure 58. It is seen 
that the pressure drag reaches its minimum value near a = a (t^O.56 
max — 
and t ~ 1.60). This is primarily due to the very high velocities, and 
the low pressures that exist in the leading edge region at a . The 
max 
figure shows that the pressure drag even becomes negative at some time 
levels. However, if the drag components are re-expressed in a more 
conventional wind axis system, the pressure drag and viscous drag coef-
ficients will always be positive. 
Even though the maximum value of pressure drag is definitely 
higher for the first cycle than for the second cycle, the pressure drag 
variation shows a near periodic variation after t ̂  »44. The variation 
of C during the time period .44 < t < .64 compares reasonably well 
P 
with the variation of CL during the second cycle for the corresponding 
P 
period: 1.48 < t < 1.68. 
The viscous drag variation is shown in Figure 59. Unlike Cases 
1 and 2, where the skin friction coefficient variation was found rela-
tively insensitive to the pitching motion, in the present case the 
viscous drag varies from a minimum value of .066 to a maximum value of 
.103 during the first cycle. This large variation is primarily due 
to the large variation in angle of attack (3 < a < 15 ) which leads 
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to the surface shear stress variations of large magnitude during the 
cycle. 
A brief description of the factors affecting the viscous drag 
variation will be given here. During part of the upstroke (0 < t < .32) 
the increase in angle of attack increases the velocities over the lower 
surface, leading to increased shear stress magnitudes over most of the 
lower surface. This outweighs the growth of negative shear stress on 
the upper surface due to the separated flow (to be discussed later). 
Thus the net integrated skin friction drag increases during the period: 
0 < t < 0.32. 
During the rest of the upstroke motion ( 0.32 < t < 0.52) the 
increase in the strength of the separated flow on the upper surface 
outweighs the increase in the surface shear stress strength on the lower 
surface; therefore, the skin friction drag decreases in magnitude during 
this period. 
During the time period 0.6 < t < 1.04, the variation in skin 
friction drag is due to two different effects. As the angle of attack 
decreases, the surface vorticity over most of the airfoil tends to de-
crease, causing the viscous drag to decrease. However, the separated 
flow region decreases in strength during downstroke, and finally disap-
pears at t N 1.0, and the negative shear stress produced by the reversed 
flow decreases in magnitude as well. This effect tends to increase the 
viscous drag. Thus, the two opposing effects give rise to the complex 
behavior of C during the above period. 
Df 
The total drag variation is presented in Figure 60. In the pre-
sent case, as in Cases 1 and 2, the viscous drag is the major contributor. 
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The total drag coefficient reaches a maximum value of 0.13 in the pre-
sent case. It is found that the total drag values in the present case 
are somewhat higher than the total drag values in Cases 1 and 2, mainly 
because Cases 1 and 2 involve small mean angle of attack and amplitude. 
The large variation in angle of attack in Case 3 leads to noticeable 
separation over most of the upper surface. In cases 1 and 2, the sepa-
ration was confined to the trailing edge region, and since the region 
of separation was very small, it did not affect the integrated loads 
significantly. In the present case, the numerical results show the 
following sequence of events on the upper surface during the first cycle. 
Immediately after the start, a strong trailing edge separation 
is observed, the flow separating from the trailing edge region on the 
upper surface near the station - = .75 (Figure 61). As the angle of 
attack increases, at t = .16, it is seen that the region of recirculation 
increases in size, as shown in Figure 62. The vorticity contour plot 
(on the upper half of Figure 62) shows that vorticity is being shed from 
the trailing edge. At t = 0.4 , as shown in Figure 63, the separation 
point has moved upstream on the upper surface. Some of the stream lines 
in the recirculating region form a closed bubble as seen in the figure. 
In addition the vorticity contour plot shows that the vorticity shed 
near the trailing edge region has diffused over a larger region. At t = 
0.52, as shown in Figure 64, the airfoil reaches its maximum angle of 
attack (15 ), and there is a strong recirculation phenomenon taking place 
on the upper surface at this time level. The closed loop near the trail-
ing edge in the vorticity contour plot in Figure 64 represents a part 
of the shed vorticity. Since during the upstroke, the fluid near the 
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trailing edge appears to move in the vertical direction (y direction) 
relative to the trailing edge, this vorticity field is noticeably dis-
placed in the y direction. Its effect is also noticed in the stream-
line plot, as the stream line curvature is seen to increase sharply 
near this shed vortex. After t = 0.52, as the angle of attack decreases, 
the separated flow region begins to decrease in size as seen in Figures 
65 and 66. In Figure 65, the movement of the shed vortex away from the 
trailing edge is also seen. The separation bubble finally disappears 
at t = 0.96, near the end of the downstroke. 
The phenomenon of dynamic stall, as explained earlier, was not 
observed during the present study. 
The following phenomena distinguish Case 3 from Cases 1 and 2. 
(1) The inertial effects in Case 3 are substantially stronger 
than in Cases 2 and 1 because of the large amplitude of oscillations, 
and the high reduced frequency. 
(2) A strong separation bubble appears in Case 3, while the 
separation phonomenon in Case 1 and 2 is restricted to the trailing edge 
region . 
(3) The drag variation in Case 3 is significant compared to Cases 




In the preceding chapters, a numerical procedure has been 
developed to study viscous flow past arbitrary bodies undergoing 
arbitrary motion. This procedure has been applied to the study of 
viscous flow over airfoils undergoing oscillatory pitching motions. 
Based on the numerical results, an attempt has been made to explain 
the physical and qualitative features of the flow phenomena. 
The numerical procedure involves the following speical features 
that are not found in conventional finite difference schemes. 
(1) A hybrid finite element-finite difference scheme has been 
developed for the treatment of the vorticity transport equation in the 
physical plane. This scheme makes use of all the attractive features 
that finite element schemes offer, when applied to an irregular region, 
while retaining the flexibility and simplicity of the finite difference 
techniques in the uniform outer region. 
(2) A highly accurate surface vorticity scheme has been deve-
loped. This scheme can handle any arbitrary motion of the body. This 
scheme makes use of analytical integration techniques wherever possible 
so that the inaccuracies associated with the numerical integration 
techniques do not affect the accuracy of the solution. While using 
this method, it is possible to confine the calculations to the vis-
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cous region alone. 
(3) This method makes use of an integral relationship for velo-
city, available in open literature. This integral relationship is 
explicit, and therefore needs to be applied only to the nodes in the 
viscous region. In addition this integral relationship provides seve-
ral attractive alternatives for calculating the velocity in the flow 
field rapidly and accurately. Some of these alternatives are explained 
in References 29, 30 and 31. 
The main conclusions, drawn from the study of the three cases 
involving viscous flow over oscillating airfoils, are the following: 
(1) The lift coefficient leads the angle of attack in phase. 
As the angle of attack increases, the cumulative effect of vorticity 
gradient and angular acceleration effect leads to a large increase in 
pressure over the upper surface relative to the trailing edge. As a 
result C_ begins to decrease even before the maximum angle of attack is 
i-i 
reached. For similar reasons, C is reached even before the minimum 
min 
angle of attack is reached. 
(2) The moment variation with angle of attack leads to positive 
aerodynamic damping in all the cases considered. 
(3) The stall effects diminish at high reduced frequencies. 
(4) The maximum CT shows considerable overshoot over the static 
j-i 
CT for the same angle of attack. 
max 
(5) For low amplitude oscillations, the viscous drag is relative 
ly insensitive to the pitching motion. Whenever no substantial separa-
tion effects occur the viscous drag is the chief contributor to the 
total drag. 
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Because of the large number of combinations that are possible 
between the flow parameters--Reynolds number, mean angle of attack, 
amplitude of motion and reduced frequency--the three cases considered 
in the present study serve only as characteristic examples that high-
light some of the flow properties associating with the oscillating air-
foil, The good qualitative agreement with potential flow theory, 
however, gives the necessary confidence to extend the present scheme to 
other flow situations as well. It is hoped thai: the present work will 
provide an effective basis for studying the more complex dynamic stall 
phenomenon. 
z-plane C-plane 
2 = f(0 
H • 'Si 
Figure 1. Details of the Transformation 
o 




L . Length of F l a t P l a t e 
Ax = .1 L 
Ay = .04 L 





Figure 4a. Vort ici ty Profile a t Mid-plate (t = .25) 
120 
Figure 4b. Vort ici ty Profile a t Mid-Plate ( t = .5) 
106 
.12< 
T>,. r I S 
Ke i • -L-/ 
O Presen t 
. 08 - H 
y / L 
.04 
I r > \ I I I 
0 20 40 6< 
-0 ) 
Figure 5a . V o r t i c i t y P r o f i l e a t Mid-Plate ( t = 1.5) 
.12 A 
Ref. 15 

































O Ref. 16 
Presen t 
0* 40* 80* 120* 160* 180 
Angle in Degrees from Front Stagnation Point 
Figure 7. Circular Cylinder Surface Pressure Distribution 
at Later Time Levels 
109 
Boundary of the 
Inner Region 
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Figure 12. Joukowski 12*/. Ai r fo i l at Zero Angle of Attack-Surface 
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Figure 14. Joukowski 12*/« Airfoil at 3 Angle of Attack-Pressure Drag and Moment Variation at 
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Figure 16. Joukowski 1 2 ' / . Ai r fo i l at 3° angle of Attack—Surface Pressure 
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Figure 17. Joukowski 12*/. Air fo i l a t 3° Angle of Attack—Surface Pressure 
Distr ibut ion a t t • .18 
119 
o o 
-0.30 -0.10 0.10 0.30 
DISTANCE ALONG CHORD 
0.50 
Figure 18. Joukowski 12*/. Ai r fo i l at 3 Angle of Attack—Surface Pressure 
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Figure 20. Joukowski 12'/.Airfoil at 3° Angle of Attack — Surface Vorticity 
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Figure 23. Joukowski 12"/.Airfoil at 3 Angle of Attack - Velocity Profile at t = .18 
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Figure 28. Joukowski 12% Airfoil (<y = 3 + 1 sin ,6t)--Pressure Drag History 
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Figure 29. Joukowski 12% Airfoil (cv = 3° + 1° sin .6t)--Viscous Drag History 
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Figure 32. Joukowski 12% Airfoil (a = 3° + 1° sin.6t)--Moment History 
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Figure 34. Joukowski 12"/ . Air fo i l (a = 3 + 1 sin .6t)--Surface 
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Figure 35. Joukowski 12°/ . Air fo i l (<y = 3 + 1 sin .6t--Surface 
Pressure Distr ibut ion at t=3.9 and 5.2 
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Figure 36. Joukowski 12% airfoil (a = 3° + 1° sin 6t)—Surface 
Pressure Distribution at t=6.5 and t=7.8 
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Figure 37. Joukowski 12% Airfoil (Q> = 3 + 1 sin.6t)—Surface 
Pressure Distribution at t=9.1 and t=10.4 
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Figure 39. Joukowski 12% Airfoi l (a = 3 + 1 sin 6t)--Viscous Drag History 
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Figure 40. Joukowski 12% Airfoil (a = 3° + 1° sin 6t)--Total Drag History 
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Figure 4 2 . Joukowski 12% A i r f o i l (a = 3° + 1° s i n 6t)—Moment H i s to ry 
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Figure 43. Joukowski 12% Airfoil (a = 3° + 1 sin 6t)--Lift Hystersis -P--P-
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Figure 45. Joukowski 12% Airfoil (a = 3° + 1° sin 6t)—Surface Pressure 
Distribution at t = 1.28 
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Figure 46. Joukowski 12% Air fo i l (a = 3 + 1 sin 6t)—Surface Pressure 
Distr ibut ion a t 1: = 1.64 
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Figure 47. Joukowski 12% Air fo i l (<y = 3 + 1 sin 6t)—Surface Pressure 
Dis t r ibut ion a t t = 1.6 
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Figure 48. Joukowski 12% Airfoil (a = 3 + 1 sin 6t)--Surface Pressure 
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Figure 49. Joukowski 12% Airfoil (a - 3 + 1 sin 6t)—Surface Pressure 
Distribution at t = 1.92 
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Figure 50. Joukowski 12% Airfoil (a = 3 + 1 sin 6t)--Surface Pressure 
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Figure 52. Joukowski 12% Air fo i l (a - 3 + 1 sin 6t)--Streamlines and Constant Vortici ty 
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Figure 53. Joukowski 12% Airfoi l (a = 3 + 1° sin 6t)--Streamlines and Constant Vortici ty 
Contours a t t = 1.56 
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Figure 56. Joukowski 12% Airfoil (a = 9° - 6° cos 61)—Lift Hysteresis 
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Figure 57. Joukowski 12% Airfoil (<y = 9 - 6 cos 6t)--Moment Hysteresis 
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Figure 58. Joukowski 12% Airfoil (a = 9 - 6 cos 6t)--Pressure Drag History m 
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Figure 60. Joukowski 12% Airfoil (a = 9° - 6° cos 6t)--Total Drag History ON 
o 
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Figure 62. Joukowski 12% Airfoil (Q? = 9 - 6U cos 6t)—Streamlines and Constant Vorticity 
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Figure 64. Joukowski 12% Airfoil (a = 9 - 6 cos 6t)—Streamlines and Constant Vorticity 
Contours at t = 0.52 
ON 
Ui 
Figure 65. Joukowski 12% Airfoil (a = 9° - 6° cos 6t)--Streamlines and Constant 
Vorticity Contours at t = 0.64 
Figure 66. Joukowski 12% Airfoil (a = 9 - 6 cos 6t)—Streamlines and Constant Vorticity 





AN EXPLICIT CLOSED FORM SOLUTION FOR THE NEUMANN PROBLEM 
In this section, a closed form solution for the Neumann problem 
is presented for the exterior of a two-dimensional closed surface. In 
addition, a general solution to the Laplace equation with homogeneous 
Neumann boundary conditions is also presented. 
We consider a region R, exterior of a regular boundary B, where 
solution to the Laplace equation subject to Neumann type of boundary 
conditions is to be obtained. The governing relationships are: 
(1) Laplace Equation: 
V § = 0 (A-l) 
(2) Boundary Conditions: 
dn W (A-2) 
Here r represents the position vector while the subscript B 
refers to the boundary of the solid. 
In addition, for the infinite domain R, it is also necessary to 
specify the Neumann Boundary conditions very far away from B. The 
physics of the problem in the present case requires the following con-
dition: 
^- = 0. at large distances (A-3) 
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It is convenient to solve the above problem in a transformed plane. 
We consider a conformal transformation relationship of the following 
general form: 
C = f(z) = § + ill = c e±0 
Here £ represents the physical coordinates in the transformed 
plane (to be called the £-plane), while Z represents the coordinates in 
the physical plane. 
Because the transformation is conformal, the Laplace equation 
retains its form in the £-plane as well. Thus, 
^ - + 2 - 1 = 0 (A-4) 
as W 
the transformation relationship is so chosen that the boundary B is 
transformed into a unit circle S in the £-plane, and the exterior region 
R is transformed into an infinite domain V exterior of the unit circle. 
Thus, 
CB - f(zB) - i . * 
The s t re tching re la t ionship between the physical length fdZ' of 
an in f in i t e l ine segment in the physical plane, and the corresponding 
length in the transformed plane is given by 
H(p,0) = | ~ | (A-5) 
We will be mainly concerned with stretching relationship at the 
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surface. The following equations hold: 
dn = H(1,0) dp 
ds = H(1,0) d0 
Thus, the Neumann boundary condition on B takes the following 
form in the £-plane. 
d$ = 1 d$ = - . 
5n H(1,0) d£ W 
Thus, B $ 
~ = H(1,0) ^ ( O ... . (A-6) 
dp 1 B at the surface. v 
In order to obtain a closed form solution to the Laplace equation, 
we make use of Green's theorem in its two-dimensional scalar form. If 
P(?jT|) and Q(§,T)) are two functions possessing continuous second order 
partial derivatives in the domain V, and possessing continuous first 
order partial derivatives on S and on S1 (the far field boundary), then 
the following relationship is true. 
J (PV Q - QV P) dV = J (PVQ - QVP) • n dS (A-7) 
v s+s1 
Here n is the unit vector pointed away from the domain V, normal 
to the surface. For the present application, we choose, 
P = <Kx,y) = H%,V 
1 / 2 2 \ 
Q = 4^ log [? + PQ " 2 p Po COS ̂ *VJ (A-8) 
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It is easy to show that VQvanishes everywhere except at the 
point ( p = p , 0 = 0 ) . We are primarily interested in the value of $, 
d$ 
and .r— on the solid surface. Thus, we are interested in the case where 
OS 
p = 1, (- TT < 0 < TT) . So we enclbse the po in t (p ,0) on the u n i t c i r c l e 
S wi th a s e m i c i r c l e of r ad ius e , as shown in the fol lowing f i g u r e . 
S. 
Then on S„ , <Kp ,0 ) = 0d ,0 ) + 0(e) r o o 
Also on S~, Q = - log . 
Thus, on S„ , 
52 = - L 
dn " 2TTS 
TT 
J (PVQ - QVP) • ii dS = J $(1,0) 1 
2TTS 
j ed9 
-1 h i°* * • (D • ^ 
In the limit as e -* 0, the second term on the right hand side 
vanishes. Thus, 
I g(PV2Q-QV2P) . n dS = - \ (1,0) (A-9) 
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On S.., the far boundary, from the physics of the problem, 
*! = o 
on 
We assume that the far boundary is a circle of radius R, where 
R » 1. 
On S,, 
dQ = dQ 





2p - 2p cos(0-0 ) 
Sn p -R p + p - 2pp cos(0-0 ) 1 ro r ro rro o 
- 2 S ( R > > P > -
Thus, 
/ [• 
| 2 . Q |«1 ds . fmgl Rde - c. 
on x dnj J 2rrR 
Where C, i s a c o n s t a n t . The va lue of C, in genera l w i l l depend 
on R. 
1 F 2 
On S , p - 1 . Thus, Q = 2 T 1 + P " 2 P c ° s ( 0 - 0 ) 
A l s o , 52 
on 
Po 
_T " 4 T { . 2 
- 1 D + 
i r - 2pQ - 2p cos(0-0 Q ) 
p + p - 2pp cos(0-0 , , r o r r r o o p =1 
•o 
i r 2 p - 2 cos (0-0 ) 1 o 
" 4T1_ 
1 + p - 2p cos (0-0 ) 







Thus, for the sur face S, we get 
k 52 . 0 §i dn * dnJ 
2TT 
d s = § L * ( i f 0 o ) . ^ - Q | 2 _ ! d 0 o 
^ „ d$" 
- C 2 + fir § l o^ [2 - 2 c08<*-*o>lS5 )d*o 
d$ \ 
Combining all the terms involving S1, and S~ and S , and noting 
that the area integral vanishes, we get the following form: 
§ (1,0) = C1 + C2 + i § log [2 - 2 cos(0-0o)] |! d0Q (A-11) 
Taking the derivative of $ with respect to 0, we get, 
d§ 1 e s i n ^ ^ o } d$ 




ds H(1,0) d0 2TTH (1,0) § 1 -
sin(0-0 ) x̂ 
r~ d0 cos(0-0 ) dp ' o 
o o 
(A-12) 
Eqs. (A-X2) and (A-11) are the desired closed form solutions to 
the Neumann problem. It is seen from (A-10), that $(1,0) can be deter-
mined to within an arbitrary constant, as is the usual case with Neumann 
problems. 
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Homogeneous Solution to the Laplace Equation 
The existence of the function $(x,y) and the fact that §(x,y) 
satisfies Laplace equation suggests that a conjugate function Y(x,y) 
exists which also satisfies Laplace Equation. In addition, $ and Y 
obey Cauchy-Riemann conditions. In the £ -plane, at the surface, the 
Cauchy-Riemann conditions take the following form: 
55 - *i §2- = 51 /. n x 
dp " d$ ' dp " d0 ^A-U; 
Using Green's theorem, and the principal solution Q(§,T)) we ob-
tain, in a manner analogous to that outlined in the previous section, 
for a point (p,0) located in V, not necessarily on S, 
*(p,0) = ^ § log [1 + p2 - 2p cos(0-0 )] | j d0Q + C (A-14) 
"o 
We want to test if the following relationship is a valid solution to the 
Laplace equation, with homogeneous Neumann boundary conditions. 
d$ 1 
os H(l,9) on S (A-15) 
Using the stretching relationships, we get 
•̂ 7 = 1 o n S 
00 
From Cauchy-Riemann conditions, 
•r- - - -TT = - 1 on S. 
Op 00 
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Thus Eq. (A-14) becomes, for the above condition, 
*(p,0) = " ̂  § log [1 + P2 " 2p cos(0-0Q) d0 + C 
= log p + C p > 1 
= C p < 1 
If Y(x,y) is interpreted as the stream function, the distribution 
(A-15) gives streamlines that are concentric circles outside the unit 
circle in the p-plane, and constant values of Y inside the circle. At 
the surface, in particular, 
d§ = 1 dj I 
dn H(1,0) dp ' _ 
p - 1 
d Y ' = 0 (A-16) 
H(1,0) 30 ' , p - i 
The condition (A-16) is clearly the homogeneous Neumann boundary 
condition. Thus the distribution (A-15) is a valid solution to the 
Neumann problem for the region exterior to the solid for homogeneous 
Neumann boundary conditions. The distribution (A-15) by virtue of (A-16) 
produces zero normal velocity at the surface. 
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APPENDIX B 
DEVELOPMENT OF MOMENTUM EQUATION FOR THE TANGENTIAL VELOCITY 
AT THE SURFACE 
In a rotating coordinate system, the vector momentum equation 
is given by Eq. (3). 
r^v - - — 1 » 9 * — 
~ + ( v . V ) v = - V p + v V v - Q x r - 2 ( Q x v ) 
- Q x (Q x r) (B-l) 
At the surface, the momentum equation is reduced to the follow-
ing simple form because of no slip conditions. 
-2- 1 -
W v - - Vp - n x r - Q x (Q x r) = 0 . 
P 
(B-2) 
Taking the dot product of the above vector equation with re-
spect to t, where t is the unit tangential vector at the surface 
defined positive in the counter clockwise sense, we get 
- - |£ + W 2 v t - (Q x r) • t - [0 x (Q x r)] ' t = 0. (B-3) 
Here v is the tangential component of the velocity vector defined 
positive in the counterclockwise sense; s is the coordinate direction 
tangential to the surface, measured positive in the counterclockwise 
sense. 
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The sur face i s def ined in the po la r coord ina tes by the fol lowing 
equa t ion : 
a l s o 
O O T 
r = r ( 0 ) where r =Vx + y and 9 = tan - . (B-4) 
x 
x = r cos9 (B-5) 
y = r sin9 
t = p I + p j (B-6) 
ds ds 
Now, from (B-5) 
dx = - r sin9 d9 + cos9 dr 
dy = r cos9 d9 + sin9 dr 
Thus 
_~t 
(P x r ) . t = tQk x (x i + y j ) ] . [ g i + g j 
= Q[r cos9 j - r s in9 i ] • ["-p i + p j~] (B-8) 
• 2 d9 L S d S J 
= Or •=-
ds 
[Q x <p x r ) ] . t = - 0. (x i + y j ) . t 
n 2 dr 
~ r d i (B-9) 
a 2 * 2 
-2 d V t d v t 
A l s o , v v t = — s - + — s -
t *sZ on 
9Because of n o - s l i p cond i t i on v i s ze ro everywhere on the s u r f a c e . 
o v t 




z1 - JLfc 
V t " on2 
(B-10) 
Combining a l l the t e rms , Eq. (B-3) reduces to the fol lowing form. 
. 2 
0 v t * 2 d0 , n 2 d r 
. v rr - f i r — + Qr — 
n os -v <£ ds ds r on 




EVALUATION OF THE LINE INTEGRALS APPEARING IN THE SURFACE 
VORTICITY SCHEME 
We c o n s i d e r E q . ( 5 3 ) : 
1 s i n ( 9 - 9 ) 
Yl = \ + XtS&J) # 1 - c o s ( 9 - 9 o ) \
E ^ B o > d 9 o ( C - l ) 
N N - l 
f (9 ) = v H ( l , 9 ) = S a cosn 9 + 2 b sinu, 9 . ON 
n 2 o ' ^ = Q n o ^ H ^ o (C-2) 
Then , from t h e t h e o r y of F o u r i e r S e r i e s , 
l 2N-1 
o 2N . v 
v=0 
x 2N-1 
a = - 2 f cosu 9 
M. N v = Q v v 
H = 1 , 2 , . . . , ( N - 1 ) 
l 2N-1 
b = - 2 f s i n u 9 
u- N r. v v 
v=0 
L I = 1 , 2 , . . . , ( N - 1 ) 
, 2N-1 
a.. = ^ 2 f cosN 9 (C-3) 
N 2N ^ v v 
v=0 
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Once the Fourier coefficients are determined, Eq. (C-1) becomes, 




s i n ( 9 - 9 ) 
———- cos(J, 9 d9 
cos (9-9 ) o o 
N- l s 
+ iZaim Jl, b ^ ~ 
i n (9 -9 ) 
/Q N sinp, 9 d9 
cos(9-9 ) o o 
(C-4) 
We cons ider 
s in (9 -9 ) 
1^(9) = § l . , . „ / n ° Q N COSM- 9„d9 cos(9-9 ) o o o 
(C-5) 
It is clear that I (9) = 0 because the integrand is an odd 
func t ion of 9 when u, = 0 . o 
For o ther va lues of p., 
cos[x 9 = cos p. (9 - 9 + 9) = cos p, (9 - 9) cos p.9 
- s i n p. (9 - 9) s i n p,9 (C-6) 
Thus, 
I (9) = cosp-9 J — 
s in (9 -9 ) 
° N cos |i(9 - 9) d9 
cos (0-9 ) o o 
s i n ( 9 - 9 ) 
- sinp,9 f - ° N s i n |i (9 - 9) d9 (C-7) 
•J 1 - cos(9-9 ) o o 
We def ine 0 = 9 - 9 . The f i r s t i n t e g r a l on the r i g h t hand s ide of Eq. 
(C-7) vanishes because the in tegrand i s odd. Thus Eq. (C-7) s i m p l i f i e s 
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t o t h e f o l l o w i n g fo rm. 
I ( 9 ) = 
M-
. i i Q p s m 0 s i n u 0 
= - s i n u 9 —= • « d0 
«J 1 - cos© 
- T T ^ 
- siinx8 ^ r c o s f l x - l ) 0 
2 J L 1 - COS 0 
COS ( j £ j - l ) 0 l 
1 - COS 0 J 
d0 (C-8) 






a 2 < l 
-TT 1 + a - 2a cos9 1 - a 
(C-9) 
T h u s , 
I (9 ) = L t - s inn 1 
^ a - 1 
c o s p x - 1 ) 0 - cosQi ,+l) 0 d "j 
-TT ( 1 + a - 2a c o s 0 ) 
"; 
sinpQ L t 
a - 1 
-22-j (a^1 - a^+1)j 
1 - a 
= - 2TT sinu.9 (C-10) 
A l s o , 
s i n ( 9 - e ) 
j (9) = (J) ° . sinp,9 d9 
[ij <J 1 - cos (9 -9 ) ^ o o 
J (9 ) = COSM-9 § — 
s i n ( 9 - 9 ) 
r ~ 7 T ^ s i n 10.(9 - 9) d9 
cos (9 -9 ) o o 
s i n ( 9 - 0 ) 
+ s i n u 9 (j) - ° . cos \L (9 - 9 ) d9 
<•> 1 - cos (9 -9 ) ^ v o o 
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2TT COSJJLG (C-ll) 
Thus Eq. (C-4) simplifies to the following form. 
N-l 
E (b cos ^9 - a sin ^9) (C-12) 
Check: 
We consider the potential flow over circular cylinder as a test 
case. At the surface, 
vt = -sin9 v = -cos9 H(6) = 1 
1 nl 
v = +cose . Thus, by inspection, 
n2 
a, = 1; a = 0 (n>l); b = 0 for all n 
I n n 
Then, from Eq. (C-12) 
Y-, = - sin6 - sine = - 2 sin6 
This is the desired potential flow velocity distribution. Upon 
using no-slip condition, y-i is also the desired vortex sheet strength. 
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APPENDIX D 
EXTENSION OF GALERKIN METHOD TO ACCOMODATE 
INTERNAL BOUNDARY CONTINUITY CONDITIONS 
In Chapter III, Galerkin method has been used to treat the vor-
ticity transport equation in the neighborhood of the airfoil. This 
method, as applied in the present context, makes use of linear inter-
polation functions for the dependent variable U) , as well as the co-
efficients u and v appearing in the convection terms. 
The use of linear interpolation functions guarantees the conti-
nuity of co across the internal boundaries (i.e. element interfaces). 
However, it does not guarantee that the derivatives of U) also will be 
continuous across the internal boundaries. The physics of the problem 
demands that all derivatives of 00 be continuous in the fluid domain. 
Therefore, it is desirable to ensure the continuity of the vorticity 
as well as its derivatives. One way of satisfying this condition will 
be to use higher order interpolation functions. However, it is pos-
sible to satisfy these continuity conditions, at least in an average 
sense, by an extension of Galerkin method as shown in Ref. 32. 
For the purpose of illustrating how Galerkin1s method may be 
extended to allow for discontinuities the following simple example will 
be considered here. 
We seek the solution of the following boundary value problem 
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^ - 0 . 0 < x < L 
dx 
according to the boundary conditions: 
0(x = 0) = 0 
0(L) = 0 
o 
L 
where 0 and 0T a r e s e p c i f i e d c o n s t a n t s . 
At each i n t e r n a l node ' i ' , we need to s a t i s f y 
0(x£> = 0(x~) 
dx ^ V dx^V* 
+ 
where x . = x . + e and x-: = X. - e and 0 < e « 1 . 
1 1 1 1 
The domain of i n t e r e s t ( 0 ^ x ^ L) i s d iv ided i n t o M1 subdomains 
or f i n i t e e l emen t s . Associa ted with each node i , t he re e x i s t s a l i n e a r 
funct ion N.(x) wi th the fo l lowing p r o p e r t i e s : 
N . ( x . ) = l i = j O ^ x . ^ L 
i J J 
= 0 i ^ j 0 < x . ^ L 
J 
Thus, the function 0(x) may be written in the following form: 
M2 
0(x) = .£, N.(x) 0.(x) 0 <; x <• L 
isl l l 
Here M9 is the total number of nodes including the end nodes. 
It is clear that in the above case M9 will be equal to M, + 1 . Then, 
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according to Ref. 32, the complete Galerkin formulation for the present 
problem, which takes into account the governing equation, as well as 
the continuity conditions is given by the following equation: 
M l x r + l 2 M r 1 
s ; q VX) ** - V*> [> AW + - (S) -
]] • °-
r = l x dx n=l x x 
y n n 
In the above equation, the first term represents sum of integrals. 
The second term represents sum over all the (M -1) interior nodes. It 
is possible to integrate the first term by part in the following manner: 
Xr+1 ,2_ r- ,^Xr+l Xr+1 ,, dN 
j* Hv*-[»iS -; t-s* 
x dx x x 
r r r 





1 A* d N -
S f i - i d x - O . 
_ J  r=l r 
We can obtain (M,-1) such equations for the (M,-1) unknown nodal 
values by varying i from 2 to M,. Finally, the boundary values 0 and 
0 may be substituted in the above equation in the place of 0_ and 0M+1 
respectively. 
It is possible to extend the above procedure to two dimensional 
problems, and in particular to the vorticity transport equation. The 
final result obtained by the above extended Gale,rkin's method would be 
identical to that given by Eq. (39). However, it is clear that the 
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