Abstract. We set out to study the consequences of the assumption of types of wellfounded trees in dependent type theories. We do so by investigating the categorical notion of wellfounded tree introduced in [16] . Our main result shows that wellfounded trees allow us to define initial algebras for a wide class of endofunctors on locally cartesian closed categories.
Introduction
Types of wellfounded trees, or W-types, are one of the most important components of Martin-Löf's dependent type theories. First, they allow us to define a wide class of inductive types [5, 15] . Secondly, they play an essential role in the interpretation of constructive set theories in dependent type theories [3] . Finally, from the proof-theoretic point of view, they represent the paradigmatic example of a generalised inductive definition and contribute considerably to the proof-theoretic strength of dependent type theories [8] .
In [16] a categorical counterpart of the notion of W-type was introduced. In a locally cartesian closed category, W-types are defined as the initial algebras for endofunctors of a special kind, to which we shall refer here as polynomial functors. The purpose of this paper is to study polynomial endofunctors and W-types more closely. In particular, we set out to explore some of the consequences of the assumption that a locally cartesian closed category has W-types, i.e. that every polynomial endofunctor has an initial algebra. To explore these consequences we introduce dependent polynomial functors, that generalize polynomial functors.
Our main theorem then shows that the assumption of W-types is sufficient to define explicitly initial algebras for dependent polynomial functors. We expect this result to lead to further insight into the interplay between dependent type theory and the theory of inductive definitions. In this paper, we will limit ourselves to giving only two applications of our main theorem. First, we show how the class of polynomial functors is closed under fixpoints. We hasten to point out that related results appeared in [1, 2] . One of our original goals was indeed to put those results in a more general context and simplify their proofs.
Secondly, we show how polynomial functors have free monads, and these free monads are themselves polynomial. The combination of these two facts leads to further observations concerning the categories of algebras of polynomial endofunctors. These results are relevant for our ongoing research on 2-categorical models of the differential λ-calculus [6] .
The interplay between dependent type theories and categories is here exploited twice. On the one hand, category theory provides a mathematically efficient setting to present results that apply not only to the categories arising from the syntax of dependent type theories, but also to the categories providing their models. On the other hand, dependent type theories provide a convenient language to manipulate and describe the objects and the arrows of locally cartesian closed categories via the internal language of such a category [18] .
In order to set up the internal language for a locally cartesian closed category with W-types, it is necessary to establish some technical results that ensure a correct interaction between the structural rules of the internal language and the rules for W-types. Although these results are already contained in [16] we give new and simpler proofs of some of them. Once this is achieved, we can freely exploit the internal language to prove the consequences of the assumption of W-types in a category.
Polynomial Functors

Locally Cartesian Closed Categories
We say that a category C is a locally cartesian closed category, or a lccc for short, if for every object I of C the slice category C/I is cartesian closed 1 . Note that if C is a lccc then so are all its slices. For an arrow f : B → A in a lccc C we write ∆ f : C/A → C/B for the associated pullback functor, which can be defined since slice categories have cartesian products. The key fact about locally cartesian closed categories is the following proposition [7] . Proposition 1. Let C be a lccc. For any arrow f : B → A in C, the pullback functor ∆ f : C/A → C/B has both a left and a right adjoint.
Given an arrow f : B → A in a lccc C , we will write Σ f : C/B → C/A and Π f : C/B → C/A for the left and right adjoint to the pullback functor, respectively. We indicate the existing adjunctions as
An abuse of language. For an arrow f : B → A, we write the image of X → A in C/A under ∆ f as ∆ f (X) → B. These arrows fit into the pullback diagram
The Beck-Chevalley condition. The Beck-Chevalley condition, which holds in any lccc, expresses categorically that substitution behaves correctly with respect to type-formation rules. More precisely, it asserts that for a pullback diagram of the form
The axiom of choice. The type-theoretic axiom of choice [15] is expressed by the fact that, for two arrows g : C → B and f : B → A , the canonical natural
is a pullback diagram and ε C : ∆ f Π f C → C is a component of the counit of the adjunction ∆ f Π f .
Internal Language
Associated to a lccc C there is a dependent type theory Th(C) to which we shall refer as the internal language of C . A complete presentation of such a dependent type theory can be found in [9, 14, 18] . We limit ourselves to recalling only those aspects that are most relevant for the remainder of this work. The standard judgement forms, written here as
are assumed to have their usual meaning [15] . The dependent type theory Th(C) has the following primitive forms of type:
We refer to these as the unit, identity, dependent sum and dependent product types, respectively. As usual, these primitive forms of type allow us to define the forms of type A × B and B
A , to which we refer as the product and function types. The dependent type theory Th(C) has a straightforward interpretation in C and thus provides a convenient language to define objects and arrows in C .
Polynomial Functors
Let C be a lccc. For an object I of C, we write I also for the unique arrow I → 1 into the terminal object 1 of C . Observe this arrow determines functors ∆ I : C → C/I and Σ I : C/I → C. We are now ready to introduce polynomial functors. For an arrow f : B → A in C, we define a functor P f : C → C, called the generalized polynomial functor associated to f , as the composite
Definition 2. We say that P : C → C is a generalized polynomial functor if it is naturally isomorphic to a functor P f : C → C defined as
Note. To avoid clashes with the existing terminology, we adopted the name generalised polynomial functors. This is in analogy with the distinction between generalised inductive definitions and ordinary ones. Since in this paper we only consider polynomial functors in the generalised sense, we refer to them simply as polynomial functors.
Let us look more closely at the definition of polynomial endofunctors. For an arrow f : B → A , we have the two functors Σ A : C/A → C and ∆ B : C → C/B. The functor ∆ B takes an object X of C to the left-hand side of the pullback diagram:
We can therefore write ∆ B X = X × B . The action of Σ A is very simple: given an object Y → A of C/A we have Σ A (Y → A) = Y . These observations lead to a description of polynomial functors in the internal language, which we shall exploit. The object f : B → A of C/A determines the judgement (B a | a ∈ A) of Th(C). We can then explicitly define in Th(C)
for a type X. The interpretation in C of the right-hand side of the definition is indeed P f (X) , as defined in (1).
Basic Properties of Polynomial Functors
Proposition 3. The composition of two polynomial functors is polynomial.
Proof. A proof using the internal language is in [2] , but it is also possible to give a diagrammatic one. In either case one uses crucially the axiom of choice.
We now assume that the lccc C has finite disjoint coproducts. As pullback functors are left adjoints, these finite coproducts are preserved under pullbacks and C has stable disjoint coproducts. They can be represented in a familiar way in the internal language Th(C), which now has also the primitive forms of type 0 and A + B called the empty and disjoint sum types, respectively.
The class of polynomial functors is closed under a further operation, that will be very important in the following. To discuss it, let us introduce a family of functors P X : C → C, for X in C, associated to a functor P : C → C. First of all, observe that the function mapping (X, Y ) into X + P Y can be extended to a bifunctor C × C → C. This determines a functor C → End(C) mapping X into P X , whose action on Y in C is defined by letting P X (Y ) = X + P Y .
Proposition 4.
Let P : C → C be a functor and X be an object of C. If P is polynomial then so is P X .
Proof. We give a proof using the internal language. Let f : B → A and consider the polynomial functor P f associated to f . For X and Y in C we then have
To recall the notions of strength for a functor, let us consider a monoidal category (C, ⊗, I, a, l, r), where I is the unit object and a, l, r are natural isomorphisms giving the associativity, left and right unit laws and satisfying the monoidal coherence axioms [12] . We can regard a lccc C as a monoidal category where cartesian product is the tensor, and the terminal object is the unit.
Definition 5. Let P : C → C be a functor. By a strength for P we mean a natural transformation σ with components σ X,Y : X ⊗ P Y → P (X ⊗ Y ), for X and Y in C, such that for all X, Y, Z in C the following equations hold:
Proposition 6. Every polynomial functor has a strength.
Proof. Let us use the internal language to define the arrow
which gives us one of the components of the required strength σ for a polynomial functor P f . First, observe that the domain and the codomain of σ X,Y can be described in Th(C) as X × a∈A Y Ba and a∈A (X × Y ) Ba respectively. We can then define σ X,Y by letting σ X,Y (x, a, t) = df a, (λb ∈ B a )(x, t(b)) for (x, a, t) ∈ X × a∈A Y Ba .
Change of Base
In the following, we shall be interested in the effect that pullback functors have on algebras for polynomial endofunctors. Let us first recall some basic definitions. Let P : C → C be an endofunctor on a category C . An algebra for P , or a Palgebra, is a diagram of the form x : P X → X in C. An arrow of P -algebras from P X → X to P Y → Y is given by a commuting diagram of form
There is then a manifest category P -alg of P -algebras and P -algebra arrows. We write U : P -alg → C . for the obvious forgetful functor.
In the following, we will work in a lccc C. For an arrow u : I → J in C we will show that the algebras for the polynomial functor P f on C/J associated to an arrow f of C/J can be mapped functorially into algebras for the polynomial endofunctor P ∆u(f ) on C/I associated to the arrow ∆ u (f ) of C/I . As we will see, this is a purely formal consequence of some observations concerning the 2-category of polynomial functors, that we define below. The treatment is inspired by the formal theory of monads [10, 19] .
The 2-category of Polynomial Functors
Let us define the 2-category Poly. An object of Poly is a pair (C, P f ) where C is a lccc and P f is the polynomial endofunctor on C associated to an arrow f : B → A in C. A 1-cell with domain (C, P f ) and codomain (D, P g ) is given by a pair (F, φ) where F : C → D is a functor and φ : P g F ⇒ F P f , is a natural transformation, usually drawn in a diagram of form
The 2-cells of Poly are defined exactly as the ones in 2-categories of monads [19] . We can now define a 2-functor Alg : Poly → Cat, but for the purposes of this paper, it is sufficient to give the definition of its action on objects and 1-cells. For an object (C, P f ) of Poly we define
Given a 1-cell (F, φ) : (C, P f ) → (D, P g ) in Poly, the functor Alg(F, φ) is defined by mapping a P f -algebra x : P f X → X into the the composite
that is a P g -algebra.
Pullback of Algebras
By a locally cartesian closed functor, or lccc functor, we mean a functor that preserves the locally cartesian closed structure up to isomorphism. The next proposition is a simple but useful fact.
Proposition 7. Let C and D be lccc's, and let F : C → D be a lccc functor. For any arrow f : B → A there is a natural isomorphism
where the horizontal arrows are the forgetful functors.
Proof. For an arrow f : B → A the required natural isomorphism χ F is obtained by pasting the three isomorphims in the diagram
where for an object I, we write F/I : C/I → D/F I for the obvious functor induced by F . The isomorphisms in the diagram exist since F is a lccc functor. The rest of the proof follows by direct calculation.
We can apply Proposition 7 to pullback functors, as they are lccc functors [7] . Corollary 8. Let C be a lccc. Let I be an object of C. For an arrow f : B → A in C there is a natural isomorphism χ ∆ I : P g ∆ I ⇒ ∆ I P f , where g = df ∆ I f .
Wellfounded Trees
Definition 9. We say that a lccc C has W-types if for every arrow f : B → A in C there is a diagram P f (W f ) → W f which is an initial algebra for P f : C → C .
Recall that, by a theorem of Lambek, the arrow P f (W f ) → W f is an isomorphism. Once the internal language of a lccc with W-types is set up, we will therefore be allowed to write
where f : B → A and W = df W f . The next subsection is devoted to justify the use of the internal language in connection to W-types.
Pullback of Wellfounded Trees
In [16] it is proved that if C has W-types then so do all its slices. A proof of this fact can be obtained by defining explicitly initial algebras for polynomial endofunctors on the slice categories. It is also observed there that the pullback functors preserve W-types. Although in [16] it is suggested to prove this second fact using the explicit definition of W-types in slice categories, we give a new and more direct proof of this fact.
Let C be a lccc and let I be an object in C. Recall from Corollary 8 that there is a natural isomorphism χ ∆ I : P g ∆ I ⇒ ∆ I P f where g = df ∆ I (f ). This natural transformation determines a functor F I : P f -alg → P g -alg defined as F I = df Alg(∆ I , χ ∆ I ). We now use the inverse to χ ∆ I , given by a natural transformation ψ : ∆ I P f ⇒ P g ∆ I , to define a functor G I : P g -alg → P f -alg that is right adjoint to F I . First of all, observe that ψ gives us a natural transformation ξ : P f Π I ⇒ Π I P g that is defined as the composite
where η and ε are the unit and the counit of the adjunction ∆ I Π I , respectively. Hence we have that (Π I , ξ) : (C/I, P g ) → (C, P f ) is a 1-cell in Poly and thus we can simply define G I = df Alg(Π I , ξ).
Theorem 10. Let C be a lccc and let f : B → A be an arrow in C . For any object I of C the adjunction ∆ I Π I lifts to an adjunction F I G I , i.e. in the diagram
where g = df ∆ I (f ) , the inner and outer squares commute.
The functor G I can be described also in the internal language. Let us consider a P g -algebra, i.e. an arrow z : P g Z → Z in C/I . This arrow determines the judgement
Ba where (Z i | i ∈ I) is the judgement associated to the object Z → I of C/I . We can then derive the judgement
Ba which gives us a P f -algebra P f Π I Z → Π I Z . This is exactly the image under G I of the P f -algebra P g Z → Z. A proof of Theorem 10 can then be obtained either reasoning with diagrams or with the internal language. We can now derive a simple proof of the pullback stability for W-types.
Corollary 11 (Pullbacks preserve W-types). Let C be a lccc. Let u : I → J be an arrow in C. For objects B → J and A → J in C/J and an arrow f : B → A between them, there is an isomorphism
Proof. Note that without loss of generality we can assume that J is the terminal object of C and thus consider the pullback functors ∆ I : C → C/I determined by I : I → 1. But now it suffices to appy Theorem 10 and observe that F I , defined as F I = df Alg(∆ I , χ ∆ I ), preserves initial objects because it is a left adjoint.
Dependent Polynomial Functors
We can now pick up the fruits of the work done in the last section and exploit freely the internal language to prove further consequences of the assumption of the existence of W-types in a lccc. Here we show how W-types can be used to define initial algebras for a class of functors that is wider than the one of polynomial functors. Let C be a lccc. For a diagram, which we do not assume to be commuting, of form we define D : C/I → C/I, called the dependent polynomial endofunctor associated to the diagram, as the composite
We can describe the action of D on an object (X i | i ∈ I) of C/I by letting
for an object (X i | i ∈ I) of C/I. Using this description, we can observe that initial algebras for dependent polynomial functors are categorical counterparts of the so-called general trees of Martin-Löf type theory, as described in [17, Chapter 16] . We now give some examples of dependent polynomial functors.
(i) Polynomial functors on slice categories are special examples of dependent polynomial functors. Observe that, if the diagram in (2) commmutes, then the formula in (3) simplifies to
(ii) Let f : B → A be an arrow in C and define W = df W f . For our applications, it is useful to observe that, for an arrow g : C → B, the endofunctor F : C/W → C/W defined in the internal language by letting
is a dependent polynomial functor. Indeed, it is naturally isomorphic to the functor associated to the diagram 
(iii) If C has finite disjoint coproducts, the coproduct of two dependent polynomial functors is still a dependent polynomial functor. For two dependent polynomial functors D 1 , D 2 associated respectively to the two diagrams
~~~~~~Ĩ the functor D 1 + D 2 is naturally isomorphic to the dependent polynomial functor associated to the diagram
{ { w w w w w w w w w I
Initial Algebras
We want to prove our first main result. We assume that the lccc C has W-types.
Theorem 12. Every dependent polynomial functor has an initial algebra.
The proof involves a generalisation of the argument showing that W-types exist in slice categories [16, Proposition 3.8] , a result that follows indeed as a corollary of our theorem. We begin by constructing a candidate to be the initial algebra for the dependent polynomial functor defined in (3). Let us consider the W-types W f and W f ×I associated to f : B → A and f × 1 I : B × I → A × I. The canonical isomorphisms
will be treated here as equalities to simplify the presentation. Let us recall that there is an arrow ρ : W f → A defined by letting ρ(a, t) = df a for (a, t) ∈ W f . The strategy to define the candidate V → I to be an initial algebra will be as follows. First, we will define V as the object fitting in the equalizer diagram
determined by appropriate arrows ξ and ξ . Secondly, the required object of C/I can then be defined as r ρ η : V → I. It now remains to define the arrows ξ, ξ . The arrow ξ is defined by recursion on W f by letting, for (a, t) ∈ W f , ξ(a, t) = df (ra, a, (λb ∈ B a ) ξ(tb)) .
The definition of ξ is more involved. First, we define φ :
Finally, we fix ξ = df ψ ξ. The key property of the object V that allows us to prove Theorem 12 is stated in the next lemma.
Lemma 13. For all (a, t) ∈ W f , we have (a, t) ∈ a∈Ai b∈Ba V sb if and only if (a, t) ∈ V i , where i = df ra.
Proof. Let (a, t) ∈ W f and define i = df ra. First of all one needs to show that,
This can be proved by unfolding the relevant definitions. We then get
by (5) ⇐⇒ (a, t) ∈ a∈Ai b∈Ba V sb by def. of V as required.
Lemma 13 shows that V → I can be equipped with a structure map, and thus gives us an algebra for the dependent polynomial functor defined in (3). The initiality of this algebra follows from reasoning that is completely analogous to that in [16, Proposition 3.8] and hence is omitted here.
Applications
We give a first application of Theorem 12. Let us consider two arrows f : B → A and g : D → C in a lccc C with W-types. We can then define a bifunctor F : C × C → C whose action on an object (X, Y ) is defined by letting
For a fixed object X of C , the functor F X : C → C that maps Y into F (X, Y ) can easily be seen to be polynomial. It therefore has an initial algebra, that we denote as
The assignment of µY.F (X, Y ) to X can then be extended to a functor C → C . We refer to these functors as fixpoint functors. We can now state our second main result.
Theorem 14. Fixpoint functors are polynomial.
Proof. We limit ourselves to sketch the main idea of the argument. Let us actually suppose that the fixpoint functor is polynomial, and let Q → P be an arrow in C such that µY.
Direct calculations imply that there must be isomorphisms
for (a, c, t) ∈ A× c∈C P Dc . The first isomorphism certainly holds if we define P as the W-type of the arrow g × 1 A : D × A → C × A and use Corollary 11.
Theorem 12 shows that it is also possible to satisfy the second isomorphism by defining Q → P as the initial algebra for an appropriate dependent polynomial functor. Recalling the examples of dependent polynomial functors given earlier in this section, it is immediate to observe that the functor F : C/P → C/P defined by letting
for (X (a,c,t) | (a, c, t) ∈ P ) in C/P , is a dependent polynomial functors, since it is the sum of two such functors.
Free Monads
Background
We review some facts concerning endofunctors and monads, and some results concerning free monads. More details can be found in [4, 11] .
Definition 15. Let P be an endofunctor on C . We say that P has a free monad if the forgetful functor U : P -alg → C has a left adjoint.
The next proposition shows that the existence of a free monad for an endofunctor is a necessary and sufficient condition for its category of algebras to be isomorphic to a category of algebras for a monad.
Proposition 16. The forgetful functor U : P -alg → C has a left adjoint if and only if it is monadic over C.
Proof. The proof is an application of Beck's theorem [13] characterising monadic adjunctions. One should observe that the functor U satisfies all the hypothesis of Beck's theorem except for the existence of a left adjoint. When (T, η, µ) is a monad on a category C we write T -Alg for the usual category of T -algebras. Note that we follow a suggestion of Peter Freyd in using P -alg for the algebras of an endofunctor P and T -Alg for the algebras for a monad T . Again, we write U : T -Alg → C for the forgetful functor. We can then restate Proposition 16 as follows.
Proposition 17. (T, η, µ) is a free monad for P if and only if there is an equivalence T -Alg → P -alg such that the following diagram commutes
We wish to give a more concrete description of the free monad for an endofunctor on a locally cartesian closed category with coproducts. To do so, we use the family of functors P X : C → C, for X in C, associated to a functor P : C → C and defined in Subsection 2.4. As we did in the discussion leading to Proposition 4, we assume that C has finite disjoint coproducts.
Proposition 18. Let P be an endofunctor on C. The following are equivalent:
(i) the endofunctor P has a free monad; (ii) the comma category X ↓ U has an initial object, for all X in C; (iii) the endofunctor P X has an initial algebra, for all X in C.
Proof. The equivalence (i) ⇔ (ii) follows by Definition 15 and by the possibility of determining a left adjoint via initial objects in comma categories [13] . The equivalence (ii) ⇔ (iii) follows from the isomorphism X ↓ U ∼ = P X -alg. One could also verify directly the implication (iii) ⇒ (i) by defining explicitly the free monad (T, η, µ) for P . The functor T is defined by letting T (X) be the initial algebra for P X , for X in C.
We conclude this review by recalling the notion of strenth for a monad and a simple fact about it.
Definition 19. Let (T, η, µ) be a monad on C. By a strength for (T, η, µ) we mean a strength σ for the functor T such that, for all X and Y in C, we have
Proposition 20. Let P be an endofunctor on C and (T, η, µ) be the free monad on P . A strength for the functor P determines a strength for the monad (T, η, µ).
Proof. The strength can be defined using the explicit description of the free monad given in the proof of Proposition 18.
Free Monads for Polynomial Functors
We begin by ensuring the existence of free monads for polynomial functors.
Theorem 21. If C is a lccc with finite disjoint coproducts and W-types, then every polynomial endofunctor on C has a free monad.
Proof. Let P : C → C be a polynomial functor. If we knew that for every X in C the functor P X : C → C had an initial algebra, then we could invoke Proposition 18 and conclude the desired claim. By Proposition 4, however, the functors P X : C → C, for X in C, are polynomial, and therefore they have an initial algebra by the assumption that C has W-types.
The next corollary, a consequence of Proposition 16 and Theorem 21, allows us to observe the existence of structure on the categories of algebras for polynomial functors. From now on, we assume that C is a lccc with finite disjoint coproducts and W-types.
