A bilinear form of dilogarithm and motivic regulator map  by Myung, Sung
Advances in Mathematics 199 (2006) 331–355
www.elsevier.com/locate/aim
A bilinear form of dilogarithm and motivic
regulator map
Sung Myung∗
Department of Mathematics, Northwestern University, 2033 Sheridan Road, Evanston,
IL 60208-2730, USA
Received 26 August 2003; accepted 16 February 2005
Communicated by Michael Hopkins
Available online 2 August 2005
Abstract
The Bloch–Wigner function D2 is a single-valued version of a dilogarithm function and
is used by Bloch to describe the Borel regulator map from K3(C) into R explicitly (c.f.
[Bloch, Higher Regulators, Algebraic K-Theory, and Zeta Functions of Elliptic Curves, Amer-
ican Mathematical Society, Providence, RI, 2000]). We introduce a new way to formulate a
single-valued dilogarithm function and use it to explicitly deﬁne a motivic regulator map for
H 1M (SpecC, Z(2)), deﬁned in terms of the motivic complex of Goodwillie and Lichtenbaum.
We also detect certain explicit nonzero elements in the motivic cohomology group. Throughout
this paper, a path will be a C1-function from the unit interval [0, 1] into C − {0}.
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1. Introduction
Suppose that we have a function D deﬁned on the set of pairs of paths into C−{0}
with the following three properties:
(A) (Bilinearity) D(11, 2) = D(1, 2) + D(1, 2) for any paths 1, 1 and 2
in C − {0}, where 11 denotes the path t → 1(t)1(t), the product in C.
(B) (Skew-symmetry) D(1, 2) = −D(2, 1) for any paths 1 and 2 in C − {0}.
(C) (Conjugate pair) D(1, 2) = −D(¯1, ¯2) where ¯1(t) and ¯2(t) are the complex
conjugates of 1(t) and 2(t), respectively, for every t ∈ [0, 1].
Let us show how important properties of the Bloch–Wigner function D2 follow from
these three “axioms”. The Bloch–Wigner function D2 is a single-valued version of a
dilogarithm function, but, for now, all we assume for D2 is that it is a continuous real-
valued function deﬁned on C and D2( 12 ) = 0, in addition to the following assumption
which relates D with D2 (c.f. 5.1).:
(D) For a path  in C − {0, 1}, we have D(, 1 − ) = D2((1)) − D2((0)).
Then the following key properties of the Bloch–Wigner function D2 follow from
these three axioms (A)–(C) and relation (D):
Corollary 1.1. (i) D2 vanishes on the real line.
(ii) For any z ∈ C, we have
D2(z) + D2(1 − z) = D2(z) + D2(1/z) = D2(z) + D2(z¯) = 0.
(iii) (Duplication Formula (c.f. [3])) For any z ∈ C, we have
D2(z) + D2(−z) = 12D2(z2).
(iv) (Five-Term Functional Equation For Dilogarithm (c.f. [5])) If x, y, 0, 1 are four
distinct points in C, then
D2(x) − D2(y) + D2
(y
x
)
− D2
(
1 − y
1 − x
)
+ D2
(
1 − y−1
1 − x−1
)
= 0.
Proof. (i) If z is any real number = 0, 1, then we take any path  whose image is
contained in C−{0, 1} such that (0) = 12 and (1) = z. Then D(, 1−)+D(¯, 1−¯) =
0 by (C). But, it is also equal to 2D(z)− 2D( 12 ) by (D). So, D(z) = 0. We also have
D2(0) = D2(1) = 0 since we assumed that D2 is a continuous function.
In particular, if  is any path in C − {0, 1} such that (0) is a real number, then
0 = D(, 1 − ) = D2((1)) by (D).
For (ii), let  be a path from 2 to z in C − {0, 1}. Then, D2(z) + D2(1 − z) =
D(, 1− )+D(1− , 1− (1− )) = 0 by (B). Also, D2(z)+D2(1/z) = D(, 1− )+
D(1/, 1−1/) = D(, 1−)−D(, −1)−D(1/, ) = 12D(, (1−)2)− 12D(, (1−
)2)+D(, ) = 0 by (B) and (A). The third equality D2(z)+D2(z¯) = 0 follows easily
from (C).
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For (iii), we may assume that z is not 0,−1 or 1 since D2 vanishes on the real line by
the deﬁnition. Let  be a path from 2 to z in C−{0, 1,−1}. Then, 2(D2(z)+D2(−z)) =
2D(, 1− )+ 2D(−, 1+ ) = D(2, 1− )+D(2, 1+ ) = D(2, 1− 2) = D2(z2).
For (iv), let 1 and 2 be paths in C−{0, 1} from 2 to x and from 3 to y, respectively.
We may take 1(t) and 2(t) so that they are not equal for every t ∈ [0, 1]. Then
D2
(
1 − y−1
1 − x−1
)
= D
(
1 − 1/2
1 − 1/1
, 1 − 1 − 1/2
1 − 1/1
)
= D
(
1(1 − 2)
2(1 − 1)
,
2 − 1
2(1 − 1)
)
= D
(
1
2
,
2 − 1
2(1 − 1)
)
+ D
(
1 − 2
1 − 1
,
2 − 1
2(1 − 1)
)
= D
(
1
2
,
(
1 − 1
2
)(
1
1 − 1
))
+ D
(
1 − 2
1 − 1
,
(
1 − 1 − 2
1 − 1
)(
1
2
))
= D
(
1
2
, 1 − 1
2
)
−D
(
1
2
, 1 − 1
)
+D
(
1 − 2
1 − 1
, 1 − 1 − 2
1 − 1
)
−D
(
1 − 2
1 − 1
, 2
)
= D
(
1
2
, 1 − 1
2
)
− D (1, 1 − 1)+ D (2, 1 − 1)
+D
(
1 − 2
1 − 1
, 1 − 1 − 2
1 − 1
)
− D (1 − 2, 2)+ D (1 − 1, 2)
= D
(
1
2
, 1 − 1
2
)
− D (1, 1 − 1)+ D
(
1 − 2
1 − 1
, 1 − 1 − 2
1 − 1
)
− D (1 − 2, 2)
= D2
(
x
y
)
− D2(x) + D2
(
1 − y
1 − x
)
+ D2(y).
Hence we are done, since D2
(
x
y
)
= −D2
(y
x
)
by (i). 
Traditionally, we establish the well-deﬁnedness of D2 by computing monodromy
and prove the ﬁve-term functional equation by computing the volume of a polyhedron
in the hyperbolic 3-space H3. But, it looks more desirable to validate these simple
axioms (A)–(C) as the basic sets of properties for the new function D and to be able
to derive the properties of D2 by a pure algebra as in the proof of Corollary 1.1. The
construction of our D is given in Section 3 and the well-deﬁnedness will be immediate
(see Deﬁnition 3.1 and Lemma 3.2).
We also construct a regulator map from the motivic cohomology H 1M
(
SpecC, Z(2)
)
explicitly using our map D and use it to detect certain nonzero elements in the group.
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In fact, our set of axioms is motivated by the properties of the motivic cohomology
group in question, although we will not explore into that direction. Interested reader
may have a look at the ﬁrst chapter of the thesis of the author [6].
We conclude the introduction with an explanation of the motivic complex we will be
using in this paper. In [4], a motivic complex proposed by Goodwillie and Lichtenbaum
was introduced. For a ring R, let P(R, Gtm) be the exact category each of whose objects
(P, 1, . . . , t ) consists of a ﬁnitely generated projective R-module P and commuting
automorphisms 1, . . . , t of P. A morphism from (P, 1, . . . , t ) to (P ′, ′1, . . . , ′t )
in this category is a homomorphism f : P → P ′ of R-modules such that f i =
′if for each i. Let K0(R, Gtm) be the Grothendieck group of this category and let
K0(R, G
∧t
m ) be the quotient of K0(R, Gtm) by the subgroup generated by those objects
(P, 1, . . . , t ) where i = 1 for some i.
For each d0, let Rd be the R-algebra
Rd = R[T0, . . . , Td ]/(T0 + · · · + Td − 1).
It is isomorphic to a polynomial ring with d indeterminates over R. We denote by
Ord the category of ﬁnite nonempty ordered sets and by [d] where d is a nonnegative
integer the object {0 < 1 < · · · < d}. Given a map  : [d] → [e] in Ord, the map
∗ : Re → Rd is deﬁned by ∗(Tj ) =∑(i)=j Ti . The map ∗ gives us a simplicial
ring R•. It is connected since the element aT0 (a ∈ R) in degree 1 connects 0 and a
as ∗0T0 = 0 and ∗1T0 = 1.
By applying the functor K0(−, G∧tm ), we get the simplicial abelian group
d → K0(Rd , G∧tm ).
The associated (normalized) chain complex, shifted cohomologically by −t , is called
the motivic complex of Goodwillie and Lichtenbaum of weight t.
For each (P, 1, . . . , t ) in K0(R, G∧tm ), there exists a projective module Q such that
P ⊕Q is free over R. Then (P ⊕Q, 1 ⊕1Q, . . . , t ⊕1Q) represents the same element
of K0(R, G∧tm ) as (P, 1, . . . , t ). Thus K0(Rd , G∧tm ) can be explicitly presented with
generators and relations involving t-tuples of commuting matrices in GLn(Rd), n0.
For a regular local ring R, the motivic cohomology HqM
(
SpecR, Z(t)
)
will be the
(2t−q)th homology group of the Goodwillie–Lichtenbaum complex of weight t through-
out this paper. In particular,
H
q
M
(
SpecC, Z(t)
) = 2t−q−t |d → K0(Cd , G∧tm )|
= t−q |d → K0(Cd , G∧tm )|.
Walker showed in [8] that this cohomology group agrees with the deﬁnition of
motivic cohomology given by Voevodsky in [7] and thus various other deﬁnitions of
motivic cohomology for smooth schemes over a ﬁeld.
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2. Producing elements of K0(K1,G∧2m )
Note that K0(C1, G∧2m ) can be identiﬁed with the abelian group generated by pairs
(A,B)
(= (A(T ), B(T ))) and certain explicit relations, where A, B are commuting
matrices in GLn(C[T ]) for n0. K0(C2, G∧2m ) is identiﬁed with the abelian group
generated by the symbols
(
A(X, Y ), B(X, Y )
)
with commuting A(X, Y ), B(X, Y ) ∈
GLn(C[X, Y ]) and certain relations, and the boundary map  on the motivic com-
plex sends
(
A(X, Y ), B(X, Y )
)
to
(
A(1−T , T ), B(1−T , T ))− (A(0, T ), B(0, T ))+(
A(T , 0), B(T , 0)
)
in K0(C1, G∧2m ). The same symbol (A,B) will denote the element
in K0(C1, G∧2m )/K0(C2, G∧2m ) represented by (A,B), by abuse of notation. The
motivic cohomology group H 1M
(
SpecC, Z(2)
)
is a subgroup of this quotient group.
In H 1M
(
SpecC, Z(2)
)
, we have the following two simple relations for any two
commuting matrices A, B in GLn(C[T ]):
− (A(T ), B(T )) = (A(1 − T ), B(1 − T )) , (1)
(
A1(T ), B1(T )
)+ (A2(T ), B2(T )) = (A1(T ) ⊕ A2(T ), B1(T ) ⊕ B2(T )).
The ﬁrst relation can be shown by applying the boundary map  to the element(
A(X), B(X)
)
regarded as in K0(C2, G∧2m ) and by noting that (A,B) = 0 in
H 1M
(
SpecC, Z(2)
)
when A and B are constant matrices. The fact that (A,B) = 0
for constant matrices A and B is obtained simply by applying the boundary map 
to the element
(
A, B
)
regarded as in K0(C2, G∧2m ). Therefore, any element of the
cohomology group can be represented by a single expression (A,B), where A, B are
commuting matrices in GLn(C[T ]) for some nonnegative integer n. We remark that(
A(T ), B(T )
)
represents an element in H 1M
(
SpecC, Z(2)
)
only when its image under
the boundary map  vanishes in K0(C0, G∧2m ).
In this section, we develop a method of constructing elements of K0(K1,G∧2m ),
which will be used to construct cyclotomic units later in Proposition 5.6. Throughout
this section K denotes any ﬁeld.
Lemma 2.1. Let a1, a2, . . . , an and b1, b2, . . . , bn be elements in K¯ (an algebraic
closure of K) not equal to either 0 or 1. Suppose also that a1a2 . . . an = b1b2 . . . bn
and (1 − a1)(1 − a2) · · · (1 − an) = (1 − b1)(1 − b2) · · · (1 − bn). If all the elementary
symmetric functions evaluated at a1, a2, . . . , an and b1, b2, . . . , bn are in K, then there is
a matrix A(T ) in GLn(K[T ]) such that I −A(T ) is also invertible and the eigenvalues
of A(0) and A(1) are a1, a2, . . . , an and b1, b2, . . . , bn, respectively.
Proof. Let
P() = (1 − T )
n∏
i=1
(− ai) + T
n∏
i=1
(− bi)
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be a polynomial in  with coefﬁcients in K[T ]. It is a monic polynomial with the
constant term equal to a1a2 · · · an. It has roots b1, b2, . . . , bn and a1, a2, . . . , an when
T = 1 and T = 0, respectively.
Now let A(T ) be its companion matrix in GLn(K[T ]). Then det (I − A(T )) =
P(1) since det (I − A(T )) = P(). But P(1) = (1 − a1)(1 − a2) · · · (1 − an) =
(1− b1)(1− b2) · · · (1− bn) is in K×, and so I −A(T ) is invertible. It is clear that the
eigenvalues of A(T ) are a1, a2, . . . , an and b1, b2, . . . , bn when T = 0 and T = 1,
respectively. 
Deﬁnition 2.2. Let Z be the subgroup of K0(K1,G∧2m ) generated by the elements of
the following types:
(Z1) (A,B), where A,B ∈ GLn(K[T ]) commute and either A or B is in GLn(K);
(Z2) (A,A) where A ∈ GLn(K[T ]);
(Z3) (A, I − A) where A, I − A ∈ GLn(K[T ]).
Lemma 2.3. Let Z denote the image of Z under the boundary homomorphism  :
K0(K
1, G∧2m ) → K0(K0, G∧2m ). Then Z contains all elements of the following
forms:
(i) (AB,C)−(A,C)−(B,C) and (C,AB)−(C,A)−(C, B), for commuting A,B,C ∈
GLn(K);
(ii) (A,B) + (B,A), for commuting A, B ∈ GLn(K);
(iii) (A,−A) for A ∈ GLn(K);
(iv) (y, 1 − y) − (x, 1 − x), for x, y ∈ K − {0, 1}.
Proof. (i) Let A(T ) be the 2n × 2n matrix
(
0 I
−AB T (I + AB) + (1 − T )(A + B)
)
.
Then, A(T ) is in GL2n(K[T ]),
(
A(T ), C ⊕ C) is in Z by Deﬁnition 2.2 (Z1) and
the boundary of
(
A(T ), C ⊕ C) is (I ⊕ AB,C ⊕ C) − (A ⊕ B,C ⊕ C) = (AB,C) −
(A,C) − (B,C). The proof for (C,AB) − (C,A) − (C, B) is similar.
(ii) We keep the same A(T ) as above. Then (A(T ), A(T )) is in Z by Deﬁnition 2.2
(Z2) and the boundary of
(
A(T ), A(T )
)
is
(AB,AB)−(A,A)−(B, B) = ((A,A)+(A,B)+(B,A)+(B, B))−(A,A)−(B, B)
= (A,B)+(B,A) modulo Z by (i).
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(iii) We note that
((−A 0
0 −A
)
,
(
0 I
−A T (A + I )
))
is an element of Z by Def-
inition 2.2 (Z1). So its boundary
((−A 0
0 −A
)
,
(
0 I
−A A + I
))
−
((−A 0
0 −A
)
,
(
0 I
−A 0
))
=
((−A 0
0 −A
)
,
(
A I
0 I
))
−
((−A 0
0 −A
)
,
(
0 I
−A 0
))
= (−A,A) −
((−A 0
0 −A
)
,
(
0 I
−A 0
))
.
is in Z. Thus it sufﬁces to prove that
((−A 0
0 −A
)
,
(
0 I
−A 0
))
is in Z. But it
is equal to
((
0 I
−A 0
)2
,
(
0 I
−A 0
))
= 2
((
0 I
−A 0
)
,
(
0 I
−A 0
))
,
which is in Z by (ii) above.
(iv) Apply Lemma 2.1 to a1 = x, a2 = √y, a3 = −√y, b1 = −√x, b2 =√
x, b3 = y. To get A(T ) ∈ GL3(K[T ]). Then z = 2
(
A(T ), I − A(T )) is in Z by
Deﬁnition 2.2 (Z3). But, by the theory of rational canonical form, we have
z = 2
(
(y, 1 − y) +
((
0 1
x 0
)
,
(
1 −1
−x 1
))
− (x, 1 − x)
−
((
0 1
y 0
)
,
(
1 −1
−y 1
)))
= −2(x, 1 − x) + 2(y, 1 − y) −
((
0 1
y 0
)2
,
(
1 −1
−y 1
))
+
((
0 1
x 0
)2
,
(
1 −1
−x 1
))
=
((
y 0
0 y
)
,
(
1 − y 0
0 1 − y
))
−
((
y 0
0 y
)
,
(
1 −1
−y 1
))
−
((
x 0
0 x
)
,
(
1 − x 0
0 1 − x
))
+
((
x 0
0 x
)
,
(
1 −1
−x 1
))
=
((
y 0
0 y
)
,
(
1 − y 0
0 1 − y
)(
1 −1
−y 1
)−1)
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−
((
x 0
0 x
)
,
(
1 − x 0
0 1 − x
)(
1 −1
−x 1
)−1)
=
(
y 0
0 y
)
,
(
1 1
y 1
)
−
((
x 0
0 x
)
,
(
1 1
x 1
))
=
((
y 0
0 y
)
,
( −y
1−y
1
1−y
0 1
)(
1 1
y 1
)( −y
1−y
1
1−y
0 1
)−1)
−
((
x 0
0 x
)
,
( −x
1−x
1
1−x
0 1
)(
1 1
x 1
)( −x
1−x
1
1−x
0 1
)−1)
=
((
y 0
0 y
)
,
(
0 1
y − 1 2
)
−
(
x 0
0 x
)
,
(
0 1
x − 1 2
))
.
By taking the boundary of the element
((
y 0
0 y
)
,
(
0 1
y − 1 (2 − y)T + 2(1 − T )
))
−
((
x 0
0 x
)
,
(
0 1
x − 1 (2 − x)T + 2(1 − T )
))
,
which is in Z by Deﬁnition 2.2(ii), we see that
z =
((
y 0
0 y
)
,
(
0 1
y − 1 2 − y
))
−
((
x 0
0 x
)
,
(
0 1
x − 1 2 − x
))
=
((
y 0
0 y
)
,
(
1 −1
0 1
)(
0 1
y − 1 2 − y
)(
1 1
0 1
))
−
((
x 0
0 x
)
,
(
1 −1
0 1
)(
0 1
x − 1 2 − x
)(
1 1
0 1
))
=
((
y 0
0 y
)
,
(
1 − y 0
0 1
))
−
((
x 0
0 x
) (
1 − x 0
0 1
))
= (y, 1 − y) − (x, 1 − x)
in K0(K0, G∧2m )/Z. Therefore, (iv) is the boundary of 2
(
A(T ), I − A(T )). 
With the above lemma, we are in a position to prove the following result of Good-
willie.
Proposition 2.4. For any ﬁeld K, the assignment {a, b} → (a, b) for each Steinberg
symbol {a, b} gives a well-deﬁned homomorphism from K2(K) to H 2M
(
SpecK, Z(2)
)
.
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Proof. By Lemma 2.3(i), all we need to prove is that for every a ∈ K−{0, 1}, (a, 1−a)
is in K0(K1, G∧2m ). We will actually show that it is contained in Z.
The proposition is obvious for a Galois ﬁeld Fp because K2(Fp) = 0. So we may
assume that there exists an element c ∈ K such that c3 − c = 0. By Lemma 2.3(iv)
with x = c, y = 1 − c, we have (c, 1 − c) − (1 − c, c) = 2(c, 1 − c) = 0 modulo
Z. With x = −c, y = 1 + c, we have 2(c, 1 + c) = 2(−c, 1 + c) = 0. Hence,
(c2, 1 − c2) = 2(c, 1 − c) + 2(c, 1 + c) = 0.
On the other hand, by Lemma 2.3(iv) with x = c2, y = a we see that −(c2, 1 −
c2) + (a, 1 − a) is in Z and we are done.
More explicitly, let z = 2(A(T ), I − A(T )) ∈ Z, where
A(T ) =
⎛
⎝ 0 1 00 0 1
−c2a (c2 − a)T + a (a − 4)T + c2
⎞
⎠ .
This matrix A(T ) is constructed with Lemma 2.1 with a1 = c2, a2 = √a, a3 =
−√a, b1 = −c, b2 = c, b3 = a. Hence, by the computation we have done in the
proof of Lemma 2.3(iv),
z = 2
(
(−c, 1 + c) + (c, 1 − c) + (a, 1 − a) − (c2, 1 − c2)
−
((
0 1
a 0
)
,
(
1 −1
−a 1
)))
= −(c2, 1 − c2) + (a, 1 − a)
= (a, 1 − a). 
We conclude this section by constructing a map  : B(K) → H 1M
(
SpecK, Z(2)
)
,
which we will take advantage of when we show the compatibility of our regulator map
with the Bloch’s regulator.
The group B(K) of a ﬁeld K is deﬁned to ﬁt into the following exact sequence (See
[3] or [2]):
0 → B(K) → A(K) −→K× ∧Z K× S−→K2(K) → 0,
where A(K) is a free abelian group generated by the symbols [a] with a ∈ K−{0, 1},
K×∧ZK× is K×⊗ZK× divided by the subgroup generated by a⊗(−a) with a ∈ K×,
([a]) = a ∧ (1 − a), and S(a ∧ b) = {a, b}. In [2], K× ⊗Z K× is used instead of
K× ∧Z K×.
Now let K be a subﬁeld of C and let Z′ be the subgroup of Z in Deﬁnition 2.2
which is generated by the elements of the forms (Z1) and (Z2) and also the elements
of the form (Z3) where A(0) and A(1) have only real eigenvalues. Then by the proof
of Lemma 2.3, Z′ contains the elements of the type (i), (ii) and (iii) of the Lemma.
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It also contains the elements of the type (iv) in Lemma 2.3 if x, y are positive real
numbers. You may want to have a look at Lemma 5.5 for comparison.
Deﬁne 1 : A(K) → K0(K1, G∧2m )/Z′ by 1([a]) = 2
(
A(a, T ), I − A(a, T )) for
every a ∈ K − {0, 1}, where
A(a, T ) =
⎛
⎝ 0 1 00 0 1
−4a (4 − a)T + a (a − 4)T + 4
⎞
⎠ .
We also deﬁne 0 : K× ∧Z K× → K0(K0, G∧2m )/Z′ by 0(a ∧ b) = (a, b). Note
that 0 is a well-deﬁned homomorphism by Lemma 2.3(i) and (iii).
By the proof of Lemma 2.3(iv), we have 1([a]) = −(4, 3) + (a, 1 − a), which is
equal to (a, 1 − a) since (4, 3) = 0 by taking x = 2 and y = 3 in Lemma 2.3 and
multiplying by 2. This shows the commutativity of the following diagram.
A(K)


1

K× ∧Z K×
0

S
 K2(K) 

0
K0(K
1, G∧2m )/Z′

 K0(K0, G∧2m )/Z′  H 2M
(
SpecK, Z(2)
)
 0
The right-most vertical arrow is the one given in Proposition 2.4.
But the kernels of the top and bottom rows are B(K) and Kernel()/Z′, respectively.
So we have a composite map B(K) → Kernel()/Z′ → Kernel()/
(
Z′ + K0(K2,
G∧2m )
)
. The target group of this composite map is a quotient of H 1M
(
SpecK, Z(2)
)
.
Since B(K) is a free group, we get a map  : B(K) → H 1M
(
SpecK, Z(2)
)
as a lifting
of the map. We record this map for a future reference.
Deﬁnition 2.5. A map  : B(K) → H 1M
(
SpecK, Z(2)
)
is a group homomorphism
which is constructed above.
3. Path integrals
Deﬁnition 3.1. Let 1 and 2 be paths in C − {0}. Then D(1, 2) is the real number
deﬁned by the following expression:
D(1, 2) = −Im
(∫∫
1,2
1
xy
dx dy
)
+
(
log |1(1)| Im
∫
2
1
t
dt
)
−
(
log |2(0)| Im
∫
1
1
t
dt
)
.
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Here, 1,2 denotes the following 2-simplex:
Consequently, the ﬁrst term in Deﬁnition 3.1 equals
−Im
(∫ 1
0
∫ x
0
′1(x)′2(y)
1(x)2(y)
dy dx
)
.
Lemma 3.2. (i) (Reparametrization) D(1, 2) = D(1 ◦ , 2 ◦ ) whenever  is a
reparametrization of [0, 1].
(ii) (Skew-symmetry) D(1, 2) = −D(2, 1) for any paths 1 and 2 in C − {0}.
(iii) (Inverse paths) D(−11 , −12 ) = −D(1, 2) for any paths 1 and 2 in C − {0}
and their inverse paths −11 and 
−1
2 .
(iv) (Bilinearity) D(11, 2) = D(1, 2) + D(1, 2) for any paths 1, 1 and 2
in C − {0}, where 11 denotes the path t → 1(t)1(t), the product in C.
(v) (Vanishing at 1) D(1, 2) = 0 if either 1 or 2 is the constant 1.
(vi) (Vanishing on the real line) D(1, 2) = 0 if both 1 and 2 are paths whose
images are contained in R.
(vii) (Conjugate pair) D(1, 2) = −D(¯1, ¯2) where ¯1(t) and ¯2(t) are the complex
conjugates of 1(t) and 2(t), respectively, for every t ∈ [0, 1].
Proof. (i), (v), (vi) and (vii) are immediate from Deﬁnition 3.1.
For (ii), let us use the pictures to represent
∫∫
1,2
and
∫∫
2,1
by and
, respectively. Then we have
Im
(∫
1
∫
2
1
xy
dx dy
)
= Im
(
1
xy
dx dy
)
+ Im
(
1
xy
dx dy
)
.
Therefore,
D(1, 2) + D(2, 1)
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= −Im
(∫
1
∫
2
1
xy
dx dy
)
+
((
log |1(1)| − log |1(0)|
)
Im
∫
2
1
t
dt
)
−
((
log |2(0)| − log |2(1)|
)
Im
∫
1
1
t
dt
)
= −Im
((∫
1
1
t
dt
)(∫
2
1
t
dt
))
+
(
Re
∫
1
1
t
dt
) (
Im
∫
2
1
t
dt
)
+
(
Re
∫
2
1
t
dt
) (
Im
∫
1
1
t
dt
)
= 0, as desired.
For (iii), it is enough to observe from the picture that D(−11 , −12 ) = D(2, 1).
The proof of (iv) is an easy calculation because (11)
′
11
= 
′
1
1
+ 
′
1
1
. 
Lemma 3.3. Suppose that 1 = ′1 + ′′1 in a sense that for some c ∈ (0, 1), we have
′1(t) = 1(ct) and ′′1(t) = 1
(
c+(1−c)t) for every t in [0, 1]. Assume that 2 = ′2+′′2
with the same c as above. Then D(1, 2) = D(′1, ′2) + D(′′1, ′′2).
Proof. For easy tracking of the integrals, let us use the following picture.
D(1, 2) − D(′1, ′2) − D(′′1, ′′2)
= −Im
(
1
xy
dx dy
)
+
(
log |′′1(1)| Im
∫
′2+′′2
1
t
dt
)
−
(
log |′2(0)| Im
∫
′1+′′1
1
t
dt
)
S. Myung /Advances in Mathematics 199 (2006) 331–355 343
+ Im
(
1
xy
dx dy
)
−
(
log |′1(1)| Im
∫
′2
1
t
dt
)
+
(
log |′2(0)| Im
∫
′1
1
t
dt
)
+ Im
(
1
xy
dx dy
)
−
(
log |′′1(1)| Im
∫
′′2
1
t
dt
)
+
(
log |′′2(0)| Im
∫
′′1
1
t
dt
)
= −Im
(
1
xy
dx dy
)
+ (log |′′1(1)| − log |′1(1)|)
(
Im
∫
′2
1
t
dt
)
+ (log |′′2(0)| − log |′2(0)|)
(
Im
∫
′′1
1
t
dt
)
= −Im
((∫
′′1
1
x
dx
)(∫
′2
1
y
dy
))
+
(
Re
∫
′′1
1
t
dt
) (
Im
∫
′2
1
t
dt
)
+
(
Re
∫
′2
1
t
dt
) (
Im
∫
′′1
1
t
dt
)
= 0, as required. 
Lemma 3.4 (Homotopy invariance). Let 1 and 2 be two paths which are homotopic
in  with endpoints ﬁxed. Let f and g be two analytic functions from a domain  ⊂ C
into C − {0}. Then D(f ◦ 1, g ◦ 1) = D(f ◦ 2, g ◦ 2).
Proof. In Deﬁnition 3.1, it is clear that the second and the third terms are invariant
under the homotopic paths. It is also true for the ﬁrst term since a multi-valued analytic
function log(g(t))f ′(t)/f (t) will yield the same value when integrated along homotopic
paths, e.g., by the Monodromy Theorem ([1]). 
We conclude this section by giving another formula for D, deﬁned in 3.1.
Lemma 3.5.
D(, ) = Im
(∫ 1
0
log |(t)| 
′(t)
(t)
dt −
∫ 1
0
log |(t)| 
′(t)
(t)
dt
)
.
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Proof. We subdivide the interval [0, 1] into n subintervals [t0, t1], . . . , [tn−1, tn] and
denote the paths obtained by restricting  and  to the subinterval [ti−1, ti] by i and
i , respectively, (i = 1, . . . , n). Then by Lemma 3.3, we have, for any subdivision
of [0, 1],
D(, ) =
n∑
i=1
D(i , i ).
Therefore, D(, ) is equal to the following sum:
−
n∑
i=1
(
Im
∫∫
i ,i
1
xy
dx dy
)
+
n∑
i=1
(
log |i (1)| Im
∫
i
1
t
dt
)
−
n∑
i=1
(
log |i (0)| Im
∫
i
1
t
dt
)
.
But, as the norm of our subdivision approaches 0, the ﬁrst term converges to 0. The
second and third terms, using the Mean Value Theorem, yield the following expression
involving Riemann sums:
lim
‖t‖→0
n−1∑
i=0
(
log |(ti+1)| Im
′(t∗i )
(t∗i )
ti
)
− lim
‖t‖→0
n−1∑
i=0
(
log |(ti)| Im 
′(t∗∗i )
(t∗∗i )
ti
)
,
where t∗i and t∗∗i are in the subinterval [ti , ti+1]. The proof is now complete by the
deﬁnition of Riemann integral. 
4. Constructing a motivic regulator map
For A ∈ GLn(C[T ]), let PA() be the characteristic polynomial associated with A.
It is a polynomial in  of degree n with coefﬁcients in C[T ]. In the following lemma,
let x be a point in C and Ox be the local ring of germs of analytic functions at x. We
note that identifying T with the identity function C → C embeds C[T ] into Ox .
Lemma 4.1 (Simultaneous triangularization). For commuting matrices A,B ∈ GLn
(C[T ]), let x ∈ C be such that PA() = ( − a1(T ))( − a2(T )) · · · ( − an(T )) and
PB() = ( − b1(T ))( − b2(T )) · · · ( − bn(T )) for some germs of analytic functions
a1(T ), . . . , an(T ) and b1(T ), . . . , bn(T ) near x. Then there exists S ∈ GLn(Ox) such
that S−1AS and S−1BS are upper triangular matrices in GLn(Ox).
Proof. Let G = GLn(K) and U be the closed subgroup of G consisting of upper
triangular matrices. Then the quotient G/U is nothing but the ﬂag variety whose points
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are (V1, V2, . . . , Vn) where Vi is a subspace of Kn of dimension i and Vi ⊂ Vi+1 for
each i = 1, . . . , n− 1. In particular, G/U is a projective variety over K. The existence
of S ∈ G asserts that the closed set Y ′ of G/U consisting of ﬂags ﬁxed by A and B is
nonempty. Furthermore, Y ′ is deﬁned over Spec(Ox) and so Y ′ = Y ×Spec(Ox) Spec(K)
for some Y, which is projective over Spec(Ox). Take any closed point x of Y ′ and use
the valuative criterion of properness for the existence of a morphism Spec(Ox) → Y
such that the diagram
Spec(K)
x

 

Y ′
pr1
 Y

Spec(Ox)

Spec(Ox)
is commutative. It gives rise to S ∈ GLn(Ox) with the desired property. 
Corollary 4.2. With the same assumptions as in Lemma 4.1, let (1(T ), 2(T ), . . . ,
n(T )) and
(
1(T ), 2(T ), . . . , n(T )
)
be the ordered n-tuples of diagonal entries of
S−1AS and S−1BS Then, the set of pairs {(1, 1), (2, 2), . . . , (n, n)} of elements
of Ox is determined only by A, B and x ∈ C and is independent of the choice of S.
Proof. Let K be the fraction ﬁeld of Ox . Then, by the theory of Jordan canonical
form, there exists P ∈ GLn(K) be such that P−1AP is a block-diagonal matrix
A1 ⊕A2 ⊕ · · · ⊕Ar in GLn(K), where each block matrix Ai has a unique eigenvalue
i ∈ Ox and the eigenvalues of any two diagonal blocks Ai and Aj are different
whenever i = j . Write
P−1BP =
⎛
⎜⎜⎝
B11 B12 · · · B1r
B21 B22 · · · B2r
. .
Br1 Br2 · · · Brr
⎞
⎟⎟⎠ ,
where Bii is a matrix of the same size as Ai for each i = 1, . . . , r .
We may regard M = Kn as a left K[X]-module by declaring Xv = Av for every
v ∈ Kn. Then M is isomorphic to M1 ⊕ · · · ⊕ Mr as a K[X]-module where X acts on
each Mi via Ai and Ann(Mi) = (X − i )ei for a positive integer ei . Since AiBij =
BijAj , the K-linear map Bij : Mj → Mi can be considered as K[X]-linear map. But
Ann(Mj ) = (X−j )ej , Ann(Mi) = (X−i )ei and these two ideals are relatively prime
in the ring K[X] if i = j . Therefore, any element in the image of the map Bij is
killed by the whole ring K[X]. Hence, Bij = 0 whenever i = j .
Therefore the eigenvalues of Bii are exactly the ones which correspond to i . This
completes the proof. 
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Remark 4.3. We may relax the condition A,B ∈ GLn(C[T ]) in Lemma 4.1 and
Corollary 4.2 to A,B ∈ GLn(Ox) and the conclusions of the Lemmas are still valid.
The proofs would remain same.
For A ∈ GLn(C[T ]), let PA = PA,1PA,2 . . . PA,s be the factorization of the charac-
teristic polynomial PA of A into irreducible polynomials in C[, T ]. The discriminant
discA,i of each irreducible polynomial PA,i is a nonzero polynomial in C[T ]. Let
SA = {z ∈ C| discA,i = 0 for some i}. Then SA is a ﬁnite set.
For two commuting matrices A,B ∈ GLn(C[T ]), every x ∈ C − (SA ∪ SB) satisﬁes
the conditions of Lemma 4.1 and Corollary 4.2. Now divide the unit interval [0, 1]
into subintervals [t0, t1], [t0, t1], . . . , [tr−1, tr ] such that each open interval (ti−1, ti) is
contained in a simply connected open subset U of C − (SA ∪ SB). Using the analytic
continuation, we have the set {(i,1, i,1), . . . , (i,n, i,n)} of pairs of analytic functions
on U which are locally pairs in Lemma 4.1. At each x ∈ U , there is S ∈ GLn(O(V ))
for some open neighborhood V ⊆ U of x such that S−1AS and S−1BS are both upper
triangular matrices in GLn(O(V )). Here, O(V ) denotes the ring of analytic functions
on V. For each subinterval (ti−1, ti), let {(i,1, i,1), (i,2, i,2), . . . , (i,n, i,n)} be the
set of pairs of elements in O(U) which are locally as in Corollary 4.2. Then i,l and
i,l are smooth maps from (ti−1, ti) into C − {0} and, in view of 3.2, may be thought
of as paths into C − {0}. We may deﬁne D(i,l , i,l) by using the (improper) integral
given in Deﬁnition 3.1. Now we give the deﬁnition of D(A,B). The convergence of
the integral is shown in Lemma 4.5 below.
Deﬁnition 4.4. For two commuting matrices A,B ∈ GLn(C[T ]), we deﬁne
D(A,B) =
r∑
i=1
n∑
l=1
D(i,l , i,l).
By Corollary 4.2, it is clear that D(A,B) is independent of the choice of subdivision
of the unit interval, but the integral deﬁning D(i,l , i,l) is improper and it remains to
prove that it converges.
Lemma 4.5. The integral which deﬁnes each term D(i,l , i,l) is convergent and thus
D gives a map from the set of pairs of commuting matrices in GLn(C[T ]) into R.
Proof. Each subinterval (ti−1, ti) in the deﬁnition is contained in an open set U such
that we have the set of pairs of eigenvalues {(i,1, i,1), . . . , (i,n, i,n)} which are
analytic as functions on U. Also, note that the entries i,l and i,l as functions from U
into R are bounded because they are roots of the monic polynomials PA() and PB(),
respectively, whose coefﬁcients are bounded as functions from U into R. In particular,
′i,l and ′i,l are in L1([ti−1, ti]) (i.e., integrable). Also, there exists a  > 0 such that|i,l | >  and |i,l | >  on U. Hence the last two terms in Deﬁnition 3.1 of D(i,l , i,l)
are ﬁnite. The ﬁrst term is also ﬁnite since ′i,l′i,l/i,li,l is in L1([ti−1, ti]× [ti−1, ti])
by Fubini’s theorem. 
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For notational convenience, we write
D(A,B) =
n∑
l=1
D(l , l ),
where, for each t,
{(1(t), 1(t)), (2(t), 2(t)), . . . , (n(t), n(t))}
are pairs of eigenvalues of A(t) and B(t), which are piecewise smooth paths.
For any continuous piecewise smooth path  from [0, 1] into C, we may divide
the interval [0, 1] into subintervals [t0, t1], [t0, t1], . . . , [tr−1, tr ] such that, for each i =
1, . . . , r , 
(
(ti−1, ti)
)
is contained in an open subset U of C such that there is S ∈
GLn
(O(U)) such that S−1AS and S−1BS are upper triangular matrices in GLn(O(U)).
Then we may deﬁne D
(
A(), B()
)
as the sum
D
(
A(), B()
) = r∑
i=1
n∑
l=1
D
(
i,l ◦ , i,l ◦ 
)
.
The convergence of the integral is proved just like we did it for Lemma 4.5. In
particular, D(A,B) = (A(id), B(id)) where id(t) = t for every t ∈ [0, 1].
Lemma 4.6. For any closed continuous piecewise smooth path  in C, D
(
A(), B()
)
= 0.
Proof. Any two closed paths in C with the same endpoints are homotopic with end-
points ﬁxed. So, by Lemma 3.4, we need only to prove the claim for a closed path
 travelling counterclockwise around each point x in SA ∪ SB by the usual argument
of subdividing the unit rectangle into sub-rectangles. We may take an arbitrarily small
neighborhood U of x and assume that  is a circle centered at x with radius 	 > 0 and
is located inside U and also that U ∩ (SA ∪ SB) = {x}.
On a small neighborhood of x0 = (0) = (1), the eigenvalues i and i of A and
B are analytic. Since the points in U − {x} satisfy the requirement of Lemma 4.1, we
may consider the analytic continuation of each i and i along the path  and obtain
analytic functions i and i , respectively. But, there exists an index j such that i = j
and i = j , since i and i are paired roots of the characteristic polynomials PA
and PB , respectively. In other words, this ‘operation’ permutes the pairs of eigenvalues
of A and B around x0. Therefore there exists an integer m > 0 such that, after the
analytic continuation of i and i along the path  m-times, the analytic functions
mi and mi equal the original analytic functions 

i and i at x. We remark that
the smallest such m is the order of the permutation (i , i ) → (i , i ), and thus
divides n!.
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Now we deﬁne 
 : U → U by

(z) =
(
z − x
	
)m
+ x.
Then 
 is a m to 1 covering map from U −{x} onto 
(U −{x}) and 
 ◦ is a closed
path in U winding around x counterclockwise m-times. Also, i ◦ 
 and i ◦ 
 are
analytic functions which can be deﬁned on U −{x}. Now, x is a removable singularity
for both i ◦
 and i ◦
 since, as the roots of characteristic polynomials PA and PB
whose coefﬁcients are bounded, they are bounded around x.
But then by Lemma 3.3 and Lemma 3.4,
mD
(
A(), B()
) = n∑
l=1
mD
(
l ◦ , l ◦ 
)
=
n∑
l=1
D
(
l ◦ (
 ◦ ), l ◦ (
 ◦ )
)
=
n∑
l=1
D
(
(l ◦ 
) ◦ ), (l ◦ 
) ◦ )
) = 0.
The second equality holds by Lemma 3.3 since l ◦ (
◦) and l ◦ (
◦) travel along
the same trajectories as l ◦  and l ◦  do, respectively, but they travel along them m
times. This completes the proof. 
Theorem 4.7. With the same notation as above, for two commuting matrices A,B ∈
GLn(C[T ]), we deﬁne D(A,B) =
n∑
l=1
D(l , l ). Then D gives a homomorphism from
H 1M
(
SpecC, Z(2)
)
into R. In fact, it is a homomorphism on K0(C1,G∧2m )/K0(C2,
G∧2m ).
Proof. Corollary 4.2 and Lemma 4.5 assert that D is a well-deﬁned homomorphism
from K0(C1,G∧2m ) into R.
We will want to show that D vanishes on the boundary elements from K0(C2,G∧2m ).
They are linear combinations of elements of the form
(
A(1 − T , T ), B(1 − T , T ))− (A(0, T ), B(0, T ))+ (A(T , 0), B(T , 0)),
where A(X, Y ) and B(X, Y ) are commuting matrices in GLn(C[X, Y ]).
A proof is given in Chapter 3 of [6] and will be omitted.
We remark that if  is the edges of a triangle with vertices 0,1 and i, then D
(
A(),
B()
) = 0 follows from the vanishing of D on the boundary of an element of the form
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(A(X + iY ), B(X + iY )) ∈ K0(C2,G∧2m ) where A and B are commuting matrices in
GLn(C[T ]) (c.f. Lemma 4.6). 
Lemma 4.8. (i) (Skew-symmetry) D(A,B) = −D(B,A) for commuting matrices A, B
∈ GLn(C[T ]).
(ii) (Vanishing of constant matrix) D(A,B) = 0 if A,B ∈ GLn(C[T ]) are commuting
and either A or B is in GLn(C).
(iii) (Bilinearity) D(A1A2, B) = D(A1, B) + D(A2, B) whenever A1, A2, B ∈ GLn
(C[T ]) are commute with each other.
(iv) (Vanishing of Matrices with Real Coefﬁcients) D(A,B)= 0 if A,B ∈GLn(R[T ])
Proof. (i), (iii) and (iv) follow immediately from Lemma 3.2(ii), (iv) and (vi), respec-
tively.
For (ii), by skew-symmetry, we may assume that A is a constant matrix. By the
proof of Corollary 4.2, we may assume that A and B are block diagonal matrices with
A1, A2, . . . , Ar and B1, B2, . . . , Br as respective diagonal blocks such that size of the
block matrices Ai and Bi are same for each i = 1, 2, . . . , r and each Ai has only one
constant eigenvalue for each index i. Then D(A,B) = D(A1, B1) + · · · + D(Ar, Br)
and so we may assume that A has only one eigenvalue c ∈ C. Then from the deﬁnition
of D, we have
D(A,B) =
∑
i
log |c| · Im
(∫
i
1
t
dt
)
=
∑
i
log |c| · arg i ,
where i are the roots of the characteristic polynomial of B and arg i is the change
of argument along the path i . But the matrix B has a constant determinant, say,
b ∈ C, and so the product 1(t)2(t) · · · n(t) is equal to b for every t ∈ [0, 1]. Now
D(A,B) = 0 follows from the identity arg(z1z2 · · · zn) = arg(z1)+arg(z2)+· · ·+arg(zn)
of the multivalued function arg. 
5. Compatibility with Bloch–Wigner function
Let us ﬁrst recall the deﬁnition of the Bloch–Wigner function D2 : C → R ([2] or
[5]). When |z − 12 | < 12 , we deﬁne
D2(z) = −Im
∫ z
0
log(1 − t) dt
t
+ arg(1 − z) log |z|,
where the principal branches of log and arg are used. Then it can be shown that D2
as a real analytic function is invariant under the continuation along small loops around
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0 and 1. Thus D2 is extended to a single-valued, real analytic function on C − {0, 1}.
For example, we may deﬁne
D2(z) = −Im
∫

log(1 − t) dt
t
+ log |z| Im
∫
1−
dt
t
,
where  is a path [0, 1] → C such that (0) = 0, (1) = z and  ((0, 1]) ⊂ C − {0, 1}.
The function D2 extends to a continuous function on all of C by setting D2(0) =
D2(1) = 0.
Lemma 5.1. Let 1 be a path from [0, 1] into C − {0, 1} and 2(t) = 1 − 1(t) for
every t ∈ [0, 1]. Then
D(1, 2) = D2(1(1)) − D2(1(0)),
where D is as in Deﬁnition 3.1.
Proof. The proof will be a manipulation of the path integral given in Deﬁnition 3.1.
Choose a path 1 from 	 to 1(0) and let 2(t) = 1 − 1(t) where 0 < 	 < 1. Then
−Im
(∫∫
1,2
1
xy
dx dy
)
= −Im
(∫∫
1+1,2+2
1
xy
dx dy
)
+Im
(∫∫
1,2
1
xy
dx dy
)
+Im
((∫
1
1
t
dt
)(∫
2
1
t
dt
))
,
where the addition of paths should be as in Lemma 3.3. Hence
D(1, 2) = −Im
(∫∫
1+1,2+2
1
xy
dx dy
)
+ Im
(∫∫
1,2
1
xy
dx dy
)
+
(
Re
∫
1
1
t
dt
) (
Im
∫
2
1
t
dt
)
+
(
Re
∫
2
1
t
dt
) (
Im
∫
1
1
t
dt
)
+
(
log |1(1)| Im
∫
2
1
t
dt
)
−
(
log |2(0)| Im
∫
1
1
t
dt
)
= −Im
(∫∫
1+1,2+2
1
xy
dx dy
)
+ Im
(∫∫
1,2
1
xy
dx dy
)
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+ (log |1(1)| − log |1(0)|)
(
Im
∫
2
1
t
dt
)
+ log |2(0)|
(
Im
∫
1
1
t
dt
)
+
(
log |1(1)| Im
∫
2
1
t
dt
)
−
(
log |2(0)| Im
∫
1
1
t
dt
)
= −Im
(∫∫
1+1,2+2
1
xy
dx dy
)
+ log |1(1)|
(
Im
∫
2+2
1
t
dt
)
+Im
(∫∫
1,2
1
xy
dx dy
)
− log |1(0)|
(
Im
∫
2
1
t
dt
)
.
Now let 1(0) = a, 1(1) = b, 2(t) = 1 − 1(t) for each t ∈ [0, 1]. Then we have
−Im
(∫∫
1+1,2+2
1
xy
dx dy
)
+ log |1(1)|
(
Im
∫
2+2
1
t
dt
)
= −Im
∫ b
	
log(1 − t)
t
dt − log(1 − 	) Im
∫ b
	
1
t
dt + log |b| arg(1 − b)
and
Im
(∫∫
1,2
1
xy
dx dy
)
− log |1(0)|
(
Im
∫
2
1
t
dt
)
= Im
∫ a
	
log(1 − t)
t
dt − log(1 − 	) Im
∫ a
	
1
t
dt − log |a| arg(1 − a).
Therefore, by letting 	 → 0+, we see that
D(1, 2) = −Im
∫ b
0
log(1 − t)
t
dt + log |b| arg(1 − b)
+ Im
∫ a
0
log(1 − t)
t
dt − log |a| arg(1 − a)
= D2(b) − D2(a).
The choice of 1 does not affect the result because D2 is a single-valued function. 
Corollary 5.2. Let A(T ) be an invertible matrix in GLn(K[T ]) such that I − A(T )
is also invertible. Let A(1) and A(0) have eigenvalues b1, b2, . . . , bn anda1, a2, . . . , an
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in C, respectively. Then
D
(
A(T ), I − A(T )) = n∑
i=1
D2(bi) −
n∑
i=1
D2(ai).
Proposition 5.3. There exists a map  : B(K) → H 1M
(
SpecK, Z(2)
)
such that the
Bloch–Wigner function D2 : B(K) → R is the composite D ◦ .
Proof. The construction of the map  : B(K) → H 1M
(
SpecK, Z(2)
)
is given in the
discussion preceding Deﬁnition 2.5.
In the construction, the matrix A(a, T ) is such that
D
(
A(T ), I − A(T )) = D2(−2) + D2(2) + D2(a) − D2(4) − D2(√a) − D2(−√a)
= D2(a) − D2(
√
a) − D2(−
√
a) = 1
2
D2(a).
Here we used the duplication formula for the Bloch–Wigner function in Corollary 1.1.
Therefore 1([a]) = 2(A, I − A) will yield D2(a) under D. 
The rest of this section is devoted to ﬁnd an element in H 1M
(
SpecQ(m), Q(2)
)
whose value under the dilogarithm D is D2(m), where m = e2i/m and m is a
positive integer. K will be a subﬁeld of C. In particular, we will pay attention to the
case where K = Q(m).
Example 5.4. Let  = 2m. Then
a1 = 4, a2 = , a3 = −, b1 = −2, b2 = 2, b3 = 2
satisfy the conditions of Lemma 2.1 with K = Q(m). Actually,
a1 = x2, a2 = y, a3 = −y, b1 = −x, b2 = x, b3 = y2
for any x, y ∈ K would do. Let A(T ) = A(2, T ) where A(a, T ) is as in the discussion
preceding Deﬁnition 2.5. Then by the calculation in the proof of Proposition 5.3, we
have 2D
(
A(T ), I − A(T )) = D2(m).
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Now the only possible problem is that 2
(
A(1), I −A(1))−2(A(0), I −A(0)) might
not be 0 in K0
(
Q(m)
0, G2m
)
, so
(
A(T ), I−A(T )) might not represent an element in
H 1M
(
SpecQ(m), Q(2)
)
. So we need to ﬁnd an element z in K0(Q(m)1, G∧2m )⊗ Q
whose image under the boundary map  is equal to
(
A(0), I − A(0)) − 2(A(1), I −
A(1)
)
and D(z) = 0. Then, 2(A(T ), I − A(T )) − z would represent an element of
H 1M
(
SpecQ(m), Q(2)
)
and its value under D would be D2(m).
But
2
(
A(1), I − A(1))− 2(A(0), I − A(0))
= 2(−2, 3)+2(2,−1)+2(2, 1−2)−2(4,−3)−2
((
0 1
2 0
)
,
(
1 −1
− 2 1
))
.
Accordingly, our goal now is to show that this element sits in the subgroup ZD ⊗Q
of K0(K0, G∧2m ) ⊗ Q, which is described in the following lemma.
Lemma 5.5. Let ZD denote the image of the following subgroup of K0(K0, G∧2m )
under the boundary homomorphism  : K0(K1, G∧2m ) → K0(K0, G∧2m ):
ZD = Ker
(
D : K0(K1, G∧2m ) → R
)
.
Then ZD contains all elements of the following forms:
(i) (AB,C)−(A,C)−(B,C) and (C,AB)−(C,A)−(C, B), for commuting matrices
A, B, C ∈ GLn(K);
(ii) (A,B) + (B,A), for commuting A, B ∈ GLn(K);
(iii) (A,−A) for A ∈ GLn(K);
(iv) (x, 1 − x) − (y, 1 − y), for x, y ∈ K ∩ R+ − {1}.
Proof. By Lemma 4.8(i) and (ii), every element of the form (Z1), (Z2) in Deﬁnition
2.2 is in ZD . Therefore, the proof of (i), (ii) and (iii) would be same as that of Lemma
2.3(i), (ii) and (iii).
For (iv), note that Bloch–Wigner function vanishes on the real line and that a square
root of a positive real number is a real number. Now the rest of the proof is similar to
that of Lemma 2.3 since a suitable matrix A(T ) with the property that A(1) and A(0)
have real eigenvalues produces an element 2
(
A(T ), I −A(T )) of ZD , whose boundary
is (iv). 
Proposition 5.6 (Cyclotomic units). There exists an element in H 1M
(
SpecQ(m),Q(2)
)
whose value under the dilogarithm D is D2(m), where m = e2i/m and m is a positive
integer.
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Proof. The group H 1M
(
SpecQ(m), Q(2)
)
is the cohomology group of the following
part of motivic complex.
K0(K
2, G∧2m ) ⊗ Q −→K0(K1, G∧2m ) ⊗ Q −→K0(K0, G∧2m ) ⊗ Q.
Let us denote by ZD the subgroup of K0(K0, G∧2m ) as in Lemma 5.5. Following
the argument in Example 5.4, it is enough to prove that
z = (−2, 3) + (2,−1) + (2, 1 − 2) − (4,−3) −
((
0 1
2 0
)
,
(
1 −1
−2 1
))
is in ZD ⊗ Q. But
2mz = m((4, 3) + (2, 1) − (4, 9))+ (1, 1 − 2)
−
((
0 1
2 0
)2m
,
(
1 −1
−2 1
))
modulo ZD,
by Lemma 5.5(i). Here
(
0 1
2 0
)2m
=
(
2 0
0 2
)m
=
(
1 0
0 1
)
. So,
2mz = m((4, 3) − (4, 9)) = −m(4, 3) modulo ZD,
again by Lemma 5.5(i). But we apply Lemma 5.5(iv) with x = 2 and y = 3 and
multiply by 2, then we get (4, 3) = 0. Therefore, 2mz = 0 modulo ZD . Hence
z ∈ ZD ⊗ Q. 
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