Measures of uncertainty and divergence are introduced for interval-valued probability distributions and are shown to have desirable mathematical properties. A maximum uncertainty inference procedure for marginal interval distributions is presented.
n n such that O$Plj$Put�l, E Puj�l, and E Plj$1. Interval distributions generalize realj=l j=l valued probability distributions and arise naturally in many situations. They may represent collections of confidence intervals derived from frequency data, imprecisely stated subjective probabilities, known linear equality or inequality constraints, etc. Thus, interval distributions sometimes provide a more realistic characterization of uncertainty than do real-valued probability distributions. In addition, certain practical problems, e.g., inconsistency of overlapping probability estimates over structured spaces, are much less severe for such distributions [Pittarelli, 1989] At the same time, interval distributions can be put to many of the same uses as real-valued distributions. For example, criteria have been developed for decision analysis using probability intervals [Seidenfeld, 1983; Loui et al., 1986; Pittarelli, 1989] . To illustrate a situation in which available information may be summarized by an interval-valued distribution, consider the probabilistic database [Cavallo and Pittarelli, 1987; Pittarelli, 1989] 
0.4
The extension, E(D}, of this database is the (infmite} set of all solutions p:{xt,x2}x{Y i tY2 }--+ [0,1] to the system of equations: p(ztytJ+p(:ttY2) = 0.7 p(z2yt)+p(:t2Y2) = 0 . 3 P (zlyt)+p (:t2Yt) = 0 .6 The unknown joint probability p(s ; ) can take on any value in this range. This is all that one can say about p(s j ) without taking into account interactions between its value and those of the other p(s;). For the database above, the joint probability intervals
Any pEE(D) is included in iv, in the sense that p(s)Eiv(s) for all sE{x1 ,x2} X { y1 ,y2}.
•n 1s the most informative (i.e., narrowest) interval distribution for which this is guaranteed to be the case. Definition: For two interval distributions i and i' over a set of n-tuples T, i is more informa tive than i', denoted i.s;i', iff i(s)�i'(s) for all sET.
Identifying a real-valued distribution p over T with a degenerate interval distribution, i.e., p(s)=[p(s),p(s)], any pEE(D) is more informative than the interval distribution iv. For example, E(D)*, the maximum entropy element of E(D), is more informative than iv: The real-valued extension, R(I), of an interval database I= {i1, ••• , im} is the set of real-valued distributions over dom(V 1 U · · · UV m) satisfying the inequality constraints implied by I. For I= {i17i 2 } above, R(I) is the set of solutions p to
Let E(I)* denote the {unique) interval distribution whose components have as endpoints the minimum and maximum values for corresponding probabilities of the elements of R(I). (These are obtainable via linear programming.) Then the (interval-valued} extension of I is the set E(I) ={ilp::;i::;E(I)*, for some pER(I)}. For the example, E(I)* is the distribu tion
Just as E(D)* is the maximum uncertainty element of E(D), with uncertainty measured as Shannon entropy, E(I} * is the maximum uncertainty element of E(I} under various meas ures of uncertainty appropriate for interval distributions.
. Measures of Untertainty and Divergente
Let I" denote the set of all n-component interval distributions. A measure of uncer tainty for distributions iEI" is a function u:I"-+R. It see ms reasonable to require of any such measure u that i�i' implies u(i) � u(i'), where (the left-hand) ::; is the .. more informative than"' relation defined above. A simple measure with this property is the function " u0(i) = 1/n E ( m� x-�in x). j;=l zE1(1;) 2:E1(1;) Distance measures currently in favor for reconstruction of real-valued probability and possibility distributions from their projections [Klir and Folger, 1988] have the property that d(x,x*) = u(x*) -u(x), where x is the original (joint) distribution and x*, the reconstructed (joint) distribution, is the maximum uncertainty element, according to a suitable uncertainty measure u, of the set of joint distributions compatible with the projections. This may be used as a guide in con structing a distance measure between interval distributions.
Projection of an interval distribution reduces to projection (marginali z ation) of real valued distributions as a special case (degenerate intervals). Endpoints of the components of the resulting interval projection are the minimum and maximum values of the com ponents of the real-valued projections of real-valued distributions compatible with the given interval distribution. For the distribution E(I) * above, its projection onto the set of vari ables {X,Z}, denoted 1r{X , Z} (E(I}*}, is determined from the system of inequalities with solu tion set L
(Notice that the endpoints of the marginals are not obtained simply by adding the endpoints of the corresponding joint intervals.) When an interval-valued joint distribution i defined on variables V is projected onto a database scheme X={V b ... , V m } to form a database I = 1r x(i) = { 1r v 1 (i), . . . , 1r v Ji)}, the (unique) maximum uncertainty element (with respect to Uo ) of the extension E(I) is E(I)*. Let U0 (E( 1r x(i)) *) -U0 (i) measure the information loss when i is replaced by its projections onto X. A distance measure between arbitrary pairs of interval distributions in In that reduces to this measure of information loss as a special case is n d0(i,i') = 1/nE (I max x-max xl+l minx-min xl).
For any i and its reconstruction i* =E(7rx(i))*, ll d0(i,i*) = 1/n E (I max z-max 2: I+ I min J:-min 2: I)
.zEi(rj) .zEi(lj) .zEi"(•j)
It is easy to see that d0 is nondegeneratt
and symmetric
d0 (i,i') = d0(i ',i).
Since la-cl :S: la-bl + lb-cl for all a,b,cE [O,l] , d0 satisfies the triangle inequality also. For all i1 ,i2 ,i3Ein,
Thus, d0 is a metric distance for I" and the pair ( In ,d0) is a metric space of interval-valued distributions.
A set-theoretic relation among database schemes that is important for various types of structural analysis of data [Cavallo and Klir, 1981; Edwards and Havranek, 1985 ] is the refinement relation.
Definition: A database scheme X is a refinement of scheme Y, denoted X:S:Y, iff for each VzEX there exists a V11EY such that V z �V,. For example, {{A},{B,C}} is a refinement of { {A,B},{B,C},{A,C} }. (1) X::;: Y implies E(1r y (i))* :S: E (7r x ( i) )* ; (2) d0 ( i,E( 7rz( i ))*) = U 0(E( 7rz (i))*) -U 0(i ) ; and {3) i :S: i' implies U0 (i) :S: U 0 { i') ; it follows that d0 is monotonic with respect to the database scheme refinement relation:
X :S: Y implies d0 (i,E( 1r r(i)) *) :S: d0 (i,E( 1r x(i )) *).
That is, the distance measure d0 has the additional intuitively pleasing property that the information loss measured by means of it never decreases when a database scheme is replaced by a more refined scheme. The reconstructions of i from schemes {{A,B},{B,C}} and {{A,C},{B,C}} are d0(i,E(11" { {A,B } ,{B,C }}(i))*) = 0 .1 2 and d0 (i,E(11"{{A,C}.{B,c}}(i))*) = 0.21. So, using the Cri terion of minimum information loss when i is reconstructed as E( I )* , measured by d0 (or, equivalently, the maximum u0-uncertainty criterion ) , {{A,B},{B,C}} would be judged the better scheme. At this point in the development of a theory of interval distributions, it is difficult to interpret the statement d 0 (i,E( 1rx( i )) * ) * ) < d 0( i ,E( 11" y( i )) *) other than literally; i.e., when i is projected onto X and reconstructed as E ( 1r x(i)) * , less information is lost, as measured by d0, than when i is projected onto Y and reconstructed as E(1ry(i )) *. This is not completely without value (e.g., for rapid transmission or compact storage of an approximate characterization of i) . On the other hand, when such relations hold for schemes of real-valued distributions, they may be interpreted as indicating the rela tive strength of probabilistic dependencies among the variables of V.
Example: Consider the interval distribution i defined as
In a previous paper [Cavallo and Pittarelli, 1987) , the approximate probabilistic mul tivalued dependency U-+-+p W, where U,W�V, is quantified as H(WIU)-H(WIUuZ), where H(x)y) is conditional Shannon entropy and Z=V-U-W. The smaller this difference, the stronger is the dependency U---+ --+P W; i.e., the less additional information about vari ables in W can be determined from UUZ than from U alone. It is shown that for a scheme X of the form {UuW, UUZ}, d(p,E( 1rx (p))*) = H(WIU)-H(WIUuZ), where d is relative entropy (directed divergence, cross -entropy). Thus, a scheme X= {GUH, Gu(V-G-H)} is superior to a scheme Y={IUJ, IU(V-1-J)} of a real-valued p over V, with respect to information loss , iff G---+ ---+ p H is stronger than 1--t--tPJ.
When U--t--tP W reaches full strength, and H(WIU)-H(WIUUZ) =0, then p is recon structable from X= {UUW, UUZ}. The full-strength multivalued dependency U--+---+ p W (and perfect reconstructability) coincides with eonditional probabilistie independence [Dawid, 1979] of W and Z, given U. Random variables W and Z are conditionally indepen dent, given U, iff p(WZIU) =p(WIU)xp(ZIU). For any p defined over V = ZU(WUU), p(WZU) = p( WZI U) x p(U) . The distribution pi s (perfectly) reconstructable from {UuW, UUZ} iff
Then p(WZIU) =p(WIU)xp(ZIU); i.e., W and Z are conditionally independent, given U. The interval distribution i in the example above was derived from a distribution p as i(s) = [p(s)-0.01, p(s)+O.Ol], where p is recoverable (exactly) via maximum entropy recon struction from projections onto {{A,B},{B,C}} but not {{A,C},{B,C}}. Thus, it is not surprising that the projection-extension information loss criterion for interval distributions identifies { {A,B},{B,C}} as a better model of (scheme for) i than { {A,C},{B,C} }. But a satisfactory interpretation in terms of interval-valued dependency concepts is lacking. There has been some work done in the general area of developing interpretations for interval pr� bability statements [Grosof, 1986] , but more is necessary.
The measure of uncertainty 11o:ln---+ R captures one of two distinct aspects of uncer tainty assoc iated with an interval distribution, namely, uncertainty regarding a real-valued distribution compatible with it. It does not measure uncertainty regarding the events in the space dom(V) over which a distribution in In is defined. The measure u1 (i} = m� H(p), P �' where His Shannon entropy, characterizes this type of uncertainty. This measure also satis fies the condition i�i' implies u(i)�u(i'). However, the maximum u.-uncertainty element of an extension E(I) is not necessarily unique. For example, if E(I) contains the uniform distri bution (1/n,l/n, ... ,l/n) then the set S�E(I), where S = {iEE(I)I(l/n,ljn, ... ,l/n) � i}, con tains the maximum u1-uncertainty elements of E(I). But maximizing no-uncertainty within E(I) also amounts to maximizing u1-uncertainty, since i�E(I)* for all iEE(I) and i�i' implies ul (i)�u l (i'). Any set of interval distributions that posses s es a unique maximum element i* under the •tess informative than· relation (as does E(I)) is such that i* maximizes both Uo (uniquely) and u1 (not necessarily uniquely). Alternatively, perhaps it would be reasonable to look at the minimum entropy of any real-valued distribution compatible with an interval distribution i: u2(i) = mi � H(p).
p� t
Maximizing u2 would be a type of maximin procedure for entropy. Since for u2 as well i::;i' implies u(i)�u(i'), E(I)* also maximizes u2-uncertainty within E(I).
Summary and Conclusion
Algebraic operations for interval-valued probability distributions are defined on the basis of which a procedure for reconstructing such distributions from their projections is developed. A measure of divergence for interval distributions is necessary to characterize the degree to which a distribution is reconstructable from its projection onto a particular data base scheme. A measure that is a metric distance and has an additional important monoton icity property relative to the structure of the lattice of . all database schemes over a given set of variables is proposed.
Two types of uncertainty measures for interval distributions are discussed: those that measure uncertainty regarding real-valued distributions constrained by the intervals, and those that measure more directly uncertainty regarding the events in the space over which the interval distribution is defined.
