∞ n=0 a n q n := (−q, −q 4 ; q 5 ) ∞ (q, q 9 ; q 10 )
Introduction
For complex numbers a and q, with |q| < 1, we define (a; q) ∞ := ∞ k=0
(1 − aq k ) and (a 1 , a 2 , . . . , a n ; q) ∞ := (a 1 ; q) ∞ (a 2 ; q) ∞ · · · (a n ; q) ∞ .
In this paper we prove some new results on vanishing coefficients in the series expansions of certain infinite q-products. In the following few paragraphs we review the work done on this topic by the previous authors.
In 1978, Richmond and Szekeres [7] proved that if ∞ n=0 φ n q n , then φ kn+r(k−r+1)/2 is always zero.
In [1] , Alladi and Gordon generalized the above theorem as follows: Theorem 1.2. (Alladi and Gordon) Let 1 < m < k and let (s, km) = 1 with 1 ≤ s < mk. Let r * = (k − 1)s and r ≡ r * mod mk with 1 ≤ r < mk. Put r ′ = ⌈r * /mk⌉ mod k with 1 ≤ r ′ < k. Write (q r , q mk−r ; q mk ) ∞ (q s , q mk−s ; q mk ) ∞ =:
µ n q n .
Then µ n = 0 for n ≡ rr ′ mod k.
They also proved the following companion result to Theorem 1.2. 
The result of Alladi and Gordon in Theorem 1.2 does not provide any information about vanishing coefficients in the cases where k < m or k = m. In [6] , Mc Laughlin proved the following theorem which covers the cases k ≤ m as well. Let r = sm + t, for some integers s and t, where 0 ≤ s < k, 1 ≤ t < m and r and k are relatively prime. Let (q r−tk , q mk−(r−tk) ; q mk ) ∞ (q r , q mk−r ; q mk ) ∞ =:
then ν kn−rs is always zero.
He also found the following companion result to Theorem 1.4. Let r = sm + t, for some integers s and t, where 0 ≤ s < k, 1 ≤ t < m and r and k are relatively prime. Let
then ν ′ kn−rs is always zero. All the proofs of the above theorems use Ramanujan's well-known 1 ψ 1 summation formula. Very recently, Hirschhorn [5] proved the following interesting result by using only the Jacobi triple product identity and elementary q-series manipulations.
Note that the forms of the q-products in Theorem 1.6 are quite different from those in Theorems 1.1-1.5.
Motivated by the work of Hirschhorn [5] , Tang [8] found more results on vanishing coefficients in some other comparable q-series expansions. In particular, Tang [8] proved the following theorem.
In this paper, we prove the following two theorems. The first theorem clearly implies that instead of proving both (1.1) and (1.2) by Hirschhorn [5] , it would have been enough to prove only one of (1.1) or (1.2). Similarly, the second theorem implies that instead of proving both (1.3) and (1.4) by Tang [8] , it would have been enough to prove only one of (1.3) or (1.4).
which shows that c 5n+1 > d 5n+1 .
By proceeding in a similar way as in Hirschhorn [5] , we also prove the following results.
where the signs in the products are taken either both upper ones or both lower ones, then
Remark 1.11. The results involving the upper ambiguity signs of Theorem 1.10 have already been proved by Tang [8] . Since our proof works for both the signs, we felt it necessary to keep it here as well.
We employ simple q-series manipulations, Jacobi triple product identity, some preliminary identities for Ramanujan's theta functions, and two known identities for a certain quotient of q-products. In Section 2-4, we prove Theorems 1.8-1.10, respectively. Since the proofs of Theorems 1.12-1.15 are similar in nature, we omit the proofs.
We now end this section by giving some preliminary results that will be used in our proofs. Let f (a, b) denote Ramanuajn's theta function defined by
Jacobi's famous triple product identity then takes the form
The following preliminary identities easily follow from [4, p. 46, Entry 30].
The triple product identity and the identities in the above lemma will be used frequently in our proofs, quite often, without referring.
From [3, Eqs. (1.19 ) and (1.20)], we also recall the following two identities which will be used in our next two sections.
2. Proof of Theorem 1.8
We have
.
Equating the coefficients of q 5n+r , r = 0, 1, 2, 3, 4 from both sides of the above, we readily arrive at (1.5) -(1.9) to finish the proof.
3. Proof of Theorem 1.9
Therefore,
Equating the coefficients of q 5n+r , r = 0, 2, 3, 4 from both sides of the above, we have
which are (1.10) -(1.13). Similarly, extracting the terms involving q 5n+1 from both sides of (3.1), diving by q, and then replacing q 5 by q, we arrive at (1.14), to complete the proof.
Proof of Theorem 1.10
Throughout this section, we consider the ambiguity signs in the products to be either all upper ones or all lower ones.
We have 
We also have
It follows that
where
Proceeding as in [5] , it can be shown that the 3-components of the sums S 
and hence, 
. Also, , and these cancel in pairs. Therefore, we arrive at f 5n+4 = 0 to finish the proof.
