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Abstract
Light Front Field Theory Calculation of Deuteron Properties
by Jason Randolph Cooke
Chair of Supervisory Committee:
Professor Gerald A. Miller
Department of Physics
Light front dynamics is a promising approach for solving bound state problems in
nuclear physics. It is also ideal for calculating the deuteron form factors at high
momentum transfers. However, in light-front dynamics rotational invariance is not
manifest, which results in a splitting in the binding energies of states with different
magnetic quantum numbers and a breaking of the angular condition for the matrix
elements of the deuteron current operator. The objective of this work is to inves-
tigate the symptoms of broken rotational invariance for deuterons calculated using
one-meson-exchange (OME) and two-meson-exchange (TME) potentials for various
models.
We first consider the Wick-Cutkosky model. The binding energies of states with
different m values are split when calculated with the OME potential, but this splitting
is reduced for all states when the TME potential is included. In addition, we find
that appropriate OME+TME potentials give almost identical results to the ladder
and crossed ladder Bethe-Salpeter equation.
Next, we derive light-front nucleon-nucleon OME and TME potentials from an
effective nuclear Lagrangian. We consider first the potentials generated by the ex-

change of pions only. There is a large splitting in the binding energies between the
m = 0 and m = 1 deuteron states when the one-pion-exchange (OPE) potential
is used. Including the chiral two-pion-exchange (TPE) potential in the calculation
reduces this splitting. We then proceed to use the potentials generated by all the
mesons, and find that the deuteron mass splittings are smaller for both the OME and
OME+TME potentials than in the pion-only model.
The deuteron wave functions are used to calculate the electromagnetic and axial
current matrix elements and form factors. The matrix elements of the electromag-
netic current operator have better transformation properties under rotations when
we use the OME potential instead of the OME+TME potential to calculate the wave
functions. The axial current matrix elements have about the same transformation
properties regardless of whether the OME or OME+TME potential is used. Finally,
at momentum transfers greater than about 2 GeV2, the breaking of rotational invari-
ance causes less uncertainty in the A and B form factors than do the uncertainties in
the nucleon form factors.
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1Chapter 1
INTRODUCTION
“If you always do what interests you, at least one person is pleased.”
—Katharine Hepburn
Recent experiments at Thomas Jefferson National Accelerator Facility have mea-
sured the A(Q2) structure function of the deuteron for momentum transfers up to 6
(GeV/c)2 [1], and measurements for B(Q2) are planned. At such large momentum
transfers, a relativistic description of the deuteron is required. Even at lower momen-
tum transfers, a relativistic description is important to understand the details of the
form factors. In addition, incorporating relativity is important for the deuteron wave
function to transform correctly under boosts to large momentum, which is important
for calculating form factors.
One approach that gives a relativistic description of the deuteron is light-front dy-
namics. The subject of this work is to investigate the consequences of combining light
front dynamics with various nuclear models to calculate bound state wave functions,
and using them to calculate the deuteron form factors.
1.1 Theoretical Descriptions of the Deuteron
In principle, the two-particle deuteron wave function is obtained by solving the full
quantum field theory that describes the interacting nucleons for the lowest energy
bound state. In practice, many approximations must be made before even a numeric
solution is possible.
2There are many approximations that can be used to obtain relativistic two-particle
wave functions. One approach is to use the Feynman-Schwinger representation (FSR)
of the two-particle Green’s function [2], which effectively includes all two-particle to
two-particle ladder and crossed ladder diagrams. However, it requires a path integral
to be done numerically, and intensive computation is required to obtain an accurate
answers. While the FSR has been applied to scalar theories, such as the Wick-
Cutkosky model, it has not been used with more realistic models of the deuteron
involving spin.
Another approach comes from using the Bethe-Salpeter equation (BSE) [3–7].
Solving the BSE is equivalent to solving the FSR with a truncated kernel. This
simplification allows the BSE to be solved much more quickly than the FSR, however,
the truncation of the BSE kernel causes the BSE results to differ from the FSR
results. It is well known that any finite truncation of the kernel yields bound-state
wave functions with problems, such as the incorrect one-body limit [8]. In addition,
other approximations can be made to the propagators used in the BSE to obtain a
quasi-potential equation [8–11] which addresses some of the problems with the BSE.
Constructing potentials from a relativistic Hamiltonian theory provides yet an-
other approach. It can be shown that the potentials derived in this manner are phys-
ically equivalent to the Bethe-Salpeter equation. There are several different forms of
Hamiltonian dynamics [12], each associated with a hypersurface on which the commu-
tation relations for the fields are defined. Equal-time dynamics is the most commonly
known form of Hamiltonian dynamics, but we will consider light-front dynamics in
this work, where the orientation of the light-front is fixed.
There is another light-front dynamics approach that is in use, explicitly covariant
light-front dynamics [13,14]. In that approach, manifest covariance is kept by using a
null-plane whose orientation is variable. Although that approach has some benefits,
we are interested in numerical calculations, for which the usual light-front dynamics
is best suited.
31.2 Benefits of Light-front Dynamics
The utility of the light-front dynamics was first discussed by Dirac [12]. Light-front
dynamics makes use of the light-front coordinate system, where a four-vector xµ is
expressed as xµ = (x+, x−, x1, x2), with x± = x0 ± x3. This is simply a change of
variables, but an especially convenient one. Using this coordinate system and defining
the commutation relations at equal light-front time (x+ = tLF), we obtain a light-front
Hamiltonian [15–17]. We use Hamiltonian in the light-front Schro¨dinger equation to
solve for bound states. There are many desirable features of the light-front dynamics
and the use of light-front coordinates.
First of all, high-energy experiments are naturally described using light-front coor-
dinates. The wave front of a beam of high-energy particles traveling in the (negative)
three-direction is defined by a surface where x+ is (approximately) constant. Such
a beam can probe the wave function of a target described in terms of light-front
variables [15,18]: the Bjorken x variable used to describe high-energy experiments is
simply the ratio of the plus momentum of the struck constituent particle to the total
plus momentum (p+) of the bound state.
Secondly, the vacuum for a theory with massive particles can be very simple on the
light front. This is because all massive particles and anti-particles have positive plus
momentum, and the total plus momentum is a conserved quantity. Thus, the na¨ıve
vacuum (with p+ = 0) is empty, and diagrams that couple to this vacuum are zero.
This greatly reduces the number of non-trivial light-front time-ordered diagrams.
Thirdly, the generators of boosts in the one, two, and plus directions are kinematic,
meaning they are independent of the interaction. Thus, even when the Hamiltonian is
truncated, the wave functions will transform correctly under boosts. Thus, light-front
dynamics is useful for describing form factors at high momentum transfers.
Finally, it is easy to perform relativistic calculations using light-front dynamics.
This is partly due to the simplicity of the vacuum, and partly due the the fact that,
4with light-front variables, center-of-momentum variables can be cleanly separated
from the relative momentum variables. This allows us to write relativistic equations
which have the simple form of a non-relativistic Schro¨dinger equation.
1.3 Breaking of Rotational Invariance
One serious drawback of light-front dynamics is that rotational invariance is not
manifest in any light-front Hamiltonian1. This is a result of selecting a particular
direction in space for the orientation of the light-front.
An untruncated light-front Hamiltonian will commute with the total relative an-
gular momentum operator, since the total momentum commutes with the relative
momentum. Thus, eigenstates of the full Hamiltonian will also be eigenstates of the
angular momentum. However, as mentioned earlier, a Fock-space truncation of the
light-front Hamiltonian results in the momentum operator four-vector losing covari-
ance under rotations. Hence J2 and the truncated Hamiltonian do not commute and
this implies that the eigenstates of the truncated Hamiltonian will not be eigenstates
of the angular momentum.
How will this violation of rotational invariance affect physical observables? One
way to observe this violation is to note that on the light front, rotational invariance
about the z-axis is maintained. This allows us to classify states as eigenstates of J3
with eigenvalues m. We compare the energies of states with the same angular momen-
tum quantum number j but different m values. If the Hamiltonian were rotationally
invariant, the energies should be the same; the breaking of rotational invariance causes
the energies to be different [19].
We expect that the higher Fock-space components of the full Hamiltonian will
be small if the coupling constant is small enough. Thus, truncation at successively
higher orders in the Fock-space expansion should reduce the violation of rotational
1This problem is not unique to light-front dynamics. In any form of Hamiltonian dynamics, at
least three of the Poincare´ group generators are dynamic, and thus complicated.
5invariance of the truncated Hamiltonian. In particular, by retaining enough terms in
the perturbation expansion of the Hamiltonian, the violation of rotational invariance
can be reduced to an arbitrarily small amount, provided only that a perturbation
expansion is valid. Thus, the only real question is: How many terms are required?
1.4 Outline
In chapter 2, the massive Wick-Cutkosky model is used to investigate the degree
to which rotational invariance is broken for deeply bound states. We use light-front
dynamics to obtain one-meson-exchange (OME) and two-meson-exchange (TME) po-
tentials, and then we use those potentials to calculate the bound states. We develop
several methods for quantifying the extent to which rotational invariance is broken
by the bound states. The binding energies we calculate are compared with those
calculated using other methods in the literature, such as the Bethe-Salpeter equa-
tion [20,21] and the Feynman-Schwinger representation of the Greens function [2,22].
A brief discussion about the approximation we use for the Wick-Cutkosky poten-
tials is in order. It is well known that the vacuum of the full Wick-Cutkosky model
is unstable [23] due to the cubic coupling which provides the interaction. However,
when the bound-state calculation is restricted to the two-particle sector, the quenched
approximation is used, and the self-energy and vertex-renormalization diagrams are
neglected, then the theory has a well defined ground state. In this chapter, we com-
pare the results of our light-front Hamiltonian calculation to the Bethe-Salpeter and
Feynman-Schwinger representation calculations, both of which use the same approx-
imations. The use of these simplifying approximations allows us to highlight the
differences between the various approaches. The inclusion of the self-energy diagrams
and counterterms for the light-front Hamiltonian [24] and for the Feynman-Schwinger
representation [25–27] will not be discussed here.
In chapter 3, we introduce a model Lagrangian for nuclear physics which includes
6chiral symmetry [18]. The methods introduced in chapter 2 are generalized for use
with this nuclear model. The Hamiltonian is derived and used to calculate the OME
and TME potentials for a new light-front nucleon-nucleon potential. We also for-
mulate a new light-front pion-only model. The potentials are used to calculate the
binding energy of the deuteron. We have some freedom in how to choose the TME
potentials, and we consider several different choices.
We are interested mainly in the rotational properties of the potentials and wave
functions, not in achieving detailed agreement with experimental data. This is be-
cause detailed agreement between calculations in light-front dynamics and experi-
mental data cannot be achieved until the problems of rotational invariance have been
addressed. From this standpoint, we may simplify our calculations by omitting ef-
fects that are formally rotationally invariant, such at crossed TME potentials, but are
required for precise calculations.
The wave functions obtained in chapter 3 are used in chapter 4 to calculate the
electromagnetic and axial form factors of the deuteron. Although rotational invari-
ance demands that there be only three independent matrix elements of the deuteron
current, the light-front calculation of the deuteron current results in four independent
matrix elements. This is a result of the lack of manifest rotational invariance on
the light front. There are several prescriptions for choosing which deuteron current
matrix element should be eliminated, and in principle this choice will affect the form
factors. We attempt to find currents that transform correctly (or well enough) under
rotations so that the choice of “bad” component does not matter too much.
7Chapter 2
WICK-CUTKOSKY MODEL
The Wick-Cutkosky model is an ideal starting point for any investigation of the
deuteron. The model, introduced with an analytic solution in 1954 by Wick [28]
and Cutkosky [29], is concerned with the interaction of two heavy scalar particles
mediated by a massless scalar particle. The model can be extended by allowing the
exchange particle to have a mass. The massive Wick-Cutkosky model cannot be
solved analytically, but it is amenable to numeric calculations [14, 22, 30–35].
A large amount of the material presented in this chapter is based on previously
published work by the author in Refs. [36, 37].
2.1 Formalism
We consider an isospin doublet of two uncharged scalars φ = (φ1, φ2) with mass M
(which we will refer to as nucleons), that couple to a third, uncharged scalar χ with
mass µ (which we will refer to as a meson) by a φ2χ interaction. This is denoted as
a φ2χ theory, which is an extension of the Wick-Cutkosky model [28, 29] to include
massive mesons. This model has been used on the light front to study scattering
states [14] as well as bound states [38]. The Lagrangian is
L = 1
2
(
∂µφ∂
µφ−M2φ2)+ 1
2
(
∂µχ∂
µχ− µ2χ2)+ gM
2
φ2χ, (2.1)
where g is a dimensionless coupling constant and φ2 = φ21 + φ
2
2. This Lagrangian
will be used in two formalisms, the Bethe-Salpeter equation and the Hamiltonian
approach.
82.1.1 Light-front Hamiltonian
To obtain the light-front Hamiltonian from the Lagrangian in Eq. (2.1), we follow
the approach of by Miller [18] and many others (see the review in Ref. [15]) to write
the light-front Hamiltonian (P−) as the sum of a free, non-interacting part and a
term containing the interactions. We use the conventions given in Appendix A. The
operators can be expressed in terms of Fock space operators since for this theory in
light-front dynamics, the physical vacuum is the Fock space vacuum, and thus the
Hilbert space is simply the Fock space. The Hamiltonian is obtained by using the
energy-momentum tensor T µν in
P µ =
1
2
∫
dx−d2x⊥ T
+µ(x+ = 0, x−,x⊥). (2.2)
The usual relations determine T+µ, with
T µν = −gµνL+
∑
r
∂L
∂(∂µφr)
∂νφr, (2.3)
in which the degrees of freedom (the fields φ and χ) are labeled by φr.
It is worthwhile to consider the limit in which the interactions between the fields
are removed. This will allow us to define the free Hamiltonian P−0 and to display
the necessary commutation relations. The energy-momentum tensor of the non-
interacting fields is defined as T µν0 . Use of Eq. (2.3) leads to the result
T µν0 = ∂
µφ∂νφ− g
µν
2
[
∂σφ∂
σφ−M2φ2]+ ∂µχ∂νχ− gµν
2
[
∂σχ∂
σχ− µ2χ2] , (2.4)
with
T+−0 =∇⊥φ ·∇⊥φ+M2φ2 +∇⊥χ ·∇⊥χ+ µ2χ2. (2.5)
The scalar nucleon fields can be expressed in terms of creation and destruction
operators:
φi(x) =
∫
d2k⊥dk
+ θ(k+)
(2π)3/2
√
2k+
[
ai(k)e
−ik·x + a†i (k)e
ik·x
]
, (2.6)
9where i = 1, 2 is a particle index, k ·x = 1
2
(k−x++k+x−)−k⊥ ·x⊥ with k− = M
2+k2
⊥
k+
,
and k ≡ (k+,k⊥). Note that k− is such that the particles are on the mass shell,
which is a consequence of using a Hamiltonian theory. The θ function restricts k+ to
positive values. Likewise, the scalar meson field is given by
χ(x) =
∫
d2k⊥dk
+ θ(k+)
(2π)3/2
√
2k+
[
aχ(k)e
−ik·x + a†χ(k)e
ik·x
]
, (2.7)
where k− =
µ2+k2
⊥
k+
, so that the mesons are also on the mass shell. The non-vanishing
commutation relations are
[
aα(k), a
†
α(k
′)
]
= δ(k⊥ − k′⊥)δ(k+ − k′+), (2.8)
where α = 1, 2, χ is a particle index. The commutation relations are defined at equal
light-front time, x+ = 0. It is useful to define
δ(2,+)(k − k′) ≡ δ(k⊥ − k′⊥)δ(k+ − k′+), (2.9)
which will be used throughout this work.
We write a ket in the two-distinguishable-particle sector of the Fock space as
|k1, k2〉 = a†1(k1)a†2(k2)|0〉. (2.10)
This implies that the identity operator in this Fock space sector can be written as
I2 =
∫
d2k1,⊥dk
+
1
∫
d2k2,⊥dk
+
2 |k1, k2〉〈k1, k2|. (2.11)
The derivatives appearing in the quantity T+−0 are evaluated and then one sets
x+ to 0 to obtain the result
P−0 =
∫
k
[
M2 + k2⊥
k+
(
a†1(k)a1(k) + a
†
2(k)a2(k)
)
+
µ2 + k2⊥
k+
a†χ(k)aχ(k)
]
, (2.12)
with
∫
k
=
∫
d2k⊥dk
+ θ(k+). Eq. (2.12) has the interpretation of an operator that
counts the light-front energy k− (which is
M2+k2
⊥
k+
for the nucleons and
µ2+k2
⊥
k+
for the
mesons) of all of the particles.
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We now consider the interacting part of the Lagrangian, LI . An analysis similar
to that for the non-interacting parts yields the interacting part of the light-front
Hamiltonian P−I ;
P−I =
∑
i=1,2
M
2
∫
k
∫
k′
1
(2π)3/2
√
2k+k′+(k+ + k′+)
×
{[
2a†i (k + k
′)aχ(k
′)ai(k) + a
†
χ(k + k
′)ai(k
′)ai(k)
]
+Hermitian conjugate
}
. (2.13)
The interaction Hamiltonian is self-adjoint since the Hilbert space is the Fock space.
The total light-front Hamiltonian is given by P− = P−0 + gP
−
I .
2.1.2 Hamiltonian Bound-state Equations
We will be studying the bound states of two distinguishable nucleons. The technology
of time-ordered (old-fashioned) perturbation theory is used to construct the light-front
time-ordered perturbation theory (LFTOPT) for our Hamiltonian. We start with the
light-front Schro¨dinger equation in the full Fock space,
(
P−0 + gP
−
I
) |ψF 〉 = |ψF 〉P−, (2.14)
where P−0 + gP
−
I is the Hamiltonian in the full Fock-space basis, |ψF 〉 is the wave
function in the full Fock space, and P− is the light-front energy of that state. Recall
that P−0 , the non-interacting part of the Hamiltonian, is diagonal in the momentum
basis, while P−I , which contains the interaction, has only off-diagonal elements.
A serious drawback of this equation is that the wave function |ψF 〉 has support
from infinitely many sectors of the Fock space, since P−I changes the total number of
particles. However, the components of the wave function with many particles will be
small compared to the two-particle component if the coupling constant is not too large
and the exchange particle χ is massive. We will construct the two-particle light-front
11
Schro¨dinger equation which the two-particle component of the wave function satisfies.
From this construction, we will obtain the rules for the LFTOPT.
We start by introducing the projection operators P and Q. The operator P
projects out the sector of Fock space with two distinguishable nucleons and no mesons,
while Q = I − P projects out all the other sectors. We define
P|ψF 〉 ≡ |ψ〉, (2.15)
Q|ψF 〉 ≡ |ψQ〉, (2.16)
so that |ψF 〉 = |ψ〉+ |ψQ〉. Since the free Hamiltonian does not change the number of
particles, [P, P−0 ] = [Q, P−0 ] = 0. The interaction Hamiltonian changes the particle
number, so it cannot connect the two-particle sector to itself, thus PP−I P = 0.
Using these projection operators, Eq. (2.14) can be broken up into two parts,
P−0 |ψ〉+ gPP−I Q|ψQ〉 = |ψ〉P−, (2.17)(
P−0 + gQP−I Q
) |ψQ〉+ gQP−I P|ψ〉 = |ψQ〉P−. (2.18)
Eliminating the |ψQ〉 and using the expression of the identity given in Eq. (2.11) we
obtain the two-particle effective light-front Schro¨dinger equation∫
d2p1,⊥dp
+
1
∫
d2p2,⊥dp
+
2 〈k1,k2|
[
P−0 + V (g, P
−)
] |p1,p2〉〈p1,p2|ψ〉
= 〈k1,k2|ψ〉P−, (2.19)
where P−0 and the potential V act in the two-nucleon basis. The two-particle potential
is given by
V (g, P−) = g2PP−I
Q
P− − P−0 − gQP−I Q
P−I P. (2.20)
Note that Eq. (2.19) is similar to Eq. (2.14), except for two main differences. Here
we have a two-nucleon wave function, which makes it simpler. However, the potential
depends on the light-front energy P−, thus making it more complicated.
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The denominator in the definition of the potential is non-diagonal in the full Fock
space, so the matrix inversion that it represents is highly non-trivial. This problem
is avoided by expanding the inversion in powers of the coupling constant g to get
V (g, P−) = PP−I
[
g2Q
P− − P−0
∞∑
n=0
(
P−I
gQ
P− − P−0
)n]
P−I P. (2.21)
This can be simplified further by noting that in the two-nucleon sector of our the-
ory, every meson emitted must be absorbed, so there must be an even number of
interactions. Thus, the full potential can be written as the sum of n meson exchange
potentials,
V (P−, g) =
∞∑
n=1
g2nV(2n)(P
−), (2.22)
where V(2n) is the potential due to the exchange of n mesons, given by
V(2n)(P
−) = P
(
P−I
Q
P− − P−0
)2n−1
P−I P. (2.23)
To see how to write a sum of diagrams for the potential, we express what what
Eq. (2.23) represents in words. We start off with two particles, then the interaction
occurs. There are two possibilities of what can happen; nucleon 1 or 2 can emit
a meson. Each possibility has a separate diagram. After the interaction, there is
propagation with the light-front Green’s function,
GLF(P
−) =
1
P− − P−0
, (2.24)
until another interaction occurs, and so on. We simply sum up all of the possible
orderings of the interaction to get the full potential. The nth order potential is simply
the sum of all possible diagrams with n-meson exchanges.
Each intermediate state in Eq. (2.23) has more than two particles, so the diagrams
are two-particle irreducible with respect to the two-particle Green’s function G2LF =
PGLFP. We can represent G2LF by its diagonal matrix elements,
G2LF(k1,k2;P
−) =
1
P− − k−1 − k−2
. (2.25)
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In the diagrams we draw, the nucleons will be represented by solid lines and the
mesons by dashed lines. Although the states we will be considering consist of two
distinguishable nucleons, we will not label the nucleon lines. Energy denominator
terms are represented by vertical, thin, dotted lines. We will be using the quenched
approximation (so there are no nucleon loops) and neglect the mass and vertex renor-
malization diagrams (so the physical masses and coupling constant are used, and each
meson emitted from one nucleon must be absorbed by the other nucleon). It is not
expected that these restrictions will lead to qualitatively different results than the
true full solution when the states are not too deeply bound. The quenched approxi-
mation is reasonable when the masses of the nucleon fields are large compared to the
binding energy. Use of the physical masses and coupling constant are reasonable as
well when the momenta are not too large.
A truncation must be made for the potential in Eq. (2.22), since in a Hamiltonian
theory the infinite sum of graphs cannot be calculated. However, all the graphs are
required to obtain manifest Lorentz invariance. We stress again that we will compare
various truncations of the light-front Hamiltonian to other calculations which do not
include renormalization diagrams. This is because we want to determine the effect of
truncation on the light-front Hamiltonian. The differences between our calculation
and those which include the self-energy graphs [24,32], which may be large for deeply-
bound states, are not considered here.
The rules for drawing the n-meson-exchange graphs that correspond to this ap-
proximation are:
1. Draw all topologically distinct time-ordered diagrams with n mesons. Use solid
lines for the nucleons and dashed lines for the mesons.
2. Delete all graphs which couple particles to the vacuum. In the massive theory
we consider here, these diagrams always vanish since the vacuum has zero plus
momentum and massive particles always have positive plus momentum.
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3. Our quenched approximation and use of the physical masses and coupling con-
stant requires us to delete all graphs that have nucleon loops or have mesons
that are emitted and absorbed from the same nucleon.
Once the diagrams are drawn, we use the following rules to convert the sum of
diagrams into the potential 〈k1f ,k2f |V(2n)(P−)|k1i,k2i〉:
1. Overall factor of
δ(2,+)(k1f+k2f−k1i−k2i)
2(2pi)3
√
k+1fk
+
2fk
+
1ik
+
2i
. This delta function says that the to-
tal light-front three-momentum is conserved. We define the light-front three-
momentum P ≡ k1f + k2f .
2. To each internal line, assign a light-front three-momentum qi where 1 ≤ i ≤ N
and N is the number of internal lines. The light-front energy for particle i with
mass mi is qi =
m21+q
2
i,⊥
q+i
. It is useful to define zi = q
+
i /P
+.
3. A factor of
θ(z+i )
z+i
for each internal line.
4. An extra factor of M
2
P+P−
for each internal meson line.
5. A factor of P
−
(P−−
∑
i q
−
i )
between consecutive vertices, where the sum is over only
the particles that exist in the intermediate time between those vertices.
6. Use light-front three-momentum conservation to eliminate all the independent
momenta.
7. Integrate with
∫ d2qi,⊥dzi
2P+P−(2pi)3
over all remaining free internal momenta.
8. Symmetry factor of 1
2
when two nucleons are created or destroyed at the same
time.
With these rules, one can calculate the effective potential for any order.
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2.1.3 Further Development of the Light-front Schro¨dinger Equation
Once the potential is calculated, we can plug it into Eq. (2.19), which we write as∫
d2k1i,⊥dk
+
1i
∫
d2k2i,⊥dk
+
2i〈k1f ,k2f |
[
P−0 + V (g(P
−), P−)
] |k1i,k2i〉〈k1i,k2i|ψ〉
= 〈k1f ,k2f |ψ〉P−, (2.26)
where P− is an arbitrary light-front energy and g(P−) is the coupling constant which
yields the bound-state wave function with P− as the bound-state energy. We call
this g(P−) the spectrum of the light-front Schro¨dinger equation for the corresponding
wave function.
The total momentum P = k1f + k2f is conserved by the potential given in
Eq. (2.22), so the wave function in Eq. (2.26) can be parameterized by the total
momentum. To make the calculations easier later, we choose to be in the center-of-
momentum frame, where the components of the total momentum can be written as
P⊥ = 0 and P
+ = P− = E. The energy, E, is the same as the mass of the bound
state. In terms of the binding energy B, E = 2M − B. In the center-of-momentum
frame, the wave function is parameterized by E, so we can define
〈k1f ,k2f |ψM〉 = δ(2,+)(k1f + k2f −P )ψ(k1f ), (2.27)
〈k1f ,k2f |V(2n)(P−)|k1i,k2i〉 = δ(2,+)(k1f + k2f − k1i − k2i)V(2n)(E;k1f ;k1i). (2.28)
With these, Eq. (2.26) effectively becomes a one-particle equation, where particle 2’s
momentum is determined by k2f = P − k1f . The minus component (the light-front
energy) of particle 2 is defined by the requirement that the particle 2 is on mass shell,
so k−2f = (M
2 + k22f,⊥)/k
+
2f . We also define
x ≡ k+1f/P+ = xBj , (2.29)
where xBj is the Bjorken x variable, so that k
+
2f/P
+ = 1 − x. Likewise, we write
the Bjorken variables that correspond to the momenta k1i and q1 as y ≡ k+1i/P+ and
z ≡ q+1 /P+.
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Using Eqs. (2.27), (2.28), and the fact that the plus momentum of both nucleons
is positive, we can write the light-front Schro¨dinger equation Eq. (2.26) as∫
d2k1i,⊥
∫ E
0
dk+1iV (g(E), E;k1f ;k1i)ψ(k1i) = ψ(k1f)(E − k−1f − k−2f ). (2.30)
It is useful to convert from light-front coordinates k1 = (k
+
1 ,k⊥) to “equal-time”
coordinates kET = (k⊥, k
3), using an implicit definition of k3 [39]
k+1 =
E
2k0(kET)
[
k0(kET) + k
3
]
, (2.31)
k0(kET) =
√
M2 + k2ET, (2.32)
or an explicit transformation [40]
k0(k+1 ,k⊥) =
E
2
√
M2 + k2⊥
k+1 k
+
2
=
√
M2 + k2⊥
4x(1− x) , (2.33)
k3 = (k+1 − k+2 )
k0
E
= (2x− 1)k0. (2.34)
Often the explicit dependence of k0 on kET will not be shown. It is worth em-
phasizing that this is just a convenient change of variables; ψ(kET) is not the usual
equal-time wave function. With this transformation, we can express k−1 and k
−
2 as
k−1 =
(
1− k
3
k0
)
2(k0)2
E
, (2.35)
k−2 =
(
1 +
k3
k0
)
2(k0)2
E
. (2.36)
We may also write
k+1 =
(
1 +
k3
k0
)
E
2
, (2.37)
k+2 =
(
1− k
3
k0
)
E
2
. (2.38)
Using Eqs. (2.35-2.38), we can rewrite Eq. (2.30) as∫
d3ki,ET
2k+1ik
+
2i
k0i
V (g(E), E,kf,ET;ki,ET)ψ(ki,ET) = ψ(kf,ET)
[
E2 − (2k0f)2
]
. (2.39)
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Now consider the exchange of the particle labels 1 and 2. This causes
k1,⊥ → k2,⊥ = −k1,⊥, (2.40)
k+1 → k+2 = E − k+1 , (2.41)
which means that k3 as defined in Eq. (2.31) transforms as k3 → −k3, so kET → −kET.
Consequently, exchange of particle labels 1 and 2 is the same as parity for kET.
For scattering states, the OBE potential computed for on-shell nucleons and used
in the Weinberg integral equation [41] (which is essentially the scattering analogue of
Eq. (2.26)) leads to manifestly rotationally invariant results when written in terms of
the relative momenta [18]. The similarity between that rotationally invariant result
and the usual equal-time result implies that this equal-time momentum k can be in-
terpreted as the relative momentum of the two particles. For bound states, this exact
simplification does not occur, since for bound states the potential is, of necessity,
evaluated off the energy shell (but on the mass shell). However, we expect that the
OBE potential, written in terms of the relative momentum, is approximately spheri-
cally symmetric for lightly-bound states. Thus, the wave functions are approximate
eigenfunctions of the “relative angular momentum”, which we define by the operator
L = x × k. Our “relative angular momentum operator” is not the same as the true
orbital angular momentum operator which is obtained from the Lagrangian via the
energy-momentum tensor in a way similar to the Hamiltonian.
Since the two nucleons are identical except for the particle label, the effective
potential commutes with parity to all orders in g2. Furthermore, the light-front
Hamiltonian is explicitly invariant under rotations about the three-axis. These con-
siderations allow us to classify the wave functions as having eigenvalues p of parity
(P) and m of the three-component of the angular momentum operator (J3). We label
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the wave function as 〈k1|ψm,p〉, where
〈k1|J3|ψnm,p〉 = 〈k1|ψnm,p〉m, (2.42)
〈k1|P|ψnm,p〉 = 〈k2|ψnm,p〉, (2.43)
= 〈k1|ψnm,p〉p. (2.44)
With this, we may write the OBE truncation of full uncrossed Hamiltonian as
P−OBE(g, E) = P
−
0 + g
2VOBE(E), (2.45)
which gives OBE light-front Schro¨dinger equation
P−OBE
(
gn,m,pOBE (E), E
)
|ψn,OBEm,p 〉 = |ψn,OBEm,p 〉E, (2.46)
where E is an arbitrary energy, |ψn,OBEm,p 〉 is the nth wave function with parity p and
J3 quantum number m, and g
n,m,p
OBE (E) is the coupling constant which yields that
bound-state wave function with E as the bound-state energy.
For the OBE+TBE truncation, we have
P−TBE(g, E) = P
−
0 + g
2VOBE(E) + g
4VTBE(E), (2.47)
which gives TBE light-front Schro¨dinger equation
P−TBE
(
gn,m,pTBE (E), E
)
|ψn,TBEm,p 〉 = |ψn,TBEm,p 〉E, (2.48)
where the quantities here are defined in an analogous way to Eq. (2.46). By comparing
the spectra gn,m,pOBE (E) and g
n,m,p
TBE (E), we can see what effect adding the TBE potential
to the OBE potential has on the coupling constant for a given bound-state energy.
The quantum numbers m and p of the wave function can be used to rewrite
Eq. (2.39) as∫ ∞
0
dki,ET
∫ pi/2
0
dθi
2k+1ik
+
2ik
2
i,ET sin θi
k0i
Vp,m(kf,ET, θf ; ki,ET, θf)ψp,m(ki,ET, θi)
= ψp,m(kf,ET, θf )
[
E2 − 4(k0f)2
]
, (2.49)
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where
Vp,m(kf,ET, θf ; ki,ET, θi)
=
1
2
[
Vm(kf,ET, θf ; ki,ET, θi) + pVm(kf,ET, θf ; ki,ET, π − θi)
]
(2.50)
Vm(kf,ET, θf ; ki,ET, θi)
=
∫∫ 2pi
0
dφf dφi
2π
eim(φf−φi)V (kf,ET;ki,ET). (2.51)
We call V (kf,ET, θf ; ki,ET, θi) the azimuthal-angle-integrated potential. The light-front
vectors can also be expressed in terms of the azimuthal angle φ, the angle between k⊥
and the x-axis. This allows the azimuthal-angle-integrated potential to be written in
light-front coordinates
Vm(k
+
1f , k1f,⊥; k
+
1i, k1i,⊥) =
∫∫ 2pi
0
dφf dφi
2π
eim(φf−φi)V (k1f ;k1i). (2.52)
All of the simplifications of Eq. (2.49) based on physical considerations have been
addressed. However, further rearrangements need to be done before Eq. (2.49) is fit
to be solved on the computer. Since these involve only numerical techniques, they
are relegated to Appendix B.
2.1.4 Bethe-Salpeter Equation
The Bethe-Salpeter equation [3–7] provides a way of describing bound states based on
Feynman propagators and kernels constructed from covariant quantum field theory,
and thus is manifestly covariant. The equation for the bound state of nucleons 1 and
2 can be written as
GKψ = ψ, (2.53)
G is the free two-particle propagator, which is the product of two one-particle prop-
agators, G = S1S2, ψ is the four-dimensional Bethe-Salpeter amplitude, and K is
the sum of all two-particle irreducible two-to-two Feynman graphs, shown in Fig. 2.1.
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K = + + + + +  . . .
Figure 2.1: The full kernel for the Bethe-Salpeter equation of the Wick-Cutkosky
model.
Kladder = 
Figure 2.2: The ladder (one-boson-exchange) kernel for the Bethe-Salpeter equation.
There are no nucleon exchange graphs since we treat only the case where the two
nucleons are distinguishable.
We consider the ladder approximation to the Bethe-Salpeter equation,
g2GK˜ladderψ = ψ, (2.54)
which is obtained by replacing K in Eq. (2.53) with g2K˜ladder. We define K˜ladder =
1
g2
Kladder, where Kladder is the graph due to one-boson-exchange, shown in Fig 2.2.
This definition of K˜ladder makes it independent of the coupling constant. Making
this approximation leaves the Bethe-Salpeter equation covariant. This implies that
the Bethe-Salpeter amplitudes ψ have definite angular momentum l, and hence the
energies of the states are degenerate for different m projections of the same angular
momentum.
This equation can be simplified in the center-of-momentum frame. In that frame,
once the total energy is defined as P 0, the four-momentum of the second particle is
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Kcrossed = 
Figure 2.3: The crossed (two-boson-exchange) kernel for the Bethe-Salpeter equation.
given by kµ2 = P
µ − kµ1 , and thus the Bethe-Salpeter equation is effectively a one-
particle equation. The remainder of the discussion in this section will be done using
the center-of-momentum frame. We then can rewrite Eq. (2.54), taking into account
the explicit symmetries of the equation, as[
gn,l,mLBSE(E)
]2
G(E)K˜ladder(E)ψn,l,m = ψn,l,m, (2.55)
where E is an arbitrary energy, ψn,l,m is the n
th Bethe-Salpeter amplitude with an-
gular momentum l and three-projection m, and gn,l,mLBSE(E) is the coupling constant
which yields that bound-state Bethe-Salpeter amplitude with E as the bound-state
energy. We call this g(E) the spectrum of the ladder Bethe-Salpeter equation for the
corresponding Bethe-Salpeter amplitude. The Greens function G(E) and the ladder
kernel K˜ladder(E) are functions of the energy in the c.m. frame and are implicitly
effective one-particle operators.
We may also take the kernel to be K˜ = K˜ladder + K˜crossed, where K˜crossed =
1
g2
Kcrossed, and Kcrossed is the crossed diagram is shown in Fig. 2.3. Since this kernel
is also covariant, the discussion given above for the ladder kernel also applies for the
ladder plus crossed kernel. In particular, the bound states calculated by using kernel
with the Bethe-Salpeter equation will be angular momentum eigenstates.
The comparison we draw is only between the ladder (or ladder plus crossed) Bethe-
Salpeter equation and the light-front Hamiltonian that corresponds to that approxi-
mation. The exact nature of the correspondence is discussed in section 2.1.2. Since
22
we are not looking at the solutions to the full theory, for our purposes it does not mat-
ter that there are sizeable differences between the solutions to the full Bethe-Salpeter
equation and the ladder approximation when the coupling constant is large [22,33–35].
2.1.5 Comparison Between the Light-front Schro¨dinger Equation and the Bethe-
Salpeter Equation
The solution to the untruncated light-front Schro¨dinger equation in the uncrossed
approximation is equivalent to the solution of the ladder Bethe-Salpeter equation.
When the full uncrossed Hamiltonian is truncated, differences will be introduced.
Thus, here we think of the ladder Bethe-Salpeter equation as the exact theory which
the truncated light-front Schro¨dinger equations approximate. As more graphs are
included in the truncated light-front Hamiltonian potential, the agreement with the
Bethe-Salpeter equation will obviously be better. The question we wish to answer is
how well the spectra g(E) for the two different truncations [Eqs. (2.46) and (2.48)]
approximate the spectra for the “exact” theory, the BSE results.
The lack of manifest rotational invariance of the truncated Hamiltonian the-
ory causes a breaking of the degeneracy of the spectra of the truncated light-front
Schro¨dinger equations for different m states — unlike the case for the Bethe-Salpeter
equation. The wave functions from the Hamiltonian approach are classified by their
dominant angular momentum contribution l, so that we can compare the spectra for
different m projections of the same total angular momentum l. By doing this, we can
compare how the degeneracy of the spectra is broken for the OBE and the OBE+TBE
truncations, and also compare to the spectra obtained from the ladder Bethe-Salpeter
equation.
We want to approximate our potential V so that Eq. (2.26) is physically equivalent
to the ladder Bethe-Salpeter equation. This approximation of V will be called the un-
crossed approximation. By physically equivalent, we mean that the spectra of the po-
tential V should reproduce the spectrum for the states of the Bethe-Salpeter equation,
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excluding the so-called “abnormal” states [28,29]. It is well known how to reduce the
Bethe-Salpeter equation to a physically equivalent Hamiltonian (Schro¨dinger-type)
equation. For an extensive discussion of this issue of defining the potential equivalent
to a sum of Feynman graphs in the equal-time case see, for instance, Klein [42], Phillips
and Wallace [43], Lahiff and Afnan [44], and, for examples on the light front, Ligterink
and Bakker [45] and Schoonderwoerd and Bakker [46]. The general procedure to get
the effective potential due to n boson exchange takes two steps. First, write the sum
of all Feynman graphs obtained from iteration of the Bethe-Salpeter kernel with n
boson exchanges. Then, write that sum in terms of LFTOPT graphs, and discard all
graphs which are not two-particle-irreducible with respect to the light-front two-body
propagator,
GLF
(
P−
)
=
1
P− − P−0
. (2.56)
The graphs which remain after this procedure constitute the VnBE.
As an example, we construct the TBE potential. When the ladder Bethe-Salpeter
equation is used, only one Feynman graph contributes, the box diagram arising from
the iteration of the Feynman OBE kernel. This gives six non-vanishing LFTOPT
diagrams. (The other diagrams vanish because the vacuum is simple on the light
front.)
The first four diagrams are iterations of the OBE potential and are reducible with
respect to GLF. The last two are two-particle-irreducible and thus constitute the TBE
potential, VTBE.
2.2 Wick-Cutkosky Perturbative Potentials
A truncation must be made of the expansion of the potential given in Eq. (2.22), since
it is not feasible to calculate the infinite sum of graphs for the potential in this Hamil-
tonian theory. For this investigation we consider three truncations of the potential
derived from the field theory. First, the OBE potential and the TBE potentials are
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Figure 2.4: The relation between the Feynman box diagram and non-vanishing light-
front time-ordered perturbation theory diagrams.
calculated. Then, we note that a subset of the TBE diagrams, the stretched-box dia-
grams, correspond to the truncated potential derived from the ladder Bethe-Salpeter
equation. Thus, three truncated potentials are obtained that have a physical inter-
pretation.
The matrix elements of these potentials are written in the two-particle momentum
basis, denoting the momentum of the incoming particles by k1i and k2i, and the
outgoing particles k1f and k2f . For simplicity, we choose to work in the center-of-
momentum frame. By inspecting the rules for converting a light-front time-ordered
diagram into a potential given in section 2.1.2, and looking at Eq. (2.28), we find that
each piece of the effective-one-particle potential V (E;k1f ,k1i) is proportional to
E
2(2π)3
√
k+1fk
+
2fk
+
1ik
+
2i
. (2.57)
(The factor of E in the numerator is included to simplify later equations.) This term
will by suppressed in all of the potentials written in this chapter.
2.2.1 OBE Potential
We start by drawing all the allowed and non-vanishing time-ordered diagrams with
one meson exchange. These diagrams are shown in Fig. 2.5. The light-front time-
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k1ik1f
k2ik2f
 q = k1i − k1f
k1ik1f
k2ik2f
q = k1f − k1i +VOBE  = ( )
Figure 2.5: The diagrams for the OBE potential.
ordered perturbation theory rules given in section 2.1.2 are used to calculate the
potential due to OBE potential,
VOBE(E;k1f ;k1i) =
(
M
E
)2 [
θ(x− y)/|x− y|
E − k−1i − k−2f − ω−(k1f − k1i)
+
θ(y − x)/|y − x|
E − k−1f − k−2i − ω−(k1i − k1f )
]
. (2.58)
We have introduced the notation that meson with light-front three-momentum q has
a light-front energy given by
ω−(q) =
µ2 + q2⊥
q+
. (2.59)
The azimuthal-angle integration of VOBE is discussed in Appendix C.1.
The potential given in Eq. (2.58) can also be used for scattering states. In that
case, E = k−1f + k
−
2f = k
−
1i + k
−
2i, which allows the potential to be written as
VOBE(Escat;k1;p1) =
M2/Escat
(k1f − k1i)2 − µ2 . (2.60)
The scattering potential is the same as the usual equal-time OBE potential. This
must be the case, since the scattering potential is also given by covariant Feynman
diagrams, which have the same form independent of the form of dynamics.
Returning to the bound-state regime, we note that the OBE potential can be
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written in terms of the equal-time coordinates. A reorganization of Eq. (2.58) yields
VOBE(E;kf,ET;ki,ET)
=
(
M
E
)2
E
[
θ(x− y)
(k+1f − k+1i)(E − k−1i − k−2f )− µ2 − (ki⊥ − kf⊥)2
+
θ(y − x)
(k+1i − k+1f)(E − k−1f − k−2i)− µ2 − (ki⊥ − kf⊥)2
]
. (2.61)
Using the relations in Eqs. (2.35-2.38), we find
(k+1f − k+1i)(E − k−1i − k−2f) =
(
k3f
k0f
− k
3
i
k0i
)(
E2 − 4M2
2
− k2i,ET − k2f,ET
)
+
k3f
k0f
k3i
k0i
(
k0f − k0i
)2 − (k3f − k3i )2. (2.62)
Under the exchange kf ↔ ki, the only thing that changes in Eq. (2.62) is that the
first term picks up a minus sign. This observation allows Eq. (2.61) to be rewritten
as
VOBE(E;kf,ET;ki,ET) =
(
M
E
)2
E∣∣∣k3fk0
f
− k3i
k0i
∣∣∣∆+ k3fk0
f
k3i
k0i
(q0ET)
2 − q2ET − µ2
, (2.63)
where
∆ =
E2 − 4M2
2
− k2i,ET − k2f,ET, (2.64)
qµET = k
µ
f,ET − kµi,ET. (2.65)
Note that q−ET is not the light-front energy of the meson, since in a Hamiltonian
theory only the light-front three-momenta are conserved; the four-momenta are not
conserved. Equation (2.63) will be useful in the context of approximations based on
the physical arguments that we will discuss in section 2.3.
2.2.2 TBE Potentials
As in the previous section, we start by drawing all the allowed, non-vanishing time-
ordered diagrams with two meson exchanges shown in Fig. 2.6. The diagrams are
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classified according to the behavior of the intermediate particles. The total TBE
potential is given by the sum of all the diagrams, so
VTBE = VTBE:SB + VTBE:SX + VTBE:TX + VTBE:WX + VTBE:ZX. (2.66)
In the diagrams for the TBE potential in Fig. 2.6, the intermediate loop momenta
can be parameterized by k1m or k2m. The dependent variable is defined by the relation
P = k1i + k2i. The Bjorken x variable that corresponds to k1m (k2m) is labeled with
z (1− z). We use the Feynman rules to calculate all of these potentials, starting with
VTBE:SB(E;k1f ;k1i)
=
(
M
E
)4 ∫
d2km⊥
2(2π)3
[∫ 1
0
dz
θ(z − y)θ(x− z)
z(1 − z)(z − y)(x− z)
× 1
E − k−1m − k−2f − ω−(k1f − k1m)
× 1
E − k−1i − k−2f − ω−(k1f − k1m)− ω−(k1m − k1i)
× 1
E − k−1i − k−2m − ω−(k1m − k1i)
]
+ {1↔ 2}. (2.67)
The symbol {1 ↔ 2} means that all labels 1 are replaced with 2 and vice versa, as
well as replacing the Bjorken variables x, y, and z with 1−x, 1−y, and 1−z. This is
a way of explicitly stating the symmetry of the potential under exchange of particles
1 and 2. A detailed discussion of the evaluation of the loop integral in Eq. (2.67) is
given in Appendix C.2.
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(a) VTBE:SB  = ( k1ik1f k2ik2f  qi = k1i − k1m qf = k1m − k1f k1m
k2m
+
k1ik1f
k2ik2f
 qi = k2i − k2m
 qf = k2m − k2f
k1m
k2m
)
(b) VTBE:SX  = ( k1ik1f k2ik2f  qi = k1i − k1f qf = k1m − k1f k1m
^
 k2m
+
k1ik1f
k2ik2f
 qi = k2i − k2m qf = k2m − k2f
^
 k1m
k2m
)
(c) VTBE:TX  = ( k1ik1f k2ik2f  qi = k1i − k1f qf = k1f − k1m k1m
^
 k2m
+
k1ik1f
k2ik2f
 qi = k2i − k2m qf = k2f − k2m
^
 k1m
k2m
)
(d) VTBE:WX  = ( k1ik1f k2ik2f  qi = k1i − k1f qf = k1f − k1m k1m
^
 k2m
+
k1ik1f
k2ik2f
 qi = k2i − k2m qf = k2f − k2m
^
 k1m
k2m
)
(e) VTBE:ZX  = ( k1ik1f k2ik2f  qi = k1i − k1f qf = k1f − k1m k1m^ k2m + k1ik1f k2ik2f  qi = k2i − k2m qf = k2f − k2m ^ k1m
k2m
)
Figure 2.6: The components of the TBE potential, (a) the stretched-box, (b)
stretched-crossed, (c) T-crossed, (d) wide-crossed, and (e) Z-crossed diagrams. Here,
k̂1m = k1f + k1i − k1m and k̂2m = k2f + k2i − k2m.
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It is straightforward to calculate the other parts of the TBE potential,
VTBE:SX(E;k1f ;k1i)
=
(
M
E
)4 ∫
d2km⊥
2(2π)3
[∫ 1
0
dz
θ(x− z)θ(z − y)
z(x − z)(1 + z − x− y)(z − y)
× 1
E − k−1m − k−2f − ω−(k1f − k1m)
× 1
E − k−1i − k−2f − ω−(k1f − k1m)− ω−(k1m − k1i)
× 1
E − k−1i − k̂−2m − ω−(k1f − k1m)
]
+ {1↔ 2}, (2.68)
where we have denoted the light-front energy of particle 2 by k̂−2m, given by
k̂−2m = ǫ
−(P + k1m − k1i − k1f ), (2.69)
ǫ−(k) =
M2 + k2⊥
k+
. (2.70)
The rest of the TBE potential is given by
VTBE:TX(E;k1f ;k1i)
=
(
M
E
)4 ∫
d2km⊥
2(2π)3
[∫ 1
0
dz
θ(x− z)θ(1 + z − x− y)θ(y − z)
z(x− z)(1 + z − x− y)(y − z)
× 1
E − k−1m − k−2f − ω−(k1f − k1m)
× 1
E − k−1m − k̂−2m − ω−(k1f − k1m)− ω−(k1i − k1m)
× 1
E − k−1i − k̂−2m − ω−(k1f − k1m)
]
+ {1↔ 2}, (2.71)
30
VTBE:WX(E;k1f ;k1i)
=
(
M
E
)4 ∫
d2km⊥
2(2π)3
[∫ 1
0
dz
θ(x− z)θ(1 + z − x− y)θ(y − z)
z(x− z)(1 + z − x− y)(y − z)
× 1
E − k−1m − k−2f − ω−(k1f − k1m)
× 1
E − k−1m − k̂−2m − ω−(k1f − k1m)− ω−(k1i − k1m)
× 1
E − k−1m − k−2i − ω−(k1i − k1m)
]
+ {1↔ 2}, (2.72)
VTBE:ZX(E;k1f ;k1i)
=
(
M
E
)4 ∫
d2km⊥
2(2π)3
[∫ 1
0
dz
θ(x+ y − 1− z)
z(x − z)(x+ y − 1− z)(y − z)
× 1
E − k−1m − k−2f − ω−(k1f − k1m)
× 1
E − k−1m − k−2f − k−2i − ǫ−(k1i + k1i −P − k1m)
× 1
E − k−1m − k−2i − ω−(k1i − k1m)
]
+ {1↔ 2}. (2.73)
The loop integrals in the expressions for the TBE potentials and the azimuthal-angle
integrations are discussed in Appendix C.2.
2.2.3 TBE:SB Potential: Connection to the Ladder Bethe-Salpeter Equation
As discussed in Section 2.1.5, a truncated kernel of the Bethe-Salpeter equation is
physically equivalent to a Hamiltonian potential which does not include all the graphs
that the full theory allows. In particular, consider the Bethe-Salpeter equation when
the ladder kernel is used. The physically equivalent light-front potential will not
include any graphs where the meson lines cross, so to order g4, the potential is given
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by g2VOBE+g
4VTBE:SB. Therefore, by considering the TBE:SB truncation, we can test
how well the light-front Hamiltonian approach approximates the full ladder Bethe-
Salpeter equation. This concept is discussed more throughly in Refs. [36, 38, 45].
2.3 Wick-Cutkosky Non-perturbative Potentials
The potentials discussed in this section are derived from the OBE field theory poten-
tial, but additional approximations are made to simplify the expressions.
2.3.1 Symmetrized-mass Approximation
Krautga¨rtner, Pauli and Wo¨lz [47], and Trittmann and Pauli [19] studied positronium
with a large coupling constant in light-front dynamics. The one-photon-exchange
potential they obtain has a colinear singularity due to the sum of the instantaneous
photon exchange graph and a gauge-dependent factor from the spin sum. They argue
that the singularity is not physical, and therefore must be canceled by higher-order
terms in the potential. The effect of those terms can be simulated by choosing the
bound-state energy so that the coefficient of the singular term vanishes. They find
that this condition is met when the light-front energy P− in the one-photon-exchange
potential is replaced with the operator ω, expressed here in the two-particle basis,
P− ⇒ ω (k1f ,k2f ;k1i,k2i) ≡ 1
2
(
k−1i + k
−
2i + k
−
1f + k
−
2f
)
. (2.74)
This approximation is called the symmetrized mass [47], the average of the total P−
in the initial and final states. It is important to note that this approximation affects
not only the singular term, but also the energy denominator in the rest of the OBE
potential. The modified denominators simulate the effects of the non-perturbative
higher-order terms that are not included explicitly in the OBE potential. Potentials
obtained with this approximation are similar to those given by the unitary trans-
formation method [48, 49], where the potentials depend explicitly on the initial- and
final-state energies.
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In our model, there are no singularities associated with the OBE graphs because
we deal only with scalar fields. However, we may use their approximation to obtain a
new light-front OBE potential that should incorporate some non-perturbative effects.
Recalling that the only place where P− occurred in Eq. (2.58) was in the denominator,
the E in the denominator of the OBE potential is replaced with ω to get
Vω(k1f ;k1i)
=
(
M
E
)2 [
θ(x− y)/|x− y|
1
2
(−k−1i + k−2i + k−1f − k−2f)− ω−(k1f − k1i)
+
θ(y − x)/|y − x|
1
2
(
+k−1i − k−2i − k−1f + k−2f
)− ω−(k1i − k1f)
]
(2.75)
=
(
M
E
)2
E
1
2
(k+1f − k+1i)
(−k−1i + k−2i + k−1f − k−2f)− µ2 − (kf⊥ − ki⊥)2 . (2.76)
Writing the light-front variables in the denominator in terms of the equal-time vari-
ables, as prescribed in Eqs. (2.35-2.38), we find
1
2
(k+1f − k+1i)
(−k−1i + k−2i + k−1f − k−2f) = − (k3f − k3i )2 + k3fk0f k
3
i
k0i
(k0f − k0i )2. (2.77)
Thus, Eq. (2.76) can be rewritten as
Vω(kf,ET;ki,ET) =
(
M
E
)2
E
k3
f
k0f
k3i
k0i
(k0f − k0i )2 − (kf,ET − ki,ET)2 − µ2
. (2.78)
This result can also be obtained more directly by considering the first term in
Eq. (2.62). Recall that the E2 that appears in the denominator is written as P+P−
in an arbitrary frame, so in the symmetrized-mass approximation, the E2 term is
replaced with Eω. This causes the ∆ term in the denominator of Eq. (2.63) to
vanish, so that the equation reduces to Eq. (2.78). Also, note that by writing this
new potential, we attempt to incorporate physics from higher-order graphs than just
the OBE graphs.
The singularity structure of the symmetrized-mass potential is easily analyzed.
When scattering states are used, in the center-of-momentum frame the total energy
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of the state is E = 2k0f = 2k
0
i , so the relations in Eqs. (2.35-2.38) become
k±1 = k
0 ± k3, (2.79)
k±2 = k
0 ∓ k3. (2.80)
Using these relations, the symmetrized mass is ω = E. Thus, for scattering states,
this potential is same as the OBE scattering potential and the singularity structure
is the same.
2.3.2 Instantaneous and Retarded Approximations
For our bound states, k2ET ≪M2, so that the
k3fk
3
i
k0fk
0
i
(k0f−k0i )2 will be much smaller than
the other terms in the denominator of Eq. (2.78). Therefore, we may approximate
the symmetrized-mass potential Vω by the instantaneous potential,
VInst(kf,ET;ki,ET) =
(
M
E
)2 −E
(kf,ET − ki,ET)2 + µ2 . (2.81)
Alternatively, we may also argue that since the energy difference term is small, we
can also approximate Vω by the retarded potential,
VRet(kf,ET;ki,ET) =
(
M
E
)2
E
(k0f − k0i )2 − (kf,ET − ki,ET)2 − µ2
(2.82)
=
(
M
E
)2
E
(kf,ET − ki,ET)2 − µ2 , (2.83)
where kf,ET and ki,ET represent four-vectors, defined by the equal-time three-vectors
and the condition that k2f,ET = k
2
i,ET = M
2. These potentials resemble the three-
dimensional Blankenbecler-Sugar [10] or Gross [11] quasi-potentials.
Both of these approximations are reasonable if the energy difference between the
initial and final states is small, which is valid for lightly-bound states. The instanta-
neous potential is a better approximation of the symmetrized-mass potential, since,
if we expand the symmetrized-mass potential to second-order in perturbation theory
about k0f = k
0
i , we get Vω = VInst. Also, note that these potentials are explicitly
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rotationally invariant in terms of our equal-time parameterization, which provides
significant computational advantages.
2.3.3 Three-dimensional Reduction of the Bethe-Salpeter Equation
We now consider a non-perturbative approximation used by Wallace and Mandelzweig
[50,51]. The basic idea is to first make an approximation of the Bethe-Salpeter equa-
tion, then reduce that modified Bethe-Salpeter equation to the physically equivalent
Hamiltonian equation. This approach was used by Phillips and Wallace [43] for the
model we use, however, they obtained an equal-time Hamiltonian, while we seek a
light-front Hamiltonian. Before we do this, we first review the basic mechanics of the
three-dimensional reduction, as presented in Sales et al. [38] and specialized to our
particular case. We postpone the discussion of the approximation until section 2.3.4.
The Bethe-Salpeter equation can be written in matrix form as Γ = KG0Γ, or
explicitly in function form in the momentum basis as
Γ(k1f ;P ) =
∫
d4k1i
(2π)4
K(k1f , k1i;P )G0(k1i;P )Γ(k1i;P ). (2.84)
Here, Γ is the four-dimensional vertex function, K is the four-dimensional kernel,
and G0 is the two-particle four-dimensional Green’s function. The momenta are P ,
the total four-momentum, and k1, the four-momentum of particle 1. Particle 2’s
momentum is implicitly P − k1. The four-dimensional Green’s function is given by
G0(k1;P ) = id(k1)d(P − k1), (2.85)
where d is the one-particle Green’s function. On the light front, d can be written as
d(p) =
(
1
p+
)
1
p− − Sign(p+)ǫ−(p) , (2.86)
where the light-front energy ǫ− is given by
ǫ−(p) =
M2 + p2⊥
|p+| − iη. (2.87)
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The real part of ǫ− is a positive definite quantity, and η is positive infinitesimal.
The Bethe-Salpeter equation can be rewritten [52] as
Γ = WĜ0Γ, (2.88)
where Ĝ0 is an auxiliary Green’s function, and W is defined by
W = K +K(G0 − Ĝ0)W. (2.89)
The advantage of this rearrangement is that we are free to choose the form of the
auxiliary Green’s function, Ĝ0. The choice of Ĝ0 advocated in Ref. [38] is
Ĝ0(k1f , k1i;P ) = G0(k1f ;P )
δ(2,+)(k1f − k1i)
g0(k1f ;P )
G0(k1i;P ), (2.90)
where
g0(k1, P ) =
∫
dk−1
2(2π)
G0(k1;P ). (2.91)
There is an extra factor of 2 in the denominator of Eq. (2.91) when compared to the
equal-time formalism. This is due to the Jacobian of the light-front coordinates.
Using the definition of Ĝ0 given in Eq. (2.90), we can integrate the modified
Bethe-Salpeter equation, in Eq. (2.88), over the light-front energy to get
γ(k1f ;P ) =
∫
d2k1i,⊥ dk
+
1i
(2π)3
w(k1f ,k1i;P )g0(k1i;P )γ(k1i;P ), (2.92)
where
w(k1f ,k1i;P ) ≡ 1
g0(k1f ;P )
〈G0WG0〉(k1f ,k1i;P ) 1
g0(k1i;P )
, (2.93)
γ(k1;P ) ≡ 1
g0(k1;P )
∫
dk−1
2(2π)
G0(k1;P )Γ(k1;P ). (2.94)
The functional 〈f〉 is defined by its action on an arbitrary function f(k1f , k1i), where
k1f and k1i are four-vectors, as
〈f〉(k1f ,k1i) =
∫
dk−1f
2(2π)
dk−1i
2(2π)
f(k1f , k1i). (2.95)
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We proceed by calculating the specific form of g0,
g0(k1;P ) =
θ(k+1 )θ(k
+
2 )
2k+1 k
+
2
1
P− − k−1 − k−2
, (2.96)
where k−i = ǫ
−(ki). As g0 is a three-dimensional quantity, it is clear that k
−
i is not
the independent minus component of a momentum four-vector. With this expression
for g0, we can specialize Eq. (2.92) to the center-of-momentum frame and obtain
(
E − k−1f − k−2f
)
ψ(k1f ;E)
=
∫
d2k1i,⊥
∫ E
0
dk+1i
w(k1f ,k1i;E)
2(2π)3
√
k+1fk
+
2fk
+
1ik
+
2i
ψ(k1i;E), (2.97)
where
ψ(k1;E) =
g0(k1;E)√
k+1 k
+
2
γ(k1;E). (2.98)
By comparing this equation to Eq. (2.30), we find that the full light-front two-nucleon
effective potential that corresponds to the kernel K, after suppressing the coefficient
given in Eq. (2.57), is
V (k1f ,k1f ;E) =
1
E
w(k1f ,k1f ;E). (2.99)
Thus, we can calculate light-front potentials directly from the Bethe-Salpeter equation
using this method.
The potential V can be expanded in powers of the coupling constant, as done
in LFTOPT. We find that when the auxiliary Green’s function given in Eq. (2.90)
and the OBE kernel are used, the lowest order parts of the potential (as calculated
in Ref. [38]) are the same as our OBE and TBE:SB potentials. Thus, we conclude
that this method produces the physically equivalent Hamiltonian theory to the Bethe-
Salpeter equation being used. We will use this in the next section to derive a Hamil-
tonian potential for a situation where LFTOPT cannot be applied.
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2.3.4 The Modified-Green’s-function Approach
Now that the technology for the three-dimensional reduction has been reviewed, we
derive an approximate kernel for the Bethe-Salpeter equation. We will follow the
approach of Phillips and Wallace [43] and works cited therein. The idea is to start
with the Bethe-Salpeter equation where the kernel is truncated to only include ladder
(one-boson-exchange, see Fig. 2.2) and crossed (two-boson-exchange, see Fig. 2.3)
parts,
Γ = (Kladder +Kcross)G0Γ. (2.100)
An uncrossed approximation is used where the crossed part of the kernel is approx-
imated by Kcross ≈ KladderGCKladder. Our job is to find a valid modified Green’s
function, GC . Using this uncrossed approximation,
Γ ≈ (Kladder +KladderGCKladder)G0Γ. (2.101)
One can attempt to rewrite Eq. (2.100) as an equation linear in Kladder, to obtain
the modified-Green’s-function Bethe-Salpeter equation,
ΓMGF = Kladder
(
G0 +GC
)
ΓMGF. (2.102)
By iterating this integral equation for ΓC , we obtain
ΓMGF =
[
Kladder +
∞∑
n=1
Kladder (GCKladder)
n
]
G0ΓMGF. (2.103)
The part of Eq. (2.102) that plays the role of the kernel includes the uncrossed approx-
imation of the original kernel Kladder +KladderGCKladder as well as many more terms.
We note that the higher-order terms approximate some of the higher-order terms that
should be included in the full kernel, such as three-boson-exchange diagrams where
several meson lines cross. However, this approach undercounts the higher-order terms
which it approximates, and also leaves out some terms completely. Therefore, this
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new Bethe-Salpeter equation will give results that are closer to the full solution than
Eq. (2.100), but will not give the exact solution. The articles by Wallace and Man-
delzweig [50, 51] demonstrate that this approach, by effectively summing an infinite
set of interactions, gives the correct one-body limit, which is something that the usual
Bethe-Salpeter equation with a truncated kernel cannot do.
The modified Bethe-Salpeter equation in Eq. (2.102) is reduced to a Hamiltonian
equation via the technique discussed in the previous section. The equal-time Hamil-
tonian has been derived by Phillips and Wallace [43]. They found that this modified-
Green’s-function approach gave a spectra that lies closer to the full ground-state
spectra than the other approximations they considered. We will use the light-front
reduction to obtain the light-front potential for the Hamiltonian equation physically
equivalent to Eq. (2.102).
To clearly see what role GC plays, we compare the crossed and uncrossed Feynman
graphs in Fig. 2.7. Using the Feynman rules,
Kcrossed ∝
∫
d4k1m
(2π)4
1
(k1f − k1m)2 − µ2d(k1m)d(k̂2m)
1
(k1i − k1m)2 − µ2 , (2.104)
Kuncrossed ∝
∫
d4k1m
(2π)4
1
(k1f − k1m)2 − µ2d(k1m)d(k2m)
1
(k1i − k1m)2 − µ2 , (2.105)
where d is the one-particle propagator given in Eq. (2.86), and k̂2m = −k2m+k2i+k2f .
The only difference between these two graphs is that the crossed one has d(k̂2m) while
the uncrossed one has d(k2m).
We want an approximate one-particle Green’s function dC that only depends on
q1 and P , so that
dC(k1;P ) ≈ d(k̂2). (2.106)
Substitution of dC(k1;P ) for d(k̂2) in the crossed graph causes the graph to become
uncrossed. The penalty for this simplification is that a modified Green’s function
propagates in the intermediate state, namely id(k1)dC(k1;P ). It is important that
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Figure 2.7: The two-boson crossed and uncrossed Feynman graphs. Here, k̂2m =
−k2m + k2i + k2f .
this approximation be invariant under relabeling particle labels, so we explicitly sym-
metrize by defining
GC =
i
2
[d(k1)dC(k1;P ) + d(k2)dC(k2;P )] . (2.107)
How should we approximate dC? Since we are interested in obtaining a bound
state, a low-energy approximation is chosen. Specializing to the center-of-momentum
frame in this limit, the external momenta are half the total momentum, so k2i =
k2f = P/2 and k̂2m = P − k2m = k1m. This approximation is similar to the one used
by Phillips and Wallace. Thus, we define dC(k1;P ) ≡ d(k1) so
GC(k1;P ) = G1(k1;P ) +G2(k1;P ), (2.108)
where we define G1 and G2 by
G1(k1;P ) =
i
2
d(k1)
2, (2.109)
G2(k1;P ) =
i
2
d(P − k1)2. (2.110)
This approximation for GC is valid for this model for the energy range we study, as
discussed in Appendix E.
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We can write the modified-Green’s-function Bethe-Salpeter equation as
ΓMGF = KladderG˜0ΓMGF, (2.111)
where
G˜0 = G0 +G1 +G2. (2.112)
This is used as the starting point of three-dimensional reduction discussed in Sec-
tion 2.3.3, where G˜0 is considered as the Green’s function. Before doing the reduction,
note that the two poles of G1 and G2 lie in the same half plane for each function, so
g˜0(k1, P ) ≡
∫
dk−1
2(2π)
G˜0(k1, ;P ) (2.113)
= g0(k1, P ). (2.114)
Proceeding with the three-dimensional reduction of Eq. (2.111) in the center-of-
momentum frame, we obtain(
E − k−1f − k−2f
)
ψ˜(k1f ;E)
=
∫
d2k1i,⊥
∫ E
0
dk+1i
w˜(k1f ,k1i;E)
2(2π)3
√
k+1fk
+
2fk
+
1ik
+
2i
ψ˜(k1i;E), (2.115)
where
w˜(k1f ,k1i;P ) =
1
g0(k1f ;P )
〈G˜0W˜ G˜0〉(k1f ,k1i;P ) 1
g0(k1i;P )
, (2.116)
ψ˜(k1;E) =
1√
k+1 k
+
2
∫
dk−1
2(2π)
G˜0(k1;P )ΓMGF(k1;P ), (2.117)
and the modified kernel W˜ is given by
W˜ = Kladder +Kladder
[
G˜0 − ̂˜G0] W˜ , (2.118)
̂˜
G0(k1f , k1i;P ) = G˜0(k1f ;P )
δ(2,+)(k1f − k1i)
g0(k1f ;P )
G˜0(k1i;P ). (2.119)
It is a feature of the light front that g˜0 = g0, so that the uncrossed approximation
only affects the potential, and Eq. (2.115) has the same form as Eq. (2.92). In the
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equal-time calculation [43] g˜0 6= g0, so the approximation changes both the Green’s
function as well as the potential.
We now expand W˜ in powers of the coupling constant, and keep only the lowest
order term, Kladder. According to Eq. (2.99), the light-front potential that corresponds
to this truncation of the kernel is the modified-Green’s-function (MGF) potential
VMGF,
VMGF(k1f ,k1i;P ) =
1
E
1
g0(k1f ;P )
〈G˜0KladderG˜0〉(k1f ,k1i;P ) 1
g0(k1i;P )
. (2.120)
The one-boson-exchange kernel Kladder is given by the Feynman diagram, so
Kladder(k1f , k1i;P )
=
(iM)2
(k1f − k1i)2 − µ2 + iη
=
(
1
k+1f − k+1i
)
M2
(k−1f − k−1i)− Sign(k+1f − k+1i)ω−(k1f − p1i
, (2.121)
where the light-front energy of the meson is given by
ω−(q) =
µ2 − q2⊥
|q+| − iη. (2.122)
By examining the locations of all the poles in the k− integrals for VMGF, we find
the integrals are non-vanishing only when both x and y are between 0 and 1. The
sign functions in the denominator of Kladder naturally divide VMGF into two parts, one
for x < y and the other for x > y. The integrals in VMGF are straightforward, but
quite lengthy and tedious. Therefore, we show only the final answer,
VMGF(k1f ,k1i;P )
=
(
M
E
)2 [
θ(x− y)
|x− y|
(
1
D1
+
Ni,21 +Nf,12
2D21
+
Ni,21Nf,12
2D31
)
+
θ(y − x)
|y − x|
(
1
D2
+
Nf,21 +Ni,12
2D22
+
Ni,12Nf,21
2D32
)]
,
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where
Nf,12 =
k+1f
k+2f
(E − k−1f − k−2f ), (2.124)
Nf,21 =
k+2f
k+1f
(E − k−1f − k−2f ), (2.125)
D1 = E − k−1i − k−2f − ω−(k1f − k2i), (2.126)
D2 = E − k−1f − k−2i − ω−(k1i − k2f). (2.127)
The expressions for Ni,12 and Ni,21 are obtained by replacing f with i in Nf,12 and
Nf,21.
What is the physical interpretation of this modified-Green’s-function potential?
The first term multiplying each θ function gives the OBE potential we derived before
from the perturbation theory. There the D in the denominators corresponds to one
meson exchange. The second and third terms multiplying the θ functions, withD2 and
D3 in the denominators appear to be effective two- and three-meson-exchange terms.
Since time-ordered perturbation theory does not apply to the modified Bethe-Salpeter
equation that we use, the exact nature of these terms is not easy to understand.
However, it is clear that these terms increase the strength of the potential, and should
mimic the higher-order diagrams that are not being included explicitly.
The only dependence on the direction of the perpendicular components of kf and
ki comes from the D’s. This allows the azimuthal-angle integration of VMGF to be
done easily, as shown in Appendix C.1.
2.4 Results for the Wick-Cutkosky Model
For our numerical work, we pick the meson mass to be 0.15 times that of the nucleon,
so µ = 0.15M . This is chosen so that our ground state can be considered a toy model
of deuterium, and also to facilitate comparison with the results of Nieuwenhuis and
Tjon [22], Phillips and Afnan [20], and Schoonderwoerd, Bakker, and Karmanov [14].
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Nieuwenhuis and Tjon used the Feynman-Schwinger representation (FSR) of the two-
particle Green’s function [2] in the quenched approximation without the mass and
vertex renormalization terms [22]. Their result is to be considered the full solution
that the Bethe-Salpeter and Hamiltonian equations approximate. For the Bethe-
Salpeter equation, computation of the bound-state energies for models similar to ours
have been done for the ladder [53] and ladder plus crossed [35] kernels over 30 years
ago. More recent results are found in Refs. [20,54], where the solutions are compared
to those given by the FSR approach.
2.4.1 Ground State Results
We want to examine the ground state energies obtained for each of the light-front
potentials derived in this chapter, and see how they compare the energies calculated
in other approaches. Our main interest is in finding out how well the light-front
potentials approximate the Bethe-Salpeter results, and also in how well both the
perturbative and non-perturbative potential agree with the Feynman-Schwinger rep-
resentation approach.
Consider first how the light-front Hamiltonian approach fits in with the other ap-
proaches. As discussed in section 2.2.3, different light-front potentials can be derived
from Bethe-Salpeter equations with different kernels. We have mentioned that the
OBE+TBE:SB potential should approximate the ladder Bethe-Salpeter equation, and
similarly the OBE+TBE potential should approximate the Bethe-Salpeter equation
when the ladder plus crossed kernel is used. The best that these truncated Hamilto-
nians can do is approximate their respective Bethe-Salpeter equations.
With this in mind, we evaluate the coupling constant versus bound-state energy
curves (which we will call the spectrum) for the Hamiltonian equation with the OBE
potential, the OBE+TBE:SB potential, and the OBE+TBE potential. For the range
of values we use here, we find numerical errors in the value of g2 are less than 2%.
Our results (without error bars) are plotted along with the results obtained with
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the ladder BSE [20], and ladder plus crossed BSE [21] in Fig. 2.8. We note that
the OBE+TBE:SB potential agrees well with the ladder BSE, and the OBE+TBE
potential agrees with the ladder plus crossed BSE. This is the best that a Hamiltonian
can do, so this result is interpreted as evidence that, in general, the higher-order
diagrams are very small for the ground state on the light front.
If all one wanted was a way to approximate the spectra for Bethe-Salpeter equa-
tions with different kernels, one could just use the truncated potentials that the
LFTOPT provide. However, the true goal is to approximate the spectra for the full
ground state, which in this model is given by the FSR approach [22]. We expect that
the non-perturbative potentials should give a better approximation of the full solu-
tion than the perturbative potentials, since the non-perturbative potentials attempt
to incorporate physics from higher-order diagrams, although this is not immediately
clear by looking at the forms of the potentials used. We plot the results for all of
the light-front potentials described in this chapter, the three truncated potentials
(OBE, OBE+TBE:SB, and OBE+TBE) and the four non-perturbative potentials
(symmetrized mass, retarded, instantaneous, and modified Green’s function) along
with the results for the full theory in Fig. 2.9. For deeply-bound states, there is con-
siderable disagreement between the perturbative results and the full results, while the
non-perturbative results are in better agreement, with the modified-Green’s-function
(MGF) potential achieving the closest agreement. For lightly-bound states, the results
for all of the potentials appear converge to each other, close to the full result.
For the modified-Green’s-function potential, only the first term of the expansion
in g2 was kept. In principle, higher-order terms could be calculated. However, since
there was fairly good agreement between the OBE potential and the ladder Bethe-
Salpeter equation, it is expected that the MGF potential will give results that are
close to the ladder Bethe-Salpeter equation using the modified-Green’s-function.
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Figure 2.8: The spectra calculated using the OBE, OBE+TBE:SB, and OBE+TBE
potentials are displayed in this figure, along with the spectra for the Bethe-Salpeter
equation for the ladder and ladder plus crossed kernels. The curves for the lad-
der (ladder plus crossed) Bethe-Salpeter equation and the light-front OBE+TBE:SB
(OBE+TBE) potentials are very close to each other, almost indistinguishable in this
figure. E is the energy of the ground state of two nucleons, and M is the mass of
the nucleons. The meson mass is µ = 0.15M . The binding energy B is related to the
bound state energy via E = 2M −B.
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Figure 2.9: The spectra for the seven light-front potentials (OBE, OBE+TBE:SB,
OBE+TBE, retarded, instantaneous, symmetrized mass, modified-Green’s-function)
are plotted here along with the spectra for the full solution (FSR). The instantaneous
curve lies very close to the symmetrized mass curve, hence the same line style is used
for both.
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2.4.2 Excited State Results
Now, we are ready to address the problem of rotational invariance of the light-front
potentials, and see how the bound states are affected by the breaking of rotational
invariance. We expect a splitting of the bound-state energies for different m states,
and we also expect that the states will not be pure angular momentum states. In
order to examine these effects, we must have excited states, preferably those with
non-zero angular momentum.
Furthermore, since the results of the previous section show that the ground-state
energies calculated with the OBE+TBE potentials are in excellent agreement with
the Bethe-Salpeter results, we expect that the excited states calculated with the light-
front potentials will at least be similar to the Bethe-Salpeter results. This would mean
that the excited states should almost be angular momentum eigenstates and could be
classified easily.
First, we consider the solution for the excited states of the Bethe-Salpeter equa-
tion. The technology for doing these bound-state Bethe-Salpeter equation calculations
was developed over 30 years ago [33, 34]. Since the eigenstates of the ladder Bethe-
Salpeter equation are also eigenstates of the total angular momentum, there is exact
degeneracy in the energies of the different m states for the same angular momentum.
For the range of parameters used in this study, we find that the numerical errors in
g2 are less than 0.5%. The numerical errors are largest for the most deeply-bound
states (E ≈ 1.85M) with the largest coupling constants (g2/4π ≈ 50).
The solutions to the ladder Bethe-Salpeter equation form bands where excited
states with different orbital angular momentum are approximately degenerate with
each other, as shown in Fig. 2.10. This approximate degeneracy is due to the fact
that when µ → 0, this model can be shown to have the same degeneracies as the
non-relativistic hydrogen atom [28, 29]. Thus, in that limit, all states with the same
principal quantum number have the same energy. When µ 6= 0, that degeneracy is
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Figure 2.10: The first three energy bands for the ladder Bethe-Salpeter equation. E
is the energy of the bound state of two nucleons, and M is the mass of each of the
two nucleons. The mass of the meson is µ = 0.15M .
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broken, but only slightly, as we can see from Fig. 2.10. Because of this, we will label
our states using atomic spectroscopy notation.
Next, we consider the two light-front Schro¨dinger equations given by Eqs. (2.46)
and (2.48). These equations are solved numerically (for each parity and several m
values) for the spectrum g(E) for a range of bound-state energies E. The symmetries
of the light-front Hamiltonian allow us to classify the states according to m and the
action under parity, so as an example, we calculate the spectra with even parity and
m = 0. For the range of values we use, we find the numerical errors in g2 are less
than 2%. The errors are largest for the most deeply bound states with the largest
coupling constants, as was the case for the Bethe-Salpeter equation.
We plot both the OBE spectra [in Fig. 2.11(a)] and the OBE+TBE:SB spectra
[in Fig. 2.11(b)] along with the Bethe-Salpeter spectra for the even parity and m = 0
states. Based on the energies, we see that the n = 1 state is expected to be the 1s
state, the n = 2 state the 2s state, and the n = 3 and n = 4 states the 3s or 3d
states respectively. We see approximate agreement between both of the truncated
Hamiltonian results and the Bethe-Salpeter results for lightly-bound systems (where
E ≈ 2M).
Our states are not manifest eigenstates of total angular momentum J2. However,
if our approximation of the Hamiltonian potential was good enough, we would be able
to identify the n = 3 and n = 4 states of the light-front Hamiltonian calculation with
3s and 3d states of the Bethe-Salpeter equation unambiguously. This would determine
the angular momentum of the light-front Schro¨dinger equation wave functions. From
Fig. 2.11, we see both that the addition of the TBE:SB potential brings the n = 3
and n = 4 states closer to the Bethe-Salpeter results, and that in the lightly-bound
region the n = 3 and n = 4 states can be identified as 3s and 3d states. For more
deeply-bound states, this identification cannot be made.
An alternative approach to assigning angular momenta labels would be to perform
a partial-wave decomposition of the wave functions in the real angular momentum ba-
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Figure 2.11: Spectra for the four lowest wave functions of even parity andm = 0 (a) for
the OBE equation (short-dashed line) and the Bethe-Salpeter equation (solid line), (b)
for the OBE+TBE:SB equation (long-dashed line) and the Bethe-Salpeter equation
(solid line). The curves are labeled by n, which indicates that the curve belongs to the
nth eigenvector. The curve for the 1s state for the Bethe-Salpeter equation and the
curve for the first OBE+TBE:SB wave function are very close together, but distinct.
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sis. The wave functions could then be labeled by the angular momentum component
which is dominant. In light-front dynamics, this is difficult to do since the perpendic-
ular components of the real angular momentum operator (Jx and Jy) are dynamical,
which makes the angular momentum operator as complicated as the Hamiltonian. We
are encouraged to look for an alternative operator which is easier to use, yet approxi-
mates the behavior of the real angular momentum. We shall use the “relative angular
momentum”, defined by L = x × k, where the vectors are equal-time three-vectors.
The relative momentum k is defined by Eq. (2.31) and x is canonically conjugate to
k. The “relative angular momentum” L is used to help analyze our solutions, and is
not the same as the real angular momentum that can be derived from the Lagrangian
using the energy-momentum tensor. However, we will see that the “relative angu-
lar momentum” gives results that are expected from the real angular momentum, so
our use of the “relative angular momentum” in place of the real one appears to be
justified.
A partial-wave decomposition is performed on the wave functions (represented in
the relative momentum basis) to obtain the radial wave functions Rl,m for all “relative
angular momentum” states Yl,m. Since the potential is not manifestly rotationally
invariant when written in terms of the relative momentum, our wave functions will
have support from many different partial waves. Not all partial waves are allowed;
only those partial-wave states with the same J3 and parity quantum numbers as the
wave function give non-vanishing radial wave functions. We have
〈k|ψnm,p〉 =
∞∑
l=m
Y ml (θ, φ)R
n,p
l,m(k). (2.128)
We define the fraction of the wave function with “relative angular momentum” l as
fnl =
∫ ∞
0
dk k2
∣∣Rn,pl,m(k)∣∣2 . (2.129)
The fractions fnl are a measure of the amount of “relative angular momentum” state
l in the nth eigenfunction.
52
10−4
10−3
10−2
10−1
100
f l1
OBE
s(l=0)
d(l=2)
g(l=4)
l=6
l=8
10−4
10−3
10−2
10−1
100
f l2
10−4
10−3
10−2
10−1
100
f l3
1.901.952.00
E/M
10−4
10−3
10−2
10−1
100
f l4
OBE+TBE:SB
1.851.901.952.00
E/M
(a)
(b)
(c)
(d)
(e)
(f)
(g)
(h)
Figure 2.12: The fractions of each angular momentum state in several wave functions
is plotted as a function of the binding energy E/M . The wave functions chosen are
the four lowest coupling constant wave functions with m = 0 and even parity. The
results for the OBE truncation are shown on the left, (a-d), and the OBE+TBE:SB
truncation are shown on the right, (e-h). Note that the OBE wave functions, in
general, have more support from a larger number of partial waves.
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To illustrate these “relative angular momentum” fractions, we perform this anal-
ysis on the four lowest coupling constant wave functions with even parity and m = 0
for both the OBE and OBE+TBE:SB truncations, the same as in Fig. 2.11. We
show fnl as a function of E in Fig. 2.12. (The plots for the m = ±1,±2 states show
similar behavior, with different l values.) Note that more higher “relative angular mo-
mentum” states contribute for deeper bound states. This is the same behavior that
would be expected if the real angular momentum was used to perform the partial
wave decomposition. Recall that the real angular momentum will commute with the
full potential if no truncation is made. However, the potentials we use are truncated,
and neglecting the higher-order terms breaks the rotational invariance of the poten-
tial. Also, both the binding and the importance of the higher-order diagrams increase
with the coupling constant. Thus, both truncations we consider will break rotational
invariance more when the states are more deeply bound. In the absence of having
the real angular momentum fractions, we will use the “relative angular momentum”
fractions.
Examination of the fnl curves in Fig. 2.12 shows us that, as postulated earlier, the
n = 1 and n = 2 states shown in Figs. 2.12(a,e) and 2.12(b,f) are predominately s-
wave states, which we label the 1s and 2s states respectively. For the OBE truncation,
the n = 3 state shown in Fig. 2.12(c) is predominately d-wave (labeled the 3d state)
and the n = 4 state shown in Fig. 2.12(d) is predominately s-wave (labeled the 3s
state), with little mixing between the two states. For the OBE+TBE:SB truncation,
the n = 3 and n = 4 states are mixtures of both the 3s and 3d states, as seen in
Figs. 2.12(g,h). In fact, we see a level crossing between the n = 3, 4 states in that
the n = 3 state is predominantly 3d for lightly-bound systems, but as the binding
increases, the n = 3 state becomes predominantly 3s. Again, this type of mixing
would also be found if the real angular momentum was used.
If this 3s-3d mixing is ignored, then Fig. 2.12 shows clearly that when the TBE:SB
is included the amount of “relative angular momentum” states mixed in actually
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decreases as compared to the OBE results. This implies that the wave functions
of the OBE+TBE:SB equation are better “relative angular momentum” states than
the wave functions of the OBE equation. Thus the TBE:SB potential restores some
rotational invariance to the OBE calculation.
We attempt to classify the wave functions as states with definite angular momen-
tum. If a wave function has the most support from the “relative angular momentum”
state l, we classify that state as having angular momentum l. This procedure desig-
nates the first two wave functions for both the OBE and the OBE+TBE:SB cases as
s-wave states, which is clearly the right thing to do. For the third and fourth wave
functions of the OBE+TBE:SB equation, there are points where the fraction of the
s-wave state equals the fraction of the d-wave state. Here it no longer clear that such
a state should be assigned a definite “relative angular momentum” value; we do so
regardless and analyze the consequences later.
We now examine the breaking of rotational invariance of the two truncations
based on the comparison of states with different m projections of the same angular
momentum. Since the s-wave state has onlym = 0, there is nothing to analyse in that
case. Further discussion of the ground-state s-wave appears in Ref. [37]. In Figs. 2.13,
2.14, and 2.15, we plot the Bethe-Salpeter bound-state spectra along with the spectra
for the states constructed with the OBE and the OBE+TBE:SB potentials. The
different m states for the Bethe-Salpeter equation are exactly degenerate as a result
of the rotational invariance of the equation. The curves from the Hamiltonian theory
do not exhibit the exact degeneracy in m; the degeneracy is broken whether the
OBE or OBE+TBE:SB potentials are used. However, we see that the degeneracy is
partially restored when the TBE:SB potential is included, in that for a given binding
energy the spread of the coupling constants is always smaller.
In Figs. 2.13 and 2.14, we plot the spectra for the 2p and 3p states, respectively.
In both figures, we see that the m = 0 and m = ±1 curves move closer together after
addition of the TBE:SB potential. However, the average of the two curves for each case
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Figure 2.13: The spectra for the first p-wave state, the 2p state. The Bethe-Salpeter
(BS) result is plotted with a solid line, the OBE results with the short-dashed lines,
and the OBE+TBE:SB with the long-dashed lines.
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Figure 2.14: The spectra for the second p-wave state, the 3p state. The Bethe-Salpeter
(BS) result is plotted with a solid line, the OBE results with the short-dashed lines,
and the OBE+TBE:SB with the long-dashed lines.
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does not move much. In fact, for the 3p state in Fig. 2.14, the m = ±1 curve moves
farther away from the ladder Bethe-Salpeter curve after addition of the TBE:SB. We
also note that in Fig. 2.14 the spread of the spectra is larger than in Fig. 2.13 for both
the OBE and the OBE+TBE:SB light-front Schro¨dinger equations. We attribute this
to the neglect of the higher-order graphs. Since the states with different m values
would be degenerate if all the higher-order graphs were included, not including them
causes a breaking of the degeneracy. Because the coupling constant is larger for the
3p states than for the 2p states with the same binding energy, the omission of the
higher-order graphs causes a larger breaking of the degeneracy for the 3p states.
We also consider the first d-wave states. We see in Fig. 2.15 that, as in Figs. 2.13
and 2.14, the states with different m values move together after addition of TBE:SB.
The effect of the level crossing of the 3s and 3d states shown in Figs. 2.12(g) and
2.12(h) is seen here in that there are two disjoint curves for m = 0. When the level
crossing occurs, at E/M ≈ 1.96, the wave function which originally was the 3s state
becomes the 3d state and vice versa.
There are some problems that this level crossing causes. In the intermediate region
where the 3s and 3d states are about equally mixed, it is probably not physically
sensible to call the state a 3s or 3d state. However, plotting the curves gives us
an indication of what the wave functions are doing, and for this case we see that
the m = 0 curve is always bounded by the m = ±1 and m = ±2 curves. A more
restrictive classification scheme would leave a gap (in E/M) between the two m = 0
curves and it would not be so clear that the bounding of the m = 0 curve which we
observe here occurs.
Finally, we note that the spread of the curves in the 3d case is approximately
the same as the spread in the 3p case for each truncation. This tells us that the
higher-order graphs have the same qualitative effect in both states.
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Figure 2.15: The first d-wave state, the 3d state. The Bethe-Salpeter (BS) result is
plotted with a solid line. In (a) the OBE results are the short-dashed lines, and in (b)
the OBE+TBE:SB results are the long-dashed lines. Note that there are two separate
m = 0 curves when the OBE+TBE:SB are used, one extending a quarter of the way
over, and the other hiding under the m = ±1 curve with the OBE+TBE:SB.
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2.5 Conclusions
We have examined several aspects of bound states in a massive Wick-Cutkosky model
using several light-front potentials. First, we used three different truncations of the
effective potential derived from the perturbative field theory and four approximations
that attempt to incorporate non-perturbative physics. For each of these potentials,
we calculate the coupling constant that gives the ground-state for a given bound-
state energy (the spectrum), and compare to the spectra from different approaches
found in the literature. We find fairly good agreement between all the methods for
lightly-bound systems.
For the full range of binding energies studied, the results for calculations including
one- and two-boson-exchange potentials agree with the Bethe-Salpeter equation using
the physically equivalent truncation of the kernel within the numerical errors. (This is
a consequence of examining the ground state. For the excited states more higher-order
light-front time-ordered graphs are required to get the same level of agreement [36].)
The agreement for the case with the stretched box diagrams (OBE+TBE:SB) has
been shown previously by Sales et al. [38]; the result with the crossed-box contribution
(OBE+TBE) is new. This excellent agreement with the Bethe-Salpeter results has
an undesirable consequence: The BSE results are known to be a poor approximation
of the full solution for deeply bound systems, so the truncated Hamiltonian approach
cannot provide a good approximation to the full solution in that regime.
The non-perturbative potentials based on physical considerations give a better ap-
proximation of the full solution than the potentials obtained from LFTOPT. For all
binding energies, the modified-Green’s-function potential achieves the closest agree-
ment with the full solution of all the potentials considered here. However, there is
still considerable disagreement between approximate potentials and the full result for
deeply bound states. We interpret this as an indication that the approximations,
while incorporating some non-perturbative physics, do not go far enough. In the
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weakly-bound regime, which is of relevance for deuteron calculations, the spectra for
all of the potentials are close together, indicating that light-front dynamics provides
a good description of lightly-bound systems.
After examining the ground state thoroughly, we considered the low-lying excited
states of the Wick-Cutkosky model. We considered two truncations of the light-front
Hamiltonian, the OBE and OBE+TBE:SB truncations. Using these truncations, a
“relative angular momentum” operator was used to study the partial-wave decom-
positions of the bound-state wave functions. We found that the “relative angular
momentum” operator acting on those states yield behavior similar to that expected
from the real angular momentum. This result encourages the use of this operator to
classify the states according to their angular momentum values l, and to study the de-
generacy of the spectra for states with the same l value but with different projections
m. We found less breaking of the degeneracy when the OBE+TBE:SB potential was
used than when the OBE potential was used. Both of these findings indicate that the
OBE+TBE:SB truncation of the Hamiltonian breaks rotational invariance less than
the OBE truncation alone.
However, there is still some discrepancy between our truncated Hamiltonian spec-
tra and the ladder Bethe-Salpeter spectra. In general, our OBE+TBE:SB results for
the p- and d-wave states show deeper binding than the Bethe-Salpeter results. Not
surprisingly, this disagreement is largest for the most deeply bound-states where the
coupling is largest. This difference would be removed if all the higher-order pieces
of the potential were included. These higher-order pieces are also needed for the full
restoration of rotational invariance.
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Chapter 3
REALISTIC NUCLEAR MODELS
In this chapter, we start with an effective nuclear Lagrangian [18,55] for nucleons
and six mesons which incorporates a chiral symmetry. We derive the light-front
Hamiltonian from the Lagrangian and address some of the difficulties encountered.
Then the Hamiltonian is used to construct the Feynman rules for nucleon-nucleon
potentials. The issues of the breaking of rotational invariance and chiral symmetry
by certain subsets of the potentials are considered and addressed. We use the Feynman
rules and the symmetry considerations to construct new one-meson-exchange (OME)
and two-meson-exchange (TME) light-front nucleon-nucleon (LFNN) potentials.
The potentials are used in numeric calculations for two families of nuclear models.
For our first set of calculations, we assume that the pion is the only meson that
interacts with the nucleons, giving us a special case of the full nuclear model. This
pion-only model is inspired by the non-relativistic one-pion-exchange model used by
Friar, Gibson, and Payne [56]. We generalize their model to form the basis of our
pion-only light-front model, which includes relativity automatically.
Our second set of calculations uses the full model with all six mesons (π, σ, ρ,
ω, η, and δ) for the interaction. This model is an extension of the light-front model
used by Miller and Machleidt [55]. A new feature of this model is that light-front
energy dependent denominators are used in the potentials; the denominators used in
Ref. [55] are energy independent.
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3.1 Model and Formalism
Our starting point is a nuclear Lagrangian [18] which incorporates a non-linear chiral
model for the pions. The Lagrangian is based on the linear representations of chiral
symmetry used by Gursey [57]. It is invariant (in the limit where mpi → 0) under
chiral transformations.
The model prescribes the use of nucleons ψ′ (or ψ, the free nucleon field, as
discussed in Section 3.3.2) and six mesons: the π, δ (also known as the a0(980)), σ
(also known as the f0(400− 1200)), η, ρ, and ω mesons. The coupling of each meson
to the nucleon is governed by the combination of the meson’s spin and isospin. The π
and η are pseudoscalars, the ρ and ω are vectors, and the δ and σ are scalars. Under
isospin transformations, the π, ρ, and δ are isovector particles while the η, ω, and σ
are isoscalar particles.
The use of scalar mesons is meant as a simple representation of part of the two-
pion-exchange potential which causes much of the medium range attraction between
nucleons [58,59]. It can also be interpreted as the effect of fundamental scalar mesons
[60–62].
The Lagrangian L is based on the one used in Refs. [18, 55, 63]. It is given by
L = − 1
4
ρµν · ρµν +
m2ρ
2
ρµ · ρµ −
1
4
ωµνωµν +
m2ω
2
ωµωµ
+
1
4
f 2Tr(∂µU ∂
µU †) +
1
4
m2pif
2Tr(U + U † − 2)
+
1
2
(∂µσ∂
µσ −m2σσ2) +
1
2
(∂µδ · ∂µδ −m2δδ2) +
1
2
(∂µη∂
µη −m2ηη2)
+ ψ
′
[
γµ(i∂µ − gρρµ · τ − gωωµ)− U(M + gσσ + gδδ · τ + igηγ5η)
]
ψ′, (3.1)
where the bare masses of the nucleon and the mesons are given by M and mα where
α = π, η, σ, δ, ρ, ω. We have defined V µν ≡ ∂µV ν − ∂νV µ for V = ρ, ω. The unitary
matrix U can be chosen to have one of the three forms Ui:
U1 ≡ eiγ5τ·pi/f , U2 ≡ 1 + iγ5τ · pi/2f
1− iγ5τ · pi/2f , U3 ≡
√
1− π2/f 2 + iγ5τ · pi/f, (3.2)
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which correspond to different definitions of the fields. Note that each of these defini-
tions can be expanded to give
U = 1 + iγ5
τ · pi
f
− π
2
2f 2
+O
(
π3
f 3
)
. (3.3)
In this work, we consider at most two meson exchange potentials, so we consider U
to be defined by Eq. (3.3).
In the limit where mpi → 0, this Lagrangian, is invariant under the chiral trans-
formation
ψ′ → eiγ5τ ·aψ′, U → e−iγ5τ ·a U e−iγ5τ ·a. (3.4)
In this model the other mesons are not affected by the transformation because they
are not chiral partners of the pion. This is in contrast to the Lagrangian given in
Refs. [18,63], where the mass and scalar interaction terms for the nucleon were written
as MU + gsφ instead of U(M + gsφ).
3.2 Non-interacting Nucleon-Nucleon Theory
The light-front Hamiltonian is derived from this Lagrangian using the same approach
used in section 2.1, the approach used by Miller [18] and others [64–67]. The basic
idea is to write the light-front Hamiltonian (P−) as the sum of a free, non-interacting
part and a term containing the interactions. We consider the free part first.
3.2.1 Free Field Expansions
The solutions for the free fields are similar to those obtained by using equal-time
dynamics. In fact, the solutions are formally related by a change of variable, and so the
most obvious difference between the two is due to the Jacobian. The field equations
have the general form (when Lorentz, spinor, and isospin indices are suppressed) of
α(x) =
∫
d2k⊥dk
+θ(k+)
(2π)3/2
√
2k+
[
aα(k)e
−ikµxµ + a†α(k)e
+ikµxµ
]
, (3.5)
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where α = π, η, σ, δ, ρ, ω, ψ. Note that in the exponentials,
kµxµ =
1
2
(
k+x− + k−x+
)− k⊥ · x⊥. (3.6)
In particular, the solutions for all the mesons and the nucleon field are
pi(x) =
∫
d2k⊥dk
+θ(k+)
(2π)3/2
√
2k+
[
api(k)e
−ikµxµ + a†pi(k)e
+ikµxµ
]
, (3.7)
η(x) =
∫
d2k⊥dk
+θ(k+)
(2π)3/2
√
2k+
[
aη(k)e
−ikµxµ + a†η(k)e
+ikµxµ
]
, (3.8)
δ(x) =
∫
d2k⊥dk
+θ(k+)
(2π)3/2
√
2k+
[
aδ(k)e
−ikµxµ + a†δ(k)e
+ikµxµ
]
, (3.9)
σ(x) =
∫
d2k⊥dk
+θ(k+)
(2π)3/2
√
2k+
[
aσ(k)e
−ikµxµ + a†σ(k)e
+ikµxµ
]
, (3.10)
ρµ(x) =
∫
d2k⊥dk
+θ(k+)
(2π)3/2
√
2k+
∑
s=1,3
ǫµ(k, s)
[
aρ(k, s)e
−ikµxµ + a†ρ(k, s)e
+ikµxµ
]
, (3.11)
ωµ(x) =
∫
d2k⊥dk
+θ(k+)
(2π)3/2
√
2k+
∑
s=1,3
ǫµ(k, s)
[
aω(k, s)e
−ikµxµ + a†ω(k, s)e
+ikµxµ
]
, (3.12)
ψ(x) =
√
2M
∫
d2k⊥dk
+θ(k+)
(2π)3/2
√
2k+
×
∑
λ=+,−
∑
t3=+,−
[
u(k, λ)b(k)e−ik
µxµ + v(k, λ)d†(k)e+ik
µxµ
]
χt3 . (3.13)
The polarization vectors are the usual ones. The most general of the commutation
relations is [
aα,i(k, s), a
†
β,j(k
′, s′)
]
= δα,βδi,jδs,s′δ
(2,+)(k − k′), (3.14)
where α, i, and s denote the meson type, isospin, and spin, and δ(2,+) is defined by
Eq. (2.9). The anti-commutation relations are
{
b(k, λ), b†(k′, λ′)
}
=
{
d(k, λ), d†(k′, λ′)
}
= δλ,λ′δ
(2,+)(k − k′). (3.15)
All other (anti-)commutation relations vanish. The spinors are normalized so that
u(p, λ′)u(p, λ) = δλ′λ. For more information on the definition of the spinors, see
Appendix F.
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3.2.2 Non-interacting Hamiltonians
The general form of the non-interacting Hamiltonian for each meson is
P−0 (α) =
∫
d2k⊥dk
+θ(k+)a†α(k)aα(k)
k2⊥ +m
2
α
k+
. (3.16)
For the vector mesons (ρ and ω), there is an implicit sum over the meson spins.
Explicitly, this means that for vector mesons a†V (k)aV (k)→
∑
s=1,3 a
†
V (k, s)aV (k, s).
Likewise, the sum over the isospin of the isovector mesons (π, δ, and ρ) is implicit. The
sum over isospin can be made explicit by writing a†I(k)aI(k)→
∑
i=1,3 a
†
I,i(k)aI,i(k).
The non-interacting Hamiltonian for the nucleons has a similar form as well,
P−0 (ψ) =
∫
d2k⊥dk
+θ(k+)
[ ∑
λ=+,−
b†(k, λ)b(k, λ) + d†(k, λ)d(k, λ)
]
k2⊥ +M
2
k+
. (3.17)
These equations are what one expects, since a free particle with momenta k⊥ and k
+
has light-front energy k− =
k2
⊥
+m2
k+
.
3.3 Interacting Nucleon-Nucleon Theory
The interaction Hamiltonians are derived from the Lagrangian in Eq. (3.1) using the
techniques presented in chapter 2. However, there are some additional complications
due to the structure of the interactions.
One complication is that the chiral coupling of the pion field to the nucleons
through the U matrix generates vertices with any number of pions. This is addressed
simply by expanding the U matrix in powers of 1
f
, and considering the interaction
Hamiltonians order by order.
Another complication is due to the fact that both the vector mesons and the
fermions have components which depend on other components of the field [18, 68–
71]. Vector meson fields have four components, but only three degrees of freedom.
Likewise, fermion fields have four spinor components, but only two degrees of freedom.
When the dependent components are expressed explicitly in terms of the independent
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components, we obtain new (effective) interaction Hamiltonians for instantaneous
vector mesons and fermions. A complete derivation is given by Miller in Ref. [18], we
illustrate only the main points of the derivation here.
3.3.1 Expanding the Pion Interaction
We start by Taylor-expanding U in powers of 1
f
, after which the derivation of the one-
meson-interaction Hamiltonian P ′−I,1 is straightforward. (The prime indicates that it
is in terms of ψ′, not ψ. We derive the expressions for P−I,1 in the section 3.3.2.) The
result is
P ′
−
I,1 =
∫
d2x⊥dx
−ψ
′
(x)
[
gργ
µρµ,i(x)τi + gωγ
µωµ(x) + gδδi(x)τi + gσσ(x)
+ gpi(iγ5)τiπi(x) + gχ(iγ5)χ(x)
]
ψ′(x). (3.18)
We have defined a dimensionless coupling constant gpi ≡ Mf . To save space and to
generalize, we define
Γα =

iγ5 if α is a pseudoscalar meson (π, η)
1 if α is a scalar meson (δ, σ)
γµ if α is a vector meson (ρ, ω)
(3.19)
Tα =
 τi if α is an isovector meson (π, δ, ρ)1 if α is an isoscalar meson (η, σ, ω) (3.20)
and denote the meson fields by Φα. This allows us to write
P−I,1 =
∑
α=pi,η,σ,δ,ρ,ω
∫
d2x⊥dx
−ψ
′
(x)gαΓαTαΦα(x)ψ
′(x), (3.21)
where the appropriate sums over the meson indices are implicit.
The next step is to derive the two-meson-interaction Hamiltonian which arises
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from chiral symmetry, P ′−I,2c:
P ′
−
I,2c =
∫
d2x⊥dx
−ψ
′
(x)
[
− g
2
pi
2M
τiτjπi(x)πj(x)
+
gpigφ
M
(iγ5)τiπi(x)φ(x)
− gpigχ
M
τiπi(x)χ(x)
]
ψ′(x) (3.22)
=
∑
α=pi,η,σ,δ
gpigα
M
sα
∫
d2x⊥dx
−ψ
′
(x) [ΓpiTpiΦpi(x)] [ΓαTαΦα(x)]ψ
′(x), (3.23)
where sα is a symmetry factor, equal to
1
2
when α = π, and 1 otherwise. When the
contact interaction is used to calculate diagrams, an additional factor is picked up for
the ππ contact term (due to indistinguishability) which cancels the symmetry factor
spi. Note that this contact interaction involves only scalar and pseudoscalar mesons.
3.3.2 Elimination of Dependent Fermion Components
“It does not do to leave a dragon out of your calculations, if you live
near him.”
—J.R.R. Tolkien
We are now ready to express the dependent components of ψ′ in terms of the
independent components, and address the problem of instantaneous nucleons. The
generation of instantaneous interactions is a general feature of theories with inter-
acting fermions in light-front dynamics. This allows us to use a simplified model
to demonstrate how these instantaneous nucleons arise. In particular, we want to
postpone the discussion of the complication introduced by the vector mesons until
the next section. To this end, we choose to remove all mesons except the σ from the
Lagrangian given in Eq. (3.1). (The σ is chosen since it has the simplest coupling to
the nucleon.) The equation of motion for the nucleons is then
i/∂ψ′ = (M + gσσ)ψ
′. (3.24)
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Applying the projection operators Λ± =
1
2
γ0γ± (defined in Appendix A) to Eq. (3.24)
splits it into two equations,
i∂−ψ′+ = [α⊥ · p⊥ + β(M + gσσ)]ψ′−, (3.25)
i∂+ψ′− = [α⊥ · p⊥ + β(M + gσσ)]ψ′+, (3.26)
where ψ′± = Λ±ψ
′. This split is useful because in Eq. (3.24), all four components of
the nucleon field are interrelated, while in Eqs. (3.25) and (3.26), the two components
of ψ′+ are related to the two components of ψ
′
−, and vice versa.
First, notice that Eq. (3.25) involves ∂−, a dynamic operator in light-front dy-
namics. Dynamic operators should be avoided since they involve the interaction, and
are therefore complicated. We use Eq. (3.25) to avoid that complication and relate
the components of ψ. Secondly, to keep the relation as simple as possible, we do not
attempt to invert the spinor matrix on the right side of Eq. (3.25). Requiring that
the equation for the dependent components be both a kinematic equation and sim-
ple equation forces us to choose ψ′+ as the independent components. The dependent
components, ψ′−, are defined by
ψ′− =
1
p+
[α⊥ · p⊥ + β(M + gσσ)]ψ′+. (3.27)
Notice that the dependent components consist of a non-interacting part and an inter-
acting part. We separate these parts by defining ψ (without a prime) to be the free
nucleon field, and ξ to be the part of ψ′ that is due to interactions. So
ψ′ = ψ + ξ, (3.28)
where
ξ = ξ− =
1
p+
β(gσσ)ψ+ =
γ+
2p+
(gσσ)ψ+. (3.29)
This allows us to write
ψ′ = ψ +
γ+
2p+
(gσσ)ψ+ (3.30)
= ψ +
γ+
2p+
(gσσ)ψ
′ (3.31)
69
The last equation follows is obtained from noting that (γ+)2 = 0, which implies that
γ+ψ′ = γ+ψ+.
Plugging Eq. (3.31) into Eq. (3.18) and removing all mesons except the σ meson,
we obtain
P ′
−
I,1 = P
−
I,1 + P
−
I,2, (3.32)
P−I,1 =
∫
d2x⊥dx
−ψ(x)gσσ(x)ψ(x), (3.33)
P−I,2 =
∫
d2x⊥dx
−ψ(x)
[
gσσ(x)
γ+
2p+
gσσ(x)
]
ψ(x)
]
. (3.34)
We interpret the γ
+
2p+
factor as a type of nucleon propagator that joins any two
meson interactions (although having two of these propagators adjacent to each other
causes the interaction to vanish since (γ+)2). Because this propagator does not allow
for an energy denominator (as it is already between two potentials), γ
+
2p+
is called an
instantaneous propagator.
Thus, when constructing the diagrams for the light-front potentials, we must also
include instantaneous propagators for the nucleons in addition to the usual propaga-
tors. (This is one of the dragons mentioned earlier.)
3.3.3 Elimination of Dependent Vector Meson Components
Like the nucleons, the vector mesons have a dependent component that contains
interactions and must be eliminated. This process is complicated somewhat by the
fact that the dependent nucleon components must be eliminated at the same time.
The salient points of the combined elimination of the dependent nucleon and vector
meson components are discussed in detail by Miller [18].
The result is that the vector meson field must be redefined and an instantaneous
vector meson propagator is generated in addition to an instantaneous nucleon prop-
agator. However, when the nucleon-nucleon potential is calculated, the redefinition
of the vector meson field exactly cancels the contribution of the instantaneous vector
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meson. The result is that the potentials can formally be calculated using the original
vector meson field.
In this work, we use that result to simplify our derivations of nucleon-nucleon
potentials by formally using the na¨ıive form of the vector meson field. Thus, we find
an interaction Hamiltonian similar to the one shown in Eq. (3.34),
P ′
−
I,1 = P
−
I,1 + P
−
I,2, (3.35)
P−I,1 =
∑
α=pi,η,σ,δ,ρ,ω
∫
d2x⊥dx
−ψ(x)gαΓαTαΦα(x)ψ(x), (3.36)
P−I,2 =
∑
α1,α2=pi,η,σ,δ,ρ,ω
∫
d2x⊥dx
−ψ(x) [gα1Γα1Tα1Φα1(x)]
γ+
2p+
[gα2Γα2Tα2Φα2(x)]ψ(x). (3.37)
We may continue to interpret γ
+
2p+
as an instantaneous nucleon propagator, since in
the derivation in Ref. [18] it is clear that the potential vanishes when there are two
adjacent instantaneous propagators. In Refs. [18,55], sign of the coupling of the vector
mesons in the equations equivalent to Eq. (3.37) has the wrong sign; the coupling of
the mesons in Eq. (3.37) must be the same as in Eq. (3.36).
Also note that in principle the same prescription has to be applied to the contact
interaction, although to the order of two mesons, this simply has the effect of removing
the primes. We find that
P−I,2c =
∑
α=pi,η,σ,δ
sα
M
∫
d2x⊥dx
−ψ(x) [gpiΓpiTpiΦpi(x)] [gαΓαTαΦα(x)]ψ(x). (3.38)
Note that P−I,2c and P
−
I,2 have forms that are very similar. In fact, we can obtain P
−
I,2c
from P−I,2 by making the following changes:
1. Replace γ
+
2p+
with sα
M
.
2. Replace α1 with π.
3. Restrict the sum on α2 to π, η, σ, δ.
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3.3.4 Interaction Hamiltonians in Momentum Space
We look at the matrix element of the interaction Hamiltonians between initial and
final states given by |ki, λi, τi〉 = b†(ki, λi)χτi |0〉 and 〈kf , λf , τf | = 〈0|b(kf , λf)χ†τf
where both the bra and the ket have units of [M−3/2]. We find that
P−I,1(f, i) =
∑
α=pi,η,σ,δ,ρ,ω
gα2M
2(2π)3
√
k+f k
+
i
∫
d2q⊥dq
+θ(q+)√
2(2π)3
√
q+
u(kf , λf)Γαu(ki, λi)χ
†
τf
Tαχτi∫
d2x⊥dx
−e+ik
µ
f xµe−ik
µ
i xµ
[
aα(q)e
−iqµxµ + a†α(q)e
+iqµxµ
]
Fα(q), (3.39)
where q = (q+, q⊥) and there are implicit θ-functions on q
+ for each particle to ensure
that the light-front energy is positive. These are occasionally suppressed to simplify
the equations. We include a meson-nucleon form factor Fα to phenomenologically
account for the fact that the mesons and nucleons are composite objects.
Now, we evaluate P− at x+ = 0 and use
∫
d2x⊥dx
−ei(kf−ki−q)
µxµ = 2(2π)3δ(2,+)(kf − ki − q), (3.40)
to write
P−I,1(f, i) =
∑
α=pi,η,σ,δ,ρ,ω
gα2M
u(kf , λf)Γαu(ki, λi)√
2(2π)3
√
k+f k
+
i q
+
χ†τfTαχτi[
aα(q)θ(k
+
f − k+i ) + a†α(q)θ(−(k+f − k+i ))
]
Fα(q). (3.41)
We define q ≡ sign(k+f − k+i )(kf − ki), which ensures that the q+ of the meson is
positive.
Next we consider the two-meson interactions. First take the interaction with the
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instantaneous propagator given by Eq. (3.37). Plugging in the field definitions gives
P−I,2(f, i) =
∑
α1,α2=pi,η,σ,δ,ρ,ω
gα1gα22M
2(2π)3
√
k+f k
+
i
∫
d2q1⊥dq
+
1 θ(q
+
1 )
(2π)3/2
√
2q+1
∫
d2q2⊥dq
+
2 θ(q
+
2 )
(2π)3/2
√
2q+2
θ(k+m)
2k+m
u(kf , λf)Γα2γ
+Γα1u(ki, λi)χ
†
τf
Tα2Tα1χτi∫
d2x⊥dx
−e+ik
µ
f xµe−ik
µ
i xµ
[
aα2(q2)e
−iqµ2 xµ + a†α2(q2)e
+iqµ2 xµ
]
Fα2(q2)[
aα1(q1)e
−iqµ1 xµ + a†α1(q1)e
+iqµ1 xµ
]
Fα1(q1) (3.42)
=
∑
α1,α2=pi,η,σ,δ,ρ,ω
gα1gα22M
u(kf , λf)Γα2γ
+Γα1u(ki, λi)
2(2π)3
√
k+f k
+
i[
χ†τfTα2Tα1χτi
] ∫ d2km⊥dk+mθ(k+m)
2k+m
√
q+1 q
+
2[
aα2(kf − km)θ(k+f − k+m) + a†α2(km − kf)θ(k+m − k+f )
]
Fα2(q2)[
aα1(km − ki)θ(k+m − k+i ) + a†α1(ki − km)θ(k+i − k+m)
]
Fα1(q1) (3.43)
Note that the momenta q1 and q2 are implicitly functions of the momenta kf , km, and
ki.
We could also write out the contact interaction given by Eq. (3.38) in momentum
space, but it is related to Eq. (3.43) by replacing θ(p
+)γ+
2p+
with sα
M
and restricting the
allowed values of the α’s.
3.4 Feynman Rules for Nucleon-Nucleon Potentials
Now that we have the one-meson- and two-meson-exchange expressed in momentum
space, we are now ready to write out the Feynman rules for diagrams in our model.
For simplicity, the only diagrams considered are those where a meson emitted by
one nucleon is absorbed by the other nucleon. Since we are only interested in the
two-nucleon to two-nucleon potentials, we follow the same approach as outlined in
section 2.1.2 to derive the rules. We denote a “normal” nucleon propagator by a solid
line with an arrow, an instantaneous nucleon propagator by a solid line with an stroke
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across it, mesons of all type by a dashed line, and energy denominator terms by a
vertical, light, dotted line.
1. Overall factor of
4M2δ⊥,+(Pf−Pi)
2(2pi)3
√
k+1fk
+
2fk
+
1ik
+
2i
.
2. Usual light-front rules for p⊥ and p
+ momentum conservation.
3. Factor of θ(qi)
qi
for each internal line, including any instantaneous nucleon lines.
4. A factor of 1
P−−
∑
i q
−
i
for each energy denominator.
5. Each meson connects the two nucleons, and each end of the meson line has a
factor of gαΓαTαFα(q). The indices of the isospin factors on each end of the
meson are contracted together. The Lorentz indices of the gamma matrices are
contracted with −gµν for the vector mesons.
6. For each contact vertex, multiply by a factor of 1
M
. If the vertex is a π − π
vertex, symmetrize the TpiTpi = τiτj by replacing it with δi,j .
7. Factor of
/k+M
2M
=
∑
λ u(k, λ)u(k, λ) for each propagating nucleon and
γ+
2
for an
instantaneous nucleon.
8. Integrate with 4M2
∫
d2k⊥dk
+
2(2pi)3
over any internal momentum loops.
9. Put the spinor factors for nucleon 1 and 2 between uu’s and the isospin factors
between the initial and final state isospin.
From this list, it is useful to summarize what needs to be done to convert a graph
with an instantaneous nucleon to one with a contact interaction:
1. Replace θ(k
+)γ+
k+
with 1
M
.
2. If both mesons are pions, replace TiTj with δi,j.
These rules make it easy to write down what various potentials are.
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K = + + + + +  . . .
Figure 3.1: The first several terms of the full kernel for the Bethe-Salpeter equation
of the nuclear model with chiral symmetry.
3.5 Nucleon-Nucleon Perturbative Potentials
The meson exchange potentials have the same basic form as in Section 2.1.2, however
we must include the contact interaction and instantaneous nucleon propagators for
the nuclear model used here. First, we discuss how to include the contact diagrams
from the standpoint of the Bethe-Salpeter equation to maintain chiral symmetry, then
we begin to calculate the light-front potentials.
3.5.1 The Bethe-Salpeter Equation
The kernel of the Bethe-Salpeter equation [3–7] for this nuclear model is richer than
the one presented in section 2.1.4 for the Wick-Cutkosky model. This is due mainly to
the presence of the contact interactions which are generated by the chirally invariant
coupling of the pion to the nucleon. Several of the lowest-order pieces of the full kernel
K are shown in Fig. 3.1. (Note that for Feynman diagrams, it is useful to combine
the “normal” nucleon propagator with the instantaneous nucleon propagator [72–74],
and denote the combination with a solid line.)
As discussed in section 2.1.4, each of these Feynman diagrams is covariant. This
means that we may choose any of the diagrams from K to construct a new kernel K ′,
and the infinite series of potential diagrams physically equivalent (Sec. 2.1.5) to K ′
will also be covariant.
In practice, this means that when deciding which two-meson-exchange potentials
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to include for calculating the deuteron wave function, we may neglect the crossed di-
agrams. Although including only the box and contact two-meson-exchange diagrams
may affect the exact binding energy calculated, we should find a partial restoration
of rotational invariance. We reiterate that the focus of this work is on understanding
the effects of the breaking of rotational invariance and how to restore it; our goal is
not precise agreement with experimental results.
Chiral Symmetry
We also want to keep the potentials chirally symmetric as well. Whereas Lorentz
symmetry is maintained by using a kernel with any Feynman diagrams (with poten-
tially arbitrary coefficients), chiral symmetry relates the strength of the ππ contact
interaction to the strength of the pion-nucleon coupling.
Chiral symmetry tells us that for pion-nucleon scattering at threshold, the time-
ordered graphs approximately cancel [18]. Furthermore, upon closer examination, we
find that all the light-front time-ordered graphs for the scattering amplitude vanish
except for the two graphs with instantaneous nucleons and the contact graph. These
graphs are shown in Fig. 3.2. Using the Feynman rules, and denoting the nucleon
momentum by k and the pion momentum by q, we find that
MU = C τiτj
2(k+ + q+)
u(k′)γ+u(k), (3.44)
MX = C τjτi
2(k+ − q+)u(k
′)γ+u(k), (3.45)
MC = C−δi,j
M
u(k′)u(k), (3.46)
where the factors common to all amplitudes are denoted by C.
For threshold scattering, we take k = k′ = M and q = q′ = mpi. In that limit, we
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(a) (b) (c)
Figure 3.2: The non-vanishing diagrams for pion-nucleon scattering at threshold: (a)
MU , (b) MX , and (c) MC. The mesons here are pions.
find
MU = C ′ δi,j + iǫi,j,kτk
2(M +mpi)
, (3.47)
MX = C ′ δi,j − iǫi,j,kτk
2(M −mpi) , (3.48)
MC = C ′−δi,j
M
, (3.49)
where C ′ = Cu(k′)u(k). In the limit that mpi → 0, the sum of these three terms
vanishes. The term in these equations proportional to τk is the famous Weinberg-
Tomazowa term [75, 76].
The fact that the amplitudes cancel only when the contact interaction is included
demonstrates that chiral symmetry can have a significant effect on calculations. In
terms of two-pion-exchange potentials, this result means that the contact potentials
cancel strongly with both the iterated box potentials and the crossed potentials. This
serves to reduce the strength of the total two-pion-exchange potential, which should
lead to more stable results.
However, since we do not use the crossed graphs for the nucleon-nucleon potential,
we must come up with a prescription which divides the contact interactions into two
parts which cancel the box and crossed diagrams separately. We do this by formally
defining two new contact interactions, so that
MCU ≡
M
2(M +mpi)
MC , (3.50)
MCX ≡MC −MCU . (3.51)
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k1ik1f
k2ik2f
 q = k1i − k1f
k1ik1f
k2ik2f
q = k1f − k1i +VOME  = ( )
Figure 3.3: The two diagrams which contribute to the OME potential for each meson.
With these definitions, we find that at threshold and in the chiral limit,
MU +MCU = 0, (3.52)
MX +MCX = 0. (3.53)
This indicates that we can incorporate approximate chiral symmetry without includ-
ing crossed graphs simply by weighting each graph with a contact interaction by a
factor of M
2(M+mpi)
.
3.5.2 OME Potential
The one meson exchange (OME) potential connects an initial state with two nucleons
to a final state with two nucleons, has one meson in the intermediate state, and has
the meson emitted and absorbed by different nucleons. With these restrictions, along
with the fact that in light-front dynamics the interaction does not allow for particles
to be created from the vacuum, we find that there each meson has only two diagrams
for the OME potential. These diagrams are shown in Fig. 3.3.
Note that chiral symmetry does not impose restrictions when considering the
OME potential alone. It does affect the TME potentials considered, as discussed in
the following section.
The Feynman rules derived in the previous section are used to derive the potential
for these diagrams. We factor out an overall factor of
4M2δ(k1f+k2f−k1i−k2i)
2
√
k+1fk
+
1ik
+
2fk
+
2i
that is
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common to all the two-nucleon potentials and suppress it from now on. Then we get
VOME,α =
g2αT α,1 · T α,2
(2π)3
u(k1f , λ1f)Γαu(k1i, λ1i)u(k2f , λ2f)Γαu(k2i, λ2i)F
2
α(q)[
θ(k+1f − k+1i)
(k+1f − k+1i)(P− − k−1i − k−2f)−m2α − (k1i,⊥ − k1f,⊥)2
+
θ(k+1i − k+1f )
(k+1i − k+1f)(P− − k−1f − k−2i)−m2α − (k1i,⊥ − k1f,⊥)2
]
. (3.54)
To simplify the potential, we define
a ≡ [θ(k+1f − k+1i)× (k+1f − k+1i)(P− − k−1i − k−2f) +
θ(k+1i − k+1f)× (k+1i − k+1f)(P− − k−1f − k−2i)
]− k2i,⊥ − k2f,⊥, (3.55)
b ≡ 2ki,⊥kf,⊥, (3.56)
so
VOME,α =
g2αT α,1 · T α,2
(2π)3
Fα(q)
2u(k1f , λ1f)Γαu(k1i, λ1i)u(k2f , λ2f )Γαu(k2i, λ2i)
[a−m2α + b cos(φf − φi)]
. (3.57)
Now we consider the precise form to use for the meson-nucleon form factor. We
assume that it has a n-pole form [58], so that the denominator of the meson-nucleon
form factor has the same form as the denominator of the potential in the scattering
regime. In particular, Λα playing the role of mα for the form factor. For simplicity, we
choose that the denominator of the form factor has the same form of the denominator
of the potential. Thus,
Fα(q) =
(
Λ2α −m2α
a− Λ2pi + b cos(φf − φi)
)nα
. (3.58)
Inserting the explicit expression of for the meson-nucleon form factor into the
potential results in
VOME,α =
g2αT α,1 · T α,2
(2π)3
(Λ2α −m2α)2nα
u(k1f , λ1f )Γαu(k1i, λ1i)u(k2f , λ2f)Γαu(k2i, λ2i)
[a−m2α + b cos(φf − φi)] [a− Λ2α + b cos(φf − φi)]2nα
. (3.59)
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Now, since the light-front potentials have exact rotational invariance about the
z-axis, they conserve the Jz quantum number m. Thus, these potentials connect only
states with the same value of m. This means that, in general, light-front potentials
may be written as
V (φf , φi) =
∞∑
m=−∞
eim(φi−φf )V m, (3.60)
where V m is the potential in the magnetic quantum number basis. This relation can
be inverted to obtain V m in terms of V (φf , φi),
V mOME,α =
g2piT α,1 · T α,2
(2π)3
(Λ2α −m2α)2nα∫
dφf
2π
eimφf
[u(k1f , λ1f)Γαu(k1i, λ1i)u(k2f , λ2f)Γαu(k2i, λ2i)]φi=0
[a−m2α + b cos(φf)] [a− Λ2α + b cos(φf)]2nα
. (3.61)
To perform the integration, we need an expression for φf dependence the uumatrix
elements. These are calculated in Appendix F. Summarizing, we can write
u(k1f , λ1f)Γαu(k1i, λ1i)u(k2f , λ2f)Γαu(k2i, λ2i) =
∑
j
Cj(Γα,Γα)e
ijφf , (3.62)
where the C depends implicitly on all the variables on the left-hand side except φf
and φi.
Thus,
V mOME,α = g
2
α(T α,1 · T α,2)
(Λ2α −m2α)2nα
(2π)3
∑
j
Cj(Γα,Γα)∫
dφf
2π
ei(m+j)φf
[a−m2α + b cos(φf)] [a− Λ2α + b cos(φf)]2nα
. (3.63)
The cosine integral is denoted by I, and is calculated in Appendix D. Substituting I
for the integral, we obtain
V mOME,α = g
2
α(T α,1 · T α,2)
(Λ2α −m2α)2nα
(2π)3∑
j
Cj(Γα,Γα)I(m+ j, a−m2α, 1, a− Λ2α, 2nα, b). (3.64)
All of the terms in Eq. (3.64) are known, and the potential can now be calculated
numerically.
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3.5.3 TME Potentials
The two-meson-exchange (TME) potentials consider here are the box diagrams (see
Fig. 3.4) and the contact diagrams (see Fig. 3.5). We do not consider the crossed
diagrams because they are not needed to restore rotational invariance, as shown in
Section 3.5.1. We derive a few TME potentials to illustrate the general form that
they take.
Stretched Box Potential
We use the Feynman rules to write the stretched-box potential shown in Fig. 3.4(b),
V
αf ,αi
TME:SB =
g2αf g
2
αi
4M2[T αf ,1 · T αf ,2][T αi,1 · T αi,2]
(2π)3
∫
d2k2m⊥dk
+
2m
2(2π)3k+1mk
+
2m
1f〈
(
Γαf
/k1m +M
2M
Γαi
)
〉1m × 2f〈
(
Γαf
/k2m +M
2M
Γαi
)
〉2m
θ(k+1m)θ(k
+
2m)θ(k
+
2i − k+2m)θ(k+2m − k+2f)
Fαf (qf )
2
(k+2m − k+2f)(P− − k−1m − k−2f)−m2αf − (k1f⊥ − k1m⊥)2
1
P− − k−1i − k−2f − q−f − q−i
Fαi(qi)
2
(k+2i − k+2m)(P− − k−1i − k−2m)−m2αi − (k1m⊥ − k1i⊥)2
+ {1↔ 2}. (3.65)
To compress notation, we defined 1f〈≡ u(k1f , λ1f), 〉1i ≡ u(k1i, λ1i), and so on. The
symbol {1↔ 2} means that all labels 1 are replaced with 2 and vice versa. This is a
way of explicitly stating the potential is invariant under exchange of nucleons 1 and
2.
We also used the following relation to simplify Eq. (3.65):∑
τ2m
χ†τ2fTαf ,jχτ2mχ
†
τ2mTαi,iχτ2iχ
†
τ1f
Tαf ,jχτ1mχ
†
τ1mTαi,iχτ1i
= 〈τf |[T αf ,1 · T αf ,2][T αi,1 · T αi,2]|τi〉
= [T αf ,1 · T αf ,2][T αi,1 · T αi,2]. (3.66)
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(a) VTME:M  = ( k1ik1f k2ik2f  qi = k1m − k1i qf = k1m − k1f k1m
k2m
+
k1ik1f
k2ik2f
 qi = k2m − k2i qf = k2m − k2f
k1m
k2m
)
(b) VTME:SB  = ( k1ik1f k2ik2f  qi = k1m − k1iqf = k1f − k1m k1m
k2m
+
k1ik1f
k2ik2f
 qi = k2m − k2iqf = k2f − k2m 
k1m
k2m
)
(c) VTME:SBI  = ( )k1ik1f k2ik2f  qi = k1m − k1iqf = k1f − k1m k1m k2m + k1ik1f k2ik2f  qi = k2m − k2iqf = k2f − k2m k1mk2m+ k1ik1f
k2ik2f
 qi = k1m − k1iqf = k1f − k1m 
k1m
k2m
+
k1ik1f
k2ik2f
 qi = k2m − k2iqf = k2f − k2m 
k1m
k2m
(d) VTME:SBII  = ( k1ik1f k2ik2f  qi = k1m − k1iqf = k1f − k1m k1m
k2m
+
k1ik1f
k2ik2f
 qi = k2m − k2iqf = k2f − k2m 
k1m
k2m
)
Figure 3.4: The TME potentials for (a) VTME:M (the Mesa potential), (b) VTME:SB (the
stretched box potential), (c) VTME:SBI (the stretched instantaneous potential), and (d)
VTME:SBII (the stretched double instantaneous potential). Note that the graphs on the
right side are obtained from the graphs on the left side by relabeling 1↔ 2.
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(a) VTME:C  = ( k1ik1f k2ik2f  qi = k2i − k2m qf = k2f − k2m
k2m
+
k1ik1f
k2ik2f
 qi = k1i − k1m qf = k1i − k1m
k1m )
(b) VTME:SBC  = ( )k1ik1f k2ik2f  qi = k2i − k2mqf = k2m − k2f k2m + k1ik1f k2ik2f  qi = k1i − k1mqf = k1m − k1f k1m+ k1ik1f
k2ik2f
 qi = k1m − k1iqf = k1f − k1m 
k1m
+
k1ik1f
k2ik2f
 qi = k2m − k2iqf = k2f − k2m 
k2m
(c)VTME:SBIC  = ( )k1ik1f k2ik2f  qi = k1m − k1iqf = k1f − k1m k1m + k1ik1f k2ik2f  qi = k2m − k2iqf = k2f − k2m k2m+ k1ik1f
k2ik2f
 qi = k2i − k2mqf = k2m − k2f 
k2m
+
k1ik1f
k2ik2f
 qi = k1i − k1mqf = k1m − k1f 
k1m
(d)VTME:SBCC = ( k1ik1f k2ik2f      qiqf     + k1ik1f k2ik2f      qiqf     )
Figure 3.5: The TME potentials that include the contact interaction for (a) VTME:C
(the contact potential), (b) VTME:SBC (the stretched contact potential), (c) VTME:SBIC
(the stretched instantaneous contact potential), and (d) VTME:SBCC (the stretched
double contact potential). Note that the graphs on the right side are obtained from
the graphs on the left side by relabeling 1↔ 2.
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Mesa Potential
We consider the Mesa potential next, VTME:M, shown in Fig. 3.4(a). This is one of
the potentials which is due to the instantaneous nucleon, a feature not found in the
Wick-Cutkosky model. Using the Feynman rules results in
V
αf ,αi
TME:M =
g2αf g
2
αi
4M2[T αf ,1 · T αf ,2][T αi,1 · T αi,2]
(2π)3
∫
d2k2m⊥dk
+
2m
2(2π)3k+1mk
+
2m
1f〈
(
Γαf
γ+
2
Γαi
)
〉1m × 2f 〈
(
Γαf
/k2m +M
2M
Γαi
)
〉2m
θ(k+1m)θ(k
+
2m)θ(k
+
2i − k+2m)θ(k+2m − k+2f )
Fαf (qf )
2
(k+2f − k+2m)(P− − k−1f − k−2m)−m2αf − (k1f⊥ − k1m⊥)2
1
2M
Fαi(qi)
2
(k+2i − k+2m)(P− − k−1i − k−2m)−m2αi − (k1m⊥ − k1i⊥)2
+ {1↔ 2}. (3.67)
Contact Potential
The last potential which we calculate explicitly is the contact potential VTME:C, shown
in Fig. 3.5(a). The rules relate this potential to VTME:M in a simple fashion. If both
the initial and final mesons are not pions, then the potential is
V
αf ,αi
TME:C =
g2αf g
2
αi
4M2[T αf ,1 · T αf ,2][T αi,1 · T αi,2]
(2π)3
∫
d2k2m⊥dk
+
2m
2(2π)3k+2mM
1f 〈
(
Γαf
1
2
Γαi
)
〉1m × 2f 〈
(
Γαf
/k2m +M
2M
Γαi
)
〉2m
θ(k+2m)θ(k
+
2i − k+2m)θ(k+2m − k+2f)
Fαf (qf)
2
(k+2f − k+2m)(P− − k−1f − k−2m)−m2αf − (k1f⊥ − k1m⊥)2
1
2M
Fαi(qi)
2
(k+2i − k+2m)(P− − k−1i − k−2m)−m2αi − (k1m⊥ − k1i⊥)2
+ {1↔ 2}. (3.68)
To get the contact potential for the pions, the following change has to be made:
[T αf ,1 · T αf ,2][T αi,1 · T αi,2]→ τ 22 = 3. (3.69)
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This is due the additional symmetry that the two pion vertex has.
Before this potential is used in calculations, it must be multiplied by a factor of
M
2(M+mpi)
(as discussed in Section 3.5.1) if the crossed diagrams are not included.
Common Features and Simplification
Each potential in Figs. 3.4 and 3.5 can be written schematically in the following,
general form:
VTME =
g44M2T 4(Λ2 −m2)4nα
(2π)3
∫
d2k2m⊥dk
+
2m
2(2π)3
f(k+1m, k
+
2m, q
+
f , q
+
i )
1f 〈
(
ΓαfM1Γαi
)〉1m × 2f 〈(ΓαfM2Γαi)〉2m[
af −m2αf + bf cos(φf − φm)
]−nf [
af − Λ2αf + bf cos(φf − φm)
]−2nαf
[am + bmf cos(φf − φm) + bmi cos(φm − φi)]−nm[
ai −m2αi + bi cos(φm − φi)
]−ni [ai − Λ2αi + bi cos(φm − φi)]−2nαi , (3.70)
where the expression for Fα in Eq. (3.58) was used.
The TME potentials, like the OME potential, have exact rotational invariance
about the z-axis, and thus conserve m. We project the potential onto states of
definite m by setting φi to zero and integrating the potential with
∫
dφfe
imφf /2π.
Now we have to obtain the uu matrix elements explicitly to perform the azimuthal
integrations. Appendix F shows that we can write
[
1f 〈
(
ΓαfM1Γαi
)〉1m × 2f〈(ΓαfM2Γαi)〉2m]φi=0
=
∑
j,k
Cj,k(Γαf ,M1,Γαi; Γαf ,M2,Γαi)eij(φf−φm)eikφm . (3.71)
Note that the C is implicitly a function of the momentum and helicity of the initial
and final states, but is independent of the azimuthal angles φf and φi.
Then, after a change of variables, φm → φ′i, φf − φm → φ′f , and φf → φ′f +φ′i, the
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potential can be written as
VTME =
g44M2T 4(Λ2 −m2)4nα
(2π)3
∑
j,k
∫
dk2m⊥ k2m⊥ dk
+
2m
2(2π)2
f(k+1m, k
+
2m, q
+
f , q
+
i )
Cj,k(Γαf ,M1,Γαi ; Γαf ,M2,Γαi)∫ 2pi
0
dφ′f
2π
∫ 2pi
0
dφ′i
2π
ei(m+j)φ
′
f ei(m+k)φ
′
i[
af −m2αf + bf cosφ′f
]−nf [
af − Λ2αf + bf cosφ′f
]−2nαf
[
am + bmf cosφ
′
f + bmi cosφ
′
i
]−nm[
ai −m2αi + bi cosφ′i
]−ni [ai − Λ2αi + bi cosφ′i]−2nαi . (3.72)
The azimuthal-angle integrals taken together are denoted as I, and the method for
calculating the φ′m and φ
′
f integrals is discussed in Appendix D. Summarizing, we
can write
VTME =
g44M2T 4(Λ2 −m2)4nα
(2π)3
∑
j,k
∫
dk2m⊥ k2m⊥ dk
+
2m
2(2π)2
f(k+1m, k
+
2m, q
+
f , q
+
i )
Cj,k(Γαf ,M1,Γαi ; Γαf ,M2,Γαi)
I(af −m2αf , af − Λ2αf , bf , nf , 2nαf , m+ j;
am, bmf , bmi, nm;
ai −m2αi , ai − Λ2αi, bi, ni, 2nαi, m+ k). (3.73)
This potential is evaluated using the numerical integration techniques discussed in
Appendix C.
3.5.4 Further Development of the Light-front Schro¨dinger Equation
The potentials derived here possess a high degree of symmetry. To solve the light-
front Schro¨dinger equation efficiently, these symmetries should be explicitly exploited,
as was done in section 2.1.3. In addition to the invariance of the potentials under
parity, there are additional symmetries due to the conservation of nucleon helicity
and invariance under time reversal [58].
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We follow Machleidt’s approach for taking advantage of the symmetry of rotation-
ally invariant potentials with helicity [59]. However, since the light-front potentials
derived here do not have full rotational invariance, Machleidt’s approach must be
modified. The symmetry properties of helicity matrix elements are rederived in Ap-
pendix G without assuming full rotational invariance of the potentials. These results
allow a modified version of Machleidt’s approach to be combined with the exploita-
tion of parity (using the transformation from light-front coordinates to equal-time
coordinates) discussed in section 2.1.3. In particular, the potentials are initially cal-
culated in the |pET, θ,M, λ1, λ2〉 basis, although the relations in Appendix G.5 are
used to transform to the |pET, J,M, L, S〉 basis, which is useful to solve for the wave
functions. Note that the potentials connect states with different J values in general.
Once the symmetries have been explicitly expressed, we can discretize the Schro¨dinger
equation as done in Appendix B.
Note that we apply the transformations to the potential in order to simplify the
calculation of the wave functions. Once the wave functions are obtained, we may
apply the inverse of the transformations to the wave functions to express them in the
helicity basis (|p⊥, p+, λ1, λ2〉 ) or, by using Eq. (G.111), the Bjorken and Drell spin
basis (|p⊥, p+, m1, m2〉).
3.6 Results for the Nucleon-Nucleon Potentials
The next step towards numerically calculating the bound states for these potentials is
to choose the parameters (meson masses, coupling constants, etc.) for the potentials.
We consider two models: a pion-only model and a light-front nucleon-nucleon model
which incorporates all six mesons used in the Refs. [18, 55].
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3.6.1 Pion-only Results
As a starting point, we look for inspiration from the non-relativistic one-pion-exchange
(OPE) model used by Friar, Gibson, and Payne (FGP) [56]. They use the conventional
OPE potential along with a n-pole pion-nucleon form factor to regulate the high-
momentum (short-range) part of the potential. By tuning the form factor parameters
to reproduce the physical binding energy of the deuteron, they find that the other
the deuteron observables are also reproduced fairly accurately. This leads to the
conclusion that this OPE potential model is a good starting point for investigating
the deuteron observables.
The basic parameters of the FGP model are the mass of the nucleon (M =
938.958 MeV), the mass of the pion (mpi = 138.03 MeV), and the pion decay constant
(f 20 = 0.079), which corresponds to a coupling constant of
g2pi
4pi
=
4M2f20
m2pi
= 14.6228 in
our formalism. The family of n-pole pion-nucleon form factors they consider have the
form
F (q) =
(
Λ2 −m2pi
Λ2 + q2
)n
. (3.74)
The parameter Λ is fit to reproduce the deuteron binding energy for a given value of
n.
We can obtain the FGP model from our light-front nucleon-nucleon potential by
considering only pion exchanges and performing a non-relativistic reduction. To un-
derstand our results, it is important to first consider how well the light-front potential
and wave functions approximate the non-relativistic potential and wave functions.
It is useful to start by reviewing some of the properties of the deuteron. First, the
deuteron is very lightly bound. Second, although a majority of the deuteron wave
function resides in the non-relativistic regime, it has a high-momentum tail that falls
off rather slowly [58]. Recalling our experience with the Wick-Cutkosky model, where
we found that mass splitting between states with different m values is small for lightly
bound states, it may appear plausible that masses of the m = 0 and m = 1 states of
88
the deuteron should be approximately the same when calculated with the light-front
OPE potential. However, the high-momentum tail of the deuteron enhances the effects
of the potential’s relativistic components. Since the breaking of rotational invariance
is a relativistic effect, as shown in Eq. (2.63), this implies that mass splitting may be
large for the deuteron calculated with the light-front potential.
To clearly understand how a large mass splitting might arise in the light-front pion-
only model, we take a step back and consider a scalar version of the pion-only model,
in which we assume that the pion has a scalar coupling to the nucleon. This allows for
a more direct comparison with the Wick-Cutkosky model, since the main difference
between the scalar-pion-only potential and the Wick-Cutkosky potential is the pion-
nucleon form factor. Since the denominator of the pion-nucleon form factor has the
same form as the denominator of the potential, the form factors do not significantly
change the rotational properties of the scalar-pion-only potential. Another difference
is that factors of uu appear in the numerator of the scalar-pion-only potential, but
the effect of these terms is small.
In Table 3.1, we show the binding energies for deuterons calculated with the scalar-
pion-only model. Two pion-nucleon form factors are considered, the first one has
Λ = 1.0 GeV, for which the coupling constant was fit to give the correct binding energy
for the non-relativistic potential, and the second form factor uses Λ = 1.915 GeV,
which was fit to give the correct binding energy for the light-front potential. Those
form factors are used to calculate the binding energies for the non-relativistic and
light-front potentials, as well as the instantaneous and retarded potentials, which are
relativistic and defined by analogy with Eqs. (2.81) and (2.83). We find that the
binding energies for all of the potentials have the same order of magnitude, and that
the light-front potentials have consistently lower binding energies, which confirms the
behavior observed in Fig. 2.9. In addition, the binding energies of the m = 0 and
m = 1 light-front potentials are essentially degenerate for both form factors.
Now we ready to consider the (pseudoscalar) pion-only model. The only differ-
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Table 3.1: Binding energies for deuterons calculated with several potentials and two
different pion-nucleon form factors for the scalar-pion-only model. The n parameter
of the form factor is 1, the coupling constant is g
2
4pi
= 0.424, and the pion mass is used
as the mass of the exchanged meson.
Potential Λ = 1.0 GeV Λ = 1.915 GeV
Non-relativistic 2.2236 MeV 4.2539 MeV
Instantaneous 2.1581 MeV 4.0862 MeV
Retarded 2.3111 MeV 4.5224 MeV
Light-front, m = 0 1.2027 MeV 2.2296 MeV
Light-front, m = 1 1.2027 MeV 2.2294 MeV
ence between this potential and the scalar-pion-only potential is that the numerator
contains factors of uiγ5u instead of uu. Although this is formally a small change, it
has a large effect on the binding energies. The pseudoscalar coupling generates a ten-
sor force, which is more sensitive to the relativistic components of the wave function
than the scalar force. In general, this means that the differences in binding energies
obtained with different potentials, such as those shown in Table 3.1, will be larger for
the pion-only potential.
In Table 3.2, we show the binding energies for deuterons calculated with the
pion-only model. Two pion-nucleon form factors are considered, the first one has
Λ = 1.01 GeV, which was fit for the non-relativistic pion-only model [56], and the
second form factor uses Λ = 1.9 GeV, which was fit to give the most reasonable
binding energy for the light-front potentials. We find that the binding energies vary
greatly depending on which potential is used. In fact, the light-front potentials do
not bind the deuteron with the first form factor, and with the second form factor,
the mass splitting between the m = 0 and m = 1 states is very large. These facts
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Table 3.2: Binding energies for deuterons calculated with several potentials and two
different pion-nucleon form factors for the (pseudoscalar) pion-only model. The n
parameter of the form factor is 1, the coupling constant is g
2
4pi
= 14.6, and the pion
mass is used as the mass of the exchanged meson. The negative binding energy for
the light-front potentials in the first column indicates that the states are not bound.
Potential Λ = 1.01 GeV Λ = 1.9 GeV
Non-relativistic 2.2244 MeV 227.019 MeV
Instantaneous 0.0146 MeV 28.192 MeV
Retarded 1.3590 MeV 130.472 MeV
Light-front, m = 0 -0.0269 MeV 0.788 MeV
Light-front, m = 1 -0.0246 MeV 8.856 MeV
indicate that the deuteron wave functions are very sensitive to subtle changes in the
relativistic structure of the pion-only potentials.
Now that we understand that relativistic effects are important for the OPE po-
tential, we can start to analyze the TPE potential. We reiterate here that the main
objective of this work is to investigate this breaking of rotational invariance and how
it is restored. Obtaining results which are in agreement with experimental data is
of lesser importance; we must have states that transform correctly under rotations
before we can address the experimental data. Na¨ıvely, one might think that we can
choose any set of two-pion-exchange graphs which is a truncation of a rotationally-
invariant infinite series of graphs. In particular, one might think that using the box
graphs shown in Fig. 3.4 (the two-pion-exchange graphs without the graphs mandated
by chiral symmetry, denoted as the non-chiral-two-pion-exchange (ncTPE) potential)
would be adequate for our analysis of rotational invariance.
Another choice of a set of two-pion-exchange graphs is sum of the box graphs
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shown in Fig. 3.4 and the contact graphs shown in Fig. 3.5. To incorporate chiral
symmetry as accurately as possible without including the crossed two-pion-exchange
potentials, we weight the contact vertex with a factor of M
2(M+mpi)
, as explained in
Section 3.5.1. Note that in the sum, which we call the two-pion-exchange (TPE)
potential, chiral symmetry provides a cancelation between the box diagrams and the
contact diagrams. This indicates that the results obtained with the TPE potential
will be more stable than those obtained with the ncTPE potential.
To check this stability and the restoration of rotational invariance of the pion-
only model, we calculate the energy of the deuteron using the OPE, OPE+TPE, and
OPE+ncTPE potentials. We verify that the results are independent of the choice of
the pion-nucleon form factor by considering three different choices for the form factor.
For the first form factor, we choose n = 1 and find that Λ = 1.9 GeV gives a
reasonable range of binding energies. We use the form factor to calculate the lowest
energy bound state with arbitrary total angular momentum. In addition, we take the
J = 1 component of the potential and use it to perform the same calculation. We
expect to obtain similar results since the deuteron is a spin one object.
The results for the first pion-nucleon form factor are shown in Table 3.3. Note
that the results do not depend much on whether a restriction to spin one is applied.
This shows that even though the eigenstates of the light-front Hamiltonian are not in
principle eigenstates of the angular momentum, numerically they are almost angular
momentum eigenstates. However, this does not mean that rotational invariance is
unbroken. Rotations relate the different m states, and from the mass splittings, we
see that the states do not transform correctly.
Table 3.3 also shows that both the mass splitting and the difference in the per-
centage of the D-state wave function decrease when TME diagrams are included. In
addition, the wave functions are almost completely in the J = 1 state. As for the
D-state probability, we first note that it increases with the binding energy. It is con-
sistent (given the range of values it and the binding energy take) with the value of
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Table 3.3: The values of the binding energy, percentage of the wave function in the
D state, and the percentage of the wave function in the J = 1 state for the m = 0
and m = 1 states for different potentials. The values obtained for the full potential
(which connects states of arbitrary total angular momentum) are shown along with
the values obtained for potentials restricted to the J = 1 sector which are shown in
parentheses. The pion-nucleon form factor uses n = 1 and Λ = 1.9 GeV.
Potential Binding Energy (MeV) D state (%) J = 1 (%)
m=0 m=1 Diff m=0 m=1 m=0 m=1
OPE
-0.7884
(-0.7129)
-8.8561
(-7.6970)
8.0677
(6.9841)
4.09
(3.97)
12.27
(11.99)
99.99
(100)
99.78
(100)
OPE
+TPE
-0.6845
(-0.5886)
-2.5606
(-2.0644)
1.8761
(1.4758)
3.98
(3.79)
8.08
(7.61)
99.98
(100)
99.88
(100)
OPE
+ncTPE
0.0107
(0.0140)
0.0087
(0.0155)
0.0020
(-0.0015)
0.15
(0.11)
0.66
(0.58)
100.00
(100)
100.00
(100)
6% reported in Ref. [56] for the FGP model.
Another thing to note in Table 3.3 are the effects of using the ncTPE potential
is used. As mentioned earlier, this potential is greater in magnitude than the TPE
potential and should have a larger effect on the binding energy. In fact, the effect
is so large that it serves to unbind the deuteron. (Strictly speaking, this indicates
only that the binding energy is very small or zero; the error in the binding energy
calculation increases as the binding energy approaches zero.) Because the ncTPE
potential has such a large effect by itself, it is impossible to determine what effect it
has on the rotational properties of the state. Only the TPE potential can be used to
analyze the restoration of the state’s rotational invariance.
To make sure that the results found are independent of the pion-nucleon form
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Table 3.4: A pion-nucleon form factor with n = 1 and Λ = 2.1 GeV is used to calculate
the same quantities as shown in Table 3.3.
Potential Binding Energy (MeV) D state (%) J = 1 (%)
m=0 m=1 Diff m=0 m=1 m=0 m=1
OPE
-1.7357
(-1.6103)
-14.9116
(-13.2111)
13.1759
(11.6008)
5.60
(5.49)
14.30
(14.14)
99.98
(100)
99.71
(100)
OPE
+TPE
-1.6296
(-1.4551)
-4.5609
(-3.8203)
2.9313
(2.3652)
5.62
(5.43)
9.89
(9.53)
99.96
(100)
99.85
(100)
OPE
+ncTPE
-0.0219
(-0.0045)
-0.0180
(0.0056)
-0.0039
(-0.0101)
0.69
(0.38)
1.33
(0.86)
99.99
(100)
99.99
(100)
factor, we performed the same calculation with n = 1 and Λ = 2.1 GeV (shown in
Table 3.4) and with n = 2 and Λ = 2.9 GeV (shown in Table 3.5). The results in these
two tables are qualitatively the same as the results in Table 3.3, which demonstrates
that these results are robust.
The deuteron masses for the different m states, as shown in Tables 3.3, 3.4, and
3.5, are shown in Fig. 3.6 as a function of which potential was used for the calculation.
It is easy to see that the relatively large mass splitting obtained with the OPE po-
tential is significantly reduced by including the TPE potential. The apparent further
reduction of the splitting by neglecting the chiral part of the TPE potential (leaving
the ncTPE potential) is an artifact of the deuteron becoming unbound. Since the
unbound states form a continuum, the lowest energy unbound states will always be
essentially degenerate, regardless of how badly rotational invariance is broken.
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Figure 3.6: The values of the binding energy for the m = 0 and m = 1 states for
different pion-only light-front potentials. Three different pion-nucleon form factors
are used: (a) n = 1 and Λ = 1.9 GeV, (b) n = 1 and Λ = 2.1 GeV, and (c) n = 2 and
Λ = 2.9 GeV.
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Table 3.5: A pion-nucleon form factor with n = 2 and Λ = 2.9 GeV is used to calculate
the same quantities as shown in Table 3.3.
Potential Binding Energy (MeV) D state (%) J = 1 (%)
m=0 m=1 Diff m=0 m=1 m=0 m=1
OPE
-1.2060
(-1.1068)
-10.7746
(-9.4180)
9.5686
(8.3112)
4.86
(4.74)
13.06
(12.82)
99.98
(100)
99.75
(100)
OPE
+TPE
-1.0781
(-0.9494)
-3.3983
(-2.7863)
2.3202
(1.8369)
4.78
(4.59)
8.95
(8.52)
99.97
(100)
99.87
(100)
OPE
+ncTPE
-0.0002
(0.0069)
-0.0028
(0.0106)
0.0026
(-0.0037)
0.30
(0.20)
0.90
(0.68)
100.00
(100)
99.99
(100)
3.6.2 Light-Front Nucleon-Nucleon Model Results
Having addressed the simple pion-only model in the previous section, we are now
ready to consider the full nuclear model where the nucleon-nucleon interaction is
mediated by all the six mesons shown in Table 3.6. For numerical work, use the
parameters for the light-front nucleon-nucleon (LFNN) potential from the work of
Miller and Machleidt [55]. Those parameters were fit for a potential that used a
retarded propagator for the energy in the potentials. Since the potentials used in
this paper have energy dependent denominators, the parameters must be modified
somewhat. We choose to vary the coupling constant for the σ meson. The parameters
are given in table 3.6.
As with all the other deuteron models presented in this paper, the light-front
one-meson-exchange (OME) potential breaks rotational invariance and causes a mass
splitting of the deuteron states with different magnetic quantum numbers. We expect
that the splitting will be removed somewhat by including higher order potentials.
The first step is to determine which two-meson-exchange potentials to use. One
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Table 3.6: The parameters for the π, η, ρ, ω, δ, and σ mesons from Ref. [55]. For
the meson type, “iv” and “is” stand for isovector and isoscalar, while “ps”, “v”,
and “s” stand for pseudoscalar, vector, and scalar. The σ meson is also known as
f0(400− 1200), and the δ meson is the a0(980).
Meson type mass [MeV] Λ [GeV] n g
2
4pi
f
g
π iv,ps 138.04 1.2 1 14.0
η is,ps 547.5 1.5 1 3.0
ρ iv,v 769. 1.85 2 0.9 6.1
ω is,v 782. 1.85 2 24.5 0.0
δ iv,s 983. 2.0 1 2.0723
σ is,s 550. 2.0 1 fσ× 8.9602
choice is to use only the two-pion-exchange potentials, TPE and ncTPE, as defined
in the previous section. However, we expect to get better results using the two-
meson-exchange diagrams generated by all the available mesons, including the contact
diagrams for the pions, which we denote as the two-meson-exchange (TME) potential.
In addition, we can also investigate the effect of leaving out the contact potentials for
the pions, resulting in the non-chiral two-meson-exchange (ncTME) potential.
We do not include diagrams with a contact interaction between the nucleon, a
pion, and another meson. This is because, as mentioned in section 3.5.1, the infinite
series of the box diagrams is rotationally invariant and the contact diagrams are not
needed to achieve rotational invariance. Furthermore, they are not required to control
the convergence of the series, since there is no strong cancellation between the contact
diagram and the instantaneous diagrams.
The first step in analyzing the bound states is to determine what range of fσ
gives reasonable results. We iteratively solve for the binding energy of the deuteron,
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Table 3.7: The values of fσ required to give the physical value of the deuteron mass
for a given potential and state with Jz = m. The percent of the wave function in the
D-state and in the J = 1 state are also shown.
Potential fσ % D state % J = 1
m=0 m=1 Diff m=0 m=1 m=0 m=1
OME 1.2407 1.2125 0.0282 2.87 3.55 99.99 99.97
OME
+TPE
1.2829 1.2819 0.0010 2.96 3.23 99.99 99.97
OME
+TME
1.2968 1.3079 -0.0111 2.95 3.28 99.99 99.96
OME
+ncTPE
1.3064 1.3121 -0.0057 2.99 3.16 99.98 99.97
OME
+ncTME
1.3198 1.3397 -0.0199 2.98 3.21 99.98 99.96
varying fσ until the binding energy matches the physical value of the binding energy,
for each of the potentials. The results are shown in Table 3.7. We find that a value of
fσ in the range 1.2 to 1.3 will give reasonable results for the binding energy. Note that
D-state probability (about 3%) is lower in this model than for the energy-independent
light-front used in Ref. [55], were a value of 4.5% is found. This is expected since the
fσ is greater than 1 in this model, meaning that the scalar interaction is strengthened
relative to the tensor interaction, leading to a decrease in amount of the D-state
present.
We choose two values of fσ, one from the low end of the range (1.22) and one from
the high end (1.2815) for our investigations. Using two values helps ensure that our
results are robust.
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First, we examine the bound states for fσ = 1.22. The results for several different
choices of the TME potentials are shown in Table 3.8 and the binding energies are
plotted in Fig. 3.7. In addition to the two-meson-exchange potentials mentioned
above, we also consider the π-σ plus π-ω Mesa potential. The reason for considering
this potential is that Carbonell, Desplanques, Karmanov, and Mathiot [13] have shown
that it helps restore rotational invariance of the deuteron.
In particular, they have used manifestly covariant light-front dynamics to analyze
the deuteron. They start with a deuteron wave function calculated in equal-time dy-
namics, then use a light-front one-pion-exchange potential (expanded to lowest order
in powers of 1
M
) to calculate the perturbative corrections to the wave function. They
find that the resulting wave function has an unphysical dependence on the orientation
of the light-front plane, which would manifest itself as a breaking of rotational invari-
ance in our formalism. They also use the π-σ and π-ω Mesa potentials (expanded to
lowest order in powers of 1
M
) to calculate the correction to the wave function. When
the wave function corrections are combined, they find that the directional dependence
of the longest-range part of the deuteron wave function cancels exactly.
This implies that for our model, using the π-σ plus π-ω Mesa potential (which we
denote by π-(σ-ω)) should partially restore the rotational invariance of the deuteron,
assuming that the breaking of rotational invariance is due primarily to the one-pion-
exchange potential. Note that since we solve for the deuteron wave function self-
consistently and to all orders for our potentials, we do not expect to find exactly the
same result as Ref. [13].
The first thing to notice about the data in Table 3.8 is that the results are es-
sentially the same regardless of if arbitrary angular momentum or is used or if the
potential is restricted to the J = 1 sector. This was also seen in the previous section
for the pion-only model. It means that the wave functions are numerically approxi-
mate to angular momentum eigenstates.
Next we notice the splittings between masses and D state percentages for the
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m = 0 and m = 1 states. The dependence on m implies that the states do not
transform correctly under rotations. All of the two-meson-exchange potentials used
reduce the splittings by similar amounts, by about 60% for the binding energy and
by about 70% for the percent D state. Note also that the mass splittings for the
pion-only model were much larger.
Examining the effects of the individual two-meson-exchange potentials, we see that
π-(σ-ω)) potential does reduce the mass splitting, but it does not fully remove it. This
is expected since the OME potential includes more than just the pion potential, and
the potential is relativistic.
Next, we compare the ncTME and ncTPE potentials to the TME and TPE po-
tentials. The non-chiral potentials reduce the binding energy more than the chiral
potentials, as we expected from our experience from the pion-only model. However,
unlike for the pion-only model, we find that the chiral and non-chiral potential have
fairly similar effects.
Finally, notice that the mass splitting for the TPE potential is much smaller than
for the other two-meson-exchange potentials. By itself, this does not imply that the
rotational properties of the deuteron calculated with that potential are significantly
better than those from other two-meson-exchange potentials. The individual poten-
tials that make up the TME potential are fairly large in magnitude, but vary in sign.
This means that using any subset of those potentials may result in either a larger
or smaller mass splitting. In this case, it is smaller. To investigate this further, we
examine the currents for the TME and TPE deuteron wave function in Chapter 4.
To verify that our results are independent of the value of fσ, we recalculate the
deuteron properties for each of the potentials with fσ = 1.2815. The results are
summarized in Table 3.9, and the binding energies are shown in Fig. 3.8. The change
in fσ increases the binding of the states, but the rest of the results are qualitatively
the same.
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Table 3.8: The values of the binding energy, percentage of the wave function in the
D state, and the percentage of the wave function in the J = 1 state for the m = 0
and m = 1 states for different potentials. The values obtained for the full potential
(which connects states of arbitrary total angular momentum) are shown along with
the values obtained for potentials restricted to the J = 1 sector which are shown in
parentheses. The σ coupling constant factor is fσ = 1.22.
Potential Binding Energy (MeV) D state (%) J = 1 (%)
m=0 m=1 Diff m=0 m=1 m=0 m=1
OME only
-1.7653
(-1.7141)
-2.4200
(-2.2655)
0.6547
(0.5514)
2.73
(2.72)
3.61
(3.54)
99.99
(100)
99.96
(100)
OME
+π-(σ-ω) Mesa
-1.9236
(-1.8625)
-1.7021
(-1.5340)
-0.2215
(-0.3285)
2.80
(2.78)
3.38
(3.25)
99.99
(100)
99.96
(100)
OME
+ncTME
-0.4948
(-0.4611)
-0.2646
(-0.2034)
-0.2302
(-0.2577)
1.97
(1.93)
1.76
(1.59)
99.99
(100)
99.98
(100)
OME
+ncTPE
-0.6620
(-0.6232)
-0.4825
(-0.4132)
-0.1795
(-0.2100)
2.16
(2.13)
2.09
(1.99)
99.99
(100)
99.98
(100)
OME
+TME
-0.7861
(-0.7460)
-0.6060
(-0.5191)
-0.1801
(-0.2269)
2.25
(2.22)
2.31
(2.19)
99.99
(100)
99.97
(100)
OME
+TPE
-0.9981
(-0.9531)
-0.9155
(-0.8253)
-0.0826
(-0.1278)
2.42
(2.39)
2.57
(2.48)
99.99
(100)
99.98
(100)
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Figure 3.7: The values of the binding energy for the m = 0 and m = 1 states for
different nucleon-nucleon light-front potentials. The σ coupling constant factor is
fσ = 1.22.
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Table 3.9: The σ coupling constant factor used here, fσ = 1.2815, distinguishes this
table from Table 3.8.
Potential Binding Energy (MeV) D state (%) J = 1 (%)
m=0 m=1 Diff m=0 m=1 m=0 m=1
OME only
-3.3500
(-3.2818)
-4.4546
(-4.2622)
1.1046
(0.9804)
3.09
(3.06)
3.97
(3.92)
99.99
(100)
99.96
(100)
OME
+π-(σ-ω) Mesa
-3.6331
(-3.5520)
-3.2408
(-3.0194)
-0.3923
(-0.5326)
3.10
(3.10)
3.85
(3.77)
99.99
(100)
99.95
(100)
OME
+ncTME
-1.3766
(-1.3230)
-0.9901
(-0.8807)
-0.3865
(-0.4423)
2.67
(2.65)
2.64
(2.54)
99.99
(100)
99.97
(100)
OME
+ncTPE
-1.6532
(-1.5939)
-1.4693
(-1.3578)
-0.1839
(-0.2361)
2.81
(2.79)
2.88
(2.81)
99.99
(100)
99.97
(100)
OME
+TME
-1.8617
(-1.8021)
-1.6032
(-1.4696)
-0.2585
(-0.3325)
2.85
(2.83)
3.05
(2.97)
99.99
(100)
99.96
(100)
OME
+TPE
-2.1915
(-2.1267)
-2.2137
(-2.0831)
0.0222
(-0.0436)
2.95
(2.94)
3.23
(3.17)
99.99
(100)
99.97
(100)
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Figure 3.8: The values of the binding energy for the m = 0 and m = 1 states for
different nucleon-nucleon light-front potentials. The σ coupling constant factor is
fσ = 1.2815.
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Chapter 4
FORM FACTORS OF THE DEUTERON
“It is theory that decides what can be observed.”
—Albert Einstein
In Chapter 3, we considered several different truncations of the light-front nucleon-
nucleon (LFNN) potential and used them to solve for the deuteron wave function. In
this chapter, we use those wave functions to solve for the deuteron current, which is
used to calculate the deuteron electromagnetic and axial form factors. We can analyze
the rotational properties of the deuteron current like we did for the wave function.
In this chapter, we first outline the covariant theory of the electromagnetic form
factors for spin-1 objects, like the deuteron. Then we recall the features of light-front
calculations (including the breaking of rotational invariance) of the form factors. After
that, we review the covariant and light-front tools for calculating axial form factors.
The formalism is then applied to calculate the electromagnetic and axial currents and
form factors for the light-front deuteron wave functions.
One notable feature of this calculation is that it is done entirely with light-front
dynamics. The covariant Lagrangian generates light-front potentials, which generate
light-front wave functions, which are used in a light-front calculation of the deuteron
current and form factors. This is different from other approaches which use deuteron
wave functions calculated from equal-time dynamics, then transformed to the light
front [77–84].
4.1 Electromagnetic Form Factors
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d(k,m)
e(p,λ)
d(k’,m’)
e(p’,λ’)
q 
Figure 4.1: The Feynman diagram for one-photon-exchange electron-deuteron scat-
tering.
4.1.1 Covariant Theory
In the one-photon-exchange approximation, shown in Fig. 4.1, the amplitude of the
scattering process ed → ed is just the contraction of the electron and deuteron cur-
rents, multiplied by the photon propagator,
〈p′, λ′|jeµ|p, λ〉
1
q2
〈k′, m′|Jµd |k,m〉, (4.1)
where
〈p′, λ′|jeµ|p, λ〉 = eu(p′, λ′)γµu(p, λ). (4.2)
From Lorentz covariance, current conservation, parity invariance, and time rever-
sal invariance [85–89], we infer that the deuteron form factor can be written as
〈k′, m′|Jµd |k,m〉 = −
e
2Md
(e∗)ρ(k′, m′)Jµρσe
σ(k, m), (4.3)
where the spin-1 polarization vectors satisfy
e∗µ(k, m)e
µ(k, m′) = − δm,m′ , (4.4)∑
m
e∗µ(k, m)eν(k, m) = − gµν +
kµkν
M2d
, (4.5)
kµe
µ(k, m) = 0, (4.6)
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and the operator Jµρσ is given by
Jµρσ = (k
′
µ + kµ)
[
gρσF1(q
2)− qρqσ
2M2d
F2(q
2)
]
− Iµνρσ qνG1(q2), (4.7)
where Iµνρσ = g
µ
ρg
ν
σ − gνρgµσ is the generator of infinitesimal Lorentz transformations,
q = k′ − k, and F1, F2, and G1 are functions of q2, the invariant mass of the photon.
Some conventions [79, 80] denote G1 as −F3.
The F1, F2, and G1 form factors are related to the deuteron charge, magnetic, and
quadrapole form factors, denoted by FC , FM , and FQ respectively, by [85, 87, 90]
FC = F1 +
2
3
η [F1 + (1 + η)F2 −G1] , (4.8)
FM = G1, (4.9)
FQ = F1 + (1 + η)F2 −G1, (4.10)
where
η =
−q2
4M2d
. (4.11)
Note that since both the initial and final electron and deuteron are on-shell, −q2 > 0.
We define Q2 = −q2.
At zero-momentum transfer, the deuteron charge, magnetic, and quadrapole form
factors are simply
FC(0) = 1, (4.12)
FM(0) =
Md
mp
µd = 1.71293, (4.13)
FQ(0) = M
2
dQd = 25.8525, (4.14)
where mp is the mass of the proton, µd is the magnetic moment of the deuteron
(in nuclear magnetons µN =
e
2mp
), and Qd is the electric quadrapole moment of the
deuteron (in units of the deuteron mass, although typically it is measured in e·barns).
The numerical values of the form factors are determined by using experimentally
measured values [88, 91, 92].
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Another set of form factors are G0, G1, and G2, commonly used in light-front
dynamics [79,80,83]. They are simply related to the charge, magnetic, and quadrapole
form factors,
G0 = FC , (4.15)
G1 = − FM , (4.16)
G2 =
√
8
3
ηFQ. (4.17)
The electron-deuteron cross-section is measured to determine the deuteron form
factors for large momentum transfers. The unpolarized cross-section has the form
[88, 93]
dσ
dΩe
=
σMott
1 + 2Ee
Md
sin2 θe
2
(
A(Q2) +B(Q2) tan2
(
θe
2
))
, (4.18)
where
σMott =
(
α cos θe
2
2Ee sin
2 θe
2
)2
, (4.19)
and Ee is the electron beam energy, θe is the angle by which the electron scatters, and
α is the fine-structure constant. The structure functions A and B can be expressed
in terms of the charge, magnetic, and quadrapole form factors,
A = F 2c +
8
9
η2F 2Q +
2
3
ηF 2M , (4.20)
B =
4
3
η(1 + η)F 2M . (4.21)
The three form factors F1, F2, and G1 cannot be determined uniquely from the
unpolarized scattering data since that measurement of provides only two structure
functions. More information is needed, which can be obtained from experiments
where the polarization of the electron and/or deuteron is measured [88,89]. The most
commonly measured quantity is the tensor polarization observable, T20,
T20 = −
8
3
ηFCFQ +
8
9
η2F 2Q +
1
3
ηF 2M
(
1 + 2(1 + η) tan2 θe
2
)
√
2
(
A+B tan2 θe
2
) . (4.22)
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Note that T20 depends on the angle θe. For ease of comparison, data for T20 is usually
presented for θe = 70
◦. Alternatively, one can eliminate the angular dependence by
defining T˜20, which is T20 with FM set equal to zero,
T˜20 = −
8
3
ηFCFQ +
8
9
η2F 2Q√
2
(
F 2C +
8
9
η2F 2Q
) . (4.23)
The extraction of the structure functions from the data is difficult. In practice,
each cross-section measurement is performed at a different momentum transfer and
angle, making it impossible to exactly disambiguate, for example, A and B. One
needs to interpolate between values of B to calculate values for A, and vice versa.
The Jefferson Lab t20 Collaboration used a self-consistent method for obtaining the
structure functions from the scattering data [94]. They consider a variety of theoretical
models for the deuteron form factors, then fit the parameters of the models to the
measured cross-sections. After each model is fit, it is used as the interpolation function
to disentangle the structure functions. This two-step process helps minimize model-
dependent effects in the values of A and B.
4.1.2 Light Front Calculation
Light-front dynamics is particularly well suited to calculating form factors. One reason
is that the generators of boosts in the one, two, and plus directions are kinematic, so
that wave functions calculated with a truncated potential transform correctly under
boosts. This feature is especially important for form factors at high momentum
transfer since the wave functions must undergo a large boost.
Another, more subtle, reason for using the light front is that many of the graphs
which contribute to the current vanish identically. For example, the three lowest-order
graphs for the current are shown in Fig. 4.2. The double line denotes the deuteron,
and the vertex of the deuteron lines and the nucleon lines represents the deuteron wave
function. The graph labeled (a) does not vanish and is calculated in section 4.1.3.
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(a) (b) (c)
Figure 4.2: The lowest-order graphs which contribute to the deuteron current matrix
element.
Fig. 4.2(b) vanishes in light-front dynamics. To see why, we first note three facts:
the plus component of each particle in light-front dynamics is non-negative (for mas-
sive particles it must be positive), the plus component of the momentum is conserved,
and the plus momentum of the vacuum is zero. Combining these facts, we find that
any vertex which has particles on one side and vacuum on the other must vanish. In
other words, the vacuum is trivially empty, and no graphs couple to it.
For Fig. 4.2(c), the coupling of the photon to the nucleon goes like uLFγ
µvLF, where
the light-front spinors are defined in Appendix F. For µ = +, this matrix element is
suppressed maximally, and thus J+ is the “good” component of the current [80,82,95].
We calculate only J+, since it is the most stable.
We do not consider the contribution of higher-order graphs to the deuteron current,
such as graphs where the photon couples to a meson or a nucleon while a meson is
present. The omission of the meson-exchange currents does not affect the rotational
properties of the current, although it does affect the overall values of the deuteron
form factors. This is acceptable since we are only concerned with the rotational
properties in this work, not in the detailed results.
The neglect of the graphs where the photon couples to a nucleon while a meson
is present may affect the rotational properties of the current. This is because the
deuteron current shown in Fig. 4.2(a) is not formally conserved [93], but current
conservation is necessary (although not sufficient) for the current to have the correct
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properties under rotation. To construct the conserved current operator associated
with a given wave function, the current must include diagrams that are related to
the potential used to calculate the wave function. We expect that these diagrams
are small since they contain meson propagators, and that neglecting them should not
significantly affect the conservation of the deuteron current or the rotational properties
of the current.
Symmetries of the Electromagnetic Current
Now, we use symmetries to relate the components of 〈k′, m′|J+(q)|k,m〉. Although in
light-front dynamics some generators of Lorentz transformations are dynamic, such as
the generators of rotations from the x-y plane into the x direction are dynamic, we are
free to boost in the plane perpendicular to the z-axis, boost in the plus direction, and
rotate about the z-axis, since the generators of those transformations are kinematic.
In addition, we will find how the states and the current operator transforms under
parity and time-reversal.
The kinematic generators allow us to choose which frame to evaluate the current
in. We choose the Breit frame [80], where q+ = q− = qy⊥ = 0 and q
x
⊥ = Q. We
also choose the plus momentum of the deuteron to be Md, since Md is value of the
plus momentum in deuteron’s rest frame. To simplify notation, we define the matrix
elements of J+ as
I+m′,m(Q) =
〈q⊥
2
, m′
∣∣∣ J+(Q) ∣∣∣−q⊥
2
, m
〉
. (4.24)
This quantity is represented with Im′m instead of Jm′m because Jm′m is used to rep-
resent the matrix elements of J using the instant-form spin basis. This distinction is
discussed later in this section.
Next, we consider rotation about the z-axis by π (Rz(π)), parity (Π), and time-
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reversal (Θ). First note that the current operator transforms as
Rz(π)J
±Rz(π) = J
±, (4.25)
ΠJ±Π = J∓, (4.26)
ΘJ±Θ = J∓. (4.27)
Obviously, we must use both parity and time reversal to retain the plus component
of the current. Now look at how the deuteron states transform:
Rz(π)| − k⊥, m〉 = |+ k⊥, m〉(−1)m, (4.28)
ΘΠ| − k⊥, m〉 = | − k⊥,−m〉(−1)m. (4.29)
Although the symmetry operators can introduce extra, constant phase factors, they
are omitted here since they cancel when calculating matrix elements. These results
make it easy to find what each of these symmetry operators does to the matrix
element. Under rotations a rotation of π about the z-axis, the current matrix element
transforms to
I+m′,m(Q)→ (−1)m−m
′
〈
−q⊥
2
, m′
∣∣∣J+(Q) ∣∣∣+q⊥
2
, m
〉
. (4.30)
Under parity followed by time reversal, the matrix element becomes
I+m′,m(Q)→ (−1)m−m
′
〈
−q⊥
2
,−m
∣∣∣ J+(Q) ∣∣∣+q⊥
2
,−m′
〉
. (4.31)
(4.32)
Since Jµ is Hermitian, we can also take the complex conjugate of the matrix element
to get
I+m′,m(Q)→
〈
−q⊥
2
, m
∣∣∣ J+(Q) ∣∣∣+q⊥
2
, m′
〉
. (4.33)
The appropriate combinations of Eqs. (4.30-4.33) give [79]
I+m′,m(Q) = (−1)m−m
′
I+−m′,−m(Q), (4.34)
= (−1)m−m′I+m,m′(Q). (4.35)
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The same relations also apply for J+m′m matrix elements. Eqs. (4.34) and (4.35) imply
that of the nine possible matrix elements of J+, there are only four independent
components. We choose those components to be I+11, I
+
10, I
+
1−1, and I
+
00. It is helpful
to express the matrix elements in a matrix to see the symmetry properties explicitly.
I+m′,m =

I+11 I
+
10 I
+
1−1
−I+10 I+00 I+10
I+1−1 −I+10 I+11
 . (4.36)
Rotational Invariance and the Angular Condition
This is as far as we can go with light-front dynamics, but there should be an additional
redundancy in our matrix elements. We have derived four independent components,
whereas in a fully covariant framework there are only three form factors. The resolu-
tion of this conflict is that full rotational invariance imposes an angular condition on
the light-front matrix elements.
The angular condition can be found by using the deuteron polarization vectors
for the Breit frame to calculate the current given in Eq. (4.3) in terms of F1, F2, and
G1. By comparing that result with Eq. (4.36), we obtain linear relations between the
current matrix elements (I+11, I
+
10, I
+
1−1, and I
+
00) and the form factors (F1, F2, and G1)
and also find that in general there is a deviation from the angular condition, which
we denote with ∆, given by [83]
∆ = − I+00 + (1 + 2η)I+11 + I+1−1 − 2
√
2ηI+10, (4.37)
where η is defined by Eq. (4.11). Since ∆ vanishes when the deuteron current trans-
forms correctly under rotations, we interpret ∆ as a measure of the extent to which
the current matrix elements transform incorrectly.
The form factors are overdetermined by the current matrix elements, which means
there are many different ways to express the form factors in terms of the current
matrix elements. In order to make a definite prescription, one the current matrix
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elements (or a linear combination of matrix elements) is identified as “bad”, and the
angular condition is used to eliminate it from the expressions for the form factors.
This classification of matrix elements as “good” or “bad” is similar to the one made
for choosing which component of the current to use.
When ∆ is zero, all the prescriptions must be equivalent, while a non-zero ∆ means
that the form factors depend on which prescription is chosen. Since ∆ is non-zero in
general, it is important to choose the best prescription to obtain the form factor.
We consider four different prescriptions [83] in this work. This allows us to study
how sensitively the form factors depend on the prescription used. First, Grach and
Kondratyuk (GK) derive a relation in which I+00 is considered bad. Using the angular
condition to eliminate the I+00 for the equations, they obtain [96]
G0,GK =
1
3
[
(3− 2η)I+11 + 2
√
2ηI+10 + I
+
1−1
]
, (4.38)
G1,GK = 2
(
I+11 −
1√
2η
I+10
)
, (4.39)
G2,GK =
2
√
2
3
(
−ηI+11 +
2η
I
+
10
− I+1−1
)
. (4.40)
Brodsky and Hiller (BH) use a prescription where I+11 is bad, which results in [97]
G0,BH =
1
3(1 + 2η)
[
(3− 2η)I+00 + 8
√
2ηI+10 + 2(2η − 1)I+1−1
]
, (4.41)
G1,BH =
2
1 + 2η
[
I+00 − I+1−1 + (2η − 1)
I+10√
2η
]
, (4.42)
G2,BH =
2
√
2
3(1 + 2η)
[√
2ηI+10 − ηI+00 − (1 + η)I+1−1
]
. (4.43)
Frankfurt, Frederico, and Strikman (FFS) start by analyzing the deuteron current
using an equal-time spin basis, where the current matrix elements are J+m′m [80].
Their prescription uses the Cartesian basis to find that J+zz is the bad current. Upon
transformation to the spherical basis and use of the Melosh transformation [82,98] to
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relate J+m′m to I
+
m′m, they find
G0,FFS =
1
3(1 + η)
[
(2η + 3)I+11 + 2
√
2ηI+10 − ηI+00 + (2η + 1)I+1−1
]
, (4.44)
G1,FFS =
1
1 + η
[
I+11 + I
+
00 − I+1−1 −
2(1− η)√
2η
I+10
]
, (4.45)
G2,FFS =
√
2
3(1 + η)
[
−ηI+11 + 2
√
2ηI+10 − ηI+00 − (η + 2)I+1−1
]
. (4.46)
Chung, Polyzou, Coester, and Keister (CCKP) choose the canonical expressions for
the form factors G0, G1, and G2 in terms of the equal-time current as the starting
point [79,90]. They use rotations and the Melosh transformation to express the equal-
time current matrix elements in terms of the light-front current matrix elements, and
find that
G0,CCKP =
1
6(1 + η)
[
(3− 2η)(I+11 + I+00) + 10
√
2ηI+10 + (4η − 1)I+1−1
]
, (4.47)
G1,CCKP = G1,FFS, (4.48)
G2,CCKP = G2,FFS. (4.49)
Note that all the prescriptions reviewed here are related by the angular condition.
When ∆ is zero, each prescription gives the same results.
4.1.3 Impulse Approximation on the Light Front
We now are ready to relate the deuteron wave function to the current expressed in
Eq. (4.24). The deuteron wave functions solved in Chapter 3 are used. We use the
representation of the wave function in the spin |p⊥, p+, m1, m2〉 basis, as discussed
in Sec. 3.5.4. Note that these spins are expressed in the usual Bjorken and Drell
representation [99]. By inserting a two complete sets of states into Eq. (4.24) and
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making the momentum of particle 1 explicit, we get
J+m′,m(q) =
∫
d2p⊥dp
+
∑
m′1,m1,m2
〈q⊥
2
, m′ |p+,p⊥ +
q⊥
2
, m′1, m2
〉
2
〈
p+,p⊥ +
q⊥
2
, m′1
∣∣∣J+(S)(q⊥) ∣∣∣p+,p⊥ − q⊥2 , m1 〉〈
p+,p⊥ −
q⊥
2
, m1, m2
∣∣∣−q⊥
2
, m
〉
, (4.50)
where the spin directions of particles 1 and 2 are labeledm1 andm2, respectively. Also,
since the deuteron is an isoscalar combination of nucleons, the isovector component of
the nucleon current does not contribute and the isoscalar nucleon current is the same
for both nucleons. This allows us to simply double the isoscalar current of particle 1
instead of using the isoscalar currents of both particle 1 and 2.
We want to boost the deuteron wave functions to the rest frame, since that is where
the wave functions are calculated. Note that the boosts in the x-y plane transforms a
general vector (k⊥, k
+) by k⊥ → k⊥−q⊥ k
+
q+
, leaving k+ unchanged. This means that
the boost that puts the deuteron in its rest frame transforms the individual nucleon
momentum by
p⊥ −
q⊥
2
→ p⊥ − (1− x)
q⊥
2
, (4.51)
where we use the Bjorken x-variable x = p
+
Md
. Note that the spin labels do not change.
This is because the boost is in the perpendicular direction, so the spin labels (defined
to point in the z direction) are not affected.
This allows Eq. (4.50) to be written as [84]
J+m′,m(q) =
∫
d2p⊥dp
+
∑
m′1,m1,m2
〈
m′
∣∣∣p+,p⊥ + (1− x)q⊥2 , m′1, m2〉
2
〈
p+,p⊥ +
q⊥
2
, m′1
∣∣∣J+(S)(q⊥) ∣∣∣p+,p⊥ − q⊥2 , m1 〉〈
p+,p⊥ − (1− x)
q⊥
2
, m1, m2
∣∣∣m〉 . (4.52)
We have dropped explicit mention of the deuteron’s momentum.
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Before we continue, we note that we can write the nucleon current matrix elements
using the u spinors,
〈
p+,p⊥ +
q⊥
2
, m′1
∣∣∣J+(S)(q⊥) ∣∣∣p+,p⊥ − q⊥2 , m1 〉
= uBD
(
p+,p⊥ +
q⊥
2
, m′1
)
J+(S)(q⊥)uBD
(
p+,p⊥ −
q⊥
2
, m1
)
, (4.53)
where we have used the “BD” subscript to denote these as Bjorken and Drell spinors.
Since the nucleons are on-shell, as they must be in a Hamiltonian theory, we interpret
uBD (p
+,p⊥, m) as uBD
(
px = p⊥,x, py = p⊥,y, pz =
p+−p−
2
)
, where p− =
M2+p2
⊥
p+
.
However, the matrix elements can be calculated easily if we convert the Bjorken
and Drell spinors to light-front spinors. This transformation is formally accomplished
with the Melosh transformation RM , given by [79, 80],
RM =
p+ +M − iσ · (n× p⊥)√
(p+ +M)2 + p2⊥
, (4.54)
where n points in the direction of the light front. Note that the Melosh transformation
is unitary.
This transformation converts a Bjorken and Drell spinor to a light-front spinor in
the following manner,
uLF(p
+,p⊥, m) =
∑
m′
(R†M)m,m′uBD(p
+,p⊥, m
′). (4.55)
Using this transformation, we rewrite Eq. (4.52) as
J+m′,m(q) =
∫
d2p⊥dp
+
∑
m′1,m1,m2
∑
m′′1
〈
m′
∣∣∣p+,p⊥ + (1− x)q⊥2 , m′′1, m2〉 (RM)m′′1 ,m′1

2uLF
(
p+,p⊥ +
q⊥
2
, m′1
)
J+(S)(q⊥)uLF
(
p+,p⊥ −
q⊥
2
, m1
)
∑
m′′′1
(R†M)m′′′1 ,m1
〈
p+,p⊥ − (1− x)
q⊥
2
, m′′′1 , m2
∣∣∣m〉
 . (4.56)
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4.1.4 The Nucleon Form Factors
From Lorentz covariance, current conservation, parity invariance, and time reversal
invariance [86, 87], the isoscalar part of the nucleon current can be expressed as
Jµ(S)(q) = γ
µF
(S)
1 (q) + i
σµνqν
2M
F
(S)
2 (q). (4.57)
Taking the matrix elements of J+ with the light-front spinors gives
u(k′, λ′)J+(S)(q⊥)u(k, λ) = F
(S)
1 (q)uLF(k
′, λ′)γ+uLF(k, λ)
+ F
(S)
2 (q)
qi⊥
2M
uLF(k
′, λ′)γ+γi⊥uLF(k, λ), (4.58)
where we have parameterized
k′
+
= k+, (4.59)
k⊥ = p⊥ +
q⊥
2
, (4.60)
k′⊥ = p⊥ −
q⊥
2
. (4.61)
We use the representation of the spinors given in Appendix F to simplify the spinor
matrix elements appearing in Eq. 4.58. First consider
uLF(k
′, λ′)γ+uLF(k, λ) =
1
Mk+
χ†LF,λ′
[
(M −α⊥ · k′⊥)Λ+ + k+Λ−
]
γ+
× [Λ−(M +α⊥ · k⊥) + Λ+k+]χLF,λ, (4.62)
=
k+
M
δλ′λ. (4.63)
Next,
uLF(k
′, λ′)γ+γ−⊥uLF(k, λ) =
1
Mk+
χ†LF,λ′
[
(M −α⊥ · k′⊥)Λ+ + k+Λ−
]
γ+γi
× [Λ−(M +α⊥ · k⊥) + Λ+k+]χLF,λ, (4.64)
=
k+
M
χ†LF,λ′γ
+γi⊥χLF,λ, (4.65)
= − iǫij3k
+
M
χ†λ′σ
jχλ. (4.66)
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Combining these, we find [80, 82]
〈k′, λ′|J+(S)(q⊥)|k, λ〉 =
k+
M
χ†λ′
[
F
(S)
1 (q)−
1
2M
F
(S)
2 (q)
(
iqi⊥ǫ
ij3σj⊥
)]
χλ (4.67)
We can rewrite Eq. (4.67) as
〈k′, λ′|J+(S)(q⊥)|k, λ〉 = F (S)1 (q)〈k′, λ′|J+(1S)(q⊥)|k, λ〉+
F
(S)
2 (q)〈k′, λ′|J+(2S)(q⊥)|k, λ〉, (4.68)
which, when inserted into Eq. (4.56), gives
I+m′,m(q) = F
(S)
1 (q)I
+
(1)m′,m(q) + F
(S)
2 (q)I
+
(2)m′,m(q), (4.69)
where we define
I+(i)m′,m(q) =
∫
d2p⊥dp
+
∑
m′1,m1,m2
〈m′|p+,p⊥ + (1− x)
q⊥
2
, m′1, m2〉
2〈p+,p⊥ +
q⊥
2
, m′1|J+(iS)(q⊥)|p+,p⊥ −
q⊥
2
, m1〉
〈p+,p⊥ − (1− x)
q⊥
2
, m1, m2|m〉, (4.70)
for i = 1, 2. Note that both J+(1)m′,m(q) and J
+
(2)m′,m(q) must satisfy the same equations
as J+m′,m(q) does. In particular, this means that the angular condition should apply
to J+(1)m′,m(q) and J
+
(2)m′,m(q) independently, so we consider the deviation from the
angular condition for each.
There are many parameterizations of the isoscalar nucleon form factors F
(S)
1 (q)
and F
(S)
2 (q). Since the measurement of the electron-nucleon cross section is difficult,
the data have large errors and are consistent with several different models of the
nucleon form factors. Some of the models representative of those proposed in the
literature are: the dipole model, fit 8.2 of Hohler [100], Gari:1985 [101], model 3 of
Gari:1992 [102, 103], best fit for the multiplicative parameterization of Mergell [104],
and model DR-GK(1) of Lomon [105]. The F
(S)
1 (q) and F
(S)
2 (q) form factors for each
of these models are shown in Fig. 4.3.
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Figure 4.3: The F1 and −F2 isoscalar nucleon form factors for six different models:
the dipole model, Hohler [100], Gari:1985 [101], Gari:1992 [102, 103], Mergell [104],
and Lomon [105].
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We can relate the isovector form factors to GEp, GMp, GEn, and GMn, the pro-
ton electric, proton magnetic, neutron electric, and neutron magnetic form factors,
respectively, with [106]
F
(S)
1 =
GEp +GEn + τ (GMp +GMn)
2(1 + τ)
, (4.71)
F
(S)
2 =
−GEp −GEn +GMp +GMn
2(1 + τ)
, (4.72)
where τ ≡ Q2
4M
. The value of τ is approximately 1 at a momentum transfer of about
5 GeV2, the upper range of momentum transfers that we consider. Since the overall
magnitudes of the form factors are similar at this momentum transfer, it is important
to measure each of the form factors with the same accuracy and cover the same range
of momentum transfers. Currently, the most poorly known form factor is GEn, both
in terms of the magnitude of the error and in the number of data points [105].
In Section 4.3, we will find that for momentum transfers greater than about
2 GeV2, the spread in the values of the deuteron form factors due to the break-
ing of rotational invariance on the light front is smaller than the spread in values
due to using the various nucleon form factors. It is uncertainty of the nucleon form
factors, not the use of the light front, that limits the accuracy of the deuteron form
factors at large momentum transfers. Only more accurate measurements of the nu-
cleon form factors, especially GEn, will allow for more accurate deuteron form factor
calculations.
4.2 Axial Form Factors
The formalism used for the axial current and form factor is very similar to that used
for the electromagnetic current and form factor. Thus, most of the discussion from
the previous section carries over here with only slight modifications. We highlight
only the differences.
The derivation of the symmetries of the axial current matrix elements is almost
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the same as in Section 4.1.2, with the exception that under parity, the axial current
picks up a negative sign
ΠJ±5 Π = − J∓5 . (4.73)
When this is propagated through the algebra, we find that
I+(5)m′,m(Q) = − (−1)m−m
′
I+(5)−m′,−m(Q), (4.74)
= (−1)m−m′I+(5)m,m′(Q). (4.75)
Eqs. (4.74) and (4.75) imply that of the nine possible matrix elements of J+5 , there
are only two independent components. We choose those components to be I+(5)11, and
I+(5)10. It is helpful to express the matrix elements in a matrix to see the symmetry
properties explicitly.
I+(5)m′,m =

I+(5)11 I
+
(5)10 0
−I+(5)10 0 −I+(5)10
0 I+(5)10 −I+(5)11
 . (4.76)
We have derived two independent components, but an analysis of the covariant
theory shows that only one deuteron form factor (FA) contributes for the plus com-
ponent of the axial current [81]. This implies that the requirement of full rotational
invariance imposes an angular condition on the light-front axial current matrix ele-
ments. The deviation from the angular condition, denoted by ∆, given by [81],
∆ =
√
2η
2
I+(5)11 − I+(5)10. (4.77)
Since the deuteron axial form factor is overdetermined by the current matrix
elements, we need to classify the current matrix elements as either “good” or “bad”
to eliminate ambiguity. We consider two such choices.
Frankfurt, Frederico, and Strikman (FFS) find that the J+(5)zz is the bad matrix
element [80]. After transforming to the spherical basis and using the Melosh trans-
formation, they find that
FA =
1
2(1 + η)
(
I+(5)11 +
√
2ηI+(5)10
)
. (4.78)
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Frederico, Henley, and Miller (FHM) use the behavior of the matrix elements in the
non-relativistic limit to determine that the bad element is I+(5)10 [81]. This means that
FA =
1
2
I+(5)11. (4.79)
The current matrix elements are calculated using the nucleon axial current. The
general form of nucleon axial current is given by [81],
Jµ(5)n = γ
µγ5F nA + q
µγ5F nP . (4.80)
Since we choose to µ = + and work in the Breit frame, where q+ = 0, Eq. (4.80)
reduces to
J+(5)n = γ
+γ5F nA . (4.81)
The light-front spinor matrix elements of Eq. (4.81) can be computed using expres-
sions given in Appendix F. The result is
〈k′, λ′|J+(5)n(q⊥)|k, λ〉 =
k+
M
F nA(q)χλ′σ
3χλ. (4.82)
We consider only one model for the nucleon axial form factor since the deuteron
axial current has such a simple dependence on it. We choose to use the dipole model
FA(Q
2) =
FA(0)(
1 + Q
2
M2A
)2 , (4.83)
where MA is the axial mass. For our calculations, we use the value for the axial mass
determined by Liesenfeld et al. [107].
4.3 Results for the Form Factors
We use the deuteron wave functions obtained for the light-front nucleon-nucleon po-
tential in Chapter 3 to calculate the deuteron currents and form factors. This gives a
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solution where light-front dynamics is used consistently throughout. For the poten-
tial, we choose the light-front nucleon-nucleon potential with fσ = 1.2815. We have
verified that the results do not change significantly when fσ = 1.22 is used.
Figure 4.4 show the currents and the associated angular condition for I+(1), given
by Eq. (4.70), for several different deuteron wave functions. Results are shown for the
wave function from the OME, OME+TME, and OME+TPE potentials (calculated
in Chapter 3), and the parameterization of the deuteron wave function for the energy
independent Bonn potential [58]. The current matrix elements (but not ∆) are ap-
proximately the same regardless of which wave function is used. This consistency is
important, since it verifies that the gross features of all the models are the same.
We find that ∆ for I+(1) is much smaller than the largest matrix elements when
using the OME wave function. This means that the matrix elements of the I+(1) current
operator transform very well under rotations. This is somewhat surprising, since we
found earlier that the binding energies for the OME wave functions have a large
splitting, indicating that OME wave functions transforms poorly under rotations.
To understand this apparent discrepancy, note that some diagrams are not in-
cluded in the calculation of the current although they are required for manifest current
conservation. This problem is addressed in Section 4.1.2. The missing graphs should
have a small effect on the rotational properties of the current, but they may have a
large effect on ∆. In particular, since the OME+TME current is missing more graphs
than the OME current, it is reasonable that the OME+TME current transforms more
poorly under rotations than the OME current.
Comparing the current calculated with the OME wave function to those calculated
with other potentials, we find that for momentum transfers of more than 1 GeV2 the
OME I+(1) current has the best transformation properties under rotation of all the I
+
(1)
currents shown.
For smaller momentum transfers, the transformation properties of the Bonn and
OME+TME wave functions are the best. This is expected, since in the limit of
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no momentum transfer, the current I+(1)m′m is simply the overlap of deuteron wave
functions, 〈m′|m〉. If the initial and final states have the same mass, the matrix
element is simply δm′m, which satisfies the angular condition. However, if the states do
not have the same mass (which implies that m′ 6= m), there will be a non-zero overlap
between the two states, which violates the angular condition. Since the masses of the
deuteron states are exactly the same for the Bonn wave function, and approximately
the same for the OME+TPE wave function, they have a small ∆ at low momentum
transfer. However, the OME wave functions, having the largest mass splitting, have
the largest ∆ at low momentum transfers.
Figures 4.5 and 4.6 show the current matrix elements and the angular condition
for I+(2) and I
+
(5), respectively. The general features of these figures are the same as
in Figure 4.4, with one important exception. In both figures, the ∆ for the OME
wave function has about the same magnitude as the ∆’s for the other wave functions.
This means that the rotational properties of I+(2) and I
+
(5) currents are approximately
the same regardless of which wave function is used. This is a surprising result since
it indicates that the rotational properties of the current depend more on how the
current is constructed than on which wave function is used.
In Fig. 4.5, we find that the magnitude of ∆ is almost the same as the magnitude
of the largest matrix element of I+(1). This means there is a large deviation from the
angular condition, and that form factors calculated with this current may depend
strongly on which matrix element is chosen as “bad”. We show below that this is not
the case for the electromagnetic form factors.
We find that ∆ is much smaller than the largest matrix element of the axial
currents shown in Fig. 4.6 for most values of momentum transfer. This means that
the deuteron axial form factor will be essentially independent of which matrix element
is chosen as “bad”, except for within the range of 1.5 to 2 GeV2.
Now we combine the two parts of the electromagnetic current, I+(1) and I
+
(2), with
the nucleon form factors F1 and F2 to get the total current. Figure 4.7 shows the
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Figure 4.4: The matrix elements of I+(1)m′m, the component of the electromagnetic
current which multiplies the nucleon F1 form factor, calculated with the wave function
from the OME, OME+TME, OME+TPE, and Bonn potentials.
126
0 1 2 3 4 5
Q2 [(GeV/c)2]
10−5
10−4
10−3
10−2
10−1
100
C
ur
re
nt
0 1 2 3 4 5
10−5
10−4
10−3
10−2
10−1
100
C
ur
re
nt
0 1 2 3 4 5
Q2 [(GeV/c)2]
10−5
10−4
10−3
10−2
10−1
100
0 1 2 3 4 5
10−5
10−4
10−3
10−2
10−1
100∆
I+1,1
I+0,0
I+1,0
I+1,−1
OME OME+TME
OME+TPE Bonn
I+(2) Matrix Elements
Figure 4.5: The matrix elements of I+(2)m′m, the component of the electromagnetic
current which multiplies the nucleon F2 form factor, calculated with the wave function
from the OME, OME+TME, OME+TPE, and Bonn potentials.
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Figure 4.6: The matrix elements of I+(5)m′m, the deuteron axial current including
the nucleon axial form factor, calculated with the wave function from the OME,
OME+TME, OME+TPE, and Bonn potentials.
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currents for F1I
+
(1) and F2I
+
(2), as well as the sum, I
+. The Gari:1985 nucleon form
factors are used [101]. We find that F1I
+
(1) gives the largest contribution to the total
current, and because ∆ is small for I+(1), ∆ is also small for the total current, meaning
that the total current transforms well under rotations. Thus, in spite of the fact
that ∆ is approximately the same size as the current matrix elements for I+(2), the
deuteron electromagnetic form factors should not depend too strongly on the choice
of the “bad” matrix element. This is especially true for the form factors calculated
with the OME wave function.
We calculate the form factors A, B, T20, and FA using the OME wave function,
and show the results in Fig. 4.8. In general, the form factors do not depend strongly
on which matrix element is chosen as “bad”, in agreement what what we predicted in
the previous paragraph. The only exception is for the B form factor, and to a lesser
extent the FA form factor, near where they crosses zero. This is not too surprising,
since a small constant shift in any function near a zero-crossing has a large effect in a
logarithmic plot. Also, we note that the FFS and CCKP choices of the “bad” matrix
element give the same value for B. This is a consequence of Eqs. (4.48) and (4.49).
We also use the OME+TME wave function to calculate the form factors A, B, T20,
and FA, which we show in Fig. 4.9. We argued earlier that the these electromagnetic
form factors depend more strongly on which matrix element is chosen as “bad” that
those calculated with the OME wave function, and that dependence is clear in this
figure. At low momentum transfers, the dependence on the change is fairly small, but
as the momentum transfer increases, so does the dependence. The axial form factor
is not affected as strongly, primarily because each wave function generates an axial
current which violates the angular condition by approximately the same amount.
Since there are many different models of the nucleon electromagnetic form fac-
tors, we calculate the deuteron electromagnetic form factors using each of them to see
what effect the differences have. The results are shown in Fig. 4.10. At low momen-
tum transfers, all the nucleon form factors give close to the same results. However,
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Figure 4.8: The form factors A, B, T20, and FA calculated using the various choices
of the “bad” matrix element. The definitions of the “bad” matrix elements are given
in Sections 4.1.2 and 4.2. The OME wave function is used, along with the Lomon
nucleon form factors [105] for the electromagnetic form factors, and the Liesenfeld
nucleon form factor [107] for the axial form factor.
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Figure 4.9: The form factors A, B, T20, and FA calculated using the various choices of
the “bad” matrix element. The definitions of the “bad” matrix elements are given in
Sections 4.1.2 and 4.2. The OME+TME wave function is used, along with the Lomon
nucleon form factors [105] for the electromagnetic form factors, and the Liesenfeld
nucleon form factor [107] for the axial form factor.
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when the momentum transfers is large, we find a large spread in the values due to
nucleon form factors. In fact, this spread in A and B is larger than the spread of
values obtained from using different “bad” matrix elements with the OME+TME
wave functions. In other words, in order to obtain accurate results for A and B at
momentum transfers over 2 GeV2, it is more important to determine which nucleon
form factor to use than when “bad” matrix to use. The spread in T20 is about the
same size regardless of whether the different “bad” matrix elements or the different
nucleon form factors are used.
Finally, in Fig. 4.11, we compare the A, B, T20, and FA form factors for the OME
and OME+TME wave functions to experimental data. The “bad” component was
chosen according to FFS, and the nucleon form factors of Lomon were used for A,
B, and T20, while the Liesenfeld axial nucleon form factor was used for FA. The
data for A is from: Buchanan et al. [108], Elias et al. [109], Galster et al. [110],
Platchkov et al. [111], Abbott et al. [112], and Alexa et al. [1]; the data for B is from:
Buchanan et al. [108], Auffret et al. [113], and Bosted et al. [114]; and the data for
T20 is from: Schulze et al. [115], Gilman et al. [116], Boden et al. [117], Garcon et
al. [118], Ferro-Luzzi et al. [119], Bouwhuis et al. [120], and Abbott et al. [121].
There is a rather large difference between the form factors calculated with the
OME and OME+TME wave functions. This difference is due primarily to the fact
that the OME wave functions are more deeply bound than the OME+TME wave
functions, and it can be reduced by choosing a different sigma coupling constant fσ
for the OME and OME+TME potentials. However, for our analysis of rotational
invariance, it is important to keep fσ fixed.
The difference between the calculated form factors and the data is also quite large.
This is not unexpected, since in our model of the current, meson exchange currents
are not included. It is known that these have a large effect on the form factors at large
momentum transfers [93,122,123]. Including these effects would bring the form factors
into better agreement with the data. However, we emphasize again that agreement
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Figure 4.10: The electromagnetic form factors A, B, and T20 calculated using the
various choices of the nucleon isoscalar form factors. The OME wave function is
used, along with the FFS choice of the “bad” deuteron current matrix. The axial
form factor is not shown since its dependence on different form factors is trivial.
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with the data is not a priority of this work. Our goal is to gain a better understanding
of the breaking of rotational invariance by the light front, and how to restore that
invariance. Only after we have that understanding can we pursue accurate calculation
of the form factors with light-front dynamics.
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Figure 4.11: The A, B, T20, and FA form factors for the OME and OME+TME
potentials, along with data. See the accompanying text for an explanation of the
data.
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Chapter 5
CONCLUSIONS
“If a thing can not go on forever, it will come to an end.”
—Herbert Stein
The issue of rotational invariance in light-front dynamics must be addressed be-
fore one attempt to use light-front dynamics for high-precision calculations. In this
work, we have sought to find ways to quantify the level to which rotational invariance
is broken. In addition, we have investigated potentials of different orders, since we
know that if all orders of the potential were included, rotational invariance would be
restored. We have used light-front dynamics to obtain one-meson-exchange (OME)
and two-meson-exchange (TME) potentials for several different nuclear theory La-
grangians.
In Chapter 2, the massive Wick-Cutkosky model is used to investigate the break-
ing of rotational invariance in deeply bound states. We studied the pseudo angular
momentum decomposition of each wave function into different eigenstates of pseudo
angular momentum. In general, we found that most states are approximately angular
momentum eigenstates. That is, a partial-wave decomposition of the wave functions
showes that most states have one dominant (highest percentage) angular momentum
component. Including the TBE potentials increases the fraction of the dominant
component in most states. We also showed that the spectra generated by the Bethe-
Salpeter equation using the ladder and crossed ladder are well approximated with the
spectra generated by the matching OME+TME potentials. In addition, we found
that the spectra for the full ground state calculation cannot be reproduced accurately
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for deeply bound states using either the light-front Hamiltonian or the Bethe-Salpeter
equation.
In Chapter 3, a model Lagrangian for nuclear physics which includes chiral symme-
try was used to derive two models, a light-front pion-only model, and a new light-front
nucleon-nucleon potential. Those potentials are then used to calculate the binding
energy and wave function for the m = 0 and m = 1 states of the deuteron. We find
that for both models, the splitting between the m = 0 and m = 1 states was smaller
for the OME+TME potential as compared to the OME potential gives. We also find
that the effects of chiral symmetry must be included to obtain sensible results for the
OPE+TPE pion-only model.
In Chapter 4, the wave functions obtained in Chapter 3 are used to calculate
the form factors of the deuteron using only light-front dynamics throughout. In
light-front dynamics, there are four independent components of the deuteron current.
However, the requirement of rotational invariance introduces an angular condition
that the four components must satisfy, reducing the number of physically independent
components to three. The deviation of the calculated current components from the
angular condition is denoted by ∆. We find that ∆ is very small for the deuteron
wave functions calculated with the OME potential. This is an important result, since
it means that although in principle the light-front calculation of the deuteron current
does not transform correctly under rotations, in practice it does quite well. The
smallness of ∆ means that any reasonable prescription for eliminating the dependent
component of the current gives essentially the same results; the uncertainty introduced
by the various nucleon form factors is greater for A and B, and about the same size
for T20.
We also found that ∆ is significantly larger when the TME potentials are used.
Since the previous results in Chapters 2 and 3 indicate that the rotational properties
of the TME wave function are better that for the OME wave function, we interpret the
increase in ∆ as an indication that extra diagrams need to be included in the current
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calculation to restore rotational invariance. That is, having a wave function with
good rotational properties is not sufficient to obtain matrix elements of the current
operator with good rotational properties.
Future Extensions
“I never see what has been done; I only see what remains to be done.”
—Marie Curie
This work can be extended in many ways. Perhaps the most important addition
is to add the higher-order graphs to the deuteron current that are required for current
conservation. This may improve the quality of the deuteron form factors when the
wave function is calculated using the two-meson-exchange potentials.
Another obvious extension is to include the crossed TME diagrams. This would
have two effects. Recall that we included the chiral contact diagrams using a pre-
scription to maintain approximate chiral symmetry. When the crossed diagrams are
included, we simply include the full contact potentials which included chiral symme-
try without approximation. The second effect is that the crossed diagrams are needed
in principle to obtain an accurate solution for the deuteron. However, these effects
are not needed to study the breaking of rotational invariance.
The contribution to the deuteron form factors from the meson form factors is
another effect that could be investigated. This is possible since our potential is derived
from a Lagrangian, and we can calculate the mesonic components of the deuteron wave
function. Obviously, the contribution to the form factor due to the mesons must be
taken into account when attempting a high precision calculation. However, including
these components, like including the crossed diagrams, does not affect the overall
rotational invariance properties of the deuteron form factors.
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Appendix A
NOTATION, CONVENTIONS, AND USEFUL
RELATIONS
“The best way to be boring is to leave nothing out.”
—Voltaire
For a general four-vector a with components (a0, a1, a2, a3) in the equal-time basis,
we define the light-front variables
a± = a0 ± a3, (A.1)
a⊥ = (a
1, a2), (A.2)
so the 4-vector aµ can be denoted in the light-front basis as
a = (a+, a−,a⊥). (A.3)
Using this, we find that the scalar product is
a · b = aµbµ = 1
2
(
a+b− + a−b+
)− a⊥ · b⊥. (A.4)
This defines gµν , with g+− = g−+ = 1/2, g11 = g22 = −1, and all other elements
of g vanish. The elements of gµν are obtained from the condition that gµν is the
inverse of gµν , so g
αβgβλ = δ
α
λ . Its elements are the same as those of gµν , except that
g−+ = g+− = 2. Thus,
a± = 2a∓. (A.5)
and the partial derivatives are similarly given by
∂± = 2∂∓ = 2
∂
∂x∓
. (A.6)
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To find the physical consequences of this coordinate system, consider the commu-
tation relations [pµ, xν ] = igµν , which yield
[p±, x∓] = 2i, (A.7)
[pi⊥,x
j
⊥] = − iδi,j , (A.8)
with the other commutators equal to zero. This means that xi⊥ is canonically conju-
gate to pi⊥, and x
± is conjugate to p∓. Since x+ plays the role of time (the light-front
time) in light-front dynamics, and p− is canonically conjugate to x+, this means that
p− is the light-front energy and that the light-front Hamiltonian is given by P−.
In any Hamiltonian theory, particles have the an energy defined by the on-shell
constraint k2 = m2. This implies that the light-front energy of a particle is
k− =
m2 + k2⊥
k+
. (A.9)
The independent components of the momentum can be written as a light-front three-
vector kLF, denoted by
kLF = (k
+,k⊥). (A.10)
For dealing with spin, we require the Pauli sigma matrices, which are
(σ1, σ2, σ3) =
 0 1
1 0
 ,
 0 −i
i 0
 ,
 1 0
0 −1
 . (A.11)
The Bjorken and Drell convention [99] for the gamma matrices is used in this
work. They specify that
γ0 = β =
 1 0
0 −1
 , (A.12)
γ = βα =
 0 σ
−σ 0
 , (A.13)
γ5 = iγ0γ1γ2γ3 =
 0 1
1 0
 . (A.14)
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The spin matrices Si then are
Si =
1
2
Σi = −1
2
γ5γi, (A.15)
Σi =
 σi 0
0 −σi
 . (A.16)
Using Σ, we can express the helicity operator as H = p̂ · Σ, which has eigenvalues
±1. This is useful since the helicity is invariant under rotations, a property that is
used in Appendix G.
It is useful to define the spinor projection operators Λ± by
Λ± =
1
4
γ∓γ± =
1
2
γ0γ± =
1
2
(I ± α3). (A.17)
These satisfy the requirements for projection operators,
Λ+ + Λ− = 1, (A.18)
(Λ±)
2 = Λ±, (A.19)
Λ±Λ∓ = 0. (A.20)
We summarize the effect these projection operators have on the gamma matrices:
Λ±γ
0 = γ0Λ∓, (A.21)
Λ±γ
± = 0 = γ±Λ∓, (A.22)
Λ±γ
∓ = γ∓ = γ∓Λ∓, (A.23)
Λ±γ
⊥ = γ⊥Λ±, (A.24)
and under conjugation,
γ0Λ†±γ
0 = Λ∓. (A.25)
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Appendix B
CONVERSION TO MATRIX FORM
“Let us work without theorizing. It’s the only way to make life en-
durable.”
—Voltaire
To solve for the bound-state wave function for the Wick-Cutkosky model numeri-
cally, the light-front Schro¨dinger equation given in Eq. (2.49) must be discretized and
cast in matrix form. The solution of the light-front nucleon-nucleon model proceeds
along similar lines. The equation is first symmetrized to get
−
∫ ∞
0
dpET
∫ pi/2
0
dθpV
S
p,m(kET, θk; pET, θp)ψ
S
p,m(pET, θp) = ψ
S
p,m(kET, θk), (B.1)
where
V Sp,m(kET, θk; pET, θp)=B(kET)A(kET, θk)Vp,m(kET, θk; pET, θp)A(pET, θp)B(pET), (B.2)
ψSp,m(kET, θk) = B(kET)
−1A(kET, θk)ψp,m(kET, θk), (B.3)
A(kET, θk) =
√
2k+1 k
+
2 k
2
ET sin θk
(k0)
, (B.4)
B(kET) =
√
−1
E2 − 4(k0)2 . (B.5)
Before discretizing the integrals, note that we may write [37]∫ ∞
0
dp f(p) = a
∫ 1
0
du
(
f(au) +
f(a/u)
u2
)
. (B.6)
Using this trick, the integral in Eq. B.1 over pET can be written as an integral over a
finite range. Since we are concerned with a bound state, the wave function is damped
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for large momenta, and the second term of Eq. (B.6) converges as u approaches zero.
Another choice that can be used is [58, 59]∫ ∞
0
dp f(p) =
aπ
4
∫ 1
−1
dx
cos2
(
pi(x+1)
4
)f (a tan(π(x+ 1)
4
))
. (B.7)
After using Eq. (B.6) or Eq. (B.7), the integrals in Eq. B.1 are over a finite range
and can be discretized using Gauss-Legendre quadrature. The specific routines for
the quadrature are given by Numerical Recipes in C [124]. This conversion gives a
matrix equation that approximates the original Eq. B.1,
− V Sp,m(g(E), E)ψSp,m = ψSp,m, (B.8)
where the explicit dependence of V Sp,m on the binding energy E and the coupling
constant g is shown. This equation must be solved self-consistently for the spectrum
g(E).
The approach we use is to first solve for the spectrum for the OBE potential. The
eigenvalue equation
V Sp,m,OBE(E)ψ
S
p,m = αψ
S
p,m, (B.9)
where
α =
−1
gOBE(E)2
. (B.10)
The ground-state wave function is the eigenvector that corresponds to the smallest
eigenvalue α. We calculate the wave function and the smallest coupling constant
using EISPACK [125, 126] routines for a range of energies to map out the spectrum.
Using the coupling constant for the OBE potential as a starting point, we can
use Eq. B.8 for higher-order potentials that include N meson exchanges. For a given
energy, the coupling constant g(E) is initially chosen as gOBE(E), then we take the
equation [
N∑
n=1
g(E)2nV Sp,m,nBE(E)
]
ψSp,m = βψ
S
p,m, (B.11)
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where VnBE is the n-boson-exchange potential, and solve it as an eigenvalue equation
for β. The coupling constant g(E) is varied until the the lowest eigenvalue is β = −1,
at which point g(E) is the correct value of the spectrum corresponding to the ground-
state wave function ψSp,m.
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Appendix C
AZIMUTHAL-ANGLE AND LOOP INTEGRALS
We outline the methods used to perform the azimuthal-angle integrations for OBE,
TME, and MGF potentials, and the loop integrals for the TME potentials. Although
these methods are specifically for the Wick-Cutkosky potentials (presented in Chap-
ter 2), they can easily be generalized for the light-front nucleon-nucleon potentials
(presented in Chapter 3) by using the integrals discussed in Appendix D.
C.1 Azimuthal-angle Integration of the OBE and MGF Potentials
“Never express yourself more clearly than you are able to think.”
—Niels Bohr
In this section, we evaluate the azimuthal-angle integration of the OBE potential in
Eq. (2.61) and the first term in MGF potential in Eq. (2.123), using the prescription
for azimuthal-angle integration given in Eq. (2.52). One of the integrals is easily
done since since the potential is independent of the azimuthal angle between the two
perpendicular momenta, so
V (k+, k⊥; p
+, p⊥) ∝
[
θ(x− y)
∫ 2pi
0
dφ
A1 +B cosφ
+
θ(y − x)
∫ 2pi
0
dφ
A2 +B cosφ
]
, (C.1)
where
A1 = (k
+
1 − p+1 )(E − p−1 − k−2 )− µ2 − p2⊥ − k2⊥, (C.2)
A2 = (p
+
1 − k+1 )(E − k−1 − p−2 )− µ2 − p2⊥ − k2⊥, (C.3)
B = 2k⊥p⊥. (C.4)
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The integrals in Eq. C.1 are easily done to give∫ 2pi
0
dφ
A+B cosφ
=
−2π√
A2 −B2 , (C.5)
which is negative since A < 0. Using this, the azimuthal-angle-averaged OBE poten-
tial is given by
VOBE(k
+, k⊥; p
+, p⊥) = − 2π
(
M
E
)2
E
[
θ(x− y)√
A21 − B2
+
θ(y − x)√
A22 −B2
]
. (C.6)
It is straightforward to rewrite this equation for the potential in terms of the equal-
time coordinates.
When the other terms in the MGF potential are azimuthal-angle averaged, inte-
grations similar to the one given in Eq. C.5 are encountered, with the denominator
squared or cubed. We note that∫ 2pi
0
dφ
(A+B cosφ)2
=
−2π√
A2 − B2
A
A2 −B2 , (C.7)∫ 2pi
0
dφ
(A+B cosφ)3
=
−2π√
A2 − B2
2A2 +B2
(A2 −B2)2 , (C.8)
so the azimuthal-angle-averaged MGF potential is given by
VMGF(k1,p1;P )
= −2π
(
M
E
)2 [
θ(x− y)√
A21 − B2
(
1 +
Np,21 +Nk,12
2D1,2
+
Np,21Nk,12
2D1,3
)
+
θ(y − x)√
A22 − B2
(
1 +
Nk,21 +Np,12
2D2,2
+
Np,12Nk,21
2D2,3
)]
, (C.9)
where
Di,2 ≡ A
2 −B2
A
, (C.10)
Di,3 ≡ (A
2 −B2)2
2A2 +B2
, (C.11)
and i = 1, 2.
157
C.2 Azimuthal-angle and Loop Integration of the TBE Potentials
“A child of five would understand this. Send someone to fetch a child
of five.”
—Groucho Marx
As in Section C.1, we want the azimuthal-angle integrals of the TBE potentials
given in Eqs. (2.67-2.73). For these potentials, there is also a loop integral that has
to be done. We start by analyzing the equations schematically. Each of the terms in
the TBE potentials can be written in the following form,
VTBE(k
+, k⊥; p
+, p⊥)
=
∫ ∞
0
q⊥dq⊥
2(2π)3
∫ 1
0
dz J(k+, q+, p+)I(k+, k⊥, q
+, q⊥, p
+, p⊥), (C.12)
I(k+, k⊥, q
+, q⊥, p
+, p⊥)
=
∫ 2pi
0
dφqdφp
1
A1 +B1 cos φq
× 1
A2 +B2 cosφq + C2 cosφp +D2 cos(φp − φq)
× 1
A3 +B3 cosφq + C3 cosφp +D3 cos(φp − φq) , (C.13)
where the A’s, B’s, C’s, and D’s may have dependence on k+, k⊥, p
+, p⊥, q
+ = zE,
and q⊥; they are independent of the azimuthal angles. These functions can be easily
determined for each potential by examining the forms of the original equations. The
rotational invariance of the potential about the z-axis allows the φk integration to be
done trivially.
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In the integrand of I, only the last two terms depend on φp. To emphasize this,
we write
I(k+, k⊥, q
+, q⊥, p
+, p⊥)
=
∫ 2pi
0
dφq
I2(k
+, k⊥, q, p
+, p⊥)
(A1 +B1 cosφq)(A2 +B2 cosφq)(A3 + B3 cosφq)
, (C.14)
I2(k
+, k⊥, q, p
+, p⊥)
=
∫ 2pi
0
dφp
(1 + a2 cosφp + b2 sin φp)(1 + a3 cosφp + b3 sin φp)
, (C.15)
where, for i = 2, 3,
ai =
Ci +Di cosφq
Ai +Bi cos φq
, (C.16)
bi =
Di sinφq
Ai +Bi cosφq
. (C.17)
The integral in I2 is evaluated to obtain
I2(k
+, k⊥, q, p
+, p⊥)
=
2π
(a2 − a3)2 + (b2 − b3)2 − (a2b3 − a3b2)2
×
(
a2(a2 − a3) + b2(b2 − b3)√
1− a22 − b22
+
a3(a3 − a2) + b3(b3 − b2)√
1− a23 − b23
)
. (C.18)
The remaining three-dimensional loop integral in VTBE on q is done using numeric
techniques. The trick introduced in Appendix B is used to convert the semi-infinite
q⊥ integration into an integration on a compact range. Before doing the z integral, the
range of integration is limited by using the step functions. Gauss-Legendre quadra-
ture, given by Numerical Recipes in C [124], is used to evaluate all the integrals.
Since each of the parts of the full TBE potential (TBE:SB, TBE:SX, . . . ) given
in Chapter 2 should be Hermitian and invariant under interchange of particle 1 and
2, these invariances can be used as a self-consistency check. Each matrix element is
calculated twice, first by using the straightforward approach, then particle labels 1 and
2 are interchanged and it is calculated again. The results are compared, and if they
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differ by an unacceptable amount, the number of quadrature points is increased and
the element is recalculated. In order to get the numerical accuracy of the potentials
correct to within 1%, we start with ten points for the q⊥ integral, six points for the φq
integral, and three points for the z integral, resulting in a three-dimensional integral
using 180 points.
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Appendix D
COSINE INTEGRALS
“According to my point of view, logic and aesthetics cannot be in
conflict with one another. Perhaps there is something lacking in my logical
reasoning.”
—M.C. Escher
We wish to solve
I =
∫ 2pi
0
dφ
2π
eiφm
N∏
j=1
1
(aj + bj cosφ)nj
, (D.1)
where m is an integer, nj are a positive integers, and aj and bj real numbers. Note
that if one of the bj ’s is zero, then we can reduce the integral to one with N − 1 sets
of parameters. We therefore assume that bj 6= 0.
Some things to note about this integral:
1. Since the range of integration is 2π, and all the functions in the integrand are
periodic in that range, the range of integration can be shifted by an arbitrary
amount.
2. When the variable of integration is changed from φ to −φ, the limits of integra-
tion can be rewritten as∫ 2pi
0
dφ→
∫ −2pi
0
d(−φ) =
∫ 0
−2pi
dφ =
∫ 2pi
0
dφ. (D.2)
Here we have used item number 1. Since cos(−z) = cos(z), the only thing that
changes in the integrand is the sign in the exponential. Hence, I(m) = I(−m),
or the integral is only a function of the magnitude of m.
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3. The integral is real, since I(m)∗ = I(−m) = I(m).
In addition,
dm
dam
1
a + b cosφ
= (−1)mm! 1
(a+ b cosφ)m+1
, (D.3)
so that ∫ 2pi
0
dφ
2π
eiφm
N∏
j=1
1
(aj + bj cosφ)nj
=
N∏
l=1
(−1)(nl−1)
(nl − 1)!
dnl−1
danl−1l
∫ 2pi
0
dφ
2π
eiφm
N∏
j=1
1
aj + bj cos φ
. (D.4)
Since bj 6= 0, we can factor out a
∏N
j=1
1
b
nj
j
, and we relabel
aj
bj
→ aj . Then, the
non-trivial integral is
I({ai}, m,N) =
∫ 2pi
0
dφ
2π
eiφ|m|
N∏
j=1
1
aj + cosφ
=
∫ 2pi
0
dφ
2π
eiφ|m|
N∏
j=1
2eiφ
e2iφ + 2ajeiφ + 1
. (D.5)
Now we let z = eiφ, so dφeiφ = dz/i, which allows the integral to be converted to
a contour integral over the contour C, a unit circle in the complex plane. Then,
I({ai}, m,N) =
∫
C
dz
2πi
z|m|−1
N∏
j=1
2z
z2 + 2ajz + 1
=
∫
C
dz
2πi
z|m|−1
N∏
j=1
2z
(z − zj+)(z − zj−) , (D.6)
where
zj± =
 −aj ± sign(aj)
√
a2j − 1 if |aj | > 1
−aj ∓ i
√
1− a2j = −e±iφi) if |aj | ≤ 1
 . (D.7)
Here φi = arccos
√
1− a2i .
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We will only consider the case where |aj| > 1. In this case, only the only poles
that contribute are the ones at z = zj+. The contour integral is done by inspection
to obtain
I({ai}, m,N) =
N∑
k=1
∫
zk+
dz
2πi
2z|m|
(z − zk+)(z − zk−)
N∏
j=1,j 6=k
2z
z2 + 2ajz + 1
(D.8)
=
N∑
k=1
2z
|m|
k+
zk+ − zk−
N∏
j=1,j 6=k
2zk+
z2k+ + 2ajzk+ + 1
. (D.9)
Note that
z2k± + 2ajzk± + 1 = z
2
k± + 2akzk± + 1 + 2(aj − ak)zk± = 2(aj − ak)zk±, (D.10)
zk+ − zk− = 2 sign(ak)
√
a2k − 1. (D.11)
We define ck and dk by
ck ≡ zk+ − zk−
2
, (D.12)
kk ≡ z|m|k+ . (D.13)
With the appropriate replacements, we obtain
I({ai}, m,N) =
N∑
k=1
dk
ck
N∏
j=1,j 6=k
1
aj − ak . (D.14)
Putting the bj ’s back in using the ai → aibi , we get
ck = sign(ak)
√
a2k − b2k, (D.15)
dk =
(
ck − ak
bk
)|m|
, (D.16)∫ 2pi
0
dφ
2π
eiφm
N∏
j=1
1
aj + bj cosφ
=
N∑
k=1
dk
ck
N∏
j=1,j 6=k
1
aj − ak bjbk
. (D.17)
This expression is used in Eq. (D.4) get∫ 2pi
0
dφ
2π
eiφm
N∏
j=1
1
(aj + bj cos φ)nj
=
N∏
l=1
(−1)(nl−1)
(nl − 1)!
dnl−1
danl−1l
N∑
k=1
dk
ck
N∏
j=1,j 6=k
1
aj − ak bjbk
. (D.18)
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Specificly, for N = 1, we can drop the subscripts. For n = 1,∫ 2pi
0
dφ
2π
eiφm
1
a+ b cos φ
=
d
c
, (D.19)
and for n = 2, ∫ 2pi
0
dφ
2π
eiφm
1
(a + b cosφ)2
= − d
da
d
c
= f2
d
c
(D.20)
f2 =
a + |m| c
c2
. (D.21)
Since I(a, b,m) is like an eigenfunction of d
da
, (but not exactly, since the “eigenvalue”
is a function of a), we an use recursion to find that for general n > 2,∫ 2pi
0
dφ
2π
eiφm
1
(a+ b cosφ)n
= fnI(a, b,m), (D.22)
fn =
1
n− 1
(
f2fn−1 − d
da
fn−1
)
, (D.23)
Using this we get
f1 = 1, (D.24)
f2 =
a + |m| c
c2
, (D.25)
f3 =
3a2 + c2(m2 − 1) + 3a|m|c
2c4
. (D.26)
The higher-order fi’s can easily be found from analytic iteration using a program like
Mathematica, but apparently they do not have a nice analytic form. We note that in
general, fi is multiplied by a factor of c
−2(i−1).
We now check the equation for situations that may be numerically unstable. First
note that as c → 0, the f ’s are singular, which is due to the form of the original
integral. Since the singular part is multiplicative, it can easily be treated.
Instabilities appear when b is very small. in which case we have to take care of d
carefully as it appears to be singular. Let b = 2aδ, so we can write
dk =
(√
1− 4δ2 − 1
2δ
)|m|
≈ [−δ(1 + δ2(1 + δ2(2 + δ2(5 + δ2(14 + δ2 . . . )))))]|m| .
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This expression demonstrates that dk is not go as b
−|m|, but as b+|m| as b→ 0.
Now we analyze what happens where there is more than one term in the denomi-
nator. We note first that
[(
d
dx
)n
f(x)g(x)
]
=
n∑
m=0
n!
m!(n−m)!
[(
d
dx
)m
f(x)
] [(
d
dx
)n−m
g(x)
]
. (D.27)
This means that Eq. (D.18) can be written as
∫ 2pi
0
dφ
2π
eiφm
N∏
j=1
1
(aj + bj cos φ)nj
=
N∑
k=1
[
N∏
l=1
nl−1∑
il=0
] [
(−1)(nl−1−il)
(nl − 1− il)!
dnl−1−il
danl−1−ill
{
dk
ck
}
on
]
×
(−1)(il)
(il)!
dil
daill
{
N∏
j=1,j 6=k
1
aj − ak bjbk
}
on
 . (D.28)
The product can be broken into two parts, one where l = k and another where l 6= k.
∫ 2pi
0
dφ
2π
eiφm
N∏
j=1
1
(aj + bj cos φ)nj
=
N∑
k=1
[
N∏
l=1,l 6=k
nl−1∑
il=0
] [
(−1)(nl−1−il)
(nl − 1− il)!
dnl−1−il
danl−1−ill
{
dk
ck
}
on
]
×
(−1)(il)
(il)!
dil
daill
{
N∏
j=1,j 6=k
1
aj − ak bjbk
}
on

×
[
nk−1∑
ik=0
] [
(−1)(nk−1−ik)
(nk − 1− ik)!
dnk−1−ik
dank−1−ikk
{
dk
ck
}
on
]
×
(−1)(ik)
(ik)!
dik
daikk
{
N∏
j=1,j 6=k
1
aj − ak bjbk
}
on
 . (D.29)
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Now we note that d
dal
dk
ck
= 0, and so on, to get
∫ 2pi
0
dφ
2π
eiφm
N∏
j=1
1
(aj + bj cosφ)nj
=
N∑
k=1
N∏
l=1,l 6=k
(−1)(nl−1)
(nl − 1)!
dnl−1
danl−1l
{
N∏
j=1,j 6=k
1
aj − ak bjbk
}
on

× dk
ck
nk−1∑
ik=0
fnk−ik
(−1)ik
ik!
dik
daikk
{
N∏
j=1,j 6=k
1
aj − ak bjbk
}
on
 . (D.30)
The first derivative term in Eq. (D.30) can be written as∫ 2pi
0
dφ
2π
eiφm
N∏
j=1
1
(aj + bj cosφ)nj
=
N∑
k=1
dk
ck
nk−1∑
ik=0
fnk−ik
(−1)ik
ik!
dik
daikk
N∏
j=1,j 6=k
1(
aj − ak bjbk
)nj . (D.31)
Now, we consider the situation where all the bi have the same value,b. In the case
where k = N , the complicated part of Eq. (D.31) is
hN(iN , N) ≡ 1
iN !
diN
daiNN
N−1∏
j=1
1
(aj − aN)nj (D.32)
=
iN∑
iN−1=0
hN−1(iN−1, N − 1) 1
(iN − iN−1)!
× d
(iN−iN−1)
da
(iN−iN−1)
N
1
(aN−1 − aN)nN−1 (D.33)
=
iN∑
iN−1=0
hN−1(iN−1, N − 1)(iN − iN−1 + nN−1 − 1)!
(iN − iN−1)!(nN−1 − 1)!
× 1
(aN−1 − aN)nN−1+iN−iN−1 (D.34)
=
N∏
l=3
 il∑
il−1=0
(il − il−1 + nl−1 − 1)!
(il − il−1)!(nl−1 − 1)!
1
(al−1 − aN)nl−1+il−il−1
 (D.35)
× (i2 + n1 − 1)!
i2!(n1 − 1)!
1
(a1 − aN)n1+i2 . (D.36)
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From this, we can cyclically permute (or shuffle in any order) the labels to get a
similar expression for k 6= N .
For definiteness, we consider a few special cases. If nj = 1 for all j except N , we
find that
h2(i, 1) =
δi,0
(a2 − a1)n2 , (D.37)
h2(i, 2) =
1
(a1 − a2)i+1 , (D.38)
and
h3(i, 1) =
δi,0
(a2 − a1)(a3 − a1)n3 , (D.39)
h3(i, 2) =
δi,0
(a1 − a2)(a3 − a2)n3 , (D.40)
h3(i, 3) =
i∑
j=0
1
(a1 − a3)j+1(a2 − a3)i−j+1 . (D.41)
Using these we can write
gk =
nk−1∑
ik=0
(−1)ikfnk−ikhN(ik, k), (D.42)
∫ 2pi
0
dφ
2π
eiφm
N∏
j=1
1
(aj + bj cosφ)nj
=
N∑
k=1
dk
ck
gk. (D.43)
Approximations
For N = 2, consider what happens when a1 ≈ a2. We can write a2 = a, a1 = a− δ,
so that
I(a1, a2, b, n1, n2, m)
=
∫ 2pi
0
dφ
2π
eiφm
1
(a2 + b cosφ− δ)n1
1
(a2 + b cosφ)n2
(D.44)
=
∫ 2pi
0
dφ
2π
eiφm
1
(a2 + b cosφ)n1+n2
∞∑
j=0
(n1 − 1 + j)!
(n1 − 1)!j!
δj
(a+ b cos φ)j
(D.45)
=
[
∞∑
j=0
(a2 − a1)j (n1 − 1 + j)!
(n1 − 1)!j! fn1+n2+j
]
d2
c2
. (D.46)
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For N = 3, we could have a2 ≈ a3 (or equivalently a1 ≈ a3). In this case,
I(a1, a2, a3, b, 1, 1, n,m)
=
∞∑
j=0
(a3 − a2)j
∫ 2pi
0
dφ
2π
eiφm
1
a1 + b cos φ
1
(a3 + b cosφ)n+j+1
(D.47)
=
∞∑
j=0
(a3 − a2)jI(a1, a3, b, 1, n+ j + 1, m). (D.48)
When a1 ≈ a2 but a1 6≈ a3, we get
I(a1, a2, a3, b, 1, 1, n,m) =
∞∑
j=0
(a2 − a1)jI(a1, a3, b, 2 + j, n,m). (D.49)
Summary
We define
I({ai}, b, {ni}, m) =
∫ 2pi
0
dφ
2π
eiφm
∏
i
1
(ai + b cosφ)ni
, (D.50)
ck = ak
√
1−
(
bk
ak
)2
, (D.51)
dk =
(
ck − ak
bk
)|m|
. (D.52)
We assume that ni > 0 and bi 6= 0.
For N = 1, the integral is
I(a, b, n,m) = fn
d
c
, (D.53)
and for N = 2, the integral is
I(a1, a2, b, n1, n2, m) = (−1)n2
(
n1−1∑
j=0
fn1−j
(j + n2 − 1)!
j!(n2 − 1)!
1
(a1 − a2)j+n2
)
d1
c1
+ (−1)n1
(
n2−1∑
j=0
fn2−j
(j + n1 − 1)!
j!(n1 − 1)!
1
(a2 − a1)j+n1
)
d2
c2
. (D.54)
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For N = 2, and with n1 = 1 the integral simplifies to
I(a1, a2, b, 1, n,m) =
1
(a2 − a1)n
d1
c1
−
(
n−1∑
j=0
fn−j
1
(a2 − a1)j+1
)
d2
c2
. (D.55)
When N = 3 and n1 = n2 = 1 the integral is
I(a1, a2, a3, b, 1, 1, n,m)
=
1
(a2 − a1)(a3 − a1)n
d1
c1
+
1
(a1 − a2)(a3 − a2)n
d2
c2
+
[
n−1∑
i=0
(−1)ifn−i
i∑
j=0
1
(a1 − a3)j+1(a2 − a3)i−j+1
]
d3
c3
. (D.56)
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Appendix E
CHECK OF THE UNCROSSED APPROXIMATION
“For every problem, there is one solution which is simple, neat and
wrong.”
—H. L. Mencken
In this section, we want to check that how well the approximation
Kcross ≈ KladderGCKladder, (E.1)
works. Since we are using a Hamiltonian theory and are interested in the potentials,
we compare the potentials defined by
VTBE:X =
1
E
g−10 〈G0KcrossG0〉g−10 , (E.2)
VTBE:UX =
1
E
g−10 〈G0KladderGCKladderG0〉g−10 . (E.3)
The notation used here is defined in sections 2.3.3 and 2.3.4.
The TBE crossed potential (TBE:X) can be written as
VTBE:X = VTBE:SX + VTBE:TX + VTBE:WX + VTBE:ZX, (E.4)
where the potentials on the right-hand side are defined in section 2.2.2. Calculation of
the TBE approximate uncrossed potential (TBE:UX) is straightforward, but tedious.
We find that
VTBE:UX(E;k1,p1) =
1
2
[
VTBE:UX1(E;k1,p1) + VTBE:UX1(E;p1,k1)
+ VTBE:UX2(E;k1,p1) + VTBE:UX2(E;p1,k1)
]
, (E.5)
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where
VTBE:UX1(E;k1,p1) =
(
M
E
)4 ∫
d2q⊥
2(2π)3
[∫ 1
0
dz
θ(x− z)θ(z − y)
(x− z)z2(z − y)
× 1
E − p−1 − k−2 − ω−(q1 − p1)− ω−(k1 − q1)
×
(
1
E − q−1 − k−2 − ω−(k1 − q1)
)2]
+ {1↔ 2}, (E.6)
VTBE:UX2(E;k1,p1) =
(
M
E
)4 ∫
d2q⊥
2(2π)3
[∫ 1
0
dz
θ(x− z)θ(y − z)
(x− z)z2(y − z)
× 1
E − q−1 − p−2 − ω−(p1 − q1)
×
(
1
E − q−1 − k−2 − ω−(k1 − q1)
)2]
+ {1↔ 2}. (E.7)
Now consider the azimuthal-angle and loop integrals for these potentials. The
approach used is similar to that of Section C.2. Analyzing the potentials reveals that
each of the terms can be written in the following schematic form,
VTBE:UX,i(k
+, k⊥; p
+, p⊥)
=
∫ ∞
0
q⊥dq⊥
2(2π)3
∫ 1
0
dz J(k+, q+, p+)Ii(k
+, k⊥, q
+, q⊥, p
+, p⊥) (E.8)
Ii(k
+, k⊥, q
+, q⊥, p
+, p⊥),
=
∫ 2pi
0
dφqdφ
A1,i +B1,i cos φq + C1,i cosφ
(
1
A2 +B2 cosφq
)2
, (E.9)
where φ = −φq + φp, and the A’s, B’s, and C’s may have dependence on k+, k⊥, p+,
p⊥, q
+ = zE, and q⊥; they are independent of the azimuthal angles. These factors
can be easily determined for each potential by examining the forms of the original
equations. The rotational invariance of the potential about the three-axis allows the
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φk integration to be done trivially. The φ integral is easily done to obtain
I(k+, k⊥, q
+, q⊥, p
+, p⊥) = − 2π
∫ 2pi
0
dφq
1√
a2i − C21,i
(
1
A2 +B2 cos φq
)2
, (E.10)
where
ai = A1,i +B1,i cos φq. (E.11)
Further simplification is possible for VTBE:UX2, since for that potential B1,2 = 0,
I(k+, k⊥, q
+, q⊥, p
+, p⊥) =
(2π)2A2√
A21,2 − C21,2
√
A22 − B22(A22 − B22)
. (E.12)
The techniques discussed in the Section C.2 are used to do the remaining loop inte-
grals.
The spectra for the OBE+TBE:SB+TBE:UX potential can be calculated and
compared to the OBE+TBE:SB+TBE:X potential (recall that this is the same as the
OBE+TBE potential), the modified-Green’s-function potential, and the ladder plus
crossed Bethe-Salpeter equation. The spectra are plotted in Fig. E.1. The spectra
for the TBE:UX, TBE:X and BSE all lie close to each other, which shows that that
the uncrossed approximation is valid.
This shows that the important approximation in the modified-Green’s-function
approach is not the uncrossed approximation, but the addition of the extra interaction
terms in Eq. (2.102) which serve to mimic the higher order interactions.
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1.851.91.952
E/M
1
2
3
4
5
6
g2
/4
pi
LF(TBE:UX)
LF(TBE:X)
BSE(L+X)
MGF
Figure E.1: The spectra for the potential derived from the TBE truncation of the un-
crossed approximation (OBE+TBE:SB+TBE:UX, denoted in the figure by TBE:UX),
the TBE potential (OBE+TBE, denoted by TBE:X), the ladder plus crossed Bethe-
Salpeter equation (BSE(L+X)), and the modified-Green’s-function potential (MGF).
Except for the MGF spectrum, all the curves lie close to each other.
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Appendix F
SPINORS
“Everything should be made as simple as possible, but not simpler.”
—Albert Einstein
F.1 Definition of the Spinors
The Dirac equation is
(i/∂ −M)ψ(x) = 0. (F.1)
We can multiply the Dirac equation by (i/∂ +M) to get
0 = (i/∂ +M)(i/∂ −M)ψ(x) = (−/∂2 +M2)ψ(x) = (−∂2 +M2)ψ(x). (F.2)
This means that for an eigenstate of momentum, ψp(x) ∝ e±ipµxµ, with p2 =M2. The
energy component of pµ is chosen to be positive.
Looking at the positive energy part of ψ(x), (the part where the sign in the
exponent is negative), we let
ψp,+(x) = u(p)e
−ipµxµ, (F.3)
and for the negative energy part,
ψp,−(x) = v(p)e
+ipµxµ . (F.4)
The u(p) and v(p) are column vectors. They depend on only the spatial part of p,
since the momentum is required to be on shell. The column vectors satisfy
(/p−M)u(p) = (/p+M)v(p) = 0, (F.5)
u¯(p)(/p−M) = v¯(p)(/p+M) = 0. (F.6)
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From this point on, we will only be concerned with these momentum space represen-
tations.
To get a Hamiltonian version of the Dirac equation, we multiply by γ0 to get
(E −α · p− βM)u(p) = 0, (F.7)
(E −α · p+ βM)v(p) = 0. (F.8)
Using the Bjorken and Drell representation, we can write the Hamiltonian version
of the Dirac equation as E −M −σ · p
−σ · p E +M
 χ(p)
uB(p)
 =
 0
0
 . (F.9)
We find that uB(p =
σ·p
E+M
χ(p), so
u(p) = c
 1
σ·p
E+M
χ(p), (F.10)
v(p) = c
 σ·pE+M
1
 vA(p), (F.11)
where c is the normalization constant.
The normalization we choose is u¯(p, λ′)u(p, λ) = δλ′λ, so
δλ′λ = u¯(p, λ
′)u(p, λ) (F.12)
= |c|2
(
1 σ·p
E+M
) 1 0
0 −1
 1
σ·p
E+M
χ†(p, λ′)χ(p, λ) (F.13)
= |c|2
(
1− p
2
(E +M)2
)
χ†(p, λ′)χ(p, λ) (F.14)
= |c|2M
2 + p2 + E2 + 2EM +M2 − p2
(E +M)2
χ†(p, λ′)χ(p, λ) (F.15)
= |c|2 2M
E +M
χ†(p, λ′)χ(p, λ). (F.16)
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If we choose also χ†(p, λ′)χ(p, λ) = 1, then we get that c =
√
W
2M
, where W = E+M ,
so
u(p) =
√
W
2M
 1
σ·p
W
χ(p), (F.17)
v(p) =
√
W
2M
 σ·pW
1
 vA(p). (F.18)
We can choose any two linearly independent vectors for χ(p) which correspond to the
two spins. These different choices lead to the different definitions of the spinors.
Assorted Spinor Definitions
“One day Alice came to a fork in the road and saw a Cheshire cat in
a tree. ‘Which road do I take?’ she asked. His response was a question:
‘Where do you want to go?’ ‘I don’t know,’ Alice answered. ‘Then,’ said
the cat, ‘it doesn’t matter.’ ”
—Lewis Carroll
The spinors used by Bjorken and Drell [99] are polarized in the ẑ direction, and
so the χ’s are chosen to be
χ+1/2 =
 1
0
 , (F.19)
χ−1/2 =
 0
1
 . (F.20)
The light-front spinors are defined to be [18]
uLF(k, λ) ≡ 1√
Mk+
[
MΛ− + (k
+ +α⊥ · k⊥)Λ+
]
χLF,λ (F.21)
=
1√
Mk+
[
Λ−(M +α
⊥ · k⊥) + Λ+k+
]
χLF,λ, (F.22)
χLF,λ ≡
 χλ
0
 , (F.23)
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where χλ is the usual Pauli spinor, and the Λ± are the spinor projection operators
defined in Appendix A. We find that
uLF(k, λ) =
1√
Mk+
χ†LF,λ
[
Λ+M + Λ−(k
+ +α⊥ · k⊥)] (F.24)
=
1√
Mk+
χ†LF,λ
[
(M −α⊥ · k⊥)Λ+ + k+Λ−
]
. (F.25)
Note that these spinors are normalized to satisfy uLF(k, λ
′)uLF(k, λ) = δλ′λ.
For helicity spinors, we choose the eigenvectors of the helicity operator (σ · p̂) as
the χ’s. In particular, (p̂ ·Σ)u(p, λ) = hu(p, λ), where h = 2λ. This choice allows us
to write
u(p, λ) =
√
W
2M
 1
hp
W
χλ(p) (F.26)
where (σ · p̂)χλ(p) = hχλ(p).
One useful feature of the helicity spinors is the simplification of the σ · p factor
living in the prefactor of χ in the definition of u. This is an important feature: all of
the directional dependence lives in the χ alone. (For the normal spinors, the χ are
independent of the momentum, but the prefactor has the dependence.)
Now, we proceed to calculate χλ(p). This will be done by taking two steps: first
calculate χλ(ẑ), then rotate that to an arbitrary angle.
The first step is easy. When p = ẑ, the helicity eigenvalue equation is
(σ · ẑ)χλ(z) = σzχλ(z) (F.27)
= hχλ(z). (F.28)
This means that χλ(z) are just the usual vectors for the spin-1/2 basis,
χ+1/2(z) =
 1
0
 , (F.29)
χ−1/2(z) =
 0
1
 . (F.30)
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Now for the second step. To rotate, use the Euler angle representation of the
rotation operator [127]:
Rα,β,γ = e
−iαJze−iβJye−iγJz . (F.31)
This operator allows us to write
u(p, λ) = Rφ,θ,γu(p× ẑ, λ) (F.32)
= Rφ,θ,γ
√
W
2M
 1
hp
W
χλ(ẑ). (F.33)
Note that we are free to choose γ, since all it does is give a phase to χ. The traditional
approach is to set it equal to −φ. This is what Brown and Jackson do [9], and in
general it is the best thing to do, since it gives the correct rotations starting from
a state pointing in an arbitrary direction. However, since our state just points in
the z-direction, this angle just gives a phase. It will turn out to be useful to just
set γ = 0. This choice simplifies the equations we will use later, but be warned
that these kets transform differently from those that Machleidt [58] and Brown and
Jackson use [9], but they are closer to what Rice and Kim [128] use. Note that for
totally symmetric potentials, both φ and φ′ can be set to zero, so this distinction is a
moot point. However, here (and in Rice and Kim’s work), we cannot set them both
to zero, and we find that our convention is much easier to work with.
So we have
u(p, λ) = Rφ,θ,0
√
W
2M
 1
hp
W
χλ(ẑ). (F.34)
The operator will not affect the prefactor. Since the spin and the momentum rotate
together, the factor of σ · p remains unchanged. The rotation operator only hits χ,
so that
χλ(p) = Rφ,θ,0χλ(ẑ). (F.35)
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The χ is an SU(2) spinor, and the SU(2) representation of the angular momentum
operator J is σ/2. Note that σ2i = 1, and that in general if A
2 = 1,
eiθA =
∞∑
n=0
(−1)n
(2n)!
θ2n +
∞∑
n=0
(−1)n
(2n+ 1)!
θ2n+1iA (F.36)
= cos θ + iA sin θ. (F.37)
Thus,
e−iαJz =
 e−iα/2 0
0 e+iα/2
 , (F.38)
e−iβJy = cos
β
2
− iσy sin β
2
=
 cos β2 − sin β2
sin β
2
cos β
2
 , (F.39)
e−iθJx = cos
θ
2
− iσx sin θ
2
=
 cos θ2 −i sin θ2
−i sin θ
2
cos θ
2
 . (F.40)
This means that R is
Rφ,θ,0 =
 e−iφ/2c2 −e−iφ/2s2
e+iφ/2s2 e
+iφ/2c2
 , (F.41)
where c2 = cos
θ
2
and s2 = sin
θ
2
. This gives
χλ(k) = Rφ,θ,0χλ(ẑ) = χλ(p̂) =

 c2e−iφ/2
s2e
+iφ/2
 if h = +1 −s2e−iφ/2
c2e
+iφ/2
 if h = −1 (F.42)
F.2 Two Helicity Spinors in the Center of Momentum Frame
We now address the problem of two particles with spin. We work in the center-of-
momentum frame, and consider the relative momentum between the particles.
To start with, consider having the relative momentum pointing in the ẑ direction.
The first particle has momentum pẑ and helicity λ1. The helicity spinor for this
particle is just what was discussed in the previous section.
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The second particle will have momentum −pẑ and helicity λ2. We can relate this
to a spinor with the momentum pointing in the ẑ direction via a rotation,
u(−pẑ, λ2) = Rφ,pi,0u(pẑ, λ2), (F.43)
where φ is a free parameter because it has no meaning when pointing along the z-axis.
As argued in the previous section, this can be recast as
χλ2(−ẑ) = Rφ,pi,0χλ2(ẑ). (F.44)
Using Eq. (F.41), we can write
Rφ,pi,0 =
 0 −e−iφ/2
e+iφ/2 0
 . (F.45)
If we choose φ = π, this becomes
Rpi,pi,0 =
 0 i
i 0
 , (F.46)
so that
χλ2(−ẑ) = iχ−λ2(ẑ). (F.47)
When the relative momentum points in an arbitrary direction, we find that for
particle 2,
χλ2(−p) = Rφ,θ,0χλ2(−ẑ) (F.48)
= iRφ,θ,0χ−λ2(ẑ) (F.49)
= iχ−λ2(p). (F.50)
This is rather simple.
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F.3 Helicity Spinor Summary
We have
u(p, λ) =
√
W
2M
 1
f
χλ(p̂), (F.51)
and
χλ(p̂) =

 c2e−iφ/2
s2e
+iφ/2
 if h = +1 −s2e−iφ/2
c2e
+iφ/2
 if h = −1 (F.52)
where c2 = cos
θ
2
, s2 = sin
θ
2
, f = hp
W
, and h = 2λ.
When there are two fermions in the center-of-momentum frame, we can define
φ ≡ φ1 and θ ≡ θ1 and for particle two φ2 = π + φ and θ2 = π − θ. This means that
u(pi, λi) =
√
W
2M
 1
fi
χi,λi(p̂), (F.53)
where i = 1, 2 and
χ1,λ1(p̂) = χλ1(p̂), (F.54)
χ2,λ2(p̂) = iχ−λ2(p̂). (F.55)
F.4 Breakup of Dirac Spinor Matrix Elements
We are interested in matrix elements with the form
u(p′, λ′)Γu(p, λ) =
√
W ′W
2M
χ†λ′(p
′)
( 1 −f ′ )
 ΓAA ΓAB
ΓBA ΓBB
 1
f
χλ(p)
=
√
W ′W
2M
(
χ†λ′ΓAAχλ + χ
†
λ′ΓABχλf
−χ†λ′ΓBAχλf ′ − χ†λ′ΓBBχλf ′f
)
. (F.56)
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The elements of the Γab matrices will be either the identity matrix or Pauli sigma
matrices.
For example, we have
u(p′, λ′)u(p, λ) = χ†λ′χλ
√
W ′W
2M
(1− f ′f) , (F.57)
u(p′, λ′)γ0u(p, λ) = χ†λ′χλ
√
W ′W
2M
(1 + f ′f) , (F.58)
u(p′, λ′)γ5u(p, λ) = χ†λ′χλ
√
W ′W
2M
(f − f ′) , (F.59)
and some more complicated ones,
u(p′, λ′)γiu(p, λ) = χ†λ′σ
iχλ
√
W ′W
2M
(f + f ′) , (F.60)
u(p′, λ′)σµνi(p′ − p)νu(p, λ) = 2Mu(p′, λ′)γµu(p, λ)
− (p′ + p)µu(p′, λ′)u(p, λ). (F.61)
We used the Gordon decomposition (Section F.5) to simplify the last equation. This
simplification of the tensor allows us to only worry about two tricky matrix elements
for vector mesons.
With the Gordon decomposition, we can further simplify the vector meson cou-
pling by using the Dirac equation. Note that the expression for Γ is only valid in this
context.
Γµi =
(
1 +
f
g
)
γµ − f
g
1
2M
(p′i + pi)
µ, (F.62)
Uv = u(p
′
1, λ
′
1)Γ
µ
1u(p1, λ1)(−gµν)u(p′2, λ′2)Γν2u(p2, λ2) (F.63)
=
(
1 +
f
g
)2
u(p′1, λ
′
1)γ
µu(p1, λ1)(−gµν)u(p′2, λ′2)γνu(p2, λ2)
+
(
1 +
f
g
)
f
g
1
2M
u(p′1, λ
′
1)(/p
′
2 + /p2)u(p1, λ1)u(p
′
2, λ
′
2)u(p2, λ2)
+
(
1 +
f
g
)
f
g
1
2M
u(p′1, λ
′
1)u(p1, λ1)u(p
′
2, λ
′
2)(/p
′
1 + /p1)u(p2, λ2)
−
(
f
g
)2
(p′1 + p1)
µ(p′2 + p2)µ
1
4M2
u(p′1, λ
′
1)u(p1, λ1)u(p
′
2, λ
′
2)u(p2, λ2). (F.64)
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The Dirac equation can be used to write /p2u(p1, λ) = (2Eγ
0 −M)u(p1, λ), and also
note that
(p′1 + p1)
µ(p′2 + p2)µ = 2(E
′ + E)2 − (p′1 + p1)µ(p′1 + p1)µ (F.65)
= 2(E ′ + E)2 − 2M2 − 2E ′E + 2p′ · p. (F.66)
This means we can write
Uv =
(
1 +
f
g
)2
u(p′1, λ
′
1)γ
µu(p1, λ1)(−gµν)u(p′2, λ′2)γνu(p2, λ2)
− 2
(
1 +
f
g
)
f
g
u(p′1, λ
′
1)u(p1, λ1)u(p
′
2, λ
′
2)u(p2, λ2)
+
(
1 +
f
g
)
f
g
E ′ + E
M
u(p′1, λ
′
1)γ
0u(p1, λ1)u(p
′
2, λ
′
2)u(p2, λ2)
+
(
1 +
f
g
)
f
g
E ′ + E
M
u(p′1, λ
′
1)u(p1, λ1)u(p
′
2, λ
′
2)γ
0u(p2, λ2)
−
(
f
g
)2
(E ′ + E)2 −M2 − E ′E + p′ · p
2M2
× u(p′1, λ′1)u(p1, λ1)u(p′2, λ′2)u(p2, λ2). (F.67)
We are interested in the matrix elements for OME and TBE exchange potentials.
Thus, we want to look at combinations of two uu matrix elements. To save space, we
will write
〈λ′1, λ′2|λ1, λ2〉 =
(
χ†λ′1
χλ1
)(
χ†−λ′2
χ−λ2
)
, (F.68)
〈λ′1, λ′2|σ1 · σ2|λ1, λ2〉 =
(
χ†λ′1
σiχλ1
)(
χ†−λ′2
σiχ−λ2
)
. (F.69)
We can write the matrix element for the scalar exchange as
Us = u(p
′
1, λ
′
1)u(p1, λ1)× u(p′2, λ′2)u(p2, λ2)
=
W ′W
4M2
(
1− h
′
2h1p
′p
W ′W
)(
1− h
′
2h2p
′p
W ′W
)
〈λ′1, λ′2|λ1, λ2〉, (F.70)
and the matrix element for the pseudoscalar exchange as
Ups = u(p
′
1, λ
′
1)iγ
5u(p1, λ1)× u(p′2, λ′2)iγ5u(p2, λ2)
= − W
′W
4M2
(
h1p
W
− h
′
1p
′
W ′
)(
h2p
W
− h
′
2p
′
W ′
)
〈λ′1, λ′2|λ1, λ2〉. (F.71)
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Now for the vector meson. Note that one part is the same as for the scalar meson.
The other part is more complicated, the vector-vector part:
Uvv = u(p
′
1, λ
′
1)γ
µu(p1, λ1)(−gµν)u(p′2, λ′2)γνu(p2, λ2)
= − W
′W
4M2
[(
1 +
h′1h1p
′p
W ′W
)(
1 +
h′2h2p
′p
W ′W
)
〈λ′1, λ′2|λ1, λ2〉 −(
h1p
W
+
h′1p
′
W ′
)(
h2p
W
+
h′2p
′
W ′
)
〈λ′1, λ′2|σ1 · σ2|λ1, λ2〉
]
. (F.72)
This means that the full uu matrix element for a vector meson with a non-vanishing
tensor coupling is
Uv =
(
1 +
f
g
)2
Uvv +
f
g
[
2 +
f
g
(
3
2
+
−E ′E + p′ · p
2M2
)]
Us (F.73)
=
(
1 +
f
g
)2
Uvv +
f
g
[
2 +
f
g
(
3
2
+
−E ′E + p′3p3
2M2
)]
Us
+
(
f
g
)2
p′⊥p⊥
4M2
Us
(
ei(φ
′−φ) + e−i(φ
′−φ)
)
. (F.74)
We can write this out as vector-tensor, and tensor-tensor parts. The vector-vector
is just Uvv.
Uvt =
2f
g
[Uvv + Us] (F.75)
= − 2f
g
W ′W
4M2
[
2
(
h′1h1p
′p
W ′W
+
h′2h2p
′p
W ′W
)
〈λ′1, λ′2|λ1, λ2〉 −(
h1p
W
+
h′1p
′
W ′
)(
h2p
W
+
h′2p
′
W ′
)
〈λ′1, λ′2|σ1 · σ2|λ1, λ2〉
]
, (F.76)
Utt =
(
f
g
)2 [
Uvv +
1
2
(
3− E
′E
M2
+
p′ · p
M2
)
Us
]
(F.77)
= −
(
f
g
)2
W ′W
4M2
[
〈λ′1, λ′2|λ1, λ2〉
{(
1 +
h′1h1p
′p
W ′W
)(
1 +
h′2h2p
′p
W ′W
)
+
3M2 −E ′E + p′ · p
2M2
(
1− h
′
1h1p
′p
W ′W
)(
1− h
′
2h2p
′p
W ′W
)}
−(
h1p
W
+
h′1p
′
W ′
)(
h2p
W
+
h′2p
′
W ′
)
〈λ′1, λ′2|σ1 · σ2|λ1, λ2〉
]
. (F.78)
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F.5 The Gordon Decomposition
“Nothing shocks me. I’m a scientist.”
—Indiana Jones
Now, let’s look at the Gordon decomposition. We start by looking at
iσµν =
−1
2
(γµγν − γνγµ) = gµν − γµγν . (F.79)
Then,
u(p′, λ′)σµνi(p′ − p)νu(p, λ) = − u(p′, λ′)σµνipνu(p, λ)− u(p′, λ′)ip′νσνµu(p, λ)
= u(p′, λ′)γµ/pu(p, λ) + u(p′, λ′)/p′γµu(p, λ)
− (p′ + p)µu(p′, λ′)u(p, λ). (F.80)
Using the Dirac equation, we see that
u(p′, λ′)σµνi(p′ − p)νu(p, λ) = 2Mu(p′, λ′)γµu(p, λ)− (p′ + p)µu(p′, λ′)u(p, λ), (F.81)
which is the Gordon identity.
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Appendix G
ROTATION MATRICES
“There comes a time when for every addition of knowledge you forget
something that you knew before. It is of the highest importance, therefore,
not to have useless facts elbowing out the useful ones.”
—Arthur Conan Doyle
G.1 Relations Between Rotation Matrices
Brown and Jackson give a good introduction to this topic [9]. We start out with the
rotation operator, parameterized in terms of the Euler angles,
Rαβγ = e
−iαJze−iβJye−iγJz , (G.1)
We can take matrix elements of this, to get
〈J ′M ′|Rαβγ |JM〉 = δJ ′JDJM ′M(αβγ) (G.2)
= δJ ′Je
−i(αM ′+γM)dJM ′M(β). (G.3)
Note that the lower indices in d are in the same order as in D. This is different
that the convention in [9,58], but agrees with [127–129]. However, we also define the
matrix elements slightly differently, and the combination of those two effects makes
the calculated Jacobi polynomials the same!
An alternative interpretation of the D’s is that they are the overlap of JMλ kets
with θφλ kets. To see this, generalize Sakurai’s approach for kets without spin [127].
We start out with |ẑλ〉. This is a ket for a particle pointed upwards, with λ units of
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spin in the z-direction. This ket can be rotated with R to get
Rφθγ |ẑλ〉 = |θφλ〉. (G.4)
Brown and Jackson choose γ = −φ, however our convention is to choose γ = 0 and
get
Rφθ0|ẑλ〉 = |θφλ〉 (G.5)
Applying a 〈J ′M ′λ′| bra to the previous equation, we obtain
〈J ′M ′λ′|θφλ〉 = 〈J ′M ′λ′|Rφθ0|ẑλ〉 =
∑
J,M,λ′′
〈J ′M ′λ′|Rφθ0|JMλ′′〉〈JMλ′′|ẑλ〉. (G.6)
In the last bra-ket, we must have λ = λ′′, since the helicity cannot be changed.
Furthermore, since λ is the Jz quantum number for the final state, we also have
λ = M . These facts allow us to write
〈JMλ′′|ẑλ〉 = δλ′′λδMλ〈JM |ẑ〉 = δλ′′λδMλYJM(0, φ) = δλ′′λδMλ
√
2J + 1
4π
, (G.7)
which means that
〈JMλ|θφλ〉 = 〈JM |Rφθ0|Jλ〉
√
2J + 1
4π
=
√
2J + 1
4π
DJMλ(φθ0). (G.8)
Since the φ dependence of the D’s is essentially trivial, we can replace the 0 with a γ
to get
DJMλ(φθγ) =
√
4π
2J + 1
〈JMλ|θφλ〉e−iγλ, (G.9)
and
〈JMλ|θφλ〉 =
√
2J + 1
4π
DJMλ(φθ0). (G.10)
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Using these relations, we find that
DJM ′M ∗(αβγ) = DJMM ′(−γ − β − α), (G.11)
dJM ′M(β) = d
J
MM ′(−β), (G.12)
DJM0(φ, θ,X) =
√
4π
2J + 1
YJM(Ω) =
√
(J −M)!
(J +M)!
PMJ (cos θ)e
iMφ, (G.13)
dJM0(β) =
√
(J −M)!
(J +M)!
PMJ (cos β), (G.14)
dJ00(β) = PJ(cos β), (G.15)
DJM ′M(0, 0, 0) = δM ′M = dJM ′M(0). (G.16)
Now, let’s use this. Our first thing to do is look at is the addition theorem
∑
M ′′
DJMM ′′(α2, β2 , γ2)DJM ′′M ′(α1, β1, γ1)
=
∑
M ′′
〈JM |Rα2,β2,γ2|JM ′′〉〈JM ′′|Rα1,β1,γ1|JM ′〉 (G.17)
= 〈JM |Rα2,β2,γ2Rα1,β1,γ1|JM ′〉 (G.18)
= 〈JM |Rα,β,γ|JM ′〉 (G.19)
= DJMM ′(α, β, γ). (G.20)
We used the group property of the rotations that the product of two elements gives
another element. The expressions for (α, β, γ) in terms of the other angles is rather
complex in general.
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We can also look at the orthogonality relation, considering the D’s as overlaps,
2J + 1
8π2
∫ 2pi
0
dα
∫ pi
0
sin β dβ
∫ 2pi
0
dγDJ1M ′1M1
∗
(αβγ)DJ2M ′2M2(αβγ)
=
2J + 1
8π2
√
4π
2J1 + 1
4π
2J2 + 1
∫ 2pi
0
dα
∫ pi
0
sin β dβ
∫ 2pi
0
dγ(〈J1M ′1M1|αβM1〉e−iγM1)∗ 〈J2M ′2M2|αβM2〉e−iγM2
= (2J + 1)
√
1
2J1 + 1
1
2J2 + 1
[∫ 2pi
0
dγ
2π
e+iγ(M1−M2)
]
∫
dΩ〈J2M ′2M2|ΩM2〉〈ΩM1|J1M ′1M1〉
= (2J + 1)
√
1
2J1 + 1
1
2J2 + 1
δM1M2∫
dΩ〈J2M ′2M1|ΩM1〉〈ΩM1|J1M ′1M1〉
= (2J + 1)
√
1
2J1 + 1
1
2J2 + 1
δM1M2〈J2M ′2M1|J1M ′1M1〉
= δM1M2δJ1J2δM ′1M ′2 . (G.21)
So the conclusion is
2J + 1
8π2
∫ 2pi
0
dα
∫ pi
0
sin β dβ
∫ 2pi
0
dγDJ1M ′1M1
∗
(αβγ)DJ2M ′2M2(αβγ)
= δM1M2δM ′1M ′2δJ1J2. (G.22)
Using this, we find∫
dΩ
2J + 1
4π
DJ1M1M ′
∗
(φ, θ,−φ)DJ2M2M ′(φ, θ,−φ) = δM1M2δJ1J2, (G.23)∑
J,M
2J + 1
4π
DJMM ′∗(φ′, θ′,−φ′)DJMM ′(φ, θ,−φ) = δ(Ω− Ω′), (G.24)∫ 1
−1
d cos θ
2J + 1
2
dJ1M ′M(θ)d
J2
M ′M(θ) = δJ1J2, (G.25)∑
J
2J + 1
2
dJMM ′(θ
′)dJMM ′(θ) = δ(cos θ − cos θ′). (G.26)
Now, for two particle state in the center-of-momentum frame, we can write the
ket as |pθφλ1λ2〉. The total helicity of this state is λ = λ1 − λ2, which is easily seen
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if we choose the momentum to be in the z-direction. Since this ket has total helicity
λ, we can transform it using
|pJMλ1λ2〉 =
∫
dΩ |pθφλ1λ2〉〈pθφλ1λ2|pJMλ1λ2〉 (G.27)
=
∫
dΩ |pθφλ1λ2〉〈θφλ|JMλ〉 (G.28)
=
√
2J + 1
4π
∫
dΩDJMλ∗(θφ0) |pθφλ1λ2〉, (G.29)
where λ = λ1 − λ2.
We can break apart Eq. (G.29) as we did for the orthogonality relations,
|pJMλ1λ2〉 =
√
2J + 1
4π
∫
dΩDJMλ∗(φ, θ, 0)|pθφλ1λ2〉 (G.30)
=
√
2J + 1
2
∫ 1
−1
d cos θ dJMλ(θ)|pθMλ1λ2〉, (G.31)
|pθMλ1λ2〉 = 1√
2π
∫ 2pi
0
dφ eiφM |pθφλ1λ2〉, (G.32)
and the inverse relations (obtained using the orthogonality relations)
|pθφλ1λ2〉 = 1√
2π
∑
M
e−iφM |pθMλ1λ2〉 (G.33)
=
∑
J,M
√
2J + 1
4π
DJMλ(φ, θ, 0)|pJMλ1λ2〉, (G.34)
|pθMλ1λ2〉 =
∑
J
√
2J + 1
2
dJMλ(θ)|pJMλ1λ2〉. (G.35)
G.2 Jacobi Polynomials
“Logic, like whiskey, loses its beneficial effect when taken in too large
quantities.”
—Lord Dunsany
The Jacobi polynomials are neat guys. They are defined by
〈J,M ′|R0θ0|J,M〉 = dJM ′M(θ). (G.36)
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Note that since the Jacobi polynomials are real,
dJM ′M(θ) = (〈J,M ′|R0θ0|J,M〉)∗ = 〈J,M |R0−θ0|J,M ′〉 = dJMM ′(−θ). (G.37)
There are other symmetries that the Jacobi polynomials obey. To see them, we
turn to Schwinger’s model of angular momentum. In this model, we have
|J,M〉 =
(
a†+
)J+M
√
J +M
(
a†−
)J−M
√
J −M |0, 0〉, (G.38)
where a†± essentially adds in one half unit of spin, and changes M by ±12 .
What does this state do under rotation about the y-axis? Well,
R0θ0|J,M〉 =
(
R0θ0a
†
+R
†
0θ0
)J+M
√
J +M
(
R0θ0a
†
−R
†
0θ0
)J−M
√
J −M R0θ0|0, 0〉. (G.39)
The vacuum is unaffected by rotations. Now, Sakurai shows that [127]
R0θ0a
†
±R
†
0θ0 = a
†
± cos
θ
2
± a†∓ sin
θ
2
. (G.40)
This can be used to get an explicit expression for d.
Consider now what happens to the state under a rotation by π. We get a†± → ±a†∓.
Thus,
R0pi0|J,M〉 =
(
a†−
)J+M
√
J +M
(
−a†+
)J−M
√
J −M |0, 0〉 (G.41)
= (−1)J−M
(
a†+
)J−M
√
J −M
(
a†−
)J+M
√
J +M
|0, 0〉 (G.42)
= (−1)J−M |J,−M〉, (G.43)
which gives a nice relation for Clebsch-Gordon coefficients
〈J1M1J2M2|JM〉 = (−1)J1+J2+J−M1−M2−M〈J1 −M1J2 −M2|J −M〉 (G.44)
= (−1)J1+J2−J〈J1 −M1J2 −M2|J −M〉. (G.45)
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Using this result for the Jacobi polynomials,
dJM ′M(π − θ) = 〈J,M ′|R0pi−θ0|J,M〉 (G.46)
= 〈J,M ′|R0−θ0R0pi0|J,M〉 (G.47)
= (−1)J−M〈J,M ′|R0−θ0|J,−M〉 = (−1)J−MdJM ′−M(−θ) (G.48)
= (−1)J−M ′〈J,−M ′|R0−θ0|J,M〉 = (−1)J−M ′dJ−M ′M(−θ). (G.49)
We can rotate by a full 2π, and get
dJM ′M(2π + θ) = d
J
M ′M(θ) (G.50)
= 〈J,M ′|R0pi0R0θ0R0pi0|J,M〉 (G.51)
= (−1)M ′−M〈J,−M ′|R0θ0|J,−M〉 = (−1)M ′−MdJ−M ′−M(θ). (G.52)
We can also use a trick from Ref. [129]. Note that
e−iβJy = e+ipiJxe+iβJye−ipiJx . (G.53)
The Jx exponential is calculated in Eq. (F.40), and for an angle of π it is
e−ipiJx = i
 0 1
1 0
 , (G.54)
so under this rotation a†± → ia†∓, so
e−ipiJx |J,M〉 = (i)J+M+J−M |J,−M〉 = (−1)J |J,−M〉. (G.55)
Thus,
dJM ′M(θ) = 〈J,M ′|e+iβJyR0−θ0e−iβJy |J,M〉 (G.56)
= 〈J,−M ′|R0−θ0|J,−M〉 (G.57)
= dJ−M ′−M(−θ). (G.58)
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Also, we can use the x-rotation to look at
dJM ′M(π − θ) = 〈J,M ′|R0pi−θ0|J,M〉 (G.59)
= 〈J,M ′|R0−θ0R0pi0|J,M〉 (G.60)
= (−1)J−M〈J,M ′|R0−θ0|J,−M〉 = (−1)J−MdJM ′−M(−θ) (G.61)
= (−1)J−M ′〈J,−M ′|R0−θ0|J,M〉 = (−1)J−M ′dJ−M ′M(−θ). (G.62)
Summarizing what we have so far,
dJM ′M(θ) = d
J
MM ′(−θ) (G.63)
= dJ−M ′−M(−θ) (G.64)
= (−1)M ′−MdJ−M ′−M(θ), (G.65)
dJMM ′(π − θ) = (−1)J−MdJM ′−M(−θ) (G.66)
= (−1)J−M ′dJ−M ′M(−θ). (G.67)
What sort of fundamental symmetries do we expect the Jacobi polynomials to
obey?
1. Under θ → −θ. Combining Eqs. (G.65) and (G.64) gives
dJM ′M(θ) = (−1)M
′−MdJM ′M(−θ). (G.68)
2. Under m↔ m′. Combining Eqs. (G.63), (G.64), and (G.65), we get
dJM ′M(θ) = (−1)M
′−MdJMM ′(θ). (G.69)
3. Under m→ −m and m′ → −m′. Looking at Eq. (G.65),
dJM ′M(θ) = (−1)M
′−MdJ−M ′−M(θ). (G.70)
4. Under θ → π±θ. Apparently this is not a symmetry that the Jacobi polynomials
have. This must be accompanied with a m or m′ being negated as well.
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5. Under θ → π − θ and m→ −m. Combining Eqs. (G.66) and (G.68) gives
dJM ′M(π − θ) = (−1)J−M
′
dJM ′−M(θ). (G.71)
6. Under θ → π − θ and m′ → −m′. Combining Eqs. (G.67) and (G.68) gives
dJM ′M(π − θ) = (−1)J−MdJ−M ′M(θ). (G.72)
As a closing note for this section, Sakurai gives an expression for dJM ′M calculated
using Schwinger’s angular momentum model [127],
dJM ′M(β) =
√
(J +M)!(J −M)!(J +M ′)!(J −M ′)!
×
kmax∑
k=kmin
(−1)k−M+M ′ s
k
2
k!
sk−M+M
′
2
(k −M +M ′)!
× c
J+M−k
2
(J +M − k)!
cJ−M
′−k
2
(J −M ′ − k)! , (G.73)
kmin = Max(0,M −M ′), (G.74)
kmax = Min(J +M,J −M ′), (G.75)
where s2 = sin(β/2) and c2 = cos(β/2).
G.3 Helicity Applied to Potentials with Full Rotational Invariance
Now, we want to look at matrix elements of the potential
〈p′λ′1λ′2|V |pλ1λ2〉 =
∑
J ′,M ′
√
2J ′ + 1
4π
DJ ′M ′λ′
∗
(φ′, θ′, 0)
∑
J,M
√
2J + 1
4π
DJMλ(φ, θ, 0)
〈p′J ′M ′λ′1λ′2|V |pJMλ1λ2〉. (G.76)
But if the potential has full rotational invariance, that means that it is a scalar. We
need to use the Wigner-Eckart theorem, which states that
〈α′J ′M ′|T jm|αJM〉 = 〈Jj;Mm|Jj; J ′M ′〉
〈α′J ′||T j||αJ〉√
2j + 1
. (G.77)
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For a scalar potential, V = T 00 , so
〈α′J ′M ′|V |αJM〉 = δMM ′δJJ ′ 〈α
′J ||V ||αJ〉√
2J + 1
. (G.78)
Thus, the potential matrix element is independent of the M value, and is diagonal in
J .
This allows us to write
〈p′λ′1λ′2|V |pλ1λ2〉 =
∑
J
2J + 1
4π
[∑
M
DJMλ′∗(φ′, θ′, 0)DJMλ(φ, θ, 0)
]
〈p′Jλ′1λ′2|V |pJλ1λ2〉. (G.79)
The M dependence of the matrix element has simply been omitted, since there is no
dependence.
Recall the addition theorem for the rotation matrices,
DJMM ′(αβγ) =
∑
M ′′
DJMM ′′(α1β1γ1)DJM ′′M(α2β2γ2), (G.80)
where
Rαβγ = Rα1β1γ1Rα2β2γ2 (G.81)
e−iαJze−iβJye−iγM = e−iα1Jze−iβ1Jye−i(γ1+α2)Jze−iβ2Jye−iγ2Jz . (G.82)
Using the addition theorem, we get∑
M
DJMλ′∗(φ′, θ′, 0)DJMλ(φ, θ, 0) =
∑
M
DJλ′M(0,−θ′,−φ′)DJMλ(φ, θ, 0) (G.83)
= DJλ′λ(φ′′1, θ′′,−φ′′2). (G.84)
In general, φ′′1 6= φ′′2, and θ′′ 6= θ′ − θ. However, we will be able to make some
simplifications.
The sum rule allows us to write
〈p′λ′1λ′2|V |pλ1λ2〉 = e−iφ
′′
1λ
′
eiφ
′′
2λ
∑
J
2J + 1
4π
dJλ′λ(θ
′′)〈p′Jλ′1λ′2|V |pJλ1λ2〉. (G.85)
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All we are interested is the matrix element buried inside the sum, so we invert the
equation to get
〈p′Jλ′1λ′2|V |pJλ1λ2〉 = 2π
∫ 1
−1
d cos θ′′ dJλ′λ(θ
′′)eiφ
′′
1λ
′
e−iφ
′′
2λ〈p′λ′1λ′2|V |pλ1λ2〉. (G.86)
Note that there are three free parameters in the integrand. We can choose φ = φ′ =
θ = 0. This means that φ′′1 = φ
′′
2 = 0, and θ
′′ = θ′. Thus,
〈p′Jλ′1λ′2|V |pJλ1λ2〉
= 2π
∫ 1
−1
d cos θ′ dJλ′λ(θ
′)〈(p′ sin θ′, 0, p′ cos θ′)λ′1λ′2|V |pẑλ1λ2〉, (G.87)
which is what is advertised in Machleidt’s Eq. (E.41) in Ref. [58].
G.4 Helicity Applied to Potentials with Cylindrical Invariance
Now, we want to look at matrix elements of the potential
〈p′λ′1λ′2|V |pλ1λ2〉 =
∑
J ′,M ′
√
2J ′ + 1
4π
DJ ′M ′λ′
∗
(φ′, θ′, 0)
∑
J,M
√
2J + 1
4π
DJMλ(φ, θ, 0)
〈p′J ′M ′λ′1λ′2|V |pJMλ1λ2〉. (G.88)
Now we consider that the potential operator is not a scalar, but it still conserves M .
In terms of spherical tensor operators, we can write
V =
∑
J
V
(J)
M=0. (G.89)
This does not bode well for an approach like the one that was used in the previous
section.
However, we can write
〈p′λ′1λ′2|V |pλ1λ2〉 =
∑
J ′
√
2J ′ + 1
4π
∑
J,M
√
2J + 1
4π
eiM(φ
′−φ)dJ
′
λ′M(θ
′)dJλM(θ)
〈p′J ′Mλ′1λ′2|V |pJMλ1λ2〉. (G.90)
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Since theM is all that is conserved, it makes sense to ignore J for now. So we change
basis to
〈p′λ′1λ′2|V |pλ1λ2〉 =
∑
M
1
2π
ei∆φM〈p′θ′Mλ′1λ′2|V |pθMλ1λ2〉, (G.91)
where ∆φ = φ′ − φ. As in the previous section, all we are interested in is the matrix
element buried in the sum. We invert the equation to obtain
〈p′θ′Mλ′1λ′2|V |pθMλ1λ2〉 =
∫ 2pi
0
d(∆φ) e−i∆φM〈p′λ′1λ′2|V |pλ1λ2〉. (G.92)
There is one free angle in the integrand. Setting φ = 0 for simplicity, to get
〈p′θ′Mλ′1λ′2|V |pθMλ1λ2〉 =
∫ 2pi
0
dφ′ e−iφ
′M〈p′λ′1λ′2|V |p3, p⊥x̂λ1λ2〉. (G.93)
How does this relate to what we got before, with the J,M matrix elements? We
need to change basis once more, to get
〈p′J ′Mλ′1λ′2|V |pJMλ1λ2〉 =
√
2J ′ + 1
2
∫ 1
−1
d cos θ′ dJ
′
Mλ′(θ
′)
×
√
2J + 1
2
∫ 1
−1
d cos θ dJMλ(θ)
× 〈p′θ′Mλ′1λ′2|V |pθMλ1λ2〉. (G.94)
G.5 Summary of Transformations
“Oh, I have now a mania for shortness. Whatever I read - my own or
other people’s works - it all seems to me not short enough.”
—Anton Chekhov
First of all, we would like to be able to transform to |JMLS〉. In particular, we
would like
〈JMSλ|JMLS〉 =
∫
dΩ 〈JMSλ|θφSλ〉〈θφSλ|JMLS〉. (G.95)
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Looking at the first term,
〈JMSλ|θφSλ〉 =
√
2J + 1
4π
DJMλ(φ, θ, 0). (G.96)
The second term takes a little more work.
〈θφSλ|JMLS〉 = 〈00Sλ|R†φθ0|JMLS〉
=
∑
M ′
〈00Sλ|JM ′LS〉〈JM ′SL|R†φθ0|JMLS〉
=
∑
ML,MS ,M ′
〈00Sλ|LMLSMS〉〈LMLSMS|JM ′LS〉
× (〈JMSL|Rφθ0|JM ′LS〉)∗
=
∑
ML,MS ,M ′
YLML(0, 0)δλ,MS〈LMLSMS|JM ′〉DJMM ′
∗
(φ, θ, 0)
=
∑
ML,MS ,M ′
√
2L+ 1
4π
δML,0δλ,MS〈LMLSMS|JM ′〉DJMM ′
∗
(φ, θ, 0)
=
√
2L+ 1
4π
〈L0Sλ|Jλ〉DJMλ∗(φ, θ, 0) (G.97)
Combining these, we get, by virtue of the orthonormality of the D’s,
〈JMSλ|JMLS〉 =
√
2L+ 1
2J + 1
〈L0Sλ|Jλ〉
[
2J + 1
4π
∫
dΩDJMλ(φ, θ, 0)DJMλ∗(φ, θ, 0)
]
=
√
2L+ 1
2J + 1
〈L0Sλ|Jλ〉. (G.98)
Using this, we obtain Machleidt’s equation Eq. (C18) in Ref. [58],
|JMLS〉 =
∑
λ
√
2L+ 1
2J + 1
〈L0;Sλ|Jλ〉|JMSλ〉. (G.99)
For a one particle state, we start with |θφSλ〉. From that,
|θMSλ〉 = 1√
2π
∫ 2pi
0
dφ eiMφ |θφSλ〉, (G.100)
|JMSλ〉 =
√
2J + 1
2
∫ 1
−1
d cos θ dJMλ(θ) |θMSλ〉, (G.101)
|JMLS〉 =
√
2L+ 1
2J + 1
〈L0Sλ|Jλ〉 |JMSλ〉. (G.102)
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Furthermore, for two particle states, we have |θφS1λ1S2λ2〉. However, that is rewritten
as
|θφSλS1S2〉 =
∑
λ1λ2
〈θφS1λ1S2λ2|θφSλS1S2〉|θφS1λ1S2λ2〉 (G.103)
=
∑
λ1λ2
〈00S1λ1S2λ2|R†φθ0Rφθ0|00SλS1S2〉|θφS1λ1S2λ2〉 (G.104)
=
∑
λ1λ2
〈00S1λ1S2λ2|00SλS1S2〉|θφS1λ1S2λ2〉 (G.105)
=
∑
λ1λ2
〈S1M1 = λ1S2M2 = −λ2|SM = λS1S2〉|θφS1λ1S2λ2〉 (G.106)
=
∑
λ1λ2
〈S1λ1S2 − λ2|Sλ〉|θφS1λ1S2λ2〉. (G.107)
Now, the |θφSλS1S2〉 can be used to get
|θMSλS1S2〉 = 1√
2π
∫ 2pi
0
dφ eiMφ |θφSλS1S2〉, (G.108)
|JMSλS1S2〉 =
√
2J + 1
2
∫ 1
−1
d cos θ dJMλ(θ) |θMSλS1S2〉, (G.109)
|JMLSS1S2〉 =
√
2L+ 1
2J + 1
〈L0Sλ|Jλ〉 |JMSλS1S2〉. (G.110)
How does this relate to normal spins? Well, for those,
|θφSMSS1S2〉 =
∑
M1M2
〈S1M1S2M2|SMS〉|θφS1M1S2M2〉. (G.111)
But the relation of these to helicity is complicated, since in general every M1 is
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connected to every λ1. In particular,
〈θφS1λ1 S2 λ2|θφS1M1S2M2〉
= 〈00S1λ1S2λ2|R†φθ0R(L)φθ0|00S1M1S2M2〉 (G.112)
= 〈00S1λ1S2λ2|eiθJyeiφJze−iφLze−iθLy |00S1M1S2M2〉 (G.113)
= 〈00S1λ1S2λ2|eiθJye−iθLyeiφSz |00S1M1S2M2〉 (G.114)
= 〈00S1λ1S2λ2|eiθSyeiφSz |00S1M1S2M2〉 (G.115)
= 〈00|00〉〈S1λ1|e−iφSze−iθSy |S1M1〉〈S2 − λ2|eiθSyeiφSz |S2M2〉 (G.116)
= 〈S1λ1|eiθSy |S1M1〉〈S2 − λ2|eiθSy |S2M2〉eiφ(M1+M2) (G.117)
= eiφ(M1+M2)dS1M1,λ1(θ)d
S2
M2,−λ2
(θ). (G.118)
This is easily generalizable, to get
〈θφ{Siλi}|θφ{SiMi}〉 =
∏
i
eiφMidSiMi,λi(θ). (G.119)
Well, at least this makes sense for 1 and 2 particle states.
This has an implication for parity, Π. We get
〈θφ{Siλi}|θφ{SiMi}〉 = 〈θφ{Siλi}|ΠΠ|θφ{SiMi}〉 (G.120)
= δ〈π − θπ + φ{Si − λi}|π − θπ + φ{SiMi}〉 (G.121)
= δ
∏
i
ei(pi+φ)MidSiMi,−λi(π − θ) (G.122)
= δ
∏
i
eiφMi(−1)Mi(−1)Si−MidSiMi,λi(θ) (G.123)
=
[
δ
∏
i
(−1)Si
]∏
i
eiφMidSiMi,λi(θ) (G.124)
=
∏
i
eiφMidSiMi,λi(θ). (G.125)
So we see that δ =
∏
i(−1)Si , so
Π|θφSλ〉 = (−1)S|π − θπ + φS − λ〉 (G.126)
Π|θφS1λ1S2λ2〉 = (−1)S1+S2 |π − θπ + φS1 − λ1S2 − λ2〉. (G.127)
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Continuing on, we can derive other kets from the normal spin kets,
|θMLSMSS1S2〉 = 1√
2π
∫ 2pi
0
dφ eiMφ|θφSMSS1S2〉, (G.128)
|LMLSMSS1S2〉 =
∫ 1
−1
d cos θ YLML(θ, 0)|θMLSMSS1S2〉, (G.129)
|JMLSS1S2〉 =
∑
ML,MS
〈LMLSMS|JM〉|LMLSMSS1S2〉. (G.130)
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VITA
“The life of every individual, if we survey it as a whole and in general,
and only lay stress upon its most significant features, is really always a
tragedy, but gone through in detail, it has the character of a comedy. For
the deeds and vexations of the day, the restless irritation of the moment,
the desires and fears of the week, the mishaps of every hour, are all through
chance, which is ever bent upon some jest, scenes of a comedy.
“But the never-satisfied wishes, the frustrated efforts, the hopes un-
mercifully crushed by fate, the unfortunate errors of the whole life, with
increasing suffering and death at the end, are always a tragedy. Thus,
as if fate would add derision to the misery of our existence, our life must
contain all the woes of tragedy, and yet we cannot even assert the dignity
of tragic characters, but in the broad detail of life must inevitably be the
foolish characters of a comedy.”
—Arthur Schopenhauer
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