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Three Essays In Population Process
Abstract
This dissertation addresses multiple topics of current population processes, including an impact evaluation of
malaria control on child mortality in Tanzania, a study of living arrangements among the foreign-born in the
United States, and an investigation of selectivity and the choice of migration destination among African
emigrants. The dissertation follows a three-chapter format. The chapters are related to one another by their
common focus on policy relevant topics for the health and wellbeing of populations. The first chapter
investigates the specific contribution of malaria control to improvements in the health of children under five in
mainland Tanzania by exploiting the timing of scale-up malaria interventions along with the variation in
malaria endemicity across the country due to ecology. The analyses are based on birth history and
socioeconomic information from the 2004-2005 and 2009-2010 waves of the Tanzanian Demographic and
Health Survey and epidemiological information on malaria prevalence from the National Malaria Control
Program. The results suggest that, on average, malaria control interventions have helped avert approximately
17.9 deaths for every 1,000 live births between 2004 and 2010. They also point to significant improvements in
children's nutritional health attributable to malaria control.
The second chapter examines living arrangements among the foreign-born in the United States by including
all major sending regions of immigrants; by distinguishing between horizontal and vertical extension
(coresidence within and across generations); and by accounting for the uneven geographic distribution of
immigrants across the country. Drawing on data from the five percent sample of the 2001-2013 waves of the
American Community Survey, the chapter shows not only large differentials in the prevalence of extension
across immigrant groups, but also substantial variation in the type and predictors of extension, and the extent
to which these differences with native whites are explained by socio-demographic composition and housing
conditions. Overall, traditional theories of extension do a better job of explaining horizontal than vertical
extension, and among relatively disadvantaged immigrant groups (i.e., Mexicans, Latin Americans (excluding
Mexicans) and West Indians) than more positively selected groups (i.e., South East Asians, Canadians/
Europeans, and Oceanians). African immigrants often fall in between these two extremes. The chapter also
shows that accounting for immigrant concentration in more expensive housing markets explains an important
share of the immigrant-native gap in extension, suggesting that previous analyses exaggerated the role of
culture in explaining variation in living arrangements.
The third chapter is concerned with emigrant selectivity and the factors that shape the choice of migration
destinations. Using data from the 2009 Ghana survey of the Migration from Africa to Europe (MAFE) project
and data from nationally representative surveys in the United Kingdom and the United States, this chapter
investigates these issues among emigrants from Ghana. The results point to positive selection among current
emigrants compared to both non-migrants and return migrants. They further show that return migrants tend
to have more favorable socioeconomic characteristics than non-migrants. The results also indicate selectivity
among emigrants by destination such that those who migrate to a destination further away are more positively
selected. However, these results fail to show any effect of wage differentials at destination in explaining the
choice of migration destination among emigrants to the United Kingdom and the United States. This chapter
offers three contributions to the literature on migrant selectivity. First, it focuses on selectivity among return
migrants versus current emigrants and compares emigrants across destinations. Second, it assesses whether
socioeconomic characteristics used at either the individual or household level influence migrant selectivity.
Finally, it tests empirically two theoretical pathways (neoclassical and network theories) relating migrant
characteristics to the choice of migration destinations.
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ABSTRACT
THREE ESSAYS IN POPULATION PROCESS
Romeo Gansey
Irma T. Elo
This dissertation addresses multiple topics of current population processes, including
an impact evaluation of malaria control on child mortality in Tanzania, a study of liv-
ing arrangements among the foreign-born in the United States, and an investigation
of selectivity and the choice of migration destination among African emigrants. The
dissertation follows a three-chapter format. The chapters are related to one another
by their common focus on policy relevant topics for the health and wellbeing of pop-
ulations. The first chapter investigates the specific contribution of malaria control to
improvements in the health of children under five in mainland Tanzania by exploiting
the timing of scale-up malaria interventions along with the variation in malaria en-
demicity across the country due to ecology. The analyses are based on birth history
and socioeconomic information from the 2004-2005 and 2009-2010 waves of the Tan-
zanian Demographic and Health Survey and epidemiological information on malaria
prevalence from the National Malaria Control Program. The results suggest that, on
average, malaria control interventions have helped avert approximately 17.9 deaths
for every 1,000 live births between 2004 and 2010. They also point to significant
improvements in children’s nutritional health attributable to malaria control.
The second chapter examines living arrangements among the foreign-born in the
United States by including all major sending regions of immigrants; by distinguishing
between horizontal and vertical extension (coresidence within and across generations);
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and by accounting for the uneven geographic distribution of immigrants across the
country. Drawing on data from the five percent sample of the 2001-2013 waves of
the American Community Survey, the chapter shows not only large differentials in
the prevalence of extension across immigrant groups, but also substantial variation
in the type and predictors of extension, and the extent to which these differences
with native whites are explained by socio-demographic composition and housing con-
ditions. Overall, traditional theories of extension do a better job of explaining hori-
zontal than vertical extension, and among relatively disadvantaged immigrant groups
(i.e., Mexicans, Latin Americans (excluding Mexicans) and West Indians) than more
positively selected groups (i.e., South East Asians, Canadians/Europeans, and Ocea-
nians). African immigrants often fall in between these two extremes. The chapter
also shows that accounting for immigrant concentration in more expensive housing
markets explains an important share of the immigrant-native gap in extension, sug-
gesting that previous analyses exaggerated the role of culture in explaining variation
in living arrangements.
The third chapter is concerned with emigrant selectivity and the factors that
shape the choice of migration destinations. Using data from the 2009 Ghana survey
of the Migration from Africa to Europe (MAFE) project and data from nationally
representative surveys in the United Kingdom and the United States, this chapter
investigates these issues among emigrants from Ghana. The results point to posi-
tive selection among current emigrants compared to both non-migrants and return
migrants. They further show that return migrants tend to have more favorable so-
cioeconomic characteristics than non-migrants. The results also indicate selectivity
among emigrants by destination such that those who migrate to a destination fur-
ther away are more positively selected. However, these results fail to show any effect
of wage differentials at destination in explaining the choice of migration destination
vii
among emigrants to the United Kingdom and the United States. This chapter of-
fers three contributions to the literature on migrant selectivity. First, it focuses on
selectivity among return migrants versus current emigrants and compares emigrants
across destinations. Second, it assesses whether socioeconomic characteristics used
at either the individual or household level influence migrant selectivity. Finally, it
tests empirically two theoretical pathways (neoclassical and network theories) relating
migrant characteristics to the choice of migration destinations.
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CHAPTER 1 : Introduction
Using a three-chapter design, this dissertation addresses multiple topics of current
population processes pertaining to child health, migration, and living arrangements.
The first chapter is concerned with the impact evaluation of malaria control
interventions in mainland Tanzania, where malaria imposes a high disease burden on
the population, especially on children. Recently, there have been several interventions
that seek to control or eradicate malaria in African countries, after many experimen-
tal pilot studies established the effectiveness of delivery of insecticide-treated bednets,
rapid diagnosis and treatment of malaria cases, and intermittent preventive treatment
among pregnant women (Alonso et al. 1993, Binka et al. 1996, D’Alessandro et al.
1995, Greenwood et al. 1987, Ter Kuile et al. 2003). Since the early 2000’s massive
malaria control interventions have been implemented in Africa. At the same time,
child health has witnessed tremendous improvements in most countries. Yet, the ex-
tent to which malaria control interventions have contributed to these improvements
in child health is not currently known. The main reason for this knowledge gap is
the difficulty in finding plausible counterfactuals in the presence of large-scale health
programs that are implemented at the national level. This chapter addresses this
challenge in mainland Tanzania by exploiting the timing of the dramatic scale up of
interventions related to malaria control combined with the fact that pre-intervention
malaria endemicity depends on ecology (as anopheles mosquitoes cannot thrive at
altitudes above 1,900m (Mohammed et al. 2015, NMCP-MoHSW 2013, Taylor and
Mutambu 1986)) to assess the impact of malaria control on child health. The counter-
factuals are defined as areas that are naturally inhospitable for malaria mosquitoes,
where malaria control activities would virtually have no impact on child health. The
empirical strategy employed is a difference-in-difference approach. Using birth his-
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tory data and measures of child nutritional health from the 2004-5 and 2009-10 waves
of the Tanzanian Demographic and Health Survey, I estimate the specific contribu-
tion of malaria control to improvements in child mortality, morbidity, and nutritional
health controlling for several socioeconomic confounders such as mother’s education
and mother’s age.
The second chapter investigates patterns of living arrangements among the
foreign-born in the United States. It is well established that living arrangements vary
substantially between native-born and foreign-born populations within the United
States, even net of socioeconomic and demographic differences across groups (Glick,
Bean, and Van Hook 1997, Goldscheider and Bures 2003, Van Hook and Glick 2007).
Immigrants’ greater propensity to live in extended households is potentially a source
of concern, as it may signal economic distress or a lack of incorporation into larger
mainstream society (Kamo 2000, Moen and Wethington 1992). A clear understanding
of the nature and source of disparate living arrangements across groups is also a crit-
ical issue in its own right, as they influence all analyses conducted at the household
level; a failure to account for immigrants’ tendency to live in extended households
could result in an underestimation of ethno-racial inequality in a wide variety of
economic outcomes, from household income to homeownership. In spite of the im-
portance of living arrangements to stratification, the literature on the topic suffers
from a number of shortcomings. First, the majority of research on the topic focuses
on Latin American (particularly Mexican) and Asian immigrants. In addition, re-
markable heterogeneity across immigrant groups with respect to human capital and
background characteristics (Borjas 1994, Camarota 2012, Elo et al. 2015, Feliciano
2005, Jasso 2011, Jasso et al. 2004) offers new leverage in the attempt to separate eco-
nomic from cultural sources of disparities in household extension (coresidence) from
the native born. Another shortcoming of the household extension literature is that it
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often fails to distinguish between different types of extension. As Van Hook and Glick
(2007) have highlighted, the determinants of vertical extension (across generations)
often differ from those of horizontal extension (within generations). Finally, a com-
mon conclusion in the literature on immigrant extension is that much of the residual
difference in living arrangements that remains between the foreign and native born
after accounting for socio-demographic characteristics is attributable to disparate cul-
tural preferences. However, previous studies have failed to consider how the uneven
geographic distribution of groups across the country may also contribute to these dis-
parities. Specifically, immigrant populations tend to be far more highly concentrated
than the native born geographically, and are particularly over-represented in urban
and coastal areas, where the cost of living is higher. It is thus important to take into
consideration not only individual and household level characteristics, but also differ-
ences across groups in local context when assessing variation in extension patterns.
Drawing on data from the 2001 through 2013 waves of the American Community
Survey, I address these gaps in our understanding of immigrant household exten-
sion. First, I estimate up-to-date prevalence rates of extension among native-born
non-Hispanic whites and multiple foreign-born groups (Mexicans, Latin Americans
(excluding Mexicans), West Indians, South East Asians, Asians (excluding South
East Asians), Africans, Oceanians, and Europeans), including the relative contribu-
tion of socio-demographic characteristics to household extension. Second, I assess the
prevalence and predictors of extension separately for horizontal and vertical exten-
sion. Third, I investigate the extent to which variation in local context helps explain
some of the residual differences across groups, net of socio-demographic differences,
evident in previous studies. And finally, I examine variation in the predictors of ex-
tension across immigrant groups, separately for vertical and horizontal extension.
Finally, the third chapter examines emigrant selectivity and the factors that
3
shape the choice of migration destinations. The rapid and sustained increase in emi-
gration from Africa has heightened interest in the selectivity of these flows (Castagnone
et al. 2015, Schoumaker, Flahaux, and Beauchemin 2015, van Dalen, Groenewold,
and Schoorl 2003). Understanding the nature and scope of selective emigration out of
Africa is important for both theoretical and policy reasons, since it is closely related
to the ongoing debates about brain-drain and its consequences for Africa (Anarfi,
Quartey, and Agyei 2010, Docquier and Rapoport 2007, 2012). The outflow of skilled
emigrants is not only thought to deprive African nations from citizens who can make
the most valuable contribution to the development process, but it is also thought to
cause losses in public spending on education as emigrants receive education in their
origin countries before migration (Anarfi, Quartey , and Agyei 2010, Docquier and
Rapoport 2007, 2012). Although selective emigration out of Africa has important
implications for development, it remains relatively understudied. Using data from
the 2009 Ghana survey of the Migration from Africa to Europe project (MAFE),
the British Labor Force Survey (waves 2010-12), and the American Community Sur-
vey (waves 2005-10), this study bridges four gaps in our understanding of selectivity
among emigrants from Africa. First, this study investigates how current emigrants
compare to return migrants and non-migrants in terms of their socioeconomic charac-
teristics. Second, it explores whether emigrants to various destinations differ in their
socioeconomic characteristics. Third, the study examines selectivity by using alter-
native measures of socioeconomic characteristics at either the individual or household
level. Finally, it investigates whether Ghanaian emigrants to the United Kingdom and
the United States base their migration decision on a comparison of earnings across
multiple destinations or whether they rely on the presence of networks to choose their
emigration destinations.
Although the three essays represent self-contained, independent articles, they
4
share the commonality that they contribute new empirical knowledge with important
policy implications for the health and wellbeing of populations in both developing
and developed countries. They also utilize various methodological approaches to in-
vestigating population processes.
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CHAPTER 2 : Role of Malaria Control in Improving Child Health in
Mainland Tanzania: Evidence from a Rapid Policy
Scale-up
Abstract
Malaria eradication is a major policy concern in developing coun-
tries, where the disease imposes a high burden on child health. Since
2004, in mainland Tanzania, malaria control interventions have ex-
perienced a rapid scale-up. Between 2004 and 2010, the budget
devoted to malaria control has risen from less than $10 million to
nearly $140 million. Interventions targeting malaria eradication
have mainly consisted of a delivery of insecticide-treated bednets
(ITN). I exploit the timing of this sharp increase in the delivery
of ITN, along with the variation in malaria endemicity across the
country due to ecology, to evaluate the impact of malaria control
interventions on child health with an intent to treat in mainland
Tanzania. My estimates suggest that, on average, malaria control
interventions have helped avert approximately 17.9 deaths for ev-
ery 1,000 live births. In relative terms, they have contributed to
57.7 percent of the reduction in under-five mortality between 2004
and 2010. These interventions have also improved other measures
of child health, such as anemia and stunting, whose odds have been
reduced by 52 and 36 percent, respectively.
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2.1. Introduction
The extent to which interventions geared toward malaria control have improved child
health is an important concern among policy makers and researchers, as this disease
is thought to impose a high burden on children’s health (Rowe et al. 2007, Smith-
son et al. 2015, Steketee and Campbell 2010, TMIERG 2012, WHO 2014). Many
studies have investigated the impact of national malaria control in African coun-
tries, where Plasmodium falciparum, the dominant parasite strain, is responsible for
high morbidity and mortality, especially among children, who typically do not have
an immune system well developed against malaria (Rowe et al. 2007, Steketee and
Campbell 2010). Most of these studies, relying on an after-before design combined
with a “plausibility argument” (Rowe et al. 2007), have suggested possible large
health benefits attributable to malaria control. For example, many have documented
a downward trend in indicators such as under-five mortality and the prevalence of
anemia associated with scale up malaria control interventions (Rowe et al. 2007,
Smithson et al. 2015, Snow, Trape, and Marsh 2001, Steketee and Campbell 2010,
TMIERG 2012).
Yet, there are three shortcomings in past studies of the impact of national
malaria control on child health. First, they usually fail to provide estimates of the
effect size of health improvements that can unambiguously be related to malaria con-
trol interventions (Rowe et al. 2007). In other words, they often do not quantify
the specific contribution of malaria control to improvements in child health. Second,
these studies do not usually control for confounders such as socioeconomic charac-
teristics of children under study. Third, they do not investigate the contribution of
malaria control to improving child nutritional health.
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This paper addresses these shortcomings by using indicators of child nutritional
status and by employing a difference-in-difference strategy. It exploits the timing
of the dramatic scale up of interventions related to malaria control combined with
the fact that malaria endemicity depends on ecology (as anopheles cannot thrive at
altitude above 1,900m (Mohammed et al. 2015, NMCP-MoHSW 2013, Taylor and
Mutambu 1986)) to assess the impact of malaria control on child health in mainland
Tanzania. The malaria control interventions have mainly consisted of vector control
activities, introduced gradually beginning in 2000. Between 2004 and 2006, a voucher
scheme was implemented to provide subsidized insecticide-treated bednets to pregnant
women (Hanson et al. 2008). In 2007, the voucher scheme was expanded to children
under five (Hanson et al. 2008), while, in 2008, a catch-up campaign has provided
more than 9 million bednets at the national level (Bonner et al. 2011). During the
same time period, all-cause under-five mortality has decreased from 112 deaths per
1,000 live births in 2004 to 81 deaths in 2010 (Macro 2011, TMIERG 2012). Likewise,
the prevalence of severe anemia dropped from 11.1 percent to 5.5 percent over the
same time period (Macro 2011, TMIERG 2012).
Using birth history data and measures of child nutritional health from the 2004-
5 and 2009-10 waves of the Tanzanian Demographic and Health Survey, I estimate
the specific contribution of malaria control to improvements in health among children
under five. I examine a number of indicators of child mortality, morbidity, and nutri-
tional health and controlling for several confounders. The estimates suggest that, on
average, malaria control interventions have helped avert approximately 17.9 deaths
for every 1,000 live births between 2004 and 2010. In relative terms, the interventions
have contributed to 57.7 percent of the reduction in under-five mortality over this
time period. These interventions have also reduced morbidity and improved child
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nutritional health in a significant way.
The remainder of the paper is organized as follows. In Section 2.2, I present
the related literature. Section 2.3 describes the context and the data. Section 2.4
presents the identification strategy, while Section 2.5 is devoted to the estimation
strategy. Section 2.6 presents the results, followed by Section 2.7 that focuses on
issues related to robustness checks. Section 2.8 describes threats to validity and
Section 2.9 provides a cost-benefit analysis of the interventions. Finally, Section 2.10
concludes.
2.2. Background
2.2.1. Malaria Disease
The malaria disease is caused by a parasite, the Plasmodium, which attacks red cells
(erythrocytes) (Clark and Cowden 2003, Centers for Disease Control 2010, Newton
and Krishna 1998, World Health Organization 2000). There are five plasmodium
strains in the history of human malaria around the globe, and different plasmodia
tend to thrive in different geographic areas (Centers for Disease Control 2010, Hall
et al. 2005). The most common strain in Africa is Plasmodium falciparum, which is
transmitted by a genus of mosquitoes named anopheles. In Africa, there are seven
malaria mosquito species, among which anopheles gambae, anopheles arabiensis, and
anopheles funestus are the most common (Hall et al. 2005).
The transmission of Plasmodium goes from anopheles to humans and then goes
back to anopheles, following a two-host dynamic (Buffet et al. 2011, Clark and
Cowden 2003, Centers for Disease Control 2010, Hall et al. 2005). The transmission
starts when a feeding anopheles inoculates sporozoites (motile uni-cell parasites) into a
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human host. After inoculation, the malaria parasites go successively through the liver
and blood.There is usually a window of seven to 30 days between the infective bite
and the first appearance of malaria symptoms (Centers for Disease Control 2010).
These symptoms can only be detected during the blood stage when evolved forms
of sporozoites (merozoites) invade erythrocytes. The transmission cycle loops back
to anopheles when they take a blood meal from a human host containing sexually
differentiated forms of the malaria parasites. Upon the blood ingestion, these forms
of parasites undergo several stages of growth inside the anopheles, lasting between
10 to 21 days, before they reach the stage of sporozoites that may initiate another
transmission cycle (Centers for Disease Control 2010).
Formal diagnosis of malaria relies on parasitemia obtained by microscopy or
by rapid malaria diagnosis tests. However, residents in high malaria prevalence re-
gions, often resort to presumptive malaria treatment in the presence of a few malaria
symptoms, which come as a response of the host immune system to the invasion and
destruction of red cells. Clinically, uncomplicated malaria, the most common case
of malaria in Africa, is associated with fever, a sensation of cold, nausea, vomiting,
weakness, and anemia. In young children, it can also cause seizures (Centers for Dis-
ease Control 2010). Uncomplicated malaria can further be associated with a feeling
of general malaise, headaches, and muscular pains. On the other hand, severe malaria
is associated with organ impairment and conscience impairment (Centers for Disease
Control 2010, Newton and Krishna 1998, World Health Organization 2000). The most
prevalent forms of severe malaria affect the brain and to a lesser extent the kidneys.
The Center for Disease Control recommends that healthcare providers consider severe
malaria a medical emergency, requiring a prompt comprehensive treatment (Centers
for Disease Control 2010).
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2.2.2. Malaria Entomology and Ecology
Ecological and climatic factors are important for mosquito development and survival,
of these, temperature plays a crucial role (Bayoh 2001, Bayoh and Lindsay 2003,
Bayoh and Lindsay 2004, Kirby and Lindsay 2004). Mosquitoes develop from eggs
to adult vectors through several stages, among which the first few are aquatic. The
aquatic development of mosquitoes is optimal under temperatures ranging from 22
to 28◦C (Bayoh 2001, Bayoh and Lindsay 2004). At temperatures below 16 ◦C and
above 34◦C, larvae cannot produce adult mosquitoes (Bayoh 2001, Bayoh and Lindsay
2004). Mosquitoes’ survivorship is the highest under temperatures between 15 to
25◦C, and their survivorship declines sharply as temperature increases (Bayoh 2001).
Temperature also affects the length of each developmental stage of mosquitoes. Under
a tropical climate, the time span from eggs to adult vectors lasts approximately five
to 14 days, while in temperate climates this length is more than 30 days1. Thus, the
likelihood of developing the malaria disease highly depends on seasons and geographic
locations.
2.2.3. Malaria and Child Mortality
Malaria is the third most important cause of death among children under five in
Africa after pneumonia and diarrhea (Black et al. 2010). It is believed that between
16 and 60 percent of deaths occurring to those under five years of age are attributable
to malaria in Africa (Alonso et al. 1993, Alonso et al. 1991, Black et al. 2010,
Greenwood et al. 1987). In the last few decades, research on the role of malaria in
1https://www.cdc.gov/malaria/about/biology/mosquitoes/index.html
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child mortality has generated a substantial literature, encompassing a variety of study
designs. Several studies have relied on cross-sectional analysis of data from verbal
autopsy to investigate the proportion of deaths due to malaria. For instance, using
data collected with a post-mortem questionnaire (verbal autopsy), Greenwood and
colleagues (1987) find that malaria accounts for 25 percent of deaths in children aged
one to four (Greenwood et al. 1987). Yet, this estimate of the contribution of malaria
to child mortality has not convinced everyone, as there is serious concern that it might
be downwardly biased (Rowe et al. 2007, Shanks, Hay, and Bradley 2008, Snow,
Trape, and Marsh 2001, Steketee and Campbell 2010). Shanks and colleagues (2008)
have shown that the downward bias in the estimates of malaria-induced mortality
with verbal autopsy or vital registration data can be as large as the estimates of
mortality themselves, because not only does malaria increase mortality related to
other infectious diseases such as pneumonia (Shanks, Hay, and Bradley 2008), it
also increases the risks of mortality in children through its tendency to cause low
birthweight and pre-term births (Snow, Trape, and Marsh 2001). The research on
malaria-induced mortality based on observational data, grapples with the fact that
the methods to capture the specific contribution of malaria to child mortality often
lack both sensitivity and specificity.
The advent of insecticide-treated bednets (ITN) provides a better means to
investigate the role of malaria in child mortality, and randomized controlled trials
(RCT) of ITN’s have been conducted in many African countries. In two studies on the
impact of the use of ITN on child mortality in the rural Gambia, Alonso and colleagues
(1991 and 1993) find a 60 percent decline in all-cause mortality among children aged
between one and four attributable to a reduction in malaria prevalence (Alonso et
al. 1993, Alonso et al. 1991). In another study in the Gambia, D’Alessandro and
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colleagues (1995) show that large scale delivery of ITN has led at most to a 38 percent
decline in mortality among children aged one to nine.
The discrepancies in the findings across these studies are thought to stem from
differences in the uptake of ITN among children under five and in malaria transmis-
sion intensity in the study regions, where transmission intensity varies from low to
moderate (D’Alessandro et al. 1995). The intensity of malaria transmission is often
measured by the entomological inoculation rate, referring to the mean annual or sea-
sonal number of infective bites of malaria mosquitoes. Low to moderate transmission
intensity usually refers to infective bites, ranging between one and 10 per year, while
high transmission intensity is associated with more than 100 infective bites per year
(Binka et al. 1996, D’Alessandro et al. 1995).
To extend these findings, many studies have sought to assess malaria-induced
child mortality in areas with high malaria transmission. These studies estimate the
specific contribution of malaria to child mortality as between 17 and 33 percent across
various settings in Africa (Binka et al. 1996, Nevill et al. 1996, Ter Kuile et al. 2003).
These studies have first demonstrated that the relative contribution of malaria con-
trol to child mortality reduction tends to be inversely proportional to transmission
intensity. This reflects more the fact that mortality is relatively higher in the high
transmission intensity areas compared with the low transmission areas than a sub-
stantive difference in the mortality response to malaria control. The results have also
underscored the fact that cultural factors that are not supportive of a wide adoption of
ITN tend to diminish the contribution of ITN delivery to reducing malaria-induced
mortality. Overall, it can be inferred that despite differences in the magnitude of
malaria-induced mortality from one study to the other, the RCT’s have empirically
established the fact that malaria is responsible for a large share of child mortality in
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Africa.
Because the early evidence of a mortality reducing effect of ITN delivery is
drawn from studies, providing households with free ITN, the results do not answer
the other policy related question of whether ITN delivered at some price would still
positively affect child health. Schellenberg and colleagues (2001) help bridge this gap
in a study in rural Tanzania, where malaria transmission is high, median monthly
household consumption ranges between 77 and 96 $US, and ITN are sold at $5 and
treatment kits at $0.42 (Schellenberg et al. 2001). The authors report that under-five
mortality has declined by 18 percent after the delivery of subsidized ITN’s (Schellen-
berg et al. 2001). Although the study takes place in a low income area, its results
are consistent with findings from prior RCT’s.
The consistent findings of large health benefits from ITN delivery among chil-
dren have supported scale-up malaria interventions across Africa. At the turn of the
millennium, in line with the 2000 Abuja Declaration (Malaria Roll Back World Health
Organization 2000), most national malaria programs have used social marketing with
various schemes to promote the household use of subsidized ITN (MoHSW 2008,
Rowe et al. 2007). The early program goal was malaria control. In subsequent years,
some African countries have shifted to free delivery of ITN and to more ambitious
interventions geared toward malaria eradication (MoHSW 2008). After a decade or so
of massive interventions, the specific contribution of these efforts to improving child
health is not yet clearly understood.
The few studies that aim to assess the impact of national malaria programs
include research by Steketee and Campbell (2010). Reviewing data from more than
30 African countries, Steketee and Campbell (2010) find a downward sloping trend in
child mortality associated with rapid scale-up of core malaria control interventions,
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consisting of delivery of ITN, indoor residual spraying, malaria case management, and
intermittent preventive treatment of malaria during pregnancy (Steketee and Camp-
bell 2010). They go on to suggest a plausible causal relationship between malaria
control and the decrease in child mortality, whose effect size is conjectured to ex-
ceed a 20 percent reduction in all-cause under-five mortality (Steketee and Campbell
2010).
Another published investigation of the impact of malaria control on child health
is the study by Smithson and colleagues (2015), implemented in mainland Tanzania,
relying on an after-and-before design that uses a “plausibility argument”. In this
study, Smithson and colleagues (2015) assess child health with the following measures:
infant and under-five mortality and prevalence of anemia (Smithson et al. 2015).
The authors compare the levels of these health indicators before and after scale-up
interventions and examine if the patterns of changes are consistent with biological
and ecological mechanisms, whereby a decline in malaria would translate into health
benefits (Smithson et al. 2015). Smithson and colleagues (2015) argue that some
unspecified fraction of the decrease in under-five mortality and of the drop in the
prevalence of severe anemia is attributable to malaria control (Smithson et al. 2015).
In other words, the study has provided no specific estimates of the contribution
of malaria control to the observed improvements in child health, which could have
potentially stemmed from many confounding factors.
2.2.4. Malaria and Child Nutritional Health
In many African countries experiencing high prevalence of malaria, children’s nutri-
tional health (stunting, wasting, and low weight-for-age) is also a tremendous health
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challenge (De Onis, Blo¨ssner, and Borghi 2012). Poor child nutritional health is a se-
rious public health problem with negative influences on other aspects of child health,
child development, schooling, and later life outcomes (De Onis, Blo¨ssner, and Borghi
2012, Guerrant et al. 2013, Guerrant et al. 2008, Hoddinott et al. 2008). Poor nutri-
tional status can also weaken children’s immunity to infectious diseases (Eswarappa,
Estrela, and Brown 2012, Guerrant et al. 2013).
The idea that malaria and child nutritional status might be related is not new
(Ferreira et al. 2015, Shankar 2000). Several studies have investigated whether
poor nutritional status in children is associated with frequent episodes of malaria
and whether under-nourished children are exposed to a high likelihood of developing
malaria (Ferreira et al. 2015, Shankar 2000). Findings from these studies suggest
that malaria mortality tends to be higher among under-nourished children compared
to their better fed counterparts, but that the incidence and prevalence of malaria do
not seem to vary by nutritional status (Ferreira et al. 2015, Shankar 2000). Although
there is no clear consensus among nutritionists about the clinical relationship between
malaria and malnutrition (Arinaitwe et al. 2012, Deen, Walraven, and Von Seidlein
2002, Ehrhardt et al. 2006, Ferreira et al. 2015, Fillol et al. 2009, Friedman et al.
2003, Mitangala et al. 2013, Nyakeriga et al. 2004, Olumese et al. 1997, Renaudin
1997, Shankar 2000, Van den Broeck, Eeckels, and Vuylsteke 1993), a growing body
of research has suggested that malaria control has led to improvements in child nu-
tritional health (D’Alessandro et al. 1995, Kang et al. 2013, Snow et al. 1991, Ter
Kuile et al. 2003).
In Tanzania, where the dominant parasite, Plasmodium falciparum, is partic-
ularly virulent (Buffet et al. 2011, Charlwood et al. 1997, Clark and Cowden 2003,
Midega et al. 2007, Newton and Krishna 1998, Sinka et al. 2010), there are good
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reasons to suspect an impact of malaria control on child nutritional health. First,
frequent exposure to malaria may affect child nutritional status through inadequate
ingestion of nutrients. Second, malaria may affect child nutritional health through
availability of resources because more household spending on health due to malaria
may deplete economic resources available to all household members. Malaria may also
reduce people’s ability to engage in economic activities. Hence because of malaria
household members of working ages may earn less. Such an adverse effect of malaria
is likely to be critical for children living in poverty, whose resource constraints are
binding for food consumption.
2.2.5. Contribution to the literature on impact evaluation of malaria control
Past studies seeking to assess the impact of national malaria control on child health
share three shortcomings. First, they fail to provide estimates of the magnitude of
gains in child health that can unambiguously be related to malaria control. Second,
these studies do not often rely on multivariate analysis to control for confounders
such as socioeconomic characteristics of children under study. Finally, they do not
investigate the contribution of malaria control to improvements in child nutritional
health.
I respond to these shortcomings by using a quasi-experimental design that relies
on a difference-in-difference approach with cross-sectional data from multiple waves
of the Tanzanian Demographic and Health Survey and by investigating the impact
of malaria control on child nutritional health. The main contribution of this paper is
to provide estimates of the specific contribution of malaria control to improvements
in child mortality and nutritional health in mainland Tanzania. This novel approach
to measuring the impact of malaria control is described in Section III, following the
next section that presents the data and the context.
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2.3. Context and Data
2.3.1. Malaria Epidemiology in mainland Tanzania
In mainland Tanzania, malaria is seasonal or perennial, with transmission intensity
varying from very low to high transmission. Recent estimates indicate that 80 per-
cent of the population lives in regions where malaria transmission is stable perennial
to stable seasonal (MoHSW 2008, NMCP-MoHSW 2013). About 16 percent of the
population live in areas with intermittent transmission, and the remaining four per-
cent live in areas that are essentially malaria free (MoHSW 2008, NMCP-MoHSW
2013). Malaria incidence usually peaks during the rainy season, leading to variation
in the burden of malaria across the country as some regions experience two rainy
seasons, whereas others have only one (Macro 2011, Rowe et al. 2007). Plasmodium
falciparum is the dominant parasite strain. The main malaria vectors are anopheles
gambiae (67 percent), anopheles funestus (22 percent), and anopheles arabiensis (9
percent) (Kabula et al. 2011, Sinka et al. 2010). Anopheles arabiensis and Anophe-
les gambiae have the highest entomological inoculation rates. However, recent field
data suggest changes in the relative distribution of malaria mosquitoes in mainland
Tanzania as a result of the ongoing use of insecticides (NMCP-MoHSW 2013). As
far as vectorial capacity, i.e., the proportion of anopheles recorded to be carrying
Plasmodium sporozoites, is concerned, it is the highest among anopheles gambiae (25
percent) (Kabula et al. 2011).
18
2.3.2. Malaria Control Program in Mainland Tanzania
The malaria control interventions have benefited from large increases in funding since
2000 (MoHSW 2008). Prior to 2004, public spending on malaria control was very
low; but from 2004 to 2010, it rose steadily from $6 million to nearly $140 million
(TMIERG 2012). It is important to note that the pace of increase in the budget of
malaria control has not been even over this time period; spending from 2007 to 2010
accounts for approximately 90 percent of the aggregate budget (TMIERG 2012). Sus-
tained high levels of funding, prevailing since 2007, has helped implement in mainland
Tanzania a three-pronged strategy geared toward malaria eradication, consisting of
vector control, case management, and malaria prevention.
Vector Control
Between 2000 and 2010, vector control, mainly consisting of the delivery of long lasting
insecticide-treated bednets (LLIN/ITN), has been the linchpin of malaria control in
mainland Tanzania. Indeed, the delivery of these treated bednets has represented 47
percent of the $450 million devoted to malaria control (TMIERG 2012). The access
of the Tanzanian population to ITN has gone up in a way that mirrors increases in
the budget devoted to malaria control.
In 2004, the Government of Tanzania initiated a phase-in voucher scheme to
make ITN available to pregnant women, which reached a full national coverage by
2006 (Hanson et al. 2008). The voucher scheme entails a top-up payment from
beneficiary women, ranging from $0.21-0.87, in a context where the average monthly
income is approximately $90 (Hanson et al. 2008). In 2007, the voucher scheme was
extended to children under five. Process indicators, however, lagged behind efforts
to scale up the voucher scheme. For example, the proportion of children under five,
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sleeping under treated nets was 26 percent in 2008 compared to a program target of
60 percen (MoHSW 2008).
In 2008, a catch-up intervention delivered 9 million ITN to children under five
and pregnant women (Bonner et al. 2011). In 2010, another catch-up intervention
delivered 18 million ITN to the same targets (Renggli et al. 2013). These interventions
between 2008 and 2010 have caused a sharp surge in most coverage indicators related
to ITN (TMIERG 2012). The use of nets jumped between 2008 and 2010 from 26
to 56 percent among children under five and from 24 to 62 percent among pregnant
women (TMIERG 2012). Whereas the delivery of ITN has been implemented at the
national level, there have also been other interventions, conducted locally, aimed at
reducing the number of malaria mosquitoes.
Such interventions include indoor residual spraying (IRS) in two regions where
large breeding sites of mosquitoes are easy to target. In 2007, the IRS started in
selected districts in the regions of Kagera and Karagwe in the northwest of the country.
By 2009, it was scaled up to all districts in these two regions. Other vector control
interventions include environmental control and larviciding as part of the integrated
malaria control program implemented in Dar Es Salam. In addition to vector control,
the malaria control program has sought to improve correct diagnosis and treatment
of malaria.
Malaria Case Management
Malaria case management is the second component of the malaria eradication strat-
egy in mainland Tanzania after vector control. It includes appropriate treatment of
malaria cases after correct diagnosis is provided by microscopy or rapid diagnosis tests
(MoHSW 2008). A key attraction of the case management strategy is that correct and
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rapid treatment of malaria can not only reduce the disease burden of malaria, but can
also help break the transmission cycle, contributing to reducing anopheles’ vectorial
capacity. Unfortunately, laboratory tests seeking to confirm malaria cases have not
yet been widely available in Tanzania, and the treatment of malaria cases often relies
on clinical diagnosis (MoHSW 2008, TMIERG 2012). Malaria cases are managed ac-
cording to the new guidelines of the World Health Organization, recommending the
use of artemisinin combination (ACT) as the first-line therapy for malaria. Quinine is
recommended for severe forms of malaria. Since 2009, ACT drugs have been mostly
available at more or less affordable prices (if not subsided), despite a stock-out in
2010.
Intermittent Preventive Treatment
The third component of the strategy to eradicate malaria in mainland Tanzania con-
sists of malaria prevention. Preventive interventions mainly focus on reducing malaria
cases in pregnant women, as malaria during pregnancy can affect women’s health and
birth outcomes. Malaria prevention in pregnant women has had a historically low
uptake in mainland Tanzania (MoHSW 2008, TMIERG 2012). In 2010, 26 percent
of the pregnant women went through the complete course of prevention, consisting
of two therapeutic doses (MoHSW 2008, TMIERG 2012). This represents a modest
improvement of 5 percentage points since 2004, and still falls short of the national
target of 80 percent (MoHSW 2008, TMIERG 2012). The conflicting directives from
the antenatal health system and the malaria control program may help explain why
most women only take the first therapeutic dose, as there tends to be some confusion
about the gestational term at which the first dose can be administered and the correct
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time spacing between the two doses (TMIERG 2012).
2.3.3. Data
I investigate the role of malaria control in improving child health in mainland Tan-
zania, using micro-level data from two waves of the Demographic and Health Survey
(DHS), fielded respectively from October 2004 to February 2005 and from December
2009 to May 2010 (Macro 2005, 2011). These data are collected by the Tanzanian
National Bureau of Statistics with technical assistance from Macro International Inc.;
they are gathered from two independent, nationally representative samples of 9,852
and 9,741 households respectively. In each survey wave, the response rates are above
99 percent at the household level and 96 percent at the level of the individual women,
with slightly higher rates (in an order of magnitude of 0.2) in rural areas compared
to urban ones (Macro 2005, 2011). In most areas of the country, the time period of
the data collection overlaps with the rainy season (when malaria prevalence is high),
which helps measure malaria and its effects on child health. The DHS survey collects
birth histories of all women of reproductive ages (15-49 years), including an indicator
of whether the children born to a given mother are alive at the time of the survey.
It also provides information on the child anthropometric measures and a wealth of
household background characteristics.
I merge district-level data on population-adjusted malaria prevalence among
children aged two to ten in 2000 (retrieved from the report titled “An Epidemiological
Profile of Malaria and its Control in Mainland Tanzania” (NMCP-MoHSW 2013))
to the DHS data. This prevalence measure has been used in many settings as a
measure of the burden of the malaria disease at the population level (NMCP-MoHSW
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2013). It is obtained from a Bayesian hierarchical regression, using data from 2,193
time-surveys at 1,447 distinct locations in Tanzania (NMCP-MoHSW 2013). Data
on malaria prevalence have provided a means to explore likely health responses to
malaria control.
I restrict the DHS sample to the subset of children under five, who have no
missing information on the explanatory variables (presented below). In total, 5.3
percent of children under-five were excluded. Throughout the analysis, the sample
varies in size across health outcomes because some of these outcomes have missing
information. Table 2.1 presents the analysis sample by survival status and year of
birth. Data on child mortality have no missing information, yielding a pooled sample
consisting of 12,612 children under five, which includes 11,677 surviving children. This
sample is slightly unbalanced between the two waves as it consists of 52.2 and 47.8
percent in the 2004 and the 2010 DHS, respectively. The pooled sample pertains to
children, mostly born between 2000-2004 in the 2004 DHS (only 0.7 and 0.4 percent
were born respectively in 1999 and 2005), and to children born between 2005 and
2010 in the 2010 DHS.
For the other measures of child health, the analysis sample is restricted to
children who are alive at the time of the survey. The anemia variable has no missing
data, resulting in a sample of 10,463 children between six and 59 months of ages, there
are missing values in child weight and height. Missing information affects 10.6 percent
of children alive at these ages, yielding a sample of 9,706 children under five for the
analysis of child nutritional health. For robustness checks, I supplement the analysis
with analogous data from the 1999 DHS, consisting of 2,406 children under five, who
are either alive or dead for the analysis pertaining to the under-five mortality. The
rationale of this step in the analysis is to check whether the program effects are absent
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between 1999 and 2004, as no program has been implement during this time period.
2.3.4. Dependent Variables
I examine the impact of the malaria control program on four measures of child health.
First, I investigate the impact of malaria control on under-five mortality, which is a key
impact measure recommended by the Roll Back Malaria monitoring and evaluation
board (Rowe et al. 2007, TMIERG 2012). I estimate under-five mortality with the
pooled DHS data among children under five. (section 2.5 on the Estimation Strategy
describes the approach to modeling under-five mortality). Survival information is
provided by the observation time recorded in months and a child’s survival status,
indicating whether a child is alive at the time of the survey and the month of death
for those deceased. Second, I examine the impact of malaria control on the prevalence
of moderate anemia. The level of anemia is closely related to malaria, which destroys
blood red cells and tends to cause anemia in children (Buffet et al. 2011, Clark and
Cowden 2003, Newton and Krishna 1998). Moderate anemia is defined as an altitude-
adjusted level of hemoglobin between 7.0-9.9g/dL. This variable is collected among
children aged 6 to 59 months, who are alive at the time of the interview.
I further investigate the impact of malaria control on stunting and low weight-
for-age because these measures of child nutritional health, especially stunting, are in-
dicative of children’s exposure to infectious diseases (Eswarappa, Estrela, and Brown
2012, Guerrant et al. 2013). I estimate the prevalence of stunting and low weight-for-
age, using the World Health Organization growth charts and recommended cutoffs,
together with anthropometric data from the DHS. Weight and height are available
for the children aged 6 to 59 months, who are alive at the time of the interview.
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Following the WHO guidelines, I consider children falling under two standard devia-
tions of their standardized height-for-age or weight-for-age to define stunting and low
weight-for-age, respectively (Macro 2011).
2.3.5. Explanatory variables
Key explanatory variables are related to exposure to malaria dummy pre and post-
intervention periods. These variables are described in section 2.4, which explains the
identification strategy. In addition, I use many proximate determinants of child health
identified in previous research (Alexandre et al. 2015, Behrman and Deolalikar 1988,
Berger, Fahrmeir, and Klasen 2002, Rosenzweig and Schultz 1983, Rosenzweig and
Wolpin 1988, Strauss and Thomas 1998, Trussell and Hammerslough 1983). However,
because I am interested in evaluating the impact of malaria control, the choice of
control variables is guided by the requirement that these variables may not be directly
altered by the malaria control interventions. Thus, the exogenous control variables
include child’s sex; child’s age (recorded in months for the analysis dealing with
anemia and nutritional health); mother’s education (three binary indicators of no
education, primary, secondary or higher); education of mother’s partner (a proxy
for father’s education, measured by the same three binary indicators as for mother’s
education); household head’s sex (male=1); an indicator of whether child lives in an
urban area; and five indicators of living standards, capturing whether a household has
access to clean water, whether a household has access to improved sanitation, whether
the wall, the floor or the roof of the dwelling place is made from modern materials,
respectively. I also use season of birth (rainy season=1), which is constructed from
the month of birth, place of birth, and information on the timing of the dry and rainy
seasons in mainland Tanzania. Note that place of birth is inferred from the mother’s
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place of residence at the time of the survey, as there is no other information in the
DHS dataset to indicate a child’s place of birth. I further use an indicator of whether
the mother attended antenatal care during pregnancy and an indicator of whether the
mother reported distance as a big concern for the use of healthcare for herself. These
variables aim to capture information about access to healthcare or alternatively the
price factors associated with child health. I use mother’s age, captured by four binary
indicators, to control for the risks related to giving birth at extreme ages (very young
or older ages).
To describe the changes in program uptake between survey waves, two variables
about program coverage are presented. These variables include the proportion of
children sleeping under an insecticide-treated bednet the night before the survey and
a variable at the household level, indicating for each child whether all children in
her/his household sleep under a treated bednet. Because these program coverage
variables are process indicators, they are not used in the multivariate analysis of the
impact of malaria.
2.4. Identification Strategy
The evaluation of large scale health programs is frequently complicated by the fact
that program assignment may not be randomized. To address this difficulty, re-
searchers have often used plausibly exogenous criteria to define the treatment and
control groups with observational data. In this study, the Plasmodium falciparum
parasitemia at the population level, which helps characterize malaria endemicity2,
and the survey years provide the basis for using a difference-in-difference approach
2There is a close correspondence between malaria endemicity and the intensity of malaria trans-
mission.
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with an intent to treat to identify the impact of malaria control on child health
in mainland Tanzania. I exploit the fact that low malaria endemicity, prevailing
prior to any vector control interventions, in a given area reflects the fact that this
area is inhospitable for malaria vectors. In Tanzania, highlands usually experience
very low malaria endemicity, reflecting the inability of anopheles there to survive or
to contribute to the vector-host transmission, as they are exposed to low average
temperatures (Mohammed et al. 2015, NMCP-MoHSW 2013, Taylor and Mutambu
1986).
In this paper, the intensity of malaria endemicity, before any anthropic ac-
tions, seeking to modify the epidemiological profile of malaria, is measured by the
2000 population-adjusted prevalence of malaria parasites in children aged two to ten3
measured at the district level. Figure 2.1 illustrates malaria endemicity in mainland
Tanzania based on this measure. I define two groups of areas that experience two
distinct regimes of exposure to the malaria disease by using a cutoff of five percent
of the population-adjusted prevalence of Plasmodium falciparum. The choice of this
point value of five percent is motivated by the fact that below this cutoff, malaria
is either absent or hypo-endemic (NMCP-MoHSW 2013). Nine percent of the chil-
dren in the analysis sample live in the low endemicity areas, where the population
adjusted prevalence is below five percent; while the rest of the sample lives in the
high endemicity areas, where the population adjusted prevalence vary from five to
93 percent. Although the range of prevalence in the high endemicity areas is wide,
it reflects thresholds at which malaria can be clinically damaging at the population
level (NMCP-MoHSW 2013).
The low endemicity areas are then considered control areas, whereas the high
3The measure is highly negatively correlated with altitude (Pearson correlation = -0.567; p-value
=0.000).
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endemicity areas are the intervention areas. The rationale for this choice is that
the impact of malaria control will be minimal in the areas with very low exposure
to malaria, as cases of malaria are unlikely with malaria being absent or very rare
(sleeping under a bednet in areas with no anopheles, would have no protective role
against malaria). However, depending on the intensity of migration between the high
and low endemicity areas, correct and rapid diagnosis could make a difference in a
child’s health related to malaria. In any case, net in-migration to the areas of low
malaria endemicity would lead to underestimate of the impact of malaria control on
child health. One important thing to note is that the “treatment” is not defined as
being exposed to malaria control interventions. It is rather defined as living in areas,
where after being exposed to the malaria control interventions, households would be
expected to improve their children’s health through the interventions.
The validity of this approach to assess the impact of malaria control rests on the
assumption that there would be no change in the epidemiology of malaria in main-
land Tanzania during the time span between 2004 and 2010 if there were no malaria
control. Put differently, it must be the case that natural conditions did not change
independently in such a way that they would have modified malaria epidemiology over
this time period. Indeed, between 2000 and 2010, the ecological profile of Tanzania
has not changed in a way that would have affected the environmental suitability of
anopheles in Tanzania (NMCP-MoHSW 2013).
The timing of the successive waves of the DHS maps almost perfectly onto the
before and after intervention time period. I consider children under five, in the 2004
DHS to be in the pre-intervention period, while children under five in the 2010 DHS
are considered to be in the post-intervention period. The timing of the 2010 DHS is
fortunate in the sense that children have been exposed to the risk of malaria over a
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few rainy seasons (periods of high transmission intensity) have passed. This allocation
rule, defining the before and after intervention, might be seen as suboptimal because
some children, born between 2004 and 2005, have benefited from some interventions
of the malaria control program, mainly associated with the voucher scheme (Hanson
et al. 2008). However, less than 0.5 percent of the children in the 2004 DHS were born
in 2005. Furthermore, coverage indicators of the malaria control program before 2006,
show that most program interventions have had low coverage at the national level
(MoHSW 2003, 2008, TMIERG 2012). Remember that large scale malaria control
interventions have been implemented from 2006 onward.
With these definitions of intervention and control areas, and of pre and post-
intervention periods, one is equipped to use a difference-in-difference (DD) estimator.
Equation (2.1) below illustrates the DD approach:
Yi = β0 + β1 (Mi ∗ Ti) + β2Mi + β3Ti + εi (2.1)
where:
1. Yi is a measure of child health;
2. Mi =1(Child lives in a high malaria endemicity area);
3. Ti = 1(Survey year is 2009-10).
The parameter β1 is of a prime importance in this analysis as it identifies the
impact of post-intervention exposure relative to exposure before the national-level
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program was rolled out. The identification strategy using a DD estimator accounts
for the fact that the indicators of child health of interest are not malaria specific.
What the DD estimator is picking up is the specific contribution of malaria control
to reduction in mortality. It allows for differences in the baseline in each endemicity
group. However, the DD estimator does not allow for differences in the slope of the
trends in indicators, stemming from factors other than those defined by the treat-
ment (Angrist and Pischke 2008, Shadish, Cook, and Campbell 2002, Todd 2007).
In Section 2.9, I shall explore the validity of this assumption. Hence, the current
identification strategy helps quantify the causal of the impact of malaria control on
child health. Put differently, at the population level, the coefficient β1, in Equation
(2.1), provides a causal measure of malaria control interventions on child health (Y).
In the next section, I present ways to estimate the effect of the malaria program on
child health.
2.5. Estimation Strategy
I use a continuous-time duration model4 to investigate under-five mortality (Allison
2014, Amemiya 1985, Cleves 2010, Van den Berg 2001). In the DHS dataset, the
observation time is recorded in a discrete form (months), which implies possible ties.
Such ties are handled with the Efron approximation procedures (Borucka 2014, Efron
1977, Hsieh 1995). Methods for duration analysis are particularly well-suited for
analyzing mortality data mainly because they account for censoring, arising from the
fact that not all children are observed for the same time span (Allison 2014, Amemiya
1985, Cleves 2010, Klein et al. 2016, Therneau and Grambsch 2000, Van den Berg
4In section 2.7, I run a robustness analysis with a discrete-time duration model.
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2001). As Trussell and Hammerslough (1983, p.2) have pointed out, the duration
analysis methods provide a means to investigate child mortality in a way that is
consistent with the life table approach (Trussell and Hammerslough 1983).
The risks of mortality are estimated with survival information as the input.
For a given child i, survival information is captured by the pair (ti,di), where ti is an
integer between 0 and 59 (inclusive), representing a child observation time recorded in
months, and di is an indicator of whether child i is alive at the date of the interview.
Hence, for a child, who is alive, di=0 and ti is her current age, while for a deceased
child di=1 and ti is her/his age at death. Children who are still alive at the time of
the interview are censored. Censoring is random as the observation time for each child
is a random variable, depending on her date of birth and the date of the interview. I
assume that censoring is non-informative. This is a plausible assumption because the
date of the interview cannot be systematically related to the survival status of every
child.
There are several alternatives for modelling event time. I utilize a Cox propor-
tional hazard model to model under-five mortality because it allows for an arbitrary
form in the baseline hazard function. The Cox proportional hazard model also helps
focus on the hazard functions, which are other ways of expressing the death rates
commonly used in the demographic literature.
I define the hazard of death among children under-five as a function of their
socioeconomic characteristics in the following way:
ln(h(ti|Zi)) = ln(h0 (ti)) + β1Mi ∗ T i + β2Mi + β3Ti + β4Xi (2.2)
Where:
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1. h0(.) is the arbitrary baseline hazard function;
2. ti is the observation time of child i;
3. Zi=(Mi, Ti, Xi), with:
(a) Mi =1(Child lives in a high malaria endemicity area);
(b) Ti = 1(Survey year is 2009-10);
(c) Xi the vector of control variables.
Given the fact that:
h(ti|Zi)) = −
S ′(ti|Zi))
S(ti|Zi))
(2.3)
Where: and S (ti | Zi) = 1− F (ti) with F(ti) the cumulative distribution function of
t and S ′ (t) = dS(t)
dt
In the Cox model, the survival function, S(.), is a function of the parameters
in equation (2.3) and of the baseline survival probability S0(.), all of which can be
estimated from the data. When there are ties, denote pii the conditional probability,
solution to the following equation:
∑
k ∈ ∆i
eZkβ
1− piieZkβ
=
∑
k ∈ Ri
eZkβ
Where:
1. ∆i is the set of the cases that failed at ti;
2. β is the stack vector of parameters;
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3. Ri is the risk set at time ti.
S0 (t | Z) =
∏
i:t(i)<t
pii (2.4)
The survival probability is then defined as:
Si (t | Z) = [S0(t)]e
Ziβ
(2.5)
Although the Cox proportional hazard model is very flexible, it imposes pro-
portionality at all points in time in the hazards at all levels of the covariates. This
restrictive assumption, which may be violated in practice, is usually tested with a
test based on the Shoenfeld residuals (Allison 2014, Cleves 2010). Table 2.2 presents
the results of this test with the full model, controlling for all covariates. The test of
the proportional hazard assumption leads to a wide rejection of the proportionality
assumption. Because the outcome of the Shoenfeld residuals test is sensitive to the
sample size, it is also important to examine the magnitude of the correlations between
these residuals and each covariate and to examine the number of covariates implicated
in the association before making definite conclusions about the consequences of the
proportionality assumption. The results from the table indicate that these correla-
tions are relatively small and that only three covariates (the indicator of whether a
child’s mother attends antenatal care during child’s pregnancy, whether a household
is male headed, and whether a mother reports distance a big concern for her use of
healthcare) have a statistically significant association with the residuals, suggesting
that the implications of the violation of the proportionality assumption are likely to
induce little change in the estimated parameters.
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However, I relax this assumption by including new predictors that control for the
interaction between time or a function thereof and the covariates with a statistically
significant association with the Shoenfeld residuals. Specifically, I proceed with a Cox
model that controls for the interaction between the logarithm of time ti and each of
the three covariates, causing a statistically significant association with the Shoenfeld
residuals in the following fashion:
ln(h(ti|Z ′i)) = ln(h0 (ti)) + β1Mi ∗ T i + β2Mi + β3Ti + β4Xi + β5ln(ti)∗Z2i (2.6)
Where:
1. h0(.) is the arbitrary baseline hazard function;
2. ti is the observation time of child i;
3. Z’i=(Mi, Ti, Xi, Z2i), with:
(a) Mi =1(Child lives in a high malaria endemicity area);
(b) Ti = 1(Survey year is 2009-10);
(c) Xi the vector of control variables.
(d) With Z2i being the vector of an indicator of whether a mother attends
antenatal care during a child’s pregnancy, whether a household is male
headed, and whether a mother reports distance as a big concern for her
use of healthcare.
Another requirement of a causal analysis with the Cox regression is that there be
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no statistically significant interaction between the treatment variable and the covari-
ates (Klein et al. 2016). The data meet the requirement of no statistically significant
interactions between the treatment variable and the socioeconomic control variables
(results not shown).
As far as anemia, stunting, and low weight-for-age are concerned, a logistic
regression is used to estimate the effect of the malaria control interventions on their
prevalence, as these measures are binary variables. Equation (2.7) below presents the
specification of the logistic regression with the full set of covariates.
Yi = β0 + β1 (Mi ∗ Ti) + β2Mi + β3Ti + β4Xi + εi (2.7)
where:
1. Yi is a binary measure of child health;
2. Mi =1(Child lives in a high malaria endemicity area);
3. Ti = 1(Survey year is 2009-10);
4. Xi the vector of control variables;
5. and εi is an idiosyncratic disturbance term following the logistic distribution.
For all measures of child health, I begin by estimating a specification with
no control variables, as shown in Equation (2.1). Then, for under-five mortality,
I estimate the specification with the full set of the control variables, illustrated in
Equations (2.2) and (2.6). To recover estimates of hazard functions and the survival
probabilities, Equation (2.3) and (2.5) are used respectively. The program effect
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on survival is computed by differencing the mean survival probability between the
two levels of the interaction between the indicator of high malaria endemicity and the
indicator of year 2010. Finally, the specifications in Equations (2.1) and (2.7) are used
to estimate the odds of anemia, stunting, and low weight-for-age. The next section
presents the bivariate relationship between the outcomes and malaria prevalence,
sample characteristics, description of survivorship, and estimation results.
2.6. Results
2.6.1. Malaria Prevalence and Child Health
Table 2.3 shows unadjusted correlations between measures of child health and population-
adjusted falciparum prevalence (PFPR) in children aged 2 to 10 years. The results
suggest a nonlinear and positive relationship between malaria prevalence and poor
child health. Panel A presents the results pertaining to child survival. In 2004, i.e.
before large scale malaria interventions, as shown in Column (1) of Panel A, there
is a statistically insignificant positive relationship between child mortality and the
prevalence of malaria. The absence of statistical evidence of this relationship hints
at a possible nonlinear relationship between under-five mortality and these levels of
malaria prevalence. In Column (2) a nonlinear relationship is explored with four
binary variables indicating various levels of malaria prevalence, which were chosen
in reference to epidemiological data that define the clinical experience of malaria at
the population level in Tanzania. The estimates suggest a nonlinear, statistically
significant relationship between PFPR and under-five mortality in 2004, where high
levels of mortality are associated with high levels of malaria prevalence, with clear
increasing gradient up to 50 percent. The last two columns of the table present the
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same set of estimates for the year 2010. Contrary to 2004, the continuous correla-
tion between PFPR and child mortality is statistically significant, suggesting a weak
positive relationship between the malaria prevalence and under-five mortality. Yet,
the nonlinear relationship does not support the same interpretation as areas with low
levels of malaria prevalence experience lower levels of under-five mortality than areas
of very low prevalence. On the other hand, there is no evidence of difference in the
level of mortality between areas experiencing high malaria prevalence and very low
prevalence. Prima facie, these results provide a strong support to the idea of a positive
effect of malaria control on under-five mortality, since they suggest a sharp mortality
decline in areas previously experiencing high levels of mortality before the interven-
tions, which are not expected to affect under-five mortality in the low endemicity
(very low prevalence) areas.
Panel B of Table 2.3 presents unadjusted coefficients of a linear regression of
levels of the density of hemoglobin (anemia) on the PFPR. As shown, in both 2004
and 2010, there is a negative relationship between these two variables, highlighting
the clinical fact that malaria tends to cause anemia in children. The strength of
the association decreases between 2004 and 2010, suggesting some improvements at-
tribuatable to the malaria program. Similarly, the results from the binary indicators
of malaria prevalence show a highly nonlinear relationship, whereby high levels of
malaria prevalence are associated with low density of hemoglobin in children.
Panels C and D show the unadjusted coefficients with z-scores of height-for-
age and weight-for-age for years 2004 and 2010. The results indicate evidence of a
non-linear relationship between PFPR and the z-scores of height-for-age and weight-
for-age, respectively. The estimates on the binary variables indicating cutoffs in the
levels of malaria prevalence display a negative relationship between the PFPR and
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these measures of child nutritional health. Interestingly, such a relationship is not
clearly seen in the unadjusted coefficients using a continuous measure of the PFPR.
The changes in the malaria prevalence betwwen 2004 and 2010 cannot be directly
inferred from these estimates.
2.6.2. Sample Description
Table 2.4 presents the sample characteristics by survey year and malaria endemicity.
Most characteristics vary across the four analysis groups. Panel A presents indica-
tors of program coverage. As seen in the table, program coverage has tremendously
increased between 2004 and 2010. In 2004, the proportion of the children living in a
household with a treated bednet is 0.15 and 0.13 in the low and high endemicity areas,
respectively. In 2010, this proportion is 0.56 and 0.67 in the low and high endemic-
ity areas, respectively. In 2004, the proportion of the children living in a household
with bednets where all the children sleep under a treated bednet is 0.22 in the low
endemicity areas compared with 0.23 in the high endemicity areas. In 2010, this pro-
portion reaches 0.50 in and 0.63 in the low and high endemicity areas, respectively.
The results presented above about program coverage illustrate the dramatic scale-up
in the interventions related to malaria control with possible large health benefits for
children.
Panel B shows a summary of the characteristics related to anemia and the
children’s nutritional health. The prevalence of moderate anemia has decreased sig-
nificantly between 2004 and 2010 in the high endemicity areas. In 2004, this preva-
lence is 0.26 and 0.45 in the low and high endemicity areas, respectively; while in
2010, the prevalence of anemia in the low and high endemicity areas is 0.24 and 0.28,
respectively. The results for children’s anthropometric measures indicate some im-
provements in child nutritional health between 2004 and 2010. In 2010, the mean
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z-score for children’s weight in the low and high endemicity areas is 0.08 and 0.02, re-
spectively, whereas in 2004, it is -0.03 and -0.02 in the low and high endemicity areas,
respectively. Similarly, children’s height has improved between the two survey waves.
In 2004, the average z-score of children’s height is 0.00 (the sample mean) in the low
endemicity areas compared with -0.04 in the high malaria areas. In 2010, this mean
z-score of children’s height is 0.06 in the low endemicity areas compared with 0.04 in
the high endemicity areas. In terms of nutritional health, in 2004, the prevalence of
stunting (height-for-age <2 SD) is 0.42 in the low endemicity areas and 0.50 in the
high endemicity areas. In 2010, this prevalence is 0.49 and 0.46 in the low and high
endemicity areas, respectively. While in 2004, the proportion of the children with a
low weight-for-age is 0.15 and 0.18 in the low and high endemicity areas, respectively,
in 2010, this proportion is 0.20 and 0.17, respectively in the low and high endemicity
areas. The descriptive results on the children’s anthropometric measures show that
child nutritional health has improved in the high endemicity areas, whereas it has
deteriorated in the low endemicity areas.
Panel C presents the characteristics of the children and of their parents. It
reveals some imbalance in the levels of many indicators and correlates of child health
by survey year and endemicity. In 2004, while the mean age of the children is 28.6
months and 29.2 months in the low and high endemicity areas, respectively, in 2010,
this mean children’s age is 30.2 months and 29.2 months in the low and high endemic-
ity areas, respectively. In both survey waves, the proportion of the children born in
the rainy season is higher in the high malaria endemicity areas than in the low malaria
endemicity areas. In 2004 for example, this proportion is 0.61 in the high endemicity
areas and 0.55 in the low endemicity areas. In 2004, the mothers in the low endemic-
ity areas are, on average, younger than those in the high endemicity areas, while in
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2010, the opposite is true. In 2004 and 2010, the proportion of the mothers who have
at least some educational attainment is higher in the low endemicity areas than in the
high endemicity areas. In both survey waves, there are no notable differences between
the endemicity areas in the proportion of the male headed households. In each survey
wave, the relative proportion of children living in the urban areas is higher in the low
endemicity areas compared with the high endemicity areas. In both years, there are
differences in the living conditions of the children by endemicity. In 2004, while the
proportion of the children in the low endemicity areas who live in households that
have access to clean drinking water is 0.57, this proportion for those living in such
households in the high endemicity areas is 0.46. In 2010, the relative proportion of
children living in households with access to clean water is 0.67 in the high endemicity
compared with 0.60 in the low endemicity areas. The quality of the main material
of the houses has improved between 2004 and 2010 in the low and high endemicity
areas. In each year, the low endemicity areas are relatively more advantaged than
the high endemicity areas in terms of socioeconomic status.
2.6.3. Child Survivorship
Figure 2.2 illustrates the Kaplan-Meier survival probabilities of the four main analysis
groups, consisting of children under five living in the low malaria endemicity areas
in 2004 and 2010, and those living in the high malaria endemicity areas in 2004
and 2010. Survivorship is higher among the children under five in the areas of low
malaria endemicity (2010 and 2004) compared with the children in the high malaria
endemicity areas. Between 2004 and 2010, there have been tremendous survival
gains in the high endemicity areas. In 2010, the probability of surviving from zero
to 60 months among children in the high endemicity areas is 0.920 compared to
0.879 in 2004, while this probability decreases slightly from 0.939 in 2010 to 0.932 in
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2004, in the low malaria endemicity areas. Several log-rank tests uncover statistically
significant between-group differences. While survivorship has improved between 2004
and 2010 in the high malaria endemicity areas (p-value=0.000), there is no statistical
evidence for any change between 2004 and 2010 in the low endemicity areas (p-
value=0.212). There are statistically significant differences in survivorship between
survey waves (p-value=0.000), showing an improvement in survival probability of
children from 2010 to 2004. Finally, a log-rank test indicates no statistically significant
difference in survivorship between the low and high endemicity areas in 2010 (p-
value=0.835). These bivariate results suggest that survival gains between 2004 and
2010 are mostly the results of rapid improvements in child mortality in the high
endemicity areas, hinting at a likely positive impact of the malaria program. The
Cox regression of child mortality closely investigates this issue.
2.6.4. Estimation Results
Table 2.5 presents hazard ratios from a series of Cox regressions of under-five mortal-
ity controlling for all explanatory variables. Column (1) reports estimates of the base
model with no covariates. The coefficient on the indicator of the interaction between
high endemicity and survey year 2010 is statistically significant at the 5 percent level.
Remember that this is the main coefficient of interest as it indicates the impact of
malaria control on under-five mortality. Column (2) provides estimates of the full
model. The coefficient on the indicator of the above mentioned interaction is highly
statistically significant, showing that there is some imbalance in the level of key prox-
imate determinants of child mortality among the four analysis groups. This column
indicates that malaria control interventions have reduced the risks of mortality among
children under five by 51 percent holding constant all other covariates. Put differently,
for every 1,000 live births, malaria control interventions have helped avert 17.9 deaths
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on average. This is a large effect after controlling for the set of controls. Although
the coefficient referring to the program effect changes little between Columns (1) and
(2), there is qualitatively an important difference between these two columns. The
estimate becomes more precise, resulting in highly statistically significant effect. The
results also show that net of the malaria interventions and the effect of the set of
control variables, there is no difference between the pre and post-intervention periods
in child mortality, while children in high malaria endemicity areas still face risks of
mortality as high as 90 percent compared to their counterparts in the low malaria
endemicity areas. Column (4) of the table presents results from the full model that
allows for an interaction between the analysis time and the indicators of whether a
child’s mother attends antenatal care during the child’s pregnancy, whether a house-
hold is male headed, and whether a mother reports distance as a big concern for her
use of healthcare. Although these interaction terms are statistically significant, they
do not affect the estimates of the impact of malaria control found in Column (2). It
is worth stressing again that there is no evidence of age variation in the effect of the
estimates of the program impact (Table 2).2.
Figure 2.3 illustrates the estimated survivor for the treatment and counterfac-
tual groups. In the figure, ”High endemicity*1(2010)” represents the variable indi-
cating whether the children live in the areas of high malaria endemicity in 2010. The
figure highlights the fact that the interventions have tremendously reduced the risks
of death at all ages among children living in the high malaria endemicity areas in
2010 compared to the rest of children, holding all other covariates at their means.
I next turn to the results from the logistic regression of the other measures of child
health.
Table 2.6 presents the results of a series of logistic regressions of the indicators of
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moderate anemia and child nutritional health. The patterns in the results are similar
to what has been observed for under-five mortality; i.e. the effects of malaria control
interventions are statistically significant. The full models with a binary measure of
treatment provide an assessment of the malaria control impact. Column (4) presents
the adjusted odds ratios of anemia resulting from the malaria control interventions.
The column indicates a reduction in the odds of moderate anemia by 52 percent
attributable to the malaria control interventions. While the odds of anemia are
more than twice as high in the high malaria endemicity areas as in the low malaria
endemicity areas. Column (5) shows that malaria control interventions have reduced
the odds of stunting by 36 percent. Column (6) presents the results pertaining to low
weight-for-age. It indicates that the malaria control interventions have caused a 33
percent decline in the odds of children having low weight-for-age. Overall, the results
from this section suggest a large positive impact of the malaria control interventions
on multiple indicators of child health.
2.7. Robustness Checks
Although the identification strategy leaves little room for omitted factors to bias the
results, there are four main concerns with the estimation strategy that might affect
the results, especially for under-five mortality. First, a continuous-time modeling of
under-five mortality may not be appropriate because of the existence of ties, which
tend to attenuate the estimates toward zero (Hsieh 1995); but as the highest propor-
tion of tied observations is 3.8 percent, these ties are unlikely to significantly affect
the results. To evaluate this conjecture, I use alternatively a discrete-time modelling
of under-five mortality with a logistic regression, controlling for child age, to explore
the impact of malaria control interventions on under-five mortality. Table 2.7 presents
the results from a series of regressions dealing with robustness checks. Column (1) of
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the table presents the results of a logistic regression of child survival status on the full
set of covariates, including time (child age). They suggest that the malaria control
interventions have reduced the odds of child mortality by 52 percent, which is essen-
tially the results from the Cox regression presented in Table 2.5. Second, previous
research on child health has highlighted the protective role of breastfeeding against
mortality; but concerns about the endogeneity of this variable with malaria have led
to the exclusion of breastfeeding from the models presented above. This omission may
have biased the estimates (Elo and Miller 1991). As a robustness check, I include
breastfeeding into the model presented in Equation (2.3). The inclusion of breast-
feeding in the model requires some additional care because of its dynamic nature. In
the DHS data, the duration of breastfeeding is collected for all children irrespective
of whether they are alive or deceased at the date of the interview. For children who
are breastfed at the time of the interview, the value of this variable is set to be the
child’s age. Because the length of breastfeeding depends on child’s age and cannot
exceed a child’s current age, I use a time-varying binary variable that takes on the
value one during the months when a child is breastfed and zero otherwise (Berger,
Fahrmeir, and Klasen 2002, Trussell and Hammerslough 1983). The episode splitting
approach is used to set up the data in a way that creates multiple records per child,
splitting each child’s observation time into a set of one-month-long intervals (Cleves
2010, Allison 2014). Furthermore, because there is missing information in the breast-
feeding variable, to provide a valid comparison with the model including this variable,
I need to re-estimate the Equation (2.3) with a sample, excluding cases with missing
data on breastfeed. Column (2) of Table 2.7 provides estimates for such a model,
while in column (3) of Table 2.7, I present the results from a full model that includes
breastfeeding. The column indicates that the contribution of the malaria program to
reducing the risks of mortality are almost identical to those reported in the preceding
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column.
Third, the models estimated for under-five mortality do not control for all possi-
ble factors that may affect child mortality, leaving room for unobserved heterogeneity.
Unobserved heterogeneity can cause an artificial decline in the shape of the hazard
function over time (Vaupel, Manton, and Stallard 1979). It may also cause the
so-called heterogeneity shrinkage in the estimates. I account for unobserved hetero-
geneity with a fixed-effects model (Allison 1996) at the ward level, representing the
administrative unit below the district level. Column (4) of Table 2.7 presents the
results of the fixed-effects model. These results indicate that the contribution of the
program to reducing child mortality is almost the same as the estimates found in
Table 2.5, as there is a 48 percent reduction in the risk of mortality among children
under-five attributable to the malaria control interventions. Overall, these checks
underscore the robustness of the results to changes in the assumptions about the
estimation procedures.
Yet, finally, there still remains concern about the appropriateness of the defi-
nition of the intervention groups. Put differently, malaria endemicity may not have
adequately captured the exposure to the malaria control interventions. This is un-
likely for two reasons. First, the consistency of the estimated effects across measures
of child health provides a first check of plausibility that malaria endemicity has ad-
equately captured the likely impact of the program on child health. The estimated
effects are consistent with the mechanisms, whereby malaria can affect child health
because the results uncover a close connection between the decline in anemia and
reduction in malaria-specific mortality. Second, I check the assumption that there
should be no effects of malaria control on any measure of child health between 1999
and 2004, because malaria interventions have not yet been implemented at a scale
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that would have produced a sizable impact at the national level (Smithson et al. 2015,
TMIERG 2012). Table 2.8 presents results from a placebo regression with analogous
data from the 1999 and 2004 DHS (there are fewer covariates in the table compared
to the full model because the data about some covariates were not collected in 1999).
The table shows no impact of malaria control on measures of child health between
1999 and 2004, as it should be.
2.8. Threats to validity
There are two sets of possible confounding factors for the estimated effects. One pos-
sible concern with attributing the estimated effects to malaria control is the fact that
there may have been some reduction in the virulence of malaria-related morbidity
and mortality due to ecological reasons. Yet, data on malaria epidemiology fail to
provide any evidence of waning virulence of malaria (NMCP-MoHSW 2013, Steke-
tee and Campbell 2010). On the contrary, evidence suggests increased resistance of
malaria vectors to some insecticides used to treat bednets (NMCP-MoHSW 2013).
Another concern about the internal validity of these results has to do with the fact
that factors other than malaria control, which can improve child health, may have
differently affected the areas of high and low malaria endemicity during the time pe-
riod under study. For these factors to have little influence on the estimated effects, it
is sufficient to show that they may not have affected child health differently in the low
and high endemicity areas. Such potential confounders include the following factors.
First the program geared toward the improvement of the national health system may
have affected child health; but it is unlikely that it would have varied in its impact on
the low and high malaria endemicity areas (MoHSW 2008, TMIERG 2012). Second,
for the last few decades, there has been sustained economic growth, suggesting a sub-
sequent improvement in health indicators. However, there is no indication that this
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growth would have affected low and high endemicity areas differently (Macro 2005,
2011, MoHSW 2008, TMIERG 2012). Third, the haemophilus influenza vaccination
and the use of vitamin A supplementation have been introduced during the time pe-
riod covered by this paper. Yet, the available reports do not suggest any differences
in uptake between the low and high endemicity areas (NMCP-MoHSW 2013).
2.9. Cost-Benefit Analysis
Tanzania’s malaria program has harnessed increased attention because of its poten-
tial role in improving child health (MoHSW 2008). The justification for the malaria
control interventions mainly rests on an equity argument due to the fact that the
deleterious effects of malaria are especially acute among the poor who can afford
neither the costs of adequate prevention nor those related to the treatment of acute
cases of Malaria (Cohn 1972, Hanson et al. 2004). The malaria control interven-
tions can potentially affect economic, demographic, and health outcomes in Africa.
Research has shown that a decline in morbidity and an improvement in the qual-
ity of life are directly associated with a reduced incidence of malaria (Cohn 1972).
Some researchers have hypothesized two possible economic effects of malaria control.
First, the improvement in health, stemming from a reduction in malaria prevalence,
may increase average hours worked along with productivity during the hours spent
at work (Cohn 1972). Second, reduced private and public spending on malaria is
thought to free up resources that can be used elsewhere in an economy (Cohn 1972).
Because the assumption of full employment is implausible in Tanzania, the first eco-
nomic effect is likely to be negligible, while the second economic effect is the more
plausible to operate. In terms of demographic effects, previous findings have shown
that malaria control tends to cause a reduction in mortality due to less exposure
to malaria, especially among children and pregnant women, reducing the prevalence
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of anemia, pre-term birth, low birthweight, and miscarriages (Cohn 1972, Newman
1977). Importantly, a combination of these effects may result in increased fertility.
The remainder of this section aims to assess empirically the economic and survival
benefits from malaria control in mainland Tanzania.
Despite the controversies surrounding the application of methods related to
cost-benefit analysis in the field of health intervention, these methods can provide
unique insights into the rules of allocation of social resources (Brent 2007, Layard
and Glaister 1994, McIntosh 2010, Mills, Lubell, and Hanson 2008). Because I am
primarily interested in child health, I focus on health benefits accruing to children
under five as a result of malaria control. In terms of program benefits, I mostly use
survival gains and gains in life expectancy at birth estimated from the Cox regression
specified in Equation (2.3). The number of lives saved is then computed by mul-
tiplying the survival gains by the mean annual number of live births between 2005
and 2010. Population data are drawn from publications from the National Statistical
Services of Tanzania. I use the number of live births and the annual growth rate
in 2012 to calculate the number of live births and children under five in Tanzania
between 2005 and 2010.5 The mean number of births between 2004 and 2010 and the
mean number of children under five between 2005 and 2010 represent the population
data used for the valuation of the malaria program’s benefits (number of lives saved
and years of life saved). Survival probabilities and gains in years of life are calculated
with estimates that combine both sex.6
With the survival gains, I compute the improvements in expected years of life by
using a life-table approach with mortality data from the World Population Prospects:
5Tanzanian National Bureau of Statistics, 2014 and UNICEF at:https :
//www.unicef.org/infobycountry/tanzaniastatistics.html.
6The combined estimates rely on a weighted average of males and females and account for sex
ratio at birth.
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The 2015 Revision and from the United Nations Population Fund’s tools for demo-
graphic estimation7. Using the modified logit and the Brass logit models (Brass 1971,
Murray et al. 2003), I compute the contribution of malaria control to improvement
in life expectancy at birth8. I choose the United Nations Chile model as the standard
because it has emerged as the best fitting model, as measured by the R-squared, from
a series of linear regressions of the logit of the survival probabilities from the 2010
UN life table of Tanzania and each of the nine standard life tables available (Coale,
Demeny, and Vaughan 2013). I use survival information from 2010 to estimate the
gains in life expectancy. To calculate the contribution of malaria control, I subtract
the survival gains attributable to malaria control from the under-five survival prob-
abilities prevailing in 2010; then, I assume that there is no improvement in adult
survival (people aged between 15 and 60 years old) attributable to malaria control
between 2005 and 2010. This latter assumption reflects an extreme case scenario and
will estimate a lower bound to the gains in the expected years of life (See Appendix
for further details).
To compute the economic benefits of malaria control, I use the value a statistical
life from a paper by Leon and Miguel. The value of a statistical life tends to vary by
the level of economic development, and estimates are usually higher for the developed
countries compared to the developing ones. In this paper, it is then important to use
the value of a statistical life computed in Africa. Fortunately, in the paper by Leon and
Miguel, the value of a statistical life was derived from a revealed preference approach
with data from a survey in Sierra Leone. Specifically, Leon and Miguel obtain the
value of a statistical life by assessing the trade-off in mortality risks and travel costs
7Retrieved at: http://demographicestimation.iussp.org/content/fitting-model-life-tables-pair-
estimates-child-and-adult-mortality.
8The estimates produced do not correct for high mortality due to the HIV/AIDS pandemic in
Tanzania.
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that passengers, who fly through Freetown’s Lungi International Airport in 2012,
have made. The authors exploit the fact that the capital city is reached by crossing
an estuary through either a ferry, helicopter, hovercraft, or water taxi. Because each
transportation medium entails different costs, durations, and mortality risks (based
on past accidents), Leon and Miguel have been able to investigate how travelers from
different countries value their lives. They find that the value of a statistical life among
African travelers is about 577,000 US dollars (Leon and Miguel 2013). The value of a
statistical life is a key measure for assessing the benefits of health interventions (Brent
2007, Layard and Glaister 1994, McIntosh 2010). It varies widely depending on the
valuation methods and the national income level. The VSL used in this analysis is
recorded in 2011 PPP dollars (Leon and Miguel 2013). In addition, I calculate a
value of a statistical year of life (VOLY), using the VSL and survival probabilities
with the methodological approach recommended by the European Union (Lindhjem
et al. 2012). The derivation of the VOLY is as follows:
V OLY = V SL ∗ 1(∑T
t=0 Pt,0(1 + r)
−t
) (2.8)
Where:
1. Pt,0 is the conditional probability of surviving from age 0 to t;
2. r is the social discount rate;
3. T is the maximal age in the population.
As far as the program costs are concerned, I obtain the annual program costs,
which provide crude estimates due to the fact that the malaria program is not solely
geared to children under five. These cost data do not, unfortunately, include indirect
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government spending on malaria and other costs related to facility maintenance. I
retrieve cost data from official publications on the program budgets (TMIERG 2012)
from 2000 to 2010. To assess the costs of malaria program, I assume that the annual
program costs pertaining to the year 2010 will prevail until malaria eradication has
been achieved because costs have been increasing from 2004 to 2010. To determine
the duration of the interventions until complete eradication, I borrow the information
about the time span until malaria eradication from the experiences in India and Zanz-
ibar, where eradication is achieved within 10 and 15 years of sustained interventions,
respectively (Cohn 1972, MoHSW 2011). Adding a five-year margin to the Zanz-
ibar experience, I assume that mainland Tanzania could achieve malaria eradication
within 20 years of malaria control interventions.
Finally, I use a set of three discount rates. The World Bank often relies on
discount rates as high as 10 percent in developing countries (World-Bank 2010). In
this section, discount rates, ranging from 10 and 20 percent, are used to calculate the
net present values of the malaria program. The upper bound is selected in a somewhat
arbitrary fashion; but because high discount rates reduce an intervention’s chance of
passing the net positive present value, such high rates lead to more conservative
acceptance decisions. Because cost and benefit data pertain to year 2010 and 2011, I
make no inflation adjustment. I compute the net present value of the malaria program
by assuming that benefits will continue indefinitely into the future (50 years), while
costs will be incurred for 20 years.
Table 2.9 shows the survival outcomes of the malaria control interventions in
mainland Tanzania between 2000-5 and 2005-10 based on the regression results re-
ported in Table 2.5 indicating that malaria control interventions have helped avert
17.9 deaths for every 1,000 live births in Tanzania. When it comes to changes in
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life expectancy, the modified logit method indicates gains of 2.9 and 3.0 years of life
in the male and female population, respectively, attributable to malaria control in-
terventions, while the Brass logit method indicates gains of 3.2 and 3.4 in the years
of life among males and females respectively. Because these estimated gains in life
expectancy from the two methods are fairly similar, in the remainder of this section,
I use the results from the modified logit method, which tend to be more precise9
than those from the Brass logit method. Noting that these estimates provide aver-
age program effects, I make use of population data to derive the benefits from the
interventions.
Table 2.10 presents population estimates, using the 2012 census data and the
intercensal population growth rate. This approach suggests no change in fertility
resulting from malaria control interventions. This is a conservative assumption as
fertility tends to increase in places where malaria eradication has been achieved (Cohn
1972). The population estimates provide the size of the under-five population and
the number of live births in mainland Tanzania, which I use to estimate the social
benefits of the program. Between 2005 and 2010, the mean annual number of births
in (mainland) Tanzania is 1,682,905. There are, on average, 6,267,694 children under
five.
Table 2.11 shows both the annual and discounted benefits of malaria control
interventions in mainland Tanzania. The table shows that there are, at the population
level, 30,102 deaths averted per year among children under five. This value still falls
short of the program target, setting out to reduce the 80,000 malaria related deaths
by 80 percent (MoHSW 2008). Panel A of Table 2.11 presents the main ingredients
and the output of the cost-benefit analysis, using the value of a statistical life as the
9http://demographicestimation.iussp.org/content/fitting-model-life-tables-pair-estimates-child-
and-adult-mortality
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measure of the program benefit. At discount rates ranging from 10 to 20 percent,
the program passes the test of a positive net present value. The net benefits of the
malaria control program outweigh the program costs by a factor greater than 120. In
sheer numbers, the discounted benefits range from 86.8 trillion (20 discount rate) to
172.2 trillion US dollars (10 percent discount rate), while the discounted costs vary
between 0.7 and 1.2 trillion US dollars.
The results mentioned above are robust to changes in the parameter values of
the cost-benefit analysis. For example, the malaria program would still have been
socially desirable, even if the current program costs had experienced a 100-fold in-
crease. Alternatively, even if the VSL had been as low as 4,600 US dollars the malaria
program would have passed the test of a positive net present value at all values of
discount rates between 10 and 20 percent. Furthermore, substantial increases in the
duration of the intervention, which are equivalent to increases in the number of years
for which the program costs are incurred, do not affect the conclusion that the malaria
program is highly desirable socially. Finally, discount rates as high as 50 percent still
yield a positive net present value. Further analysis with an alternative measure of
program benefits strengthens these results.
Panel B of Table 2.11 presents a cost-benefit analysis with the statistical value
of a year of life. This analysis focuses on the assessment of the survival implications
of malaria control for years of life lived in mainland Tanzania. The results indicate
highly positive effects of malaria control, which tend to be larger in magnitude than
those from the analysis based on lives saved by the malaria program. Similar to the
analysis in Panel A, various sensitivity analyses with changes in the program costs,
the value of a statistical year of life, the time horizon of the intervention, and the
discount rates do not alter the conclusions about the social desirability of the malaria
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control interventions.
2.10. Conclusion
Malaria imposes a high burden on child health in Tanzania, where it is thought to
account for a large fraction of deaths among children under-five. However, most
studies on the impact of malaria on child health at the country level do not provide
causal estimates of the impact of the national malaria program on improvement in
child health that can be quantified. Exploiting differences in exposure to malaria
due to geography in mainland Tanzania, I use a difference-in-difference strategy that
provides estimates that plausibly reflect the causal impact of malaria control on child
health, after adjusting for the children’s socioeconomic characteristics. Consistent
with previous randomized control trials in several African countries, I find that mor-
tality has rapidly declined in the high malaria endemicity areas compared with the
low malaria endemicity areas because of the malaria control interventions (Alonso et
al. 1993, Alonso et al. 1991, Binka et al. 1996, D’Alessandro et al. 1995, Nevill
et al. 1996). The estimates suggest a reduction of 17.9 deaths on average for every
1,000 live births attributable to malaria control interventions. In relative terms, the
interventions have contributed to 57.7 percent of the reduction in mortality between
2004 and 2010. These estimates are within the bounds of past findings from previous
randomized control trials (Alonso et al. 1993, Alonso et al. 1991, D’Alessandro et al.
1995, Fraser-Hurt et al. 1999, Schellenberg et al. 2001).
The study further uncovers other health benefits, stemming from the malaria
control interventions. They have caused anemia to drop by 52 percent. The inter-
ventions have also helped reduced the prevalence of stunting and low weight-for-age
by 36 and 33 percent, respectively.
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In light of the large health benefits for children found in this paper, there is
justification continuing the large scale interventions in order to strengthen current
gains. Assessing the relevance of the malaria control program in a cost-benefit anal-
ysis, I find large benefits that outweigh most conservative measures of program costs
and discount rates. The malaria program is a highly desirable intervention with high
health benefits.
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2.12. Tables
Table 2.1: Distribution of Children under Five Ever Born to
Women by Year of Birth and Survival Status
Panel A: 2004 Demographic and Health Survey
Alive Deceased Total
Year of birth N N N Col %
1999 44 1 45 0.7
2000 1102 167 1269 19.3
2001 1166 124 1290 19.6
2002 1200 110 1310 19.9
2003 1251 96 1347 20.5
2004 1240 57 1297 19.7
2005 26 1 27 0.4
Total 6029 556 6585 100.0
Panel B: 2010 Demographic and Health Survey
Alive Deceased Total
Year of birth N N N Col %
2005 825 66 891 14.8
2006 1167 80 1247 20.7
2007 1097 93 1190 19.7
2008 1153 72 1225 20.3
2009 1159 61 1220 20.2
2010 247 7 254 4.2
Total 5648 379 6027 100.0
Note: Sample characteristics are based on unweighted data
Source: DHS, waves 2004-5 and 2009-10
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Table 2.2: Test of Proportional-Hazards Assumption Based on the Shoenfeld residual
Control variables Correlation chi2 df Prob>chi2
coefficient
(rho)
High malaria endemicity (prevalence>= 5%)*Survey 0.035 1.120 1 0.290
year=2009-10
High malaria endemicity (prevalence>= 5%) 0.014 0.190 1 0.666
Indicator of survey year=2009-10 -0.048 2.180 1 0.140
Child’s sex (male=1) -0.051 2.450 1 0.118
Season of birth (rainy s.=1) 0.047 2.030 1 0.155
Whether mother attended antenatal care during pregnancy 0.119 13.980 1 0.000
Mother’s age (categorical)
<20 0.004 0.010 1 0.904
30-39 0.014 0.180 1 0.672
40-49 0.013 0.160 1 0.693
Mother’s education
primary 0.054 2.740 1 0.098
secondary or higher 0.007 0.040 1 0.834
Education of mother’s partner
primary 0.019 0.360 1 0.548
secondary or higher -0.007 0.050 1 0.820
Sex of household head (male=1) -0.101 9.490 1 0.002
Whether child lives in urban areas 0.007 0.050 1 0.829
Whether mother reports distance as a big concern for her -0.065 3.990 1 0.046
use of healthcare
Whether household has clean drinking water -0.057 3.050 1 0.081
Whether household has improved sanitation -0.044 1.830 1 0.177
Whether walls are made from modern materials -0.029 0.760 1 0.382
Whether floor is made from modern materials -0.052 2.530 1 0.112
Whether roof is made from modern materials 0.009 0.070 1 0.788
Global test 56.590 21 0.000
Source: DHS, waves 2004-5 and 2009-10
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Table 2.3: Relationship between measures of child health and population-adjusted
falciparum prevalence (PFPR) in children aged 2 to 10 years
Panel A: Unadjusted hazard ratios of a Cox regression of child survival on PFPR
(1) (2) (3) (4)
2004 2010
PFPR (continuous) 1.00 1.01*
[0.00] [0.00]
Indicator of on PFPR
<5% [ref.]
5 - 10 % 1.68* 0.53*
[0.36] [0.13]
10 - 50 % 2.13** 1.18
[0.42] [0.21]
>50 % 1.88** 0.89
[0.46] [0.23]
N 6,585 6,585 6,027 6,027
Panel B: Unadjusted coefficientsof a linear regression of hemoglobin density (anemia) on PFPR
2004 2010
PFPR (continuous) -0.16** -0.12**
[0.01] [0.01]
Indicator of on PFPR
<5% [ref.]
5 - 10 % 0.82 -5.91**
[1.08] [0.91]
10 - 50 % -4.20** -9.43**
[0.92] [0.78]
>50 % -7.37** -10.31**
[1.24] [1.10]
N
Panel C: Unadjusted coefficients of a linear regression of z-scores for height-for-age on PFPR
2004 2010
PFPR (continuous) 0.01** 0.00**
[0.00] [0.00]
Indicator of on PFPR
<5% [ref.]
5 - 10 % -0.16 -0.38**
[0.10] [0.08]
10 - 50 % 0.10 -0.23**
[0.08] [0.07]
>50 % 0.48** 0.01
[0.11] [0.10]
N 4,675 4,675 5,031 5,031
Panel D: Unadjusted coefficients of a linear regression of z-scores for weight-for-age on PFPR
2004 2010
PFPR (continuous) 0.00** 0.00**
[0.00] [0.00]
Indicator of on PFPR
<5% [ref.]
5 - 10 % -0.18** -0.28**
[0.07] [0.06]
10 - 50 % 0.00 -0.08
[0.06] [0.06]
>50 % 0.16* 0.07
[0.08] [0.08]
N 4,675 4,675 5,031 5,031
Standard errors in brackets
** p<0.01, * p<0.05, + p<0.1
Source: DHS, waves 2004-5 and 2009-10
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Table 2.4: Sample Characteristics by Survey Year and Malaria Endemicity (Mean or Proportion), Children <5
Pooled sample 2004 2010
Low High Low High
endemicity endemicity endemicity endemicity
Panel A: Program coverage
Proportion of households with treated 0.37 0.15 0.13 0.50 0.63
bednets
Proportion of households with bednets, 0.44 0.22 0.23 0.56 0.67
where all children sleep under bednets
N 11, 677a 596 5,433 521 5,127
Panel B: Morbidity and Nutritional Health
Proportion with moderate anemia 0.36 0.26 0.45 0.24 0.28
(7.0-9.9g/dL)
[N = 10, 463]b [540] [4,870] [473] [4,580]
Weight (z-score) 0.00 -0.03 -0.02 0.08 0.02
[0.01] [0.04] [0.02] [0.05] [0.01]
Height (z-score) 0.00 0.00 -0.04 0.06 0.04
[0.01] [0.04] [0.01] [0.05] [0.02]
Proportion stunted 0.48 0.42 0.50 0.49 0.46
Proportion with low weight-for-age 0.18 0.15 0.18 0.20 0.17
N 9, 706c 507 4,424 443 4,232
Panel C: Socio-Demographic Characteristics
Proportion male 0.50 0.50 0.50 0.52 0.49
Child’s age at the time of the survey or 29.25 28.61 29.25 30.19 29.24
age at death (months)
[0.15] [0.67] [0.22] [0.72] [0.23]
Proportion born in rainy season 0.60 0.55 0.61 0.56 0.61
Whether mother attended antenatal care 0.60 0.66 0.61 0.68 0.58
during pregnancy
Mother’s age (years) 29.09 28.51 28.77 30.00 29.42
[0.06] [0.25] [0.09] [0.27] [0.09]
Mother’s age (categorical)
<20 0.04 0.04 0.05 0.02 0.04
20-29 0.54 0.57 0.56 0.50 0.52
30-39 0.39 0.42 0.38 0.46 0.40
40-49 0.11 0.07 0.10 0.13 0.12
Mother’s education
no education 0.27 0.13 0.29 0.13 0.27
primary 0.70 0.80 0.68 0.81 0.69
secondary or higher 0.04 0.07 0.03 0.06 0.04
Education of mother’s partner
no education 0.18 0.10 0.20 0.11 0.18
primary 0.75 0.80 0.74 0.76 0.75
secondary or higher 0.07 0.10 0.06 0.13 0.06
Proportion of male headed households 0.84 0.85 0.84 0.88 0.84
Whether child lives in uraban 0.16 0.21 0.16 0.27 0.15
areas
Whether mother reports distance as a big 0.35 0.46 0.43 0.25 0.26
concern for her use of healthcare
Whether household has clean drinking 0.56 0.57 0.46 0.60 0.67
water
Whether household has improved 0.78 0.84 0.78 0.85 0.77
sanitation
Whether walls are made from 0.59 0.54 0.56 0.56 0.64
modern materials
Whether floor is made from 0.17 0.27 0.14 0.33 0.18
modern materials
Whether roof is made from 0.43 0.61 0.35 0.72 0.47
modern materials
N 12,612 624 5,961 555 5,472
Standard errors in brackets
(a) Sample excludes deceased children and children under 6 months
(b) Sample excludes deceased children, children under 6 months, and cases with missing data on weight and height
Source: DHS, waves 2004-5 and 2009-10
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Table 2.5: Hazard Ratios from Cox Regression of Child Mortality, Children <5
(1) (2) (3)
Under-5 Under-5 Under-5
mortality mortality mortality
Main Effects
High malaria endemicity (prevalence>=5%)*Survey 0.51* 0.49** 0.49**
year=2009-10
[0.14] [0.13] [0.13]
High malaria endemicity (prevalence>=5%) 2.02** 1.90** 1.91**
[0.39] [0.37] [0.37]
Indicator of survey year=2009-10 1.37 1.44 1.44
[0.35] [0.37] [0.37]
Child’s sex (male=1) 1.23** 1.23**
[0.08] [0.08]
Season of birth (rainy s.=1) 0.86* 0.86*
[0.06] [0.06]
Whether mother attended antenatal care during pregnancy 0.41** 0.40**
[0.03] [0.03]
Mother’s age (categorical)
20-29 (ref.)
<20 1.23 1.25
[0.22] [0.22]
30-39 0.91 0.90
[0.06] [0.06]
40-49 1.09 1.09
[0.12] [0.12]
Mother’s education
no education (ref.)
primary 0.98 0.98
[0.08] [0.08]
secondary or higher 0.76 0.76
[0.18] [0.18]
Education of mother’s partner
no education (ref.)
primary 0.95 0.95
[0.09] [0.09]
secondary or higher 1.15 1.15
[0.19] [0.19]
Sex of household head (male=1) 0.82* 0.88
[0.07] [0.08]
Whether child lives in urban areas 1.20+ 1.20+
[0.13] [0.13]
Whether mother reports distance as a big 1.00 1.00
concern for her use of healthcare
[0.07] [0.07]
Whether household has clean drinking water 0.95 0.95
[0.06] [0.06]
Whether household has improved sanitation 1.21* 1.21*
[0.11] [0.10]
Whether walls are made from modern materials 0.96 0.96
[0.07] [0.07]
Whether floor is made from modern materials 1.12 1.12
[0.13] [0.13]
Whether roof is made from modern materials 0.84* 0.84*
[0.07] [0.07]
.
Time-varying interactions
Whether mother attended antenatal care 1.08**
during pregnancy
[0.03]
Sex of household head (male=1) 0.89**
[0.03]
Whether mother reports distance as a big concern 0.98
for her use of healthcare
[0.03]
N 12,612 12,612 12,612
Standard errors in brackets
** p<0.01, * p<0.05, + p<0.1
Source: DHS, waves 2004-5 and 2009-10
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Table 2.6: Odds Ratios from Logistic Regression of Indicators of Anemia and Nutritional Health, Children <5
(1) (2) (3) (4) (5) (6)
Anemia Stunting Low weight- Anemia Stunting Low weight-
(7.0-9.9g/dL) (<2SD) for-age (<2SD) (7.0-9.9g/dL) (<2SD) for-age (<2SD)
High malaria endemicity (prevalence>=5%)* 0.53** 0.64** 0.65* 0.48** 0.64** 0.67*
Survey year=2009-10
[0.08] [0.09] [0.12] [0.07] [0.09] [0.12]
High malaria endemicity (prevalence>= 5%) 2.33** 1.35** 1.28+ 2.29** 1.15 1.12
[0.24] [0.13] [0.17] [0.24] [0.11] [0.15]
Indicator of survey year=2009-10 0.91 1.34* 1.45* 0.99 1.39* 1.52*
[0.13] [0.18] [0.25] [0.15] [0.18] [0.27]
Child’s age (months) 0.96** 1.01** 1.00
[0.00] [0.00] [0.00]
Child’s sex (male=1) 1.21** 1.28** 1.29**
[0.05] [0.05] [0.07]
Season of birth (rainy s.=1) 1.04 1.11* 1.06
[0.05] [0.05] [0.06]
Whether mother attended antenatal 1.02 0.97 0.97
care during pregnancy
[0.05] [0.05] [0.06]
Mother’s age (categorical)
20-29 (ref.)
<20 1.02 1.26* 1.15
[0.12] [0.15] [0.17]
30-39 1.03 0.98 1.07
[0.05] [0.04] [0.06]
40-49 1.01 1.03 0.98
[0.07] [0.07] [0.09]
Mother’s education
no education (ref.)
primary 0.90+ 0.96 0.82**
[0.05] [0.05] [0.05]
secondary or higher 0.98 0.62** 0.60*
[0.13] [0.09] [0.13]
Education of mother’s partner
no education (ref.)
primary 0.85** 1.04 0.93
[0.05] [0.06] [0.07]
secondary or higher 0.75* 0.71** 0.58**
[0.09] [0.08] [0.10]
Sex of household head (male=1) 1.16* 0.80** 0.87+
[0.07] [0.05] [0.06]
Whether child lives in urban areas 0.98 0.83** 0.97
[0.07] [0.06] [0.09]
Whether mother reports distance as a big 0.98 0.90* 0.98
concern for her use of healthcare [0.05] [0.04] [0.06]
Whether household has clean drinking water 1.04 0.92+ 0.85**
[0.05] [0.04] [0.05]
Whether household has improved sanitation 0.92 1.21** 1.22**
[0.05] [0.07] [0.09]
Whether walls are made from modern materials 1.02 1.04 0.78**
[0.05] [0.05] [0.05]
Whether floor is made from modern materials 0.83* 0.67** 0.74**
[0.06] [0.05] [0.08]
Whether roof is made from modern materials 0.84** 0.84** 0.86*
[0.05] [0.04] [0.06]
N 10, 463a 9, 706b 9, 706b 10, 463a 9, 706b 9, 706b
Robust SE in brackets
** p<0.01, * p<0.05, + p<0.1
(a) Sample excludes deceased children and children under 6 months
(b) Sample excludes deceased children,children under 6 months, and cases with missing data on weight and height
Source: DHS, waves 2004-5 and 2009-10
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Table 2.7: Hazard Ratios of Cox Regression and Odds Ratios from Logistic Regression,
Extending Previous Models, Children <5
(1) (2) (3) (4)
Odds Ratios Hazard Ratios
Under-5 Under-5 Under-5 Under-5
mort. mort. (No mort. mort. (FE)
breast-feed.) (breast-feed.)
High malaria endemicity (prevalence>= 5%)* 0.48** 0.56* 0.55* 0.52*
Survey year=2009-10
[0.13] [0.15] [0.15] [0.14]
High malaria endemicity (prevalence>=5%) 1.92** 1.84** 1.84** 1.86**
[0.38] [0.36] [0.36] [0.38]
Indicator of survey year=2009-10 1.46 1.24 1.25 1.35
[0.37] [0.33] [0.34] [0.35]
Child’s sex (male=1) 1.23** 1.21** 1.21** 1.23**
[0.08] [0.08] [0.08] [0.08]
Season of birth (rainy s.=1) 0.86* 0.88+ 0.88* 0.85*
[0.06] [0.06] [0.06] [0.06]
Whether mother attended antenatal 0.41** 0.43** 0.44** 0.40**
care during pregnancy
[0.03] [0.03] [0.03] [0.03]
Mother’s age (categorical)
20-29 (ref.)
<20 1.25 1.23 1.21 1.29
[0.22] [0.22] [0.22] [0.23]
30-39 0.91 0.89 0.90 0.91
[0.06] [0.06] [0.06] [0.06]
40-49 1.10 1.10 1.12 1.13
[0.12] [0.12] [0.12] [0.12]
Mother’s education
no education (ref.)
primary 0.98 1.02 1.01 0.96
[0.08] [0.08] [0.08] [0.08]
secondary or higher 0.76 0.81 0.81 0.73
[0.18] [0.19] [0.19] [0.18]
Education of mother’s partner
no education (ref.)
primary 0.95 0.93 0.93 0.99
[0.09] [0.08] [0.08] [0.09]
secondary or higher 1.15 1.08 1.09 1.18
[0.19] [0.18] [0.18] [0.20]
Sex of household head (male=1) 0.82* 0.84* 0.84* 0.87
[0.07] [0.07] [0.07] [0.08]
Whether child lives in urban areas 1.21+ 1.25* 1.24* 0.98
[0.13] [0.13] [0.13] [0.16]
Whether mother reports distance as a big 1.00 1.00 1.00 0.97
concern for her use of healthcare [0.07] [0.07] [0.07] [0.07]
Whether household has clean drinking water 0.95 0.94 0.93 0.94
[0.06] [0.06] [0.06] [0.07]
Whether household has improved sanitation 1.21* 1.18* 1.20* 1.20*
[0.11] [0.10] [0.11] [0.11]
Whether walls are made from modern materials 0.96 0.96 0.96 1.01
[0.07] [0.07] [0.07] [0.08]
Whether floor is made from modern materials 1.12 1.08 1.08 1.11
[0.13] [0.13] [0.13] [0.14]
Whether roof is made from modern materials 0.84* 0.83* 0.83* 0.82*
[0.07] [0.07] [0.07] [0.07]
Child’s age 0.89**
[0.00]
Breastfeedinga 0.54**
[0.07]
Interaction with timeb No No Yes Yes
N 352, 225c 352, 225d 352, 225d 12,612
Robust SE in brackets
** p<0.01, * p<0.05, + p<0.1
(a) Takes on the value one during the months when child is breastfed and zero otherwise
(b) LR test of theta=0: chibar2(01) = 20.3
(c) Sample consists of multiple records for each child
(d) Sample consists of multiple records for each child and excludes cases with missing data on breastfeeding
Source: DHS, waves 2004-5 and 2009-10
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Table 2.8: Hazard Ratios of Cox Regression and Odds Ratios from Placebo Regression
of Whether Child Has Anemia and Hazard Ratios from Placebo Cox Regression
for Child Mortality, Children <5
(1) (2) (3)
Under-5 mort. Stunting Low weight-for-
(Hazard Ratios) (<2SD) -age (<2SD)
High malaria endemicity (prevalence>=5%)* 1.51 1.10 1.16
Survey year=2004-05
[0.44] [0.22] [0.28]
High malaria endemicity (prevalence>=5%) 1.16 1.11 1.02
[0.27] [0.19] [0.21]
Indicator of survey year=2004-05 0.72 0.75 0.59*
[0.21] [0.14] [0.14]
Child’s age (months) 1.01** 1.00
[0.00] [0.00]
Child’s sex (male=1) 1.1 1.25** 1.18**
[0.07] [0.06] [0.07]
Season of birth (rainy s.=1) 0.96 1.00 1.08
[0.07] [0.05] [0.07]
Whether mother attended antenatal 0.32** 1.07 0.95
care during pregnancy
[0.04] [0.07] [0.08]
Mother’s age (categorical)
20-29 (ref.)
<20 1.50** 1.31* 1.58**
[0.22] [0.15] [0.21]
30-39 0.9 0.96 0.98
[0.07] [0.05] [0.06]
40-49 1.05 1.06 1.09
[0.12] [0.09] [0.11]
Mother’s education
no education (ref.)
primary 0.95 0.98 0.84*
[0.08] [0.06] [0.06]
secondary or higher 0.73 0.70* 0.60*
[0.17] [0.11] [0.14]
Sex of household head (male=1) 0.82+ 0.73** 0.86+
[0.09] [0.05] [0.07]
Whether child lives in urban areas 1 0.80** 0.84+
[0.11] [0.06] [0.08]
Whether household has clean drinking water 0.99 0.95 1.00
[0.07] [0.05] [0.06]
Whether household has improved sanitation 1.11 1.23** 1.21*
[0.10] [0.08] [0.09]
Whether floor is made from modern materials 0.97 0.47** 0.58**
[0.12] [0.04] [0.06]
Interaction with time Yes No No
N 9,329 6,957a 6,957a
Robust SE in brackets
** p<0.01, * p<0.05, + p<0.1
(a) Sample excludes deceased children, children under 6 months,
and cases with missing data on weight and height
Source: DHS, waves 1999 and 2004-5
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Table 2.9: Survival Outcomes of Malaria Control between 2000-5 and 2005-10 in Mainland Tanzania
Outcome 2005 2010 - With 2010 - Without Contribution
malaria program malaria program of malaria
Under five survivorship (x1000) 112.0a 81.0a 98.9b 17.9 c
Life Expectancy at birth
Modified logit c
Male 61.1 65.6 62.7 2.9
Female 65.7 69.8 66.8 3.0
Combined 63.3 67.6 64.7 2.9
Brass Logit c
Male 61.7 68.1 64.9 3.2
Female 68.0 75.3 71.9 3.4
Combined 64.8 71.6 68.3 3.3
(a) 2011 DHS Country Report (Tanzania)
(b) Estimates based on Table 2.5 and 2011 DHS Country Report (Tanzania)
(c) World Population Prospects: The 2015 Revision - Life Table of the United Republic of Tanzania.
The United Nation Chile is the Standard
Table 2.10: Population Estimates in Mainland Tanzania
Population Characteristics Year Number of Births Population Under-5
Both Sexes Male Female
Population Data 2012 1,898,300 3,535,673 3,534,222
Annual Intercensal Growth rates 0.027 0.027 0.027
(2002-2012)
Period Mean 1,682,905 3,134,490 3,133,204
Estimated Population
2010 1,798,510 3,349,810 3,348,435
2009 1,750,600 3,260,575 3,259,237
2008 1,703,966 3,173,718 3,172,415
2007 1,658,575 3,089,174 3,087,906
2006 1,614,393 3,006,882 3,005,648
2005 1,571,387 2,926,782 2,925,581
Source: Tanzanian National Bureau of Statistics, 2014 and UNICEF at:
https://www.unicef.org/infobycountry/tanzania statistics.html
78
Table 2.11: Economic and Demographic Net Benefits from the Malaria Program
(Cost of Program for 20 years)
Panel A: Economic Net Benefits Based on Number of Deaths Averted
Social Discount Value of Statistical Number of Under-5 Annual Program Discountedb
Rate (percent) Life ($US) Deaths Averted
Costs Benefit Costs Benefit
($US millions)a
10 577,000 30,102.80 140 17,369.32 1191.90 172,213.54
15 577,000 30,102.80 140 17,369.32 876.31 115,688.58
20 577,000 30,102.80 140 17,369.32 681.74 86,837.03
Panel B: Economic Benefits Based on Gains in Years of Life
Social Discount Value of Year of Total Years of Annual Program Discounted
Rate (percent) Life ($US)c Life Gainedd
Costs Benefit Costs Benefit
($US millions)
10 247,735 17,228,515.15 45 4,268,098.68 383.11 42,317,406.62
15 334,943 17,228,515.15 45 5,770,575.07 281.67 38,434,999.83
20 411,065 17,228,515.15 45 7,082,037.08 219.13 35,406,294.37
(a) Costs do not include government indirect spending on malaria, e.g. staff time and infrastructure maintenance
(b) Costs are discounted over 20 years and benefits over 50 years
(c) Based on Equation (2.8)
(d) Based on contribution of malaria to life expectancy at birth (Table 2.9) times population under five (Table 2.10)
Source: Author’s Own Calculations
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2.13. Figures
Figure 2.1: Population-Adjusted Mean Prevalence of Malaria among Children Aged 2 -10 in Tanzania
 
Source: An Epidemiological Profile of Malaria and Its Control in Mainland Tanzania (NMCP-MoHSW 2013), p. 75 
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Figure 2.2: Kaplan-Meier Estimates of Survivor among Children under - 5,Tanzania (2004 and 2010)
Child's age (months)
Su
rv
ivo
r 
fu
nc
tio
n
0 10 20 30 40 50 60
0.85
0.90
0.95
1.00
L. endemicity 2004
H. endemicity 2004
L. endemicity 2010
H. endemicity 2010
81
Figure 2.3: Estimated Survivor: Effects of Malaria Program,Tanzania (2004 and 2010)
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2.14. Appendix
I estimated a single value of life expectancy at birth in 2005, while, in 2010, two
values of life expectancy at birth are computed to reflect the two possible scenarios
implied by the absence or presence of the malaria interventions. In other words, in
2010, a first scenario reflects changes in child mortality in the presence of the malaria
program, and the second refers to the case where the program would have been ab-
sent. To produce life expectancy at birth, I relied on a two-step approach. First, I
chose a model life table among Coale-Demeny and UN life tables (Coale, Demeny,
and Vaughan 2013).10 The preferred model life table was the one with the highest
statistical correlation with the 2005 Tanzanian life table available in the World Pop-
ulation Prospects: The 2015 Revision.11 In subsequent step, I estimated the value
of life expectancy at birth using the Brass logit and the Modified Logit approaches,
using the program made available.12 For these relational models, the estimation of
life expectancy is achieved with two sets of survival probabilities (one at younger
ages and the other at adult ages). Consistent with the demography literature, I used
survival probabilities 5q0 and 15q45.
Table A2.1 reports the R-squared of the regression of the 2005 male and female
life tables on their counterparts among the model life tables. It shows that the UN
Chile model is the preferred model life table based on my selection criterion (largest
correlation for males and second largest for females).
Table A2.2 presents the survival probabilities for 5q0 and 15q45. In the counter-
factual scenario estimated for 2010, I further assumed that the survival probability
10Princeton North, Princeton South, Princeton East, Princeton West, United Nations General,
UN Latin America, UN Chile, UN South Asia, and UN Far East.
11https://esa.un.org/unpd/wpp/Download/Standard/Mortality/
12http://demographicestimation.iussp.org/content/fitting-model-life-tables-pair-estimates-child-
and-adult-mortality.
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between 15 and 60 years would have remained unchanged at the level of 2005. This
assumption would most likely result in underestimation of the program benefit in
terms of gains in life expectancy.
With this model life table and the survival probabilities, I produced the esti-
mates of life expectancy from three life tables for each sex and for the years 2005 and
2010 (two life tables). The results are shown below in Tables A2.3 through A2.8. The
results for each sex are combined in a weighted average to implement the cost benefit
analysis.
Table A2.1: R-squared of Regression of the 2005 Tanzanian
Life Table on Model Life Tables
Adjusted R-squared
Model Life
Table
Male Female
UN Chile 0.915 0.881
UN Far East 0.913 0.887
UN General 0.904 0.871
UN Latin America 0.897 0.864
Princeton West 0.896 0.868
Princeton East 0.890 0.853
UN South Asia 0.887 0.849
Princeton North 0.886 0.857
Princeton South 0.867 0.831
Source: World Population Prospects: The 2015 Revision
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Table A2.2: Survival Probabilities for Calculating Life Expectancy
2005a 2010 - With Malaria Programa 2010 - Without Malaria Program b
Male Female Male Female Male Female
0q5 0.11209704 0.09900963 0.08132011 0.07291554 0.10045011 0.09204554
15q45 0.45012868 0.45240581 0.35379091 0.3484443 0.45012868 0.45240581
(a) World Population Prospects: The 2015 Revision - Life Table of the United Republic of Tanzania.
(b) 2010 Life Table of the United Republic of Tanzania, adjusted for survival gains from Table 2.9.
Table A2.3: Estimated Life Table with the Modified Logit Approach - 2005
Male Female
5q0 0.1121 5q0 0.0990
45q15 0.4501 45q15 0.4524
Y(5) -1.0347 Y(5) -1.1041
a -0.0002 a -0.0305
β 0.6505 -0.2239 β 0.6386 -0.3051
e0 61.1 e0 65.7
Fitted Fitted life table Fitted Fitted life table
Age (x) n logits l(x) nmx logits l(x) nmx
0 1 1.0000 0.09024 1.0000 0.07779
1 4 -1.1694 0.9120 0.00673 -1.2477 0.9238 0.00628
5 5 -1.0347 0.8879 0.00179 -1.1041 0.9010 0.00143
10 5 -0.9962 0.8800 0.00096 -1.0691 0.8946 0.00072
15 5 -0.9766 0.8758 0.00089 -1.0524 0.8914 0.00080
20 5 -0.9588 0.8719 0.00167 -1.0343 0.8878 0.00134
25 5 -0.9271 0.8646 0.00211 -1.0051 0.8819 0.00167
30 5 -0.8894 0.8555 0.00257 -0.9708 0.8745 0.00190
35 5 -0.8464 0.8446 0.00341 -0.9342 0.8663 0.00226
40 5 -0.7939 0.8303 0.00481 -0.8934 0.8565 0.00286
45 5 -0.7268 0.8106 0.00721 -0.8455 0.8444 0.00414
50 5 -0.6381 0.7818 0.01104 -0.7825 0.8271 0.00646
55 5 -0.5222 0.7397 0.01747 -0.6955 0.8007 0.01041
60 5 -0.3714 0.6776 0.02497 -0.5764 0.7600 0.01595
65 5 -0.1982 0.5978 0.03890 -0.4276 0.7016 0.02714
70 5 0.0171 0.4915 0.06061 -0.2284 0.6122 0.04625
75 5 0.2845 0.3615 0.09424 0.0304 0.4848 0.07772
80 5 0.6224 0.2236 0.14681 0.3608 0.3271 0.12607
85 1.0724 0.1048 0.22872 0.7865 0.1718 0.20452
Source: http://demographicestimation.iussp.org/content/fitting-model-life-tables-pair-
-estimates-child-and-adult-mortality
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Table A2.4: Estimated Life Table with the Modified Logit Approach - 2010 (Scenario: With Malaria Program)
Male Female
5q0 0.0813 5q0 0.0729
45q15 0.3538 45q15 0.3484
Y(5) -1.2123 Y(5) -1.2714
a -0.1777 a -0.1978
β 0.6505 -0.1779 β 0.6386 -0.2343
e0 65.6 e0 69.8
Fitted Fitted life table Fitted Fitted life table
Age (x) n logits l(x) nmx logits l(x) nmx
0 1 1.0000 0.06610 1.0000 0.05894
1 4 -1.3320 0.9349 0.00438 -1.3921 0.9418 0.00395
5 5 -1.2123 0.9187 0.00120 -1.2714 0.9271 0.00091
10 5 -1.1766 0.9132 0.00073 -1.2411 0.9229 0.00046
15 5 -1.1559 0.9099 0.00092 -1.2262 0.9207 0.00049
20 5 -1.1310 0.9057 0.00132 -1.2109 0.9185 0.00081
25 5 -1.0970 0.8997 0.00145 -1.1865 0.9147 0.00107
30 5 -1.0621 0.8932 0.00167 -1.1561 0.9099 0.00127
35 5 -1.0243 0.8858 0.00221 -1.1218 0.9041 0.00160
40 5 -0.9779 0.8761 0.00327 -1.0817 0.8969 0.00216
45 5 -0.9153 0.8618 0.00526 -1.0316 0.8873 0.00328
50 5 -0.8270 0.8394 0.00854 -0.9632 0.8729 0.00518
55 5 -0.7067 0.8043 0.01397 -0.8693 0.8505 0.00835
60 5 -0.5489 0.7499 0.02103 -0.7436 0.8157 0.01318
65 5 -0.3650 0.6748 0.03340 -0.5862 0.7636 0.02268
70 5 -0.1419 0.5705 0.05304 -0.3803 0.6815 0.03959
75 5 0.1282 0.4363 0.08444 -0.1171 0.5583 0.06868
80 5 0.4619 0.2842 0.13493 0.2139 0.3947 0.11522
85 0.8984 0.1422 0.21561 0.6337 0.2197 0.19329
Source: http://demographicestimation.iussp.org/content/fitting-model-life-tables-pair-
-estimates-child-and-adult-mortality
Table A2.5: Estimated Life Table with the Modified Logit Approach - 2010 (Scenario: Without Malaria Program)
Male Female
5q0 0.1005 5q0 0.0920
45q15 0.4501 45q15 0.4524
Y(5) -1.0961 Y(5) -1.1445
a -0.0616 a -0.0709
β 0.6505 -0.2421 β 0.6386 -0.3136
e0 62.7 e0 66.8
Fitted Fitted life table Fitted Fitted life table
Age (x) n logits l(x) nmx logits l(x) nmx
0 1 1.0000 0.08105 1.0000 0.07276
1 4 -1.2256 0.9206 0.00582 -1.2825 0.9286 0.00563
5 5 -1.0961 0.8995 0.00156 -1.1445 0.9080 0.00129
10 5 -1.0586 0.8926 0.00087 -1.1106 0.9021 0.00065
15 5 -1.0386 0.8887 0.00092 -1.0943 0.8992 0.00071
20 5 -1.0184 0.8846 0.00155 -1.0769 0.8960 0.00119
25 5 -0.9858 0.8778 0.00185 -1.0489 0.8907 0.00150
30 5 -0.9491 0.8697 0.00222 -1.0155 0.8840 0.00173
35 5 -0.9079 0.8601 0.00294 -0.9794 0.8764 0.00208
40 5 -0.8575 0.8475 0.00422 -0.9388 0.8673 0.00268
45 5 -0.7920 0.8298 0.00648 -0.8904 0.8558 0.00392
50 5 -0.7034 0.8033 0.01013 -0.8260 0.8392 0.00614
55 5 -0.5860 0.7635 0.01622 -0.7374 0.8138 0.00989
60 5 -0.4328 0.7038 0.02361 -0.6167 0.7744 0.01527
65 5 -0.2558 0.6252 0.03702 -0.4658 0.7174 0.02604
70 5 -0.0379 0.5189 0.05804 -0.2650 0.6295 0.04464
75 5 0.2305 0.3868 0.09095 -0.0051 0.5026 0.07558
80 5 0.5669 0.2435 0.14286 0.3253 0.3428 0.12356
85 1.0123 0.1167 0.22441 0.7497 0.1825 0.20201
Source: http://demographicestimation.iussp.org/content/fitting-model-life-tables-pair-
-estimates-child-and-adult-mortality
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Table A2.6: Estimated Life Table with the Brass Logit Approach - 2005
Male Female
5q0 0.1121 5q0 0.0990
45q15 0.4501 45q15 0.4524
Y(5) -1.0347 Y(5) -1.1041
a -0.1625 a -0.4190
β 0.7954 -0.2286 β 0.6941 -0.3260
e0 63.1 e0 70.7
Standard Fitted life table Standard Fitted life table
Age (x) n logits l(x) nmx logits l(x) nmx
0 1 1.0000 0.10155 1.0000 0.08691
1 4 -1.1882 0.9016 0.00384 -1.1106 0.9153 0.00394
5 5 -1.0966 0.8879 0.00093 -0.9871 0.9010 0.00075
10 5 -1.0710 0.8838 0.00078 -0.9601 0.8976 0.00059
15 5 -1.0503 0.8804 0.00137 -0.9396 0.8949 0.00096
20 5 -1.0151 0.8743 0.00209 -0.9072 0.8906 0.00137
25 5 -0.9647 0.8653 0.00261 -0.8633 0.8846 0.00165
30 5 -0.9062 0.8540 0.00325 -0.8134 0.8773 0.00198
35 5 -0.8392 0.8402 0.00411 -0.7572 0.8687 0.00240
40 5 -0.7623 0.8231 0.00544 -0.6940 0.8583 0.00295
45 5 -0.6712 0.8010 0.00727 -0.6222 0.8458 0.00376
50 5 -0.5638 0.7724 0.00990 -0.5385 0.8300 0.00494
55 5 -0.4370 0.7350 0.01397 -0.4395 0.8097 0.00700
60 5 -0.2849 0.6853 0.02005 -0.3158 0.7818 0.01009
65 5 -0.1028 0.6198 0.02902 -0.1623 0.7433 0.01564
70 5 0.1144 0.5357 0.04198 0.0364 0.6873 0.02317
75 5 0.3724 0.4335 0.06089 0.2758 0.6119 0.03547
80 5 0.6811 0.3190 0.09003 0.5686 0.5122 0.05615
85 5 1.0654 0.2026 0.13793 0.9359 0.3867 0.09165
90 5 1.5729 0.1018 0.20913 1.4118 0.2457 0.14909
95 5 2.2637 0.0364 0.31888 2.0449 0.1191 0.24036
100 5 3.2248 0.0081 0.40263 2.9066 0.0393 0.32774
105 5 4.4209 0.0012 0.46642 4.0038 0.0088 0.40140
110 5.7861 0.0001 0.54031 5.3051 0.0015 0.49163
Source: http://demographicestimation.iussp.org/content/fitting-model-life-tables-pair-
-estimates-child-and-adult-mortality
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Table A2.7: Estimated Life Table with the Brass Logit Approach - 2010 (Scenario: With Malaria Program)
Male Female
5q0 0.0813 5q0 0.0729
45q15 0.3538 45q15 0.3484
Y(5) -1.2123 Y(5) -1.2714
a -0.3400 a -0.5862
β 0.7954 -0.1823 β 0.6941 -0.2520
e0 68.1 e0 75.3
Standard Fitted life table Standard Fitted life table
Age (x) n logits l(x) nmx logits l(x) nmx
0 1 1.0000 0.07231 1.0000 0.06305
1 4 -1.1882 0.9289 0.00278 -1.1106 0.9379 0.00289
5 5 -1.0966 0.9187 0.00067 -0.9871 0.9271 0.00056
10 5 -1.0710 0.9156 0.00057 -0.9601 0.9245 0.00044
15 5 -1.0503 0.9130 0.00100 -0.9396 0.9225 0.00071
20 5 -1.0151 0.9085 0.00152 -0.9072 0.9192 0.00101
25 5 -0.9647 0.9016 0.00191 -0.8633 0.9146 0.00122
30 5 -0.9062 0.8930 0.00239 -0.8134 0.9090 0.00147
35 5 -0.8392 0.8824 0.00304 -0.7572 0.9023 0.00178
40 5 -0.7623 0.8691 0.00404 -0.6940 0.8943 0.00220
45 5 -0.6712 0.8517 0.00544 -0.6222 0.8845 0.00282
50 5 -0.5638 0.8288 0.00750 -0.5385 0.8721 0.00373
55 5 -0.4370 0.7982 0.01073 -0.4395 0.8560 0.00532
60 5 -0.2849 0.7564 0.01570 -0.3158 0.8335 0.00775
65 5 -0.1028 0.6992 0.02333 -0.1623 0.8018 0.01219
70 5 0.1144 0.6220 0.03489 0.0364 0.7544 0.01844
75 5 0.3724 0.5219 0.05264 0.2758 0.6878 0.02904
80 5 0.6811 0.4005 0.08136 0.5686 0.5946 0.04775
85 5 1.0654 0.2660 0.13010 0.9359 0.4684 0.08164
90 5 1.5729 0.1392 0.20398 1.4118 0.3127 0.13954
95 5 2.2637 0.0511 0.31663 2.0449 0.1589 0.23382
100 5 3.2248 0.0115 0.40214 2.9066 0.0541 0.32532
105 5 4.4209 0.0017 0.46635 4.0038 0.0123 0.40084
110 5.7861 0.0002 0.54081 5.3051 0.0020 0.49390
Source: http://demographicestimation.iussp.org/content/fitting-model-life-tables-pair-
-estimates-child-and-adult-mortality
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Table A2.8: Estimated Life Table with the Brass Logit Approach - 2010 (Scenario: Without Malaria Program)
Male Female
5q0 0.1005 5q0 0.0920
45q15 0.4501 45q15 0.4524
Y(5) -1.0961 Y(5) -1.1445
a -0.2239 a -0.4593
β 0.7954 -0.2468 β 0.6941 -0.3338
e0 64.9 e0 71.9
Standard Fitted life table Standard Fitted life table
Age (x) n logits l(x) nmx logits l(x) nmx
0 1 1.0000 0.09031 1.0000 0.08045
1 4 -1.1882 0.9120 0.00344 -1.1106 0.9213 0.00366
5 5 -1.0966 0.8995 0.00083 -0.9871 0.9080 0.00070
10 5 -1.0710 0.8958 0.00070 -0.9601 0.9048 0.00055
15 5 -1.0503 0.8927 0.00123 -0.9396 0.9023 0.00090
20 5 -1.0151 0.8872 0.00187 -0.9072 0.8982 0.00127
25 5 -0.9647 0.8789 0.00235 -0.8633 0.8925 0.00154
30 5 -0.9062 0.8687 0.00293 -0.8134 0.8857 0.00184
35 5 -0.8392 0.8560 0.00371 -0.7572 0.8776 0.00223
40 5 -0.7623 0.8403 0.00492 -0.6940 0.8678 0.00275
45 5 -0.6712 0.8199 0.00659 -0.6222 0.8560 0.00352
50 5 -0.5638 0.7933 0.00902 -0.5385 0.8411 0.00462
55 5 -0.4370 0.7582 0.01278 -0.4395 0.8218 0.00656
60 5 -0.2849 0.7111 0.01848 -0.3158 0.7953 0.00949
65 5 -0.1028 0.6482 0.02700 -0.1623 0.7584 0.01476
70 5 0.1144 0.5660 0.03952 0.0364 0.7044 0.02198
75 5 0.3724 0.4639 0.05810 0.2758 0.6308 0.03389
80 5 0.6811 0.3462 0.08718 0.5686 0.5323 0.05414
85 5 1.0654 0.2232 0.13543 0.9359 0.4060 0.08934
90 5 1.5729 0.1136 0.20752 1.4118 0.2609 0.14696
95 5 2.2637 0.0410 0.31819 2.0449 0.1279 0.23895
100 5 3.2248 0.0092 0.40248 2.9066 0.0425 0.32722
105 5 4.4209 0.0014 0.46640 4.0038 0.0096 0.40128
110 5.7861 0.0002 0.54047 5.3051 0.0016 0.49211
Source: http://demographicestimation.iussp.org/content/fitting-model-life-tables-pair-
-estimates-child-and-adult-mortality
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CHAPTER 3 : Immigration and Household Extension in the United
States: New Patterns and Explanations
Abstract
Previous research on family household extension among the foreign-
born has mainly focused on the socioeconomic, demographic, and
cultural correlates of living arrangements among a subsample of
Mexican and Asian immigrants. We extend this research by includ-
ing all major sending regions; by distinguishing between horizontal
and vertical extension; and by accounting for the uneven geographic
distribution of immigrants across the country. Drawing on data
from the five percent sample of the 2001-2013 waves of the Ameri-
can Community Survey, we show not only large differentials in the
prevalence of extension across immigrant groups, but also substan-
tial variation in the type and predictors of extension, and the extent
to which these differences with native whites are explained by socio-
demographic composition. Overall, traditional theories of extension
do a better job of explaining horizontal than vertical extension, and
among relatively disadvantaged immigrant groups (i.e., Mexicans
and West Indians) than more positively selected groups (i.e., South
East Asians and Canadians/Europeans). African immigrants often
fall in between these two extremes. We also show that accounting
for immigrant concentration in more expensive housing markets ex-
plains an important share of the immigrant-native gap in extension,
suggesting that previous analyses exaggerated the role of culture in
explaining variation in living arrangements.
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3.1. Introduction
It is well established that living arrangements vary substantially between native-born
and foreign-born populations within the United States, even net of socio-economic
and demographic differences across groups (Glick, Bean, and Van Hook 1997, Gold-
scheider and Bures 2003, Van Hook and Glick 2007). Immigrants’ greater propensity
to live in extended households is potentially a source of concern, as it may signal
economic distress or a lack of incorporation into larger mainstream society (Kamo
2000, Moen and Wethington 1992). A clear understanding of the nature and source
of disparate living arrangements across groups is also a critical issue in its own right,
as they influence all evaluations and comparisons conducted at the household level;
a failure to account for immigrants tendency to live in extended households could
result in an underestimation of ethno-racial inequality in a wide variety of economic
outcomes, from household income to homeownership.
In spite of the importance of living arrangements to stratification, the literature
on the topic suffers from a number of limitations. First, the majority of research on
this topic focuses on Latin American (particularly Mexican) and Asian immigrants.
The tremendous diversification in the origins of the U.S. immigrant population over
the past several decades necessitates a reprisal and re-evaluation of extension patterns
with more up-to-date data and a more comprehensive set of immigrant groups. In
addition, remarkable heterogeneity across immigrant groups with respect to human
capital and background characteristics (Borjas 1994, Camarota 2012, Elo et al. 2015,
Feliciano 2005, Jasso 2011, Jasso et al. 2004) offers new leverage in the attempt to
separate economic from cultural sources of disparities in household extension of the
foreign born from the native born.
Another limitation of the household extension literature is that it often fails to
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distinguish between different types of extension. As Van Hook and Glick (2007) have
highlighted, the determinants of vertical extension (across generations) often differ
from those of horizontal extension (within generations). However, at present there is
a dearth of research on specific types of extension. As such, we know relatively lit-
tle about how the particular pattern of within-and across-generation extension may
differ across national origin groups, and how the predictors of living arrangements
vary by both region of origin and type of extension. Finally, a common conclu-
sion in the literature on immigrant extension is that much of the residual difference
in living arrangements that remains between the foreign born and the native born
after accounting for socio-demographic characteristics is attributable to disparate cul-
tural preferences. However, previous studies have failed to consider how the uneven
geographic distribution of groups across the country may also contribute to these
disparities. Specifically, immigrant populations tend to be far more highly concen-
trated than the native born geographically, and are particularly over-represented in
urban and coastal areas, where the cost of living is higher. It is thus important to
take into consideration not only individual and household level characteristics, but
also differences across groups in local context when assessing variation in extension
patterns.
Drawing on data from the 2001 through 2013 waves of the American Community
Survey, we aim to address these gaps in our understanding of immigrant household
extension. First, we estimate up-to-date prevalence rates of extension among native-
born non-Hispanic whites and multiple foreign-born groups (Mexicans, immigrants
from the rest of America, West Indians, South East Asians, immigrants from the rest
of Asia, Africans, Oceanians, and Europeans), including the relative contribution
of socio-demographic characteristics to household extension. Second, we assess the
prevalence and predictors of extension separately for horizontal and vertical exten-
92
sion. Third, we investigate the extent to which variation in local context helps explain
some of the residual differences across groups, net of socio-demographic differences,
evident in previous studies. And finally, we examine variation in the predictors of
extension across immigrant groups, separately for vertical and horizontal extension.
Results offer new insights into the social forces structuring household extension, and
the differences in family structure between immigrants and the native born.
3.2. Theoretical Background
3.2.1. Economic theories of extension
One of the most important predictors of household extension, and a main factor
explaining differences across groups, is socioeconomic status. As many researchers
have shown, family extension tends to be negatively associated with such factors
as household/personal income and educational attainment (Angel and Tienda 1982,
Blank and Torrecilha 1998, Glick, Bean, and Van Hook 1997, Van Hook and Glick
2007). Economic theories of extension center on the idea that while individuals gen-
erally have a preference for independent living, the economies of scale and resulting
reduction of living expenses that accrue to shared goods, such as housing, provides
a powerful incentive for doubling up for low income groups (Browning, Chiappori,
and Lewbel 2013, Deaton and Christina Paxson 1998, Deaton and Muellbauer 1980,
Kakwani and Son 2005).
Thus, one reason that immigrants are more likely to live in extended family
households is that many national origin groups average lower wages and education
levels than the native born. Coupled with limited access to public assistance, extended
living arrangements are an important way that immigrant households mitigate the
consequences of economic insecurity and poverty (Glick and Van Hook 2002, Leach
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2010). Moreover, because individuals may trade services within households, adults
with limited labor market opportunities may form extended households in an attempt
to exchange shelter and basic living costs for services such as the care of children and
the elderly (Angel and Tienda 1982, Blank and Torrecilha 1998).
3.2.2. Life cycle theories of extension
Another theoretical perspective on household extension focuses on the link between
living arrangements and the life-course. According to this perspective, the incentives
for extension vary at different life stages; both biological age and specific events such
as marriage, childbirth, and old age disability shape the incentives and opportunities
for household extension (Blank and Torrecilha 1998, Moen and Wethington 1992).
When applied to immigrant-native differences in household formation, the argu-
ment is two-fold. First, immigrants are disproportionately young and average higher
fertility than the native born. As such, they are more likely to form extended house-
holds because these life-cycle characteristics favor extension. Second, immigration
is itself an important life-cycle event that can shape extension in and of itself. The
period immediately following migration is often characterized by a high degree of
uncertainty and insecurity, while new entrants into the society search for jobs and
housing and become acclimated to their new environments. Thus, in the early stage
of migration, extended household formation may emanate not only from low income,
but also from the need to pool resources to recover from the insecurity and disrupted
social bonds inherent in the migration experience. Later, as migrants gain experience
and greater knowledge in United States, they may be better able to convert their
economic resources into a nuclear household structure.
Empirical evidence supports most of these theoretical predictions. Studies of
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Mexican immigrants show that recent migrants are more likely to live in extended
households than those who have resided in the United States for longer periods of
time (Glick, Bean, and Van Hook 1997, Van Hook and Glick 2007). Similarly, in
analyses with cross-sectional data, being married is often negatively associated with
a high likelihood of living in extended households (Blank and Torrecilha 1998). A
strong positive correlation is also found between the presence of children under six
years of age and extension (Blank and Torrecilha 1998). Further empirical evidence
shows that the likelihood of extension varies by age among immigrants, and age com-
position helps explain much of the difference in extension between Mexican and Asian
immigrants (Glick and Van Hook 2002).
3.2.3. Cultural theories of extension
While economic and life-cycle characteristics explain a large share of the higher
propensity for household extension among immigrants, gaps with the native popula-
tion remain even after these factors are accounted for. Cultural theories of extension
rely on two main arguments to explain these remaining differences: taste forma-
tion (that the preference for nuclear living arrangements is lower in many developing
regions) and portability of culture (that migrant household patterns in the United
States represent a continuation of cultural practices from countries of origin). Given
the absence of measures of culture and preferences, this framework is generally based
on residual analysis, whereby the cultural explanation is derived from variation unex-
plained by socioeconomic and demographic variables (Angel and Tienda 1982, Blank
and Torrecilha 1998, Van Hook and Glick 2007).
One obvious problem with attributing unexplained differences in household for-
mation, that are often sizeable, to culture is that other omitted factors, often related
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to data availability, also contribute to the disparities (Blank and Torrecilha 1998, Van
Hook and Glick 2007). Using a direct approach to measuring culture, Van Hook and
Glick (2007) compare household structure in migrant sending regions in Mexico to
household structure among Mexican Americans in the United States. They find a
much smaller contribution of culture to Mexican American living arrangements than
previous studies using a residual approach. To the extent that culture can evolve over
time, one should expect changes in immigrant preferences as duration of residence
in the United States increases. This has led many researchers to examine the link
between acculturation and household extension. Findings tend to be sensitive to the
measure of acculturation used. Using English proficiency as a proxy for assimilation,
Blank and Torrecilha (1998) find no statistically significant relationship between cul-
ture and the likelihood of living in extended households (Blank and Torrecilha 1998).
On the other hand, years since immigration are found to explain some variation in
household composition, as the likelihood of extension tends to decrease as immigrants
stay longer in the United States (Blank and Torrecilha 1998, Leach 2010, Van Hook
and Glick 2007). Unfortunately, the interpretation of these results is complicated by
the association of these variables with other socio-demographic and life-cycle charac-
teristics, such as education, age of arrival to the United States, and so on.
3.2.4. New directions in research on extension among immigrants
Previous studies on household extension share some common shortcomings. First,
they fail to consider the whole range of the immigrant experience. Most studies on
extension have focused on Mexican and, to a lesser extent, Asian and other Latin
American immigrants. Given the tremendous heterogeneity of immigrants from dif-
ferent sending regions, particularly with respect to the human capital characteristics
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associated with extension (Borjas 1987, 1994, Chiswick 1978, Elo et al. 2015, Feli-
ciano 2005, Kritz and Gurak 2015, Lucas 2015), this is problematic. While a handful
of studies compare multiple sending regions (see Glick, Bean, and Van Hook 1997),
they tend to focus on earlier time periods. However, rapid social change abroad
and the continued influx of newcomers to the United States continuously alter the
composition of all immigrant groups, and necessitate reexamination of even familiar
patterns. Second, most studies of immigrant living arrangements do not distinguish
between the various types of extension. However, it should be emphasized that family
extension encompasses three possible types of living arrangements: horizontal (with
same-generation members), vertical (with multi-generation members), or mixed (hor-
izontal and vertical) extension. This distinction has been shown to be important for
Mexican immigrants (Van Hook and Glick 2007), and is in need of examination in a
comparative perspective.
Finally, previous research often fails to account for the role of local context
in structuring patterns of household extension. Because immigrant populations are
more highly concentrated geographically than native-born groups, local housing mar-
ket characteristics are likely to shape their living arrangements. The economic need
to double up with family members is shaped by the income available to potential
household members and also by the cost of housing that could be shared. Because
low income is associated with family household extension, one would expect that high
home values, ceteris paribus, would tend to increase the prevalence of family house-
hold extension. Other local conditions that suggest more difficult transitions into
homeownership could also shape extension patterns. Thus, the greater concentration
of immigrants in more expensive housing markets, and those marked by lower rates
of home ownership, could contribute to the immigrant-native gap in extension.
Our paper addresses the limitations of previous studies in three principal ways.
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First, we use recent census data to examine patterns of household extension among
immigrants from Mexico, rest of America, the West Indies, South East Asia, rest of
Asia, Africa, Oceania, and Europe. We are concerned not only with differences across
groups in the prevalence of extension, but also in how the socio-demographic corre-
lates of extension may differ across groups. Second, we distinguish between vertical,
horizontal, and mixed extended households to explore differences across regions of ori-
gin, as well as how socio-demographic and life-cycle forces relate differently to these
multiple forms of extension. And finally, we examine the role of the local context
in shaping immigrant household extension, by region of origin and extension type,
and assess the extent to which this dimension helps us to understand differences in
patterns of household formation between the native born and the foreign born.
3.3. Data and Methods
We use data from the 2001 through 2013 waves of the American Community Survey
(ACS), which is a representative sample of the non-institutionalized, civilian U.S.
population. In the ACS annual release, each year pertains to approximately five
percent of the U.S. population. The pooled data, containing both household and
individual level information, are downloaded from the IPUMS website (Flood et al.
2015). The ACS contains extensive socioeconomic and life-cycle data along with a
large sample size that allows the examination of each type of family extension among
immigrants from diverse sending regions. It also contains geographic identifiers at
the county level which allow for the inclusion of contextual characteristics.
We restrict the analytical sample to respondents aged 25 and above to be con-
sistent with previous studies on household extension (Glick, Bean, and Van Hook
1997, Goldscheider and Bures 2003, Van Hook and Glick 2007). Our main objec-
tive is to investigate the differences in household extension between the native born
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and the foreign born. Immigrants are defined as those born outside of the United
States (mainland and US territories). We compare immigrants from different origins
to native-born non-Hispanic (NH) whites.1 Because the NH white sample in the ACS
is extremely large, we use a five percent subsample, which is drawn by stratifying
on survey year, state of residence, gender, and age of the respondents. We further
restrict the sample to respondents with non-negative (i.e., strictly positive or zero) in-
come.2 This yields an analytical sample of 3,382,048 respondents, 2,574,776 of whom
are foreign-born.
3.3.1. Model specification
Family household extension, the main dependent variable under consideration, is de-
fined using the concept of minimal household unit (MHU) (Glick, Bean, and Van
Hook 1997, Glick and Van Hook 2002, Van Hook and Glick 2007). An MHU may
consist of a household head, his/her spouse/partner, and any biological or foster chil-
dren who are under 25 years old, unmarried, and have no children of their own. It
may also consist of a single adult. A household is defined as an extended family
household if it consists of at least two related MHUs. For the purpose of this analy-
sis, we first determine whether a household contains an extended family member. We
1It is worth emphasizing that the native U.S. population is highly diverse, and using NH whites as
the default reference against which immigrants are compared has rightly been criticized for conflating
native with white. However, in the case of living arrangements, native Hispanic, Asian, and black
populations are all more likely to live in extended households than their NH white peers (Angel
and Tienda 1982). Indeed, the same economic and cultural theories of extension that have been
applied to immigrants have also been used to explain ethno-racial variation in living arrangements
within the native population. We therefore use NH whites as the comparison group not because
they represent the native norm, but rather because they are the native group with the lowest level
of extended living arrangements.
2Negative income is rarely reported; only 2,176 observations were excluded based on these criteria,
representing 0.1% of the total sample (0.11% of Asian immigrants, 0.12% of NH native whites and
West Indian immigrants, 0.08% of Latin American immigrants, 0.04% of African immigrants, and
0.05% of Canadian/European immigrants)
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then use this information to define a household as extended when any of its members
are extended kin.
Because a family can extend in three possible ways, we distinguish between
horizontal, vertical, and mixed extension. Horizontally extended family households
are those consisting of adults of the same generation. In other words, they refer to
co-residence among siblings and other relatives (Glick, Bean, and Van Hook 1997,
Glick and Van Hook 2002, Van Hook and Glick 2007). Vertically extended family
households refer to those consisting of multiple generations. In other words, vertically
extended family households include household heads who live with their parents or
their adult children, grandparents co-residing with adult grandchildren, or of a com-
bination of any of these living arrangements. Mixed extension applies to households
that combine both horizontal and vertical structures (Glick, Bean, and Van Hook
1997, Glick and Van Hook 2002, Van Hook and Glick 2007).
Given the central role of immigrant origin to the analysis, we define binary
indicators of major geographical sending regions, including Mexico, the West Indies
(mostly consisting of the Caribbean), rest of America (South and Central America),
Africa, South East Asia (China, India, Japan, and Korea), rest of Asia, Canada/Europe,
and Oceania. We also tried alternative ways of grouping Asian and Latin American
countries, but the results are substantively unaffected. Other independent variables
in the analysis correspond to economic and life-cycle theories of extension. Measures
of socioeconomic status include a binary variable that captures whether a respondent
worked for pay during the week of reference of the survey, or whether the respondent
worked at least 15 hours during the week on a family farm or business.3 We also use
total personal income, which consists of income from all sources pertaining to the 12
months preceding the survey. Income is modeled as a discrete variable, representing
3http : //www.census.gov/people/laborforce/about/acsemploy.html
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income quintiles at the level of the pooled sample. We also include a measure of
educational attainment, captured by four binary indicators for less than high school,
high school, some college, and college graduate or higher. The ability and motivation
to extend could also be influenced by housing tenure. We therefore also include a
binary measure of whether or not the respondent owns their primary residence.
Other socio-demographic indicators include age (25-34, 35-44, 45-54, 55-64, or
65+), gender, and binary indicators of whether or not the respondent is married and
whether or not they have a child under age five living with them. In models restricted
to the foreign born we also include a number of immigrant characteristics, including
a binary indicator of the ability to speak English well and years since immigration
(0-9, 10-19, and 20 and or more).
Finally, we also examine the impact of local area housing characteristics on
extension patterns. These include county-level median home value, homeownership
rates. For local home values, the natural logarithm of median home value is computed
at the county level and is ascribed to all respondents in the county. We also control
for survey year to capture secular change in macroeconomic conditions.
3.3.2. Analytical strategy
We begin by extending the previous literature to all groups of immigrants and by
distinguishing between horizontal, vertical, and mixed types of extension. A series
of multinomial logit models are estimated to predict the likelihood of each type of
extended family household with the nuclear household being the reference category.
We compute White robust standard errors to account for clustering at the household
level, which simultaneously accounts for clustering at the county level (Wooldridge
2010). We further account for the ACS sampling design by weighting all estimates
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by the personal weights provided in the ACS data files. All results are presented as
relative risk ratios.
In Model 1, we control only for region of origin. This amounts to a bivariate
analysis of the type of extension among immigrants by region of origin relative to NH
white natives. Model 2 adds socioeconomic, demographic, and life cycle determinants
of extension to Model 1 to investigate the extent to which the differences observed
in Model 1 are attributable to differences in these socio-demographic characteristics
across groups. Model 3 adds local county-level housing characteristics to Model 2
to examine what share of the unexplained residual difference among groups, often
attributed to culture in previous studies, is related to the geographic concentration
of immigrants in high-cost housing markets.
Finally, to further investigate whether the determinants of extension vary among
the various immigrant groups we stratify the analyses by region of origin and limit
the analyses to the foreign born. In addition to the explanatory variables included in
Model 3 we also control for years since migration and English proficiency. All models
also control for the survey year.
3.4. Results
Table 3.1 summarizes patterns of extension and socio-demographic characteristics by
region of origin. The results clearly demonstrate the importance of distinguishing be-
tween different types of extension. While immigrants from all regions are significantly
more likely than NH white natives to live in extended households, the overall exten-
sion rates in the first row mask considerable variation across regions in the relative
importance of vertical and horizontal extension. For instance, emigrants from the
rest of Asia (Asia excluding South East Asia and India) are more likely than other
groups to extend overall, with an unadjusted prevalence of 42.5 percent, relative to
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19.8 and 25.4 percent among NH white natives and Canadian/European immigrants,
respectively (overall household extension among the other foreign-born groups ranges
from 30.0 percent among Africans to 40.2 percent among Mexicans). However, while
immigrants from the rest of Asia are the most likely to extend overall, this is primarily
because they are far more likely than other groups to live in mixed extended house-
holds, with unadjusted prevalence of 12.6 percent for these immigrants relative to 3.8
and 5.2 percent for NH native whites and Canadians/Europeans, respectively. Also,
the high prevalence of overall extension observed among Mexicans is mostly driven
by their high propensity for horizontal extension. The unadjusted prevalence of hor-
izontal extension is 18.4 percent among Mexicans compared to 7.2 and 8.2 percent
among NH native white and Canadians/Europeans, respectively. Horizontal exten-
sion is also more common than vertical extension among immigrants from the rest
of America (16.7 versus 14.7 percent), Africa (13.4 versus 10.1 percent), and West
Indies (14.9 versus 14.5 percent), whereas the opposite is true for immigrants from
South East Asia (10.3 versus 16.1 percent), the rest of Asia (13.5 versus 16.4 percent),
Canada/Europe (8.2 versus 12.1 percent), and Oceania (7.2 versus 8.7 percent).
At least some of the large differences in living arrangements across groups are
no doubt related to socio-demographic and life cycle characteristics, which also vary
substantially across groups. Mexicans are younger, on average, than NH white na-
tives, and South East Asians have high rates of marriage relative to other groups.
All immigrants, with the exception of Canadians/Europeans, are more likely to have
young children at home than native NH whites. But the largest differences across
groups relate to socioeconomic factors. South East Asian, Oceanian, and Cana-
dian/European immigrants average higher levels of both education and income than
native NH whites. While Africans are also more likely to have college degrees than
native NH whites, they nevertheless lag behind them in terms of income, though to
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a far lesser extent than their peers from the remaining regions. Overall, Mexicans
average the lowest incomes and education levels of all groups considered. Africans
average higher employment levels than other groups; and native whites are far more
likely than others to be homeowners.
There are also marked differences across regional groups in their average im-
migration characteristics. Canadians/Europeans average the longest durations in the
United States, followed by Mexicans. Africans, in contrast, are far more recently
arrived than the other groups. Immigrants from Mexico are less likely to have a good
command of English (43 percent relative to 86, 78, 75, 71, 60, 60, and 53 percent of
immigrants from Oceania, Canada/Europe, Africa, West Indies, South East Asia, the
rest of Asia, and the rest of America, respectively).
The potential importance of local context is also evident in Table 3.1. Native
NH whites are not only more likely to own a home, they also live in counties with
higher homeownership rates than their immigrant peers. This is in part because na-
tive NH whites tend to live in counties with lower average housing values. Specifically,
the median home value in native NH whites counties of residence is 132,600, and 70
percent of area residents are homeowners. In contrast, the median home values in the
counties in which South East Asian immigrants live is 182,000 and only 66 percent
of area residents own their homes.
We next examine differences in extension across groups that remain after ac-
counting for socio-demographic, life cycle, and contextual variation across groups.
Table 3.2 presents relative risk ratios from multinomial logistic regression models of
horizontal, vertical, and mixed extended family living arrangements. The first three
columns of the table pertain to Model 1, which produces unadjusted relative risk
ratios of each type of extension relative to the nuclear household structure, with NH
white natives as the reference group. Once again we see that immigrants are far more
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likely than the native born to extend, with important differences by type of extension
and region of origin. Results show the same patterns evident in Table 3.1: Mexican
immigrants are 3.5 and 3.6 times more likely than native NH whites to live in hor-
izontal and mixed extension households, respectively, but only 2.0 times more likely
to live in vertically extended households. Once again, Asian (South East Asia and
Rest of Asia), Canadian/European, and Oceanian immigrants are distinct from other
groups in that differences in extension with native NH whites are larger for vertical
than horizontal extension; for all other groups the opposite is true.
The next three columns, for Model 2, introduce controls for individual and
household level characteristics. As in previous studies both life cycle and economic
conditions shape extension patterns, though there are interesting differences across
types of extension. For instance, older ages are associated with lower odds of living
in horizontally extended households, but higher odds of living in vertically extended
households. Married respondents are less likely than their non-married peers to ex-
tend, but this tendency is especially pronounced for horizontal extension. Having
young children discourages horizontal extension but increases the likelihood of ver-
tical extension. Likewise, there is a strong inverse relationship between income and
horizontal extension, but the relationship is weaker for vertical extension; only the
lowest income quintiles differ significantly from the vertical extension patterns of the
top income group, and they are more likely to extend, consistent with economic theo-
ries of extension. Employment is also a significant predictor of a greater likelihood of
horizontal but not vertical extension. Higher levels of education generally discourage
extension, while homeownership facilitates it.
More importantly for our purposes, the inclusion of socio-demographic and life
cycle controls in Model 2 also explains part of the immigrant-native disparities in
household extension, although the results vary by sending region and type of exten-
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sion. To facilitate the comparisons across groups and types of extension, Figures 3.1
and 3.2 graph the relative risk ratios of horizontal and vertical extension, respec-
tively, across the 3 models shown in Table 3.2 (unadjusted Model 1, controlling for
socio-demographic and life cycle characteristics Model 2, and controlling for socio-
demographic, life cycle and contextual characteristics Model 3). Two intriguing
patterns are evident: differences in the impact of controls on relatively more and less
advantaged immigrant groups, and differences in the impact of controls on horizontal
and vertical extension. Figure 3.1 shows that for the three least advantaged groups,
Mexicans, immigrants from the rest of America, and West Indians, controlling for
socio-demographic characteristics substantially reduces the gap in horizontal living
arrangements with respect to native NH whites. For Asian (South East Asia and Rest
of Asia), Canadian/European, and Oceanian immigrants, in contrast, controlling for
their socio-demographic characteristics slightly increases their likelihood of horizontal
extension compared to native NH whites. For African immigrants, the likelihood of
horizontal extension is unchanged. A very different pattern is evident for vertical
extension, presented in Figure 3.2. Overall socio-demographic and life cycle charac-
teristics explain much less of the variation by region of origin, and controlling for
these factors raises the gap in vertical extension between native NH whites and all
immigrant groups, especially for Asians (South East Asia and rest of Asia).
Finally, Model 3 adds indicators of local housing context. Results indicate that
net of individual and household level socio-demographic and life cycle characteristics
local housing conditions also have an important impact on living arrangements. That
is, both vertical and horizontal extension are more common in areas where housing
costs are higher and access to home ownership is more limited. Moreover, accounting
for the uneven geographic concentration of groups across the country has an impor-
tant impact on native-immigrant extension differentials, as illustrated in Figures 3.1
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and 3.2. Comparing the second and third bars across groups shows that accounting
for immigrants tendency to live in more expensive and lower homeownership contexts
reduces the native-immigrant differences in extension for all regions of origin and for
both horizontal and vertical extension. As was the case with individual level controls,
however, context seems to matter more for horizontal living arrangements than for
vertical extension. There are also important differences across regions of origin, as
the Canadian/European differentials appear to be less influenced by context than for
the other immigrant groups for both types of extension.
The pronounced region-of-origin differentials in household extension evident in
Tables 1 and 2 invite further examination. In addition to differences in the pattern
and prevalence of household extension across regions of origin, there are also potential
differences in the impact of explanatory variables on extension patterns across groups.
To explore this possibility, Tables 3.3 and 3.4 present relative risk ratios for horizon-
tal, vertical, and mixed extension relative to nuclear living arrangements, separately
for our height regions of origin from the fully adjusted model which includes years
since arrival in the U.S. and English fluency in addition to controls used in Model 3,
Table 3.2.
Overall, most socio-demographic, life cycle and contextual characteristics have
roughly comparable impacts on extension across groups. However, there are some im-
portant exceptions. The biggest differences across groups are evident in the impact
of income and duration of U.S. residence on living arrangements. To better illustrate
these differences, Figures 3.3 and 3.4 graph the fully adjusted risk ratios of horizon-
tal and vertical extension, respectively, relative to nuclear living arrangements, by
income for each region of origin. Figure 3.5, in turn, graphs the fully adjusted risk
ratios of extension by duration of U.S. residence and by region of origin. Both figures
are based on the risk ratios presented in Tables 3.3 and 3.4
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Beginning with Figures 3.3 and 3.4, results show considerable variation in the
association between income and extension both by region of origin and type of exten-
sion. While Tables 3.3 and 3.4 show that virtually all of the lower income quintiles are
statistically more likely than those in the top quintile to live in horizontally extended
households, regardless of region of origin, Figure 3.3 shows that in substantive terms
the income gradient is more muted for the relatively advantaged immigrant groups,
namely South East Asians, Canadians/Europeans, and Oceanians. The gradient is
far steeper among the more disadvantaged groups (Mexicans, West Indians, and im-
migrants from the rest of America) and immigrants from Africa. For these groups, the
income gradient for horizontal extension is nonlinear, with the lowest income quintiles
far more likely than others to horizontally extend.
With respect to vertical extension, in contrast, both the impact of income and
differences across regions are far more modest. Figure 3.4 shows that for all im-
migrants, the likelihood of vertical extension decreases with income, although most
differences are not statistically significant for either group.
Finally, Figure 3.5 illustrates the fully adjusted relative risk ratios for both
horizontal and vertical extension relative to nuclear living arrangements by region of
origin and duration of U.S. residence, with fewer than 10 years in the United States
as the reference category. For all groups the relative risk of horizontal extension de-
creases with longer duration of U.S. residence. For vertical extension, on the other
hand, duration in the United States has little effect among Mexicans. For most other
migrant groups, the likelihood of extension decreases with longer duration in the
United States, sometimes after a peak in the decade following the time of arrival.
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3.5. Conclusion
The foreign born represent a rapidly growing share of the US population. According
to the 2010 ACS, the foreign born made up 13 percent of the total U.S. popula-
tion, amounting to about 40 million people (Grieco et al. 2012). Not only is the
share of the foreign born of the US population growing, the foreign born are be-
coming increasingly heterogeneous. For example, among all foreign-born migrants,
those born in Africa have been growing at the fastest rate in recent years (Elo et
al. 2015) with Asians projected to become the largest immigrant group surpassing
Hispanics by 2050 (Lopez, Passel, and Rohal 2015). And yet, studies that have in-
vestigated co-residence among the foreign-born population have focused primarily on
immigrants from Mexico (Lopez, Passel, and Rohal 2015) and on those from a few
Asian countries (Lopez, Passel, and Rohal 2015). Although some previous studies in-
clude more expansive comparisons (Glick, Bean, and Van Hook 1997), the continuous
evolution of immigrant composition requires frequent updating to assess contempo-
rary patterns. In addition, most studies fail to distinguish between different types of
extension or examine the role of local contextual conditions in shaping differences in
living arrangements across immigrant groups. The large sample size that results from
pooling the 2001 through 2013 waves of the ACS makes it possible to investigate the
relevance of the leading theories of household extension among multiple immigrant
groups that are representative of the foreign-born population. In addition, we extend
prior research by examining the predictors of both horizontal and vertical extension,
and by investigating whether local housing market conditions influence immigrants
household extension patterns and their divergence from those of native NH whites.
Our findings lend mixed support to the findings from previous research on ex-
tension. While we show that immigrants have a higher propensity for all types of
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extension than native-born NH whites, as in previous studies (Blank and Torrecilha
1998, Glick 1999, Glick, Bean, and Van Hook 1997, Glick and Van Hook 2002, Kamo
2000, Van Hook and Glick 2007), we also find substantial variation among different
types of extension and by region of origin.
Our findings strongly suggest that horizontal and vertical extension are driven
by different forces. Economic and life-cycle theories of extension do a far better job
of explaining horizontal than vertical extension, suggesting that greater conceptual
and empirical clarity is needed when evaluating immigrants engagement in household
extension.
Economic and life-cycle characteristics also tend to hold more sway among im-
migrants from less advantaged origins. Not only do socio-demographic and life cycle
characteristics explain a larger share of the immigrant-native differences in horizontal
extension for Mexicans, West Indians, and immigrants from the rest of America than
for South East Asians, Canadians/Europeans, and Oceanians relative to native NH
whites, the income gradient for horizontal extension is steeper among these less ad-
vantaged region-of-origin groups. The income gradient for horizontal extension among
Africans, who on average have higher educational attainment but lower incomes than
native NH whites, is also steeper than among the more advantaged immigrant groups.
In contrast to horizontal extension, socio-demographic and life cycle characteristics
do little to explain patterns of vertical household extension among the various immi-
grant groups relative to the native NH whites. Furthermore, compared to horizontal
extension the income gradient is relatively flat among all origin groups when it comes
to vertical household extension.
Our findings also highlight the importance of geographic distribution of immi-
grants and the need to take into account the role of housing conditions in studies
of household extension. Immigrants are disproportionately concentrated in housing
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markets characterized by high costs and low rates of homeownership, both of which
tend to encourage extended living. Accounting for differences in local context across
groups explains up to 10 percent of the difference in extension between the foreign-
born subgroups and native-born NH whites. These results provide new evidence
against the interpretation that the unexplained differences among the foreign born
and the native born are due simply to cultural differences that shape immigrant living
arrangements. In all probability, including a richer set of community characteristics
could go even further towards explaining immigrant-native differences in household
extension.
This study has a number of limitations. First, while we identify an impor-
tant source of the unexplained variation in household extension across region-of-
origin groups (namely local context), we are unable to explain all of the variation
in household extension patterns among the foreign-born subgroups relative to native
NH whites. In particular, the lack of information on legal status could influence
our findings, as undocumented immigrants suffer a number of disadvantages (Flippen
2012, Glick, Bean, and Van Hook 1997) that could also shape extension patterns.
There could also be additional county level or local area characteristics that influence
extension. Finally, the variable regarding the duration since immigration is com-
puted by subtracting the year of arrival from survey year. The shortcoming of this
commonly used approach is that it may not accurately capture duration since immi-
gration, especially among immigrants who cross international borders multiple times
(Massey 1987).
Immigrant living arrangements have long captured the attention of researchers
both as a sign of economic marginality and as a marker of cultural distinctiveness from
the native mainstream. The strong link between economic hardship and horizontal ex-
tension, which is both more prevalent and has a stronger income gradient among more
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disadvantaged immigrant groups, indeed warrants concern. These patterns suggest
that household-level analyses underestimate the financial vulnerability of low-income
families from Mexico, the West Indies, the rest of America, and Africa. The steady
reductions in both horizontal and vertical extensions with longer durations in the
United States, in contrast, support the argument that extension is less an enduring
cultural artifact than a temporary stage in the process of immigrant adaptation. The
fact that vertical extension is both less related to socio-demographic characteristics
and less variable across region-of-origin groups implies that this particular living ar-
rangement could have more to do with the needs and conditions of elder generations
than with those of working-aged adults. In addition, the immigrants residential con-
text matters for patterns of household extension, an area that has not received much
prior attention. The cost of living, which we measured by the cost of housing in the
county of residence, is important. Future studies of household living arrangements
should thus consider not only individual- and household-level characteristics but also
take into account residential context.
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3.7. Tables
Table 3.1: Descriptive statistics for non-Hispanic native-born and foreign-born ages 25+: 50 states and
the District of Columbia, ACS 2001-2013 (percentage unless otherwise noted)
Characteristics All Mexico W. Indies Rest Am. Africa S. E. Asia Rest Asia Europe Oceania US-b.
(N/1,000) (3,382) (598) (141) (400) (84) (392) (372) (571) (14) (807)
Extension (all types) 33.36 41.23 38.05 41.03 30.01 34.95 42.52 25.45 32.71 19.80
Horizontal exten. 12.57 18.48 14.88 16.67 13.40 10.26 13.54 8.19 11.22 7.23
Vertical exten. 12.84 12.54 14.48 14.66 10.84 16.08 16.41 12.06 12.49 8.75
Mixed exten. 7.95 10.21 8.69 9.70 5.78 8.62 12.57 5.20 9.00 3.82
Gender
[Female]
Male 53.26 63.17 45.62 53.52 58.08 53.46 49.24 48.18 52.73 49.95
Mean age 47.80 42.12 47.43 46.11 43.15 46.62 47.80 53.96 46.04 51.54
[SE] [0.01] [0.02] [0.05] [0.03] [0.05] [0.03] [0.03] [0.03] [0.16] [0.02]
Age
25-34 years 22.89 33.35 19.87 24.99 27.43 23.86 20.20 14.86 24.81 17.75
35-44 years 25.42 31.29 26.80 27.49 31.79 26.83 26.62 19.44 28.11 19.84
45-54 years 21.33 18.96 24.90 21.89 23.97 22.22 23.03 19.99 21.28 21.77
55-64 years 14.03 9.09 15.21 12.47 10.71 13.62 15.74 16.45 13.71 17.82
65 years+ 16.33 7.30 13.22 13.16 6.10 13.47 14.41 29.25 12.09 22.82
Marital status
Not married 36.32 35.24 48.63 42.60 37.69 24.73 32.10 35.63 33.37 39.30
Curr. married 63.68 64.76 51.37 57.40 62.31 75.27 67.90 64.37 66.63 60.70
Child < 5
No 96.92 95.34 97.57 97.44 93.97 97.16 96.78 97.87 95.86 97.69
Yes 3.08 4.66 2.43 2.56 6.03 2.84 3.22 2.13 4.14 2.31
Mean income (x1,000) 18.26 11.21 14.83 14.68 20.30 25.19 19.67 22.77 25.65 20.30
[SE] [0.02] [0.02] [0.05] [0.03] [0.11] [0.06] [0.05] [0.05] [0.34] [0.03]
Income
bottom quintile 19.75 23.07 21.18 21.48 16.75 18.53 20.47 17.90 16.59 17.05
2nd quintile 20.91 30.81 21.18 24.93 18.04 14.23 16.68 17.25 14.91 17.23
3rd quintile 20.90 25.89 23.16 23.42 21.90 15.06 19.23 18.12 18.18 19.68
4th quintile 19.97 14.84 21.93 18.57 22.12 19.23 21.46 21.14 21.54 24.10
Top quintile 18.47 5.39 12.55 11.61 21.19 32.95 22.16 25.59 28.78 21.94
Educational attainment
< high school 22.99 55.13 21.16 27.44 6.86 9.55 14.42 11.57 9.64 10.51
High school 31.10 30.20 37.87 34.61 25.44 18.70 25.51 31.81 32.21 38.10
Some college 17.17 9.03 21.68 17.42 23.10 12.62 20.09 19.93 21.64 22.28
College + 28.74 5.64 19.28 20.53 44.60 59.13 39.98 36.69 36.50 29.11
Is employed
No 27.49 20.16 25.68 23.19 17.40 23.21 26.62 37.62 23.26 34.98
Yes 72.51 79.84 74.32 76.81 82.60 76.79 73.38 62.38 76.74 65.02
Owns home
No 38.13 50.81 49.45 48.53 52.65 37.16 33.07 27.80 40.46 24.40
Yes 61.87 49.19 50.55 51.47 47.35 62.84 66.93 72.20 59.54 75.60
Speaks English only,
or very well
No - 56.09 28.13 46.79 24.52 39.59 39.96 21.07 13.95 -
Yes - 43.91 71.87 53.21 75.48 60.41 60.04 78.93 86.05 -
Mean years since
immigration 19.87 21.67 20.46 15.77 19.45 21.19 30.77 20.74
[SE] - [0.02] [0.04] [0.03] [0.05] [0.03] [0.02] [0.03] [0.16] -
Years since immigration
0-9 - 22.72 17.01 24.87 37.56 27.05 18.25 15.99 30.00 -
10-19 - 31.57 29.42 27.92 30.91 28.10 27.26 17.91 22.96 -
20+ - 45.71 53.57 47.21 31.54 44.86 54.49 66.09 47.04 -
County level proportion 66.47 62.81 65.78 66.20 66.17 66.24 68.26 66.22 70.61
of homeownership
Median county level 152.90 152.90 167.20 167.20 167.20 182.40 179.20 152.90 171.70 132.60
home value (x1,000)
Frequencies (/1,000) in parentheses
Note: Sample characteristics are based on weighted data. The number of cases is unweighted
Source: 5% PUMS file of ACS waves 2001-2013
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Table 3.2: Relative risk ratios from multinomial logistic regression models of extended family living arrangements
among non-Hispanic native-born and foreign-born ages 25+, by type of extension: 50 states and the District of
Columbia, ACS 2001-2013 (N=3,382,048)
Characteristics Model 1 Model 2 Model 3
Horizon. Vertical Mixed Horizon. Vertical Mixed Horizon. Vertical Mixed
Sending regions
[NHW US-born]
Mexico 3.52*** 1.97*** 3.68*** 2.75*** 2.22*** 3.46*** 2.67*** 2.16*** 3.29***
West indies 2.67*** 2.14*** 2.95*** 2.41*** 2.30*** 3.02*** 2.03*** 1.99*** 2.31***
Rest America 3.17*** 2.30*** 3.48*** 2.79*** 2.53*** 3.53*** 2.52*** 2.32*** 3.05***
Africa 2.15*** 1.43*** 1.75*** 2.15*** 1.81*** 2.09*** 1.97*** 1.68*** 1.81***
South East Asia 1.76*** 2.28*** 2.80*** 1.97*** 2.73*** 3.38*** 1.76*** 2.46*** 2.84***
Rest Asia 2.63*** 2.63*** 4.62*** 2.73*** 2.93*** 5.07*** 2.47*** 2.68*** 4.37***
Europe/Canada 1.22*** 1.48*** 1.46*** 1.30*** 1.46*** 1.52*** 1.21*** 1.38*** 1.38***
Oceania 1.85*** 1.70*** 2.81*** 1.91*** 1.98*** 3.19*** 1.72*** 1.81*** 2.74***
Gender
[Female]
Male 1.17*** 0.90*** 1.07*** 1.18*** 0.91*** 1.08***
Age
[25-34 years]
35-44 years 0.87*** 1.10*** 0.82*** 0.86*** 1.09*** 0.81***
45-54 years 0.80*** 1.23*** 0.84*** 0.79*** 1.21*** 0.82***
55-64 years 0.79*** 1.36*** 0.92*** 0.77*** 1.33*** 0.88***
65 years + 0.70*** 1.81*** 0.99 0.68*** 1.76*** 0.94***
Marital status
[Not married]
Married 0.65*** 0.79*** 0.74*** 0.66*** 0.80*** 0.75***
Child <5
[No]
Yes 0.76*** 1.10*** 0.91*** 0.77*** 1.11*** 0.93***
Income quintile
[Top quintile]
bottom quintile 1.35*** 1.23*** 1.56*** 1.42*** 1.28*** 1.68***
2nd quintile 1.34*** 1.05*** 1.35*** 1.41*** 1.09*** 1.45***
3rd quintile 1.21*** 1.00 1.23*** 1.26*** 1.04*** 1.30***
4th quintile 1.10*** 1.01 1.14*** 1.12*** 1.03*** 1.18***
Educational attainment
[high school]
< high school 1.16*** 1.11*** 1.13*** 1.15*** 1.10*** 1.12***
some college 0.85*** 0.95*** 0.92*** 0.85*** 0.95*** 0.92***
college + 0.78*** 0.88*** 0.78*** 0.78*** 0.87*** 0.77***
Owns home
[No]
Yes 1.09*** 1.29*** 1.50*** 1.17*** 1.38*** 1.69***
Is employed
[No]
Yes 1.13*** 0.98*** 1.06*** 1.14*** 0.99** 1.07***
County level 1.66*** 1.56*** 1.55***
homeownership
ln(County level median 1.40*** 1.35*** 1.60***
home value)
Control for survey year Yes Yes Yes Yes Yes Yes Yes Yes Yes
Source: 5% PUMS file of ACS waves 2001-2013
Note: Estimates are weighted. Reference group for each variable is given in brackets.
*** p<0.01, ** p<0.05, * p<0.1
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3.8. Figures
Figure 3.1: Relative Risk Ratios of Horizontal Extension by Sending Region
Mex. W. Indies R. Am. Africa S.E. Asia R. Asia Can./Eur. Oceania
Unadjusted
Adjusted without Context var.
Fully adjusted
R
el
at
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k 
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io
0
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2
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4
(Reference group = Non−Hispanic US−born white)
Source: 5% PUMS file of ACS waves 2001−2013
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Figure 3.2: Relative Risk Ratios of Vertical Extension by Sending Region
Mex. W. Indies R. Am. Africa S.E. Asia R. Asia Can./Eur. Oceania
Unadjusted
Adjusted without Context var.
Fully adjusted
R
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at
ive
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k 
R
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io
0
1
2
3
4
(Reference group = Non−Hispanic US−born white)
Source: 5% PUMS file of ACS waves 2001−2013
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Figure 3.3: Fully Adjusted Relative Risk Ratios of Horizontal Extension by Income and Sending Region
Mex. W. Indies R. Am. Africa S.E. Asia R. Asia Can./Eur. Oceania
Bottom Quintile
2nd Quintile
3rd Quintile
4th Quintile
R
el
at
ive
 R
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k 
R
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io
0
1
2
(Reference group = Top Richest Quintile)
Source: 5% PUMS file of ACS waves 2001−2013
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Figure 3.4: Fully Adjusted Relative Risk Ratios of Vertical Extension by Income and Sending Region
Mex. W. Indies R. Am. Africa S.E. Asia R. Asia Can./Eur. Oceania
Bottom Quintile
2nd Quintile
3rd Quintile
4th Quintile
R
el
at
ive
 R
is
k 
R
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io
0
1
2
(Reference group = Top Richest Quintile)
Source: 5% PUMS file of ACS waves 2001−2013
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Figure 3.5: Fully Adjusted Relative Risk Ratios of Extension by Duration and Sending Region
Mex. W. Indies R. Am. Africa S.E. Asia R. Asia Can./Eur. Oceania
Hori. ext., 10−19 yrs
Hori. ext., >20yrs
Vert. ext., 10−19yrs
Vert. ext., >20yrs
R
el
at
ive
 R
is
k 
R
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io
0
1
2
(Reference group = Immigrants with <10yrs)
Source: 5% PUMS file of ACS waves 2001−2013
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CHAPTER 4 : Emigrant Selectivity and Choice of Migration
Destination: Evidence from Ghana
Abstract
African emigration has been growing over the past few decades, but
at the same time there is still little research on the nature and scope
of selectivity among African emigrants to various destinations. In
addition, because of a lack of data in most African countries, re-
search on migration has not yet adequately investigated possible
mechanisms whereby socio-demographic characteristics combine to
shape migration decisions. Using data from the 2009 Ghana survey
of the Migration between Africa and Europe (MAFE) project and
data from nationally representative surveys in the United Kingdom
and the United States, I investigate these research gaps among emi-
grants from Ghana. I find evidence for positive selection among cur-
rent emigrants compared to both non-migrants and return migrants.
My results further show that return migrants tend to have more fa-
vorable socioeconomic characteristics than non-migrants. My find-
ings also point to selectivity among emigrants by destination such
that emigrants who migrate to a destination further away are more
positively selected. However, the results fail to show any effect of
wage differentials at destination in explaining the choice of migra-
tion destination among emigrants to the United Kingdom and the
United States. This paper offers three contributions to the litera-
ture on migrant selectivity. First, it focuses on selectivity among
return migrants versus current emigrants; and emigrants across des-
125
tinations. Second, it assesses whether socioeconomic characteristics
used at either the individual or household level influence migrant
selectivity. Finally, it tests empirically two theoretical pathways re-
lating migrant characteristics to the choice of migration destination.
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4.1. Introduction
The rapid and sustained increase in emigration from Africa has heightened inter-
est in the selectivity of these flows (Castagnone et al. 2015, Schoumaker, Flahaux,
and Beauchemin 2015, van Dalen, Groenewold, and Schoorl 2003). Africa currently
faces demographic and economic forces that are more powerful than those that led
to mass emigration from pre-industrial Europe (Hatton and Williamson 2001, 2002).
For example, most African countries experience rapid population growth and sluggish
economic development, heightening the pressure to emigrate in search of opportunity
(Hatton and Williamson 2001).
Understanding the nature and scope of selective emigration out of Africa is
important for both theoretical and policy reasons, since it is closely related to the
ongoing debates about brain-drain and its consequences for Africa (Anarfi, Quartey,
and Agyei 2010, Docquier and Rapoport 2007, 2012). The outflow of skilled emi-
grants is not only thought to deprive African nations from citizens who can make
the most valuable contribution to the development process, but it is also thought to
represent losses in public spending on education as emigrants receive education in
their origin countries before migration (Anarfi, Quartey , and Agyei 2010, Docquier
and Rapoport 2007, 2012).
Although selective emigration out of Africa has important implications for de-
velopment, it remains relatively understudied. As yet, because of data availability,
there are four major knowledge gaps in our understanding of selectivity among African
emigrants. First, most studies on the topic compare emigrants to the resident pop-
ulation of Africa, failing to account for the heterogeneity of the latter group, which
includes both those who have never moved and those who previously emigrated but
subsequently returned. Second, this literature provides few insights into how selec-
127
tivity varies across migrant destinations. Third, research on selectivity often relies on
either emigrant characteristics or characteristics of their household heads interchange-
ably to assess selectivity. Although one might expect some correlation between these
measures, they potentially capture fundamentally different realities. Finally, the cur-
rent literature does not often explore how migrant selectivity intersects with labor
market outcomes in destination countries (Massey et al. 1993).
Using data from the 2009 Ghana survey of the Migration from Africa to Europe
project (MAFE), the British Labor Force Survey (waves 2010-12), and the American
Community Survey (waves 2005-10), this study bridges these gaps in our understand-
ing of selectivity among emigrants from Africa. I focus on Ghana for three reasons.
First, there are high quality data available on emigration from Ghana and on Ghana-
ian immigrants in developed countries. Second, Ghana experiences high rates of
emigration, enhancing the salience of emigrant selectivity for development (Capps,
McCabe, and Fix 2012). Finally, because of Ghana’s cultural and economic proximity
to most other Sub-Saharan countries, a study on emigration from this country will
provide insights into emigration from the broader Sub-Saharan region.
This study first investigates how current emigrants compare to return migrants
and non-migrants in terms of their socioeconomic characteristics. Second, it explores
whether emigrants to various destinations differ in their socioeconomic characteristics.
Third, this study examines selectivity by using alternative measures of socioeconomic
characteristics at either the individual or household level. Finally, it investigates
whether Ghanaian emigrants to high income countries base their migration decision
on a comparison of earnings across destinations or whether they rely on the presence
of networks to choose their emigration destination. This study develops models that
control for several relevant variables used in the migration research. The paper of-
fers three contributions to the literature on migrant selectivity. First, it focuses on
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selectivity among policy relevant groups (return migrants versus current emigrants;
and emigrants across destinations). Second, it assesses whether socioeconomic char-
acteristics used at either the individual or household level affect conclusions about
selectivity. Finally, it tests empirically two theoretical pathways relating migrant
characteristics to the choice of migration destination.
4.2. Background
4.2.1. Migrant Selectivity
Migration is often seen as a means to improve earnings opportunities of the working
age population, lending itself to economic rationalization. Not surprisingly, neoclas-
sical economic theories conceptualize migration as an investment in human capital
(Harris and Todaro 1970, Sjaastad 1962, Todaro 1980), whereby a prospective mi-
grant decides where to live by choosing among possible destinations, the one that
provides him/her with the highest discounted earnings over the life course (Borjas
1994, Massey et al. 1993). In this formulation, earnings are a function of migrant
human capital characteristics, such as educational attainment, and life course char-
acteristics. Because their theoretical relevance strongly depends on whether various
factor markets are complete, neoclassical economic theories do not fully explain forces
that shape migration in the developing countries, where migration is thought also to
operate as a risk management strategy that helps households diversify their sources
of income (Senne, Chort, and Gubert 2011, Azam and Gubert 2006). In other words,
migration serves to smooth household consumption and to improve a household’s
ability to invest through remittances (Castles, De Haas, and Miller 2014, Massey
1999, Massey et al. 1993, Stark and Taylor 1991).
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Empirically, many studies have found a strong association between migrant hu-
man capital characteristics and the decision to migrate (Ackah and Medvedev 2012,
Anarfi, Quartey , and Agyei 2010, Arthur 2012, Baizan 2014, Baizan and Gonzalez-
Ferrer 2010, Black et al. 2013, Borjas 1994, Lucas 2013, Massey 1999, Massey et
al. 1993). Specifically, it is well-documented that emigrants are typically in their
prime working ages (Black et al. 2013, Schoumaker, Flahaux, and Beauchemin 2015,
Funkhouser 2009, Hatton and Williamson 2001, Lucas 2013, van Dalen, Groenewold,
and Schoorl 2003). These findings lend a strong support to the idea that migrants
represent a selected subpopulation from their origin countries and do not represent
the average person at either origin or destination. Comparing emigrants to their
counterparts in their origin country, migrants tend to be better educated and wealth-
ier than those who have never migrated or who have returned (Feliciano 2005, Jasso
et al. 2004, Lucas 2013, Schoumaker, Flahaux, and Beauchemin 2015, van Dalen,
Groenewold, and Schoorl 2003). The fact that immigrants must incur high migration
costs together with the fact that they must comply with increasingly stringent im-
migration policies in receiving countries is thought to explain their positive selection
based on socioeconomic characteristics (Czaika and Haas 2016).
Although several studies have found evidence of positive selectivity among em-
igrants, emigrant selectivity need not always be positive. As Borjas and Bratsberg
(1996) have shown, the wage distribution along with the skill distribution in both the
origin and destination countries shapes the type of selectivity observed in migrants.
For example, when wages are highly unequal, less skilled (negatively selected) workers
might find it attractive to emigrate (Borjas and Bratsberg 1994). Thus, for a given
population, assessing the nature of selectivity is an empirical matter.
Another important finding in research dealing with selectivity among migrants
is that it may evolve over time. As several studies have shown, given conditions in
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origin and destination countries, selectivity tends to vary by period (year) and cohort
of migrants (Borjas 1994, Borjas and Bratsberg 1994). Changes over time in migrant
selectivity can be explained by the network theory of migration, which holds that, for
a given origin country, selectivity will diminish in subsequent migration flows because
migrant networks (both at origin and destination) reduce the costs associated with
migration (Castles, De Haas, and Miller 2014, Massey 1999, Moretto and Vergalli
2008, Taylor et al. 1989). Today, the network theory holds a prominent place in
research on international migration. Family networks represent an important feature
in current migration flows owing to the fact that most receiving countries support
family reunification through legal means in their immigration policy.
The fact that migrants from a given origin move to multiple destinations has mo-
tivated further investigation of selectivity by comparing migrants across destinations.
Scores of studies have found that the choice of the destination is related to migrant
demographic and socioeconomic characteristics (Akee 2010, Fafchamps and Shilpi
2013, Funkhouser 2009). This suggests that the choice of the migration destination
may be a manifestation of selection in a way that is consistent with dominant migra-
tion theories. For example, in a study of Ghanaian emigration to Europe, Castagone
and colleagues (2015) find that the highly educated tend to migrate to the United
Kingdom, which is Ghana’s former colonial power, whereas the less educated often
migrate to other European destinations (Castagnone et al. 2015). These authors fur-
ther found evidence of heterogeneity across destinations among these migrants with
respect to gender and family wealth (Castagnone et al. 2015). Their findings are
consistent with the world systems (or globalization) theory of migration (Castles, De
Haas, and Miller 2014, Massey 1999). This theory, drawing from Marxist views of the
relationship between rich and poor nations and from dependency theory, postulates
that colonial links explain a great deal of migration flows by creating proximity in
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terms of geography, social norms, and language, all of which lower migration costs
(Castles, De Haas, and Miller 2014). Central to the world systems theory is the idea
that migration is tightly connected to broader socioeconomic processes. As such mi-
gration is seen as a consequence of the disruption in social, economic, political, and
cultural institutions caused by capital expansion in less developed nations (Castles,
De Haas, and Miller 2014, Massey 1999, Massey et al. 1993).
Another preoccupation among researchers on migration has been to uncover
mechanisms explaining observed patterns of selectivity among migrants. To address
this problem, several studies have sought to investigate how pre-migration differences
in human capital among migrants are related to their subsequent performance in
the labor market in destination countries (Akee 2010, Fafchamps and Shilpi 2013,
Funkhouser 2009). In this line of thought, Fefchamps and Shilpi (2011) investigate
whether Nepalese migrants select the destination that results in the highest expected
income by using a structural approach that relies on the neoclassical migration the-
ory. Contrary to most theoretical predictions, they find that differences in expected
income holds little sway in explaining migrants’ choice of destination, while ethnic
similarity, a measure of migration costs or networks, plays a more important role.
4.2.2. Return migration and selectivity
Despite the fact that the decision to migrate is often modeled as a one-shot decision,
there is an increasing awareness among researchers that migration is not always a
permanent move, resulting in an increased interest in return migration. The study of
return migration is also motivated by the fact that long-run comparative analyses of
migrants with non-migrants requires a better understanding of how immigrant stocks
at different points in time compare to initial entry flows, because selective return mi-
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gration can distort any comparison over time (Constant and Massey 2004, Flahaux
2015, Flahaux 2016). Conceptually, there are two possible paths to return migration.
First, return migration may be the result of ex-ante calculations. Some migrants
may have specific and predetermined goals in terms of savings or skill accumulation
(Borjas 1994, Massey et al. 1993). After achieving these goals such migrants return
home. On the other hand, ex-post adverse shocks at destination may push migrants
to repatriate (Flahaux 2015). These migrants fail to achieve economic success because
of either low achievements in the job market in the destination country or higher mi-
gration costs than initially expected (Duleep 1994).
An alternative theory of return migration draws upon a rational choice frame-
work (Dustmann, Fadlon, and Weiss 2011, Dustmann and Glitz 2011, Dustmann
and Kirchkamp 2002, Dustmann and Weiss 2007). From this perspective, return mi-
gration might first come about if migrants value the place where their consumption
takes place. Such a spatial preference in consumption encourages return migration
even if wage differentials persist (Dustmann and Weiss 2007). Second, differences in
purchasing power between the origin and destination countries can possibly help mi-
grants accumulate capital (skills or financial assets) at destination, which can prove
helpful in enhancing their living conditions after their return to their origin country.
Finally, when rapid industrialization is taking place in the origin country, migrants
may gain from transferring their newly acquired skills back home, where they would
reap higher returns than in the destination country (Dustmann and Weiss 2007).
By its very nature, return migration can lead to selection. As with migration, it
is hard to predict the nature of selectivity that prevails among return migrants, since
this selectivity depends entirely on the mechanisms shaping the process of return mi-
gration. Several studies on return migration, conducted in destination countries, have
found evidence of various forms of selectivity. While Jasso and Rosenzweig (1988),
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with cross-sectional data, find that return migrants are positively selected (Jasso and
Rosenzweig 1988); other researchers using longitudinal data find negative selection
among return migrants (Borjas 1989, Lindstrom and Massey 1994, Massey 1987). Yet
another group of studies found no evidence of selectivity whatsoever among return
migrants (Chiswick 1986, Reagan and Olsen 2000). With studies using data from the
origin countries, results are also mixed. Exploiting the absence of selectivity among
Albanese immigrants in Germany (Constant and Zimmermann 2003), Gaule (2000)
finds evidence of negative selectivity among return migrants relative to those who
have never migrated (Gaul 2014). Similarly, Wahba (2015) finds evidence of negative
selectivity among return migrants in Egypt (Wahba 2015). However, Ambrosini and
colleagues (2015) document positive selectivity among return migrants in Romania
(Ambrosini et al. 2015). The findings suggest that the nature of selectivity among
return migrants varies across contexts.
4.2.3. New Directions in Research on Migrant Selectivity
Although past studies have enhanced our understanding of selectivity among emi-
grants, there still remain four gaps in the current literature on emigrant selectivity.
First, past research does not often distinguish between non-migrants and return mi-
grants when migrants who have not returned are compared to populations in sending
countries. Most studies on migrant selectivity compare emigrants to the resident
population in the origin country without accounting for the fact that this population
includes both people who have never moved and those who have come back after
time abroad. Because return migrants are likely to differ from non-migrants in ways
that are difficult to anticipate, results from the analysis of selectivity may be biased.
Current estimates of selectivity are likely to underestimate emigrant selectivity as
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return migrants may be more similar to current emigrants than to those who never
migrated and have higher human capital than non-migrants irrespective of the selec-
tion mechanisms driving return migration.
Second, most studies of migrant selectivity do not compare across destinations.
Given that financial and legal constraints on immigration vary across destination
countries, one would expect various migration flows to be differentially impacted by
such constraints. In other words, to the extent that emigration to neighboring coun-
tries is less financially and politically constraining than emigration to distant coun-
tries, it can be postulated that the former should be less selective than the latter. In
addition, because the need for skills in the destination country varies according to its
stage in economic development, migration flows to different destination countries are
likely to be heterogeneous.
Third, past research often fails to investigate mechanisms driving observed pat-
terns of selectivity among migrants. How differences in migrant profiles are related
to expectations about economic performance in the destination country is not yet
clearly understood. A microanalysis involving an approach that seeks to test mecha-
nisms explaining selectivity is needed to improve our understanding of the processes
of migration (Massey et al. 1993).
Finally, past studies have used emigrants’ socioeconomic characteristics and
those of their household heads interchangeably. Although both sets of measures are
likely to be correlated, they may well tap different dimensions of socioeconomic sta-
tus. While the former captures emigrants’ characteristics related to human capital,
the latter provides information about socioeconomic background. Results from stud-
ies using one set of measures might differ from those using the other set of measures,
providing a possible explanation of the discrepancies across studies.
This paper addresses the limitations of previous studies in four principal ways.
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First, I use the MAFE data to compare current emigrants with return migrants and
non-migrants. My focus is twofold, as I seek to investigate how current emigrants
compare to non-migrants and return migrants, and how return migrants and non-
migrants compared to one another. Second, grouping emigrants by destinations, I
am able to compare the profile of emigrants across destinations and examine whether
there is evidence of differential selectivity. Third, combining data from the American
Community Survey, the Labor Force Survey in the United Kingdom, and the Migra-
tion from Africa to Europe, I predict for each emigrant, the expected earnings he/she
could expect at each destination based on the emigrants’ observed characteristics and
then investigate how the actual choice of destination relates to the expected earnings
at destination. At the same time, I explore the relative merit of the neoclassical
economic theory and the network theory of migration. Finally, I use both emigrant’s
education and education of the household head to investigate selectivity.
4.3. Data and Methods
The data are mainly drawn from the Ghana survey of the Migration from Africa
to Europe project, fielded in 2009. They were obtained from the Institut National
d’Etudes Demographiques (INED) in France. The MAFE project was designed to
collect data to gain a better understanding of migration between Africa and Europe.
The survey provides detailed socioeconomic information about non-migrants, return
migrants and emigrants. In the MAFE dataset, emigrants are defined as household
members who have moved abroad and who either intend to live permanently there or
who have lived continuously for at least six months outside of Ghana; non-migrants
refer to individuals who have never lived outside of Ghana; and return migrants have
returned to Ghana after living abroad for at least six months. Information about most
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emigrants, non-migrants, and return migrants is provided by proxy respondents. The
design of the survey is similar to the Mexican Migration Project.1 The MAFE survey
collected sociodemographic information, such as educational attainment, relationship
to household head, and age, at the individual and household levels in Ghana. The
survey also documented migration histories, including migration duration for each
migratory episode for most adult family members (who were living in Ghana or in
Europe) (Beauchemin et al. 2014).
The MAFE project is a relatively small scale survey and is not nationally rep-
resentative of the Ghanaian population (Beauchemin et al. 2014). However, it is
representative of the Kumasi and Greater Accra regions (Beauchemin et al. 2014),
which are the two most populous among the ten regions in Ghana and the main
sending regions of emigrants to Europe and the Americas (Ghana Statistical Service
2012). I restrict the sample to household members in their prime working ages (25-64
years old). The restriction of the sample to this age group is motivated by the fact
that I am interested in education selectivity into emigration, which requires that the
household members have completed their educational attainment. I further restrict
the dataset to cases with no missing information on any explanatory variable. Cases
with missing information represent 3.7, 0.5, and 4.8 percent of the non-migrants, re-
turn migrants and emigrants, respectively. This leads to discarding 3.7 percent of the
initial sample. The final analysis file consists of 3,837 Ghanaians in their prime work-
ing ages, including 1,019 emigrants in various destinations2 and 382 return migrants.
Because information on earnings abroad is not available in the MAFE dataset,
I draw on data from two major destination countries, the United Kingdom and the
1http://mmp.opr.princeton.edu/research/studydesign-en.aspx
2This relative share of emigrants is high. In all probability, this may stem from the fact that
relatives who move abroad are considered household members while those who have moved out the
household but who still live in Ghana are not accounted for in the listing of household members.
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United States, to test whether earnings differentials shape the choice of the migration
destination. First, I use five waves (2005-10) of data from the American Community
Survey conducted by the US Census Bureau. The ACS data provide information
about annual earnings in the United States, along with their human capital charac-
teristics. I restrict the ACS sample to people whose country of birth is Ghana and
who are in their prime working ages (25-64). I further restrict this sample to im-
migrants who are currently working either as an employee or self-employed because
earnings are only defined for those who are economically active. The pooled ACS
data yield an analysis sample of 5,823 Ghanaian immigrants in the United States.
For earnings, there are missing cases, representing 48.0 percent of the sample. I im-
pute this missing information on migrant’s earnings by using a multivariate normal
imputation procedure with the number of hours worked as an ancillary variable.
Second, the labor market data of Ghanaians in the United Kingdom are drawn
from twelve quarterly waves3 of the British Labor Force Survey (LFS), fielded by the
British National Office of Statistics. The LFS is the largest UK household survey,
and it is based on a nationally representative sample. It provides employment data
and rich socioeconomic information about people. I restrict the sample to the 809
Ghanaian immigrants who are in their prime working ages (25-64) and working (as
an employee or a self-employed) at interview. In this dataset, the earnings variable
has missing cases, representing 79.4 percent of the sample. A multiple imputation
procedure with a multivariate normal variable covariance structure helps handle such
cases with missing information (See Tables A4.1 and A4.2 in the Appendix).4
3January-March quarters of 2010- October-December quarters of 2012.
4No ancillary variable is used for this imputation, because the number of hours worked also has
missing information.
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4.3.1. Dependent variables
Four measures, referring to migration status, are used as dependent variables. First,
a binary variable indicating whether an individual has been living abroad for at least
six months or whether an individual, who has moved, intends on staying abroad per-
manently is used to capture the migration status of the housheold members. Second,
because this indicator does not help distinguish between return migrants and non-
migrants, I construct a three-item categorical variable, indicating whether a house-
hold member is a current emigrant (who intends to stay abroad), return migrant,
or non-migrant. Third, a four-item categorical variable is created to indicate the
four possible destination regions among emigrants. Such regions consist of Africa,
Europe, the Americas, and Other Destinations (Asia and Oceania). The definition
of these regions of destination is based on the historical context of migration outside
Ghana, which is marked by geographical, cultural, and institutional ties to different
destinations. Unfortunately, the small sample size precludes my ability to distinguish
between the countries that are member states of the Economic Community of West
African States and the other African countries. This third dependent variable helps
investigate emigrant selectivity across destinations. Finally, a binary indicator is used
to distinguish the migration destination among emigrants to the United Kingdom and
the Unted States.
4.3.2. Explanatory variables
I use several explanatory variables based on neoclassical economic theory, network
theory, and life course perspectives on migration. People’s education and the educa-
tion of the household head are the key socioeconomic explanatory variables. They are
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defined as categorical variables, which are constructed from a variable that captures
the highest education attained by each individual. I define five indicators distinguish-
ing between no education, primary education, middle or junior high school, secondary
or senior high school, and higher education. Because the MAFE data do not pro-
vide information about earnings in the United Kingdom and the United States, I
predict values of expected earnings with data from the ACS (United States) and the
LFS (United Kingdom) restricted to Ghanaian nationals in each destination country.
Hence, expected earnings are used as predicted explanatory variables. It is impor-
tant to highlight that owing to the fact that earnings are expressed in current local
currency, proper adjustments are made to account for differences in currencies and
living standards between the United States and the United Kingdom. In a first step,
such adjustments consist of using the purchasing power parity converter developed
by the World Bank’s International Comparison Program to convert UK earnings into
current US dollar. I next use the consumer price index, indexed at years 1982-84, to
account for inflation in migrant earnings.
Because migration decisions often require a substantial investment, relationship
to the household head has often played an important role in affecting whether people
migrate. For this reason, I use five binary variables to control for the relationship to
the household head (household head, spouse of household head, child of household
head, sibling of household head, and other relationship to household head). Another
set of explanatory variables consists of life course variables, which have proven impor-
tant in explaining migration decisions. Such variables include three binary indicators
for the household member’s age group at the time of the survey (25-34; 35-49; and
50 and above); an indicator of whether the household member is male; and a vari-
able indicating whether the household member is married at the time of the survey.
Although most of these variables are not captured at the time of migration (except
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age), it is unlikely that the results would be seriously biased because most people in
the dataset migrate in their thirties. I further control for household size and for net-
works in Ghana and abroad by including a variable indicating whether the household
member lives in Accra versus Kumasi and the number of household members who are
currently living in Europe, Africa, and other destinations. Finally, among emigrants,
I control for the period of emigration, by using three binary indicators (before 1990,
1990-2000, and 2000 onward).
4.3.3. Empirical Strategy
Following previous studies on migration, I begin by modelling the migration deci-
sion as a function of observable characteristics of non-migrants, migrants, and return
migrants. A series of logistic regressions are estimated to predict the odds of migra-
tion. In a subsequent step, I distinguish between non-migrants and return migrants.
Because the outcome variable is a three-item categorical variable with no a priori
ordering, I estimated a series of multinomial logit regression to predict the odds of
each migratory status. To explore the structural relationship between migrant hu-
man capital and their migration destination, I further estimated a series of logistic
regressions predicting the odds of choosing the United States as a destination relative
to the United Kingdom. It is important to note that I account for the unequal sam-
pling probability of each household by weighting all estimates by appropriate weights
provided by the data providers (INED, UK’s National Office of Statistics, and US
Census Bureau). Finally, I compute robust standard errors to address issues related
to clustering at the household level. All estimates are expressed as odds ratios.
In Model 1, I control only for household member’s education and age. This base
model seeks to examine the unadjusted contribution of education to the migration out-
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come, whether it is the emigration decision or the decision related to the choice of the
migration destination. Model 2 adds the education of the household head to Model 1
to help dissociate the effect of family socioeconomic status from those directly related
to emigrant’s own educational attainment. On the assumption that there is social
reproduction, most studies have used either measure to capture household member’s
socioeconomic status. But it might be the case that these two measures are tapping
different dimensions of socioeconomic status, and hence may be differently affecting
the migration outcomes. Model 3 adds the set of socio-demographic determinants
of migration that have been used in most empirical analysis of migration. These in-
clude gender, marital status, relationship to the household head, number of household
members living abroad in various destinations, and region of origin in Ghana.
To further investigate whether there is selectivity into different destinations,
I restrict the analysis to emigrants classified by their regions of destination. This
specification allows for the use of the year of emigration as an additional variable in
the model. However, because the sample size is very small, I am not able to explore
simultaneously the contribution of both the educational attainment of the emigrants
and that of their household head. Hence, I use a modified version of Model 3 that
includes only the educational level of the emigrants. Model 4a adds the full set of
other socio-demographic characteristics to Model 1, while Model 4b adds this set of
covariates to a model that includes the educational attainment of the household head
rather than the individual’s own educational attainment.
Finally, because I am interested in investigating whether wages at destina-
tion influences the choice of migration destination of Ghanaian emigrants to high
income countries, I focus on Ghanaian emigrants to the United States and the United
Kingdom only. Based on the MAFE data, Europe and the Americas account for
approximately 87 percent of the Ghanaian emigration stream (author’s own calcu-
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lation based on the MAFE). Although each European country could be a potential
destination, past research on emigration from Ghana to Europe has shown that three
European countries (the United Kingdom, Germany, and the Netherlands) receive
most Ghanaian emigrants (Schmelz 2009). Similar results are found from the MAFE
data, indicating that the United Kingdom accounts for more than 52 percent of the
Ghanaian emigrants to Europe, with the next European country (Italy) accounting
for at most for 15 percent. When it comes to the Americas, the United States ac-
counts for more than 85 percent of Ghanaian emigration to the Americas (author’s
own calculation based on the MAFE).
I then predict the likelihood of emigration to the United States as a function
of the difference in returns to emigration between the United States and the United
Kingdom, where returns to emigration are captured by the expected earnings of em-
igrants (Fafchamps and Shilpi 2013, Greenwood 2005). These expected earnings are
modeled as a function of emigrant characteristics such as schooling,and age (at emi-
gration).
Because the MAFE data do not provide information about earnings in the
United Kingdom and the United States, I use a two-step approach to generating the
mean expected earnings that migrants would attain in each destination (Fafchamps
and Shilpi 2013). First, I estimate the parameters of earnings regressions with data
from the ACS (United States) and the LFS (United Kingdom) restricted to Ghanaian
nationals in each destination country. Specifically, using the human capital approach,
I estimate a regression of earnings of Ghanaian immigrants based on their educational
attainment, age at emigration, age at emigration squared, and gender (Borjas 1994,
Chiswick 1978, Massey et al. 1993).
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yij = αi + δiXj + 
i
j (4.1)
Where:
• i = 0 (UK) or i = 1 (US).
• Xj are observable human capital characteristics of migrants
Note that the dependent variable is log-earnings and δi is freely estimated to reflect
the fact that returns to observables may vary by destination.
Equation (1) specifies the earnings regression, which is estimated separately
for each country, using the sample of employed Ghanaian immigrants. Second, the
estimated parameters (coefficients) in Equation (1) for each explanatory variable are
recovered and used to predict the expected earnings of each emigrant in either the
United States or United Kingdom based on the same individual characteristics in
the MAFE dataset. It is important to highlight that the coding of human capital
variables (education and age at emigration) is kept the same across countries. There
are potential problems with using contemporaneous human capital characteristics of
emigrants to predict their expected earnings (except age), as these characteristics
could have changed since the time they emigrated. Unfortunately, the MAFE data
do not specify when and where education is completed (I shall defend the validity
of using the education variable in the result section) (Appendix Tables A4.3 for the
earnings regression results).
The model specified in Equation (2) is the central piece of my empirical strategy.
It regresses migration destination on differences in expected earnings and other ex-
planatory variables available in the MAFE data. Such explanatory variables include
the year of emigration, used to control for the macroeconomic characteristics such as
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business cycles. To account for heterogeneity stemming from the region of origin in
Ghana and for migrant domestic networks, I use an indicator of the sending region.
Migrant networks in the destination country are accounted for by using the number
of household members who are currently living in Europe, in Africa, and elsewhere
(Americas, and Asia/Oceania)5.
Pr(i = 1) = F
(
ρE(yij − y0j ) + γZ
)
(4.2)
= F
(
ρ
(
α1 − α0 + (δ1 − δ0)Xj + (β1 − β0)Uj
)
+ γZj
)
(4.3)
Where:
• F(.) is chosen to be a logistic link function and Z is the set of control variables
for migrant j;
• ρ is the odds of the difference in expected earnings in the United States and in
the United Kingdom;
• γ and is the vector of the odds of associated with each control variable (region,
year of emigration, gender, marital status, household size, number of household
members in various destination).
The approach, described above, seeks to examine a structural relationship between the
choice of the migration destination and migrant characteristics that operate through
their returns to skills in the destination country. An important implication of this
approach is that the contribution of emigrant characteristics to the decision making
process is only captured through their effects on expected earnings at destination.
5While these numbers include current emigrants at different destinations, they do not include
household members in Ghana.
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With this approach, I allow the relationship between emigrant skills and their ex-
pected earnings to differ by receiving country to capture differences in the way skills
are rewarded in each country. But this specification maintains the assumption that
the skills have the same ordering in both receiving countries. Because migration costs
are perfectly collinear with the migration destination, I cannot account separately for
these costs. In other words, net migration costs are absorbed in the intercept of the
wage regressions. As such, the estimates of returns should be interpreted as gross
returns to migration.
4.4. Results
Table 4.1 summarizes socioeconomic and demographic characteristics by whether
housheold members are current emigrants, return migrants or non-migrants . Re-
turn migrants represent 10 percent of the sample, which is a relatively high rate of
return migration. To put this number in context, a recent study of return migration
in Romania defines shares of return migrants ranging between 7 and 9 percent as high
(Ambrosini et al. 2015, Flahaux 2015). Based on these figures, one would expect that
about 27.3 percent of current emigrants would return to Ghana at some point in time.6
4.4.1. Migration, Return Migration, and Socioeconomic Selectivity
Table 4.1 further highlights notable socioeconomic differences among individuals across
the various migrant categories. Current emigrants and return migrants are more
likely than non-migrants to have a household head with a higher education. While
24 and 27 percent of individuals, respectively, from these former categories have a
627.3 =100x 3821019+382
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household head with higher education, only 17 percent of non-migrants live in house-
holds headed by someone who has attained higher education. A different pattern
is observed in people’s own education. While return migrants are less likely than
non-migrants to have completed schooling between primary and secondary educa-
tion, both current and return migrants tend to have attained higher education than
non-migrants. About 35 and 31 percent of current and return migrants have com-
pleted higher education, respectively, compared to 18 percent among non-migrants.
On the other hand, non-migrants are more likely to have completed primary, middle
and secondary school education than both current and return emigrants. Surpris-
ingly, there is a high percentage (19 percent) of return migrants with no education,
compared to 6 and 4 percent among non-migrants and current emigrants respectively.
These bivariate results suggest negative selectivity among return migrants compared
to both non-migrants and current emigrants.
Also evident in the table is heterogeneity across migrant categories with re-
spect to most socio-demographic characteristics. For instance, the mean age is lowest
among non-migrants (38 years old) and highest among return migrants (43 years old).
Current emigrants have their mean age between these two extremes (41 years). Age
at the time of migration (30.2 among current emigrants) is clearly lower than the
age at interview. This mean age suggests that most migrants would have completed
their schooling and married before migration.7 Employment rates are higher among
current emigrants compared to non-migrants and return migrants, with the latter two
categories experiencing similar rates. While return and current emigrants are more
likely to be male, non-migrants are more likely to be female. The household size dif-
fers across categories. In terms of timing of emigration, most current migrants have
7In Ghana, the median age at first marriage in Ghana is 19.8 and 25.9 among women aged 25-
49 and men aged 30-59, respectively (2008 Ghana Demographic and Health Survey), retrieved at:
http://www.dhsprogram.com/pubs/pdf/SR172/SR172.pdf
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moved after the year 2000. The results suggest an increasing rate of migration over
time. Although this could stem from a real increase in the propensity for emigration,
it might also stem from a change in how household membership is defined over time.
In other word, the results might be consistent with the scenario that members who
stay away for a long time period are less likely to be considered a household member
even if there is no increase in the emigration rates over time.
Table 4.2 presents summary statistics of emigrants by emigration destination.
In terms of migration destinations, 47 percent of Ghanaian emigrants reside in Eu-
rope, followed by 41 percent in the Americas, 10 percent in Africa, and 3 percent in
Asia and Oceania. The United States is the single most common destination country
with 35 percent of all Ghanaian emigrants. Furthermore, the United States accounts
for 85 percent of emigrants to the Americas. In Europe, the United Kingdom is the
primary destination with 52 percent of Ghanaian emigrants to Europe (Results noot
shown).
One can see large socioeconomic differences among emigrants across various
destinations. Emigrants to Europe and the Americas are the most positively selected
with respect to the education of household head, while those to Africa are the least
positively selected. Household heads of emigrants in the latter category are more
likely to have no education. Emigrants to other destinations (Asia and Oceania) are
more likely to come from households whose heads have intermediate educational at-
tainment. As far as emigrants’ own education is concerned, emigrants to Asia and
Oceania are the most likely to have completed higher education compared to the other
emigrants. However, the small sample size (30 observations) precludes drawing firm
conclusions about this pattern. Among the three remaining destinations, emigrants
to the Americas average higher levels of educational attainment than those to Europe
and Africa (41 percent versus respectively 31 and 13 percent). Current employment
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is higher among emigrants to Europe and the Americas compared to those in Africa
and Asia and Oceania. The proportion of males is the highest among emigrants to
Europe, and the lowest among those to Asia and Oceania. There are some signs of a
sharp increase in emigration from Ghana to the relatively more developed countries
(Europe, the Americas, Asia and Oceania) after 1990.
Another interesting pattern in the data hints at evidence of family networks in-
fluencing the choice of migration destinations, since migrants from a given household
tend to move to the same destination. For example, the mean number of migrants to
Europe is 1.9 among households with emigrants to Europe; and for households with
members in Africa, this mean number is 1.7. Likewise, the mean number of migrants
to the rest of the world (consisting of the Americas, Asia, and Oceania) per house-
hold is 2.1 and 1.7 among households sending migrants to the Americas and Asia
and Oceania, respectively. In addition, the choice of the destination country seems
to be related to the region of origin in Ghana. The majority of emigrants to the
Americas (56 percent) and Asia and Oceania (61 percent) originate from the Greater
Accra region, while emigrants to Europe mostly come from the Kumasi region (52
percent). There are also age differences in emigrants across destinations. Emigrants
to the Americas are slightly older (42 years old) than emigrants to Europe (40 years
old), Africa (41 years old), and other Asia and Oceania (41 years old).
Following the standard approach in the migration literature, I first examine
both unadjusted and adjusted differences in socioeconomic characteristics between
emigrants and a category that combines non-migrants and return migrants. Table 4.3
presents odds ratios from logistic regression models of a measure indicating whether
household members are currently living abroad. The first column of the table per-
tains to Model 1, which produces unadjusted odds ratios of household member’s own
education. Consistent with the bivariate analysis, higher levels of education of the
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individual are generally associated with higher odds of having emigrated, though all
the coefficients are not statistically significant. As seen in Table 4.3, higher educa-
tion increases the odds of emigration by a factor of 3.7 compared to those with no
education. The odds of living abroad are the highest among individuals aged 35-49.
The next column for Model 2 adds the education of the household head. This leads
to some attenuation of the association with one’s own higher education, though it
remains statistically significant. These results show selectivity based on the educa-
tion of both the emigrants and their household head. The last column, for Model 3,
adds controls for demographic and life course characteristics. Men are more likely to
be living abroad than women. Married household members are also more likely than
their non-married counterparts to have moved out of Ghana. Being the child of the
household head is associated with higher odds of emigration, although the coefficient
is not statistically significant. At the same time, households are more likely to have
relatives abroad (siblings and other relatives). And the larger the household, the
higher the odds of having an emigrant household member. The presence of household
members abroad is associated with higher odds of emigration. The odds of living
abroad increase by a factor of 3.3, 2.6, and 2.4 with an additional household member
in Africa, Europe, and the rest of world, respectively.
I next examine differences in socioeconomic characteristics between emigrants,
non-migrants, and return migrants accounting for demographic and life cycle char-
acteristics. Table 4.4 shows odds ratios from multinomial logistic regression models
of non-migrant, return migrant, and current emigrant status. The first two columns
of the table pertain to Model 1, which produces unadjusted odds ratios of household
members’ own education relative to the non-migrants controlling for age at the time
of survey. The results suggest important differences in the selection mechanisms be-
tween return and current emigrants. While higher education is associated with higher
150
odds of living abroad relative to non-migrants, the magnitude of the association is
reversed for return migrants relative to non-migrants. These results highlight a posi-
tive selectivity based on education among current emigrants. They also indicate that
return migrants tend to be have lower levels schooling than non-migrants, which could
not be inferred from Table 4.3.
The next two columns present results for Model 2 that adds the education of
the household head to Model 1. Two sets of results emerge for current and return em-
igrants. First, adding household head’s education reduces but does not eliminate the
effects of household member’s own education on the odds of being either current or
return migrants. Among return migrants, while there is little difference in coefficients
for household members’ own education relative to no education, there is striking evi-
dence of positive selection with respect to the education of household heads relative to
non-migrants. Among current emigrants, the association of household members’ own
education is only modestly reduced by the inclusion of the education of the household
head. Yet, there is evidence of positive selectivity among current emigrants compared
to non-migrants based on the education of the household head. Second, selectivity
based on the education of the household head is more pronounced among return mi-
grants than current emigrants, as the odds ratios are larger and have higher statistical
significance (the difference in the odds is statistically significant).
The last column, for Model 3, controls for demographic and life course char-
acteristics. The patterns seen in the two previous columns are roughly unchanged.
The role of demographic and life course characteristics in shaping return migration
is mostly similar in direction, but different in magnitude from that observed among
current emigrants. The various indicators of the relationship to the household head
display no association with the odds of return migration. However, return migration
is relatively more common in the Greater Accra region than in the Kumasi region.
151
Finally, network effects, measured by the number of household members in various
destinations, remain strong and positive even after controlling for other socioeconomic
characteristics.
4.4.2. Selectivity Across Destinations
The pronounced differentials in selectivity across migration statuses invite further
examination of the selection patterns by destination. Hence, I estimate the odds
of migration to each migration destination relative to migration to Europe. To in-
vestigate this question, I drop the subset of emigrants to Asia and Oceania because
their small number leads to unreliable (unreasonably large) odds ratios. Further-
more, because I am dealing with a relatively small sample, I use education of either
the migrant or household head as a measure of socioeconomic status. The full model
here adds years since emigration along with the set of demographic and life course
characteristics of emigrants to Model 1 or its variant that uses education of the house-
hold head. Table 4.5 presents odds ratios for emigration to the Americas and Africa
relative to Europe separately. As shown in the Table 4.5, based on emigrants’ own
education, there is evidence of positive selection among emigrants to the Americas
relative to those to Europe although the coefficients are not statistically significant,
whereas emigrants to Africa appear to be negatively selected compared to those who
emigrate to Europe and to the Americas.8 These emigrants tend to have lower educa-
tional attainment compared to emigrants to Europe and the Americas. The estimates
indicate no selection based on age across destinations, with emigrants to Africa be-
ing slightly younger than emigrants to either Europe or the Americas. The last two
columns of the table present results that control for the education of the household
8There is a statistically significant difference between emigrants to Africa and those to the Amer-
icas (results not shown).
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head instead of emigrants’ own education. As seen in the case of individual’s own
education, there are no differentials in the effect of the education of household head
among emigrants to the Americas compared to those to Europe, while the emigrants
to Africa are, once again, negatively selected compared to emigrants to Europe and
the Americas. As shown above (in Table 4.2), emigrants to the Americas tend to
move from relatively large households compared to those to Europe, whereas emi-
grants to Africa do not present any difference with emigrants to Europe with respect
to household size. As expected, the number of household members in Europe reduces
the odds of emigration to either the America or Africa, while an additional household
member in Africa is associated with higher odds of emigration within Africa. Like-
wise, an additional household member in the rest of the world (the Americas, Asia,
and Oceania) is associated with a higher odds of emigration to the Americas. This
set of results strongly suggests that networks affect the choice of emigrant destination.
4.4.3. Destination Choice, Expected Earnings, and Networks
To investigate the possible selection mechanisms in the neoclassical economic frame-
work, I next focus on emigrants to the United Kingdom and the United States. I
begin with some background information about emigration streams into these two
destinations. Figure 4.1 illustrates the number of Ghanaian nationals granted set-
tlement in the United Kingdom and legal permanent residence in the United States
between 1975 and 2008 (the US data only cover the time period ranging from 1980-
2008). Ghanaian immigration to the United Kingdom started at low levels and in-
creased irregularly throughout the three decades under study. By 2008, the number
of Ghanaian immigrants had grown more than sixfold relative to 1975. Low immi-
gration from Ghana in the 1970s reflects the enduring effect of the historic check on
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immigration from British colonies in Sub-Saharan Africa, notwithstanding the free
movement of persons provided by the 1948 British Nationality Act (Abrahmov 2007,
Somerville, Sriskandarajah, and Latorre 2009). Notable spikes in the flow of immi-
grants occurred in 1999, 2003, and 2008, mirroring sudden increases in the overall
flow of immigrants to the United Kingdom due to a larger number of students and
parents of immigrants, who have been granted settlement9 (SOPEMI 2001).
As in the case of the United Kingdom, legal emigration from Ghana to the
United States started at a low level in 1980 and experienced a twelve-fold increase
by 2008. Ghanaian immigration to the United States closely follows the overall trend
in legal US immigration. The number of Ghanaian immigrants to the United States
experienced an upsurge in 1990, probably reflecting the IRCA induced regulariza-
tion10 (Arthur 2012, Hipsman and Meissner 2013), followed by a drop in 1995. Legal
Ghanaian immigration to the United States rose sharply again in 1996 as a result
of adjustments related to the Section 245(i) of the Immigration Act and of the im-
plementation of the Diversity Visa Program. After a four-year decline, it increased
modestly in 2000, due to efforts to reduce the backlog in the adjustment cases.11 It
rapidly increased to reach its historic peak in 2006, just before the reduction in im-
migration induced by the economic recession.
The figure shows an overall pattern of positive covariation between the Ghana-
ian immigration flows to the United Kingdom and to the United States, where legal
provisions are made to enable migration of close family members under the title of
family reunification. This visa category constitutes the single most important contrib-
utor to Ghanaian immigration to both the United Kingdom and the United States.
9Home Office, Control of Immigration Statistics United Kingdom - various years.
10Yearbook of Immigration Statistics, various years.
112000 Statistical Yearbook of the Immigration and Naturalization Service, U.S. Department of
Justice.
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Other visa categories, like the employment-based visas, also contributes to the increas-
ing trend of these immigration flows. In the years following 1995, the immigration
flows to the United Kingdom and the United States began to diverge as a result of
changes in the US immigration policy with the Diversity Visa Program, which came
into force in the last quarter of 1994.12
In the light of various migration theories, the consistently larger volume of
Ghanaian immigration to the United States compared to the United Kingdom could
reflect differences in the economic returns to migration. In addition, the socioeco-
nomic differences in emigrants to these two destinations indicate that possible selec-
tion mechanisms into each destination might be explained by both the neoclassical
economic (human capital) theory and the network theory of migration. To examine
these hypotheses, I estimate logistic regressions. Table 4.6 presents the results from
a series of logistic regressions of whether emigrants move to the United States with
the United Kingdom as the reference category. The first column of the table shows
the results of a regression of the variable indicating the United States as the emigra-
tion destination on the log-difference between expected earnings in the United States
and the United Kingdom, controlling for region of origin. Note that the expected
earnings are predicted in the MAFE dataset with parameters from the regressions
of migrant earnings on their human capital characteristics (Equation 1) with data
from the American Community Survey and the British Labor Force Survey, respec-
tively (See Tables A4.1 and A4.3 in the appendix for the intermediary results from
the imputation procedure and earnings regressions). The unadjusted coefficient has
a counterintuitive direction, in the sense that it implies that the odds of emigrating
to the United States increase as earnings in the United States relative to the United
Kingdom decrease. However, the coefficient is not statistically significant. In the
12Yearbook of Immigration Statistics, various years.
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next two columns, the direction of this association (odds ratios above one) remains
unchanged albeit not statistically significant. Results from the full model, which in-
cludes demographic and life course characteristics (presented in the last column of
the table), indicate that the presence of an additional household member in Europe is
associated with higher odds of emigration to the United Kingdom, while a marginal
household member in the rest of the world (the Americas, Asia, and Oceania) is cor-
related with higher odds of emigration to the United States, providing support to the
network theory.
4.5. Conclusion
Emigration is an important population process in Ghana and has accelerated rapidly
in recent years. Approximately 1.5 million Ghanaians are living abroad, about 0.5
million of whom live in the most developed (OECD) countries (Schans and Bruno
Schoumaker 2013). In the United States, Ghanaian immigrants represent the third
largest national group among African immigrants (Arthur 2012), after Nigerians and
Ethiopians (Zong and Batalova 2014). In recent years, a counter-stream of return mi-
gration has been part of the migration experience of an increasing number of Ghana-
ians (Anarfi, Quartey, and Agyei 2010). However, most studies that have investigated
emigration have not paid sufficient attention to return migration, nor have they ex-
amined how the choice of migration destinations are indicative of possible selectivity
across groups. Furthermore, very few studies have explored plausible mechanisms
that work to define observed selectivity among migrants to different destinations in
the African context.
The socioeconomic data provided by the MAFE project makes it possible not
only to uncover selectivity among current emigrants, return migrants, and non-
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migrants, but also to investigate such selectivity among emigrants to various des-
tinations. Further information, obtained from the American Community Survey and
the British Labor Force Survey, provides the means to explore plausible mechanisms
explaining migrant selectivity as put forth by leading theories of migration. Such
mechanisms include earnings differentials and networks (in the origin and destination
countries).
Consistent with findings from the literature on selectivity, this study finds pos-
itive selectivity among Ghanaian emigrants compared to the resident population of
Ghana (non-migrants and return migrants). A finer analysis further indicates selec-
tivity among current emigrants compared to both return migrants and non-migrants.
While return migrants tend to come from more advantaged background than non-
migrants, they are negatively selected based on their own education. The negative
selectivity among return migrants compared to non-migrants may stem from cohort
differences in educational attainment. Because return migrants tend to be older than
non-migrants, with a mean difference in age greater than five years, and because
Ghana has experienced education expansion since the 1960s (Akyeampong 2010),
younger cohorts would likely average higher levels of education, translating into seem-
ingly negative selectivity among return migrants compared to non-migrants in terms
of educational attainment despite the fact that return migrants might have been pos-
itively selected compared to their counterpart non-migrants from the same cohort.
Importantly, the nature of socioeconomic selectivity varies depending on whether
the education of the household head or the household member’s own education is used.
For example, while household member’s own education indicates a negative selection
among return migrants compared to non-migrants, the education of the household
head suggests a positive selection among return migrants relative to non-migrants.
Thus, these findings highlight the fact that although household member’s own educa-
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tion and the education of their household head are positively correlated, they capture
distinct socioeconomic dimensions. This might provide an explanation for why some
studies on migrant selectivity reach different conclusions.
My findings further show differential selectivity among emigrants to various
destinations. They lend support to the neoclassical economic theories, as emigration
to countries that are geographically close to Ghana is associated with less selectivity
than emigration to more distant countries. This relationship likely stems from varia-
tion in immigration policies and travel costs. Although the distance between Ghana
and the destination country may be an important factor explaining selectivity, the
level of development in the destination countries, a coarse measure of the needs in
skills, could well play an important role in determining who moves where.
Finally, my findings are consistent with past research on the role of earnings
differentials in explaining the choice of migration destination and on networks. While
I find no effect of earnings differentials in explaining the choice of migration desti-
nation, migration networks both in destination are important factors that affect the
choice of the migration destination.
This study has a number of limitations. First, the lack of information on pre-
migration characteristics may affect my results. The measures of educational at-
tainment among emigrants can be affected, since some emigrants may have gained
education at destination, before settling down. This raises the concern that such
measures may not adequately capture ex-ante selectivity. To the extent that educa-
tion is predetermined in the late twenties, my findings are indeed exposed to a small
bias. Second, although the MAFE project offers socioeconomic information, the rel-
atively small sample size combined with the fact that the sample is not nationally
representative of the Ghanaian population limits my ability to conduct detailed anal-
ysis for all emigration destinations with a sufficient statistical power and to estimate
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population-level migration prevalence from these data. Third, there are other so-
cioeconomic characteristics that can further explain the education selectivity among
migrants, such as wealth, that are not available in the MAFE dataset. Finally, the
proportion of cases with missing information about earnings in the United Kingdom
and the United States may well affect my results.
The nature of selectivity among emigrants from poor countries has been an
important research topic in the migration literature as it is closely connected to the
so-called brain-drain. While recent studies have shown some beneficial effects of emi-
gration mainly through return migration and the flow of remittances, such effects are
dependent on the composition of the flow of return migration (Ambrosini et al. 2015,
De Vreyer, Gubert, and Robilliard 2010, Docquier and Rapoport 2012). Because my
findings suggest a negative selection in return migrants compared to those who re-
main abroad, they strike some warning notes in the sense that those with more human
capital might not be returning. They also highlight that migration theories using a
network framework provide more sway in explaining migration. The relatively high
rate of return migration prompts the investigation of the duration of the time spent
abroad. This suggests a promising avenue for future research on selectivity among
emigrants, which should focus on selectivity factors associated with the duration of
migratory episodes.
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4.7. Tables
Table 4.1: Sample Characteristics by Emigration Status - Unless Otherwise Stated, Entries
are Percentages (MAFE Ghana 2009, ages 25-64)
Measures All Non- Return Current
migrants migrants Emigrants
Relative share 100.0 63.5 10.0 26.6
Education of household head
No education 16.1 17.3 15.3 12.7
Primary/Middle/JHS 44.0 47.2 39.5 35.9
Secondary/SHS/voc. 21.0 18.9 18.8 27.7
Higher education 18.9 16.5 26.5 23.7
Respondent’s education
No education 6.4 5.8 19.4 4.0
Primary/Middle/JHS 41.8 46.0 28.4 33.5
Secondary/SHS/voc. 28.7 29.9 20.6 27.6
Higher education 23.2 18.3 31.6 35.0
Relationship to household head
Head 28.3 34.8 58.1 0.0
Spouse 14.5 16.8 12.8 8.1
Child 34.5 40.7 24.8 19.0
Siblings 11.2 3.8 1.7 36.1
Other rel. 11.5 3.9 2.6 36.8
Mean age at migration 30.18
SD [0.43]
Mean age 39.1 38.0 43.1 41.0
SD [0.24] [0.30] [0.81] [0.46]
Age group
21-34 38.0 43.9 17.2 26.8
35-49 44.3 40.1 53.8 53.8
50 + 17.8 16.1 29.0 19.4
Activity
Work 84.3 82.0 82.9 91.3
Study 4.5 4.6 1.9 5.1
Unemployed 5.0 6.0 8.9 1.1
Other activity 6.2 7.4 6.2 2.5
Gender
Female 49.9 57.2 30.4 34.4
Male 50.1 42.8 69.6 65.6
Marital status
Unmarried 32.4 36.7 24.1 22.1
Married 67.6 63.3 75.9 77.9
Year of emigration
before 1990 - - - 12.8
1990-1999 - - - 36.2
2000+ - - - 51.0
Mean household size 7.2 7.1 6.9 7.4
SD [0.08] [0.10] [0.26] [0.14]
Mean number of household members in Europe 0.58 0.39 0.52 1.17
[0.02] [0.02] [0.06] [0.05]
Mean number of household members in Africa 0.12 0.08 0.22 0.21
[0.01] [0.01] [0.06] [0.03]
Mean number of household members elsewhere 0.57 0.37 0.41 1.20
SD [0.02] [0.02] [0.07] [0.06]
Region
Accra 56.3 56.7 69.0 51.6
Kumasi 43.7 43.3 31.0 48.4
N 3,837 2,436 382 1,019
Source: Migration from Africa to Europe (MAFE), 2009 Ghana survey
Standard Errors in brackets
Sample characteristics are based on weighted data. The numbers of cases are unweighted
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Table 4.2: Sample Characteristics by Emigration Destination - Unless Otherwise Stated, Entries
are Percentages (MAFE Ghana 2009, ages 25-64)
Measures Current Destinations
emigrants Europe Americas Africa Other dest.a UK USA
Relative share 100.0 47.0 40.5 9.5 2.9 24.5 34.5
Education of household head
No education 12.7 10.3 10.2 34.4 18.7 6.0 10.8
Primary/Middle/JHS 35.9 33.0 36.9 46.0 39.3 30.4 37.5
Secondary/SHS/voc. 27.7 31.4 28.6 12.5 6.0 29.6 26.0
Higher education 23.7 25.3 24.3 7.1 36.0 34.0 25.8
Household member’s education
No education 4.0 2.0 0.5 32.2 0.0 1.4 0.6
Primary/Middle/JHS 33.5 35.4 31.5 40.1 12.9 24.4 30.8
Secondary/SHS/voc. 27.6 31.8 27.3 14.2 6.6 34.9 25.8
Higher education 35.0 30.8 40.6 13.5 80.5 39.3 42.8
Relationship to household head
Head 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Spouse 8.1 7.8 8.5 7.1 12.2 5.4 8.6
Child 19.0 16.9 18.1 21.7 50.8 15.0 19.2
Siblings 36.1 40.2 33.8 33.5 12.4 39.8 34.4
Other rel. 36.8 35.2 39.6 37.7 24.6 39.8 37.7
Mean age at migration 30.2 30.1 30.5 28.0 33.0 30.3 30.7
SD [0.43] [0.53] [0.75] [1.87] [1.72] [0.74] [0.84]
Mean age 41.0 40.4 41.7 40.7 41.3 40.3 41.8
SD [0.46] [0.56] [0.81] [1.79] [2.36] [0.88] [0.92]
Age group
21-34 26.8 27.2 24.5 35.0 27.6 25.8 25.0
35-49 53.8 57.2 53.2 39.0 51.1 56.3 51.7
50 + 19.4 15.5 22.3 26.0 21.3 17.9 23.3
Activity
Work 91.3 93.6 91.1 84.3 79.9 90.4 90.3
Study 5.1 4.5 4.9 3.3 20.1 6.9 5.4
Unemployed 1.1 1.4 0.6 2.2 0.0 2.0 0.6
Other activity 2.5 0.6 3.4 10.2 0.0 0.7 3.6
Gender
Female 34.4 30.8 36.8 38.3 46.0 39.6 35.6
Male 65.6 69.2 63.2 61.7 54.0 60.4 64.4
Marital status
Unmarried 22.1 17.0 25.7 34.1 19.7 20.0 25.6
Married 77.9 83.0 74.3 65.9 80.3 80.0 74.4
Year of emigration
before 1990 12.8 9.6 13.7 26.4 11.5 9.1 13.2
1990-1999 36.2 35.1 39.9 22.7 44.3 33.4 38.0
2000+ 51.0 55.3 46.4 51.0 44.3 57.5 48.7
Mean household size 7.4 7.3 7.5 7.8 6.8 7.9 7.6
SD [0.14] [0.20] [0.20] [0.48] [0.97] [0.31] [0.22]
Mean number of household members in Europe 1.2 1.9 0.55 0.3 0.4 2.1 0.6
[0.05] [0.07] [0.07] [0.09] [0.15] [0.11] [0.08]
Mean number of household members in Africa 0.2 0.1 0.1 1.7 0.0 0.0 0.1
[0.03] [0.02] [0.03] [0.13] [0.01] [0.01] [0.03]
Mean number of household members elsewhere 1.2 0.5 2.1 0.3 1.7 0.6 2.1
SD [0.06] [0.07] [0.09] [0.14] [0.27] [0.10] [0.09]
Region
Accra 51.6 47.7 56.1 48.1 61.0 56.4 57.0
Kumasi 48.4 52.3 43.9 51.9 39.0 43.6 43.0
N 1,019 479 413 97 30 250 352
Source: Migration from Africa to Europe (MAFE), 2009 Ghana survey
Note: (a) Other destinations include: Oceania and Asia
Standard Errors in brackets
Sample characteristics are based on weighted data. The numbers of cases are unweighted
167
Table 4.3: Odds Ratios from Logistic Regression of Whether Household Member
is Currently Living Abroad among Ghanaians ages 25-64,
Omitted Category = Non-Migrants+Return Migrants (2009 Ghana MAFE)
Measures Model 1 Model 2 Model 3
Household member’s education
[No education]
Primary/Middle/JHS 1.38 1.29 1.27
Secondary/SHS/voc. 1.86** 1.40 1.10
Higher education 3.66*** 3.09*** 3.04***
Age group
[35-49]
21-34 0.45*** 0.43*** 0.47***
50 + 0.87 0.84 0.94
Education of household head
[No education]
Primary/Middle/JHS 1.01 1.52
Secondary/SHS/voc. 1.91*** 1.92*
Higher education 1.22 1.03
Gender
[Female]
Male 1.91***
Marital status
[Unmarried]
Married 2.69***
Relationship to household head
[Head+Siblings]
Spouse 0.83
Child 1.11
Other rel. 16.42***
Log-household size 0.29***
Number of household members in Europe 2.61***
Number of household members in Africa 3.26***
Number of household members elsewhere 2.43***
Region
[Kumasi]
Accra 0.72**
N 3,837 3,837 3,837
Source: Migration from Africa to Europe (MAFE), 2009 Ghana survey
Note: Estimates are weighted. Reference group for each variable is given in brackets.
*** p<0.01, ** p<0.05, * p<0.1
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Table 4.4: Odds Ratios from Multinomial Logit Regression of Emigration Status among Ghanaians ages 25-64,
Omitted Category = Non-Migrants (2009 Ghana MAFE)
Measures Model 1 Model 2 Model 3
Curr. Emig. Ret. Mig. Curr. Emig. Ret. Mig. Curr. Emig. Ret. Mig.
Household member’s education
[No education]
Primary/Middle/JHS 1.06 0.19*** 0.95 0.12*** 0.83 0.12***
Secondary/SHS/voc. 1.47 0.24*** 1.04 0.14*** 0.72 0.12***
Higher education 3.26*** 0.66 2.54** 0.34** 2.25* 0.28**
Age group
[35-49]
21-34 0.40*** 0.26*** 0.38*** 0.25*** 0.41*** 0.27***
50 + 0.90 1.25 0.86 1.19 0.97 1.14
Education of household head
[No education]
Primary/Middle/JHS 1.08 2.06** 1.68 2.28**
Secondary/SHS/voc. 2.09*** 2.70*** 2.15** 2.61**
Higher education 1.38 3.09*** 1.19 2.89**
Gender
[Female]
Male 2.19*** 2.87***
Marital status
[Unmarried]
Married 2.77*** 1.25
Relationship to household head
[Head+Siblings]
Spouse 0.79 0.74
Child 1.07 0.83
Other rel. 15.72*** 0.73
Log-household size 0.28*** 0.74
Number of household members in Europe 2.73*** 1.40***
Number of household members in Africa 3.61*** 1.87***
Number of household members elsewhere 2.46*** 1.14
Region
[Kumasi]
Accra 0.76* 1.49*
N 3,837 3,837 3,837 3,837 3,837 3,837
Source: Migration from Africa to Europe (MAFE), 2009 Ghana survey
Note: Estimates are weighted. Reference group for each variable is given in brackets.
*** p<0.01, ** p<0.05, * p<0.1
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Table 4.5: Odds Ratios from Multinomial Logit Regression of Emigration Status
among Ghanaians ages 25-64, Omitted Category = Emigrants in Europe
(2009 Ghana MAFE)
Measures Model 4a Model 4b
Americas Africa Americas Africa
Household member’s education
[No education]
Primary/Middle/JHS 4.03 0.43
Secondary/SHS/voc. 6.28 0.06**
Higher education 7.33 0.03***
Age group
[35-49]
21-34 0.72 1.12 0.74 1.15
50 + 1.11 3.58* 1.07 2.3
Education of household head
[No education]
Primary/Middle/JHS 1.36 0.62
Secondary/SHS/voc. 1.01 0.28
Higher education 0.86 0.14**
Gender
[Female]
Male 0.61 0.22 0.66 0.27
Marital status
[Unmarried]
Married 0.57 0.21* 0.58 0.16**
Relationship to household head
[Head+Siblings]
Spouse 1.5 7.95** 1.36 6.20**
Child 0.98 0.59 1.14 0.36
Other rel. 1.64 1.33 1.76 1.63
Log-household size 1.05 0.5 0.97 0.47
Number of household members in Europe 0.19*** 0.11*** 0.20*** 0.09***
Number of household members in Africa 0.83 103.48*** 0.7 54.69***
Number of household members elsewhere 5.15*** 0.54 5.17*** 0.48
Year of emigration
[2000+]
before 1990 3.04** 4.03** 2.73** 8.11***
1990-1999 1.04 0.74 0.96 1.28
Region
[Kumasi]
Accra 0.60* 4.42** 0.79 1.98
Na 989 989 989 989
Source: Migration from Africa to Europe (MAFE), 2009 Ghana survey
(a) Sample excludes Emigrants to Asia and Oceania
Note: Estimates are weighted. Reference group for each variable is given in brackets.
*** p<0.01, ** p<0.05, * p<0.1
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Table 4.6: Odds Ratios from Logistic Regression of Whether Emigrants Move to the United
States among Emigrants 25-64, (2009 Ghana MAFE)
Measures Dest. (US=1) Dest. (US=1) Dest. (US=1)
Log - Earnings difference between the US and UK 0.50 0.35 0.20
Region of origin
Kumasi
G. Accra 1.02 0.99 0.60
Year of emigration
[2000+]
before 1990 1.27 3.77**
1990-1999 0.71 0.89
Gender
[Female]
Male 1.00
Marital status
[Unmarried]
Married 1.07
log-household size 0.65
Number of household members in Europe 0.23***
Number of household members in Africa 1.62
Number of household members elsewhere 5.93***
N 602 602 602
Source: Migration from Africa to Europe (MAFE), 2009 Ghana survey
Note: Estimates are weighted. Reference group for each variable is given in brackets.
*** p<0.01, ** p<0.05, * p<0.1
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4.8. Figures
Figure 4.1: Legal Emigration from Ghana to the United Kingdom and United States, 1975 - 2008
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Source: Office of Immigration Statistics (UK) and Home Office (UK)
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4.9. Appendix
Table A4.1: Distribution of Missing Values by Variable and Survey
Panel A: American Community Survey
Variables Missing Non-missing Unique Values
Log-earnings 2,794 3,029 >500
Age 0 5,823 -
Male 0 5,823 -
Household Member’s education
High school Ref. 0 5,823 -
No education 0 5,823 -
< High school 0 5,823 -
College + 0 5,823 -
Panel B: Labor Force Survey
Variables Missing Non-missing Unique Values
Log-earnings 642 167 165
Age 0 809 -
Male 0 809 -
Household Member’s education
High school Ref. 0 809 -
No education 0 809 -
< High school 0 809 -
College + 0 809 -
Source: American Community Survey (US), waves 2005-2010
Labor Force Survey (UK), 2010-2012
173
Table A42: Imputation Diagnostics by Survey (Number of Imputations = 50)
Panel A: American Community Survey
Variables Imputation Variance
RVI FMI
Relative
Within Between Total efficiency
Age 0.000 0.000 0.000 0.910 0.481 0.990
Age-squared 0.000 0.000 0.000 0.915 0.483 0.990
Male 0.000 0.000 0.001 1.214 0.554 0.989
Household Member’s education
High school Ref.
No education 0.007 0.011 0.019 1.610 0.623 0.988
< High school 0.001 0.001 0.002 1.313 0.573 0.989
College + 0.001 0.002 0.002 2.218 0.695 0.986
Constant 0.032 0.028 0.061 0.883 0.474 0.991
Panel B: Labor Force Survey
Variables Imputation Variance
RVI FMI
Relative
Within Between Total efficiency
Age 0.000 0.001 0.002 2.896 0.751 0.985
Age-squared 0.000 0.000 0.000 2.966 0.755 0.985
Male 0.002 0.007 0.009 3.699 0.794 0.984
Household Member’s education
High school Ref.
No education 0.010 0.036 0.046 3.841 0.801 0.984
< High school 0.006 0.020 0.026 3.593 0.790 0.984
College + 0.005 0.018 0.023 3.681 0.794 0.984
Constant 0.235 0.588 0.835 2.547 0.726 0.986
Source: American Community Survey (US), waves 2005-2010
Labor Force Survey (UK), 2010-2012
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Table A4.3: Regression of Migrant Earnings in the UK and
the US on their Human Capital Characteristics - Ages 25-64
Measures ln (UK earn.) ln (US earn.)
Age -0.02 0.06***
[0.05] [0.01]
Age squared 0.00 -0.00***
[0.00] [0.00]
Emigrant is male 0.11 0.20***
[0.08] [0.03]
Emigrant education
High school Ref. ref. ref.
No education -0.07 -0.33**
[0.20] [0.14]
< High school 0.19 0.05
[0.17] [0.04]
College + 0.29** 0.24***
[0.15] [0.05]
Constant 1.64 0.17
[1.02] [0.25]
N 809 5,823
Source: American Community Survey (US), waves 2005-2010
Labor Force Survey (UK), 2010-2012
Robust standard errors in brackets
*** p<0.01, ** p<0.05, * p<0.1
175
