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Abstract
Directed acyclic graphs (DAGs) are widely used to describe directional relations
among interacting units. Directional relations are estimated by reconstructing a DAG’s
structure, which is a great challenge when the total ordering of a DAG is unknown.
In such a situation, existing methods such as the neighborhood and search-and-score
methods suffer greatly, as the overall estimation error accumulates super-exponentially
in the number of nodes, especially when a local/sequential approach enumerates edge
directions by testing or optimizing a criterion locally. In other words, a local method
may break down even for moderately sized graphs. In this thesis, we propose a novel
approach to simultaneously identify all estimable directed edges as well as model pa-
rameters jointly. This approach uses constrained maximum likelihood with noncon-
vex constraints reinforcing acyclicity. Computationally, we develop a novel reduction
method that constructs a set of active constraints (cubic in the number of nodes) from
the super-exponentially many constraints. This, coupled with an alternating direction
method of multipliers and a difference convex method, permits efficient computation for
large graph learning. Theoretically, we show that the proposed method consistently re-
constructs identifiable directions of the true graph, under a degree of reconstructability
assumption. This goes beyond the strong faithfulness assumption, commonly used in
the literature. Moreover, the method recovers the optimal performance of the oracle es-
timator in terms of parameter estimation. Numerically, the method compares favorably
against its competitors.
Estimation of multiple directed graphs becomes challenging in the presence of in-
homogeneous data, where directed acyclic graphs are used to represent causal relations
among random variables. To infer causal relations among variables, we estimate multi-
ple directed acyclic graphs given a known partial ordering in Gaussian graphical models.
In particular, we propose a constrained maximum likelihood method with nonconvex
constraints over elements and element-wise differences of adjacency matrices, for iden-
tifying the sparseness structure as well as detecting structural changes over adjacency
matrices of the graphs. Computationally, we develop an efficient algorithm based on
iii
augmented Lagrange multipliers, the difference convex method, and a novel fast algo-
rithm for solving convex relaxation subproblems. Numerical results suggest that the
proposed method performs well against its alternatives for simulated and real data.
For an observational study, correct reconstruction of a DAG’s structure from data
is not always possible, because a DAG model is often not identifiable, which is the case
for a Gaussian graphical model with unequal error variances. We study the problem
of reconstruction of a DAG’s structure with the help of intervention observations. In
particular, we construct a constrained likelihood to regularize intervention in addition
to adjacency matrices to identify a DAG’s structure and remove redundant intervention
variables. Importantly, we show that the constructed constrained likelihood yields cor-
rect reconstruction of a DAG’s structure consistently provided that the candidate set
of intervention variables includes the true informative ones. Computationally, we de-
sign efficient algorithms for implementation. In simulations, we show that the proposed
method enables to lead higher accuracy of reconstruction with the help of interventional
observations.
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Chapter 1
Introduction
In this chapter, we briefly introduce related graph concepts and background knowledge,
and then give an overview of the contribution of this thesis.
1.1 Definitions and Prelinimaries
Directed acyclic graphical models are widely used to represent and visualize directional
relations, or parent-child relations, among interacting units, particularly in analyzing
gene and social networks [1]. The graphical representation of the model is a directed
acyclic graph (DAG), which, by definition, is a directed graph without directed cycles.
Major building blocks of a DAG model are nodes, which represent random variables
and edges, which encode conditional dependence relations of the enclosing vertices. A
DAG G = (V,E) consists of a set of nodes V = 1, . . . , p and a set of directed edges
E ⊆ V × V , that is, the edge set is a subset of ordered pairs of distinct nodes. In our
setting, each node j represents a random variable Xj and an edge (i, j) ∈ E can be
denoted as i→ j.
If there is a directed edge i → j, node i is said to be a parent of node j and nodej
is called a child of node i. The set of parents of node i is denoted by pai. If there is a
directed path from node i to node j, then node i is called an ancestor of j and j is called
an descendant of i. It can be shown that the absence of any directed cycles is equivalent
to the existence of an ordering of nodes {v1, v2, . . . , vp} such that all edges vi → vj have
i < j. Later in this thesis, we will see how the difficulty of the DAG learning differs
1
2when the ordering of nodes is known and unknown.
The models encode graph-to-distribution correspondences through directed Markov
properties. Let P denote the probabilistic distribution of (X1, X2, . . . , Xp).
Definition 1 ( Local Markov property) P is said to obey the local Markov property to
the DAG G if every node is conditionally independent of its non-descendant, non-parent
nodes given its parents.
∀i ∈ V : i ⊥ {ndi\pai}|pai
where ndi are the non-descendants of i.
Definition 2 (Factorization property) We say that P admits a factorization according
to a DAG G if
P (X1, . . . , Xp) =
p∏
j=1
P (Xj |paj).
In our case of a multivariate Gaussian distribution, both properties in Definition 1 and
Definition 2 are equivalent. For more details see [2].
In this thesis, we focus on Gaussian DAGs. We assume throughout the thesis that
X = (X1, X2, . . . , Xp) follows multivariate normal distribution. The Gaussian assump-
tion implies that E(Xi|pai) is linear in pai. Statistically, the model can be written as
Xj =
∑
k∈paj
AjkXk + Zj , Zj ∼ N(0, σ2j ); j = 1, . . . , p,
where Zj represents random error and A is the parameter matrix of interest. This thesis
is devoted to infer the model from data observed for X.
1.2 Overview of the contribution in this thesis
In this thesis, we develop a simultaneous reconstruction approach to estimate the con-
figuration of a DAG and model parameters jointly, especially for the high-dimensional
cases. This approach overcomes the difficulties of local and sequential approaches in
the literature. Specifically, we propose a constrained likelihood for reconstructing a
DAG without a known ordering in Chapter 2. Our novel treatment to this seemingly
impossible problem is utilizing a property of doubly stochastic matrices to derive an
3equivalent form involving only p3 − p2 active constraints, c.f., Theorem 1. This, com-
bined with a constrained alternating direction method of multipliers [3] and difference
convex programming, makes it possible to solve this problem, thus leading to efficient
computation involving a complexity of order O(p3). Theoretically, we develop a theory
to quantify what the proposed method can accomplish, where the focus is equal error
variance for identifiable DAG models [4]. We show that it consistently reconstructs the
true directed acyclic graph under a degree of reconstructability assumption (2.19). This
assumption, similar to the “beta-min” condition [5], requires that the minimum separa-
tion between the target and candidate models exceeds a certain threshold. Note that the
corresponding probabilistic distribution may not be identifiable in general in the pres-
ence of equivalence classes of DAGs [6]. With regard to estimating model parameters,
it recovers the optimal performance of the oracle estimator.
We next study multiple DAG learning when data are inhomogeneous and proposed
a maximum likelihood method to jointly estimate multiple DAGs with a known order-
ing. To achieve our goal of learning graphical structures, we construct two nonconvex
constraints based on the truncated L1-function (TLP, [7]), as a computational surrogate
of the L0-function, with one constraint imposing sparseness and the other encouraging
a common structure. Computationally, with difference convex programming and aug-
mented Lagrange multipliers, nonconvex minimization is solved through a sequence of
convex subproblems iteratively. For each subproblem, we develop a fast algorithm to
treat a constrained L1-problem, which we call pairwise coordinate descent algorithm.
In Chapter 4, we study how incorporating interventional data could make a difference
in identifying causal directions. For an observational study, a DAG model is often not
identifiable. In such cases, correct reconstruction of a DAG’s structure from data is
impossible. In Chapter 4, we study the problem of reconstruction of a DAG’s structure
with the help of intervention observations. In particular, we construct a constrained
likelihood to regularize intervention in addition to adjacency matrices to identify a
DAG’s structure and remove redundant intervention variables. Importantly, we show
that the constructed constrained likelihood yields correct reconstruction of a DAG’s
structure consistently, provided that the candidate set of intervention variables includes
the true informative ones.
Finally, Chapter 5 summarizes our findings and discusses potential areas for future
4work. Technical details and proofs can be found in the Appendix.
Chapter 2
Constrained likelihood for
reconstructing a directed acyclic
Gaussian graph
In this chapter, we introduce the constrained likelihood approach for reconstructing a
directed acyclic Gaussian graph. Section 2.1 covers existing methods. Section 2.2 intro-
duces the proposed method. Section 2.3 is devoted to the computational development
of the proposed method. Section 2.4 presents theoretical results concerning structure
pursuit and parameter estimation. Section 2.5 performs simulation studies to compare
with several competing methods, and analyzes a protein network. Section 2.6 discusses
the methodology. Finally, the Appendix contains technical proofs.
2.1 Background of DAG Learning
In the literature, most existing methods are designed for a low-dimensional situation,
in which the size of a graph is relatively small compared with the sample size. Major
approaches emerge in two categories. The first uses multiple local conditional indepen-
dence tests sequentially [8, 9, 10] to enumerate possible directions through the local
Markov property. Such methods usually have a worst case exponential complexity in
5
6the number of nodes, including the most popular “PC” algorithm. [11] proposed a high-
dimensional modification to the original “PC”. This modified “PC” has a complexity
of order O(pq) with p nodes, where q is the maximal neighborhood size. However, this
complexity becomes super-exponential when q is large q = O(p) even if the graph is
sparse; see Example 2 in Section 4. The second, referred to as “search-and-score”, op-
timizes a goodness-of-fit measure for possible directions in a neighborhood of interest
[12, 13, 14]. Computationally, search-and-score methods suffer greatly from the curse of
dimensionality due to O(p!2p
2
) candidate DAGs of p labeled nodes [15]. Moreover, due
to their sequential nature, they tend to yield unstable and deteriorating performance for
a large graph. The major difficulty comes from acyclicity, as pointed out in [16, 17, 18]
and recently [19, 20]. As a result, the recent development of DAG models lags be-
hind that of undirected graphs [21] in the high-dimensional situation. Nevertheless, we
would like to mention two recent developments on special situations. [22] proposed a
L1-penalization method for learning the DAG model with a known topological ordering
of the nodes. [23] used a L1-penalization method for interventional data.
Nonconvex optimization for exact learning of a DAG’s structure, for instance, [24],
focuses on identifying an exact global optimizer for this NP-hard problem. Certain
approximations are involved with a worst-case suboptimality bound for an anytime
solution, which is an approximate solution when the algorithm can be interrupted at
any time before it takes too long. As a result, it is rather difficult, if not impossible,
to treat even a moderate graph with more than one hundred nodes. Recently, mixed
integer linear programming (MILP) has been used together with certain branch-and-
bounds [25, 26, 27, 28].When the maximal number of parent nodes is restricted to one
or two, such a method may handle a larger graph than the previous exact methods.
Again, such a restriction limits the scope of application. In this article, based on a
difference convex algorithm, we seek a good optimizer that is shown to be local for fast
convergence, although such an optimizer may be sometimes global. This is in contrast to
the counterpart of our DC algorithm, such as Breiman and Cutler’s outer approximation
method [29] that guarantees globality of a solution at an expense of slow convergence.
Importantly, as showed in Table 3, our DC algorithm may have a good chance to identify
a global optimizer. This aspect of a DC algorithm has been previously noted in [30] for
a linearly constrained indefinite quadratic problem.
7In addition to the computational challenges in the high-dimensional situation, theo-
retical challenges remain. First, it is challenging statistically in that the error of correct
reconstruction of a DAG may grow super-exponentially in p. Roughly, this error is no
less than min(1, exp(p log p− b(ε)n)) in view of Bahadur’s lower bound for the error of
each test [31], where b(ε) is a constant describing the least favorable situation defined
by the Kullback-Leibler information. In other words, any local and sequential method,
particularly the PC algorithm and its variants, may break down, which occurs roughly
when p log p significantly exceeds n. Second, there is paucity of theory to guide prac-
tice for reconstruction of a DAG. One relevant theory is on consistent reconstruction
of a DAG’s structure for the PC-algorithm [11], which relies on one key assumption,
called “strong faithfulness” [8, 32]. Unfortunately, this assumption is rather restric-
tive, because it induces a small set of distributions as pointed out in [33]. Thus one
open problem is whether any computationally feasible method can lead to consistent
reconstruction of a DAG beyond the “strong faithfulness”.
In this chapter, we develop a simultaneous reconstruction approach to estimate the
configuration of a DAG and model parameters jointly. This approach overcomes the
aforementioned difficulties of local and sequential approaches. Specifically, we propose
a constrained likelihood with a set of O(pp) nonconvex constraints, to quantify the pa-
rameter space for DAG’s. This reinforces the local Markov property that is crucial
to discovering directional relations. Our novel treatment to this seemingly impossible
problem is utilizing a property of doubly stochastic matrices to derive an equivalent
form involving only p3 − p2 active constraints, c.f., Theorem 1. This, combined with a
constrained alternating direction method of multipliers [3] and difference convex pro-
gramming, makes it possible to solve this problem, thus leading to efficient computation
involving a complexity of order O(p3). Theoretically, we develop a theory to quantify
what the proposed method can accomplish, where the focus is equal error variance for
identifiable DAG models [4]. We show that it consistently reconstructs the true directed
acyclic graph under a degree of reconstructability assumption (2.19). This assumption,
similar to the “beta-min” condition [5], requires that the minimum separation between
the target and candidate models exceeds a certain threshold. Note that the corre-
sponding probabilistic distribution may not be identifiable in general in the presence
of equivalence classes of DAGs [6]. With regard to estimating model parameters, it
8recovers the optimal performance of the oracle estimator.
2.2 Statistical methods
A DAG model encodes a joint probability distribution of a random vector (X1, . . . , Xp),
whose nodes and directed edges represent X1, . . . , Xp and parent-child dependence re-
lations between any two variables. The parents of Xj , denoted as paj , is the set of
variables with a direction towards Xj in the graph. The model factorizes the joint dis-
tribution of (X1, . . . , Xp), P (X1, . . . , Xp), into a product of conditional distributions of
each variable given its parents, that is,
∏p
j=1 P (Xj |paj), where paj denotes a parent set
of Xj and is defined to be empty if Xj has no parents. This factorization property is
equivalent to the local Markov property [34] in the DAG case, and is closely related to
antedependence [35], which has been widely used in time series and longitudinal data
analysis.
A DAG over nodes {1, · · · , p} is uniquely defined by an p×p adjacency matrix A in
which a nonzero jk-th element Ajk ofA corresponds to a directed edge from parent node
k to child note j with its value Ajk indicating the strength of the relation. The DAG
does not contain a dicycle, where existence of a dicycle for a directed graph destroys
the local Markov property of a DAG.
2.2.1 DAG parameter space
Most statistical methods focus on construction by optimizing a suitable cost function,
since the parameter space is usually a simple convex space, for example, the Rp space
for regression and the positive semidefinite cone Sp+ = {A ∈ Rp×p|A = AT ,A 
0} for Gaussian undirected graphical models [36]. In contrast, the parameter space
of the Gaussian DAG models is defined as {A ∈ Rp×p : G(A) is a DAG}, which is
nonconvex as a result of nonconvex constraints reinforcing acyclicity of a graph [5]. Yet,
characterization of the parameter space remains an open problem. In what is to follow,
we develop a method to deal with such an irregular parameter space.
To introduce acyclicity constraints, denote a directed cycle (dicycle) by (j1, . . . , jL),
a sequence of indices of nodes, where L is the length of the dicycle, and j1 is required
to be the smallest index (j1 = min1≤k≤L jk) so that the dicycle is uniquely defined. For
9example, a dicycle 1 ← 2 ← 3 ← 1 is denoted as (1, 2, 3). A DAG, by definition, does
not contain a dicycle. This implies that the number of directed edges is smaller than
the number of involved nodes in every possible dicycle [37]. Let I(·) be the indicator
function. To prevent a dicycle, say (1, 2, 3), from occurring, we introduce a constraint
I(A1,2 6= 0) + I(A2,3 6= 0) + I(A3,1 6= 0) ≤ 2 to require that the number of directed
edges be smaller than the number of involved nodes in every possible cycles. Note that
this requirement is necessary and sufficient. On this basis, we introduce constraints on
entries of A to reinforce acyclicity of any order:∑
j1=jL+1:1≤k≤L
I(Ajkjk+1 6= 0) ≤ L− 1; any dicycle (j1, . . . , jL), L = 2, . . . , p, (2.1)
where order L is the number of nodes in a possible dicycle. It is important to remark
that any orders of dicycle are permissible if the corresponding constraints are reinforced
in (2.1). For instance, any dicycle of order exceeding 2 are allowed if L = 3, · · · , p are
removed from (2.1). Moreover, L = 1 corresponds to self-loops, which is characterized
by nonzero diagonals. Critically, the total number of constraints in (2.1) is
(
p
2
)
+
(
p
3
)
2!+
· · · + (pp)(p − 1)! = O(pp), which is super-exponential in p. The parameter space of
Gaussian DAG models is thus defined by the O(pp) DAG constraints over A.
Next we present our main result on constraint reduction to reduce the O(pp) con-
straints in (2.1) to p3 − p2 constraints in (2.2). This result is based on duality and
properties of permutation matrices, and can be used with any optimizing function.
Theorem 2.2.1 (Construction of a set of active constraints) The adjacency matrix A
satisfies the acyclicity constraints in (2.1) if and only if there exists a p×p dual variable
matrix λ = (λjk)p×p ∈ Rp×p such that the following constraints are satisfied by A.
λik + I(j 6= k)− λjk ≥ I(Aij 6= 0); i, j, k = 1, . . . , p, i 6= j. (2.2)
In (2.2), there are p3−p2 constraints over (A,λ) through additional slack variables.
This allows us to not only reduce super-exponentially many constraints overA to p3−p2
active constraints over (A,λ) but also achieve simplicity in that each constraint involves
only one parameter in A and is linear in λjk and I(Aij 6= 0).
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2.2.2 Constrained maximum likelihood
Statistically, we embed directional effects induced by directed edges through A into a
structural equation model. A structural model can be written as:
Xj = fj(paj , Zj), j = 1, . . . , p, (2.3)
where Zj is latent error representing unexplained variation in each node, and the local
Markov property is defined through parents and latent variables in (2.3).
Now consider a Gaussian structural equation model in which each fj(·, ·) in (2.3)
becomes linear in (paj , Zj), and each Zj follows normal distribution N(0, σ
2):
Xj =
∑
k 6=j
AjkXk + Zj , Zj ∼ N(0, σ2); j = 1, . . . , p, (2.4)
where Ajk is 0 when k 6∈ paj . In (2.4), our objective is to estimate parameters A subject
to the requirement thatA defines a DAG. This enables us to determine zero-entries ofA
to identify all parent-child relations as well as to estimate the strengths of the relations
defined by nonzero-entries of A simultaneously. Note that individual means can be
incorporated by adding intercepts into (2.4) but it is less relevant to reconstruction.
For simplicity, we therefore set the means to be zero in what is to follow. Note that
in (2.4) an equal variance for Zj ’s leads to identifiable DAGs [4]. A more general case
with different error variances will be discussed in Section 4.
Given n × p data matrix X sampled from (2.4), with its ij-th entry xij being the
i-th observation on the j-th node, the negative loglikelihood, after dropping a constant
term, is
l(A) =
1
2
p∑
j=1
n∑
i=1
(
xij −
∑
k 6=j
xikAjk
)2
, (2.5)
which is convex in A.
For estimation of A, we impose a constraint to regularize sparsity of A, in addition
to constraints defined in (2.1). The first constraint controls nonzero entries of A∑
j 6=k
I(Ajk 6= 0) ≤ K,
where I(·) is the indicator function, and K is an integer-valued tuning parameter con-
trolling the degree of sparsity.
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The DAG learning problem can be formulated as follows:
minA l(A) (2.6)
subject to
∑
j 6=k I(Ajk 6= 0) ≤ K,∑
j1=jL+1:1≤k≤L I(Ajkjk+1 6= 0) ≤ L− 1; any dicycle (j1, . . . , jL), L = 2, . . . , p.
Using the result from Theorem 1, (2.6) is equivalent to
min(A,λ) l(A) (2.7)
subject to
∑
j 6=k I(Ajk 6= 0) ≤ K, (2.8)
λik + I(j 6= k)− λjk ≥ I(Aij 6= 0); i, j, k = 1, . . . , p, j 6= i. (2.9)
Next we approximate the indicator functions to circumvent the difficulty of non-
discontinuity in minimization. Specifically, in (4.4) and (2.9), we substitute the indicator
functions by its computational surrogate Jτ (·) where Jτ (x) = min( |x|τ , 1) is the truncated
L1-function (TLP) [7], which approximates the indicator function as τ → 0+. This yields
that
min(A,λ) l(A) (2.10)
subject to
∑
1≤j 6=k≤p Jτ (Ajk) ≤ K, (2.11)
λik + I(j 6= k)− λjk ≥ Jτ (Aij); i, j, k = 1, . . . , p, j 6= i. (2.12)
Minimization (2.10) subject to (2.11) and (2.12) involves p3 − p2 + 1 nonconvex
constraints in (2.12). Yet, compared to the original formulation with indicator func-
tions, Jτ (·) is piecewise linear and can be decomposed into the difference of two convex
functions. Next we solve this constrained minimization through difference convex pro-
gramming and the alternating direction method of multipliers (ADMM).
2.3 Computation
This section develops our computational strategy to solve (2.10). Our strategy proceeds
in two steps. First, we relax (2.11) and (2.12) using a sequence of approximations
involving convex constraints, where each approximation is refined iteratively. Then
we solve each convex subproblem with p3 − p2 + 1 linear constraints by employing a
12
constrained alternating direction method of multipliers. The underlying process iterates
until convergence.
For convex relaxation of constraints (2.11) and (2.12), we employ the difference
convex (DC) programming. In particular, we decompose Jτ into a difference of two
convex functions: Jτ (z) = S1(z) − S2(z) = |z|τ − max( |z|τ − 1, 0). On this ground, we
construct a sequence of convex approximating sets iteratively by replacing S2 in the
decomposition at iteration m by its affine majorization at iteration m− 1. Specifically,
we solve
min
(A,λ)
l(A) subject to
∑
i 6=j
|Aij |w(m−1)ij ≤ Z(m−1),
τλik + τI(j 6= k)− τλjk ≥ |Aij |w(m−1)ij + τ(1− w(m−1)ij ); i, j, k = 1, . . . , p, j 6= i,(2.13)
where w
(m−1)
ij = I(|Aˆ(m−1)ij | ≤ τ), and Aˆ(m−1) is the solution at iteration m − 1; 1 ≤
i, j ≤ p. Z(m−1) = τ
(
K −∑i 6=j(1− w(m−1)ij )). At iteration m, we solve a minimization
problem with p3 − p2 + 1 linear constraints.
To solve (2.13), we consider its equivalent form for efficient computation:
min(A,λ) l(A) + µ
∑
i 6=j |Aij |w(m−1)ij subject to
τλik + τI(j 6= k)− τλjk ≥ |Aij |w(m−1)ij + τ(1− w(m−1)ij ); i, j, k = 1, . . . , p, j 6= i,(2.14)
where µ is a nonnegative regularizer corresponding to Z(m−1) in (2.13). Their correspon-
dence is as follows: Given a solution of (2.14) (A˜(µ), λ˜(µ), µ),
(
A˜(µ), λ˜(µ), Z(m−1)
)
is a
global minimizer of (2.13), where Z(m−1) =
∑
i 6=j |A˜ij(µ)|w(m−1)ij , and vice versa. There-
fore, Z(m−1) can be obtained through bisection of µ such that Z(m−1) =
∑
i 6=j |A˜ij(µ)|w(m−1)ij .
Based on our limited numerical experience, ADMM may significantly expedite con-
vergence, although (2.14) may be solved by a quadratic programming solver. To pro-
ceed, let ξ = {ξijk}p×p×p be a slack variable tensor, converting inequality to equality
constraints. Then (2.14) becomes
min(A,λ)l(A) + µ
∑
i 6=j |Aij |w(m−1)ij
subject to τλik + τI(j 6= k)− τλjk − |Aij |w(m−1)ij − τ(1− w(m−1)ij )− ξijk = 0;
i, j, k = 1, . . . , p, j 6= i, ξijk ≥ 0. (2.15)
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Next we introduce Bp×p to separate the differentiable from non-differentiable parts
involving L1-norm. Then the problem can be written in the form as
min(A,λ)l(A) + µ
∑
i 6=j |Bij |w(m−1)ij
subject to τλik + τI(j 6= k)− τλjk − |Bij |w(m−1)ij − τ(1− w(m−1)ij )− ξijk = 0;
i, j, k = 1, . . . , p, j 6= i, ξijk ≥ 0,A−B = 0. (2.16)
Following [38], we obtain an augmented Lagrangian by introducing the scaled dual
variable tensor y = {yijk}p×p×p and the scale dual variable matrix U = {yij}p×p:
Lρ(A,B,λ, ξ,y,U) = l(A) + µ(
∑
i 6=j |Bij |w(m−1)ij ) + ρ2‖A−B +U‖2F (2.17)
+
∑
k
∑
i 6=j
ρ
2
(
|Bij |w(m−1)ij + τ(1− w(m−1)ij ) + ξijk − λik − τI(j 6= k) + λjk + yijk
)2
.
Iteratively, we solve (2.17) over six blocks (A,B,λ, ξ,y,U). At iteration step s+ 1,
A(s+1) = argminALρ(A,B
(s),φ(s),λ(s), ξ(s),y(s),U (s)),
B(s+1) = argminBLρ(A
(s+1),B,φ(s),λ(s), ξ(s),y(s),U (s)),
λ(s+1) = argminλLρ(A
(s+1),B(s+1),φ(s),λ, ξ(s),y(s),U (s)),
ξ(s+1) = argmin{ξijk≥0}Lρ(A
(s+1),B(s+1),φ(s),λ(s+1), ξ,y(s),U (s)),
y
(s+1)
ijk = y
(s)
ijk + |B(s+1)ij |w(m−1)ij + τ(1− w(m−1)ij ) +
+ξ
(s+1)
ijk − τλ(s+1)ik − τI(j 6= k) + τλ(s+1)jk ,
U (s+1) = U (s) +
(
A(s+1) −B(s+1)),
where analytic formulas are given in the Appendix.
Overall, our computational algorithm is summarized as follows.
Algorithm 1:
Step 1. (Initialization) Supply a good initial estimate Aˆ(0), such as Aˆ(0) = 0.
Step 2. (Iteration) At iterationm, compute Aˆ(m) by solving (2.13) through our ADMM.
Step 3. (Termination) Terminate when l(Aˆ(m−1)) − l(Aˆ(m)) ≤ ε, where ε is the the
precision tolerance. Then the estimate Aˆ = Aˆ(m
∗), where m∗ is the smallest index at
the termination criterion.
Proposition 1 (Computational property of Algorithm 1) Algorithm 1 converges, which
yields a DAG when τ is sufficiently small such that |Aij | ≥ τ for all edge (i, j) ∈ E,
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and is a local minimizer of (2.10) subject to (2.11) and (2.12) in that it satisfies a local
optimality condition: For some multipliers ν ≥ 0 and {ζijk ≥ 0}i,j,k=1,...,p,j 6=i,
∂l(A)
∂Aij
+
ν
τ
sij +
∑
1≤k≤p ζijk
τ
sij = 0; i, j = 1, · · · , p, (2.18)
where sij is subdifferential defined as sij = sign(Aij) if 0 < |Aij | < τ ; Aij ∈ [−1, 1]
if Aij = 0; sij = 0 if |Aij | > τ ; sij = ∅ if |Aij | = τ , is the regular subdifferential of
Jτ (|Aij |) at Aij, and ∅ is the empty set. The reader may consult [39] for subdifferentials
of continuous but nondifferentiable functions.
The computation complexity for our algorithm in one iteration over six blocks in
(2.18) is roughly O(p3 + np2) given p2 parameters in A. With regard to convergence,
it is usually the case that ADMM converges with modest accuracy within a few tens of
iterations, although ADMM can be slow to converge with high accuracy [38]. This is in
contrast to fast convergence of the DC part, which has finite termination property [40].
Based on our limited experience, our DC step converged within ten iterations for our
examples.
2.4 Theory
This section develops a theory for the constrained maximum likelihood (MLE) with
respect to reconstruction of a DAG’s structure. We will show that the proposed method
recovers the true DAG’s structure under the assumption (2.19). We will proceed under
the equal variance assumption, which implies that the distributions from different DAG
models are identifiable [4].
To introduce notations, let B = (G,θ) be a parametrized DAG, where θ = (A, σ),
G = G(A) is a DAG induced by parameters. Let E = E(A) = {(i, j) : Ai,j 6= 0}
be the set of nonzero elements in A, which is equivalent to the edge set of the graph.
Let F0 = {θ = (A, σ) : cmin(Ω) ≥ M1 > 0; sup1≤j≤p |Ωjj | ≤ M2} be the parameter
space containing (A0, σ0), where M1,M2 > 0 are two constants, Ω = (I − A)T (I −
A)/σ2 and cmin(Ω) is the smallest eigenvalue of Ω. Note that the assumption that
infA∈F0 cmin(Ω) ≥M1 > 0 and sup1≤j≤p |Ωjj | ≤M2 suffices to ensure that the likelihood
function is bounded. Denote by B0, G0, θ0, A0, E0 and Ω0 the truth.
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In what is to follow, we will derive a finite-sample probability error bound for recon-
structing the true DAG by the proposed method. As a result, the proposed method not
only reconstructs the true DAG when identifiable, but also recovers the optimal param-
eter estimation of the oracle estimator (AˆOR, σˆOR), defined as the maximum likelihood
estimator assuming that the true edge set E0 (or the nonzero set of A0 equivalently) is
known as a priori.
Assumption A: For some positive constants M1 and M2, infΩ cmin(Ω) ≥ M1 > 0
and sup1≤k≤p |Ωkk| ≤M2, where cmin(Ω) is the smallest eigenvalue of Ω and Ωkk is the
kth diagonal of Ω.
Assumption A is a regularity condition on boundedness of entries of Ω. Assumption
A implies that σ2 ≥ M−12 since Ωjj = 1σ2 +
∑
k 6=j
1
σ2
A2jk for a DAG matrix. Moreover,
from (2.4), σ2 ≤ Var(Xj) = Σjj = eTj Σej ≤ 1/cmin(Ω) ≤ 1/M1, where ek is a standard
basis vector with kth element being 1. Therefore, σ2 is bounded above and below.
Next define the degree of reconstructability for DAGs, to be
Cmin(Ω
0) = inf
{ΩE=(I−AE)T (I−AE)/σ2:AE 6=A0,|E|≤|E0|,AE satisfies (2.1)}
− log(1− h2(ΩE ,Ω0))
max(|E0\E|, 1) ,
where h2(Ω,Ω0) = 1 −
√
(det(Ω)det(Ω0))1/2
det( Ω+Ω0
2
)
is the Hellinger-distance between Ω and Ω0
under (2.4). Note that under regularity conditions, a Taylor’s expansion of log det(Ω)
at A0 yields that
−2 log (1− h2(ΩE ,Ω0)) = −1
2
(
log det
(
ΩE
)
+ log det
(
Ω0
))
+ log det
(ΩE + Ω0
2
)
≥ 1
8
( ~AE − ~A0)TH( ~AE − ~A0) ≥ c∗|E0 \ E|cmin(H)γ2min,
for some constant c∗ > 0, where ~A is a p2 vector representation of A, where γmin ≡
γmin(A
0) = min{|A0jk| : A0jk 6= 0, j 6= k} is the minimal of nonzero entries of A0 whose
ijth element is Aij , and H =
(
∂2(− log det((I−A)T (I−A)/σ2))
∂2A
)
|A=A0 is the p2×p2 Hessian
matrix of − log det(Ω). Then Cmin(Ω0) ≥ c∗γ2mincmin(H), see [41] for such an expansion.
In view of the foregoing connection, the degree of reconstructability measures the
overall degree of difficulty for reconstruction, which is closely related to two terms.
Whereas γ2min(A
0) reflects the signal strength in terms of the minimal nonzero size
16
of Ω0, cmin(H) can be thought of as the local curvature of log-determinant of Ω
0,
measuring dependency among entries of Ω0. In a sense, both the terms are critical for
reconstruction.
Our key assumption requires the degree of reconstructability exceeds a certain
threshold that is proportional to n−1 max(log p, |E0|).
Assumption B: (Degree of reconstructability). Assume that
Cmin(Ω
0) ≥ 4c−12 n−1 max(log p, |E0|), (2.19)
for some positive constant c2 > 0, say c2 =
2
27
1
963 .
For reconstruction, we show that the proposed method enables us to consistently
reconstruct the true DAG, yielding the optimal estimation, provided that the degree of
reconstructability exceeds a certain level n−1 log p.
The next theorem says that the oracle estimator ΩˆOR = (I−AˆOR)T (I−AˆOR)/(σˆOR)2
is constructed by a global minimizer θˆL0 = (AˆL0 , σˆL0) of (2.7) subject to (4.4) and (2.9).
As n, p, |E0| → ∞, the reconstructed DAG GˆL0 is consistent for the true DAG G0;
moreover, the optimal performance Eh2(ΩˆOR,Ω0) as measured by the Hellinger-risk is
recovered by Eh2(ΩˆL0 ,Ω0).
Theorem 2.4.1 (L0-method) Under Assumption A, if K = |E0| in (4.4), then there
exists a constant c2 > 0, say c2 =
2
27
1
963 , such that for any (n, p, |E0|),
P
(
GˆL0 6= G0
)
≤ P (ΩˆL0 6= ΩˆOR) ≤ exp (− c2nCmin(Ω0) + 2 log (p(p+ 1) + 1) + 1).(2.20)
Under Assumption B, P
(
GˆL0 6= G0
)
→ 0, and Eh2(θˆL0 ,θ0)
Eh2(ΩˆOR,Ω0)
→ 1, as n, p, |E0| → ∞.
A similar result is established by the proposed estimator–the minimizer θˆT = (AˆT , DˆT )
of (2.10) subject to (2.11) and (2.12) given additional Assumption C.
Assumption C: For some positive constants d1, d2, d3,
h2(Ω,Ω0) ≥ d1h2(Ωτ ,Ω0)− d3pτd2 , (2.21)
where Ωτ = (I−Aτ )T ((I−Aτ )/σ2, and the ijth element ofAτ is defined as AijI(|Aij | ≥
τ).
Theorem 2.4.2 (Approximate L0-method) Under Assumption A, if K = |E0| and
17
τ ≤ Cmin(Ω0)M1/4p, then there exists a constant c2 > 0, say c2 = 427 11926 , such that for
any (n, |E0|, p),
P
(
GˆT 6= G0
)
≤ P (ΩˆT 6= ΩˆOR) ≤ exp (−c2nCmin(Ω0) + 2 log (p(p− 1) + 1) + 1) .
Under Assumption B, P
(
GˆT 6= G0
)
→ 0, Eh2(ΩˆT ,Ω0)
Eh2(ΩˆOR,Ω0)
→ 1, as n, p, |E0| → ∞.
The graphical structure is recovered by θˆL0 and its computational surrogate θˆT as
well as the optimal performance of the oracle estimator.
Next we comment on technical conditions in Assumptions A and B. Assumption A
is a regularity condition for Ω. Assumption B may be viewed as an alternative to the
strong faithfulness, which is defined as follows. Given κ ∈ (0, 1), a multivariate Gaussian
distribution is said to be κ-strong-faithful to a DAG G = (V,E) if for any i, j ∈ V and
any S ⊂ V \{i, j}:
min{|corr(Xi, Xj |XS)| : j not d-separated from i, 1 ≤ i, j ≤ p} > κ, (2.22)
where κ is of order
√
s0 log p/n, and s0 is some kind of sparsity measure. Note that for
a pair of (i, j), the number of possible set S is
∑p−2
j=1
(
p−2
j
)
= 2p−2. If there is a directed
edge between i and j, then j is not d-separated from i given any of these S. Therefore,
for this (i, j) pair alone, there are actually exponentially many conditions to fulfill. In
other words, the κ-strong-faithfulness condition excludes exponentially many sets of dis-
tributions with nonzero Lebesgue measures. Even though these sets overlap, empirical
studies in [33] show that the proportion of κ-unfaithful distributions could approach 1 in
some situations. This suggests (2.22) is very restrictive. As argued in the introduction,
a PC algorithm may not work when p log p >> n in view of Bahadur’s lower bound,
suggesting that (2.22) may break down in this case. It seems that Assumption B is
not subject to this restriction, although a direct connection between Assumption B and
(2.22) remains unclear.
As a technical remark, we note that the proposed methodology is applicable to the
situation of nonequal error variances in (2.4), although the focus of this chapter is the
identifiable situation assuming equal error variances. This error variance assumption
seems sensible for consistent DAG reconstruction and natural for applications with
variables from a similar domain, which has been commonly used in time series models.
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When the error variances are not equal in (2.4), our method continue to work with a
minor modification of the likelihood function. In such a situation, DAG models are no
longer identifiable, and the equivalence classes are estimated as opposed to DAGs; see
[6] for a detailed discussion.
2.5 Numerical Results
This section examines operating characteristics of the proposed method, and compares it
against its strong competitors via simulations in terms of estimation accuracy of directed
edges and parameter estimation. Specifically, the proposed method is contrasted with
three top performers. They are a test-based PC algorithm [8], a score-and-search Hill
Climbing method [42] and a hybrid version Max-Min Hill Climbing (MMHC, [43]),
denoted as PC, HC and MMHC, respectively. For our method, we code in C and embed
into an R-package. For PC, we use the R-package pcalg. For HC and MMHC, we
use the R-package bnlearn. In what follows, two simulated examples are considered in
Section 5.1, in addition to one real data example in Section 5.2.
For accuracy of estimating directed edges of a graph, we consider the false positive
rate (FPR) and the false discovery rate (FDR), defined as FPR = FP/(FP + TN) and
FDR = FP/(TP + FP), where TP, FP, TN and FN are true positive, false positive,
true negative and false negative numbers of edge estimation, respectively.
For overall accuracy of estimating the DAG structure, we employ a commonly used
measure–Structural Hamming Distance (SHD). The SHD between two DAGs is the
required number of edge insertions, deletions or flips to transform one graph to another
graph, c.f., [43]. A smaller SHD indicates closeness of two graphs. To compute the
SHD, one may consider the R-package pcalg.
For accuracy of parameter estimation of the adjacency matrix A, we use the Frobe-
nius norm loss (FL) to measure discrepancy between an estimator Aˆ and the truth A0:
FL(Aˆ,A0) =
√√√√ p∑
i=1
p∑
j=1
(Aij −A0ij)2 (2.23)
where A0 is the true covariance matrix.
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For the proposed method, two tuning parameters (τ,K) are estimated using a tuning
set. As suggested in [7], τ needs to be sufficiently small for a good approximation. In
our case, τ is set to be {0.1, 0.01, 0.001}, K is an integer valued from 1 to 150, an upper
bound of the maximum number of edges in the graph, controlling the degree of sparsity
of a graph. Then we minimize the predicted log-likelihood in (2.5) over an independent
tuning set Xval of size 1000 with regard to (τ,K). For the PC and the MMHC, the
level of significance is set to be 0.05 [11]. The HC method does not involve a tuning
parameter.
2.5.1 Simulated examples
Example 1 considers a sparse neighborhood graph requiring each node has a sparse
neighborhood [11]. Note that a sparse graph does not necessarily have sparse neighbor-
hoods. Example 2 concerns a sparse graph with non-sparse neighborhoods.
Example 1: (Sparse neighborhood) This example concerns a DAG with 100 nodes
using a generation mechanism as described in [11], where a random graph is generated
without any structure. First we construct the true adjacency matrix A. To begin with,
set A = 0. Next, we generate the edge set. Given a prespecified ordering of the 100
nodes, we replace every matrix entry ofA in the lower triangle, or below the diagonal, by
a random sample of 0 or 1 following the Bernoulli distribution with success probability
s = 0.02, where 1 indicates existence of an edge and s controls the degree of sparseness
of a model. Then we parametrize the adjacency matrix by replacing all the entries of
value 1 by 0.5, a value indicating the signal strength. Finally, given A, a random sample
is generated according to (2.4), where σ is set to be 1. Results are shown in Table 1.
Example 2: (Non-sparse neighborhood) This example is modified from Example
1 to generate a DAG of 100 nodes with a special structure of a “hub” node. Instead
of generating the edge set from Boernoulli sampling, the only directed edges are set
to be ones from the first node, the “hub” node, to the next 49 nodes. The rest 50
nodes are independent variables. Such highly connected “hub” nodes are of special
interest because they are the backbones of the network architecture. Evidently, the
neighborhood of the first node is not sparse. Yet, the overall graph is still sparse. The
other settings remain the same as in Example 1. Results are shown in Table 2.
With regard to the accuracy of estimating the structure of a DAG, as measured
20
Table 2.1: Averaged false positive rate (FPR), false discover rate (FDR), Frobenius norm loss
(FL), and Structural Hamming Distance (SHD), as well as their standard errors (in parenthesis), for
four competing methods based on 100 simulation replications in Example 1. Here “Ours”, ”HC”,
”MMHC” and ”PC” denote ours, the HC, the MMHC and the PC methods. Note that N/A means
that a method does not yield parameter estimation.
n p Method FPR FDR FL SHD
50 100 Ours 0.01(0.003) 0.62(0.07) 5.4(0.2) 104.37(8.8)
HC 0.181(0.019) 0.92(0.01) 18.7(23.1) 895.2(91.7)
mmHC 0.009(0.001) 0.49(0.06) 8.5(0.4) 94.8(8.6)
PC 0.009(0.001) 0.46(0.04) NA 90.5(7.1)
100 100 Ours 0.014(0.002) 0.58(0.05) 4.9(0.1) 88.75(9.5)
HC 0.05(0.004) 0.72(0.02) 4.4(0.2) 245.1(19.0)
mmHC 0.009(0.001) 0.36(0.03) 8.5(0.2) 62.4(6.0)
PC 0.009(0.001) 0.33(0.03) NA 57.5(5.4)
1000 100 Ours 0.007(0.002) 0.29(0.08) 3.2(0.5) 39.375(7.9)
HC 0.012(0.001) 0.36(0.02) 1.6(0.2) 161.5(5.5)
mmHC 0.004(0.001) 0.16(0.02) 1.6(0.2) 22.2(3.1)
PC 0.010(0.001) 0.31(0.03) NA 48.1(6.5)
Table 2.2: Averaged false positive rate (FPR), false discover rate (FDR), Frobenius norm loss
(FL), and Structural Hamming Distance (SHD), as well as their standard errors (in parenthesis), for
four competing methods based on 100 simulation replications in Example 2. Here “Ours”, ”HC”,
”MMHC” and ”PC” denote ours, the HC, the MMHC and the PC methods. Note that N/A means
that a method does not yield parameter estimation. Here ∗ represents no return value after 24 hour
running time.
n p Method FPR FDR FL SHD
50 100 Ours 0.002(0.003) 0.630(0.183) 3.6(0.3) 53.1(9.6)
HC 0.200(0.022) 0.98(0.01) 37.2(91.7) 1003.0(105.5)
mmHC 0.015(0.001) 0.94(0.02) 4.8(0.1) 117.1(5.6)
PC 0.013(0.001) 0.96(0.02) NA 101.2(5.9)
100 100 Ours 0.005(0.001) 0.50(0.12) 3.0(0.4) 47.5(12.3)
HC 0.051(0.003) 0.86(0.01) 4.5(0.1) 259.6(12)
mmHC 0.018(0.001) 0.92(0.01) 4.4(0.1) 130.2(4.8)
PC 0.025(0.001) 0.94(0.01) NA 157.6(5)
1000 100 Ours 0(0) 0(0) 0.2(0.02) 0(0)
HC 0.01(0.001) 0.51(0.03) 0.7(0.1) 50.5(6.8)
MMHC∗ NA NA NA NA
PC ∗ NA NA NA NA
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by the SHD, the proposed method performs the best in Example 2, and slightly worse
than the MMHC algorithm in Example 1. The HC algorithm and our method gives
relatively robust results across two examples. However, the performance of the HC is
not satisfactory. The poor performance of HC may be partly due to inappropriate use of
the BIC for the model selection in a high-dimensional situation. while the PC and the
MMHC, which relies on the PC, do not deliver robust performance across the examples.
PC and MMHC perform well in Example 1 but lead to deteriorated performance in
Example 2, where the non-sparse neighborhood of the “hub” node becomes the curse
of the two methods. Moreover, in the case n = 1000 in Example 2, the PC and the
MMHC fail to return a solution after 24 hour running time. In contrast, the proposed
method gives consistent performance in Example 2 with the smallest FPR, PFD and
SHD values and a large amount of improvement over other competing methods.
With regard to accuracy of parameter estimation, the proposed method performs
best in most cases except one case with a large sample size (n = 1000 and p = 100) in
Example 1, as measured by the Frobenius norm loss.
Overall, the proposed method compares favorably against top performers in the
literature.
2.5.2 Oracle properties
In this simulation study, we demonstrate the theoretical result in Theorem 2 that the
proposed method is able to correctly identify the oracle estimator asymptotically. There
are two purposes for this. First, the simulation will demonstrate that the asymptotic
property can be realized in a finite-sample situation. Second, an concordance between
our and the oracle estimators indicates that our DC algorithm yields a global optimizer,
because the oracle estimator is in fact the global optimizer of our nonconvex problem
in certain sense. For comparison, HC, MMHC and PC are included. Still, the PC
algorithm does not yield parameter estimation.
As in the setting of Example 1, we randomly generate a DAG with p = 10, 20 nodes,
with the number of edges equal to the number of nodes. As suggested by Table 3,
the proposed method has a good agreement rate of 54% and 84% for n = 1000 and
p = 10, 20. This says that it has a good probability of 54% and 84% to yield a global
optimizer in these cases. This aspect of a DC algorithm agrees with the finding of [30]
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for a different problem.
Table 2.3: Frobenius norm loss (FL), and oracle rate (OR) for three competing methods based on
100 simulation replications in Example 3. Here “Ours”, ”HC”, and ”MMHC” denote ours, the HC
and the MMHC.
n p Method FL OR
1000 10 Ours 0.2(0.1) 84%
HC 0.1(0.1) 66%
mmHC 0.1(0.1) 79%
PC NA 0%
1000 20 Our 0.5(0.4) 54%
HC 0.2(0.1) 15%
mmHC 0.2(0.1) 50%
PC NA 0%
2.5.3 An example demonstrating consistency
Similar to the setting of Example 1, we randomly generate a DAG with p = 10 nodes,
as depicted in Figure 2.1. In this case, we study accuracy of reconstructing a DAG’s
structure of the proposed method, HC and MMHC as a function of the sample size n
while p = 10 is held fixed. Note that the DAG is fully identifiable. Furthermore, PC is
not considered because it only gives partially directed graphs. The results are displayed
in Figure 2.2 for n = 20, 100, 500.
As n increases from n = 20 to n = 500, the proposed method continues to improve
until identifying all directions correctly. By comparison, HC and the MMHC recover
the true skeleton but miss several directions, which remains missed as n increases.
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Figure 2.1: DAG representation of the true network in Section 5.2.
2.5.4 Analysis of cell signaling data
This section applies the proposed method to analyze multivariate flow cytometry data in
[44]. Data were collected after a series of stimulatory cues and inhibitory interventions,
with cell reactions terminated 15 minutes after stimulation by fixation, to profile the
effects of each condition on the intracellular signaling networks of human primary naive
CD4+ T cells. 7466 flow cytometry measurements were made over eleven phosphory-
lated proteins and phospholipids from nine experimental conditions. The primary goal
of this experiment is to infer causal influences in cellular signaling networks through
perturbations with molecular interventions. This requires a multivariate in lieu of uni-
variate approach, which is possible given the simultaneous measurements. Note that the
data is interventional from nine experiments whereas our method and the other three
are designed for observational data. Therefore, we centered data from each experiment
separately before combining them to remove intervention effects on means so that the
data becomes more observational.
This is a well-studied example and we use the representation in Figure 3.1 from [44]
as a benchmark. A direction from one node to another is interpreted as a directional
influence between the corresponding two proteins. The reader may consult [44] for
details about the data.
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Figure 2.2: Reconstructed networks by various methods. True and false discoveries are
marked with green and red lines, where wrong directions are considered to be false in
this case.
We fit (2.4) with one tenth samples for training and nine tenths for tuning. The
learned networks are shown in Figure 2.4. An edge is marked in green if it matches one
in Figure 3.1; otherwise it is red, including wrong orientation cases. If an edge does not
even match the skeleton in Figure 3.1, then it is marked in dashes. All four methods give
similar results due to the large sample size relative to the number of nodes. The proposed
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method identifies nine true edges, one wrong edge. All the other three methods have
more false discoveries. In addition, the PC has fewer correct directions. Unfortunately,
however, all methods miss several known edges. One possible reason is that many
directional relations in protein-signaling networks may behave nonlinearly, which can
not be captured by a linear model. Analysis based on discretization data [44, 19] tends
to capture such nonlinearity and thus more true edges. Another possible reason is that
we removed, before the analysis, intervention effects, which may be crucial in identifying
directional relations. Incorporating interventional data is one future direction to extend
our method.
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P38
Figure 2.3: Display of a consensus protein network consisting of eleven proteins.
2.6 Discussion
This article proposes a method for reconstructing the graphical structure of a directed
acyclic graph. The method identifies the true DAG by estimating the adjacency matrix
of the graph using a constrained likelihood maximization incorporating acyclicity of a
DAG through constraints.
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Figure 2.4: Reconstructed networks using the proposed method and the other three
methods. Correct discoveries are marked in green, whereas false discoveries are displayed
in red. The network constructed by the PC is partially directed.
For reconstruction of directional relations, we introduce a method that is dramati-
cally different from conventional methods to overcome two major difficulties. The first
concerns super-exponentially many constraints, which is addressed by a novel constraint
reduction method reducing to cubic in the number of nodes. The second is identifia-
bility of directional relations. The proposed method enables us to reconstruct all the
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directional relations when possible through the acyclicity constraints.
The proposed method, particularly the idea of identifying active constraints from
super-exponentially many constraints, may be useful and generalized to other problems,
especially for nonlinear models. Further investigation is necessary.
Chapter 3
Maximum likelihood estimation
of multiple directed acyclic
graphs
In this chapter, we go beyond the single DAG reconstruction discussed in Chapter 2
and propose a constrained likelihood approach to learning multiple DAGs from inho-
mogeneous data. Another deviation from Chapter 2 is that we assume the ordering
of nodes is known. The rest of this chapter is organized as follows.Section Section 3.1
introduce the background of DAG learning when the ordering is known. 3.2 introduces
the methodology, followed by our computational development in 3.3. Operating char-
acteristics of the proposed method are examined on simulated and real data in Sections
3.4 and3.5, respectively.
3.1 Background
Reconstruction of a DAG given a partial ordering is equivalent to sparse estimation
of Cholesky decomposition of a covariance matrix, and thus is computationally fea-
sible [22]. The ordering information is usually determined by a natural ordering of
temporal observations, previous experiments and prior knowledge. In this article, we
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reconstruct multiple DAGs given a known partial ordering. To our knowledge, estima-
tion of structural changes over multiple DAGs has not been yet explored, although that
over multiple undirected graphs has been studied in [45, 46, 47]. In practice, identifica-
tion of a change in causality structure arises from detecting a change corresponding to
that of experimental conditions or responding to a certain event or treatment.
This chapter focuses on maximum likelihood estimation of multiple DAGs under
a structural equation model. It is known that maximum likelihood estimation breaks
down when the number of variables exceeds the sample size. Even for a moderately sized
problem, it always yields a complete graph and does not estimate graphical structures
well. Therefore, different methods using penalization have been proposed for sparse
estimation of graphical models [48, 49, 36, 22]. To achieve our goal of learning graphical
structures, we construct two nonconvex constraints based on the truncated L1-function
(TLP, [7]), as a computational surrogate of the L0-function, with one constraint im-
posing sparseness and the other encouraging a common structure. Computationally,
with difference convex programming and augmented Lagrange multipliers, nonconvex
minimization is solved through a sequence of convex subproblems iteratively. For each
subproblem, we develop a fast algorithm to treat a constrained L1-problem, which we
call pairwise coordinate descent algorithm.
3.2 Statistical methodology
Given L p-dimensional vectors of random variables X(l) = (X
(l)
1 , . . . , X
(l)
p )T with a
known partial ordering, one from each population, we use L DAGs to describe causal
relations within each population and to explore differences among the populations. That
is, each component X
(l)
i corresponds to one node in the lth DAG, with a directed
edge between two nodes indicating a causal relation between them. Without loss of
generality,we assume that X(l) has been sorted according to its partial order, which
means a causal relation is only possible from X
(l)
i to X
(l)
j for i < j.
To model causality among the components of X(l), consider a structural equation
model of the form
X(l) = A(l)X(l) + (l), l = 1, · · · , L, (3.1)
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where A(l) is an adjacency matrix in which a nonzero jk-th element of A(l) corresponds
to a directed edge from parent node k to child note j with its value A
(l)
jk indicating
the strength of the relationship, and (l) = (
(l)
1 , · · · , (l)p )T is an independent latent
variable vector representing unexplained variations in the nodes and acting as random
noises. Note that A
(l)
i,j = 0 for i < j, since X
(l)’s are assumed to be ordered. In
addition, A
(l)
ii = 0, for all i, as a self-loop is not allowed in a DAG. Therefore, the
adjacency matrices A(l), l = 1, . . . , L, are lower triangular with zero diagonal elements,
that is, A
(l)
i,j = 0, j ≥ i. The model basically says that each X(l)j depends linearly
on its parent variables and some latent variable 
(l)
j . Here we assume that 
(l)
1 , · · · , (l)p
follow independent normal distributions, that is, 
(l)
j
ind∼ N(0, (σ(l)j )2). This implies
that X(l)’s follow multivariate normal distributions. Note that (3.1) becomes Gaussian
autoregressive model when the subscript of X
(l)
i denotes the consecutive time. Our
likelihood method is readily generalizable to other distributions. The reader may consult
[50] for (3.1) and structural equations.
In (3.1), nonzero entries of A(l) are uniquely specified by the lth DAG. Thus, we
estimate (A(1), . . . ,A(L)) to preserve a common structure and identify differences among
them.
For a total of n =
∑L
l=1 nl random samples, nl samples are drawn according to
(3.1) for each l to form an n × p data matrix X(l) = (x(l)1 , . . . ,x(l)p ), where each x(l)j =
(x
(l)
1,j , . . . , x
(l)
nl,j
)T is an nl-dimensional column vector for each node, and samples from
different populations X(l) are assumed to be independent. Note that an arbitrary mean
vector can be incorporated by adding an intercept to (3.1).
Let k− = {j = 1, . . . , k − 1} be a set of indices, with k = 1 indicating the null set.
Let X
(l)
j− = (x
(l)
1 , . . . ,x
(l)
j−1), A
(l)
j,j− =
(
A
(l)
j,1, . . . , A
(l)
j,j−1
)
. The likelihood of X(l) can be
written as
f
(
X(1), . . . ,X(L)
)
=
L∏
l=1
f
(
X(l)
)
=
L∏
l=1
p∏
j=1
f
(
x
(l)
j |X(l)j−
)
=
p∏
j=1
L∏
l=1
f
(
x
(l)
j |X(l)j−
)
. (3.2)
This yields the negative log-likelihood
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− log f
(
X(1), . . . ,X(L)
)
=
p∑
j=1
(
L∑
l=1
(
− log f
(
x
(l)
j |X(l)j−
)))
. (3.3)
Using the fact that X
(l)
j |X(l)j− follows N
(
A
(l)
j,j−X
(l)
j− , (σ
(l)
j )
2
)
from (3.1), we obtain that
− log f
(
X(1), . . . ,X(L)
)
=
p∑
j=1
(
L∑
l=1
(
1
2(σ
(l)
j )
2
∥∥∥∥x(l)j −X(l)j− (A(l)j,j−)T∥∥∥∥2 + nj log σ(l)j
))
.
(3.4)
Maximizing (3.2), equivalently minimizing (3.4), may result in over-fitting and lead to
fully connected DAGs, especially when the number of unknown parameters exceeds the
sample size. We therefore regularize (3.3) through nonconvex constraints to pursue
sparsity and detect structural changes. Note that the constrained approach is not
equivalent to its penalized regularization counterpart because of nonconvexity in this
case.
Our method is to regularize the number of nonzeros of the adjacency matrices as well
as the number of pairwise differences between the corresponding entries across adjacency
matrices. Let L be a set of index pairs in which a pair (l, s) indicates the possibility
that A(l) and A(s) share some common entries and can be grouped or collapsed if data
suggest so. Constraints are used to regularize, which are in the form:
L∑
l=1
‖A(l)‖0 ≤ t1,
∑
(l,s)∈L
‖A(l) −A(s)‖0 ≤ t2. (3.5)
where ‖A‖0 :=
∑p
i=1
∑p
j=1 I(|Ai,j | 6= 0), is the L0-norm of A, or the number of nonzero
entries of A, t1 ≥ 0 and t2 ≥ 0 are tuning parameters corresponding to the number
of nonzeros of the adjacency matrices and the number of element-wise differences with
respect to L . A complete set L = {(l, s) : 1 ≤ l < s ≤ L} is used unless additional
information is available. For example, a temporal set L = {(l, l + 1) : 1 ≤ l ≤ L − 1}
is used in dynamic networks with l representing consecutive times.
To allow for different degrees of sparsity over different rows of lower triangular
matrices A(l), we replace (3.5) by p pairs of row-wise sparsity through 2p different
tuning parameters {t1,j , t2,j}:
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L∑
l=1
j−1∑
k=1
∥∥∥A(l)j,k∥∥∥
0
≤ t1,j ,
∑
(l,s)∈L
j−1∑
k=1
∥∥∥A(l)j,k −A(s)j,k∥∥∥
0
≤ t2,j , j = 1, · · · , p. (3.6)
This is computationally feasible because the log-likelihood (3.3) is separable or decom-
posable in j. In fact, minimizing (3.3) subject to (3.6) reduces to p subproblems.
To circumvent computational difficulty of minimizing (3.3) subject to (3.6), we ap-
proximate the L0 funtion there by a surrogate function, the truncated L1 function (TLP,
[7]), defined as Pλ(x) = min
( |x|
λ , 1
)
. As λ tends to 0, the TLP recovers the L0-function
exactly. Now the constraints in (3.6) become
L∑
l−1
j−1∑
k=1
Pλ(A
(l)
j,k) ≤ t1,j ,
∑
(l,s)∈L
j−1∑
k=1
Pλ(A
(l)
j,k −A(s)j,k) ≤ t2,j , j = 1, · · · , p. (3.7)
To simplify tuning, we introduce a single constraint for each row as opposed to the
two constraints in (3.7), with new tuning parameters (κj , tj) corresponding to (t1,j , t2,j),
L∑
l=1
j−1∑
k=1
Pλ(A
(l)
j,k) + κj
∑
(l,s)∈L
j−1∑
k=1
Pλ(A
(l)
j,k −A(s)j,k) ≤ tj j = 1, . . . , p, (3.8)
where κj seeks a trade-off between sparsity and grouping.
Based on the foregoing discussion, we solve (3.3) subject to (3.8) by solving its
equivalent form through p subproblems:
min
L∑
l=1
(
1
2(σ
(l)
j )
2
∥∥∥∥x(l)j −X(l)j− (A(l)j,j−)T∥∥∥∥2 + nl log σ(l)j
)
, subject to
L∑
l=1
j−1∑
k=1
Pλ(A
(l)
j,k) + κj
∑
(l,s)∈L
j−1∑
k=1
Pλ(A
(l)
j,k −A(s)j,k) ≤ tj , j = 1, . . . , p.
(3.9)
These p subproblems are of the same type, hence we only need to consider a general
form. Let Y(l) be a vector of length nl, corresponding to x
(l)
j in (3.9), X
(l) be an nl
by m matrix, corresponding to X
(l)
j− with m = j − 1, and β(l) be m-dimensional vector
corresponding to A
(l)
j,j− . Then, a general form is,
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min
L∑
l=1
(
1
2σ2l
‖Y(l) −X(l)β(l)‖2 + nl log σl
)
, subject to
L∑
l=1
m∑
j=1
min
(
|β(l)j |
λ
, 1
)
+ κ
∑
(l,s)∈L
m∑
j=1
min
(
|α(ls)j |
λ
, 1
)
≤ t.
(3.10)
where α
(ls)
j = β
(l)
j − β(s)j , and ζ = (β(l)j
j=1,...,m
l=1,...,L
, α
(ls)
j
(l,s)∈L
j=1,...,m
) is our new set of variables
to be optimized. In addition, a new constraint Tζ = 0 is imposed, namely, β
(l)
j − β(s)j −
α
(ls)
j = 0, for j = 1, . . . ,m, (l, s) ∈ L .
3.3 Computation
This section develops a computational method for nonconvex minimization (3.10) through
difference convex programming, augmented Lagrange multipliers and our pairwise co-
ordinate descent algorithm.
3.3.1 Difference convex programming
For minimization in (3.10), we employ difference convex (DC) programming, which leads
to a finite-step termination due to piecewise linearity of the TLP function [7]. Here Pλ
can be decomposed into a difference of two convex functions:
Pλ(x) = min
( |x|
λ
, 1
)
=
|x|
λ
−max
( |x|
λ
− 1, 0
)
. (3.11)
This in turn yields a decomposition of the left-hand side of (3.10) into a difference of
two convex part, that is,
S1(ζ)− S2(ζ) ≤ t,
where
S1(ζ) =
L∑
l=1
m∑
j=1
|β(l)j |
λ
+ κ
∑
(l,s)∈L
m∑
j=1
|α(ls)j |
λ
, (3.12)
S2(ζ) =
L∑
l=1
m∑
j=1
max
(
|β(l)j |
λ
− 1, 0
)
+ κ
∑
(l,s)∈L
m∑
j=1
max
(
|α(ls)j |
λ
− 1, 0
)
. (3.13)
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This constructs a sequence of convex approximation sets that are contained in the orig-
inal nonconvex set iteratively by replacing S2 at iteration k with its affine majorization
at iteration k − 1. At iteration k we minimize (3.10) subject to Tζ = 0 and a relaxed
constraint
L∑
l=1
m∑
j=1
|β(l)j |I(|βˆ(l)[k−1]j | ≤ λ) + κ
∑
(l,s)∈L
m∑
j=1
|α(ls)j |I(|αˆ(ls)[k−1]j | ≤ λ)
≤λ
t− L∑
l=1
m∑
j=1
I(|βˆ(l)[k−1]j | > λ)− κ
∑
(l,s)∈L
m∑
j=1
I(|αˆ(ls)[k−1]j | > λ)
 , (3.14)
where βˆ
(l)[k−1]
j is the estimate of β
(l)
j at the (k − 1)th iteration, and αˆ(ls)[k−1]j is the
estimate of α
(ls)
j at the (k − 1)th iteration.
3.3.2 Augmented Lagrange multipliers
The constraint Tζ = 0 defined by slack variables α
(ls)
j is treated through the augmented
Lagrange multipliers, which is designed to convert a constrained problem to an uncon-
strained one. At iteration w, we minimize S(ζ) subject to (3.14)
S(ζ) =
L∑
l=1
(
1
2σ(l)
2 ‖Y(l) −X(l)β(l)‖2 + nl log σ(l)
)
+
∑
(l,s)∈L
m∑
j=1
τ
(ls)[w]
j (β
(l)
j − β(s)j − α(ls)j )
+
1
2
∑
(l,s)∈L
m∑
j=1
ν
(ls)[w]
j (β
(l)
j − β(s)j − α(ls)j )2, (3.15)
where τ
(ls)[w]
j are Lagrangian multipliers for Tζ = 0 and ν
(ls)[w]
j control the convergence
speed of the algorithm.They are updated until convergence:
τ
(ls)[w+1]
j = τ
(ls)[w]
j + µ
(ls)[w]
j (β
(l)
j − β(s)j − α(ls)j ), µ(ls)[w+1]j = ρµ(ls)[w]j ,
where ρ ∈ (1, 2) is pre-determined. At iteration k in the DC loop and at iteration w
in the augmentation loop, we minimize (3.15) subject to (3.14). This weighted Lasso
problem is solved by a pairwise coordinate descent algorithm to be introduced next.
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3.3.3 Pairwise coordinate descent
A Lasso problem [51] solves
min
β1,...,βm
f(β), subject to
m∑
j=1
|βj | 6 t, (3.16)
where f is a convex cost function.
For (3.16), coordinate descent methods are applicable to its regularization version
[52, 53]. However, such a method breaks down for (3.16), as its solution may be trapped
[52]. Here we develop a directional blockwise coordinate descent method, to solve (3.15)
subject to (3.14). The main idea is to seek an optimal solution only over the simplex
boundary, where the solution lies. This directional search strategy overcomes the diffi-
culty for an optimal solution to be trapped at the constraint boundary.
A solution of (3.16) exists when f is continuous since a feasible region of β is
compact. For sparse learning, the Lasso constraint is active only when the feasible region
defined by the constraint excludes all global minima of f(β), in which any solution
of (3.16) lies on its boundary. Instead of searching coordinatewisely, we move along
directions ∆|βi| = −∆|βj |, to search over the boundary, where ∆|βi| is the change in
the absolute value of βi after a step. Note that the pair of (i, j) is chosen so that the
pair gives the steepest descent in the cost function value among all pairs.
The algorithm is summarized as follows.
Algorithm 1 Pairwise coordinate descent
Step 1. (Initialization) Input a initial value β0 for β satisfying ||β0||1 = t.
Step 2. (Iteration) Find the steeping direction satisfying ∆|βi| = −∆|βj |. Perform
an exact line search to determine the best step length and update.
Step 3. (Stopping rule) Terminate when the following subdifferential condition is
satisfied: there exists λ > 0, s.t. −sign(βj)∂f(β)∂βj = λ for βj 6= 0, and
∣∣∣∂f(β)∂βj ∣∣∣ < λ for
βj = 0.
Convergence of the algorithm is assured by Theorem 1.
Theorem 3.3.1 For (3.16), stationary points and minimum points coincide. If the
minimizer is unique, the algorithm converges to it.
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If the cost function has nuisance parameters in addition to β, for example, σ(l), then
we need to treat them as unconstrained coordinates and update them coordinately in
every iteration.
A DC loop and an augmentation loop converge in only a few steps in practice [7].
Taking advantage of Algorithm 1 in the inner loop, our method is capable of treating
multiple graphs of over thousands of variables in real time. This is desirable for our
nonconvex minimization problem.
3.4 Simulations
This section examines operating characteristics of the proposed method, and contrasts
it against its competitors through simulations. In particular, the proposed method,
denoted by “nonconvex”, is examined together with its convex counterpart—our method
with the L1-function replacing the TLP, denoted by “convex”, and a sparse L1 method
from [22] for DAGs individually, denoted by “DAGlasso”.
In simulations, two DAGs are considered and a complete set L = {(1, 2)} is used
for possible grouping. All simulations are performed in R. Performance metrics for
sparsity and grouping pursuit are the number of false positives (FP), the number of
false negatives (FN), the number of correctly identified differences between graphs (TD),
and the number of falsely identified differences between graphs (FD). Overall, we use
the Matthews Correlation Coefficient (MCC) [54] as a performance metric, which is
commonly used in binary classification, and is defined as,
MCC =
(TP× TN)− (FP× FN)√
(TP + FP)(TP + FN)(TN + FP)(TN + FN)
(3.17)
where TP, TN, FP and FN correspond to true positives, true negatives, false positives
and false negatives, respectively. A larger value of MCC gives better a fit with 1 being
the best and −1 being the worst.
Two graphs are generated as follows. The first DAG G1 is generated at random,
with the number of nodes p = 50, 100, 200, having the average probability of connecting
one node to another with higher ordering: 0.02. The second DAG G2 is obtained by
removing a number of edges from G1 and this number is controlled to be less than 1%
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of the total edges in G1. For p = 50, the two DAGs are just identical. For p = 100, 200,
removal is done by deleting all edges connecting from a specific node, which mimics a
situation when a certain gene from G1 becomes isolated due to some treatment effect.
Finally, we generate a random sample from G1 and G2 respectively with equal sample
size n1 = n2 = n.
For the proposed method, there are three data-dependent tuning parameters (λ, κ, t)
in (3.10). It has been shown in [7] that estimation based on the TLP is not sensitive
to the choice of λ as long as λ is small enough. A common set of values for λ is
{0.1, 0.01, 0.001}, and κ is a tuning parameter ranged between 0 and 1, with three
to five values, based on our limited numerical experience. This makes tuning three
parameters much easier with an effort focused on tuning t. In this simulation study,
tuning parameters for all methods are optimized for prediction over an independent
data set of size 1000 for each graph.
Table 3.1: Estimated quantities and their corresponding estimated standard errors (in parentheses)
based on 100 simulation replications. For p = 50, there are 20 edges in G1 and 20 edges in G2 with
no differences. For p = 100, there are 88 edges in G1 and 86 edges in G2 with two differences. For
p = 200, there are 427 edges in G1 and 422 edges in G2 with 5 differences.
n p method FP FN TD FD MCC
DAGlasso 15.7(3.9) 0.2(0.4) 0(0) 15.3(3.8) 0.84(0.03)
50 convex 3.9(2.7) 0(0) 0(0) 0.3(0.5) 0.95(0.03)
nonconvex 0.3(0.8) 0.1(0.3) 0(0) 0(0.2) 0.99(0.01)
DAGlasso 73.7(8.6) 1.1(1) 2(0) 72.3(8.2) 0.83(0.02)
50 100 convex 18.9(6.2) 0.4(0.9) 1.7(0.5) 0.9(1) 0.95(0.02)
nonconvex 4.7(3.5) 1.6(2) 1.6(0.6) 0.2(0.5) 0.98(0.02)
DAGlasso 406.5(21.7) 14.5(3.8) 4.9(0.3) 402.1(20.8) 0.80(0.01)
200 convex 122.3(15.3) 46.7(9.2) 2.5(1) 1.4(1.2) 0.90(0.01)
nonconvex 30.1(11.2) 32.9(9.5) 3.2(1.2) 0.6(0.9) 0.96(0.01)
DAGlasso 6.7(2.6) 0(0) 0(0) 6.6(2.6) 0.92(0.03)
50 convex 1.2(1.5) 0(0) 0(0) 0.1(0.3) 0.98(0.02)
nonconvex 0(0.3) 0(0) 0(0) 0(0.2) 1.00(0.01)
DAGlasso 32.3(5.9) 0(0.1) 2(0) 31.8(6) 0.92(0.01)
100 100 convex 6.3(3.2) 0(0) 1.9(0.3) 0.5(0.7) 0.98(0.01)
nonconvex 1(1.3) 0(0) 2(0.1) 0.1(0.3) 1.00(0.01)
DAGlasso 162.7(14.0) 0.1(0.3) 5(0) 158.2(13.7) 0.91(0.01)
200 convex 28.9(7.1) 0.1(0.4) 4.5(0.7) 1(0.9) 0.98(0.01)
nonconvex 3.7(3.2) 1(1.8) 4.8(0.4) 0.3(0.7) 1.00(0.01)
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As suggested in Table 1, the proposed method compares favorably against its com-
petitors across all the situations, in terms of the Matthews Correlation Coefficients,
accuracy of estimation, and detection of a structural change. Interestingly, seeking com-
mon structures or detection of structural changes is more critical for multiple graphs
than a single graph, especially when they share some common structures. In addition,
our nonconvex method improves significantly over its convex counterpart. In most cases,
our nonconvex method yields a MMC value close to 1, suggesting almost perfect learn-
ing of structures. In this sense, a nonconvex method is useful in estimating directed
graphs.
3.5 Analysis of cell signaling data
This section applies the proposed method to analyze multivariate flow cytometry data
in [44]. Data were collected after a series of stimulatory cues and inhibitory interven-
tions, with cell reactions stopped at 15 minutes after stimulation by fixation, to profile
the effects of each condition on the intracellular signaling networks of human primary
naive CD4+ T cells. Over 10,000 flow cytometry measurements were made over 11
phosphorylated proteins and phospholipids from 14 experimental conditions. The main
purpose of this experiment is to infer casual influences in cellular signaling networks
through perturbations with molecular interventions. The simultaneous measurements
permits multivariate as opposed to univariate approaches. Data sets were available; see
[44] for more details. The DAG representation of the network is displayed in Figure 3.1
[44]. A direction from node X to node Y is interpreted as a causal influence from X
to Y .
A DAG model was fit in [44] with data from the first nine conditions, following
called Group 1, whereas the rest five conditions, denoted as Group 2 were not used
for estimation. Note that all five conditions in Group 2 employed ICAM-2, a general
perturbation, in addition to perturbations used in Group 1. In our analysis, we are
interested in whether the usage of ICAM-2 in Group 2 activate or inhibit some causal
relationship in the network. Thus, data have been split into two datasets: 7466 samples
from Group 1 and 4206 samples from Group 2. We fit a two-DAG model with one tenth
samples for training and nine tenth for tuning. The graphical result of reconstructed
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Figure 3.1: DAG representation for 11 proteins.
networks are displayed in Figure 3.2, where the DAGlasso [22] based on individual
graphs is used for comparison. Correct edges are marked with solid arrows, while false
positives are indicated by long dash arrows.
Our method is more reliable in that it gives much fewer false positives with almost
the same number of true positives as compared to the DAGlasso, and identical links and
differences between the two groups are likely to be real, which may be cross-validated
experimentally. By comparison the two graph reconstructed by the DAGlasso are not
so consistent and the estimated differences are mainly false discoveries.
In the analysis, several known links were missed by the proposed method and the
DAGlasso method. This is because many causal relations in protein-signaling networks
are believed to be nonlinear, which may not be detectable by methods based on linear
models, such as our method and the DAGlasso. In fact, to our knowledge, no linear
methods could reconstruct most links. This nonlinearity goes beyond the scope of the
linear casual effect specified in (3.1).
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Figure 3.2: Analysis of cell signalling data: Correct edges are marked with solid arrows,
while false positives are indicated by long dashes.
Chapter 4
Learning causal networks with
intervention covariates
Identifying casual relations among variables is central to many scientific investigation, as
in the social, behavioral and biomedical sciences. Mathematically, the causal relations
can be described by a DAG, hence that learning a DAG’s structure leads to discovery of
casual relations. Unfortunately, for an observational study, correct reconstruction of a
DAG’s structure from data is impossible, because a DAG model is often not identifiable,
which is the case for a Gaussian graphical model with unequal error variances. In this
chapter, we study the problem of reconstruction of a DAG’s structure with the help
of intervention observations. In particular, we construct a constrained likelihood to
regularize intervention in addition to adjacency matrices to identify a DAG’s structure
and to remove redundant intervention variables.
4.1 Introduction to interventions
Directed acyclic graphical models are useful to describe pairwise causal relations be-
tween random variables, defined by a certain Markov property [34], with each node and
directed edge representing one variable and the corresponding pairwise casual relation.
The models have been widely used in gene and social networks [1, 44]. To identify
causal relations, intervention observations are usually collected in addition to observa-
tional attributes [55]. The central topic this article addresses is reconstruction of a DAG
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model based on interventional data and pertinent issues with respect to the effect of
intervention.
To introduce the problem of reconstruction of a DAG’s structure with inventions, we
begin with identifiability. It is known that DAG models are identifiable up to Markov
equivalence in that directed edges are usually not all identifiable based on observational
data alone [55]. However, with additional interventional data, it is generally belief that
invention may lead to model identifiability thus correct reconstruction, particularly
in biological experiments. For instance, intervention occurs in a form of randomized
treatments in a clinical trail or of gene knockdown or knockout experiments in systems
biology. In such a situation, some or all random variables are controlled, permitting
discrimination of ambiguous edges connecting to these controlled variables. Yet exactly
how intervention impacts reconstruction of a DAG’s structure remains unknown.
In the literature, methods have been proposed to incorporate interventional data
for learning causal relations; see [56] for references therein. Most of these, for instance,
[57, 23, 58] assume known intervention, that is, affected variables of the intervention
are known priori before data collection. In practice, it is often impossible to have such
knowledge, as in system biology, where the effect of various chemicals intervening a
system is not precisely known. One exception, to our knowledge, is the Bayesian method
of [59], which intends for a small problem, say 20 nodes, due to inherited exponential
complexity in the number of nodes. Therefore, scalable methods are in need as well as
a theory describing the effect of intervention, particularly for a large graph.
In this chapter, we propose a method to estimate pairwise causal relations as well as
the intervention effect from intervention covariates jointly. In particular, the proposed
method is showed to enable to improve a model’s identifiability, where inhomogeneity
created by intervention facilitates reconstruction of causal relations. Most importantly,
it reconstructs a DAG’s structure when the model identifiable and an interventional
equivalence class generally.
4.2 Learning with unknown interventions
Consider a causal system consisting of p random variables (Y1, . . . , Yp) described by a
DAG G, with each node representing one variable and directed edges encoding causal
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(parent-child) relations between any two variables. The causal model factorizes the joint
distribution of (Y1, . . . , Yp), P (Y1, . . . , Yp), into a product of conditional distributions of
each variable given its parents, that is,
∏p
j=1 P (Yj |paj), where paj denotes a parent set
of Yj and is defined to be empty if Xj has no parents.
In many situations, reconstructing directionality of relations from data may be im-
possible, due to nonidentifiablity with regard to reconstruction of a DAG. To overcome
this difficulty, the notion of intervention is introduced and is generally believed that
it can increase the degree of identifiability, thus leading to better reconstructability of
a DAG. The main idea of intervention is as follows: A causal system is added into a
set of W intervention variables {X1, X2, . . . , XW }, continuous or discrete, where the
behavior of (Y1, · · · , Yp) is measured and observed and some of intervention variables
{X1, X2, . . . , XW } may be redundant or noninformative. Due to these extraneous vari-
ables whose values representing controllable experiment conditions, the system becomes
more identifiable. However, the effect of intervention has not been quantified although
it is intuitively appealing.
Given (X1, · · · , XW ) and (Y1, · · · , Yp) with i ∈M indicating interventions, the joint
distribution of (Y1, · · · , Yp) given (X1, · · · , YW ) becomes
P (Y1, · · · , Yp|X1, · · · , XW ) =
∏
j 6∈M
P (Yj |paj)
∏
j∈M
P˜ (Yj |paj , X1, · · · , XW ), (4.1)
where P˜ (Yj |paj , X1, · · · , XW ) is an unknown probability distribution of Yj under inter-
vention. If P˜ (Yj |paj , X1, · · · , XW ) = P˜ (Yj |X1, · · · , XW ) is independent of the parents,
then it is called perfect intervention [59]. Otherwise, it is dependent intervention [60] and
practically relevant. Throughout this article, we shall consider dependent intervention.
To introduce our model, let A = (Aij)p×p be an adjacency matrix, which uniquely
determines a DAG, where Aij 6= 0 encodes an edge from node j to node i. Moreover,
an intervention vector B = (Biw)p×W captures the intervention effect, whose the iwth
entry Biw gives the strength and direction of the intervention of Xw on Yi. Importantly,
Bjw = 0 for j = 1, · · · , p, represents no intervention of Xw on Yj , hence that Xw is
noninformative and should be removed. Now placing A and B in the framework of
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Gaussian structural equation models, we obtain that
Yj =
∑
k 6=j
AjkYk +
W∑
w=1
BwjXw + Zj , Zj ∼ N(0, σ2j ); j = 1, . . . , p, (4.2)
where Zj is a latent error representing unexplained variation in each node. Our objective
is to estimate A,B and determine their zero entries subject to the DAG requirement
for A. As a result, a DAG’s structure is identified through A, as well as a smallest
dimension of the set of informative intervention variables, under which a DAG model
becomes identifiable, through B.
Under (4.2), two data matrices Y = (yij)n×p and X = (xij)n×W are observed,
with n representing the sample size, possibly from different experiments under different
interventions. This leads to the negative loglikelihood
l(Φ) =
p∑
j=1
( 1
2σ2j
n∑
i=1
(
yij − uj −
∑
k 6=j
Ajkyik −BTj xi
)2
+
n
2
log σ2j
)
, (4.3)
where Φ = (A,B, σ21, · · · , σ2p). We estimate A and B based on Y and X. It is known
priori that some intervention variables may be redundant. Towards our objective of
learning nonzero patterns of A and B, we impose sparsity constraints on them to
regularize nonzero entries:
∑
1≤j 6=l≤p
I(Ajl 6= 0) ≤ K1,
∑
1≤j≤p,1≤l≤W
I(Bjl 6= 0) ≤ K2, (4.4)
where K1 and K2 are nonnegative integer-valued tuning parameters. It is important to
note that the constraint onB aims to remove zero entries thus zero-columns ofB, which
is equivalent to performing variable selection for intervention variables. To reinforce the
DAG requirement, we impose additional constraints to reinforce the DAG requirement
as in Theorem 2.2.1 to ensure no loops to occur:
λik + I(j 6= k)− λjk ≥ I(Aij 6= 0); i, j, k = 1, . . . , p, i 6= j, (4.5)
λ ∈ Rp2 (4.6)
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For computation, we replace the indicator functions in (4.4) and (4.5) by its computa-
tional surrogate Jτ (z) = min(
|z|
τ , 1) [7] to circumvent the difficulty of non-discontinuity
in optimization. This yields that
min(Φ,λ) l(Φ) (4.7)
subject to
∑
1≤j<l≤p Jτ (Ajl) ≤ K1, (4.8)∑
1≤j≤p,1≤l≤W Jτ (Bjl) ≤ K2, (4.9)
λik + I(j 6= k)− λjk ≥ Jτ (Aij); i, j, k = 1, . . . , p, j 6= i. (4.10)
where Jτ (z) approximates the indicator function as τ → 0+.
Minimizing (4.7) in (Φ,λ) subject to constraints (4.8), (4.9) and (4.10) yields the
constrained maximum likelihood estimate (CMLE).
4.3 Computation
We now develop our computational strategy to minimize (4.7) with respect to (Φ,λ)
subject to nonconvex constraints (4.8), (4.9) and (4.10). Our strategy proceeds in two
steps. First, we relax (2.11) and (2.12) using a sequence of approximations involv-
ing convex constraints, where each approximation is refined iteratively. Then we solve
each convex subproblem with p3 − p2 + 1 linear constraints by employing a constrained
alternating direction method of multipliers. The underlying process iterates until con-
vergence.
For convex relaxation of nonconvex constraints (4.8), (4.9) and (4.10), we employ
difference convex (DC) programming. In particular, we decompose Jτ into a difference
of two convex functions: Jτ (z) = S1(z) − S2(z) ≡ min( |z|τ , 1) = |z|τ − max( |z|τ − 1, 0).
On this ground, we construct a sequence of convex approximating sets iteratively by
replacing S2 in the decomposition at iteration m by its affine majorization at iteration
m− 1. Specifically, we solve
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min
(Φ,λ)
l(Φ)subject to (4.11)
1
τ
∑
1≤j 6=l≤p
|Ajl|w(m−1)jl ≤ K1 −
∑
1≤j<l≤p
(1− w(m−1)jl ),
1
τ
∑
1≤j≤p,1≤l≤W
|Bjl|v(m−1)jl ≤ K2 −
∑
1≤j≤p,1≤l≤W
(1− v(m−1)jl ),
λjs + τI(l 6= s)− λls ≥ |Ajl|1w(m−1)jl + τ(1− w(m−1)jl ); j, l, s = 1, . . . , p, j 6= l,
where (Aˆ(m−1), Bˆ(m−1)) is the solution at iteration m − 1; 1 ≤ i, j ≤ p, w(m−1)jl =
I(‖Aˆ(m−1)jl ‖1 ≤ τ), and v(m−1)jl = I(|Bˆ(m−1)jl | ≤ τ).
To solve (4.11), we consider its equivalent form for efficient computation:
min(Φ,λ)l(Φ) +
µ1
τ
∑
1≤j 6=l≤p |Ajl|w(m−1)jl + µ2τ
∑
1≤j≤p,1≤l≤W |Bjl|v(m−1)jl subj to
λjs + τI(l 6= s)− λls ≥ |Ajl|1w(m−1)jl + τ(1− w(m−1)jl ); j, l, s = 1, . . . , p, j 6= l,(4.12)
where µ1 and mu2 are nonnegative regularizers corresponding to the first and second
constraints in (4.11).
To proceed, let ξ = {ξijk}p×p×p be a slack variable tensor, converting inequality to
equality constraints. And we introduce Fp×p to separate the differentiable from non-
differentiable parts involving L1-norm of A. Then the problem can be written in the
form as
min(Φ,F ,λ)l(Φ) +
µ1
τ
∑
1≤j 6=l≤p |Fjl|w(m−1)jl + µ2τ
∑
1≤j≤p,1≤l≤W |Bjl|v(m−1)jl
subject to λjs + τI(l 6= s)− λls − |Fjl|1w(m−1)jl − τ(1− w(m−1)jl )− ξijk = 0;
j, l, s = 1, . . . , p, j 6= l, ξijk ≥ 0, A− F = 0. (4.13)
Following [38], we obtain an augmented Lagrangian by introducing the scaled dual
variable tensor y = {yijk}p×p×p and the scale dual variable matrix U = {uij}p×p:
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Lρ(A,B,F ,λ, ξ,y,U ,σ) = l(A,B,σ)
+µ1τ
∑
1≤j 6=l≤p |Fjl|w(m−1)jl + µ2τ
∑
1≤j≤p,1≤l≤W |Bjl|v(m−1)jl
+
∑
1≤s≤p
∑
1≤j 6=l≤p
ρ
2
(
|Fjl|w(m−1)jl + τ(1− w(m−1)jl ) + ξjls − λjl − τI(l 6= s) + λls + yjls
)2
+ρ2‖F −A+U‖2F . (4.14)
Iteratively, we solve (4.14) over blocks (A,B,F ,λ, ξ,y,U ,σ). Updating formulas are
similar to ones described in Chapter 2.
4.4 Numerical examples
This section examines operating characteristics of the proposed method, and demon-
strates how intervention improves reconstructability of a DAG’s structure.
In this simulated example, the proposed method is applied to interventional data
(Y(I),X) and that in Chapter 2 to observational data Y(O) . The result is summarized
in Table 4.1.
Simulation setting: This example contrasts the proposed method with interven-
tion and that without intervention to understand the intervention effect. In particular,
a DAG with 50 nodes is used with a random generation mechanism as described in [11],
see Figure 4.1 for a display. Then edge weights were randomly drawn from a uniform
distribution on [−2,−1] ∪ [1, 2]. The error variances for all nodes of the DAG is set to
be a decreasing sequence from 1 to 0.5 with equal distance. Two random samples were
generated: interventional Y(I),X and observational Y(O). For the interventional sam-
ple, we construct 50 interventional variables Xi, each has a intervention effect on one
corresponding DAG node Yi, that is, the matrix B is a diagonal matrix. The diagonal
values of B are drawn randomly from a uniform distribution over [−4,−2]∪ [2, 4]. Note
that this design of B ensures that the DAG is fully identifiable in view of the result
of Theorem 2. As a result, X200×50 is drawn from independent N(0, 1), and Y (I) is
generated according to (4.2). The observational sample Y(O) is generated according to
(4.2) with B = 0.
For accuracy of estimating directed edges of a graph, we consider the false negative
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rate (FNR) and the false discovery rate (FDR), defined as FNR = FN/(TP + FN) and
FDR = FP/(TP + FP), where TP, FP, TN and FN are true positive, false positive,
true negative and false negative numbers of edge estimation, respectively.
For overall accuracy of estimating the DAG structure, we employ a commonly used
measure–Structural Hamming Distance (SHD). The SHD between two DAGs is the
required number of edge insertions, deletions or flips to transform one graph to another
graph, c.f., [43]. A smaller SHD indicates closeness of two graphs. To compute the
SHD, one may consider the R-package pcalg.
1
2
3
4
5
6
7
8
9
1011
121314151617
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35 36 37 38 39 40 41
42
43
44
45
46
47
48
49
50
Figure 4.1: The DAG used in the simulation study
As suggested in Table 4.1, the proposed method compares favorable against the
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Table 4.1: Averaged false negative rate (FNR), false discover rate (FDR), and Structural Hamming
Distance (SHD), as well as their standard errors (in parenthesis), for four competing methods based
on 100 simulation replications. Here “Non-Int” and ”Int” denote the method in Chapter 2 applied
to observational data only, and the proposed method applied to interventional data.
(n, p) Method FNR(A) FDR(A) SHD
(100,50) Non-Int 0.05(0.01) 0.75(0.04) 117.9(15.1)
(100,50) Int 0.01(0) 0.49(0.08) 49.6(8.5)
(200,50) Non-Int 0.03(0.01) 0.66(0.04) 85.8(12.4)
(200,50) Int 0.01(0) 0.25(0.07) 25.6(6.9)
(1000,50) Non-Int 0.01(0) 0.24(0.06) 19.2(6.9)
(1000,50) Int 0(0) 0.1(0.03) 8.2(2.6)
method “Non-Int” with observational data. The significant improvement in terms of
structure learning implies the benefit of incorporating interventional data.
Chapter 5
Conclusions
This thesis set out to explore novel statistical learning methods for Gaussian DAG
models, especially in the high-dimensional cases. Our contribution lies in providing a
general framework for simultaneous learning of DAG structures and model parameters,
which ultimately enables better learning performance and efficient computation for large
networks. Our proposed methods overcome the drawbacks of local and sequential search
algorithms in the literature. Moreover, our theoretical analysis provides more insight
into the nature of the problem as well as finite sample error bounds for statistical
learning.
5.1 Summary of major findings
We now summarize our contributions specifically for each chapter. In Chapter 2, we
proposed a novel constrained likelihood approach for learning the DAG model from
observational data. The constrained likelihood framework enables us to learn nonzero
patterns and numerical values of the adjacency matrix A simultaneously. This over-
comes the error accumulation resulting from previous local search algorithms which
separate structure learning and parameter estimation. Computationally, we design a
representation of the DAG parameter space with cubically many constraints. This,
combined with a constrained alternating direction method of multipliers and difference
convex programming, makes it possible to solve this problem with hundreds of nodes,
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thus leading to efficient computation involving a complexity of order O(p3). Theoreti-
cally, we develop a theory to quantify what the proposed method can accomplish, where
the focus is equal error variance for identifiable DAG models. We show that it consis-
tently reconstructs the true directed acyclic graph under a degree of reconstructability
assumption (2.19).
In Chapter 3, we moved from learning a single DAG model to learning multiple
DAGs when data are inhomogeneous. We proposed a maximum likelihood method for
such tasks. Another different scope from Chapter 2 is that we assume a known ordering
of nodes. Our proposed method is the first of its kind to address such a task for real
applications. Also in this chapter, we proposed a pairwise coordinate descent algorithm,
which is a fast algorithm for solving constrained L− 1 problems.
In Chapter 4, we study the problem of reconstruction of a DAG’s structure with the
help of intervention observations with unknown intervention effects. This allows us to
analyze more general interventional data where intervention effects are unknown before
the experiments. Thus we have an objective of learning intervention effects in addition
to learning the DAG itself. In particular, we construct a constrained likelihood to
regularize intervention in addition to adjacency matrices to identify a DAG’s structure
and remove redundant intervention variables. Computationally, we design an efficient
algorithm for implementation. In simulations, we show that the proposed method leads
to higher accuracy of reconstruction with the help of interventional data.
5.2 Extensions and future work
In addition to providing immediate important findings, the work in this thesis has also
motivated a variety of future projects.
5.2.1 Computational alternatives
The computational approach described in Chapter 2 provides a novel and efficient way
to search for a DAG that fits data best. However, current implementation still strug-
gles computationally when the number of nodes exceed one thousand. For large-scale
problems, we are seeking a necessary and sufficient partition rule for our method. This
will permit fast computation by partitioning nodes into disjoint subsets and applying
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our method to each subset. Another direction for computational improvement could
be finding an alternative approach to the O(p3) constraints for acyclicity. Checking
acyclicity is computationally efficient with linear time complexity in the number of
nodes and the number of edges. If we can quantify the number of times we need to
check acyclicity, we may no long need explicit constraints for acyclicity. In addition,
we are seeking distributed algorithms in order to scale up our method. Such increas-
ing computing power would also enable us to investigate nonlinear causal relationships,
which is another direction of my research.
5.2.2 Network learning incorporating additional covariates
One important application of DAG models is constructing biological networks. We
demonstrated favorable performance of our method through analyzing cell-signaling
data. Yet, many gene expression data come with covariates such as SNP markers,
which also may include thousands of variables. This brings a promising project of
network construction incorporating additional covariates and modeling the influence of
genetic information on gene expression. This project targets at real-world applications
involving massive amounts of data. Moreover, many biological networks are dynamic
in nature. Such Dynamic network modeling is another promising direction for future
research.
Turning to practice, we are also developing R packages for the proposed methods.
The thesis provide a practical guide on how to carry out the proposed methods. Yet it
would be more convenient to have free reliable software ready for applications.
5.2.3 Identifiability issues
The issue of identifiability with the DAG model is consistent with the general belief that
identifying cause-and-effect relationships by observation alone is not always possible.
However, with suitable assumptions, the model becomes identifiable. In addition to
the aforementioned equal error and known ordering assumptions, theories are in need
for other suitable assumptions under which causal relationships become identifiable.
One direction is to develop new theories regarding identifiability issues as this is of
primary interest in finding causal relationships. Another research direction is to design
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intervention experiments to collect interventional data that complement information
from observational data in causal inference. Many scientific causality investigations rely
on such interventional experiments. Therefore, it is of both theoretical and practical
interest to investigate network learning with interventional data.
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Appendix A
Technical details
A.1 Technical details for Chapter 2
A.1.1 Analytic updating expressions for ADMM in (2.18)
For A direction, the following optimization need to be solved,
minA
p∑
j=1
(1
2
n∑
i=1
(
xij −
∑
k 6=j
xikAjk
)2)
+
ρ
2
‖A−B(s) +U (s)‖2F (A.1)
This problem is separable in j. Therefore, for each row Aj,j− , with Aj,j excluded, we
solve
minAj,j−
(1
2
n∑
i=1
(
xij −
∑
k 6=j
xikAjk
)2)
+
ρ
2
‖Aj,j− −B(s)j,j− +U
(s)
j,j−‖2, (A.2)
where the minimizer for Aj,j− satisfies:
(
XTj−Xj− + ρI
)
Aj,j− = X
T
j−xj + ρ(B
(s)
j,j− −U
(s)
j,j−). (A.3)
Hence we only need to compute the matrix inverse of
(
XTX + ρI
)
once, as all other
inverse matrices are calculated through the formula: (Ω−j)−1 = (Ω−1)−j − (Ω−1)j−j
(Ω−1)jj−/(Ω−1)jj . Note that the factorization of XTj−Xj− +ρI can be cached to speed
up subsequent updates.
To compute B, we solve the following subproblem subject to B ≥ 0.
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minB
ρ
2‖B −A(s+1) −U (s)‖2F
+
∑
k
∑
i 6=j
ρ
2(|Bij |w
(m−1)
ij + τ(1− w(m−1)ij )− C(s)ijk)2
+µ(
∑
i 6=j |Bij |w(m−1)ij ), (A.4)
where C
(s)
ijk = λ
(s)
ik + τI(j 6= k)− λ(s)jk − y(s)ijk − ξ(s)ijk. This elementwise minimization leads
to
B
(s+1)
ij =
sign(A
(s+1)
ij + U
(s)
ij )
(
ρ(|A(s+1)ij +U(s)ij |+
∑
k Cijk)−µ
(1+p)ρ
)+
if w
(m−1)
ij = 1,
A
(s+1)
ij + U
(s)
ij w
(m−1)
ij = 0,
(A.5)
U (s+1) = U (s) +
(
A(s+1) −B(s+1)). (A.6)
For (λs+1, ξs+1), the updating formulas are:
λs+1 := Mp×pW sp×p,
ξs+1ijk := max(0, (τλ
s
ik + τI(j 6= k)− τλsjk − |Bs+1ij | − ysijk)); i, j, k = 1, . . . , p.
where
Mp×p =
1
τ

1 0 0 . . . 0
1 2p
1
p . . .
1
p
1 1p
2
p ...
1
p
...
...
. . .
...
1 1p . . .
1
p
2
p

,
W s+11j = 1,
W s+1ik =
1
2(τ +
∑
j(|Bs+1kj |w(m−1)ij + τ(1− w(m−1)ij ) + ξs+1ijk + ysijk)
−∑j(|Bs+1kj |w(m−1)ij + τ(1− w(m−1)ij ) + ξs+1jik + ysjik)); i 6= k,
W s+1kk =
1
2(−(p− 1)τ +
∑
j(|Bs+1kj |w(m−1)ij + τ(1− w(m−1)ij ) + ξs+1kjk + yskjk)
−∑j(|Bs+1kj |w(m−1)ij + τ(1− w(m−1)ij ) + ξs+1jkk + ysjkk)),
for i, j, k = 1, . . . , p.
A.1.2 Technical proofs
Before proving Theorem 1, we need a technical lemma.
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Lemma 1
For k = 1, . . . , p, let ckij = I(Aij 6= 0) if i 6= j; ckij = 0 if i = j = k; ckij = 1 otherwise.
Then constraints in (2.1) are equivalent to those as follows: for k = 1, . . . , p,
(p− 1) ≥ maxqij
∑
1≤i,j≤p
ckijqij (A.7)
subj to
p∑
j=1
qij = 1,
p∑
i=1
qij = 1, qij ≥ 0, i, j = 1, . . . , p. (A.8)
Proof of Lemma 1: Note that (A.8) defines the class of all doubly stochastic matrices
and satisfies the unimodular property, which is a convex polytope. By the Birkhoff
von Neumann theorem [61], the vertices of this polytope are precisely the permutation
matrices having exactly one unit entry in each row and each column and zeros elsewhere.
Then a maximizer Q˜ = {q˜ij} of maxqij
∑
1≤i,j≤p c
k
ijqij subject to (A.8) is attained at
some vertices of the polytope, hence that it must be a permutation matrix.
First, suppose A satisfies (2.1). We need to prove that for each k, the maximizer
Q˜ satisfies (p − 1) ≥ ∑1≤i,j≤p ckij q˜ij from (A.8). The permutation matrix Q˜ has its
nonzero entries forming dicycle [61]. If the dicycle of Q˜ are trivial dicycle (self loops),
with each containing one element, then the maximal of
∑
i,j c
k
i,jqi,j =
∑p
i=1 c
k
i,i be-
comes (p− 1), implying (A.8). Otherwise, there are T trivial and S non-trivial dicycle,
denoted by (j11 , . . . , j
1
L1
), (j21 , . . . , j
2
L2
), . . . , (jS1 , . . . , j
S
LS
), with the length of each di-
cycle Ls, and
∑S
s=1 Ls = p − T . The maximal of
∑
1≤i,j≤p c
k
ij q˜ij is no greater than
T +
∑S
s=1
∑
js1=j
s
L+1:1≤k≤Ls I(Ajkjk+1 6= 0) ≤ (T +
∑S
s=1 Ls − S) = (p − S) ≤ (p − 1),
implying (A.8).
Next we prove the converse by contradiction. Suppose {cij} satisfies (A.8). If there
exists a dicycle (j1, . . . , jL) of length L for A such that
∑
j1=jL+1:1≤k≤L I(Ajkjk+1 6= 0) >
(L − 1), then we choose k0 ∈ {j2, . . . , jL} and construct a permutation matrix using
this dicycle in that qj1j2 , . . . , qjL−1jL , qjL,j1 = 1, qj,j = 1 for j /∈ (j1, . . . , jL), and qij = 0
otherwise. Then
∑
i,j c
k0
ij qij =
∑
j1=jL+1:1≤k≤LAjkjk+1 + (p− L) > (L− 1) + (p− L) =
(p− 1). This contradicts to (A.8).
Proof of Theorem 1: Note that (A.7) and (A.8) involve p linear programming prob-
lems as follows: for k = 1, . . . , p,
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(Primalk) maxqij
∑
1≤i,j≤p
ckijqij
subj to
p∑
j=1
qij = 1,
p∑
i=1
qij = 1, qij ≥ 0, i, j = 1, . . . , p.
For Primalk, consider its dual problem by introducing 2p Lagrange multipliers {λik :
1 ≤ i ≤ p} for each equality ∑pi=1 qij = 1, i = 1, . . . , p and {µjk : 1 ≤ j ≤ p} for each
equation
∑p
j=1 qij = 1, j = 1, . . . , p:
(Dualk) min(λik,µjk)
∑p
i=1 λik +
∑p
j=1 µjk
subj to λik + µjk ≥ ckij , 1 ≤ i, j ≤ p.
By the strong duality theorem, there is no duality gap between the primal and the dual
in this case. Then replacing the Primalk in (A.7) and (A.8) by the Dualk yileds that,
for k = 1, . . . , p,
p− 1 ≥ min(λik,µjk)
∑p
i=1 λik +
∑p
j=1 µjk
subj to λik + µjk ≥ ckij , 1 ≤ i, j ≤ p.
Note further that ckij = I(Aij 6= 0) if i 6= j; ckij = 0 if i = j = k; ckij = 1 otherwise.
Plugging back, for k = 1, . . . , p,
p− 1 ≥ min(λik,µjk)
∑p
i=1 λik +
∑p
j=1 µjk (A.9)
subj to λik + µjk ≥ I(Aij 6= 0), i 6= j;λik + µik ≥ 1, i 6= k;λkk + µkk ≥ 0. (A.10)
Note that (A.9) and (A.10) impose constraints on A because (λik, µjk) are minimized
out. In what follows, we prove that (A.9) and (A.10) are equivalent to a set of constraints
(A.11) and (A.12) on (Aij , λik, µjk). Specifically, there exist a {(λik, µjk) : 1 ≤ i, j ≤ p}
such that
(p− 1) ≥∑pi=1 λik +∑pj=1 µjk, (A.11)
λik + µjk ≥ I(Aij 6= 0), i 6= j;λik + µik ≥ 1, i 6= k;λkk + µkk ≥ 0. (A.12)
In particular, if (A.9) holds, then there exists a {λ˜ik, µ˜jk : 1 ≤ i, j ≤ p} at which
the min function min(λik,µjk)(·) there, then (A.11) is met. Conversely, if there exists
{(λ˜ik, µ˜jk) : 1 ≤ i, j ≤ p} such that (A.11) holds, then p − 1 ≥
∑p
i=1 λ˜ik +
∑p
j=1 µ˜jk ≥
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min(λik,µjk)
∑p
i=1 λik +
∑p
j=1 µjk, implying thus (A.9) holds.
Finally, taking a summation of (A.11) over k = 1, · · · , p, we have
p(p− 1) ≥
p∑
k=1
 p∑
i=1
λik +
p∑
j=1
µjk

=
p∑
k=1
∑
i 6=k
(λik + µik) + (λkk + µkk)
 ≥ p∑
k=1
((p− 1) + 0) = p(p− 1).
The last one inequality uses the fact that λik + µik ≥ 1; i 6= k, and λkk + µkk ≥ 0, from
(A.12). Consequently, these inequalities become equalities. Therefore, µik = 1−λik, i 6=
k and µkk = −λkk. Replacing µik by 1 − λik and µkk by −λkk; i 6= k; k = 1, · · · , p, in
(A.12) yields (2.2). This completes the proof. 2
Proof of proposition 1: To prove convergence of Algorithm 1, we analyze the DC
and ADMM components separately. Given strong convexity of l(A) in its arguments,
the ADMM converges [38]. For the DC component, note that the Karush-Kuhn-Tucker
conditions imply that there exists a vector of nonnegative Lagrange multipliers ν ≥ 0
and {ζijk ≥ 0}i,j,k=1,...,p,j 6=i, such that (Aˆ(m∗), λˆ(m∗)) minimizes the Lagrange function,
where m∗ is the iteration index at termination:
S¯(A,λ) = l(A) + ν
 ∑
1≤j 6=k≤p
Jτ (Ajk)−K

+
∑
i,j,k=1,...,p,j 6=i
ζijk (Jτ (Aij)− λik − I(j 6= k) + λjk)
with respect to A.
For the solution of (2.10) subject to (2.11), and (2.12), note that 0 ≤ S¯(Aˆ(m), λˆ(m)) =
S¯(m+1)(Aˆ(m), λˆ(m)) ≤ S¯(m)(Aˆ(m), λˆ(m)) ≤ S¯(m)(Aˆ(m−1), λˆ(m−1)) = S¯(Aˆ(m−1), λˆ(m−1)),
where m is the DC iteration index and S¯(m)(·) is the DC cost function value at iter-
ation m. By nonincreasingness, limm→∞ S¯(Aˆ(m), λˆ(m)). Finite step convergence fol-
lows from strict decreasing-ness of S¯(m)(Aˆ(m), λˆ(m)) in m and finite possible values
of the subgradient of the trailing convex function. At termination S¯(Aˆ(m
∗), λˆ(m
∗)) =
S¯(Aˆ(m
∗−1), λˆ(m∗−1)); otherwise the iteration continues. It can be verified that (Aˆ(m∗),
λˆ(m
∗)) satisfies the local optimality in (2.18), implying that the DAG requirement for
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A is met when τ > 0 is sufficiently small, leading to an estimated DAG. Readers may
consult [62] for this kind of arguments. This completes the proof.
Proof of Theorem 2: Before proceeding, we define a complexity measure for the size
of a space F . The bracketing Hellinger metric entropy of F , denoted by the function
H(·,F), is defined by logarithm of the cardinality of the u-bracketing (of F) of the
smallest size. That is, for a bracket covering S(ε,m) = {f l1, fu1 , · · · , f lm, fum} ⊂ L2
satisfying max1≤j≤m ‖fuj − f lj‖2 ≤ ε and for any f ∈ F , there exists a j such that
f lj ≤ f ≤ fuj , a.e. P , then H(u,F) is log(min{m : S(u,m)}), where ‖f‖2 =
∫
f2(z)dµ.
For more discussions about metric entropy of this type, see [63].
There are p(p − 1) parameters in A since the diagonal elements are set to 0. If
K = |E0|, |EˆL0 | ≤ |E0|. If EˆL0 = E0, then AˆL0 = AˆOR. Therefore, it suffices to prove
the case of EˆL0 6= E0. Let {E : E 6= E0, |E| ≤ |E0|} be a class of candidate subsets
consisting of nonzeros of A.
We define a p × p matrix D to be a diagonal matrix with diagonal elements be-
ing the error variances. In the equal-variance case, the diagonal elements are all σ2.
Now define ΩE = (I − AE)TD−1(I − AE) for for any E ⊂ {(i, j)|1 ≤ i 6= j ≤ p}.
Now partition E into (E \ E0) ∪ (E0 ∩ E) = E. Let Bkj = {ΩE : E 6= E0, |E0 ∩
E| = k, |E \ E0| = j, (|E0| − k)Cmin(Ω0) ≤ h2(Ω,Ω0)} ⊂ F ; k = 0, . . . , |E0| − 1,
j = 1, . . . , |E0| − k, where Cmin(Ω0) = inf{ΩE :ΩE 6=Ω0,|E|≤|E0|} − log(1−h
2(ΩE ,Ω
0))
max(|E0\E|,1) , and
h2(Ω,Ω0) = 1 −
√
(det(Ω)det(Ω0))1/2
det( Ω+Ω0
2
)
is the Hellinger-distance between Ω and Ω0 un-
der (2.4). Note that Bkj consists of
(|E0|
k
)(
p(p−1)−|E0|
j
)
different elements E’s of sizes
|E0 ∩ E| = k and |E \ E0| = j. By definition, {Ω = ΩE = (I − AE)TD−1(I −
AE) : E 6= E0, Cmin(Ω0) ≤ h2(Ω,Ω0), |E| ≤ |E0|} ⊂ ∪|E
0|−1
k=0 ∪|E
0|
j=1 Bkj . Let L(Ω) =
− log f(Ω,x), where log f(Ω,x) = ∑pj=1 ( 12σ2 ∑ni=1 (xij −∑k 6=j xikAjk)2 + n2 log σ2),
εn,p,|E0| = min(1, (2c0)1/2c
−1
4 log(2
1/2/c3) log p(
|E0|
n )
1/2). Assume, without loss of gener-
ality, that |E0| > 1. Then
P (ΩˆL0 6= ΩˆOR) ≤ P ∗
(
sup
ΩE :E 6=E0,|E|≤|E0|
(L(ΩE)− L(ΩˆOR)) ≥ 0
)
≤ P ∗
(
sup
ΩE :E 6=E0,|E|≤|E0|
(L(ΩE)− L(Ω0) ≥ 0
)
≤
∑
E⊂{(i,j)|1≤i 6=j≤p}:|E|≤|E0|
P ∗
(
sup
ΩE∈Bij
(L(ΩE)− L(Ω0))0 ≥
)
≡ I,
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where P ∗ is the outer measure.
For I, we apply Theorem 1 of [64] to bound each term. Towards this end, we
verify the entropy condition (3.1) there for the bracketing entropy over Bij . Let Fij =
{f(Ω, ·) : Ω = (I − A)TD−1(I − A) ∈ Bij}, where f(·; ·) is the probability density.
For j = 1, . . . , p, Ωjj =
1
σ2
+
∑
k 6=j
1
σ2
A2jk; implying that
1
σ |Akj | ≤ M
1/2
2 . Moreover,
det(Ω) is bounded away from zero because cmin(Ω) > M1. For any |E| ≤ |E0| and some
constant c
′
> 0, ∫
sup
{Ω˜∈Bδ(Ω)}
(f1/2(Ω˜,x)− f1/2(Ω,x))2dµ
≤ sup
{Ω˜∈Bδ(Ω)}
c
′‖D˜−1/2A˜−D−1/2A)‖2F ∗ ,
where ‖ · ‖F∗ and ‖ · ‖F∗ are the Frobenius-norm and the L2-norm whose individual
element is taken over sup(Ω˜)∈Bδ(Ω). Note that the jkth element of D˜
−1/2A˜ is A˜jk/σ,
which is bounded by M
1/2
2 . By Lemma 1 of [65], it suffices to bound the entropy of
Bδ(Ω). Note that there are |E| nonzero entries of A with
(p(p−1)
|E|
)
possible locations.
By [63], for u ≥ ε20,|Ω|,
H(u,Fij) ≤ c0(log
(
p(p− 1)
|E|
)
+ |E| log(min(M
1/2
2 , 1)
u
))
≤ c0(|E| log
(
e
p(p− 1)
|E|
)
+ |E| log(min(M
1/2
2 , 1)
u
)), (A.13)
where H2(·,Fij) is the `2-metric entropy Fij and inequality
(
n
m
) ≤ (e nm)m has been
used, c.f., Theorem 2.6 of [66]. Hence H(u,Fij) ≤ c0(|E| log p log( 1u)). Then ε = εn,p,|E0|
satisfies
sup
{0≤|E|≤|E0|}
∫ 21/2ε
2−8ε2
H1/2(t/c3,Fij)dt ≤ |E0|1/221/2ε log(2/21/2c3) ≤ c4n1/2ε2. (A.14)
for some constant c3 > 0 and c4, say c3 = 10 and c4 =
(2/3)5/2
512 . By Assumption B,
Cmin(Ω
0) ≥ ε2n,p,|E0|. Moreover, by Theorem 2.6 of [66],
(
b
a
) ≤ bb+1/2√
2piaa+1/2(b−a)b−a+1/2 ≤
exp((a+1/2) log(b/a)+a
)
for any integers a < b. Note that Cmin(Ω
0) ≥ ε2n,|E0|,p implies
(A.14), provided that 2C−12 > (2c0)
1/2c−14 log(2
1/2/c3). Using the facts about binomial
coefficients:
∑|E0|−k
j=0
(
p(p−1)−|E0|
j
) ≤ (p(p − 1) − |E0| + 1)|E0|−k and (|E0|i ) ≤ |E0|i, we
obtain, by Theorem 1 of [64], that for a constant c2 > 0, say c2 =
4
27
1
1926 . Then
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I =
∑
E⊂{(i,j)|1≤i 6=j≤p}:E 6=E0,|E|≤|E0|
P ∗
(
sup
ΩE∈Bij
(L(ΩE)− L(Ω0)) ≥ 0
)
≤
|E0|−1∑
k=0
|E0|−k∑
j=0
P ∗
(
sup
ΩE∈Bkj
(L(ΩE)− L(Ω0)) ≥ 0
)
≤ 4
|E0|−1∑
k=0
(|E0|
k
)
exp(−c2n(|E0| − k)Cmin(Ω0))
|E0|−k∑
j=0
(
p(p− 1)− |E0|
j
)
≤ 4
|E0|∑
i=1
exp
(
− i(c2nCmin(Ω0)− log(p(p− 1)− |E0|+ 1)− log |E0|))
≤ R
(
exp
(− (c2nCmin(Ω0)− log(p(p− 1)− |E0|+ 1)− log |E0|))),
where R(x) = x/(1 − x) is the exponentiated logistic function. Note, moreover, that
I ≤ 1 and log (p(p− 1)− |E0|+ 1)+ log |E0| ≤ 2 log p(p−1)+12 .
I ≤ 5 exp (− c2nCmin(Ω0) + 2 log p(p− 1) + 1
2
)
≤ exp (− c2nCmin(Ω0) + 2 log (p(p− 1) + 1) + 1).
Consequently, under Assumption B or (2.19), that P
(
ΩˆL0 6= ΩˆOR
)
→ 0 as n, p, |E0| →
∞, implying consistent reconstruction. For parameter estimation,
Eh2(ΩˆL0 ,Ω0) = Eh2(ΩˆOR,Ω0)I(ΩˆL0 = ΩˆOR) + P (ΩˆL0 6= ΩˆOR) ≤ (1 + o(1))Eh2(ΩˆOR,Ω0).
This completes the proof. 2
Proof of Theorem 3: The proof is basically the same as that in Theorem 2 with a
modification that E is replaced by Eτ ≡ {(i, j) : |Ai,j | ≥ τ). Note that h2(Ω,Ω0) =
1−
√
(det(Ω)det(Ω0))1/2
det( Ω+Ω
0
2
)
. Moreover, for j 6= k = 1, · · · , p, for any θ ∈ F ,
∣∣∂h2(Ω,Ω0)
∂Ωjk
∣∣ = 1
4
∣∣(1− h2(Ω,Ω0))tr((2(Ω + Ω0
2
)−1 −Ω−1)∆jk)∣∣,
which is upper bounded by
∣∣ 1
cmin
(
Ω
)
+cmin
(
Ω0
) + 1
4cmin
(
Ω
)∣∣ ≤ 2M1 ; j 6= k = 1, · · · , p. Let
θτ = (A ·I(|A| ≥ τ),φ) and Eτ ≡ {(i, j) : |Ai,j | ≥ τ). Then |h2(Ω,Ω0)−h2(Ωτ ,Ω0)| =
τ
∣∣∣∑j∈Aτ− ∂h2(Ω,Ω0)∂Ωjk ∣∣∣Ω=Ω?∣∣∣. This implies |h2(Ω,Ω0)− h2(Ωτ ,Ω0)| ≤ 2τp(p− 1)/M1.
Now Bkj = {θτ+ : Eτ 6= E0, |E0 ∩ Eτ | = k, |Eτ \ E0| = j, (d1(|E0| − k)Cmin(Ω0) −
d3qτ
d2) ≤ h2(Ωτ ,Ω0)}; j = 1, . . . , |E0|. Then {Ω = (I − A)TD−1(I − A) : Eτ 6=
69
E0, |Eτ | ≤ |E0|, Cmin(Ω0) ≤ h2(Ω,Ω0)} ⊂ ∪|E
0|−1
k=0 ∪|E
0|−k
j=0 Bkj .
When K = |E0|, ∑1≤j 6=i≤p Jτ (Aij) ≤ |E0|, implying that |Eˆτ | ≤ |E0|. If Eˆτ = E0,
then
∑
1≤j 6=i≤p |Aij |I(|Aij | ≤ τ) = 0, implying that θˆT = θˆOR. Then we focus our
attention to the case of Eτ+ 6= E0.
P ∗
(
sup
ΩEτ :Eτ 6=E0,|Eτ |≤|E0|
(
L(ΩEτ )− L(Ω0)
) ≥ 0)
≤
|E0|−1∑
k=0
|E0|−k∑
j=0
P ∗
(
sup
ΩEτ∈Bkj
(
L(ΩEτ ))− L(Ω0)) ≥ 0
)
≤ 4
|E0|−1∑
k=0
|E0|−k∑
j=0
(
p(p− 1)− |E0|
j
)(|E0|
k
)
exp(−c2n(d1Cmin(Ω0)− d3qτd2))
≤ 5 exp (− (c2d1/2)nCmin(Ω0) + 2 log p(p− 1) + 1
2
)
≤ exp (− c2nCmin(Ω0) + 2 log(p(p− 1) + 1) + 3),
provided that τ ≤ (γ2mincmin(H)M1/4q) by Proportion 2 of [7]. The rest of the proof
proceeds as in the proof of Theorem 2. This completes the proof. 2
A.2 Technical Proofs for Chapter 3
Proof of Theorem 1: Let βm be the solution at iteration m. Convergence follows
directly from the fact that f(βm) is decreasing in m. To prove the limit of β∗ satisfies the
subdifferential condition, that is, there exists λ > 0, s.t. −sign(βj)∂f(β)∂βj = λ for βj 6= 0,
and
∣∣∣∂f(β)∂βj ∣∣∣ < λ for βj = 0, suppose the subdifferential condition does not hold for the
convergence point β∗. Let i = argmaxk∈1,...,p|∂f(β
∗)
∂βk
|, j = argmin{k|β∗k 6=0}|
∂f(β∗)
∂βk
|. Then
|∂f(β∗)∂βi | > |
∂f(β∗)
∂βj
|. This implies that we can further reduce the value of the objection
function, which contradicts to convergence. From [67], this subdifferential condition is
sufficient and necessary for β∗ to be the minimizer of the Lasso. This completes the
proof.
