We propose a solution to the problem of 3D reconstruction from cross-sections, based on the Delaunay triangulation of object contours. Its properties-especially the close relationship to the medial axis-enable us to do a compact tetrahedrisation resulting in a nearest-neighbor connection. The reconstruction of complex shapes is improved by adding vertices on and inside contours.
Introduction
An important problem in medical imaging is the creation of three dimensional models from a set of tomographic cross-sections. Such reconstructions of human organs are used for surgery planning, prosthesis miffing, radiation therapy planning and volumetric measurements. Because of the high interest, there have been a great number of approaches, which may roughly be classified into two groups: surface reconstruction and volume reconstruction.
Historically, surface reconstruction has been the first approach. Running along the contours, surface triangles are constructed between adjacent planes. Various conditions may be imposed: maximizing the volume, minimizing or maximizing the surface, minimizing the edge length or angles (See Keppel [8] and Fuchs et al. [6] ). Most of these solutions were limited to one single contour on each cross-section. Several authors proposed methods to solve the branching problem in the case of multiple contours in each plane ([5, 14, 12, 16] ).
The voxel-technique is a volume based approach. A voxel is the spatial equivalent to a pixel. Since scanner images are arranged on a regular 2D grid (the pixels) it is quite natural to extend them to volume elements ( [1] ). However, to avoid excessive irradiation, cross-section distances are often significantly greater than the 2D image resolution. This makes interpolation necessary in order to avoid jagged shapes. To display such a set of cubes, it is necessary to fit a surface on it (Marching 2 The reconstruction problem A 3D object is intersected by a number of parallel planes. Since concave objects are allowed, we may get one or several regions in each plane. The contours of those regions may be approximated by polygons, possibly some of them lying inside others. We now want to link these regions (or to connect the contours) in such a way as to obtain the "best" approximation to our original object. One condition the reconstructed object has to satisfy is: If we cut it along the original planes, we must get the actual regions. If we consider Figure 1 , we have to admit that both solutions b) and c) satisfy the condition specified above. Selecting a particular solution is a heuristic decision, if no a priori information is present. All reconstruction methods, except the interactive ones, make such heuristic assumptions. In voxel reconstruction, the heuristic consists of extending all object pixels to a parallelepiped of height equal to the slice distance, thus favorizing "vertical" connections, especially connections of overlapping parts. It seems to be quite a simple, natural assumption, and with an adequate relationship between object size and slice distance, the results are fully satisfying. In our approach, we subdivide the planar regions into triangles, and extend these triangles to tetrahedra by linking them to the contours in adjacent cross-sections. On the 2D level, a triangle covers an area of several pixels, on the 3D level a tetrahedron is occupying the space of several voxels. We attempt to achieve an almost vertical, "voxellike" connection (heuristic), but at the same time to reduce the data, avoid anti-alias or interpolation steps, and get directly to a polyhedral representation.
The Delaunay reconstruction
We reduce the problem of finding an overall reconstruction to computing a solid slice between each pair of adjacent cross-sections. In each cross-section, our input consists of one or several closed simple polygons, which possibly may lie one inside another. The contours are oriented in such a way that the inside of the object they are describing is on its righthand side, the outside on its lefthand side.
Our algorithm consists of three major steps: In the first step, we calculate a 2D triangulation of the contours, In the second step, we map the triangles to tetrahedra In the third step, we have to delete the tetrahedra which cannot belong to the reconstructed object.
The 2D triangulation
Unlike to the voxel-method, where the cross-sections are subdivided into regular elements (pixels), we divide the cross-sections into triangles by calculating the Delaunay triangulation of the contour vertices. The first advantage is a considerable data reduction, since the number of triangles is linearly SPIE 
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_________ _________ related to the number of contour vertices. To represent the object regions by a regular grid would cost space in quadratic terms. The Delaunay triangulation and its straight-line-dual, the Voronoi diagram, are well known data structures in computational geometry. Some of their properties are: Each edge of the Delaunay triangulation has a corresponding Voronoi edge. A Voronoi edge represents the locus of equidistance between two vertices of the triangulation. A Voronoi vertex is equidistant to three contour vertices, which form a triangle in the Delaunay triangulation. Thus a Voronoi vertex represents a Delaunay triangle; more precisely, it is the center of its circumcircle. Each contour vertex is associated to a Voronoi cell, and that cell represents the area of points closer to its vertex than to any other vertices. The advantages of using the Delaunay triangulation are:
. There exist several well known algorithms to calculate it.
. The shape of a Delaunay triangle is in general compact . Due to its close relationship to Voronoi diagrams, we can perform fast point location in it There are a number of conditions where we add vertices onto and inside the contours, and update the triangulation:
If some original contour edges are not contained in the Delaunay triangulation, we add a vertex to the middle of those edges and update the triangulation. This is necessary, because our goal is to get a 3D polyhedron whose intersection with the given cross-sections yields the original contours (see. Figure 3 ).
Once all contour segments are contained, we can divide the Delaunay triangles into two groups: internal triangles lying inside the contours and external triangles lying outside the contours. Associated with the set of internal and external triangles are the internal and external Voronoi skeletons. We call internal Vororioi skeleton the set of Voronoi edges dual to internal Delaunay edges (that are edges shared by two adjacent internal Delaunay triangles) We call external Voronoi skeleton the set of Voronoi edges dual to external Delaunay edges (that are edges shared by two adjacent external Delaunay triangles; see Figure 4 ).
In general, increasing the number of polygon vertices makes the Voronoi skeleton tend towards the center of the polygon (see fig. 5 ). Suppose we add n vertices, equally spaced, onto the contour. If we increase n, we get an approximation of the medial axis. The medial axis of a polygon is the locus of points equidistant to at least two contour points. This is a well studied construct in pattern recognition, since it closely represents the metric and topological properties of shapes (ci. [2] [9]). If several contours are present in one layer, the external Voronoi skeleton or external medial axis forms "macro" cells. The points inside such a "macro" Voronoi cell are closer to its contour than to any other contours. Hence the external Voronoi diagram approximates the locus of equidistance from at least two contours (see fig. 4 ). For our purpose, it would be ideal to have Voronoi skeletons close to the medial axis. However, adding too many vertices on the contours results in increased data and computation time. We thus propose a solution that increases the quality of shape representation of the Voronoi skeletons by adding a minimal number of vertices:
To guarantee that the internal Voronoi skeleton lies inside its contour polygon, we add new vertices to contour segments belonging to obtuse Delaunay triangles: For each contour segment, we consider the opposite angle of the triangle it belongs to. If it is greater than 90 degrees, its corresponding Voronoi vertex lies outside the triangle. In this case we add a new point at the normal projection of the opposite vertex onto the contour segment. This will divide an obtuse triangles in two right-angled triangles (See Figure 6) .
Finally, we add vertices inside the contours. This is done to improve the handling of complicated branching. The external Voronoi skeletons of the adjacent cross-sections are projected orthogonally onto the Delaunay triangulation. We add vertices onto the projected lines if they are inside contours (see Figure 7 ).
2D to 3D mapping
In this step, we extend the triangles between two adjacent cross-sections to tetrahedra connecting the sections. If we consider two adjacent cross-sections, say P1 and P2 then for each triangle t P1 we search the vertex v E P2 which lies closest to the circumcircle of t. We connect t with v to obtain a tetrahedron. Similarly, each triangle t E P2 is connected to vertex v P1 which lies closest to the circumcircle oft. Up to now our 3D triangulation consists of tetrahedra which we call of type t1 or t2 , depending on whether they have a face in P1 and a vertex in P2 , or a face in P2 and a vertex in P1 . The third kind of tetrahedra, called t12, having one edge in P1 and one edge in P2, can be found by calculating the intersections of the Voronoi diagram of P2 projected orthogonally onto the Voronoi diagram of P1 . We define the graph as the union of two Voronoi diagrams V1 E P1 and V2 E P2 , projected orthogonally onto the same plane. All information is then contained in that graph: A Voronoi vertex of V1 is representing a t1 tetrahedron, a Voronoi vertex of V2 represents a t2 tetrahedron, and each intersection of two Voronoi edges corresponds to a t12 tetrahedron. As shown in [3] , the resulting triangulation is in fact the 3D Delaunay triangulation of the vertices in P1 and P2. Its surface is the convex hull of the vertices.
The elimination step
We have to eliminate two kinds of tetrahedra: Those having an edge in P1 or P2 outside the contours (see Figure 9 ) and those contributing to non-solid connections. In the graph , the first kind of tetrahedron is represented by nodes lying on external Voronoi skeletons. Non-solid connections are tetrahedra which are only connected along an edge or at one single point to one of the two planes (see Figure 9 ). They are represented in the graph by isolated nodes without a connection to a t node or without a connection to a t2 node.
If we discuss the behavior of the reconstruction on our graph G, we observe the following facts:
. In general, contours are connected to their nearest-neighbor contours, since triangles are extended to the vertices which are closest to their circumcenters. These circumcenters are represented by internal Voronoi nodes, and we can guarantee that the internal Voronoi skeleton stays inside the contours. Especially, overlapping contours will be connected.
. If an external Voronoi skeleton crosses an internal Voronoi skeleton, the contour represented by the internal Voronoi skeleton will be cut into two parts. Since we added internal vertices onto the projection of the external Voronoi skeleton, the split line will be close to that external . The case of multiple branchings is handled similarly. One contour is divided into several regions by the projection of an external Voronoi skeleton. Each part is connected with one contour in the adjacent plane (see Figure 10 b ).
• The separation line in the case of branching contours follows the projection of the external Voronoi skeleton. Figure 10 d ) shows a prototype of a complicated branching.
• Due to the addition of internal vertices, the birth and death of holes (see Figure 10 c) can be handled without problem. 
Experimental Results
The algorithm has been implemented in C and tested with various medical data. In all practical cases, the CPU time is almost linearly related to the number of contour vertices, because we are exploiting the fact that input vertices are sorted along contours. This allows a constant time point location. The cpu time on a DECstation 5000 is less than 4ms per vertex. Experience has shown that the number of added vertices depends on contour complexity and rarely exceeds 30%. Fig. 1 shows some typical results. The pelvis in Figure 13 has been rendered on a Personal Iris.
In order to evaluate the reconstruction precision, we generated synthetic cross-sections of a torus with different slice distances and inclinations. The reconstructed polyhedron was then compared with the algebraic form and both the surface distance error and the surface normal error were calculated. We compared the results to the standard marching cube technique. The accuracy of both methods was similar at high resolutions (ratio of pixel-size to cross-section distance 1:2), but with increasing cross-section distances, the Delaunay reconstruction was significantly better. The data reduction we got with our method varied from 28:1 to 138:1.
Conclusion
We have shown a solution to the reconstruction problem using the 3D Delaunay triangulation.
The heuristics are based on the notion of the medial axis, thus realizing a nearest-neighbor connection between adjacent planes. In particular, we showed how to calculate an approximation of the medial axis, the quality of which is adjustable by automatically adding vertices on and inside the contours. The advantages of our method are the correct handling of complex contours with multiple branchings and holes and an important data reduction.
Our method provides a 3D polygonal representation, composed of tetrahedra. The surface triangles are used for visualization. The tetrahedral structure is useful for other applications, like simulation of motion or finite element methods. 
