Recibido el 23 de mayo de 2006; aceptado el 22 de junio de 2006 In this article we present a systematic derivation of the Maxwell-Bloch equations describing amplification and laser action in a ring cavity. We derive the Maxwell-Bloch equations for a two-level medium and discuss their applicability to standard three-and four-level systems. After discusing amplification, we consider lasing and pay special attention to obtaining the laser equations in the uniform field approximation. Finally, the connection of the laser equations with the Lorenz model is considered.
Introduction
Laser theory is a major branch of quantum optics and there are many textbooks devoted to that topic or that pay special attention to it (see, e.g., [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] ). In spite of this we believe that there is room for new didactic presentations of the basic semiclassical laser theory equations, as some aspects are not properly covered in the standard didactic material or are scattered in specialized sources. The clearest example concerns the uniform field limit approximation [13] , which is usually assumed ab initio without discussion, and when discussed, as e.g. in [7] , it is done in a way that permits relevant simplifications. In fact, this important approximation has found a correct form only recently [14] . Another important aspect that is usually missed in textbooks is the applicability of the standard two-level approximation to the more realistic threeand four-level schemes. Certainly this matter is discussed in some detail in [10] , but we find it important to insist on this as it is usually missed and may lead to some misconceptions, as we discuss below.
There are many good general textbooks on the fundamentals of lasers, e.g. [3, 4, 6, 11] , and we refer the reader to any of them to get an overview on the general characteristics of the different laser types. Here it will suffice to say a few words on the structure of the laser.
A typical laser consists of three basic elements: an optical cavity, an amplifying medium, and a pumping mechanism (see Fig. 1 ). The optical cavity (also named resonator or oscillator) consists of two or more mirrors that force light to propagate in a closed circuit, imposing a certain modal structure on it. There are two basic types of optical cavities, namely ring and linear, that differ in the boundary conditions that the cavity mirrors impose on the intracavity field. In ring resonators the field inside the cavity can be described as a traveling wave i . On the other hand, in linear (also named Fabry-Perot-type) resonators, the field is better described as a standing wave, which requires a more complicated mathematical description than the case of the traveling wave.
The amplifying medium can be solid, liquid, gas, or plasma. Nevertheless, most cases are well described by considering that the amplifying medium consists of a number of atoms, ions or molecules of which a number of states (energy levels), with suitable relaxation rates and dipolar momenta, are involved in the interaction with the electromagnetic field. It is customary to adopt the so-called two-level approximation, i.e., to assume that only two energy levels of the amplifying medium are relevant for the interaction. Actually a minimum of three or four levels are necessary in order to obtain population inversion, and we discuss below how the twolevel theory applies to these more complicated level schemes.
Then there is the pumping mechanism. This is highly specific for each laser type but has always the same purpose: to create enough population inversion for laser action. When modeling radiation-matter interaction inside the laser cavity, one can usually forget the specifics of the pumping mechanism (whether it is an electric current or a broadband optical discharge or whatever) and describe it through a suitable pumping parameter. In this point, the consideration of two-, three-or four-level atomic schemes turns out to be important, as it is here where the pumping mechanism affects the mathematical description as we show below.
Laser physics studies all of these aspects of lasers, but here we shall not deal but with the mathematical description of the interaction between light and matter inside the laser cavity. In this article we shall provide a systematic derivation of the semiclassical laser equations for an important and simple case: the homogeneously broadened ring laser, which plays the role of a paradigm in laser physics. We shall not consider the important issues of inhomogeneous broadening or linear optical resonators, because we wish to keep the derivation as simple as possible (but not simpler!).
As stated, we shall use semiclassical theory, i.e., we shall consider a classical electromagnetic field in interaction with a quantized medium. The quantization of the medium is necessary in order to correctly describe absorption and amplification as the classical theory (which models matter as a collection of forced and damped harmonic oscillators) cannot be used for that. With respect to the quantization of the field, it is not necessary if one (i) is not interested in the field fluctuations, and (ii) accepts a heuristic description of relaxation phenomena (in particular of spontaneous emission). In any case, the quantum theory of the laser requires the use of complicated mathematical techniques and falls outside the scope of our interests here.
After this introduction, the rest of the article is organized as follows: in Sec. 2 we derive the field equation; in Sec. 3 we derive the matter equations for two-, three-, and four-level atoms or molecules; and in Sec. 4 we connect these with the field equation and write down the Maxwell-Bloch equations. Then Secs. 5 and 6 are devoted to the analysis of amplification and lasing, respectively. In Sec. 7 we present a clear derivation of the uniform field equations, and in Sec. 8 we present the "Lorenz" form of the laser equations. Finally, in Sec. 9 we present our conclusions.
The field equation
Maxwell's equations for a nonmagnetic material without free charges yield the wave equation [1] 
Throughout this article we shall assume that the electric field E is a plane wave propagating along the z axis, and write it in the form
where e is the unit polarization vector (fixed polarization is assumed), and
We note that ω is an arbitrary reference (carrier) frequency. For instance, if light is perfectly monochromatic with frequency ω 0 , we can still choose ω = ω 0 as we allow the complex amplitude E (z, t) to be time and space dependent. The situation is even clearer when dealing with light whose spectrum has some finite width: In this case even the concept of "light frequency" is ill-defined, and clearly ω can be chosen arbitrarily. Given the form (2) for the electric field, by consistency with the wave equation, the polarization P must read
Now one must substitute these expressions into the wave equation and perform the Slowly Varying Envelope Approximation (SVEA) that consists in assuming that
for U = E or P. The physical meaning of this important approximation is clear: one considers that temporal (spatial) variations of the amplitudes U contain temporal (spatial) frequencies that are much smaller than the carrier frequency (wavenumber). In other words: the amplitudes U are assumed to vary on time (space) scales much slower (longer) than the optical frequency (wavelength). Obviously this approximation excludes the (limit) case of ultrashort pulses containing only a few cycles of the field, but overall it is very accurate in general, even for short pulses as soon as a sufficient number of cycles enter within the pulse width. After performing the SVEA and multiplying the resulting equation by c 2 /2iω, one readily obtains
which is the field equation of interest. Let us remark that the SVEA is a fundamental approximation in laser theory, as it allows us to transform the original wave equation, which is a second-order partial differential equation (PDE), into a firstorder PDE. Now we need to calculate the source term P and we do this in the next section.
The matter equations: optical Bloch equations
The wave equation (7) relates the slowly varying electric field amplitude E with its source, the slowly varying polarization amplitude P. We discuss in this section how this last quantity is determined. First we introduce the two-level atom model and derive the evolution equation for its density matrix, the so-called optical Bloch equations. Next, the density matrix is shown to yield the information necessary for computing P, which allows us to write a closed set of equations describing the coupled evolution of field and matter, the MaxwellBloch equations. Then we consider the case of three-and four-level atoms, which is a more realistic approximation to actual lasers. After deriving their corresponding Bloch equations, we discuss the conditions under which the two-level model can be applied to three-and four-level atoms. In particular this is a necessary step for correctly understanding the meaning of the pump parameter.
The two-level atom model

Hamiltonian
The Hamiltonian of the system consists of two pieces: one describing the atom or molecule in the absence of electromagnetic interaction, and the other describing the action of the electromagnetic field on this atom, i.e.
The material medium is assumed to be a system of identical two-level atoms or molecules, i.e., it is assumed that the material medium is homogeneously broadened. We denote by |1 and |2 the lower and higher energy levels, respectively, and by ω 21 the transition frequency of one of these atoms. This means that the atomic Hamiltonian H at satisfies
where we have chosen the arbitrary (and unimportant) energy origin in such a way that it lies halfway between both states energies (see Fig. 2 ). The matrix representation for this Hamiltonian thus reads
where the level ordering has been chosen to be {|2 , |1 }. The interaction Hamiltonian H int is taken in the electric dipole approximation. Roughly speaking, this approximation is valid when the light wavelength is much longer than the typical dimensions of the electronic cloud, which is on the order of 1Å. Thus the approximation is justified in the infrared and visible parts of the spectrum and even in the ultraviolet. This interaction Hamiltonian reads
where r denotes the position of the atom (which is not quantized in the theory) and the operatorμ = −er at , −e being the electron charge andr at the vector position operator of the electron relative to the point-like nucleus.μ acts on the atomic variables whereas in this semiclassical formalism the field E is a c-number. In the chosen basis ordering the matrix form for this Hamiltonian reads
where the matrix elements
and ψ n (r at ) is the wavefunction (in position representation) of the atomic state |n . (Note that µ mn = µ * nm .) We now recall the parity property of atomic eigenstates: all atomic eigenstates have well defined parity (even or odd) due to the central character of the atomic potential. This means that µ 11 = µ 22 = 0 and then, in order to have interaction, we must consider states |1 and |2 with opposite parity (this is the basic selection rule of atomic transitions in the electric dipole approximation). Hence the interaction Hamiltonian (13) becomes
where we have introduced the notation
Taking into account the form of the electric field, Eq. (2), V (r, t) becomes
where we have defined
We note that 2α is usually referred to as the (complex) Rabi frequency of the light field. Finally the total Hamiltonian H, Eq. (8), for a two-level atom located at position r interacting with a light field, reads
The density matrix. Evolution
The Hamiltonian H can be used to write the Schrödinger equation for the atomic wavefunction. Instead, we use here the density matrix formalism as it is the most appropriate in order to incorporate damping and pumping terms into the equations of motion, something we shall do in the next subsection. In the chosen basis ordering, the density matrix ρ representing a two-level atom located at r takes the form
The meaning of the matrix elements is as follows: ρ mm denotes the probability (0 ≤ ρ mm ≤ 1) that the atom occupies state |m , and ρ mn (= ρ * nm ) is the coherence between the two atomic states, which is related to the polarization induced in the atom by the light field (see below). The evolution of ρ is governed by the Schrödinger-von Neumann equation
Upon substituting Eqs. (20) and (19) into Eq. (21) one obtains a set of equations which is simplified by defining the new variables
This is motivated by the functional dependence of the nondiagonal elements ρ 12 and ρ 21 on space and time under free evolution (V = 0). (We note that the above transformation is equivalent to working in the so-called interaction picture of quantum mechanics.) The explicit space-time dependence added in Eq. (22) means that the new quantities σ ij are slowly varying, as will become evident later. In terms of these reduced density matrix elements, and making use of Eq. (17), the Schrödinger-von Neumann equation (21) becomes
where we have introduced the mistuning, or detuning, parameter
Note that ∂ t (ρ 22 + ρ 11 ) = 0, which implies the conservation of probability. We now make a most important approximation, widely used in quantum optics, namely the Rotating Wave Approximation (RWA). An inspection of Eqs. (23)-(25) shows that, in the absence of interaction (E = 0, i.e. α = β = 0 in the new notation), ρ 22 and ρ 11 are constant and σ 12 = σ * 21 oscillate at the low (non optical) frequency δ. This means that the time scales of the free system are large as compared with the optical periods. Now, if the interaction is turned on we see in Eqs. (23)-(25) that slowly varying terms (those proportional to α or α * ) appear, as well as high frequency terms oscillating as exp [±2i (kz − ωt)] (the terms proportional to β or β * ). Clearly the atom cannot respond to the latter and one can discard them. This is the RWA, which can be easily demonstrated by using perturbation theory.
After performing the RWA, Eqs. (23)-(25) become
which is the standard form of the optical Bloch equations for a single atom.
The population matrix
We are dealing with a situation in which there is not a single atom or molecule interacting with the light field but a very large number of them, so that some ensemble averaging must be performed. The ensemble averaged density matrix is called the population matrix [1] , although the name "density matrix" is more frequently used, obscuring the differences between the two operators. Here we are not going to introduce the population matrix rigorously and we refer the interested reader to [1] or [8] for further details. The population matrix of an ensemble of molecules is defined asρ
Here iiρ is the population matrix, ρ a is the density matrix for an atom labeled by a, and a runs through all molecules that, at time t, are within z and z + dz. N is the number of such molecules, which is assumed to be independent of z and t. The equation of evolution of the population matrix has two contributions: one of them is formally like the Schrödinger-von Neumann equation governing the evolution of the density matrix of a single atom, and the other one describes incoherent processes (e.g. not due to the interaction with the electromagnetic field such as pumping and relaxation phenomena due to collisions between atoms or spontaneous emission) [1] 
(i, j = 1, 2). In Eq. (31), the termΓρ is the one describing incoherent processes andΓ is the Liouville (super)operator. Consider the situation depicted in Fig. 2 . It corresponds to the following matrix elements for the operator Γρ : where
In the above expressions, γ ij describes the relaxation rate from level |i to level |j (that is, the pass of population from level |i to level |j due to collisions), and γ ext i the relaxation rate from level |i to some other external level (see Fig. 2 ). The term λ i is the pumping rate of level |i , i.e., it describes the increase of population of level |i due to the pumping processes. Notice that it is not specified where this population is coming from, as only the dynamics of the two lasing level populations is being described. We shall come back to this important point in the following subsection.
The value of the different decay constants appearing in Γρ depend strongly on the particular substance and operating conditions. In any case, it is always verified that
which reflects the fact that the coherence ρ ij is affected not only by the relaxation mechanisms affecting the populations, but also by some specific collisions, known as dephasing collisions, which do not affect the populations. With the above form for the Liouvillian, the population matrix equations of evolution read
where we have removed the overbar in order not to complicate the notation unnecessarily . Now ρ ii can be understood as the fraction of atoms occupying level |i , i.e., it is the population of this level. Notice that in Eqs. (36) to (38) ∂ t (ρ 22 + ρ 11 ) = 0 in general, what reflects the fact that the system formed by the atomic levels |2 and |1 is an open system in which population is gained and lost through incoherent processes.
In the two-level laser model, internal relaxation processes (those governed by γ 21 and γ 12 ) are usually neglected, and it is further assumed that the two lasing levels relax to the external reservoir at the same rate γ || = γ
It is easy to see that in this simplified description of relaxation processes, the pumping rates
with ρ 0 ii the population of level |i in the absence of fields (α = 0). Moreover, in this particular case ∂ t (ρ 22 + ρ 11 ) = 0 and so a single equation is needed for the description of the populations evolution. The population difference is then defined as
and Eqs. (36-38) simplify to
where
is the population difference in the absence of fields, that is, the pump parameter. This is the simplest way of modeling pumping. Clearly, d 0 > 0 implies an inverted medium (with a larger number of excited atoms than of atoms in the fundamental state). If pumping is absent d 0 = −1. Note that d 0 appears as a free parameter, that we can take to be positive or negative, although we have not yet discussed how it could be controlled.
Rate equations
It is interesting to write down Eqs. (36) to (38) when γ ⊥ γ 1 , γ 2 , γ 12 , γ 21 , δ as in this case the adiabatic elimination of the atomic polarization is justified (see Appendix A). This adiabatic elimination consists in making ∂ t σ 12 = 0, and then Eqs. (36) to (38) reduce to
These equations are known as rate equations and are widely used in laser physics, as in most laser systems the condition for adiabatic elimination is met. Let us remark that rate equations appropriately describe the interaction of a light field with a two-level system in two limiting cases: when the atomic polarization can be adiabatically eliminated, as we have discussed, and also when the field is broadband (i.e., incoherent) in which case the factor R has a different expression from the one we have derived but again depends on the square of the field amplitude [15] . We shall make use of these equations in the following subsection.
Three-level and four-level atom models
As we already commented in the introduction, actual lasers are based on a three-level or four-level scheme rather than a two-level one, the extra levels describing the reservoirs from which the pump extracts atoms and to which damping sends atoms. In fact these extra levels are necessary for obtaining population inversion (d 0 > 0), which is a necessary condition for amplification and lasing, as we shall show below. Although these extra levels do not participate directly in laser action iii , the description of their indirect participation is essential in order to correctly describe pumping and decaying processes. Here we shall derive the Bloch equations for threelevel and four-level atoms interacting with a laser field and an incoherent pump, and connect these equations with the twolevel laser equations derived in the previous section.
Bloch equations for three-level atoms
Consider the three-level atom scheme depicted in Fig. 3 , which can be regarded as an approximate description of, for example, the relevant atomic levels of the Cr 3+ or the Er
3+
ions that are the active ions in Ruby and Erbium lasers, respectively. On these ions, the population is excited from the lower state |1 to the upper state |3 by the pumping mechanism. Then the population is transferred from level |3 to the upper lasing level |2 (which is long-lived) by relaxation processes, which are extremely fast in these ions. We shall model the pumping transition |1 ←→ |3 via rate equations iv like Eqs. (44), (45), and the interaction of the monochromatic field with transition |1 ←→ |2 with the already derived Bloch equations for a two-level atom. As for the relaxation processes, we describe them heuristically (see Fig. 3 ). Then we can model these processes with the following set of Bloch equations:
where R is the rate at which ions are pumped by the incoherent pump field from level |1 to level |3 . Let us remark that in writing Eqs. (46) to (48): (i), we have taken into account all possible transitions due to incoherent processes with suitable relaxation rates as indicated in Fig. 3 ; and (ii), the incoherent pumping of population from level |1 to level |3 is modelled by the term R (ρ 11 − ρ 33 ) appearing in Eqs. (46) and (48) with R proportional to the pump intensity, i.e., we have described the interaction of the pump field with the pumped transition by means of rate equations similar to Eqs. (44) and (45) but taking λ i = 0 as all incoherent processes have been consistently taken into account. 
where d = (ρ 22 − ρ 11 ). These are appropriate Bloch equations for most three-level systems. We can now compare these equations that describe threelevel atoms with Eqs. (41) and (42) that describe two-level atoms in a simple and usual limit. It is clear that they are isomorphic. Then we can conclude that incoherently pumped three-level atoms can be described with the standard twolevel atom Bloch equations by making the following identifications:
Notice that (i) the decay rate γ || is pump dependent for threelevel atoms, and (ii) that the pumping rate d 0 depends in a nonlinear way on the actual pump parameter R. In Fig. 4 we represent d 0 as a function of the actual pumping parameter R; notice that increasing R by a factor ten, say, does not mean doing so in d 0 . Apart from this, we have shown that an incoherently pumped three-level medium can be described as a two-level one when the adiabatic eliminations we have assumed are justified, which is the usual situation. 
Bloch equations for four-level atoms
Consider now the four-level atom scheme shown in Fig. 5 . It can be regarded as an approximate description of, for example, the relevant atomic levels of the Nd 3+ ion that is the active ion in Nd-YAG or Nd-glass lasers. Assuming, as for three-level atoms, that the pumping field acting on the transition |0 − |3 can be described by rate equations, we are left with the following optical Bloch equations: 
We can now proceed in a similar way to what we did with three-level atoms: Let us assume that γ 32 is much larger than any other decay rate and adiabatically eliminate ρ 33 . Now we get
and, neglecting the terms γ 31 ρ 33 , γ 30 ρ 33 and Rρ 33 , we are left with
∂ t ρ 00 = γ 10 ρ 11 + γ 20 ρ 22 − Rρ 00 (63)
Now we must take into account that the lower lasing level |1 usually relaxes very fast towards level |0 . This means that ρ 11 ≈ 0 and consequently that d = ρ 22 − ρ 11 ≈ ρ 22 . Taking this into account and also that ρ 00 + ρ 22 ≈ 1 in this approximation, we are left with
We see that, after the adiabatic elimination of ρ 33 and ρ 11 , the four-level Bloch equations are isomorphic to Eqs. (41) and (42), which describe two-level atoms. Then we can apply the two-level description to a four-level atom by making the following identifications:
Again, as was the case for three-level lasers, the population decay rate γ || and the pumping rate d 0 of the two-level theory must be reinterpreted when applied to four-level lasers.
Once we have shown that the two-level theory of Eqs. (41) and (42) can be applied to three-and four-level lasers by suitably interpreting the parameters γ || and d 0 . From now we shall always refer to the two-level model but the reader must keep in mind that the transformations we have derived must be taken into account when applying this theory to three-and four-level lasers.
The Maxwell-Bloch equations
Once the field equation (7) and the optical Bloch equations for matter dynamics Eqs. (41) and (42) have been derived, we only need to connect them in order to obtain a closed set of equations for the analysis of amplification and laser dynamics.
Under the action of the light field, each atom develops an electric dipole. As the number of atoms contained in a small volume (small as compared with the light wavelength) is always large, one can assume that at each spatial position r there exists a polarization given by the quantum-mechanical expectation value of the electric dipole moment operatorμ. When using the density (population) matrix formalism, this expectation value is computed as the trace
where N denotes the number of atoms per unit volume. Making use of Eq. (20) and of the matrix form for the dipole moment operatorμ
which, making use of definitions (22), reads
which, compared with Eq. (4) yields
We finally come back to wave eq. 
where we have introduced the radiation-matter coupling constant
Note that Eqs. (73) to (75) form a closed set of equations that completely determines, self-consistently, the interaction between a light field (of amplitude proportional to α [see Eq. (18)]) and a collection of two-level atoms. This set of equations is known as the Maxwell-Bloch equations for a two-level system, which can be applied to three-and fourlevel systems by introducing the parameter changes (53), (54) and (67), (68), respectively.
Amplification
The simplest issue that can be studied within the developed formalism is the amplification of a monochromatic light beam after traveling some distance along a medium. If we identify ω with the actual light frequency, then E (z, t) = E (z) [see Eq. (2)], which implies that α (z, t) = α (z). On the other hand, after a short transient (of the order of the inverse of the decay constants), the atomic system will have reached a steady configuration, which is ensured by the presence of damping. Thus, after that transient, one can ignore the time derivatives in the MaxwellBloch equations. Solving for the material variables (41)-(42) in steady state, one has
where the subscript "s" refers to the steady state. Substituting the result into the field equation (73) one has
This equation governs the spatial variation of the field amplitude α along the atomic medium.
Weak field limit
Before considering the general solution, let us concentrate first on the weak field limit, defined as |α| 2 γ ⊥ γ || /4. In this case the last term of the denominator in Eq. (79) can be ignored and the solution reads
and g given by Eq. (76). Parameter a is responsible for the attenuation (when a < 0, i.e., when d 0 < 0) or amplification (a > 0, i.e., d 0 > 0) of the light along its propagation through the material. In case of attenuation, the inverse a On the other hand, the imaginary exponent corresponds to a correction to the light wavenumber. In fact, noticing that α is proportional to the field amplitude E and recalling Eq. (2), one has that the actual wavenumber is
and consequently the refractive index n = ck eff /ω reads
which has the same qualitative behavior as the classical expression obtained from the (harmonic oscillator) Lorentz model [5] .
Strong field limit
In the opposite limit, namely |α|
Multiplying this equation by α * and taking the real part of the resulting equation, one has
whose solution reads
Again, amplification requires a > 0, e.g., d 0 > 0. This result means that, for strong fields, there exists saturation: the amplification (whenever d 0 > 0) persists but it is linear in the propagation distance, as opposed to the weak field limit, in which amplification occurs exponentially, see Eq. (80).
General solution
In order to consider the general case, it is convenient to use a polar decomposition for α such as
Substituting this expression into Eq. (79) and separating it into its real and imaginary parts, one obtains
Equation (88) can be integrated to yield 90) is represented as a function of z together with the weak and strong field approximations derived above. As for Eq. (89), the phase can be determined by noticing that
from which
Note that, on resonance (δ = ω − ω 21 = 0) there is no phase variation along the propagation direction (apart from the original phase kz).
Lasing
Unlike from the previous analysis, in which we assumed that a given field (whose frequency and initial amplitude are known data) is injected into the entrance face of a material, the light field in a laser is not fixed externally but is selfconsistently generated by the medium, through amplification, and must satisfy the boundary conditions imposed by the cavity. As the model we have developed considers a traveling wave (moving in one direction), the following analysis applies only to ring lasers in which unidirectional operation can take place (in linear, e.g. Fabry-Perot, resonators there are two counterpropagating waves that form a standing wave, a more complicated case that we shall not treat here).
Boundary condition
We assume that the medium is of length L m and that the cavity has a length L c (see Fig. 7 ). We take z = 0 as the entrance face of the amplifying medium. The boundary condition imposed by the resonator reads
where R represents the (amplitude) reflectivity of the mirrors (0 ≤ R 2 ≤ 1 gives the fraction of light power that survives after a complete cavity round trip) and
is the time delay taken by the light to travel from the exit face of the medium back to its entrance face after being reflected by the cavity mirrors. Making use of Eq. (2), and after little algebra, the boundary condition (93) reads
which, upon using Eq. (94) and recalling that k = ω/c (this was our choice in writing Eq. (2)), reads
Finally, multiplying this equation by (µ 21 · e) /2 and recalling Eq. (18), one has
We analyze next the monochromatic lasing solution.
Monochromatic (singlemode) emission
We note that the frequency ω appearing in the field expression (2) is by now unknown. Under monochromatic operation the laser light has, by definition, a single frequency. If we take ω to be the actual lasing mode frequency, the field amplitude must then be a constant in time e.g., α (z, t) = α (z), as in the previous analysis. Thus Eq. (97) becomes
Now using the polar decomposition (87) one has
m being an integer. 
Determination of the laser intensity
which, after trivial manipulation yields
where we made ln R −2 = ln R 2 (remember that R 2 ≤ 1), and we have defined two important parameters, the adimensional pump r and the normalized detuning ∆ through
We note that the adimensional parameter r is proportional to the gain properties of the medium and inversely proportional to the damping properties of the system. In fact, aL m gives the small-signal single-pass gain along the amplifying medium (remember that a, Eq. (81), is the small-signal gain per unit length). Thus r acts as an effective pumping parameter, as will become clear next. Equation (102) determines the value of the field intensity at the exit face of the amplifying medium. Clearly, in order to be meaningful, |α
Thus parameter r must exceed a given threshold (the lasing threshold r on ) in order for the laser to emit light. This is why r is called the "pump parameter" (there is a minimum pump required for the system to start lasing).
What we have obtained is the field intensity at the faces of the active medium, Eqs. (99) and (102). But it is also interesting to analyze how this intensity varies along the active medium. Thus, after using Eqs. (99), (103) and (104), we write down Eq. (90) in the form
with |α (L m )| 2 given by Eq. (102). This equation can be solved numerically, and in Fig. 8 we represent its solutions for fixed parameters and several values of the reflectivity R 2 , showing that as R 2 approaches unity the solution becomes progressively uniform. This fact suggests that for R 2 → 1, it must be possible to rewrite the laser equations in a simpler way, as in this limit the steady state is independent of z. We shall come back to this point in the next section. But first we shall continue analyzing the laser steady state.
Determination of the laser frequency
Even if it can seem that we know the lasing intensity value, the fact is that we still do not know the value of the lasing frequency ω and thus the value of ∆. This problem is solved by considering the phase boundary condition (100). First we recall Eq. (92), which we write in the form
where Eq. (99) has been used in the last equality. Comparison between Eqs. (100) and (107) yields
We now introduce the wavenumber k c and frequency ω c of the cavity longitudinal mode closest to the atomic resonance.
As we are dealing with a cavity longitudinal mode, it must be true, by definition, that
m c being an integer. Substituting these quantities into Eq. (108), one gets
where n = m − m c is a new integer. We finally recall Eq. (104) so that Eq. (110) yields the following value for the laser frequency:
which is known as the cavity damping rate for reasons that will be analyzed in the next section. We note that Eq. (111) indicates that there exists a family of solutions (labeled by the integer n). As we show next all these solutions have, in general, different lasing thresholds. From Eq. (111), the lasing threshold (105) can be finally determined as
Now, the difference between the cavity and atomic transition frequencies is obviously smaller than the free spectral range, e.g., |ω c − ω 21 | < 2πc/L c . This means that r on is minimum for n = 0 and also that the frequency of the amplified mode, ω 0 , is given by
which is the pulling formula. The result is that the laser frequency is a compromise between the cavity and atomic transition frequency. Notice that for a "good cavity", κ γ ⊥ , the laser frequency approaches the cavity frequency, whilst for a "bad cavity", γ ⊥ κ, the laser frequency approaches that of the atomic transition. This is quite an intuitive result indeed.
The resonant case
Let us analyze the relevant case ω c = ω 21 , corresponding to a cavity exactly tuned to the atomic resonance. In this case the pump must satisfy
and the lasing mode with lowest threshold is that with n = 0, as discussed above. Hence, at resonance, the basic lasing solution has a threshold given by r on = 1, and its frequency is ω = ω c = ω 21 (see Eq. (111) for n = 0). The amplitude of this lasing solution verifies Eq. (79) with δ = ω − ω 21 = 0:
We note that we have introduced the subscript "s" to emphasize that this amplitude α corresponds to the steady lasing solution. Finally, the "intensity" of the laser light at the exit of the active medium is given by Eq. (102) with ∆ = δ/γ ⊥ = 0:
We note that there is no phase variation of the laser complex amplitude α s along the medium (see Eq. (89) with δ = 0). We shall make use of these expressions in the following section. 
The laser equations in the uniform field limit
In this section, we wish to find a simpler model that will allow us to study laser dynamics and instabilities in an easy way. The desired model is known as the Lorenz-Haken model, and can be rigorously derived from the MaxwellBloch Eqs. (41)- (42) and (73) in the so-called uniform field limit, which we now consider. This limit assumes that the cavity reflectivity is closest to unity (R 2 → 1 in all previous expressions). For the sake of simplicity [16] , the derivation will be done in the resonant case, where the cavity is tuned in such a way that one of its longitudinal modes has a frequency ω c that exactly matches the atomic resonance frequency ω 21 . In this case the analysis done in Sec. 6.2.3 suggests we choose the value of the arbitrary frequency ω as ω = ω c = ω 21 . (We recall that we can freely choose this value. If this election is "wrong", the laser equations will yield an electric field amplitude α which contains a phase factor of the form exp (−iω t) that will define the actual laser frequency.)
First we recall the Maxwell-Bloch Eqs. (73)-(75) for δ = 0:
which are to be supplemented by the boundary condition (97)
With these assumptions the boundary condition (97) becomes
We note that this boundary condition is not isochronous (it relates values of the field amplitude at different times) and this makes the analysis difficult. We note for later use that this boundary condition applies, in particular, to the steady lasing solution (independent of time) so that
These equations form the basis of our study.
A first change of variables
In order to make the boundary condition isochronous, we introduce the following change of variables [7] :
and similar expressions for the material variables. Substitution of the previous relations into Eqs. (118)- (120) yields
where we used Eq. (94). According to Eq. (121), the new variables satisfy the following boundary condition
which is now isochronous. We note that the definition of the new variables is mathematically equivalent to "bend" the active medium on itself so that its entrance (z = 0) and exit faces (z = L m ) coincide.
A second change of variables
Now we define another set of variables by referring the previous ones to their monochromatic lasing values analyzed in the previous sections. The steady values of the material variables have been calculated in Sec. 5, Eqs. (77) and (78), which, particularized to the case δ = 0 we are considering, read
We note that these quantities are z-dependent as is α s , Eq. (116). In particular we define the new variables through 
Making use of these and of Eq. (116), we build the following equation for F :
which by using the definition of P and of Eq. (133) transforms into ∂F ∂t
(Note that v < c has the dimensions of a velocity.) The equations for the material variables are easier to obtain. Making use of the definitions of F , P and D, and making use of Eqs. (129) and (130) we obtain
After using the steady state equations (132) and (133), these expressions can be written as
Up to this point, the equations for F , P , and D are equivalent to the original Maxwell-Bloch equations, as no approximation has been made.
The Uniform field limit
We now study the behavior of C F , C D and D 0 in the case when the cavity mirrors have a very good quality, e.g., when the reflectivity R is very close to unity. In this limit, the boundary condition (122) says that α
On the other hand, the steady state equation (116) 
But, as we are considering the limit R → 1, the quotient ln R 2 / 1 − R 2 also tends to unity, as can be easily checked, and we finally have
This space uniformity of the laser intensity along the amplifying medium when R → 1 is the reason for the name "Uniform Field Limit". (We note that in the literature the uniform field limit has been customarily associated not only with the high reflectivity condition but also with the small gain condition aL m → 0. We see here that the latter condition is completely superfluous.) Substitution of (150) into Eqs. (142) and (149) yields:
Finally, making use of definitions (103) and (112), C F simply reads:
The laser equations in the uniform field limit
Substitution of expressions (148), (151) and (152) into Eqs. (140), (143) and (144) yields
We finally need to consider the boundary condition that applies to these equations by considering the definition (134) for F
Making the quotient of these quantities we have
which, by making use of Eqs. (122) and (131), yields
We thus see that the boundary condition for the field amplitude is periodic (we note that this is not due to the uniform field limit but to the very definition of F ). This is of great importance as it will allow us, owing to the Fourier theorem, to decompose F in terms of periodic functions. Before studying the Maxwell-Bloch equations (153)-(155), let us demonstrate that F , P , and D, are equivalent to the original variables, apart from constant scale factors. From definitions (134), and using the uniform field limit results developed in the previous section, we have
Thus F has the meaning of a laser field amplitude, P has the meaning of material polarization and D has the meaning of population difference.
Equations (153)-(155) allow us to study two types of laser operation: singlemode and multimode. The method for deriving the laser equations in the uniform field limit we have followed here was presented in [14] (see also [16] ), where an application to multimode emission was addressed. From now on we shall concentrate on the singlemode laser.
The single-mode laser equations
In the previous section we have derived the laser equations in the uniform field limit for a resonant laser. For arbitrary detuning, it can be demonstrated that the laser equations in the uniform-field limit read [16]
where ∆ c = (ω c − ω 21 ) /γ ⊥ is the atom-cavity detuning parameter. These equations are complemented with the periodic boundary condition
The fact that the boundary condition is periodic means that the field can be written in the form
where q m = m2π/L m with m an integer. This means that the intracavity field is, in general, a superposition of longitudinal modes of the empty (e.g., without amplifying medium) cavity. In order to see this clearly, let us solve Eq. (157) for the empty cavity and ignoring cavity losses, e.g., Eq. (157) with its right-hand side equal to zero. Its solutions have the form
with ω m =vq m . Now we must notice that the actual field is not F (z, t) but F (z, t − τ ), with τ =z∆t/L m and ∆t= (L c − L m ) /c, as we introduced new fields in Eqs. (126) and (127) (remember that the field F is proportional to the field α which is different from the actual field α). Thus, the actual field (we will not introduce a new symbol for it) is
with
where ω m = vq m has been used. Eq. (165) shows clearly that the actual field appears decomposed into empty-cavity modes. [7, 9, 10, 12] or [16] for a recent review), it will suffice to say that for multilongitudinal mode emission to occur the two necessary conditions are: (i) a large enough pump value (in resonance, ∆ = 0, r must be larger than nine and remember that the laser threshold in these conditions, given Eq. (105), equals unity; out of resonance even more pump is required), and most importantly; (ii) the cavity length must be large, unrealistically large for common lasers. Then for short enough cavities (and this is not a restrictive condition at all for most lasers) the laser will emit in a single longitudinal mode. In this case, the spatial derivative in Eq. (157) can be removed and we are left with the Maxwell-Bloch equations for a singlemode laser. We must insist that all this is true for homogeneously broadened lasers and cannot be applied to inhomogeneously broadened ones, see [16] .
So for singlemode lasers we can take ∂F/∂z = 0. It is particularly interesting to write down the singlemode laser equations in resonance (∆ c = 0). Let us write the field and atomic polarization in the following way:
with E a real quantity. Now Eqs. (157,158), with ∆ c = 0, readĖ
where the dot means total derivative with respect to time. By suitably combining the first, second and last equations, one obtainsṖ
and soφ → 0 also. Thus, in resonance, the singlemode laser equations reduce to only three real equations,
where P = P re . The above set of equations is usually known as HakenLorenz equations. The reason for this name is the following: Let us define the adimensional time τ = γ ⊥ t, and the new variables and normalized relaxation rates
These new variables satisfy
These are the Lorenz equations [19] , which are a very simplified model proposed by Edward N. Lorenz in 1961 for the baroclinic instability, a very schematic model for the atmosphere. They constitute a paradigm for the study of deterministic chaos as they constitute the first model that was found, by Lorenz himself, to exhibit deterministic chaos. It was Herman Haken who, in 1975 [20] , demonstrated the astonishing isomorphism existing between the Lorenz model and the resonant laser model that we have just demonstrated. After this recognition, the study of deterministic chaos in lasers became a very active area of research (see, for example, [2, 7, 9, 10, 12] ). The Haken-Lorenz model exhibits periodic and chaotic solutions, and several routes to chaos can be found in its dynamics. The equations can easily be numerically integrated, e.g. with Mathematica, and we refer the interested reader to [2, 7, 9, 10, 12] for suitable introductions into these fascinating subjects. Here we shall only briefly comment on a particular point.
Equations (173), (175) have two sets of stationary solutions: the laser off solution (E = P = 0 and D = r), and the lasing solution (E = P = ± √ r − 1 and D = 1) that exists for r ≥ 1. A linear stability analysis of this last solution shows that it becomes unstable when κ ≥ γ ⊥ + γ || (this condition is know as "bad cavity" condition) and r ≥ r HB with
whose minimum value is 9 for γ || = 0 and κ = 3γ ⊥ . Notice that, as we are considering the resonant case for which the lasing threshold is r on = 1, r HB = 9 means that the adimensional effective pump r must be, at least, nine time above the instability threshold. From Eq. (181) we can say that the singlemode solution is always stable for good cavities (κ < γ ⊥ + γ || ) and also for bad cavities if the pump is small (r < r HB ), but for bad cavities and a large pump, the stationary solution becomes unstable (through a Hopf bifurcation) and a self-pulsing occurs (e.g., chaotic oscillations). The condition r ≥ r HB (remember that r HB ≥ 9) is usually considered a very restrictive condition (we insist, the laser should be pumped nine times above threshold, and this is quite a large pump value!) but we have seen that we must be careful when interpreting the pump parameter r. In fact, if one considers a three-level laser and uses Eqs. (103), (112), (53) and (54), one can write Eq. (181) in terms of the actual pump strength and decay rate and gets that the instability threshold to lasing threshold pumps ratio can be very close to unity.
We can show this easily. Let us recall Eq. (103), which relates the adimensional effective pump parameter r with the inversion in the absence of fields d 0 :
as well as Eq. (54), which relates d 0 to the actual physical pump parameter R in three-level lasers. By taking into account that r on = 1 and r HB = 9, it is easy to see that
which for a large G simplifies to
e.g., for three-level lasers the "very restrictive" condition r HB = 9 turns out to be an easy condition in terms of pumping (R
3L
HB /R 3L on = 1 + ε) when the gain parameter G, Eq. (183), is large enough.
Conclusion
In this article we have presented a self-contained derivation of the semiclassical laser equations. We have paid particular attention to: (i) the adequacy of the standard two-level model to more realistic three-and four-level systems; and (ii) the derivation of the laser equations in the uniform field limit. We think that our presentation could be useful for a relatively rapid, as well as reasonably rigorous, introduction to standard laser theory. This should be complemented with a detailed analysis of the stability of the stationary laser solution (see, for example, [2, 7, 9, 10, 12] ) which we do not deal with here for the sake of brevity.
i. The traveling wave will propagate with a given sense of rotation, say, clockwise. However, one could in principle expect a second field propagating counter-clockwise, e.g., one could expect bidirectional emission in a ring laser. Nevertheless, this is usually (although not always) avoided by using some intracavity elements such as, for example, Faraday isolators. In any case, we shall not deal here with bidirectional emission. ii. Here we are considering a plane wave laser beam propagating along z; hence atoms are grouped according to that coordinate. In the general three-dimensional case, a population matrixρ (r, t) must be defined at every differential volume, analogously to (30). iii. There is a very important exception. In coherent optically pumped lasers, the pumping mechanism is a laser field tuned to the pumping transition. If the atomic coherences cannot be adiabatically eliminated, Raman processes are important and cannot be neglected. We shall not consider these lasers here. iv. For example, in the case of Ruby lasers, pumping comes from an incoherent light source, namely a flashlamp. Then the interaction of this incoherent light field with the pumping transition |1 ←→ |3 can be described with the help of rate equations. The case of Erbium lasers is different: In this case the pumping is made with the help of a laser field tuned to the pumping transition. In spite of the coherent nature of the pumping field, a rate-equation description for the pumping transition is also well-suited in this case, because the adiabatic elimination of the atomic coherence of transition |1 ←→ |3 is fully justified as its coherence decay rate is very large compared with the rest of the decay rates. Other systems have other pumping mechanisms (e.g., the passing of an electrical current through the active medium) for which the rate-equation description is also appropriate.
