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В статье показано, что оценивание (прогнозиро-
вание) значений случайных величин по критерию 
минимума дисперсии ошибки оценивания не 
всегда эффективно, а иногда просто не допус-
тимо (приводятся примеры). Используется цель 
оценивания, описываемая функционалом. Задача 
оценивания трактуется как поиск оптимального 
решения и иллюстрируется с помощью формиро-
вания оптимальной игровой стратегии.
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FORECASTING AND DECISION-MAKING VIA 
USE OF STATISTICAL LAWS OF RANDOM 
ECONOMIC INDICATORS 
The article shows that the estimation (forecasting) of 
the values of random variables, according to the mini-
mum variance estimation error is not always effective, 
and sometimes not even possible. The authors give 
examples to prove it. The estimation is described with 
a functional. The task of the estimation is treated as 
a search for an optimal solution and is illustrated with 
formation of the optimal playing strategy.
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ПРОГНОЗИРОВАНИЕ И ПРИНЯТИЕ РЕШЕНИЙ 
С ПРИМЕНЕНИЕМ ЗАКОНОВ РАСПРЕДЕЛЕНИЯ 
СЛУЧАЙНЫХ ЭКОНОМИЧЕСКИХ ПОКАЗАТЕЛЕЙ
1. Введение
Практика постоянно требует необходимости прогнозирования состояния (или 
показателей качества) различных экономических (физических, информационных, 
технических и т.п.) объектов. В настоящее время очень важно, например, для 
задач планирования знать поведение цен основных ресурсов (нефти, газа и т. 
д.). Однако, постоянные возмущения, носящие случайный характер, сильно ос-
ложняют достижение поставленных при планировании целей. Как правило, для 
преодоления трудностей, вызванных непредсказуемым характером случайных 
величин, строятся вероятностные модели. 
2. Прогнозирование и различная стоимость последствий ошибок
Рассмотрим сначала простую задачу прогнозирования значения случайной 
величины ξ при ее известной плотности распределения pξ(x) . Дать прогноз для 
случайной величины ξ означает указать конкретное число q, которое примет 
величина ξ после ее наблюдения. Однако, какое бы число q не было названо, 
вероятность того, что случайная величина ξ примет это значение равна нулю. 
Это следует из соотношения
p D p x dx
D
( ) ( )ξ ξ∈ = ∫ ,
где p(ξ ∈ D) означает вероятность попадания значения случайной величины в заданную 
область D.
Если область интегрирования состоит из одной точки, то вероятность по-
падания в нее значения случайной величины равна нулю. Казалось бы, что 
такая задача прогнозирования теряет смысл. Тем не менее, если согласиться с 
неизбежностью ошибки ε = ξ – q прогнозирования, то оказывается корректным 
прогнозирование с минимальной ошибкой. Обычно в качестве меры ошибки 
используют ее среднеквадратическое значение [1,2]. Минимизируем по величине 






Это приводит к следующему результату: оптимальное прогнозное значение 
совпадает с математическим ожиданием величины ξ, то есть q = M[ξ].
В случае, когда рассматривается условный закон распределения величины ξ 
, оптимальным будет ее условное математическое ожидание. Подобное прогно-
зирование с применением критерия среднеквадратического отклонения широко 
используется при прогнозировании значений случайных процессов в выбран-
ные моменты времени, а также, в теории управления при построении фильтров 
Калмана- Бьюсси [3,4]. 
Однако, такое прогнозирование не всегда оказывается эффективным, а в ряде 
случаев просто не допустимо. Рассмотрим пример обеспечения безопасности 
эксплуатации тепловыделяющей сборки (ТВС) в энергетическом ядерном ре-
акторе. ТВС в ядерном реакторе атомной электростанции (АЭС) охлаждается 
теплоносителем, температура которого не должна превышать температуру θk 
кипения. При кипении теплоносителя происходит потеря его теплового контакта 
с поверхностью ТВС и она начинает перегреваться, что в конечном итоге может 
привести к аварии. Поэтому температура теплоносителя подлежит измерению и 
контролю [5]. Приведем упрощенный вероятностный анализ функции контроля 
[6]. Пусть имеется возможность управлять значением температуры охлаждающей 
жидкости и для этого используется результат η измерения температуры:
η = θ + ε,
где: θ – истинное, но неизвестное значение температуры теплоносителя на момент 
измерения;
 ε – случайная ошибка измерения.
Пусть M[ε] = 0, дисперсия σ2[ε] ошибки известна и плотность распределения 
pε(x) ошибки измерения соответствует нормальному закону. Если дать опти-
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мальную оценку 
ε0  значению ошибки 
измерения с использованием критерия 
J M= −[( ) ]ε ε 2 , то она окажется рав-
ной нулю. При таких рассуждениях 
следует руководствоваться правилом: 
целесообразно с помощью управляю-
щих воздействий (обычно это переме-
щение стержней управления) подде-
рживать равенство η = θk. Этот вывод 
является практически неверным, 
поскольку вероятность нахождения 
в опасных режимах (когда значение 
истинной температуры превышает 
температуру кипения) будет большой 
(равна 0,5). Это следует из равенства 
θ = θk – ε, , которое обеспечивается за 
счет введения управляющих воздейс-
твий. Стоимость устранения последс-
твий аварий велика и, прежде всего, 
необходимо беспокоиться о снижении 
вероятности возникновения опасных 
режимов эксплуатации. Реально это 
делается путем введения допустимого 
значения η∂ результата измерения, то 
есть принимается решение о недо-
пустимости превышения результатом 
измерения величины η∂. 
Здесь отчетливо проявляется раз-
личная стоимость последствий оши-
бок: при положительных ошибках 
будет выработано меньше электро-
энергии, что приведет к некоторым 
убыткам, но при отрицательных ошиб-
ках убытки значительно выше. 
Поэтому в задаче оценивания 
значений случайных величин можно 
было бы ввести понятие веса (напри-
мер, стоимости) ошибки φ(ε) и опре-
делять оптимальное значение оценки, 
исходя из условия минимальных 
средних потерь при многократном 
принятии решений. Важно отметить, 
что речь идет не о прогнозирова-
нии значений физических величин, 
которое в рассматриваемом случае 
вряд ли само по себе имеет смысл. 
Используется закон распределения 
pε(x) для выбора правильного реше-
ния (величины η∂). Таким образом, 
приходим к использованию критерия 
оптимальности вида:
J0 = ∫φ(q – x)pξ(x)dx.
Оптимальное решение q0 находится 
из условия равенства нулю производ-
ной от критерия J0 по величине q.
В рассмотренном примере не-
гласно предполагается, что поиск 
оптимальных решений производится 
неоднократно, когда практически 
можно ориентироваться на понятие 
математического ожидания. 
В литературе [7,8] можно найти 
другие примеры, когда стоимость 
ошибки предсказания значения слу-
чайной величины вообще не рассмат-
ривается при принятии решения, а 
определяется оптимальное решение, 
исходя из зависимости качества реше-
ния от параметра q.
В работе [7] рассмотрена задача 
принятия решения об оптимальном 
числе закупаемых газет при последу-
ющей продаже их по более высокой 
цене. Простейший вариант этой зада-
чи, рассмотренный в монографии [8], 
где предполагается, что закупочная 
цена газеты равна 2, а продажная рав-
на 10, приводит к заключению: число 
закупаемых газет для достижения 
максимальной прибыли должно быть 
значительно больше среднего числа 
покупаемых газет более, чем на 50%. 
При этом прибыль в оптимальном 
варианте более чем на 12% превыша-
ет прибыль, полученную от закупки 
среднего числа газет. 
3. Задачи поиска оптимальных 
решений и наибольших  
(или наименьших) значений 
критерия 
В общем случае, когда преследу-
ется цель получения максимального 
значения среднего экономического 
итога J, следует определить зависи-
мость этого итога от решения q в виде 
функционала J = ∫F[q, pξ(x)]dx, завися-
щего от закона распределения pε(x) и от 
величины q, как от параметра. Поиск 
оптимального значения осуществляет-
ся путем дифференцирования рассмат-
риваемого интеграла по параметру q и 
приравниванием производной нулю. 
Если параметр q является вектор-
ным, то есть имеет составляющие 
q1, q2, …, qk, то оптимальное решение 
находится путем приравнивания нулю 
частных производных по составляю-
щим параметра [9]. 
Наряду с задачами поиска опти-
мальных решений, когда удается нахо-
дить экстремумы критериев оптималь-
ности путем приравнивания нулю диф-
ференциала критерия оптимальности, 
имеются задачи поиска наибольших 
(или наименьших) значений критерия. 
Например, в теории оптимального уп-
равления динамическими объектами 
для решения подобных задач исполь-
зуются либо динамическое програм-
мирование, либо принцип максимума 
Понтрягина. В таких случаях важно 
сохранить основную концепцию: сле-
дует искать оптимальное решение, при 
котором достигается наибольшее (или 
наименьшее) значение функционала. 
Имеются такие задачи и в экономике.
Рассмотрим известную задачу 
оптимального распределения средств 
[10,11], частным случаем которой 
является формирование портфеля 
ценных бумаг. Проведем анализ поиска 
оптимального решения такой задачи 
(заметим, что она не носит динами-
ческого характера). Приведем общую 
математическую постановку задачи. 
Требуется распределить имеющиеся 
средства объемом K на составляющие 
x1, x2, …, xn, каждая из которых означа-
ет величину вклада средств в соответс-
твующую статью расходов (например, 
покупку бумаг определенного вида). 
При этом окончательный экономичес-
кий итог R рассчитывается по формуле 








где коэффициенты βi означают эффек-
тивность вложения средств в каждую из 
статей расходов с номером i (например, во 
сколько раз подорожает соответствующая 
ценная бумага). 
Если коэффициенты β1, β2, …, βn 
являются случайными, то величина R, 
как функция от них, также случайна. 
Можно говорить о вероятности Pr на-
ступления неблагоприятного события, 
например: R < K, то есть ожидания 
возможности убытков. В такой ве-
роятностной постановке считаются 
известными математические ожидания 
M[βi] коэффициентов β1, β2, …, βn и, 
при необходимости, другие сведения 
о законах распределения этих величин 
(например, дисперсии). 








.  На составляющие 
x1, x2, …, xn могут быть наложены дру-
гие ограничения (обычно линейные). 
Если коэффициенты β1, β2, …, βn 
являются не случайными, то при ли-
нейных ограничениях на величины 
x1, x2, …, xn максимальное значение 
величины R легко находится мето-
дами линейного программирования 
(решается детерминированная задача). 
Когда же β1, β2, …, βn – случайные 
величины, то возникают особенности 
при принятии решения, то есть выбора 
величин x1, x2, …, xn. Особенность, на-
пример, может заключаться в том, что 
при принятом решении вероятность 
получения убытков оказывается недо-
пустимо высокой. В этом случае реко-
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мендуется, например [10], для каждого 
выбранного среднего значения M[R] 
(фактически это еще одно линейное 
ограничение на величины x1, x2, …, xn
вида M R M xi i
i
n





тимальные значения переменных 
x1, x2, …, xn, при которых вероятность 
выполнения неравенства R < K будет 
минимальной и приемлемой.
Следует заметить, что каждое допол-
нительное ограничение на искомые 
переменные x1, x2, …, xn может при-
вести к исключению оптимальной 
точки из рассмотрения (это очевидно, 
например, если рассматривается детер-
минированная задача распределения 
средств, то есть при неслучайных 
значениях коэффициентов β1, β2, …, βn).
Использование такого подхода име-
ет ряд других недостатков:
• не ясно, как выбрать окончатель-
но среднее значение величины 
M[R], и, соответственно, на каком 
значении вероятности получения 
убытков следует остановиться (то 
есть решение задачи выбора окон-
чательного единственного решения 
x1, x2, …, xn не формализовано и 
оставлено на интуицию владельца 
средств);
• каким бы ни было принято значе-
ние вероятности P наступления 
неблагоприятного события, всегда 
остаются риски получения боль-
ших убытков (хотя и с меньшей 
вероятностью);
• не рассматриваются такие рис-
ковые ситуации, при которых не 
получается желаемый (достаточно 
большой) выигрыш, то есть не учи-
тываются возможности получения 
больших экономических итогов;
• в случае, если случайные величины 
β1, β2, …, βn зависимы, приходится 
проводить громоздкий анализ их 
закона распределения;
• при зависимых β1, β2, …, βn поиск 
решения x1, x2, …, xn для выбранно-
го значения M[R] приходится осу-
ществлять с применением трудоем-
ких алгоритмов (трудозатраты зна-
чительны даже при использовании 
только корреляционных моментов 
величин методами квадратичного 
программирования).
Главной причиной перечислен-
ных недостатков является попытка 
применения вероятностных методов 
к решению разовых вероятностных 
задач, повторения которых реально 
может и не быть. Это связано с тем, 
что вероятностные закономерности 
проявляются, обычно, при большом 
числе повторяющихся однотипных 
ситуаций. Например, при небольшом 
числе бросаний несимметричного 
игрального кубика не удается точно 
определить вероятности выпадения 
различных чисел (понятно, что тем 
более это невозможно вообще при 
реализации всего одного бросания). В 
теории вероятностей есть соответству-
ющий закон больших чисел, согласно 
которому наблюдаемая в опытах час-
тота появления случайного события 
стремится к вероятности события при 
большом числе испытаний [12].
4. Формирование оптимальной 
игровой стратегии
В данной работе рассматривается 
возможность устранения упомянутых 
недостатков на основе формирования 
оптимальной игровой стратегии в ус-
ловиях, когда приходится принимать 
решения в большом числе различных 
игровых ситуаций. Рассуждения ори-
ентированы, в частности, на анализ 
известной задачи формирования пор-
тфеля ценных бумаг, если подобная 
задача решается неоднократно.
Желательно избавить владельца 
средств от необходимости выбора 
окончательного решения (это, на-
пример, значения M[R] или, после 
оптимизации, соответственно величин 
x1, x2, …, xn) из множества возможных 
решений. С этой целью обратимся к 
процедуре использования закона рас-
пределения pξ(x) случайной величины 
ξ для выбора оптимального решения. 
Для этого введем функционал качества 
решения в виде 
 J = ∫φ(y – K)pR(y)dy, , (2)
где: y – аргумент плотности распределения 
pR(y) величины R (возможное значение R); 
функция φ(y – K) характеризует вес разно-
сти между величинами R и K .
Пусть 
φ(R – K) = λ(R – K), ,
где λ – вещественное число. 
Выражение φ(R – K) = λ(R – K) имеет 
простой смысл: на сколько рублей ошиб-
ся при прогнозе, столько рублей и запла-
ти (или получи), а коэффициент  λ можно 
трактовать, например, как переводной от 
одних денежных единиц к другим.
Понятно, что при условии: λ > 0 
следует выбирать оптимальное реше-
ние, исходя из наибольшего значения 
критерия J, то есть из наибольшего 
среднего значения разности R – K.
Пусть совместная плотность рас-
пределения величин β1, β2, …, βn рав-
на pβ(y1, y2, …, yn). Тогда, как бы 
ни были выбраны значения величин 
x1, x2, …, xn, , закон распределения 
pR(y, x1, x2, …, xn) окончательного итога 
R (это функция от случайных величин 
β1, β2, …, βn) будет зависеть от величин 
x1, x2, …, xn, как от параметров. 
Совокупность величин x1, x2, …, xn 
и подлежит определению для форми-
рования оптимального решения.
Пользуясь свойством линейнос- 
ти интеграла (2) и учитывая, что 
∫pR(y, x1, x2, …, xn)du = 1 при любых зна-
чениях величин x1, x2, …, xn, получим 
 J = λ(M[R]) – K),  (3)
где M[R] зависит от величин x1, x2, …, xn 
как от параметров (в рассматриваемом 
случае эти параметры и подлежат поиску, 
они составляют суть решения). 
На основе анализа выражения (3) 
можно заключить, что при λ > 0 среднее 
значение величины R следует выбирать 
по возможности наибольшим. Это 
приведет к достижению наибольшего 
значения величины M[R] и, соответс-
твенно, наибольшему значению крите-
рия. Здесь следует искать наибольшее, 
а не экстремальное значение критерия.
Поскольку справедливо равенство
M R M xi i
i
n




, то для принятия
оптимального решения следует ис-
пользовать только значения M[βi] и 
ограничения на переменные x1, x2, …, xn. 
Если эти ограничения являются ли-
нейными, то оптимальные значения 
величин x1, x2, …, xn, которые и со-
ставляют цель выбора оптимального 
решения, находятся методами линей-
ного программирования. Такой подход 
охватывает все множество рисковых 
ситуаций, связанных как с получением 
убытков, так и с неполучением доста-
точно большой прибыли.
Если ограничения носят нелиней-
ный характер, то в силу ограниченнос-
ти и замкнутости области допустимых 
решений оптимальные значения пере-
менных могут принадлежать границе 
области и следует их искать методом 
неопределенных множителей Лагран-
жа. При этом следует использовать 
ограничения на величины x1, x2, …, xn 
только вида равенств, поскольку эти 
величины удовлетворяют уравнению, 
описывающему границу. 
Уместно заметить, что известны 
подходы, связанные с выбором опти-
мальной стратегии в матричных играх, 
128№2, 2013
Статистика и математические методы в экономике
которая формируется как оптимальная 
смешанная стратегия. Сущность ее 
состоит в выборе чистых стратегий 
с определенными вероятностями. 
Понятно, что реализация любой сме-
шанной стратегии, в том числе и 
оптимальной, предполагает большое 
число туров игры.
Поиск оптимального решения 
может быть значительно более трудо-
емким, если критерий оптимальности 
имеет более сложный вид по сравне-
нию с выражением (2). Однако, введе-
ние другого вида функции веса ошибок 
требует дополнительного обоснова-
ния. Обоснованием стратегии макси-
мизации математического ожидания 
экономического итога может служить 
















= ≤∑ ∑ , (4)
где: σ2[] – символ дисперсии;
 σ2[Ri] – дисперсия экономического итога 
в каждой независимой задаче с 
номером i, (i = 1, 2, …, N) рас-
пределения средств); 
 N – число решаемых задач распре-
деления средств. 
Из анализа выражения (4) следует, 
что дисперсия среднего значения эко-
номического итога стремится к нулю 
с увеличением N (то есть среднее 
значение становится фактически не-
случайной величиной). Поэтому, при 
многократном участии в распределе-
нии средств, необходимо каждый раз 
стремиться к максимизации величины 
M[R].
5. Заключение
Следует отметить, что отклонение 
от оптимальной стратегии в процессе 
участия в большом числе игровых ту-
ров приведет к снижению суммарного 
итога. Примером источника такого 
отклонения является использование 
ограничений на допустимое значение 
величины риска – Var, если придется 
использовать условие M[R] < Mm[R]. 
. Это не позволит в полной мере ре-
ализовывать оптимальную игровую 
стратегию и является неоправданным 
при участии в большом числе различ-
ных игровых туров. Поэтому исполь-
зование этого ограничения можно 
рассматривать как волевое админист-
ративное решение, которое направлено 
на защиту владельца средств при его 
участии в единственном туре игры 
(когда, вообще говоря, вероятностные 
методы применять нет оснований). 
В заключении можно отметить, что 
при прогнозировании значений слу-
чайных величин следует вводить цель 
прогнозирования, которая описывается 
критерием оптимальности.
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