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Abstract
Error propagation formulae are derived for the expectation-maximization iterative unfolding
algorithm regularized by a smoothing step. The effective number of parameters in the fit to
the observed data is defined for unfolding procedures. Based upon this definition, the Akaike
information criterion is proposed as a principle for choosing the smoothing parameters in an au-
tomatic, data-dependent manner. The performance and the frequentist coverage of the resulting
method are investigated using simulated samples. A number of issues of general relevance to
all unfolding techniques are discussed, including irreducible bias, uncertainty increase due to
a data-dependent choice of regularization strength, and presentation of results.
1 Introduction
Due to the finite resolution of sensors and particle detector systems, inverse problems involving
Poisson counts received considerable attention in particle physics [1, 2]. In this field, reconstruc-
tion of particle spectra that involves solving corresponding statistical inverse problems is usually
referred to as “unfolding”1. Most widely used techniques, popularized by the code availability
in the RooUnfold software package [4], include “SVD” unfolding [5] and iterative expectation-
maximization (a.k.a. D’Agostini, or Bayesian) unfolding [6] regularized by early stopping.
The expectation-maximization unfolding with a smoothing step was introduced in [7, 8], where
convergence of the method was established and its relation to penalized maximum likelihood tech-
niques was pointed out. In the context of particle physics applications, this method became widely
known after its reinvention, albeit in a less general form, in [6]. Expectation-maximization with
smoothing will be abbreviated “EMS” for the remainder of this paper.
This article is structured as follows. The statistical formulation of the unfolding problem and
basic mathematical notation used throughout the manuscript are introduced in Section 2. In
Section 3, the concept of regularization is discussed and its necessity is illustrated with a simple
example. Regularization by smoothing in the EMS approach is described in Section 4, together
1In the statistical literature, the term “deconvolution density estimation” is used to describe similar problems in
somewhat more restricted settings [3].
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with the formulae for error propagation. A method for determining the effective number of fitted
parameters for unfolding procedures is proposed in Section 5. An automatic choice of the regular-
ization strength based on the Akaike information criterion is advocated in Section 6. Numerical
studies of the frequentist coverage of the developed uncertainty formulae are described in Section 7
using two density models similar to those encountered in particle physics applications. Presentation
and use of the unfolded results are discussed in Section 8. Finally, the advantages of the developed
methodology are summarized in Section 9.
2 Problem Statement
For the purpose of stating the unfolding problem, it will be assumed that the detector can be
described by an operator K. This operator (also called kernel, transfer function, observation
function, or response function, depending on the author and context) converts probability densities
p(x) in the physical process space x into the densities q(y) in the observation space y:
q = Kp ≡
∫
K(y,x)p(x)dx. (1)
The response function does not have to be fully efficient: q does not have to integrate to 1 when
p is normalized. In the subsequent discussion, operator K will be assumed exactly known but not
necessarily invertible.
In many situations of interest, observations are described by the empirical density function (i.e.,
there is no uncertainty associated with each individual observation):
ρe(y) =
1
N
N∑
i=1
δ(y − yi). (2)
In this case, the probability density function to observe a point at yi is given by the normalized
version of q called r: r = q/. In case p is normalized,
 =
∫
q(y)dy =
∫
Kpdy (3)
is the overall detector acceptance for the physical process under study.
The purpose of unfolding is to learn as much as possible about p(x) given ρe(y) when a paramet-
ric model for p(x) is lacking. Reporting p(x) (rather than q(y)) and its uncertainty simplifies testing
of theoretical models against results obtained by multiple experiments and allows for preservation
of scientific results in a form suitable for comparison with models that have not been invented yet.
It should be noted that, in case operator K has a non-empty nullspace, the problem of p(x)
determination is ill-posed even in the large sample limit. The nullspace of the response function is
defined as the set of all functions ρ(x) satisfying the equation
∫
K(y,x)ρ(x)dx = 0 which are not
identical zeros. If p(x) is treated in Eq. 1 as the function to be solved for, the general solution of
this equation is p˜(x)+ρ(x), where p˜(x) is any particular solution and ρ(x) is an arbitrary nullspace
member. This nullspace definition is also appropriate for a discretized representation of x and y
spaces (discussed further in Section 4), with K(y,x) represented by a matrix and integration over
dx replaced by matrix-vector multiplication.
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Nullspace forms a linear subspace in the space of functions (for the discretized problem, in
the space of vectors). Assuming that an inner product is postulated (e.g., as in the L2-space),
an arbitrary function can be uniquely decomposed into two additive components: the component
that belongs to the nullspace and the component that belongs to the orthogonal complement of the
nullspace.
For numerical computations with finite precision, the effective nullspace is enlarged. A rea-
sonably useful definition of this extended nullspace can be introduced procedurally, by performing
singular value decomposition of the operator K and by using the basis that consists of right-singular
vectors corresponding to “small” singular values. An appropriate method for qualifying singular
values as “small” will, in general, depend on the precision of floating point operations and on
algorithm implementation details.
3 Regularization
The difficulty of the unfolding problem can be easily appreciated from the following argument.
K typically acts as low-pass filter. For measurements of a single scalar quantity, it can often be
assumed that the detector has resolution σ and that K(y, x) = N (y−x, σ2), where N (µ, σ2) stands
for the normal distribution with mean µ and variance σ2. The detector thus simply convolves p(x)
with the normal distribution which leads to the product of the corresponding Fourier coefficients. If
q was exactly known, the Fourier transform of p could be obtained from p(ω) = q(ω)/K(ω), where
q(ω) and K(ω) are the Fourier transforms of the observation density and the response function,
respectively. As q(ω) is not known, the closest available approximation is the characteristic function
of ρe(y): ρe(ω) =
∫
ρe(y)e
iωydy = 1N
∑N
i=1 e
iωyi . For the normal distribution, K(ω) = e−σ2ω2/2, so
that the ratio ρe(ω)/K(ω) becomes arbitrarily large as ω →∞. The “naive” method of estimating
p(ω) as ρe(ω)/K(ω) thus fails miserably: the high frequency components of the noise contained
in the ρe(ω) are multiplied by an arbitrarily large factor so that ρe(ω)/K(ω) is not even square-
integrable.
A number of effective approaches to solving the pure deconvolution problem just described
are detailed in [3]. These approaches invariably involve introduction of additional smoothness
assumptions about either p(x) or q(y) or both. It is averred that the high frequency components
of p(x) are of little interest and, therefore, can be suppressed in the ρe(ω)/K(ω) ratio so that
the inverse Fourier transform can exist. Introduction of new information by applying additional
assumptions which make an originally ill-posed problem treatable is called regularization.
In the problems of interest for particle physics, the action of K(y,x) on p(x) is usually more
complicated than the simple convolution while the necessity of regularizing the ill-posed problem is
as pressing. In the formulation of the SVD unfolding method presented in [5], one-dimensional x is
assumed, and the regularization is performed by penalizing the discretized second derivative of the
p(x) density2. The expectation-maximization unfolding is most commonly regularized by imposing
a subjective limit on the number of iteration cycles. This early stopping criterion penalizes devia-
tions from the distribution used to start the iterations. However, due to the method nonlinearity,
it is difficult to supplement this statement with a concise analytic derivation of a penalty term
that would permit determination of the penalized likelihood maximum as well as a subsequent
2This regularization technique has been reinvented many times. Depending on the problem, it is also called the
constrained linear inversion method, the Phillips-Twomey method, Tikhonov regularization, ridge regression, or the
ridge-parameter approach [3, 9].
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quantification of the relationship between these deviations and the number of iterations performed.
In these unfolding approaches, it is assumed that the x and y spaces are binned, and that
locations of the bin boundaries are beyond the control of the method. However, it should be
appreciated that sample binning is an important part of problem regularization. The unfolding
problem can even be fully regularized by making very wide bins, much wider than the typical
scales associated with the detector resolution function. This leads to a discretized representation
of the response function by a diagonally dominant matrix which is easily invertible. However,
information about probability density structures within each bin is now lost, as the actual density
is replaced by the uniform approximation. The lack of knowledge about these structures gives rise
to a “systematic error” on the unfolding result which is subjective and difficult to formalize.
4 Regularizing Expectation-Maximization Unfolding by Smooth-
ing
The standard expectation-maximization unfolding algorithm iteratively updates the reconstructed
values of p(x) according to the formula [10, 11, 6, 7, 8, 12, 13]
λ
(k+1)
j =
λ
(k)
j
j
n∑
i=1
Kijyi∑m
ρ=1Kiρλ
(k)
ρ
. (4)
Here, λ
(k)
j are the unnormalized p(x) values (event counts) discretized on a grid in the physical
process space x, obtained on a kth iteration. The index j = 1, ...,m refers to the linearized cell
number in this (possibly multidimensional) grid. In this study, it will be assumed that all grid
cells are small in comparison with the typical scales associated with the response function. All
λ
(0)
j values (the starting point for the iterations) can be set to the same constant, c = N/(m),
where N is the number of observed events and  is the overall detector efficiency for a constant
p(x). The number of observed events inside the cell with linearized index i (i = 1, ..., n) in the
space of observations y is denoted yi. Dimensionalities of the x and y spaces are arbitrary and can
be different. Kij is the discretized response matrix. It is the probability that an event from the
physical cell j causes an observation in the cell i of the y space. The detector efficiency for the
physical cell j, j , is defined by j =
∑n
i=1Kij .
These iterations are modified by introducing a smoothing step. The updating scheme becomes
λ
∗(k+1)
j =
λ
(k)
j
j
n∑
i=1
Kijyi∑m
ρ=1Kiρλ
(k)
ρ
, (5)
λ(k+1)r = α
(k+1)
m∑
j=1
Srjλ
∗(k+1)
j , (6)
where Srj is the smoothing matrix. The smoothing step normalization constant, α
(k+1), is intro-
duced3 in order to preserve the overall event count obtained during the preceding expectation-
maximization step, so that
∑m
r=1 λ
(k+1)
r =
∑m
j=1 λ
∗(k+1)
j . The values λ
(∞)
j obtained upon iteration
3This normalization constant is not present in the original formulation of the method intended for image analysis
applications [7, 8]. Event count preservation is substantially more desirable in the context of particle physics data
analyses, e.g., for differential cross section measurements.
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convergence are therefore solutions of the equation
λ(∞)r = α
(∞)
m∑
j=1
Srj
λ
(∞)
j
j
n∑
i=1
Kijyi∑m
ρ=1Kiρλ
(∞)
ρ
, (7)
where α(∞) =
∑m
r=1 λ
∗(∞)
r /
∑m
r=1
∑m
j=1 Srjλ
∗(∞)
j . Convergence of the smoothed iterations to this
fixed point has been established in [8] under the sufficient condition that the smoothing operator
(for this case, the product α(k+1)S) has no eigenvalues greater than unity in absolute value.
The equation for the error propagation matrix, Jrs ≡ ∂λ
(∞)
r
∂ys
, is obtained by differentiating Eq. 7
with respect to ys. In the matrix notation, this equation is
J = (α(∞)S+A) (M+BJ) , (8)
where
Ajq =
(
1− α(∞)∑mr=1 Srq)λ(∞)j∑m
i=1 λ
(∞)
i
, (9)
Bjq =
δjq
j
n∑
i=1
Kijyi
yˆi
− λ
(∞)
j
j
n∑
i=1
KiqKijyi
yˆ2i
, (10)
Mjq =
λ
(∞)
j Kqj
j yˆq
, (11)
and yˆi =
∑m
ρ=1Kiρλ
(∞)
ρ is the fitted number of observed events in the cell with index i. In practice,
an equation equivalent to 8, (I − (α(∞)S + A)B)J = (α(∞)S + A)M, can be solved using the
LU factorization algorithm (for example, as implemented in LAPACK [14]). Assuming that the
covariance matrix of observations is denoted by V, the covariance matrix of the unfolded values,
U, is estimated according to
U = JVJT. (12)
It has been suggested that, upon convergence of the smoothed expectation-maximization iter-
ations, one extra iteration without the smoothing step should be performed [15]. While the utility
of adding such an iteration is questionable4, the error propagation matrix for this approach, J∗,
is given by J∗ = M + BJ. Subsequently, the covariance matrix of the unfolded result should be
estimated as U = J∗V∗J∗T, where the covariance matrix of observations, V∗, is obtained using the
λ
∗(∞+1)
j values defined by Eq. 5 and processed according to Eq. 1.
Constructed with an appropriate method, the smoothing matrix S can have a rather intuitive
interpretation. Setting S = I leads to the maximum likelihood estimate of the m parameters
λ
(∞)
j [12, 13]. The number of these parameters can be large and, according to the Cramer-Rao
4Instead, the author suggests that the theory predictions should be processed with the smoothing matrix prior
to comparison with unfolded results. This leads to a reduction in the unfolding bias introduced by regularization.
In addition, in many situations of practical interest (e.g., for QCD differential cross section calculations beyond the
leading order in perturbation theory) an algorithm for direct evaluation of p(x) is not available, and only a Monte
Carlo procedure for sampling from p(x) can be devised. Assuming that the theory sample is sufficiently copious, the
smoothing matrix can be used to construct p(x) estimate from the empirical density function of this sample in the
manner appropriate for subsequent comparison with unfolded observations.
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bound, the amount of information present in the observed data is insufficient to constrain them
with limited variance. The smoothing matrix introduces a reasonable assumption that the “nearby”
unfolded values should not be very different. This assumption shifts the bias-variance tradeoff of
the maximum likelihood estimate towards a strong reduction of the variance at the cost of a slight
increase in the estimator bias.
Finally, it should be noted that the error propagation formulae are simplified for doubly stochas-
tic smoothing matrices5. For such matrices, α(k) = 1 for all k and A = 0. This simplification is
important for software implementations utilizing sparse matrix algorithms as A is, generally, not
sparse.
5 Effective Number of Fitted Parameters
In various unfolding procedures, it is desirable to choose the regularization strength by an automatic
criterion amenable to simulation studies. A number of possible choices are based on the comparison
of the fit with the observed data. A least squares matching criterion is advocated, for example,
in [16] and [17]. In order to properly estimate the p-value resulting from the application of such
a criterion, one has to estimate the number of parameters used to fit the data.
We propose to estimate the number of fitted parameters from the effective rank of the matrix
KJJTKT. This proposal is based on the following argument6. The covariance matrix of the fitted
folded values (i.e., yˆi) is Vyˆ(V) = KUK
T = KJVJTKT. If, using polynomial series (e.g., Legendre
polynomials), one fits multiple independent samples of random points taken from the uniform
distribution, with the number of points per sample varying according to the Poisson distribution,
the rank of the covariance matrix of the fitted unnormalized density values calculated over these
samples equals the degree of the fitted polynomial plus one. This is precisely the number of
parameters of the fitted model. It does not matter how many abscissae are used to construct the
covariance matrix of the fitted values as long as the number of abscissae exceeds the degree of the
polynomial and the average number of points in the samples is “large enough”. While the model
fitted to the observed values by various unfolding procedures is not polynomial, some measure of
the rank of Vyˆ(I) = KJJ
TKT can still be identified with the number of model parameters.
The effective rank of a symmetric positive-semidefinite matrix (say, Q) can be estimated in at
least two different ways. The first one is the exponent of the von Neumann entropy [18] of Q/tr(Q).
In terms of the Q eigenvalues, ei, it is expressed as
7
erank1(Q) = exp
{
−
n∑
i=1
ei
‖e‖ ln
(
ei
‖e‖
)}
, ‖e‖ =
n∑
i=1
ei. (13)
The second definition finds the ratio of the matrix trace to the largest eigenvalue [19]:
erank2(Q) =
tr(Q)
max1≤i≤n ei
=
‖e‖
max1≤i≤n ei
. (14)
5These are the matrices with non-negative real elements satisfying the simultaneous conditions
∑m
q=1 Srq = 1 for
all r and
∑m
r=1 Srq = 1 for all q (i.e., each row and each column sum up to 1). Note that any reasonable smoother
should map the uniform density into itself and, therefore, satisfy the row summation conditions.
6One can also argue that the KJ matrix plays a similar role to the hat matrix in linear regression problems. This
leads to the same conclusion about the number of model parameters.
7Naturally, erank1(Q) is also the exponent of the Shannon entropy of the normalized eigenspectrum.
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It is not obvious a priori which effective rank definition will lead to better practical results for
different regularization strength selection criteria.
This method of calculating the effective number of parameters in the fit can be applied in
any unfolding procedure that supplies the matrix for propagating errors from the observed data
to the unfolded values. It should be noted that the effective number of fitted parameters can be
overestimated in case the bins in the observation space are only sparsely populated. A possible
adjustment of the method that can be applied in such cases is discussed in Section 7.3.
6 Choosing the Smoothing Parameters for the EMS Unfolding
For likelihood-based inference, a useful model selection principle is provided by the Akaike infor-
mation criterion (AIC) [20]. The AIC adjusted for the finite sample size is [21]
AICc = −2 lnL+ 2k + 2k(k + 1)
N − k − 1 , (15)
where L is the model likelihood, N is the sample size, and k the number of parameters in the
model. Selecting a model by minimizing AICc avoids overfitting by reaching a compromise between
complexity of the model and goodness-of-fit. On the use of AIC in density estimation scenarios
without deconvolution consult, for example, [22].
With the number of model parameters estimated by the method presented in the previous
section, application of the AICc to the EMS unfolding procedure is straightforward. The likelihood
is calculated in the assumption of Poisson distributed counts with means given by yˆi. If, for a one-
dimensional unfolding problem, the smoothing matrix is constructed utilizing a typical spatial
bandwidth parameter h then, for small h, k ∝ h−1 represents the effective number of independent
intervals in the support of p(x). In the absence of smoothing, the likelihood tends to a constant value
obtained with the Poisson means derived by iterating Eq. 4 to convergence. Therefore, for small
values of h, AICc is a decreasing function of h. At the same time, decrease in k is not so pronounced
for larger values of h while the likelihood is rapidly diminishing when h becomes comparable with
the typical spatial scale of the response function. Combined together, these dependencies result in
the AICc behavior which exhibits a minimum at some value of h.
The AICc criteria that correspond to the two different definitions of the effective rank will be
called EAICc (E in this abbreviation stands for “entropic”) and TAICc (T stands for “trace”). One
of these criteria can be optimized as a function of the bandwidth parameter(s) used to construct
the smoothing matrix.
Use of an effective rank to determine the number of model parameters leads to the requirement
that the number of discretization cells in the observation space y should be substantially larger
than this rank. This condition should be verified once the unfolding is performed with the optimal
smoother.
Data-dependent choice of regularization parameters introduces an additional uncertainty on
the unfolded results due to the variability of these parameters. While this uncertainty remains
a subject of recent [23] and, potentially, future studies, use of an automated criterion represents
a substantial improvement upon the subjective choice of regularization strength widespread in the
current unfolding practice in particle physics.
7
7 Simulation Results
7.1 Unfolding Simulation Setup
The concepts and the formulae discussed in the preceding sections are illustrated with two examples.
The first example density consists of two Gaussian peaks combined with the uniform distribution:
p1(x) = 0.2N (−2, 1) + 0.5N (2, 1) + 0.3U(−7, 7). U(a, b) stands for the uniform distribution on
the interval [a, b]. The support of this distribution mixture is restricted to the interval [−7, 7] in
the physical process space, truncating small fractions of the Gaussian tails outside of this interval.
The response function for this example is K1(y, x) = N (y − x, 1). This simulation setup was used
previously to investigate performance of a different unfolding technique [23]. The density used in
this example is illustrated in Fig. 1, together with the corresponding density q1(y) for the observed
data.
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Figure 1: The first example density.
The second density is a Pareto distribution restricted to the interval [50, 1000]: p2(x) = 4 ×
1012 x−5/(16 × 104 − 1). In this case, the response function is chosen as K2(y, x) = N (y − x, x).
This example emulates a differential cross section measurement of jet production in proton-proton
collisions, dσ/dpT , with jet transverse momentum resolution δpT /pT = 100%/
√
pT . Densities for
this example are shown in Fig. 2. For both examples, the observed space is limited to the same
interval as the physical process space in order to illustrate effects of imperfect detection efficiency
and to simplify plotting.
Points are drawn at random from the example densities in the physical process space, and
additional random shifts are added to the point coordinates by sampling the respective response
functions. In order to unfold the first example density, the space of observations is discretized into
100 uniformly spaced bins. The physical process space is split into 420 bins, so that the standard
deviation of the response function is 30 times larger than the bin width. For the second example,
the bin width is taken to be proportional to the width of the response function (i.e., the binning
is uniform in the
√
x variable). With 1000 bins in the physical process space, the response is
≈ 20 times wider than the bins. The same binning scheme (uniform in √y) is used for the observed
data, with 200 bins.
For the purpose of this study, the smoothing matrix is generated by discretizing the Green’s
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Figure 2: The second example density.
function of the homogeneous heat equation in one dimension with Neumann boundary conditions
(i.e., with boundaries not permeable to the heat transfer). This function is fully determined
by a single parameter: product of time, t, and thermal diffusivity, α. For the convenience of
presentation, the bandwidth parameter h used in this study is the standard deviation of the Green’s
function far away from the density support boundaries: h =
√
2αt. On the [0, 1] interval, this
function is given by8 G(z, ξ;h) =
∑∞
i=−∞
[N (z − ξ + 2 i, h2) +N (z + ξ + 2 i, h2)] with z, ξ ∈ [0, 1].
This function is illustrated in Fig. 3. For an arbitrary interval [a, b], the Green’s function values can
be obtained by appropriate shifting and scaling of its arguments, including the bandwidth. The z
variable maps to the row number of the smoothing matrix while ξ maps to the column number.
Multiplication of the smoothing matrix by a vector in the discretized physical process space thus
approximates the integral p smoothed(x) =
∫ 1
0 G(x, ξ;h) p(ξ) dξ.
As
∫ 1
0 G(z, ξ;h) dz =
∫ 1
0 G(z, ξ;h) dξ = 1, the smoothing matrix constructed in this manner
is doubly stochastic. All of its eigenvalues belong to the [0, 1] interval which guarantees conver-
gence of the EMS unfolding iterations. For the second example density,
√
x is used in place of the
Green’s function arguments z and ξ, so that the characteristic bandwidth of the smoothing matrix
is increasing concordantly with the response function resolution. Both the smoothing matrix con-
struction and the subsequent EMS unfolding are performed with the aid of the NPStat software
package [25].
Example unfolded results for random samples containing 10,000 simulated observations each
are shown in Fig. 4. In this figure, the unfolded densities are compared with the corresponding
physical process densities processed by the respective smoothing matrices.
In the simulation studies presented in this manuscript, EMS unfolding iterations are declared
converged upon reaching the iteration number k > 0 satisfying the condition
∑m
j=1
∣∣∣λ(k)j −λ(k−1)j ∣∣∣∑m
j=1
(
λ
(k)
j +λ
(k−1)
j
) ≤ ε2 ,
where m is the number of cells in the discretization of x space, and ε = 10−9. This condition results
in a typical relative difference between λ
(k)
j and λ
(∞)
j of the order ε. This value of ε is chosen so that
8This representation of the Green’s function is easily obtained by the method of images [24]. Due to very fast
convergence for small values of h, these series are better suited for numerical evaluation than the mathematically
equivalent trigonometric series derived by separation of variables.
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Figure 3: Example dependencies of G(z, ξ;h) on z for bandwidth h = 0.1 and three different values
of ξ indicated in the vertical axis labels (ξ at the boundary, not far from the boundary, and at the
interval center). For illustration purposes, in these plots the ratio of h to the length of the z, ξ
interval is significantly larger than the typical ratios employed in the unfolding examples. Individual
elements of the smoothing matrix are obtained by integrating G(z, ξ;h) over the corresponding
discretization cells ∆z ×∆ξ.
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Figure 4: Example unfolding results. Subscript s stands for “smoothed”. The smoothing matrix
bandwidth is h = 0.08 for the plot on the left (the first model) and h = 0.11 in the
√
x space
for the plot on the right (the second model). The filled black regions correspond to ±1 standard
deviation interval estimates. Poisson uncertainties on the observed event counts are propagated
to the unfolded results according to Eqs. 8 and 12. It is apparent that, for the second model, the
event sample size is insufficient to reconstruct the density reliably at large values of x.
the relative precision of yˆ evaluation (which is on the order of ε
√
m) is substantially better than 1/N
for all sample sizes considered. The dependence of the number of iterations needed for convergence
on the smoothing matrix bandwidth is illustrated in Fig. 5. Note that, for an implementation of the
EMS unfolding algorithm utilizing dense matrices, the computational complexity of each iteration
is O(m2) while the computational complexity of solving Eq. 8 is O(m3). Therefore, the iterative
stage dominates the computation time only for very small bandwidth values.
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Figure 5: Left: dependence of the average number of iterations needed for convergence, Niter,
on the smoothing matrix bandwidth for the first example distribution. 1,000 points per sample
were generated on average. Right: the same dependence for the second example distribution,
with 10,000 points per sample on average. The number of iterations does not change appreciably
from one simulated sample to another, so standard deviations would not be visible in these plots.
The decrease in Niter with increasing h is in qualitative agreement with the discussions of EMS
convergence rates in [7, 8].
7.2 Fixed Regularization Strength
For the coverage studies presented in this article, the total sample counts are allowed to fluctuate
according to the Poisson distribution with averages described in the text or in the figure captions.
The number of points actually generated is larger (on average, by factor 1/) because only the
points that end up inside the observation intervals after the addition of random shifts are counted.
Example densities processed by the smoothing matrix are used as references in coverage calculations
without bias correction (after bias correction the reference no longer matters).
The pointwise frequentist coverage of the EMS unfolding method is illustrated in Figs. 6 and 7 for
density estimation performed with fixed regularization strength. The expected frequentist coverage
of 68.3% by ±1 standard deviation intervals is recovered after correcting for the unfolding bias,
b(x). Bias is defined as the average difference between the unfolded result and the unnormalized
physical process density filtered by the smoothing matrix. Its dependence on x is illustrated in
Fig. 8 for the example densities. It is worth emphasizing that bias correction of this kind can be
used to validate covariance matrix estimates in simulation studies but cannot be performed when
the process density is not known in advance.
For the example densities under study, the component of the unfolding bias that belongs to
the effective nullspace of the response function is illustrated in Fig. 9. This component is, in some
sense, irreducible — information about it is destroyed and can not be recovered without introducing
further assumptions beyond those needed to regularize the problem. The irreducible bias is inherent
in all unfolding procedures and can be viewed as an argument against using unfolding methods in
the data analysis practice. Comparison of theoretical predictions with experimental results in the
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Figure 6: Pointwise frequentist coverage of the unfolding result for the first example density. 5,000
simulated samples are used, with 10,000 points on average per sample. The black vertical bars are
drawn at each x according to the binomial statistical uncertainty of the coverage determination
method. For the plot on the left, the bias correction is not performed. The smoothing matrix
bandwidth is fixed at h = 0.08. The red line is drawn at 68.3%.
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Figure 7: Pointwise frequentist coverage of the unfolding result for the second example density.
5,000 simulated samples are used, with 10,000 points on average per sample. For the plot on the
left, the bias correction is not performed. The smoothing matrix bandwidth is fixed at h = 0.11
in the
√
x space. Degradation of frequentist coverage above x = 250 is due to the breakdown of
the linear error propagation approximation for small samples. The fraction of the second example
distribution in the x > 250 region is 0.16%.
observation space avoids this issue altogether. However, due to the complexity and uniqueness
of large particle physics experiments, realistic response functions are not exactly known9, and
standards for developing and publishing response functions together with their uncertainties have
not been established yet.
9This lack of knowledge introduces systematic uncertainties on the unfolded results. Treatment of systematic
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Figure 8: Unfolding bias for the example densities, with 10,000 points on average per sample.
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Figure 9: Part of the unfolding bias that belongs to the effective nullspace of the corresponding
response function. Definition of this nullspace was given in Section 2. To make these plots, the
response function singular values were considered “small” if their ratios to the largest singular value
did not exceed 3× 10−8. This approximate cutoff is of the order ε√m.
As the expectation-maximization unfolding procedure is nonlinear, the frequentist uncertainty
coverage is also affected by the fidelity of the linear error propagation approximation. The break-
down of this approximation at high values of x for the second model is apparent from Fig. 7. The
effect of the sample size, N , on the first model is illustrated in Fig. 10. The difference between
Gaussian and Poisson distributions becomes more pronounced for smaller values of N , and the
influence of nonlinearities in the unfolding procedure is increased for smaller samples due to the
increase in the relative statistical uncertainty of the observation counts.
uncertainties is a complex subject which is beyond the scope of this article.
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Figure 10: Bias-corrected pointwise frequentist coverage of the unfolding results for the first example
density with N = 1, 000 points on average per sample (left) and with N = 100 points (right). The
smoothing matrix bandwidth is set to 0.2 for the left plot and to 0.8 for the right plot.
7.3 Adaptive Regularization Strength
For the EMS unfolding examples considered in this section, the regularization strength is defined
by the smoothing matrix bandwidth. As the bandwidth is increasing, the variance of the unfolded
result is decreasing at the cost of increase in the bias with respect to the true density. The optimal
tradeoff between the bias and the variance will, in general, depend on the manner in which the
unfolded results are to be used. If the results are to be compared with model distributions10
lacking high frequency components then larger bandwidth values may be preferred, as the variance
is reduced without loosing relevant information. On the other hand, a reduction in bandwidth
may be beneficial if the results are to be searched for sharp peaks. It should also be noted that,
although the width of the smoothing matrix is proportional to the width of the response function
everywhere in x for the examples considered in this section, other schemes of constructing the
smoothing matrix can be envisioned, possibly along the lines of variable-bandwidth kernel density
estimation techniques [26].
While the most relevant distance measure between a normalized density function, p(x), and
its estimate, pˆ(x), will be application-dependent, a simple and convenient distance is given by the
integrated squared error: ISE(p, pˆ) =
∫
(p(x)− pˆ(x))2dx. It may also be interesting to consider the
smoothed ISE (SISE) in which the original density is processed by the smoothing matrix before
comparison with the estimate. The mean integrated squared error (MISE) and the mean smoothed
ISE (MSISE) are, respectively, the ISE and the SISE averaged over many simulated samples. The
dependence of MISE and MSISE on the smoothing matrix bandwidth is illustrated in Fig. 11 for
the example densities considered.
The distributions of bandwidth values selected by the AICc criteria are shown in Fig. 12, and
the corresponding distributions of the effective number of model parameters used to fit simulated
observations are presented in Fig. 13. For the first example density (plots on the left), the
bandwidth value chosen by AICc is, on average, consistent with the bandwidth that would be
selected on the basis of MISE. For the second example, bandwidth choice based on AICc results
10It is assumed that for all such comparisons model densities are processed by the same smoothing matrix.
14
0 0.1 0.2 0.3 0.4 0.5
0
0.005
0.01
0.015
0.02
h
S
q
u
ar
ed
E
rr
or MSISE
MISE
0 0.05 0.1 0.15 0.2
0
0.005
0.01
0.015
h
S
q
u
ar
ed
E
rr
or MSISE
MISE
Figure 11: Left: dependence of MISE and MSISE on the smoothing matrix bandwidth for the
first example distribution. 1,000 points per sample were generated on average. Right: the same
dependence for the second example distribution, with 10,000 points per sample.
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Figure 12: Left: smoothing matrix bandwidth selected by the AICc criteria for the first example
distribution. 2000 samples are used, with 1,000 points per sample on average. Right: bandwidth
selected for the second example distribution. 2000 samples, 10,000 points per sample. It appears
that for both distributions there is no substantial difference between bandwidth values selected by
EAICc and TAICc.
in substantial oversmoothing. Due to a significant fraction of empty bins in the observation space
(57.8% on average for N = 10, 000), for this example the effective number of parameters in the
fit is overestimated. As this number is monotonously decreasing as a function of bandwidth, its
overestimation results in the shift of the AICc minimum towards increased bandwidth values.
A simple method of mitigating the effect of sparsely populated bins consists in scaling the
effective number of fitted parameters by the fraction of populated bins in the observed data11.
11The real intent of this method is to discard sections of the distribution support in the observation space which
have very low probabilities that any random point ends up inside them for the expected sample size, N . For a known
density, one can simply eliminate the lowest probability bins whose combined probability content does not exceed
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Figure 13: Distributions of the effective numbers of model parameters for the fits to the simulated
observations. The plot on the left corresponds to the first example density, and the plot on the
right to the second. While distributions of the erank1 and erank2 values (calculated, respectively,
according to Eqs. 13 and 14) are substantially different, the corresponding AICc criteria depend
not on the values themselves but rather on their derivatives with respect to the bandwidth.
Distributions of bandwidth values selected by the AICc criteria with this scaling are presented in
Fig. 14 for the second example density. This adjustment significantly improves the MISE-based
bandwidth selection performance of AICc. MISE and a few other useful characteristics of the EMS
unfolding method are summarized in Table 1 for several sample sizes.
The bias-corrected pointwise frequentist coverage of the uncertainty estimated according to
Eq. 12 is shown in Fig. 15. The effect of coverage reduction due to the data-dependent choice
of the regularization strength (i.e., the bandwidth) is apparent. The increase in the uncertainty
can be attributed to the dependence of the unfolding bias on the bandwidth. This dependence is
illustrated in Fig. 16. The coverage can be restored almost fully by subtracting, for each simulated
sample, the bias curve conditioned upon the bandwidth value used to unfold the sample. The effect
of this conditional bias correction is shown in Fig. 17.
In realistic data analysis scenarios, dependence of the unfolding bias on the regularization
strength is not known a priori, and the uncertainty must be adjusted by other means. A promis-
ing but computationally intensive approach consists in evaluating the uncertainty by simula-
tions [27, 23]. By analogy with a similar statistical technique utilized without deconvolution [28],
its application to EMS unfolding will be called “folded smoothed bootstrap”. In this method, the
estimate of the density of the observed data, qˆ(y), is derived from the unfolded result, pˆ(x), ac-
cording to Eq. 1. qˆ(y) is then sampled repeatedly, and all these samples are in turn unfolded so
that a collection of secondary unfolded results, ˆˆp(x), is generated. The result covariance matrix
is estimated from this collection12, possibly utilizing robust techniques [30]. It has also been sug-
gested that the difference between the ˆˆp(x) mean and pˆ(x) could be used to estimate the unfolding
a threshold of the order 1/N . The optimal way to proceed without such an a priori knowledge is not obvious. For
example, the simple approach proposed in the text breaks down in case the number of bins gets so large that the bin
width becomes comparable with the typical distance between two neighboring sample points.
12One can also construct a hybrid estimate in which the variances are coming from simulations while the correlation
coefficients are determined by error propagation.
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Figure 14: Distributions of the effective numbers of model parameters (left) and of the smoothing
matrix bandwidth (right) selected by the AICc criteria for the second example after correcting for
sparsely populated bins. The starting pile-up of bandwidth values at h = (
√
1000−√50)/1000 ≈
0.026 is due to the fact that the smallest bandwidth value considered was set to the width of one
bin in the discretized physical process space.
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Figure 15: Pointwise frequentist coverage for unfolded example densities with smoothing matrix
bandwidth selection by the EAICc (without adjustment for sparsely populated bins). The bias is
corrected by subtracting a single average curve from all unfolded results. On average, 1,000 points
per sample are used for the first model (left plot) and 10,000 points per sample are used for the
second model (right plot).
bias [23].
The pointwise frequentist coverage of the uncertainties obtained for the example distributions
by the folded smoothed bootstrap method with different bias correction schemes is presented in
Figs. 18 and 19. The regularization strength is chosen by EAICc. It appears that the method
provides an acceptable estimate of the variance. However, the utility of obtaining the bias correction
17
Table 1: Summary of the EMS unfolding performance for samples of average size N drawn from the
example densities. For N = 105, the number of bins in the discretization of both x and y spaces was
increased. h is the smoothing matrix bandwidth selected by EAICc. erank1 is the effective number
of model parameters calculated according to Eq. 13. For the second example density, erank1 is
adjusted for sparsely populated bins. Neigen is the number of principal components of the result
covariance matrix with frequentist coverage above 61.4% (i.e., at least 0.9 of the expected 68.3%),
determined with a bandwidth-dependent bias correction. The principal component coverage is
discussed further in Section 8. Values given for each example in the first four rows represent the
medians of the corresponding distributions and the ranges that cover 68.3% of the samples.
N 103 104 105
h 0.188+0.055−0.053 0.082
+0.014
−0.022 0.041
+0.005
−0.012
erank1 8.5
+0.6
−0.5 10.0
+0.5
−0.3 11.2
+0.6
−0.2
First ISE 2.7+2.4−1.3 × 10−3 5.9+8.0−3.0 × 10−4 1.4+2.7−0.7 × 10−4
example SISE 1.4+2.1−0.7 × 10−3 4.4+8.3−2.3 × 10−4 1.2+2.8−0.6 × 10−4
density MISE 3.7× 10−3 1.4× 10−3 3.0× 10−4
MSISE 2.6× 10−3 1.3× 10−3 2.9× 10−4
Neigen 11 14 17
h 0.120+0.035−0.043 0.065
+0.014
−0.019 0.031
+0.006
−0.007
erank1 7.1
+0.8
−0.6 13.1
+0.9
−0.7 20.9
+1.0
−0.8
Second ISE 8.5+7.8−4.0 × 10−3 3.9+2.5−1.7 × 10−3 1.9+0.9−0.7 × 10−3
example SISE 1.7+4.3−1.1 × 10−3 4.3+9.8−2.7 × 10−4 1.3+2.3−0.8 × 10−4
density MISE 1.1× 10−2 4.3× 10−3 2.0× 10−3
MSISE 4.4× 10−3 9.5× 10−4 2.3× 10−4
Neigen 9 24 34
from the bootstrap remains questionable13. In fact, such a bias correction introduces an additional
source of variability into the unfolding procedure and, for densities under consideration, leads to
a noticeable overall reduction in coverage.
8 Presentation of Unfolded Results
The uncertainties of the unfolded results can be presented in a convenient form by utilizing the
principal component analysis [31] of the result covariance matrix. Discretization of the physical
process space with a large number of bins avoids the dependence of the response function (and,
consequently, of the unfolded result) on the behavior of the physical process density inside each
13Similar observations have been made for bootstrap applications in nonparametric density estimation without
deconvolution [29].
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Figure 16: Unfolding bias for three different values of the smoothing matrix bandwidth for the first
example model with 1,000 points on average per sample (left) and the second model with 10,000
points on average (right).
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Figure 17: Coverage for bias subtraction conditioned upon selected bandwidth. The first example
distribution is on the left, and the second is on the right. A minor coverage deterioration is
noticeable for the first example in comparison with the left plot in Fig. 10. This deterioration can
be attributed to the assumption that S is fixed in the derivation of the error propagation formula
(i.e., Eq. 8). With the data-dependent choice of bandwidth, this assumption is no longer valid.
bin. At the same time, information content of large covariance matrices becomes an important
issue that needs to be explicitly addressed.
According to the Cramer-Rao bound, for unbiased estimators the largest amount of informa-
tion is associated with the smallest covariance matrix eigenvalues. The eigenvalue spectrum of the
covariance matrices of the unfolded results obtained with the simulations described in the previous
section is shown in Fig. 20. The spectrum decays quickly, so the amount of information associated
with the covariance matrices appears to be disproportionately large. This effect, however, is a con-
sequence of defining the covariance matrix for the complete set of m parameters λ
(∞)
j using a model
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Figure 18: Pointwise frequentist coverage for the folded smoothed bootstrap method. The first
example distribution is on the left (N = 1, 000 points per sample) and the second distribution is
on the right (N = 10, 000). 1,000 bootstrapped replicas are generated for each unfolded result. For
each bin of each sample, the uncertainty is defined as half of the difference between 84.13th and
15.87th percentiles of unfolded replica results in that bin (using asymmetric uncertainties makes
virtually no difference). For the top plots, bias correction was not performed. The plots at the
bottom were made by subtracting the known bandwidth-dependent bias, as in Fig. 17, which leads
to reasonable coverage properties.
with a substantially lower effective number of parameters. Regularization (by smoothing, as in the
EMS unfolding, or by other techniques) suppresses high frequency components of the unfolded
result, thus preventing unbiased estimation of these components. Variance of a biased estimator is
no longer subject to the Cramer-Rao bound, while the lack of coverage after bias correction can be
attributed to the imperfections of the linear error propagation approximation. On the other hand,
for sufficiently smooth densities, reasonable pointwise bias-corrected coverage is attained because
the combined variance of high frequency components is substantially smaller than the variance of
low frequency components not affected by regularization.
For the example densities considered in the previous section, frequentist coverage of the covari-
ance matrix principal components is illustrated in Figs. 21 and 22. To construct these figures, the
principal components of the covariance matrix returned by the unfolding procedure for each sim-
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Figure 19: Coverage for the folded smoothed bootstrap method with two bias correction schemes
that can be realized in practice. For the top plots, the subtracted bias is defined by the difference
between the ˆˆp(x) mean and pˆ(x). For the plots at the bottom, the bias is conditioned upon the
smoothing matrix bandwidth chosen by EAICc for the primary sample. Additional unfolding is
performed, with that bandwidth value only, for the same bootstrap replicas. The additional results
are averaged and used in place of ˆˆp(x) to define the bias. The estimate of the variance still comes
from the unfolding of the replicas with adaptive regularization strength.
ulated sample were arranged in the order of decreasing eigenvalues. This ordering determined the
“eigenvector number” represented by the horizontal axes on the plots. The difference between the
unfolded result (bias-corrected in case of Fig. 21) and the known “true” density processed by the
smoothing matrix was decomposed using the basis provided by the normalized eigenvectors. The
components of the difference in this basis were divided by their estimated standard deviations (i.e.,
square roots of the corresponding eigenvalues). The ratios with the same eigenvector number were
grouped together, and the fraction of the samples falling inside the [−1, 1] interval was determined
for the resulting distributions.
The lack of coverage by the principal components of the covariance matrix is also expected for
the unfolding procedures that utilize ad hoc binning. The author, therefore, suggests that statistical
uncertainties of data analysis results obtained with unfolding procedures should be presented by
publishing, electronically, the eigenvalues and the corresponding eigenvectors of the result covari-
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Figure 20: Average relative eigenspectra of the covariance matrices of the unfolded results for the
example densities considered in the previous section. The plot for the first example density is on
the left, with sample size N = 1, 000. The plot for the second example density is on the right,
with N = 10, 000. For both examples, the smoothing matrix bandwidth is chosen by EAICc (same
procedure as in Fig. 17). Before averaging, eigenvalues are sorted in the decreasing order and
divided by the largest one. For the left plot, covariance matrix dimensions are 420 × 420, so only
about 1/10th of the complete eigenspectrum is shown. For the right plot, matrix dimensions are
1000 × 1000. Three parts can be visibly discerned in each spectrum: the structure of the largest
eigenvalues (the left side of the curve) is dominated by the covariance matrix of the signal density,
sampling noise determines the middle part of the spectrum, and the onset of the numerical round-off
noise is apparent on the right.
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Figure 21: Frequentist coverage of the principal components of the covariance matrices of unfolded
results. The unfolding procedure and the simulated samples are the same as in Figs. 17 and 20.
ance matrix that are expected to possess proper frequentist coverage in the assumption that the
procedure is unbiased14. Table 1 hints that, in addition to the eigenspectrum shape, the effective
14The bias has to be accounted for by systematic uncertainties which can be presented in a similar manner.
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Figure 22: This is what happens to the principal component coverage if the bias correction is not
performed. The coverage breakdown for the second example density (on the right) is consistent
with the left plot in Fig. 7. There, the section with poor coverage coincides with the most populous
region in the support of the density.
number of model parameters corresponding to the AICc-selected bandwidth might be instrumental
in predicting how many principal components of the result covariance matrix will have appropriate
coverage. The rest of the statistical uncertainty should be bundled together into a single “over-
flow” set encompassing the orthogonal complement of these components. The formal variance of
this set is simply the difference between the trace of the result covariance matrix and the sum of
the eigenvalues for the principal components that have been specified explicitly. However, proper
frequentist coverage for this set is not guaranteed.
Such a decomposition of experimental uncertainty will provide specific diagnostic information
during comparisons of theoretical models with unfolded results, will be instrumental in tuning
model parameters, and will avoid spurious rejection of models due to inadequate coverage.
9 Conclusions
Due to a significant amount of arbitrariness associated with the choice of regularization method
and strength, attaining correct frequentist coverage is difficult for the unfolding procedures most
commonly employed in the particle physics data analysis practice. Use of wide bins in the physical
process space leads to a hard-to-quantify dependence of the discretized response function on the
assumed process density inside each bin.
The automated regularization optimization technique developed in this article addresses several
methodological issues in unfolding applications. It permits a fine-grained discretization of the
physical process space and enables the use of precise response functions not affected by prior
distribution assumptions. The choice of the regularization strength is based on a well-established
model selection criterion. The empirical success of this regularization choice and the expected
frequentist coverage of the resulting unfolding procedure are validated by simulations. The software
package implementing this type of unfolding is freely available [25]. The proposed presentation of
uncertainties is based on the expected coverage of the covariance matrix principal components
23
and offers a considerable improvement upon the common practice of providing just the diagonal
elements of the covariance matrix.
Accounting for the unfolding bias, and especially for the part of the bias that belongs to the
nullspace of the response function, remains a difficult problem. It is unclear whether this issue
could be adequately resolved within the unfolding paradigm. The ultimate solution will consist in
developing a standard for publishing experimental response functions for particle detector systems,
so that theory predictions could be compared with experimental spectra in the space of observations.
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