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In dieser Arbeit wird ein prototypisches Rhythmik-Videospiel fu¨r die Virtuelle Rea-
lita¨t konzipiert und entwickelt. Das Hauptmerkmal der Anwendung ist die automa-
tische Generierung der Spielrunde auf Grundlage der Analyse von Musikstu¨cken,
welche u¨ber eine freie Softwarebibliothek realisiert ist, die Audiodateien einlesen
und musikalische Merkmale extrahieren kann. Abschließend wird die Eignung der
generierten Spielinhalte in Bezug auf die Wahrnehmung der Musikstu¨cke durch den
Spieler evaluiert.
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1. Einleitung und Motivation
Die Virtuelle Realita¨t (Virtual Reality, VR), deren erste technologische Ansa¨tze
bereits in den 1960er Jahren [BC03, DBGJ13, GVT08] zu verzeichnen sind, erfreut
sich heutzutage immer gro¨ßerer Beliebtheit [Mur18]. Zuna¨chst konnte sich ein Markt
aufgrund hoher Kosten fu¨r den Nutzer nicht ausreichend etablieren [BC03, S. 10].
Mit der Einfu¨hrung von bezahlbaren head-mounted displays (HMD), beispielsweise
der HTC Vive1 im Jahr 2016 [Tea16], und zugeho¨rigen Eingabegera¨ten war jedoch
die Verbreitung im professionellen und privaten Bereich mo¨glich. Die Nutzung er-
streckt sich von virtuellem Operationstraining in der Medizin u¨ber Fu¨hrungen durch
historische Schaupla¨tze bis hin zu Fahrsimulationen [GVT08, S. 165–188], um nur
einen Bruchteil der Mo¨glichkeiten zu nennen.
Ein Gebiet der VR-Anwendung im Freizeitbereich stellen Videospiele dar. Das Rhyth-
mik-Videospiel Beat Saber2 za¨hlt zu den erfolgreichsten Virtual Reality Games auf
der Vertriebsplattform Steam3 [Gam18]. Kernmechanik ist das bereits aus Spielen
wie Guitar Hero4 oder Rockband5 bekannte Prinzip der Aktivierung bestimmter
Elemente in Korrelation zu einem Musikstu¨ck. Ziel von Beat Saber im Speziellen ist
das Erreichen mo¨glichst hoher Punktzahlen durch das rhythmische Zerschlagen von
Wu¨rfeln mittels Lichtschwertern [Ste18]. Der Spieler erha¨lt dafu¨r im virtuellen Raum
zwei verschiedenfarbige Lichtschwerter, deren Bewegungen an Hardware-Controller
gekoppelt sind, die in den Ha¨nden gehalten werden. Zu einem gewa¨hlten Musikstu¨ck
entstehen in der Ferne in einer der Lichtschwertfarben leuchtende Wu¨rfel, die sich
kontinuierlich auf den Spieler zubewegen, bis sie schließlich nah genug sind, um vom
farblich passenden Lichtschwert zerschlagen zu werden (siehe Abb. 1.1). Zusa¨tzlich
sind sie mit Pfeilen markiert, die eine Einschra¨nkung fu¨r die Schlagrichtung sym-
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Abbildung 1.1.: Screenshots vom Spielgeschehen in Beat Saber (Aus: [Ste18])
die Lichtschwerter vermieden werden muss. Die Platzierung und Markierung aller
Elemente in Beat Saber wurde dabei von den Entwicklern zu selbst komponierten
Musikstu¨cken fu¨r jeden Schwierigkeitsgrad manuell vorgenommen. Somit gibt es nur
eine kleine Auswahl von spielbaren Levels, die nicht durch den Import von Titeln
aus der eigenen Musikbibliothek erweitert werden kann. Die Arbeit bescha¨ftigt sich
damit, eine alternative Softwarelo¨sung fu¨r ein solches Rhythmik-Spiel zu schaffen,
welche die Levelgenerierung auf Grundlage der Analyse von Musikstu¨cken automa-
tisch vornimmt, um zu jedem beliebigen Lied spielen zu ko¨nnen.
1.1. Aufgabenbeschreibung
Im Fokus dieser Arbeit steht die Entwicklung einer prototypischen, zu Beat Saber
funktionsa¨hnlichen Anwendung, welche die ha¨ndische Platzierung durch automati-
sierte Levelgenerierung auf Basis einer Analyse der verwendeten Musikstu¨cke ersetzt.
Anhand von Merkmalen, wie beispielsweise dem Tempo, der Amplitude oder der
Frequenz an bestimmten Stellen einer Tonspur, sollen die zu zerschlagenden Wu¨rfel
in einem gewissen Tempo, Gro¨ße, Geschwindigkeit usw. zu entsprechend passen-
den Zeitpunkten generiert werden. Hierfu¨r findet zuna¨chst eine Untersuchung und
theoretische Auswahl mo¨glicher aus Audiomaterial extrahierbarer Merkmale unter
Beru¨cksichtigung ihrer Eignung im genannten Spielkontext statt. Anhand der erlang-
ten Erkenntnisse werden Kriterien fu¨r eine in Frage kommende Implementierung
abgeleitet. Diese dienen im Anschluss als Grundlage fu¨r einen Vergleich mehrerer
frei verfu¨gbarer Softwarebibliotheken zur Audioanalyse. Ziel ist es, die Bibliothek
zu finden, welche die Anforderungen am besten erfu¨llt. Damit wird anschließend
die Implementierung der prototypischen Anwendung zur Levelgenerierung als zen-
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tralem Bestandteil des Rhythmik-Spiels in der Unreal Engine6 unter Verwendung
der Programmiersprache C++ durchgefu¨hrt. Abschließend erfolgt eine Evaluation
der Tauglichkeit der gewa¨hlten Algorithmen bezu¨glich ihrer Funktionsfa¨higkeit im
Spielkontext mit einer repra¨sentativen Auswahl von Audiodateien verschiedener Mu-
sikgenres.
1.2. Kapitelu¨bersicht
Kapitel 1 gibt einen Einblick in die Motivation hinter dieser Arbeit und fu¨hrt den
Leser an die Problematik sowie die damit verbundene Zielsetzung heran.
Kapitel 2 baut wissenschaftliches und technisches Grundwissen auf, insbesonde-
re durch die Definition von Fachbegriffen, welches zum Versta¨ndnis der folgenden
Kapitel beitra¨gt. Der Fokus liegt hierbei auf dem Umgang mit der Unreal Engine
im Zusammenhang mit der HTC Vive in der Virtuellen Realita¨t. Grundlagen der
technischen Akustik werden ebenfalls vermittelt.
Kapitel 3 und Kapitel 4 befassen sich mit der Planung und Entwicklung des Pro-
totyps. Eine anfa¨ngliche Anforderungsanalyse und die anschließende Konzeption der
Softwarearchitektur sind no¨tige Mittel zur erfolgreichen Umsetzung des Programms.
Die Wahl der geeigneten Softwarebibliothek fu¨r die Audioanalyse wird ebenfalls
behandelt. Die Betrachtung der wesentlichen Implementierungsdetails geordnet nach
den verschiedenen Funktionsbereichen erfolgt in Kapitel 4.
In Kapitel 5 wird die Vorgehensweise zur Evaluation der Anwendung dargelegt. Die
durch Probandentests erhobenen Ergebnisse werden aufbereitet und interpretiert.
Kapitel 6 gibt einen retrospektiven Blick auf die Umsetzung der prototypischen
Anwendung. Außerdem werden die Kernproblematiken angesprochen, die bei der





Fu¨r die Umsetzung des geplanten Projektes ist die Auseinandersetzung mit zugrunde
liegenden Fachgebieten notwendig. Mit der Unreal Engine wird ein prototypisches
Rhythmik-Videospiel erstellt, welches mittels der Ein- und Ausgabegera¨te der HTC
Vive ein Erlebnis in der Virtuellen Realita¨t bieten kann. Die Analyse von Musikda-
teien zur automatischen Levelerstellung u¨bernimmt eine Softwarebibliothek, die sich
Prinzipien der technischen Akustik und Medienkodierung bedient. Dieses Kapitel
betrachtet theoretische Grundlagen aus den eben genannten Bereichen.
2.1. Virtuelle Realita¨t
Das Pha¨nomen der Virtuellen Realita¨t, als eine Schnittstelle zur Kommunikation
zwischen Computer und Mensch [BC03, S. 1], hat seit seiner Begriffsbildung unter-
schiedliche Definitionen aus verschiedenen Quellen erhalten [Bri09, S. 5]. Im Grunde





gegensa¨tzliche Adjektive handelt [Bri09, S. 6]. Weitere Begriffe, die in den 1990er
Jahren entstanden, sind virtual environment (deutsch virtuelle Umgebung) oder
synthetic environment (deutsch ku¨nstliche Umgebung) [GVT08, S. 1]. Sie mo¨gen
zwar zutreffender sein, allerdings hat sich weltweit die Bezeichnung Virtuelle Realita¨t
und dessen englische Version Virtual Reality mit der Abku¨rzung VR durchgesetzt,
weswegen diese im Folgenden Verwendung finden.
Mit dieser Wortscho¨pfung ging anfa¨nglich ein großes Erwartungsbild einher, welches
jedoch nicht erfu¨llt werden konnte und somit zerbrach.
”
Die Idee war, dass diese
Technologie erfundene Welten schaffen ko¨nnte, die von der realen Welt nicht zu un-
terscheiden wa¨ren“ [GVT08, S.1, U¨bers. durch Verfasser]. Die Technik war allerdings
dafu¨r nicht fortgeschritten genug. [GVT08, S.1]
Auch wenn die erstmalige Vorstellung von der Virtuellen Realita¨t zuna¨chst nicht um-
setzbar war und noch immer nicht ist, konnte daraus die Definition fu¨r die perfekte
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Virtuelle Realita¨t abgeleitet werden: Eine computergestu¨tzte Simulation der Welt
und die damit zusammenha¨ngende Erzeugung von Reizen, die auf den Menschen
wie in der realen Welt einwirken. Dabei mu¨ssen alle Interaktionsmo¨glichkeiten mit
der Welt erhalten bleiben und das System muss darauf in Echtzeit reagieren ko¨nnen.
Wichtige Komponenten, welche die Gesamtwahrnehmung des Menschen ausmachen,
sind das Sehen, das Ho¨ren, das Riechen, das Schmecken, das Erfu¨hlen und Tas-
ten, der Gleichgewichtssinn, die Ko¨rperempfindung, das Temperaturgefu¨hl und die
Schmerzempfindung. Sofern alle diese Empfindungen und Interaktionen realita¨tsnah
simuliert werden, ist dem Menschen nicht mehr bewusst, dass es sich um eine schein-
bare Wirklichkeit handelt. Es wird klar, dass ein solches Computersystem aufgrund
der hohen Anforderungen enorme Komplexita¨t und Rechenleistung vorweisen muss.
Ein perfektes VR-System – ein System aus Computer und Ein- und Ausgabegera¨ten
fu¨r die VR – gibt es deshalb noch nicht. [DBGJ13, S. 2–7]
Allerdings ist dies fu¨r die praktische Anwendung der heutigen VR-Technologie nicht
no¨tig. Vor allem in der Unterhaltungsindustrie wird sich ein Konzept mit dem Namen
willing suspension of disbelief zunutze gemacht. [DBGJ13, S. 8]
”
Menschen haben [demnach] die Eigenschaft in bestimmten Situationen
den augenscheinlichen Widerspruch einer virtuellen oder fiktiven Welt
zur Realita¨t auszublenden und dies auch zu wollen“. [DBGJ13, S. 8]
Ein VR-Videospiel muss also keine perfekte Illusion bieten, um vom Spieler als
unterhaltsam aufgefasst zu werden oder ihm das Gefu¨hl zu vermitteln, dass die
fiktive Welt echt sei. Andere Anwendungen haben nicht einmal den Anspruch an die
Realita¨tsna¨he und ko¨nnen trotzdem gewu¨nschte Informationen vermitteln.
Daher ko¨nnte eine Definition fu¨r die tatsa¨chliche Anwendung von Virtueller Realita¨t
in der heutigen Zeit folgendermaßen lauten: Die computergestu¨tzte Simulation einer
Umgebung, welche von einem Menschen als glaubwu¨rdig wahrgenommen werden
kann und die genug Interaktivita¨t aufweist, um gewisse Aufgaben auf effiziente und
angenehme Weise zu erfu¨llen. [GVT08, S. 2]
Der Grad der Trennung von Realita¨t und Simulation durch die Benutzerschnittstelle
– wie wenig also von der Wahrnehmung der realen Umgebung verbleibt – wird als
Immersion bezeichnet. Presence (deutsch Pra¨senz) hingegen beschreibt den psy-
chischen Zustand, dass der Nutzer sich selbst innerhalb der virtuellen Umgebung
wahrnimmt. Diese Faktoren spielen eine große Rolle im Erlebnis der Virtuellen
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Abbildung 2.1.: v. l. n. r.: Morton Heiligs Sensorama (1962) und
Ivan Sutherlands HMD (1968) (Aus: [GVT08, S. 5])
Realita¨t. In der Literatur werden der technische und mentale Aspekt oft unter
Immersion zusammengefasst. Im Weiteren sind diese aber fortwa¨hrend getrennt zu
betrachten. [GVT08, DBGJ13]
Wichtig fu¨r die VR ist, dass sich die gebotenen Wahrnehmungen und Interakti-
onsmo¨glichkeiten auf die vom VR-System bereitgestellte Oberfla¨che begrenzen und
reale Objekte davon unbeeinflusst bleiben. Abzugrenzen davon ist der Begriff der
augmented reality (AR), der bedeutet, dass zusa¨tzliche ku¨nstliche Reize vom Com-
putersystem bei der Perzeption der realen Umgebung durch den Nutzer simuliert
und hinzugefu¨gt werden.
”
Dabei kommt es zu einer Verschmelzung der Realita¨t mit
der Virtualita¨t“ [DBGJ13, S. 242]. Die Kombination beider Technologien nennt sich
mixed reality (deutsch gemischte Realita¨t). [DBGJ13, S. 241f.]
Im Laufe der Zeit wurden fu¨r die Umsetzung der Virtuellen Realita¨t diverse Tech-
nologien mit unterschiedlich hoher Immersion genutzt. Bereits in den 1960er Jahren
gab es Ansa¨tze zur Simulation der realen Welt unter Einbezug verschiedener Sinnes-
reize. [GVT08, S. 4]
7
2. Grundlagen
Mit dem Sensorama (siehe Abb. 2.1) schuf Morton Heilig 1962 eine Maschine zur
Simulation der Fortbewegung mit verschiedenen Fahrzeugen. Dabei wurden durch
die Darstellung von 3D-Aufnahmen von Fahrradfahrten, Motorradfahrten oder sogar
Helikopterflu¨gen und durch die Stereo-Beschallung und Generation von Wind und
Geru¨chen erstmals eine hohe Immersion und Pra¨senz erreicht. Allerdings bot diese
Erfindung durch die Absenz leistungsfa¨higer Computer keinerlei Interaktionsmo¨g-
lichkeiten und die
”
Nutzer war[en] [...][passive] Beobachter“ [GVT08, S. 5, U¨bers.
durch Verfasser]. Der wirtschaftliche Erfolg blieb aus. [GVT08, Bri09]
Kurz darauf brachte Ivan Sutherland weitere Fortschritte in der Technik der Virtu-
ellen Realita¨t. Er schrieb zuna¨chst 1965 ein Paper namens The Ultimate Display, in
dem er ausfu¨hrt, wie eines Tages Rechner dafu¨r genutzt werden ko¨nnen, in virtuelle
Welten einzutauchen [Sut65]. 1968 baute er dann das erste head-mounted display
(HMD, deutsch kopfmontierte Anzeige oder Datenhelm, siehe Abb. 2.1). Mit die-
sem Gera¨t konnte eine simple 3D-Szene betrachtet werden. Interaktion war durch
die Drehung des Kopfes mo¨glich, welche vom HMD erfasst wurde. Damit ließ sich
die Darstellung aus einem anderen Blickwinkel berechnen und anzeigen. [DBGJ13,
GVT08]
Bald zog das Unterfangen die Aufmerksamkeit des amerikanischen Milita¨rs und der
National Aeronautics and Space Agency (NASA) auf sich. Das Milita¨r war an gu¨ns-
tigeren Methoden fu¨r die Flugsimulation interessiert als fu¨r jedes Flugzeugmodell
einen eigenen Simulator zu bauen, der nur fu¨r die Dauer des Einsatzes des Modells
relevant war. Die NASA erhoffte sich realita¨tsnahe Simulatoren fu¨r die Ausbildung
von Astronauten, da die Herstellung von Weltraumbedingungen beinahe unmo¨g-
lich war. Mit diesem Ziel wurde das VIEW-Projekt (Virtual Interface Environment
Workstation) Anfang der 1980er Jahre ins Leben gerufen. [BC03, S. 6f.]
Zur gleichen Zeit begann das Bestreben, diese neue Technik zu kommerzialisieren.
Die von Jaron Lanier und Thomas Zimmermann gegru¨ndete Firma VPL Research
spezialisierte sich auf die Entwicklung von Hardware und Software fu¨r VR. Lanier hat
den Begriff der Virtuellen Realita¨t erstmals eingefu¨hrt und damit gepra¨gt. [GVT08,
Bri09, DBGJ13]
Das von VPL entworfene handschuha¨hnliche Eingabegera¨t DataGlove wurde in das
VIEW-Projekt integriert. In dessen Laufzeit entstanden außerdem ein HMD mit
Liquid Crystal Displays (LCD) und viele weitere Gera¨te zum Zweck der erho¨hten
Immersion. Das Ergebnis des Projektes war das erste VR-System, welches aber
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Abbildung 2.2.: Anwendungsfall einer CAVE1
aufgrund des Technologie-Standes noch immer nicht zufriedenstellend war. [GVT08,
Bri09, BC03, DBGJ13]
Ein weiterer Meilenstein fu¨r die Virtuelle Realita¨t war die Erfindung von elektro-
magnetischer Positionsverfolgung von der Firma Polhemus im Jahr 1989. In den
Folgejahren ging die Forschung auf alternative Darstellungsmo¨glichkeiten einer simu-
lierten Umgebung ein. Dabei entstand 1992 die CAVE (CAVE Automatic Virtual En-
vironment) an der University of Illinois. Dieses VR-System besteht aus vier Leinwa¨n-
den, die von außen von Projektoren bestrahlt werden. Leistungsfa¨hige Grafikrechner
berechnen dafu¨r stereoskopische Bilder (Begriffskla¨rung auf Seite 12). Der Nutzer
befindet sich innerhalb des Projektionswu¨rfels und erha¨lt ra¨umliche Sicht u¨ber eine
Brille (siehe Abb. 2.2). Damit konnte auf das Tragen von schweren HMD verzichtet
und zum ersten Mal eine hohe Auflo¨sung garantiert werden. Vor allem durch den
Umstand, dass sich der Benutzer darin frei bewegen und seinen eigenen Ko¨rper
betrachten konnte, wurde mit CAVE eine starke Pra¨senz erzielt. Das gemeinsame
Erlebnis durch mehrere Personen war ebenfalls mo¨glich. [Bri09, GVT08, DBGJ13]
Das Tracking-System von Polhemus wurde spa¨ter zuerst von Ultraschall-Tracking
und um 2000 von Infrarot-Tracking abgelo¨st [DBGJ13, S. 21]. Ab diesem Zeitpunkt
fand Virtuelle Realita¨t bereits in verschiedenen Bereichen wirtschaftliche und pro-
duktive Anwendung. [Bri09, S. 12]
Einen erheblichen Anstieg der Popularita¨t der Technologie im Privatbereich gab es




Systeme, namentlich Samsung Gear VR2 (November 2015, $99 [VR15]), Oculus Rift3
(Ma¨rz 2016, $599 [VR16]), HTC Vive (April 2016, $799 [Tea16]) und PlayStation
VR4 (Oktober 2016, $399 [Pla16]). Allerdings ist keines der genannten Systeme
ein vollsta¨ndiges VR-System; die Computer zur Simulation und die Simulationen
(Anwendungen) selbst sind nicht im jeweiligen Produkt enthalten. Beispielweise ist
PlayStation VR nur mit einer PlayStation 4 5 kompatibel und das Samsung Gear VR
beno¨tigt ein passendes Samsung6-Smartphone zur Simulation sowie zur Anzeige der
VR-Inhalte. Wegen der ohnehin schon breiten Verfu¨gbarkeit von leistungsfa¨higen
Personal Computers (PC), Smartphones und Spielekonsolen ließ sich der Vertrieb
einzelner VR-Systemkomponenten realisieren. Hauptsa¨chlich beinhalten die Produk-
te ein HMD und eventuell Positionsverfolger und/oder Eingabegera¨te (Controller)
fu¨r die Interaktion in der VR. Zusammen mit den fehlenden Komponenten wird
eine hoch immersive Erfahrung geboten und abha¨ngig von der Anwendung auch
eine hohe Pra¨senz erreicht.
Gegenstand der vorliegenden Arbeit war die Entwicklung einer Anwendung fu¨r das
VR-System HTC Vive. Der folgende Abschnitt gibt einen U¨berblick u¨ber dessen
Funktionen.
2.2. HTC Vive
Die HTC Vive ist ein VR-System, das aus der Kooperation zwischen den Firmen
HTC 7 und Valve8 hervorgegangen ist. Im April 2016 erschien die erste Consumer
Edition [Tea16], die den Privatkonsum von VR-Anwendungen mittels des von Valve
vero¨ffentlichten Softwaretools SteamVR9 ermo¨glicht. Es handelt sich hierbei um ein
unvollsta¨ndiges VR-System, da zur Nutzung zusa¨tzlich ein leistungsfa¨higer PC mit
der SteamVR-Software und den VR-Inhalten beno¨tigt wird. Die Valve-eigene Ver-
triebsplattform Steam bietet dafu¨r hauptsa¨chlich Videospiele zum Kauf an. Damit











Abbildung 2.3.: Komponenten der HTC Vive (Aus: [Tea16])
Einstieg in den VR-Markt. Das Produkt mit einem anfa¨nglichen Kostenpunkt von
799 US-Dollar [Tea16] entha¨lt folgende Hauptkomponenten:
• ein Headset, ein head-mounted display (siehe Abb. 2.3 Mitte) [HTC18]
• zwei Controller, welche den gro¨ßten Teil der Interaktion mit der VR ermo¨g-
lichen (siehe Abb. 2.3 rechts und links unten) [HTC18]
• zwei Basis-Stationen, die zur Positionsverfolgung der anderen Komponenten
notwendig sind (siehe Abb. 2.3 rechts und links oben) [HTC18]
Die HTC Vive erlaubt die Bewegung des Nutzers in einem vordefinierten Bereich von
maximal 4.5 x 4.5 Metern. Dabei wird jede Positions- und Rotationsa¨nderung des
Headsets oder der Controller pra¨zise durch das SteamVR Tracking erfasst und an die
Anwendung weitergegeben. Das SteamVR Tracking ist eine von Valve entwickelte
Technologie zur Infrarot-Positionsermittlung und ist Bestandteil des SteamVR. Die
beiden Basis-Stationen werden an gegenu¨berliegenden Ecken der VR-Zone aufge-
stellt und tasten diese kontinuierlich mit Infrarot-Signalen ab, welche von Sensoren
in den Einbuchtungen des Headsets und der Controller (siehe Abb. 2.3 Mitte und un-
ten) empfangen werden [NLL17, S. 3]. Die Verzo¨gerung zwischen Signalemission und
-aufnahme ist ausschlaggebend fu¨r die Rekonstruktion der Position und Ausrichtung
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der Gera¨te [NLL17, S. 3]. Um Verletzungen oder die Zersto¨rung von Gegensta¨nden
im Umfeld zu vermeiden, ist das SteamVR Tracking mit einem Sicherheitssystem,
dem Chaperone system (deutsch Aufpasser-System), ausgestattet. Das Chaperone
system warnt den Anwender in der Virtuellen Realita¨t mit einem Lichtgitter, wenn
dieser die Bereichsgrenzen zu u¨bertreten droht. Die U¨bersetzung von Bewegungen
in der realen Welt zu Bewegungen in der virtuellen Welt ist Kern der Interaktivita¨t
des VR-Systems. [HTC18]
Weitere Interaktionsmo¨glichkeiten bieten die Controller mit ihren zahlreichen Kno¨p-
fen. Dazu za¨hlt der Trigger an der Unterseite, der mit dem Zeigefinger bedient wird
und bis zu seinem Tiefpunkt beliebig weit gedru¨ckt werden kann. Damit lassen
sich beispielsweise verschiedene Stufen der Hando¨ffnung bzw. -schließung in die VR
u¨bertragen. Zwei Daumentasten auf der Oberseite, die System- und die Menu¨taste,
sowie die Grip-Taste fu¨r den Mittel- und/oder Ringfinger an der rechten oder linken
Seite (abha¨ngig davon, welche Hand den Controller ha¨lt), kennen dahingegen nur
zwei Zusta¨nde – gedru¨ckt oder unbeta¨tigt. Das runde Trackpad zwischen System-
und Menu¨taste fungiert in vier Richtungen als Knopf und registriert zusa¨tzlich
die Auflageposition des Daumens auf seiner Kreisoberfla¨che. Wie die Tasten in
der virtuellen Welt genutzt werden, ha¨ngt von der jeweiligen VR-Anwendung ab.
Die Controller unterstu¨tzen außerdem haptische Reizu¨bermittlung und somit die
Bereicherung des VR-Erlebnisses um die Wahrnehmung mit einem weiteren Sinn.
Die Kno¨pfe und das SteamVR Tracking erlauben freie und intuitive Aktionen im
virtuellen Raum. [HTC18]
Das Headset wird am Kopf befestigt und ist fu¨r die Visualisierung der Virtuellen
Realita¨t verantwortlich. Hauptbestandteil des HMD ist der Bildschirm mit einer Auf-
lo¨sung von 2160 x 1200 Pixeln und einer Bildwiederholrate von 90 Hertz [HTC18].
Diesen tra¨gt der Nutzer brillena¨hnlich vor dem Gesicht, wobei jedes Auge eine Ha¨lf-
te der Bildschirmfla¨che zugeteilt bekommt und dessen Sicht nach außen komplett
versiegelt wird. Mit den beiden Teilbildschirmen wird durch die Technik der Stereo-
skopie ein ra¨umlicher Eindruck von der virtuellen Welt vermittelt. Dafu¨r berechnet
der Computer pro Frame zwei Bilder aus leicht versetzter Perspektive (ungefa¨hr
im Abstand zweier Augen), die auf je einer Bildschirmha¨lfte angezeigt werden. Das
Gehirn des Anwenders verarbeitet diese dann wie gewo¨hnliches dreidimensionales
Sehen. Mit dem SteamVR Tracking werden alle Kopfbewegungen und -rotationen
erkannt und anschließend erfolgt die Berechnung des Bildes mit neuem Ausgangs-
punkt und Blickwinkel. Fu¨r den Nutzer ist also die Bewegung im Raum und das
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Umsehen intuitiv mo¨glich und die VR reagiert darauf in Echtzeit. Dadurch erzielt
das VR-System eine hohe Pra¨senz und Immersion. Letztere kann mit der Nutzung
von Ko¨pfho¨rern mit Rauschunterdru¨ckung erho¨ht werden.
Fu¨r Entwickler von VR-Inhalten besteht die Notwendigkeit, Hardwarekomponenten
eines VR-Systems anzusprechen. Fu¨r die HTC Vive stellt SteamVR die Schnittstelle
zwischen einer Anwendung und den Gera¨ten dar. Moderne Game Engines wie die
Unreal Engine 4 unterstu¨tzen bereits die Entwicklung von Videospielen fu¨r die HTC
Vive. In den Fa¨llen u¨bernimmt die Engine die Kommunikation mit SteamVR und
bietet eigene Methoden fu¨r den Zugriff auf die VR-Komponenten. So lassen sich
etwa Input-Events so abfragen, wie es fu¨r die jeweilige Engine u¨blich ist, oder
bequem die Bewegung der Kamera oder anderer Objekte in der VR mit denen der
HTC Vive verknu¨pfen. Neben dem Auslesen von Eingaben ist auch die Ansprache
gewisser Gera¨tefunktionen, beispielsweise das Auslo¨sen der taktilen Ru¨ckmeldung,
fu¨r manche VR-Anwendungen unabdingbar und deshalb ebenfalls in die Engines
integriert.
Die HTC Vive ist nach den Betrachtungen als immersives VR-System zu verstehen,
welches den Anforderungen an die Virtuelle Realita¨t in der modernen Unterhaltung
gerecht wird. Fu¨r die Umsetzung des Vorhabens dieser Arbeit mit der Unreal Engine
stellt es mit SteamVR die no¨tige Schnittstelle zwischen Hardware und Software
zur Verfu¨gung. Nachfolgend erha¨lt der Leser eine grundlegende Einfu¨hrung in die
Entwicklung von Videospielen in der Unreal Engine und in die Besonderheiten bei
der Entwicklung fu¨r VR.
2.3. Unreal Engine
Unreal Engine ist eine von der Firma Epic Games10 vero¨ffentlichte Entwicklungsum-
gebung fu¨r Echtzeitanwendungen oder auch Game Engine, da u¨berwiegend Video-
spiele damit geschaffen werden. Als solche bietet sie dem Entwickler eine Vielzahl von
Werkzeugen zur Realisierung eines Projektes. Die aktuelle vierte Iteration sowohl
privat als auch kommerziell bis zu einer gewissen Gewinnho¨he kostenfrei und voll-
sta¨ndig nutzbar. Epic Games selbst setzen ihre Engine zur Spieleentwicklung ein. So




Battle Royale11, ein Schießspiel mit Sicht aus dritter Person auf den gesteuerten
Charakter.
Zu den Funktionalita¨ten der Unreal Engine 4 za¨hlen . . .
• . . . fotorealistisches Rendering, d. h. Berechnung und Darstellung von 3D-Ob-
jekten, in Echtzeit ohne Performanzeinbuße. [Epi18]
• . . . die Verbindung von der Programmiersprache C++ und der visuellen Skript-
erstellung Blueprint oder die Auswahl einer Variante, um der Anwendung
Funktionalita¨t zu geben. [Epi18]
• . . . diverse Editoren fu¨r die Erstellung von hochqualitativen visuellen Inhalten,
beispielsweise Materialien oder Partikelsysteme. [Epi18]
• . . . Editoren fu¨r Animationen und Videosequenzen. [Epi18]
• . . . die Unterstu¨tzung von Virtueller und Augmentierter Realita¨t [Epi18], vor
allem von SteamVR, was eine Voraussetzung fu¨r die Umsetzung des prototy-
pischen Rhythmik-Videospiels fu¨r die HTC Vive ist.
• . . . ein System fu¨r die Nutzung von AI (artificial intelligence, deutsch ku¨nstli-
che Intelligenz). [Epi18]
• . . . die Erweiterbarkeit der Engine durch Plugins und Eingriff in den Quell-
code. [Epi18]
Es ist zu erkennen, dass es sich hierbei um eine sehr umfangreiche Entwicklungs-
umgebung handelt, die sich laut Epic Games weltweit bewa¨hrt [Epi18]. Manche der
Features sind in vergleichbaren Game Engines gar nicht oder nur u¨ber Plugins, die
nicht von den Entwicklern der Engine gepflegt werden, nutzbar.
Die Installation der Unreal Engine 4 erfolgt u¨ber ein Programm namens Epic Games
Launcher12 (siehe Abb. 2.4), welches die zentrale Plattform fu¨r die Installation von
Produkten der Firma ist. Dort ist neben dem Download der Engine auch der Zugriff
auf Neuigkeiten oder Webseiten fu¨r Meinungsaustausch und Hilfestellungen u¨ber den
Reiter Community mo¨glich. Eine Anbindung an alle von Epic Games bereitgestellten






Abbildung 2.4.: Der Reiter Library der Unreal Engine im Epic Games Launcher
Inhalte kaufen, verkaufen oder kostenlos herunterladen. Damit la¨sst sich bei der
Entwicklung Zeit sparen, indem beispielsweise generische Klangeffekte nicht selbst
geschaffen werden mu¨ssen. Im Reiter Library (siehe Abb. 2.4) sind die installierten
Engine-Versionen sowie alle vorhandenen Projekte und gekauften Inhalte einzusehen.
Die aktuelle Version der Unreal Engine hat die Nummer 4.20.3 und findet in dieser
Arbeit Verwendung. Fru¨here Versionen ko¨nnen u¨ber das
”
+“-Symbol hinzugefu¨gt
werden und auf einem Rechner gleichzeitig installiert sein. Beim Umgang mit meh-
reren Projekten ist das essentiell. Ein Projekt ist in diesem Zusammenhang eine
Einheit, die mitunter alle Mediendateien und die Programmlogik einer Anwendung
strukturiert bu¨ndelt und als Schnittstelle zwischen Engine und Dateisystem dient.
Die Bearbeitung eines Projektes in einer anderen als der zu seiner Erstellung genutz-
ten Version der Engine ist nicht empfehlenswert und bringt anfa¨nglichen Aufwand
mit sich.
Die Hauptarbeitsfla¨che in der Unreal Engine 4 ist der Level-Editor. Dieser wird stan-
dardma¨ßig mit dem Projekt geo¨ffnet. Es folgt eine Erkla¨rung aller in Abbildung 2.5
nummerierten Teilbereiche des Level-Editors :
1. Die Tab- und Menu¨leiste sind immer am oberen Rand zu finden. Die
Tabs (deutsch Registerkarten oder Reiter) sind neben dem Logo aufgelistet
und repra¨sentieren in Benutzung befindliche Editoren. Ein Editor ist in der
Unreal Engine 4 ein Fenster, das Funktionen zur Erstellung oder Anpassung
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Abbildung 2.5.: Level-Editor der Unreal Engine 4
bestimmter Anwendungsinhalte zur Verfu¨gung stellt. Der zugeho¨rige Tab tra¨gt
den Namen des in Bearbeitung befindlichen Inhaltes. So ist der Reiter fu¨r den
Level-Editor nach einem Level benannt. Levels oder auch Maps sind Datei-
en, die Informationen u¨ber die Positionierung von Objekten im Raum sowie
deren Eigenschaften und Beziehungen zueinander definieren. Mit einem Level
la¨sst sich zum Beispiel die Simulation fu¨r eine Virtuelle Realita¨t umsetzen.
Außerdem gibt die Tableiste den Namen des Projektes an und erlaubt den
Abruf von Tutorials innerhalb der Engine. Die Menu¨leiste entha¨lt Menu¨punkte
zugeschnitten auf den jeweils geo¨ffneten Editor.
2. Die Werkzeugleiste bietet wichtige Funktionen zur Arbeit mit dem geo¨ffne-
ten Editor in Form von u¨bersichtlichen Kno¨pfen mit Bild und Text. Hier gibt
es unter anderem die Mo¨glichkeit, A¨nderungen am Level zu speichern, Qua-
lita¨tseinstellungen vorzunehmen, Beleuchtung neu zu berechnen, den C++-
Code zu kompilieren oder das Level zu simulieren oder zu testen. Ein kleiner
Pfeil rechts neben einem Knopf gewa¨hrt Zugriff auf alternative Aktionen oder
Zusatzoptionen.
3. Im Viewport-Panel erfolgt die Bearbeitung des Levels. In einem oder mehre-
ren Viewports werden die Weltobjekte auf unterschiedliche Weise dargestellt.
Das Layout legt fest, wie viele Viewports in welcher Anordnung gezeigt werden,
sofern nicht eines davon auf die Gro¨ße des Viewport-Panels maximiert ist.
Die Menu¨s in der linken Ha¨lfte des oberen Randes sind neben der Layout-
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Einrichtung zum Großteil fu¨r die Einstellung der Projektionsart und fu¨r das
Filtern der Anzeige gedacht. So kann etwa in einem Viewport die Map per-
spektivisch und in voller Beleuchtung dargestellt werden und in einem anderen
mittels einer Draufsicht auf Drahtgittermodelle. Das Viewport-Panel wird ins-
besondere dazu verwendet, sichtbare und unsichtbare Objekte in das Level zu
platzieren und sie u¨ber Translation, Rotation und Skalierung mittels sogenann-
ter Handles (deutsch Anfasser, siehe bunte Pfeile am Tischfuß in Abb. 2.5) zu
manipulieren. Einstellungen fu¨r diese Manipulationsarten – wie die diskrete
anstelle der kontinuierlichen Werta¨nderung – werden in der rechten Ha¨lfte des
oberen Viewport-Randes vorgenommen. In der Unreal Engine tragen diese
Objekte den Namen Actor und erben von der gleichnamigen C++-Klasse,
welche die Grundlogik fu¨r die Existenz in einem Level mit sich bringt. In
der unteren linken Ecke befindet sich ein Referenz-Weltkoordinatensystem fu¨r
den simulierten Raum und in der unteren rechten Ecke eine Auffu¨hrung des
Namens des im Viewport dargestellten Levels. Die Navigation im aktiven View-
port ist mit Maus und Tastatur mo¨glich. Das Viewport-Panel ist außerdem die
standardma¨ßige Anzeige fu¨r das Testen der Anwendung, wobei auch das O¨ffnen
eines gesonderten Fensters fu¨r diesen Zweck bevorzugt werden kann.
4. Die Hierarchie der im Level befindlichen Actors ist in der World Outline
abgebildet. Actors ko¨nnen dort so miteinander verknu¨pft werden, dass sich
ein Actor dem anderen unterordnet und sich in gleichem Maße a¨ndert, so-
fern eine Manipulation auf dem u¨bergeordneten Actor stattfindet. Eine solche
Hierarchie tra¨gt die Bezeichnung parent child relationship (deutsch Eltern-
Kind-Beziehung) und ist per Ziehen und Loslassen einzurichten. Es ist zudem
mo¨glich, Ordner in der World Outline anzulegen, um Actors zu gruppieren. Die
Suchleiste am oberen Rand erlaubt eine Filterung aller Eintra¨ge nach einem
eingegebenen Begriff und die darunterliegende Leiste das Sortieren nach den
aufgefu¨hrten Kategorien. Die Augensymbole auf der linken Seite repra¨sentieren
die Sichtbarkeit der Actors im Level bzw. im Viewport. Bestimmte Unterklas-
sen von Actor haben in der World Outline vor ihrem Namen spezielle Symbole
passend zu deren Funktion. Ein Beispiel dafu¨r ist das Lautsprechersymbol
fu¨r Audio-Actors. Die World Outline ist insoweit mit anderen Komponenten
des Level-Editors verbunden, dass die Auswahl eines Eintrages zur Auswahl
des entsprechenden Actors in allen anderen Bereichen fu¨hrt und umgekehrt.
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Zum Beispiel wird beim Klick auf den Tisch im Viewport dieser auch in der
Gliederung angewa¨hlt.
5. Unter der World Outline befindet sich das Details-Panel. Wie der Name
bereits andeutet, ist diese Komponente fu¨r die Anzeige von Details, genauer
genommen die der Actors, zusta¨ndig. Sobald in einer anderen Komponente ein
Actor selektiert wird, werden hier alle seine a¨nderbaren Eigenschaften aufgelis-
tet. Im oberen Teil befinden sich Kno¨pfe fu¨r das Hinzufu¨gen von Components
und fu¨r die Konvertierung des Actors in eine Blueprint-Klasse. Components
und Blueprints (deutsch Blaupausen) sind wichtige Konzepte beim Umgang
mit der Unreal Engine. Components erweitern die Funktionalita¨t eines Actors
und ko¨nnen ohne diesen nicht existieren. Standardma¨ßig besitzen Actors eine
SceneComponent oder eine Component, welche von SceneComponent erbt.
Diese versorgt den Actor mit den no¨tigen Daten zur Koordinatentransformati-
on im Level. Blueprint-Klassen, kurz Blueprints, sind Dateien, die Actors und
ihre Components zu einer Einheit zusammenfassen und deren Wiederverwen-
dung ermo¨glichen. Außerdem kann einem Blueprint Programmlogik mit Hilfe
der visuellen Skripterstellung angefu¨gt werden. Die Bearbeitung von Blueprint-
Klassen erfolgt im gesonderten Blueprint-Editor. Handelt es sich beim betrach-
teten Actor um einen Blueprint, so wird im Details-Panel der blaue Knopf zur
Konvertierung durch einen Knopf zur O¨ffnung des Blueprint-Editors ersetzt.
Unter den Kno¨pfen befindet sich eine Suchleiste, welche die darunterliegende
U¨bersicht u¨ber die dazugeho¨rigen Components nach einer Eingabe filtern la¨sst.
Die Component-U¨bersicht ist wie die World Outline hierarchisch aufgebaut
und fu¨hrt neben den Components auch deren Actor auf. Die erste und oberste
Component wird als RootComponent (deutsch Wurzelkomponente) bezeichnet
und definiert die Transformation des gesamten Actors in der Map. Unter der
Gliederung sind alle variablen Eigenschaften der jeweils markierten Component
oder des Actors innerhalb klappbarer Kategorien verzeichnet. So ist nach Aus-
wahl des Tisch-Actors eine Verschiebung dessen u¨ber Location in der Kategorie
Transform mo¨glich. Eine Suchleiste sowie weitere Filtermo¨glichkeiten sind hier
ebenfalls vorhanden.
6. Der Inhaltsbrowser ermo¨glicht den Zugriff auf das Projekt im Dateisystem.
Es ko¨nnen neue Dateien hinzugefu¨gt und Ordnerinhalte eingesehen werden.
Das Einbringen von außerhalb des Projektes existierenden Inhalten ist u¨ber
den Import-Knopf mo¨glich. Mit Save All lassen sich A¨nderungen auf allen
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Dateien gleichzeitig speichern. Die Navigation durch die Ordnerstruktur ver-
ha¨lt sich wie im Windows-Explorer. Beim Doppelklick auf kompatible Dateien
o¨ffnet sich ein geeigneter Editor der Engine, wobei fu¨r C++-Klassen in den
Projekt-Einstellungen ein externer Code-Editor festgelegt ist. Sowohl Actors
als auch Blueprints sind per Ziehen und Loslassen im Level instanzierbar.
7. Das Modes-Panel stellt verschiedene Modi zur Bearbeitung der Map zur
Verfu¨gung. Es besitzt insgesamt fu¨nf Tabs, die unterschiedliche Werkzeuge
darstellen. Der erste Reiter wird fu¨r die Platzierung von Actors und Blue-
prints in das Level genutzt. Dies funktioniert wie im Inhaltsbrowser, allerdings
sind hier alle platzierbaren Inhalte nach Kategorien vorsortiert. Die weiteren
Registerkarten sind fu¨r die Texturierung und Kolorierung von Objekten, das
Sculpting von Landschaften, die Kreation von Vegation und die Anpassung
von Objektgeometrien zusta¨ndig.
Abschließend ist anzumerken, dass es sich bei den eben vorgestellten Komponenten
des Level-Editors nicht um den vollen Umfang handelt. Es ko¨nnen weitere nu¨tzli-
che Werkzeuge, wie beispielsweise der Sequencer zum Anlegen und Bearbeiten von
Videosequenzen, an beliebige Stellen des Editors gelegt werden oder als Tab einem
bereits genutzten Teilbereich angefu¨gt werden, wobei immer nur ein Tab aktiv die
Fla¨che einnimmt. Es ist zudem in vielen Fa¨llen mo¨glich, u¨ber einen Rechtsklick
kontextsensitive Menu¨s aufzurufen. So ko¨nnen beispielsweise im Inhaltsbrowser mit
einem Rechtsklick neue Inhalte wie C++-Klassen hinzugefu¨gt werden. Die Nutzung
fremder C++-Softwarebibliotheken ist durch das Kopieren des Quellcodes in die
Projektordner ohne Probleme mo¨glich, sofern sie nicht auf andere Bibliotheken ver-
weisen.
Die Entwicklung von VR-Anwendungen fu¨r die HTC Vive wird von der Unreal
Engine 4 seit einigen Versionen unterstu¨tzt. Dafu¨r ist bereits das SteamVR-Plugin
vorinstalliert. Um eine Vorschau des Levels in VR freizuschalten, muss zuna¨chst das
SteamVR auf dem System installiert und gestartet werden und die Komponenten der
HTC Vive angeschlossen und mit SteamVR eingerichtet werden. Dann erkennt die
Engine automatisch die Hardware und unter dem Play-Knopf in der Werkzeugleiste
erscheint die VR-Vorschau-Option, mit der die Map getestet werden kann. Fu¨r den
Zugriff auf die Gera¨te u¨ber C++-Code oder Blueprints stellt die Unreal Engine




Die Unreal Engine 4 ist somit eine geeignete Entwicklungsumgebung fu¨r die Erstel-
lung des Rhythmik-Videospiels unter dem Gesichtspunkt, dass es fu¨r die Virtuelle
Realita¨t und unter Einbezug einer freien Softwarebibliothek zur Audioanalyse ent-
wickelt wird.
2.4. Rhythmik-Videospiele
Die Videospieleindustrie hat ihre Anfa¨nge im Jahr 1961, in dem das erste interaktive
Computerspiel Spacewar von Steve Russell entwickelt wurde. In einer Zeit, in der
Spielehallen gut besucht waren, wurde damit experimentiert, die spielerischen Un-
terhaltungsmo¨glichkeiten auf neuartige Medien auszubreiten. Einen großen Erfolg
konnte dabei die Firma Atari mit dem Spieleautomaten Pong in den 1970er Jahren
erzielen. Mit dem Vertrieb von Spielekonsolen und Personal Computers wurden
Videospiele fu¨r den Konsum im Privathaushalt immer beliebter. Gleichzeitig er-
schienen immer neue computergestu¨tzte Spieleautomaten. Der Markt wuchs und es
entstanden eine Vielzahl verschiedener Computerspielegenres. Eines davon ist das
der Musikvideospiele, auch Audiospiele genannt. [Ken10, PK07]
Musikvideospiele sind Computerspiele, die als zentrales Konzept das Erleben von
Musik oder Kla¨ngen beinhalten. Es la¨sst sich weiterhin in zwei Kategorien teilen:
Rhythmik-Videospiele und elektronische Musikinstrumente. Letztere zeichnen sich
durch ein Prinzip der spielerischen Erschaffung oder Entdeckung von Musik aus, bei
welcher das Spiel die Rolle eines digitalen Instrumentes einnimmt, auf welchem der
Nutzer auf eine oder mehrere Weisen Kla¨nge erzeugen kann. Ein Beispiel dafu¨r ist
Electroplankton. Rhythmik-Videospiele hingegen geben dem Spieler die Musik und
den Rhythmus vor und die Aufgabe ist, diesen zu verstehen und darauf zu reagieren.
So ist beispielsweise Kern des beru¨hmten Spiels Guitar Hero das Dru¨cken verschie-
dener Tasten zum richtigen Zeitpunkt im vorgegebenen Rhythmus. Die Rhythmen
sind abha¨ngig vom gewa¨hlten Lied und dem Schwierigkeitsgrad variabel in ihrem
Tempo und ihrer Komplexita¨t. Dabei ist messbar, wie gut der Spieler sich an den
geforderten Rhythmus ha¨lt. Daraus ergibt sich ein Bewertungssystem, welches den
Vergleich der Leistung mehrerer Spieler erlaubt. Diese Eigenschaften sind typisch
fu¨r Rhythmik-Videospiele, zu denen auch Beat Saber geho¨rt, welches die Motivation
fu¨r die vorliegende Arbeit liefert (siehe Kapitel 1). [PK07]
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Damit eine automatische Levelgenerierung mittels der Analyse von Musikstu¨cken
entwickelt werden kann, ist eine Kenntnis u¨ber den Aufbau von Audiodateien und
u¨ber wichtige Konzepte der Musik vonno¨ten. Dieses Kapitel soll das Wissen vermit-
teln und eine Grundlage fu¨r die Wahl einer geeigneten Audioanalyse-Bibliothek und
die U¨bersetzung extrahierter Merkmale in Levelinhalte schaffen.
Es gibt verschiedene wahrnehmbare Elemente, die Musik ausmachen. Obwohl Musik
grundlegend nur aus aneinandergereihten und u¨berlagerten To¨nen besteht, geben
deren Eigenschaften und Beziehungen zueinander erst eine gewisse Tiefe. Ein Mu-
sikstu¨ck ist sozusagen aus vielen Parametern in unterschiedlicher Auspra¨gung zu-
sammengesetzt, die ein Komponist sorgfa¨ltig wa¨hlt. Diese Auspra¨gungen der Eigen-
schaften ko¨nnen von Menschen durch das Ho¨ren von Musik begriffen oder eindeutig
bestimmt werden. Somit ko¨nnten sie als Basis fu¨r die Generierung eines Levels fu¨r ein
Rhythmik-Videospiel passend zu einem Musikstu¨ck dienen, sofern die Bestimmung
der Parameter ebenfalls durch Computer mo¨glich ist. Es folgt die Erkla¨rung einiger
Grundelemente der Musik:
Die Tonho¨he oder Tonlage gibt einem gespielten Ton eine ho¨rbare Qualita¨t und steht
in direktem Zusammenhang mit der Frequenz der Schwingung eines Klangko¨rpers.
Eine Abfolge von einzelnen To¨nen in unterschiedlichen oder gleichen Tonho¨hen mit
einem gewissen Rhythmus bildet die Melodie [VD62, S. 68f.]. Dabei ist der Rhythmus
das zeit- oder taktschlagabha¨ngige Platzierungsmuster der To¨ne. Ein Taktschlag ist
das strukturelle Grundelement eines Musikstu¨ckes. Das Muster mehrerer aufeinan-
derfolgender starker und schwacher Taktschla¨ge stellt ein Gitter fu¨r die Ausrichtung
der Rhythmen dar, das als Takt bezeichnet wird [VD62, S. 51]. Der Takt ist nur ho¨r-
bar, wenn To¨ne auf den Taktschla¨gen gespielt werden. Die Beziehung zwischen dem
Takt und der tatsa¨chlich genutzten Zeit stellt das Tempo her, welches vorgibt, in wel-
chen Zeitabsta¨nden Taktschla¨ge auftreten [VD62, S. 60]. Eine ga¨ngige Maßeinheit
des Tempos ist beats per minute (kurz BPM), welche die Anzahl der Taktschla¨ge pro
Minute angibt. Melodien ko¨nnen sich wiederholen oder in einem Musikstu¨ck ko¨nnen
mehrere verschiedene Melodien vorkommen. Eine gewisse Betonung wird der Musik
durch Dynamik gegeben. Dynamik beschreibt die Lautsta¨rke eines Abschnittes und
kann sich u¨ber ein Stu¨ck hinweg a¨ndern, um den gewu¨nschten Eindruck zu vermit-
teln. Wenn mehrere passende To¨ne gleichzeitig klingen, entsteht ein Klang, der als
Harmonie bezeichnet wird. Harmonien werden genutzt, um Melodien zu bereichern.
21
2. Grundlagen
Ein wichtiges Element der Gesamtkomposition ist die Textur. Sie beschreibt, in wie
vielen Ebenen die Gesamtkomposition aufgebaut ist und wie diese Ebenen melodisch
genutzt werden. Ein Beispiel dafu¨r ist eine homophone Textur, die aussagt, dass das
Stu¨ck aus Hauptmelodien untermalt durch Harmonien besteht. Ein wesentlicher
Teil der Wahrnehmung von Musik wird durch das Timbre oder die Klangfarbe
von To¨nen beeinflusst. Es handelt sich hierbei um eine weitere ho¨rbare Qualita¨t,
welche die Unterscheidung verschiedener Instrumente und Stimmen ermo¨glicht. Das
Timbre entsteht durch die U¨berlagerung vieler Frequenzen bei der Bildung eines
Tons abha¨ngig vom Klangerzeuger. [Est18, Duc12]
Welche dieser Elemente in welcher Gu¨te von Computern bestimmt werden ko¨nnen,
ist jedoch noch nicht gekla¨rt. Um zu verstehen, wie Musik digital aufbereitet und
technisch erzeugt werden kann, muss zuna¨chst ein Versta¨ndnis dafu¨r entwickelt
werden, wie der Mensch Kla¨nge wahrnimmt. Schallwellen, ausgelo¨st durch Schwin-
gungen eines Klangerzeugers, werden vom Trommelfell im Ohr u¨ber Geho¨rkno¨chel in
das Innenohr weitergeleitet, wo unterschiedliche Frequenzen unterschiedliche Reize
erzeugen, die das Gehirn verarbeitet und interpretiert [Zen06, LSW09]. In erster
Linie werden dabei die Tonlage, die Lautsta¨rke und die Klangfarbe wahrgenommen.
Die Schallwellen schwingen entlang der Ausbreitungsrichtung und werden deshalb
als Longitudinalwellen bezeichnet. Der Luftdruck an einem Punkt im Ausbreitungs-
raum wird dabei periodisch geringfu¨gig ho¨her und niedriger [LSW09, S. 7]. Der
zeitliche Zustand der Schwingung einer Schallwelle an einem Ort la¨sst sich in einem
Oszillogramm abbilden. Dafu¨r wird der Druck u¨ber die Zeit aufgetragen. Im Falle
eines reinen Tons, auch harmonische Schwingung genannt, wu¨rde eine einfache Si-
nuskurve entstehen. Die Amplitude, also der Druckwert an den Kurvenmaxima, ist
ausschlaggebend fu¨r die wahrgenommene Lautsta¨rke des Tons, und die Frequenz,
reziprok zur Dauer einer Schwingung, bestimmt die Tonho¨he. Da die meisten musi-
kalischen Kla¨nge allerdings keine reinen To¨ne sind, liegt u¨blicherweise eine komplexe
Schwingung vor, die als U¨berlagerung vieler harmonischer Schwingungen unter-
schiedlicher Amplituden und Frequenzen verstanden werden kann [Dem17, S. 338].
Die wahrgenommene Tonho¨he wird durch die niedrigste vorkommende Frequenz, den
Grundton, vorgegeben und zusammen mit den u¨berliegenden ho¨heren Frequenzen,
den Oberto¨nen, ergibt sich der musikalische Ton, der dem Ho¨renden den Eindruck
des Timbres vermittelt. [Ack13, S. 7ff.]
Die drei ho¨rbaren Komponenten der Musik lassen sich also vollsta¨ndig physikalisch
beschreiben. Es stellt sich nun die Frage, wie ein Rechner die beno¨tigten Infor-
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mationen aus dem vorliegenden kontinuierlichen und komplexen Signal gewinnen
kann, um Ru¨ckschlu¨sse auf die Parameter der Komposition ziehen zu ko¨nnen. An
erster Stelle muss dafu¨r ein Musikstu¨ck in einem geeigneten Format vorliegen. Eine
Umwandlung des analogen Signals in ein digitales Signal ist vonno¨ten. Hierfu¨r wan-
delt beispielsweise ein Mikrofon die Schallwellen in ein analoges elektrisches Signal
um, das anschließend von einem sogenannten analog-to-digital converter (ADC)
abgetastet wird. Das nachfolgend beschriebene Verfahren tra¨gt die Bezeichnung
Pulse Code Modulation (PCM). Die Abtastung, auch Sampling genannt, funktioniert
u¨blicherweise so, dass in immer gleichem Zeitabstand, der Abtastperiode, der Wert
der Auslenkung bzw. der korrespondierenden elektrischen Spannung gelesen wird.
Anschließend wird mit dem Verfahren der Quantisierung der mo¨gliche Wertebereich
in eine endliche Anzahl von Intervallen eingeteilt und der Signalwert einem Intervall
zugeordnet. Es liegt ein zeit- und wertdiskretes Signal vor. Der entstehende Quan-
tisierungsfehler kann durch eine entsprechend feine Einteilung bis zur Unho¨rbarkeit
vermindert werden. Um das Signal spa¨ter etwa fu¨r die Ausgabe aus Lautsprechern
wieder fehlerfrei rekonstruieren zu ko¨nnen, muss die Abtastrate, der Kehrwert der
Abtastperiode, mindestens doppelt so groß wie die maximal auftretende Frequenz
sein. In der Praxis kommt ein Faktor von circa 2,2 zum Einsatz. Zuletzt erfolgt
die Kodierung des digitalen Signals. Hierbei wird jedem Quantisierungsintervall ein
Codewort aus einer bestimmten Anzahl von Bits zugeschrieben. Die entstandene
Kette von Codewo¨rtern kann dann zusammen mit no¨tigen Metadaten auf einem
Computer gespeichert werden. Metadaten enthalten unter anderem direkte oder in-
direkte Informationen u¨ber die Abtastrate und die Einteilung von Quantisierungsin-
tervallen. Letztere ist auf verschiedene Arten mo¨glich. So ko¨nnen etwa alle Intervalle
gleich groß sein (lineare PCM) oder der Bereich niedriger Werte feiner unterteilt sein
als der hoher Werte (zum Beispiel logarithmisch bei der dynamischen PCM). Damit
kann die Anzahl der beno¨tigten Bits zur Kodierung bei geringem Qualita¨tsverlust
verringert werden. Weiterhin ist die Kompression der Daten mo¨glich, auf die jedoch
nicht eingegangen wird. Ein passender digital-to-analog converter (kurz DAC) kann
schließlich das Ursprungssignal wiederherstellen. [MS09, Neu05]
Liegt dem Computer ein Musikstu¨ck in Form einer Audiodatei vor, kann er al-
so daraus Informationen u¨ber den Verlauf der Schwingungsauslenkung lesen. Es
ko¨nnte vermutlich eine einhu¨llende Kurve berechnet werden, mit der sich Aussagen
u¨ber Abschnittswiederholungen oder Lautsta¨rkea¨nderungen im Stu¨ck treffen lassen.
Mit Hilfe eines geeigneten Dekodierers ließe sich auch na¨herungsweise die analoge
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Abbildung 2.6.: Zwei Frequenzspektren eines mit einem Flu¨gel gespielten Tones, dar-
gestellt in einem Spektrogramm bzw. Sonagramm. Die Frequenzan-
teile sind u¨ber der Zeit aufgetragen. Die Fa¨rbung eines Punktes gibt
die Lautsta¨rke der jeweiligen Frequenz an.13
Signalkurve rekonstruieren und analysieren. Die Betrachtung musikalischer To¨ne
ist allerdings nicht trivial. Um beispielsweise Melodien zu identifizieren, mu¨sste die
Aufspaltung des Signals in seine Grund- und Oberto¨ne erfolgen, denn nur die Grund-
to¨ne beeinflussen die Wahrnehmung der Tonlage. Fu¨r analoge Signale ka¨me dafu¨r die
nach dem Mathematiker Fourier benannte kontinuierliche Fourier-Transformation
in Frage. Sie erlaubt das Auffa¨chern des Signals in sein Frequenzspektrum. Eine
mo¨gliche grafische Darstellung dieses Frequenzspektrums ist in Abbildung 2.6 zu
sehen. Die Umwandlung der Audiodatei in ein analoges Signal und die Anwendung
der kontinuierlichen Fourier-Transformation ist jedoch nicht no¨tig, da es auch eine
Methode fu¨r digitale Signale gibt: die diskrete Fourier-Transformation (DFT). Ein
fu¨r Computer optimierter Algorithmus der DFT nennt sich fast Fourier transform
(FFT, deutsch schnelle Fourier-Transformation). Herauszufinden, mit welcher Gu¨te
existierende Software-Bibliotheken mit diesen oder anderen Verfahren eine Analyse
von Musikstu¨cken ermo¨glichen, ist Bestandteil des praktischen Teils dieser Arbeit,
welcher in den kommenden Kapiteln beleuchtet wird. [Ack13, Neu05, Dem17]
13Quelle: http://thoughtmountain.com/orchestra/FS_00.png
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Dieses Kapitel befasst sich mit den Anforderungen an die prototypische Anwendung
sowie die darauf basierende Gestaltung des Programmaufbaus. Der Prototyp wird
im Zuge dieser Arbeit von einer Einzelperson entwickelt. Auf eine Kategorisierung
der Vorgehensweise anhand der ga¨ngigen Softwareentwicklungsmethoden (beispiels-
weise Wasserfall oder SCRUM ) und die strikte Einhaltung dessen wird verzichtet.
Stattdessen kommt eine flexible Abfolge von Konzeption, Implementierung und Tests
einzelner Systemkomponenten zum Einsatz, a¨hnlich zum agilen Modell. Um einen
Grobentwurf der Systemarchitektur zu erstellen, ist zuna¨chst eine Analyse sa¨mtlicher
sich aus der Aufgabenstellung ergebenden funktionellen und nicht-funktionellen An-
forderungen vonno¨ten. Die Betrachtung des Rhythmik-Videospiels Beat Saber spielt
dabei eine wesentliche Rolle.
3.1. Anforderungsanalyse
Die Anwendung dient ausschließlich dem Zweck der Unterhaltung und richtet sich im
Wesentlichen an eine einzige Zielgruppe: bewegungsfa¨hige Menschen. Der Prototyp
muss deshalb nur einen grundlegenden Ablauf aufweisen, der fu¨r alle Nutzer gleich
ist. Daraus ergibt sich ein Anwendungsfall mit einer bis auf wenige Abzweigungen
linearen Abfolge von Aktionen (siehe Abb. 3.1).
Aus diesem Anwendungsfall la¨sst sich auf folgende funktionellen Anforderungen
ru¨ckschließen:
(F1) Die Anwendung bietet ein Menu¨ in der VR, u¨ber welches der Spieler Spiel-
elemente oder mo¨gliche Aktionen wa¨hlt.
(F2) Das Menu¨ entha¨lt ein Fenster zur Besta¨tigung des Spielstarts.
(F3) Das Menu¨ entha¨lt ein Fenster zur Wahl eines Musikstu¨ckes fu¨r das Spiel.
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Abbildung 3.1.: Aktivita¨tsdiagramm des Anwendungsfalls
”
Spielen des Rhythmik-
Videospiels“ (Angefertigt mit: https://www.draw.io/)
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(F4) Das Menu¨ entha¨lt ein Fenster zur Wahl des Schwierigkeitsgrades fu¨r das
Spiel.
(F5) Die Anwendung erlaubt das Pausieren einer laufenden Spielrunde und das
Fortfahren sowie den Abbruch dieser.
(F6) Die Behandlung von Tastendruckeingaben des Nutzers erfolgt kontextsen-
sitiv.
(F7) Das Spiel bewertet den Erfolg des Spielers mit Punkten.
(F8) Das Spiel erlaubt das Wiederholen einer Spielrunde mit gleichen Levelge-
nerierungsparametern.
(F9) Die Anwendung besitzt eine Schnittstelle zum Dateisystem, u¨ber die min-
destens eine Art von Musikdatei eingelesen werden kann.
(F10) Die Anwendung kann mindestens eine Art von Musikdatei mit Audio-Aus-
gabegera¨ten abspielen.
(F11) Die Anwendung unterstu¨tzt die Vorerstellung von Schwierigkeitsgraden u¨ber
die Unreal Engine durch Wahl der Auspra¨gung gewisser Spiel- und Levelgene-
rierungsparameter.
(F12) Die Anwendung kann Musikstu¨cke analysieren und daraufhin fu¨r die be-
vorstehende Spielrunde entscheiden, zu welchem Zeitpunkt und mit welchen
Parametern Wu¨rfel zum Zerschlagen erscheinen.
(F13) Die Anwendung verfolgt die Bewegungen des HMD und der Controller und
bildet diese passend in der Virtuellen Realita¨t ab.
(F14) Das Spiel platziert im unpausierten Zustand Wu¨rfel wie bei der Levelgene-
rierung festgelegt und ermo¨glicht das Zerschlagen dieser mit der VR-Repra¨-
sentation der Controller auf eine bestimmte Weise.
(F15) Die Bewegung der Wu¨rfel und die laufende Musik werden synchronisiert.
(F16) Die Anwendung beinhaltet einen Ladebildschirm in der VR, der dem Spieler
signalisiert, dass ein Level asynchron generiert wird.
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Da es sich bei der Anwendung um einen Prototyp handelt, wird kein hoher Quali-
ta¨tsanspruch, der u¨ber die Grundfunktionalita¨t hinausgeht, an die einzelnen Spiel-
elemente gestellt. Die Anzahl der nicht-funktionellen Anforderungen bemisst sich
deshalb sehr knapp:
(NF1) Die Levelgenerierung fu¨hrt bei der wiederholten Eingabe ein- und desselben
Musikstu¨ckes stets zum gleichen Ergebnis.
(NF2) Bei gleichzeitiger Platzierung mehrerer Wu¨rfel erlaubt die Levelgenerierung
keine Parameter, die dazu fu¨hren, dass ein Zerschlagen aller Wu¨rfel gleichzeitig
unmo¨glich ist.
(NF3) Zerschlagbaren Wu¨rfeln ist anzusehen, auf welche Weise sie zu zersto¨ren
sind.
(NF4) Der Spieler hat mindestens einen Orientierungspunkt in der Virtuellen Rea-
lita¨t.
(NF5) Wa¨hrend des Spielens kommt es nicht zum Stillstand der ausgegebenen
Bilder im HMD, damit die Gesundheit des Spielers nicht beeintra¨chtigt wird.
(NF6) Reaktionszeiten auf Nutzereingaben im Menu¨ liegen in 95 Prozent aller
Fa¨lle unter einer halben Sekunde.
(NF7) Die Levelgenerierung dauert nicht la¨nger als 20 Sekunden.
Die U¨berpru¨fung der nicht-funktionellen Anforderungen erfolgt nicht automatisiert
und unterliegt der Subjektivita¨t des Anwenders.
3.2. Softwarearchitektur
Die Umsetzung der Anforderungen in einer prototypische Anwendung bedarf einer
Grobkonzeption der Systemarchitektur. Damit werden sowohl die Implementierung
als auch die spa¨tere Wartbarkeit und Erweiterbarkeit vereinfacht. Die Definition von
Modulen bzw. Funktionsbereichen der Programmlogik, welche sich klar voneinander
unterscheiden, und deren Interaktionen untereinander schafft dem Entwickler einen
guten U¨berblick fu¨r das weitere Vorgehen. Abbildung 3.2 ist eine schematische
Darstellung der prototypischen Softwarearchitektur, die dem Prototyp zugrunde
liegt. Aus ihr ist ersichtlich, dass die Anwendungslogik in fu¨nf Funktionsbereiche
28
3.2. Softwarearchitektur




U“ werden von der Unreal Engine
fu¨r bestimmte Klassen beno¨tigt. Bei allen Klassen, die von UObject oder dessen
Unterklasse AActor erben, wird der entsprechende Anfangsbuchstabe erwartet.
Die Zentrale Spielkoordination ist dafu¨r zusta¨ndig, die anderen Module unter-
einander abzustimmen und wichtige Parameter global zur Verfu¨gung zu stellen. Fu¨r
Ersteres lo¨st der AGameManager Broadcasts aus, die andere Module beispielsweise
daru¨ber informieren, dass die Levelgenerierung abgeschlossen ist und die Spielrunde
gestartet werden muss. Solche Zustandsa¨nderungen werden dem AGameManager
mitgeteilt. So ko¨nnen alle Objekte auf generelle Ereignisse reagieren, ohne dass sie
den Zustand vieler anderer Elemente verfolgen mu¨ssen. Außerdem ist durch diese
Zentralisierung die Erweiterung oder der Austausch von Funktionsbereichen weni-
ger aufwendig. AGameManager soll weiterhin Referenzen auf Generierungs- und
Spielparameter (UDifficultySettings und UGeneralSettings) oder etwa den aktuellen
Punktestand allgemein zuga¨nglich fu¨hren.
Der Bereich Dateisystemzugriff hat die Aufgabe, einen festgelegten Ordner auf
dem Windows-System nach vorhandenen Musikstu¨cken zu durchsuchen und de-
ren absoluten Dateipfade zu ermitteln. Diese Funktionalita¨t wird von der Klasse
SoundFileHandler mit Hilfe des Dateimanagers der Unreal Engine implementiert,
die außerdem eine Methode zur Umwandlung von Dateipfaden in Liednamen ent-
halten soll. Genutzt wird SoundFileHandler vom Modul Menu¨, um beim Spielstart
eine Liste aller spielbaren Lieder zur Wahl anzuzeigen. Dabei kommen Widgets zum
Einsatz – Objekte zur Anzeige von 2D-Elementen in einem Unreal Engine Level.
USelectionList und USelectableListItem sind solche Widgets, die von UUserWidget
erben und fu¨r alle Auswahllisten des Prototyps wiederverwendet werden. Die Haupt-
komponente von Menu¨ ist die Klasse AMenu, welche abha¨ngig vom aktuellen Spiel-
fortschritt ein passendes Widget pra¨sentiert und Nutzereingaben kontextsensitiv
behandelt. Dafu¨r soll das Modell der finite-state machine (FSM, deutsch endlicher
Automat) [Nys14, S. 87–94] verwendet werden, um sicherzustellen, dass sich AMenu
immer nur in einem von vielen mo¨glichen Zusta¨nden befindet. Unabha¨ngig von
AMenu sind die Klasse AGenerationLoadingScreen und ihr Hilfsinterface ILoading-
ScreenRequester, welche fu¨r die Anzeige des Ladebildschirms verantwortlich sind.
Das Modul Levelgenerierung extrahiert mit ALevelGenerator die beno¨tigten Merk-
male aus einem gewa¨hlten Musikstu¨ck und erstellt darauf gestu¨tzt eine Abfolge
(SoundLevel) von Blo¨cken (SoundBlock), die darauf von der Spielrundenlogik
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Abbildung 3.2.: Vereinfachte Systemarchitektur des Rhythmik-Videospiels. Blaue
Ka¨sten stehen fu¨r Module des Prototyps, welche ihre wichtigsten
Klassen (weiße, abgerundete Ka¨sten) umschließen. Orange Ka¨sten
repra¨sentieren fremde Systemkomponenten. Pfeile zeigen mo¨gliche
Zugriffe von Funktionsbereichen auf andere sowie die jeweiligen Zu-
griffsmodalita¨ten. (Angefertigt mit: https://www.draw.io/)
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zu passenden Zeitpunkten in zerschlagbare Wu¨rfel (ADestructibleCube) in der VR
umgewandelt werden. ALevelGenerator greift dabei auf eine geeignete fremde Soft-
warebibliothek zuru¨ck, deren Auswahl im folgenden Kapitel na¨her betrachtet wird.
Spielrundenlogik vereint mehrere Objekte, die wa¨hrend der Spielrunde aktiv sind
und im Zusammenspiel das Spielen des generierten Levels ermo¨glichen. ATimeMa-
nager kontrolliert den Zeitfluss vor, wa¨hrend und nach der Wiedergabe des Musik-
stu¨ckes mittels ASongPlayer, an dem sich beispielsweise ACubeManager orientiert,
damit die Wu¨rfel pra¨zise zur Musik platziert und bewegt werden ko¨nnen.
Mit diesem u¨bersichtlichen Plan fu¨r die Softwarearchitektur der prototypischen An-





Zu Beginn der softwaretechnischen Umsetzung des Prototyps ist die Erstellung eines
Unreal-Engine-Projektes vonno¨ten. Dabei wird festgelegt, dass es sich um ein C++-
Projekt handelt. Die Engine legt anschließend alle no¨tigen Dateien in einem gewa¨hl-
ten Verzeichnis im Dateisystem an. Es o¨ffnet sich ein Level-Editor mit einem leeren
Level (a¨hnlich wie in Abb. 2.5 in Kapitel 2.3). Bevor nun in diesem die eigentliche
Arbeit am Rhythmik-Videospiel beginnen kann, mu¨ssen alle beno¨tigten Plugins und
Bibliotheken installiert werden.
4.1. Plugins und Bibliotheken
Da es sich um eine Anwendung der Virtuellen Realita¨t handelt, wird zuna¨chst
die Funktionsfa¨higkeit der HTC Vive im Zusammenspiel mit der Unreal Engine
sichergestellt. Das dafu¨r zusta¨ndige SteamVR-Plugin ist bereits vorinstalliert und
aktiviert, und bedarf keiner weiteren Einstellungen. Dies ist u¨ber den Menu¨punkt
Edit → Plugins → Virtual Reality einzusehen.
Aus der Aufgabenstellung ist zu entnehmen, dass sich die automatische Levelgene-
rierung auf eine freie Softwarebibliothek stu¨tzen soll. Eine solche Bibliothek wurde
nicht vorgegeben und muss deshalb noch ausfindig gemacht werden. Dafu¨r mu¨s-
sen zuerst die Anforderungen an diese aufgestellt werden. Es wird nach geeigneten
extrahierbaren Merkmalen eines Audiosignals gesucht, die sich sinnvoll in geplante
Levelinhalte u¨berfu¨hren lassen.
4.1.1. Extrahierbare Merkmale von Audiosignalen
In Kapitel 2.5 wurde bereits eine Einfu¨hrung in die verschiedenen von Menschen
wahrnehmbaren Elemente der Musik gegeben. Da das Rhythmik-Videospiel vom
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Spieler passend zu den wahrgenommenen Elementen bestimmte Aktionen fordern
soll, beschra¨nkt sich die Suche nach mo¨glichen extrahierbaren Audiomerkmalen auf
die Menge ebendieser Elemente. Resultierend aus U¨berlegungen wird festgelegt, dass
die Grundelemente Tonho¨he, Rhythmus, Melodie, Lautsta¨rke, Taktschla¨ge, Takt und
Tempo fu¨r den Zweck der Levelgenerierung weiter betrachtet werden. Zusa¨tzlich
ko¨nnten Metainformationen wie der Name oder die Gesamtla¨nge des Musikstu¨ckes
interessant werden. Als na¨chstes mu¨ssen Entscheidungen u¨ber die Gestaltung eines
Spiellevels getroffen werden, um die Konzeption der Umwandlung von Audiomerk-
malen in passende Spielelemente zu ermo¨glichen.
4.1.2. U¨berfu¨hrung in Levelinhalte
Das prototypische Spiel soll grundsa¨tzlich wie Beat Saber aufgebaut sein. Bei der
Gestaltung der Levelgenerierung ha¨lt sich der Entwickler deshalb an die Spielme-
chaniken des Vorbilds. Aus Beobachtungen geht hervor, dass sich zerschlagbare
Wu¨rfel an einem unsichtbaren Gittern ausrichten und sich ab dem Zeitpunkt ihrer
Platzierung im Level auf den Spieler zubewegen. Befinden sie sich in unmittelbarer
Na¨he zum Spieler, ist anhand der Musik der ideale Schlagzeitpunkt fu¨r maximale
Punktzahl zu erkennen. Die Levelgenerierung muss demnach fu¨r die Wu¨rfel Koor-
dinaten auf einem Gitter sowie dessen erwarteten Zersto¨rungszeitpunkt festlegen.
Auch eine Bewegungsgeschwindigkeit muss definiert werden, aus der sich zusammen
mit der Spawnentfernung der Spawnzeitpunkt berechnen la¨sst. Der Begriff Spawnen
ist synonym fu¨r das Entstehenlassen eines Objektes im Level. Eine weitere Spiel-
mechanik von Beat Saber ist die Farbdualita¨t. Sowohl die Lichtschwerter als auch
die Wu¨rfel treten in zwei verschiedenen Farben auf. Ein Wu¨rfel la¨sst sich nur mit
dem Lichtschwert der gleichen Farbe zerschlagen. Außerdem kann es geschehen, dass
Wu¨rfel vermehrt auf einer Seite des Spielbereiches auftreten. Die Levelgenerierung
soll also Entscheidungen daru¨ber treffen, mit welcher Hand ein Wu¨rfel zu zerschlagen
ist und auf welcher Spielbereichseite er spawnt. Die Einschra¨nkung, mit welcher
Schlagrichtung sich ein Wu¨rfel zersto¨ren la¨sst, wird ebenfalls bei der Generierung
festgelegt. Letztlich soll es vorkommen, dass zwei Wu¨rfel zeitgleich spawnen. Diese
Eventualita¨t muss vom Generator beru¨cksichtigt werden.
Bei der Gegenu¨berstellung der extrahierbaren Audiomerkmale und der geforderten
Levelinhalte ist erkennbar, dass sich nicht alle Spielmechaniken sinnvoll durch die
Merkmale abbilden lassen. Deshalb wird ein weiterer Faktor hinzugezogen: Zufall.
34
4.1. Plugins und Bibliotheken
(NF1) verlangt jedoch einen deterministischen Algorithmus. Durch das Erzeugen
von scheinbar zufa¨lligen Zahlenfolgen aufbauend auf einer Anfangszahl, dem Seed,
entsteht eine Pseudo-Zufa¨lligkeit, die bei wiederholter Wahl desselben Seeds die
Ausgabe immergleicher Zahlenfolgen beobachten la¨sst. Fa¨llt die Wahl des Seeds
etwa auf eine Ganzzahlenrepra¨sentation des Namens des Musikstu¨ckes, so kann
(NF1) eingehalten werden. Nachfolgend wird die Umwandlung einzelner Elemente
in geplante Levelinhalte festgelegt:
• Rhythmus → erwarteter Zersto¨rungszeitpunkt des Wu¨rfels
• Tonho¨he → Ho¨he der Wu¨rfelspawnposition (y-Wert fu¨r die Gitterkoordinaten)
• Lautsta¨rke eines Tons → seitliche Ausrichtung der Wu¨rfelspawnposition (x-
Wert fu¨r die Gitterkoordinaten)
• Tempo → Bewegungsgeschwindigkeit des Wu¨rfels
• Name des Musikstu¨cks → Seed fu¨r Zufall
• Zufall → Spawnseite
• Zufall → geforderte Schlaghand
• Zufall → geforderte Schlagrichtung
• Taktschlag einhergehend mit erwartetem Zersto¨rungszeitpunkt→ Spawn eines
zweiten Wu¨rfels
• Zufall → Eigenschaften eines zeitgleichen Wu¨rfels
4.1.3. Wahl der geeigneten Bibliothek
Aus dem Wissen, welche Merkmale von einer Audioanalyse-Bibliothek extrahiert
werden mu¨ssen, ist die Ableitung von Vergleichskriterien trivial. Wie Kapitel 2.3
andeutet, ist weiterhin darauf zu achten, dass die Softwarebibliothek nicht von
anderen Bibliotheken abha¨ngig ist. Zusatzfunktionen sind fu¨r die Levelgenerierung
implementierbar, falls bei der Audioanalyse die A¨hnlichkeit mehrerer Musikabschnit-




Abbildung 4.1.: Vergleichsmatrix fu¨r die Wahl einer geeigneten Softwarebibliothek
anhand von Anforderungskriterien. Gru¨ne Felder bedeuten, dass
ein Kriterium erfu¨llt wird, rote Felder das Gegenteil und gelbe
Felder signalisieren Ungewissheit. Die Fußzeile gibt die Summe
aller gru¨nen Felder fu¨r die jeweilige Bibliothek an. (Angefertigt
mit: https://docs.google.com)
Es wird eine Auswahl von freien Softwarebibliotheken ermittelt, die mit der Ex-
traktion von Audiomerkmalen werben und eine Kompatibilita¨t zu C++ aufwei-
sen. Anschließend werden die gefundenen Bibliotheken zum Vergleich mittels der
aufgestellten Kriterien hinzugezogen. Dabei wird oberfla¨chlich anhand der Feature-
Auflistung oder der API-Dokumentation der Bibliothek – API steht fu¨r Application
Programming Interface, also eine Schnittstelle fu¨r die Anwendungsentwicklung –
entschieden, ob ein Kriterium erfu¨llt wird. Kann keine eindeutige Aussage u¨ber das
Vorhandensein einer Funktion getroffen werden, wird dies ebenfalls vermerkt. Die
Vergleichsmatrix in Abbildung 4.1 ist das Ergebnis dieser Untersuchungen.
Auffa¨llig ist, dass keine einzige Bibliothek dem Anspruch an Unabha¨ngigkeit genu¨gt.
Dies wu¨rde beispielsweise kritisch, falls Funktionen auf die C++-Standardbibliothek
gestu¨tzt sind, weil diese fu¨r jede Plattform unterschiedlich implementiert ist. Da
jedoch die Unreal Engine eine Lo¨sung fu¨r die Entwicklung von Anwendungen fu¨r
mehrere Plattformen darstellt, kommt es zu Konflikten. Auch die Abha¨ngigkeit einer
Bibliothek von vielen anderen Bibliotheken fu¨hrt zu Problemen beim Einbezug in
die Unreal Engine.
Die frei verfu¨gbare Softwarebibliothek Essentia ist nach Auswertung der Vergleichs-
matrix (siehe Abb. 4.1) offensichtlich die beste Wahl fu¨r die Implementierung des
Prototyps. Allerdings konnte diese nicht erfolgreich in die Unreal Engine integriert
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werden. Die Gru¨nde dafu¨r sind vielfa¨ltig. Essentia ha¨ngt von zu vielen fremden
Bibliotheken ab, sodass ein Kopieren des Quellcodes in das Projekt nicht fu¨r dessen
Funktionsfa¨higkeit genu¨gt. Beim Kompilieren des Projektes ko¨nnen Verweise auf
unbekannte Bereiche nicht aufgelo¨st werden. Also bleibt als alternativer Lo¨sungsweg
der Einbezug dieser Bibliotheken beim Linkprozess. Jedoch sind einige davon nicht
fu¨r das Betriebssystem Windows gemacht, was zu weiteren Fehlermeldungen fu¨hrt.
Essentia stellt zudem keine Mittel zur eigensta¨ndigen Zusammensetzung der Biblio-
thek auf Windows zur Verfu¨gung. Es wird versucht, stattdessen eine der Bibliotheken
MARSYAS oder aubio zu integrieren. Bei beiden gibt es a¨hnliche Komplikationen
wie bei Essentia, mit der Ausnahme, dass aubio kaum Fremdabha¨ngigkeiten aufweist
und ausreichende Mittel zur plattformu¨bergreifenden Kompilierung bereitstellt. Die
daraus erhaltene
”
.lib“-Datei la¨sst sich in den Linkprozess der Unreal Engine inte-
grieren. Aubio ist in der mit C++ verwandten Programmiersprache C geschrieben.
Zur Nutzung derer Funktionen im C++-Quellcode ist allein die Inklusion der C-
Headerdateien vonno¨ten. Diese mu¨ssen schließlich dem Projekt zusammen mit der
kompilierten Bibliothek in einer Datei namens
”
<Projektname>.build.cs“ bekannt
gemacht werden. Bei der Implementierung der Levelgenerierung ko¨nnen nun von
aubio bereitgestellte Funktionen genutzt werden.
4.2. Zentrale Spielkoordination und Menu¨
Beim Spielstart la¨dt die Unreal Engine das Level mit allen platzierten Actors. Die
Darstellung erfolgt auf dem HMD, welches vor dem Spielstart zusammen mit den
Controllern und den Basis-Stationen mit der SteamVR-Software verbunden werden
muss. Der Spieler kann sich frei auf begrenztem Raum in der Virtuellen Realita¨t
bewegen und die Controller werden durch prototypische Lichtschwerter repra¨sen-
tiert (F13). Die Hauptkomponenten der verschiedenen Funktionsbereiche liegen
ebenfalls als Actors im Level vor, allerdings gro¨ßtenteils ohne sichtbare Elemente.
Jedes davon ha¨lt eine Referenz auf das von AGameManager abgeleitete Actor-
Objekt, woran sie sich fu¨r fu¨r die jeweils beno¨tigten Ereignisse anmelden. Das Ob-
jekt AMenu fu¨gt beispielsweise dem Delegat GameOver per Funktionsaufruf eine
Methode hinzu, die spa¨ter beim Ende einer Spielrunde im Zuge eines Broadcasts
des AGameManager aufgerufen wird. Urspru¨nglich war die Umsetzung des AGa-
meManager mittels des Programmiermusters Singleton [Nys14, S. 73–86] geplant,
welches einen simplen globalen Zugriff auf eine einzige Instanz von AGameManager
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ermo¨glichen und die Erstellung weiterer solcher Objekte unterbinden wu¨rde. Je-
doch ist das Muster nicht mit der Unreal Engine kompatibel, welche innerhalb des
Editors von Actors jeweils mehrere Instanzen fu¨r verschiedene Zwecke erstellt und
verwaltet. Es wird deshalb auf die manuelle Zuweisung von Referenzen u¨ber den
Editor zuru¨ckgegriffen. Neben der Initialisierung der Ereignisverarbeitung meldet
sich AMenu im ersten Schritt als Empfa¨nger von Controller-Eingaben und vollfu¨hrt
den U¨bergang in seinen Ausgangszustand. Jeder Menu¨zustand korrespondiert mit
der Anzeige eines bestimmten Widget-Blueprints mittels seiner von UWidgetCompo-
nent abgeleiteten Component. Das FSM (siehe Kapitel 3.2) ist dafu¨r verantwortlich,
dass sich AMenu immer nur in einem einzigen Zustand befindet und dass die U¨ber-
leitung nur zu festgelegten Zusta¨nden stattfinden kann [Nys14, S. 87–94]. Hierbei
wird das aktive Widget-Blueprint durch ein neues ersetzt und die Inputbehandlung
neu konfiguriert (F6). Das Menu¨ bietet vor dem Spielrundenbeginn eine Folge von
USelectionList, welche als scrollbare Listen mit durch Nutzereingaben wa¨hlbaren
Elementen (USelectableListItem) dargestellt werden. Vor einer Zusta¨ndsa¨nderung
erfolgt die U¨bergabe der selektierten Elemente an den AGameManager als Levelge-
nerierungsparameter. Darunter za¨hlen die UDifficultySettings und der Dateipfad des
Musikstu¨ckes (F1–4). UDifficultySettings erbt von UDataAsset und kann deshalb
als Asset-Objekt mit festgelegten Eigenschaften im Unreal Editor persistiert und von
anderen Objekten referenziert werden. Somit lassen sich mehrere Schwierigkeitsgrade
vorerstellen, die fu¨r einen dynamischen Austausch der Generierungsparameter zur
Laufzeit genutzt werden (F11). A¨hnlich verha¨lt sich auch UGeneralSettings, welches
fu¨r alle Objekte zuga¨ngliche, von der Schwierigkeit unabha¨ngige Parameter entha¨lt.
Nach der Wahl aller beno¨tigten Einstellungen durch den Spieler la¨dt AMenu das
Widget fu¨r die Anzeige des Punktestandes und informiert AGameManager u¨ber
den Spielrundenbeginn. Dieser lo¨st einen zugeho¨rigen Broadcast aus, um die auto-
matische Levelgenerierung anzustoßen. Eine laufende Spielrunde la¨sst sich pausieren
und abbrechen (F5). Wird sie erfolgreich abgeschlossen, so erfolgt eine Zustands-
a¨nderung zur Rundenabschlussanzeige, die den erreichten Punktestand angibt (F7)
und aus der eine Wiederholung des gespielten Levels (F8) oder die erneute Wahl




Beim Empfang des Broadcasts zur Spielrundenvorbereitung registriert sich ALevel-
Generator bei AGenerationLoadingScreen fu¨r die asynchrone Ausfu¨hrung der Haupt-
methode zur Levelgenerierung und die gleichzeitige Anzeige eines Ladebildschirm-
Widgets (F16). Es liegen zwei verschiedene Algorithmen zur Generierung eines
SoundLevel vor, zwischen denen im Unreal Editor gewa¨hlt werden kann. Algorith-
mus 1 skizziert denjenigen, der zu besseren Ergebnissen fu¨hrt und deshalb standard-
ma¨ßig gewa¨hlt ist.
SoundBlock ist dabei eine Struktur zum Speichern aller Eigenschaften eines Wu¨r-
fels, der wa¨hrend der Spielrunde im Level platziert wird. Die Klasse SoundLevel
definiert ein Array, das alle geplanten SoundBlocks fu¨r eine Spielrunde beinhaltet.
Dieses SoundLevel ist o¨ffentlich abrufbar von allen Objekten, die eine Referenz auf
ALevelGenerator halten.
Bei der Implementierung mit der Audioanalyse-Bibliothek aubio ist die unterschied-
liche Handhabung von Objekten gegenu¨ber der in C++ zu beachten. Speicherallo-
kation und -befreiung sind nicht mit Hilfe von Schlu¨sselwo¨rtern sondern u¨ber den
Aufruf von dedizierten Methoden zu realisieren. So wu¨rde beispielsweise ein Zeiger
auf ein fiktives Objekt vom Typ aubio object t von der Methode new aubio object()
zuru¨ckgegeben und der Speicher u¨ber del aubio object() wieder freigegeben. Ein Me-
thodenaufruf auf Objekten von aubio ist ebenfalls nicht mo¨glich. Stattdessen wird
eine globale Methode aufgerufen und ein Zeiger auf das spezifische Objekt als Para-
meter u¨bergeben. Das Auslesen und Analysieren von Audiodateien erfolgt inkremen-
tell (F9). Dafu¨r mu¨ssen die Objekte aubio source t, aubio tempo t und aubio notes t
mit der gleichen hopSize initialisiert werden. Diese gibt an, wie viele Stichpro-
ben (oder Samples) beim einem einzelnen Aufruf der aubio-objektspezifischen Haupt-
arbeitsmethode mit dem Suffix do gelesen bzw. verarbeitet werden. Solche Funktio-
nen werden anschließend so oft aufgerufen, bis alle Samples der Audiodatei durch-
laufen wurden.
Da die Softwarebibliothek aubio keine Ermittlung von Lautsta¨rke zu einem belie-
bigen Zeitpunkt erlaubt, wird auf deren Fa¨higkeit zur Findung von MIDI-Noten
(Musical Instrument Digital Interface, deutsch digitale Schnittstelle fu¨r Musikin-
strumente) zuru¨ckgegriffen. MIDI-Noten enthalten Informationen u¨ber die Ho¨he
eines gespielten Tons und dessen Anschlagsta¨rke, welche als Lautsta¨rke interpretiert
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Algorithmus 1 : Generierung eines SoundLevel
1 fetch player-chosen parameters from AGameManager ;
2 set up aubio objects for sound analysis;
3 set up random number generator;
4 set up SoundBlock array;
5 initialize analysis variables, vectors and arrays;
6 while there are samples to be read from audio file do
7 have aubio source t object read a few samples from source file;
8 have aubio tempo t object search samples for beat;
9 if beat was found with enough confidence then
10 add beat information to array of found beats;
11 end
12 have aubio notes t object search samples for midi note;
13 if midi note was found then
14 add midi note information to array of found notes;
15 end
16 end
17 while there are still elements in arrays of found beats and notes do
18 determine time frame between the first two elements in the beats array;
19 while still within time frame and maximum amount of SoundBlocks for this
frame haven’t yet been created do
20 remove all midi notes from array which have a lower time signature than
currently observed time or than the last created SoundBlock ;
21 determine whether midi note is on beat;
22 create SoundBlock from midi note;
23 add created block to SoundBlock array;
24 if SoundBlock is on beat then
25 create second SoundBlock from midi note;
26 add created block to SoundBlock array;
27 end
28 end
29 remove first element from array of found beats;
30 end




werden kann. Beide Werte befinden sich in einem Bereich zwischen 0 und 127 und
werden in die Koordinaten eines SoundBlocks auf dem Spawngitter umgerechnet.
Die Spawnseite, Schlagseite und Schlagrichtung werden wahrscheinlichkeitsbasiert
zugewiesen. Das aubio tempo t-Objekt bestimmt das aktuell vorherrschende mu-
sikalische Tempo, welches in die Geschwindigkeit eines SoundBlocks umgewandelt
wird (F12). Ein eventueller zweiter Block wird auf einen horizontal, vertikal oder
diagonal angrenzenden Gitterplatz gesetzt und seine weiteren Eigenschaften werden
so abha¨ngig vom Hauptblock gewa¨hlt, dass keine unabsolvierbaren Kombinationen
entstehen (NF2).
Der aktuell verwendete Algorithmus hat die Herangehensweise, zuerst alle Taktschla¨-
ge und MIDI-Noten aus der Audiodatei zu extrahieren und daraus spa¨ter geeignete
Blo¨cke zu wa¨hlen. Der erste Implementierungsversuch basiert dahingegen darauf,
immer zuerst zwei Taktschla¨ge ausfindig zu machen und zwischen diesen eine geeig-
nete Anzahl von MIDI-Noten zu finden, welche in SoundBlocks umgewandelt werden.
Dafu¨r erfolgt eine Aufteilung der Samples in gleich große Intervalle, welche nach-
einander durchsucht werden. Bei einem Treffer werden die restlichen Samples des
Intervalls u¨bersprungen. Dies bringt zwar einen geringeren Rechenaufwand mit sich,
jedoch ist das generierte SoundLevel in den Augen des Entwicklers weniger zufrieden-
stellend. Dies ko¨nnte daran liegen, dass durch manuelles Setzen des aubio source t-
Objektes auf bestimmte Positionen der Audiodatei starke Bru¨che bei der Analyse
von aufeinanderfolgenden Sample-Vektoren entstehen, was Fehlinterpretationen zur
Folge haben kann.
4.4. Spielrundenlogik
Ein weiterer Empfa¨nger des Broadcasts zur Spielrundenvorbereitung ist der Actor
ASongPlayer. Wie ALevelGenerator implementiert dieser ebenfalls ILoadingScreen-
Requester und beinhaltet damit eine Routine zur asynchronen Ausfu¨hrung wa¨hrend
der Anzeige des Ladebildschirms. Darin wird mit Hilfe der Unreal Engine eine
Audiodatei im WAVE-Format (Waveform Audio File Format) ausgelesen und in ein
von der mit dem Actor verknu¨pften UAudioComponent nutzbares Objekt geschrie-
ben (F9–10). Abschließend muss das Objekt fu¨r die Audiowiedergabe gepuffert
werden, um zu verhindern, dass das erste Abspielen den Hauptthread blockiert.
Allerdings ist die Vollendung des Puffervorganges nur auf ebendiesem mo¨glich und
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eine Blockierung ist unumga¨nglich. SteamVR beugt dem Stillstand der dargestellten
Bilder im HMD der HTC Vive vor und versetzt den Spieler kurzzeitig in einen
alternativen Raum, in dem Bewegung weiterhin mo¨glich ist (NF5).
AGenerationLoadingScreen wartet auf den Abschluss aller asynchronen Vorberei-
tungen, bevor er u¨ber den AGameManager den Start der Spielrunde bekanntgibt.
Darauf reagieren ATimeManager, ASongPlayer und ACubeManager. Ersterer ist fu¨r
die Verfolgung der vergangenen Zeit in einer Spielrunde zusta¨ndig. Dabei werden
eingestellte Wartezeiten vor und nach der Wiedergabe des Musikstu¨ckes beru¨cksich-
tigt. Sobald das anfa¨ngliche Zeitfenster mittels tickbasierter Zeitza¨hlung abgewartet
wurde, weist ATimeManager den ASongPlayer an, das Musikstu¨ck abzuspielen. Ein
Tick ist der Zeitpunkt, zu dem die Unreal Engine vor dem Aufbau eines jeden Bildes
den Aufruf der gleichnamigen Methode auf allen Actors durchfu¨hrt. Dieses Program-
miermuster ist auch unter dem Namen Update Method bekannt [Nys14, S. 139–152].
Ab diesem Zeitpunkt erfragt ATimeManager in jedem Tick den Wiedergabefort-
schritt als Grundlage fu¨r die Zeitrechnung. Damit ist die Synchronisierung aller
Prozesse, die von der aktuellen Spielzeit abha¨ngen, mit dem Musikstu¨ck sicherge-
stellt (F15). Nach vollsta¨ndiger Wiedergabe wird erneut ein festgelegter Zeitraum
abgewartet und schließlich am AGameManager ein Broadcast fu¨r den Rundenab-
schluss initiiert.
ACubeManager ist fu¨r das Platzieren, Bewegen und Zersto¨ren der zerschlagbaren
Wu¨rfel (ADestructibleCube) verantwortlich. Dafu¨r holt er nach der Generierung das
entstandene SoundLevel ein und legt ein leeres Array fu¨r alle gespawnten Wu¨rfel
an. In jedem Tick wird unter Einbezug des ATimeManager ermittelt, ob ein Wu¨rfel
im Level platziert werden muss, damit dieser sich rechtzeitig zu seiner geplanten
Schlagzeit an der richtigen Position befindet. Ist dies der Fall, spawnt ACubeManager
ein passendes Blueprint-Objekt, u¨bergibt ihm wichtige Parameter und fu¨gt es dem
zuvor angelegten Array hinzu. Jeder Wu¨rfel hat die gleiche Farbe wie eines der
beiden prototypischen Lichtschwerter und eine farblich differenzierte Markierung, die
die erwartete Schlagrichtung symbolisiert (NF3). Weiterhin werden bei jedem Tick
die Bewegungsfortschritte der gespawnten Wu¨rfel anhand der Musik-Wiedergabezeit
interpoliert und die aktuellen Positionen daraus abgeleitet und festgelegt (F15).
Abschließend erfolgt eine Pru¨fung der Wu¨rfel auf einen Zersto¨rungswunsch, der das
Entfernen aus dem Level und aus dem Array zur Folge hat. Ein solcher Zersto¨rungs-
wunsch wird vom ADestructibleCube durch einen Bool-Wert gea¨ußert, entweder bei
erfolgreichem Schlag durch den Spieler oder nach U¨berschreiten der maximal er-
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laubten Bewegungsentfernung. Die Auswertung der Beru¨hrung eines Wu¨rfels durch
ein Lichtschwert ist u¨ber die Unreal Engine Kollisionserkennung realisiert. Sobald
der Spieler einen Wu¨rfel auf die richtige Weise zerschla¨gt, berechnet dieser eine
Punktzahl abha¨ngig von der erwarteten und tatsa¨chlichen Schlagzeit und u¨bergibt
diese an den AGameManager. Dieser informiert per Broadcast u¨ber den neuen Punk-
testand, der auf dem UScoreWidget aktualisiert wird, welches von AMenu wa¨hrend
der Spielrunde angezeigt wird.
4.5. Spielparameter
Die fu¨r alle Objekte zuga¨nglichen UGeneralSettings und UDifficultySettings sind be-
reits bekannt. Jedoch besitzen die Actors der Anwendung weitere klassenspezifische
Eigenschaften, die abha¨ngig von ihrer Auspra¨gung zu unterschiedlichem Spielver-
halten fu¨hren. Diese Spielparameter ko¨nnen im Unreal Editor im Details-Panel an-
gepasst werden, sofern den jeweiligen Klassenvariablen das Makro UPROPERTY()
vorangestellt wird. Somit lassen sich Feineinstellungen vornehmen, ohne den Code
fu¨r jede A¨nderung erneut kompilieren zu mu¨ssen. Es ko¨nnen auch beispielsweise
Zeiger auf Actor -Klassen durch Editor -Referenzen auf Actors im Level realisiert
werden, ohne dass die Suche nach diesem u¨ber C++-Code erfolgen muss.
4.6. Blueprints
Im Projekt kommen drei verschiedene Arten von Blueprints zum Einsatz. Widget-
Blueprints basieren auf der Klasse UUserWidget oder einer Unterklasse und bieten
im Widget-Editor eine Auswahl von Werkzeugen zum Entwurf von 2D-Elementen.
Sie werden im Level durch UWidgetComponents auf einem Actor gezeichnet. Sie
finden Anwendung beim Modul Menu¨, wo beispielsweise jeder Selektionsliste ein
eigensta¨ndiges Widget-Blueprint zugrunde liegt. Actor-Blueprints haben AActor als
Grundklasse und im Blueprint-Editor einen Viewport zur relativen Positionierung
von zugeho¨rigen Components. Actor-Blueprints ko¨nnen analog zu Actors im Level
instanziert werden. Von den beiden verschiedenen Wu¨rfelarten ADirectionalCube
und ANonDirectionalCube, welche von ADestructibleCube erben und sich in der Im-
plementierung der Schlagerkennung unterscheiden, existieren jeweils eine Blueprint-
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Klasse, die von ACubeManager zur Laufzeit gespawnt werden. Als letztes ist das
Pawn-Blueprint namens VR Pawn zu betrachten, welches die Repra¨sentation eines
Spielers in der Virtuellen Realita¨t ermo¨glicht. Im Gegensatz zu Actors haben Pawns
zusa¨tzliche Funktionalita¨ten typisch fu¨r durch Nutzereingaben gesteuerte Charak-
tere. Der Editor ist jedoch gleich aufgebaut. VR Pawn beinhaltet die in Kapitel
2.3 beschriebenen SteamVR-Components, die unter anderem die Verbindung der
Lichtschwerter in der VR mit den Controllern in der Realita¨t ermo¨glichen. Alle drei
Arten von Blueprints erlauben das Hinzufu¨gen von Programmlogik zum Objekt
mit Hilfe des visuellen Blueprint Scripting. Dieses Feature wird jedoch nur fu¨r die
dynamische Anpassung der Kameraho¨he des VR Pawns genutzt.
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Die vorliegende prototypische, zu Beat Saber funktionsa¨hnliche Anwendung wird nun
einer Evaluation unterzogen. Deren Ziel ist es, herauszufinden, ob die vom Programm
generierten Levels zum jeweiligen Musikstu¨ck passen. Dabei mu¨ssen vor allem die
mittels Audioanalyse gewa¨hlten Parameter eines Wu¨rfels im Zusammenhang mit
der Wahrnehmung des Spielers betrachtet werden. Es wird dafu¨r eine Reihe von
Probandentests durchgefu¨hrt. So ko¨nnen Informationen daru¨ber gewonnen werden,
wie gut menschlich wahrgenommene Musikelemente auch von der Softwarebibliothek
aubio registriert werden. Außerdem sollen mit der Evaluation schwerwiegende Fehler
in der Programmlogik der Levelgenerierung aufgedeckt werden, wie beispielswei-
se das Auftreten unabsolvierbarer Schlagkombinationen bzw. -abfolgen. Schließlich
ko¨nnen Ru¨ckschlu¨sse daru¨ber getroffen werden, wie geeignet die gewa¨hlte Bibliothek
fu¨r den gegebenen Zweck ist und in welcher Hinsicht die Anwendung Optimierungs-
bedarf aufweist.
Aufgrund der hohen Komplexita¨t einer Analyse polyphoner Musikstu¨cke liegt die
Vermutung nahe, dass unterschiedliche Kompositionen auch zu einer Differenz in
der Gu¨te des generierten Levels fu¨hren. Musikgenres sind Gruppen, die aus dem
Gesamtspektrum aller Musikstu¨cke diejenigen zusammenfassen, deren Aufbau sich
a¨hnelt. Somit ko¨nnen bei der Evaluation durch die Wahl repra¨sentativer Musikstu¨cke
aus sich unterscheidenden Genres Abweichungen in der Levelqualita¨t herausgestellt
werden. Damit ist die Eignung der verwendeten Softwarebibliothek von einem wei-
teren Parameter abha¨ngig.
5.1. Versuchsaufbau und Testergebnisse
Die Menge der Probanden mit einer Ma¨chtigkeit von 35 wird in fu¨nf gleich große
Versuchsgruppen eingeteilt. Die Versuchsgruppe ist ausschlaggebend dafu¨r, welches
Musikstu¨ck bzw. Musikgenre beim Test zum Einsatz kommt. Abgesehen davon sind
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die Versuchsbedingungen und Spielparameter fu¨r alle Probanden gleich. Die Wahl
der Genres zielt auf eine mo¨glichst hohe Diversita¨t ab. Außerdem sind die Genres
Rock, Hip Hop, Klavier, Jazz und Electro so bekannt, dass sich die Probanden
mit hoher Wahrscheinlichkeit vorher bewusst sind, was sie in der VR erwartet. Ein
Gaming-Labor stellt eine ideale Ra¨umlichkeit fu¨r die Durchfu¨hrung der Probanden-
tests dar, da dort ein VR-System und ausreichend Platz zur Nutzung der Anwendung
vorhanden sind. Wegen des hohen Grades der Immersion und dem zusa¨tzlichen
Tragen von Kopfho¨rern ko¨nnen sich die Probanden trotz des Aufenthaltes anderer
Personen im Labor auf das Spiel konzentrieren. Ein Probandentest la¨uft generell wie
folgt ab:
1. Empfang des Probanden
2. Briefing
3. Wahl eines Musikgenres und damit Zuteilung zu Versuchsgruppe
4. Aufnahme von Vorerfahrungen
5. Test des Rhythmik-Videospiels
6. Auswertung der Eindru¨cke
Beim Briefing wird ein Proband u¨ber das grundlegende Spielprinzip aufgekla¨rt und
woran sich in der VR-Umgebung orientiert werden sollte (siehe Abb. 5.1)(NF4).
Weiterhin wird der Proband gebeten, beim Spielen gezielt auf einige Dinge zu
achten, die bei der nachfolgenden Auswertung hilfreich sind: die Ankunftszeit der
Wu¨rfel in Bezug zum Takt der Musik, das Vorkommen von Wu¨rfelabfolgen passend
zu Rhythmus und Melodie, die horizontale und vertikale Positionierung der Wu¨rfel
abha¨ngig von der wahrgenommenen Lautsta¨rke und Tonho¨he, und das Vorkommen
von unabsolvierbaren Schlagabfolgen. Bei Letzterem wurde nachdru¨cklich darauf
hingewiesen, dass eine Schlagabfolge nur unabsolvierbar ist, wenn sie trotz ausgie-
biger U¨bung und ausreichender Fitness tatsa¨chlich unmo¨glich zu schaffen ist, und
nicht, wenn der Proband sie beim ersten Test als zu schwierig empfindet.
Jeder Proband sucht sich ein Musikgenre aus. Allerdings stehen nur jene Genres
zur Wahl, deren Versuchsgruppe ho¨chstens einen Teilnehmer mehr enthalten als
die aktuell kleinste Versuchsgruppe. Außerdem darf die maximale Probandenzahl
von sieben nicht u¨berschritten werden. Eine Verfa¨lschung des Ergebnisses durch
Pra¨ferierung eines Musikgenres mit einhergehender ho¨heren Aufmerksamkeit oder
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Abbildung 5.1.: Spielumgebung in der VR mit Orientierungspunkten: blaue Platt-
form als Standpunkt fu¨r den Spieler und blaue Linie als Schlagpo-
sition fu¨r die maximal erreichbare Punktzahl. Die prototypischen
Lichtschwerter sind in rot und blau abgebildet.
Reaktionsfa¨higkeit ist somit nicht ausgeschlossen. Anschließend wird aufgenommen,
ob der Proband schon Vorerfahrungen mit VR oder sogar Beat Saber hat und ob er
schon einmal ein Instrument gespielt hat. Diese Informationen ko¨nnen spa¨ter auf-
schlussreich sein bei der Identifizierung von Einflussfaktoren auf die Wahrnehmung
der Levelgenerierung.
Sobald alle Gera¨te des VR-Systems am Teilnehmer befestigt worden sind und dieser
sich auf seine Ausgangsplattform in der VR begeben hat, wa¨hlt die Versuchsleitung
das Musikstu¨ck und den Schwierigkeitsgrad medium aus. Dies ist ebenfalls durch
folgende Steuerung mit dem rechten Controller mo¨glich: Trackpad oben und unten
zur Auswahl und Trigger zum Besta¨tigen eines Listenelementes, Menu¨taste zum
Ru¨ckgang oder zum Pausieren wa¨hrend einer Spielrunde. Der eigentliche Test der
Anwendung findet nun statt. Auszu¨ge der Spielrunde aus der Sicht des Probanden
sind in Abbildung 5.2 zu sehen.
Danach werden dem Probanden folgende Aussagen vorgelesen:
(A1) Die Wu¨rfelsetzung passte zur Musik. (Gesamteindruck)
(A2) Die Wu¨rfelsetzung erfolgte taktgenau.
(A3) Die Wu¨rfelho¨he korrespondierte stets mit der wahrgenommenen Tonho¨he.




Abbildung 5.2.: Spielrunde des Prototyps aus der Sicht des Spielers. Generierte Wu¨r-
fel mit symbolisierter erwarteter Schlagrichtung und prototypische
Lichtschwerter kurz vor dem Zerschlagen eines oder mehrerer Wu¨r-
fel. Außerdem existiert ein Sternenhimmel zur Ho¨henorientierung.
(A5) Melodien und deren Rhythmen wurden passend durch Wu¨rfel dargestellt.
(A6) Die Musik hat dabei geholfen, den richtigen Zeitpunkt fu¨r das Zerschlagen
eines Wu¨rfels zu finden.
(A7) Alle Schlagabfolgen waren absolvierbar.
Der Teilnehmer hat die Auswahl zwischen 6 Stufen der Zustimmung. Er kann
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be“ (-) steht zur Verfu¨gung, falls der Proband kein Gefu¨hl fu¨r die Bewertung einer
Aussage hat. Auf ein neutrales Element wird verzichtet, damit eine Entscheidung in
eine Richtung gut u¨berdacht wird. Anhand der gebotenen Funktionen der Bibliothek
aubio und der Implementierung der Levelgenerierung erwartet die Versuchsleitung
eine durchschnittliche Bewertung jeder Versuchsgruppe mit 4 Punkten fu¨r alle Aus-
sagen. Weiterhin ist die Aufnahme und Betrachtung der erreichten Punktzahl nicht
vorgesehen, da die Anwendung selbst eine Fehlerquelle ist und auch der Erfolg des
Spielers von vielen Faktoren (beispielsweise Lerngeschwindigkeit oder ko¨rperlicher
Zustand) abha¨ngt, die nicht der Evaluation der Levelgenerierung dienen. Die ver-
gebene Punktzahl beim Zerschlagen eines Wu¨rfels wird abha¨ngig vom Abstand zur
optimalen Schlagposition berechnet. So ko¨nnte es passieren, dass bei einem Spieler
jeder Wu¨rfel einmal exakt auf dieser Position gezeichnet wird und somit auch dort
zerschlagen werden kann, jedoch bei anderen Spielern die Maximalpunktzahl nie er-
reichbar ist. Zum Schluss werden alle Anmerkungen des Probanden zur Anwendung
vermerkt.
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Alle Randdaten und Beobachtungen eines einzelnen Probanden werden in einem
Datensatz festgehalten, der anschließend fu¨r die Auswertung genutzt wird. Eine Auf-
listung der erhobenen Datensa¨tze getrennt nach Versuchsgruppen ist in Anhang A
einzusehen. Jedem Datensatz wird außerdem ein eindeutiges Identifikationsku¨rzel
zugewiesen.
5.2. Auswertung und Interpretation
Die erhobenen Daten mu¨ssen in eine geeignete Form zur Bewertung der Funktiona-
lita¨t der Levelgenerierung u¨berfu¨hrt werden. Die Nullhypothese [Ru¨g02, S. 6]
H0: Die Wahl des Musikgenres wirkt sich nicht auf die Gu¨te der Level-
generierung aus.
wird aufgestellt und mit der Absicht, diese zu widerlegen, sind alle Versuchsgruppen
zuna¨chst getrennt voneinander zu betrachten [Sie56, S. 6–14]. Das Bilden des arith-
metischen Mittels (siehe Anhang B) ist anfa¨nglich sinnvoll fu¨r einen groben U¨ber-
blick. Es wird bewusst das arithmetische Mittel gegenu¨ber dem Median gewa¨hlt, da
bei einer begrenzten Anzahl mo¨glicher Auspra¨gungen des Zustimmungsgrades keine
Ausreißer existieren ko¨nnen, die das arithmetische Mittel verfa¨lschen. In Abbildung
5.3 sind die Mittelwerte grafisch veranschaulicht, woraus bereits erste Informationen
gewonnen werden ko¨nnen.
Auf den ersten Blick ist zu erkennen, dass bis auf ein paar wenige Ausnahmen die
Erwartungen aus Kapitel 5.1 nicht erfu¨llt werden. (A1) und (A7) sind als besondere
Aussagen anzusehen. (A1) stellt den Gesamteindruck des Spiellevels und dessen
Generierung dar und die Anordnung der Versuchsgruppen um den Wert 3 la¨sst eine
nur teilweise Zufriedenheit mit der Anwendung vermuten. Um mo¨gliche Ursachen
dafu¨r zu ergru¨nden, mu¨ssen die Aussagen (A2) bis (A6) betrachtet werden, die
spezifische Punkte ansprechen. (A7) ist insofern ein Sonderfall, als dass sie fu¨r die
Bewertung der Subjektivita¨t oder der Glaubwu¨rdigkeit eines Probanden hinzugezo-
gen werden kann. Hier wird eine volle Zustimmung erwartet, da unter den gewa¨hlten
Versuchsbedingungen keine unabsolvierbaren Schlagkombinationen oder -abfolgen
entstehen. Dies wurde von der Versuchsleitung vorher sichergestellt.
Es sind außerdem deutliche Unterschiede zwischen den Ergebnissen der verschiede-
nen Versuchsgruppen zu erkennen, besonders bei (A3), (A5) und (A6). Um H0 fu¨r
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Abbildung 5.3.: Durchschnittliche Zustimmung aller Probanden getrennt nach Gen-
res. Zu jeder Aussage ist das arithmetische Mittel des Zu-
stimmungsgrades jeder Versuchsgruppe aufgetragen. (Angefertigt
mit: https://docs.google.com)
jede Aussage gesondert widerlegen zu ko¨nnen, muss eine Pru¨fung der statistischen Si-
gnifikanz der Unterschiede der verschiedenen Genres stattfinden. Fu¨r unverbundene
und nicht normalverteilte Stichproben mit einer Anzahl gro¨ßer als zwei (fu¨nf Genres)
findet der Kruskal-Wallis-Test [Sie56, S. 184–192] Anwendung [dPRHB10, Sie56].
Es soll damit H0 abgelehnt und die Alternative [Ru¨g02, S. 6]
H1: Das Genre des gewa¨hlten Musikstu¨cks hat einen Einfluss auf die
Gu¨te des generierten Levels.
bewiesen werden. Es wird dafu¨r vorher festgelegt, dass die Irrtumswahrscheinlichkeit
p, dass H0 abgelehnt wird, obwohl sie gilt, maximal bei 5% liegen darf. Daher erha¨lt
das Signifikanzniveau α den Wert 0.05. Die Ergebnisse des Kruskal-Wallis-Test (sie-
he Anhang C) zeigen, dass die Unterschiede unter den gewa¨hlten Bedingungen nur
fu¨r (A3) und (A5) als signifikant einzuordnen sind und fu¨r alle u¨brigen Aussagen
sehr wahrscheinlich der Zufall fu¨r die Schwankungen der Mittelwerte verantwortlich
ist. (A6) ist ein Grenzfall, da p nur minimal u¨ber α liegt und eher der Gro¨ßenordnung
der beiden p < α entspricht als dem Rest. Es ist also anzunehmen, dass fu¨r diese
Aussage ebenfalls das Genre eine Signifikanz ha¨lt.
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Allerdings ist noch nicht bewiesen, dass die ermittelte Signifikanz wirklich ihren
Ursprung in der Wahl der Genres hat. Andere Faktoren, die einen Einfluss auf
die Wahrnehmung bzw. Bewertung der Levelgenerierung haben ko¨nnen, sind nicht
gleichma¨ßig u¨ber alle Versuchsgruppen verteilt. So ko¨nnte beispielsweise die Taktge-
nauigkeit der Wu¨rfelsetzung von Musikern pra¨ziser eingescha¨tzt werden, welche sich
wiederum zufa¨llig auf einem Genre anha¨ufen und auf einem anderen Genre abwesend
sind. Zwar hat die Wahrnehmung der Teilnehmer keinen Einfluss auf die Levelge-
nerierung, aber auf die Ergebnisse des Versuches. Um solche Fa¨lle auszuschließen,
wa¨ren weitere Untersuchungen mittels Kruskal-Wallis-Test bzw. Mann-Whitney U-
Test (bei nur 2 Gruppen [dPRHB10, Sie56]) auf den verschiedenen Untergruppen
einer Versuchsgruppe sinnvoll. Dafu¨r sind die Stichproben aber zu klein. Stattdessen
ko¨nnen Vermutungen durch Vergleich der Mittelwerte (siehe Anhang B) aufgestellt
werden, deren Exaktheit ob der geringen Stichprobengro¨ße jedoch anzuzweifeln ist.
Deswegen wird auf weiteres Verfahren verzichtet und H1 angenommen.
Auf der Suche nach Abha¨ngigkeiten der Ergebnisse der u¨brigen Aussagen von ande-
ren Faktoren werden nun die Datensa¨tze nicht mehr den Musikgenre-Versuchsgrup-
pen untergeordnet. Der Kruskal-Wallis-Test wird fu¨r drei neue Gruppen getrennt
nach der Vorerfahrung mit VR bzw. Beat Saber durchgefu¨hrt. Fu¨r die beiden Grup-
pen mit bzw. ohne Instrumentalerfahrung wird der Mann-Whitney U-Test [Sie56,
S. 116–126] angewandt. Beide Tests liefern die Wahrscheinlichkeit fu¨r das irrtu¨mliche
Widerlegen von H0. Die Werte sind in Anhang C einzusehen. Es ist erkennbar, dass
die Vorerfahrung mit VR oder Beat Saber keine Auswirkung auf die Auspra¨gun-
gen der Probandenergebnisse hat. Das Vorhandensein von Instrumentalerfahrung
hat jedoch einen signifikanten Einfluss auf die Bewertung der Taktgenauigkeit der
Wu¨rfelsetzung.
Fu¨r (A1), (A4) und (A7) liegen nach der Auswertung keine bekannten Einflussfak-
toren vor, also wird der Durchschnitt der Gesamtdatenmenge interpretiert. Bei den
restlichen Aussagen werden die Mittelwerte der signifikant verschiedenen Gruppen
betrachtet. Abbildung 5.4 veranschaulicht dies grafisch.
(A7) ermo¨glicht, wie zuvor erwa¨hnt, die Einscha¨tzung der Objektivita¨t der Teil-
nehmer. Die Lage des arithmetischen Mittels weicht nur schwach vom erwarteten
Wert ab. (A2) wird von Probanden mit Instrumentalerfahrung besser bewertet als
von den u¨brigen Teilnehmern. Dies kann daran liegen, dass sie ein tieferes Ver-
sta¨ndnis vom Takt haben und diesen besser analysieren ko¨nnen. Eine pra¨zisere
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Abbildung 5.4.: Durchschnittliche Zustimmung aller bedeutenden Gruppen (Ange-
fertigt mit: https://docs.google.com)
Einscha¨tzung der Musikalita¨t der Probanden ko¨nnte bei weiteren Tests erfolgen, was
allerdings fu¨r diesen ersten U¨berblick nicht notwendig ist. Unabha¨ngig davon scheint
die Taktgenauigkeit der Anwendung verbesserungswu¨rdig. Da sowohl die Bewegung
der Wu¨rfel als auch deren Ankunftszeit am Schlagort mit der Musik synchronisiert
sind, liegt die Ursache wahrscheinlich bei einer fehlerhaften Takterkennung durch
die Audioanalyse-Bibliothek oder der Wahl eines ungeeigneten Tons zur Wu¨rfelge-
nerierung. Ein Einscha¨tzungsfehler vonseiten der Probanden, beispielsweise wegen
U¨berforderung beim Spielen, ist ebenfalls nicht auszuschließen.
Wenig U¨bereinstimmung mit der zuvor getroffenen Vermutung zeigen die Ergebnisse
der Aussagen (A3) und (A4). Fu¨r die horizontale oder vertikale Vera¨nderung der
Wu¨rfelplatzierung ist der Algorithmus zur Levelgenerierung verantwortlich. Hier
ko¨nnen Anpassungen vorgenommen werden. Was den Unterschied zwischen den
beiden Aussagen in Bezug auf den Einfluss von Genres betrifft, la¨sst sich vermuten,
dass die Probanden sensibler auf Tonho¨henabweichungen reagieren als auf Laut-
sta¨rkeunterschiede. Die Erkennung nicht vorhandener To¨ne bei der Audioanalyse
ko¨nnte ebenfalls die Levelgenerierung und damit die Bewertung beeintra¨chtigen.
Die Differenz der Bewertung zwischen den Genres Jazz und Klavier bei der Ton-
ho¨henkorrelation ist besonders auffa¨llig. Das Tempo beider Musikstu¨cke ist sehr
a¨hnlich. Als mo¨gliche Ursache kommt hier deshalb der markante Unterschied in
der Komposition in Frage. Das Klavier -Musikstu¨ck beinhaltet nur ein Instrument,
wohingegen Jazz eine Mehrzahl von Instrumenten und zusa¨tzlich Gesang bietet. Die
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Vermutung, dass die Audioanalyse fu¨r manche Timbres und U¨berlagerungen von
To¨nen besser funktioniert als fu¨r andere, liegt nahe.
(A5) zeigt, dass Melodien und Rhythmen am besten in den beiden eben genannten
Genres dargestellt werden. Die zugeho¨rigen Musikstu¨cke haben das langsamste Tem-
po aus allen gewa¨hlten Musikstu¨cken. Das Problem bei den u¨brigen Versuchsgruppen
ko¨nnte die Begrenzung des minimalen Zeitabstandes zwischen zwei Wu¨rfelspawns
in den Schwierigkeitseinstellungen sein. Somit erlaubt die Anwendung nicht das
Platzieren von Wu¨rfeln, falls die Melodie eine zu schnelle Tonabfolge entha¨lt. Dies
ist vor allem bei schnellen Musikstu¨cken problematisch und verfa¨lscht das Ergebnis.
Ob Melodien nun also tatsa¨chlich nicht richtig vom Programm erkannt werden, oder
aber einfach eine Auslassung von Wu¨rfeln vorliegt, muss weiter untersucht werden.
(A5) liefert Aufschluss u¨ber die wahrgenommene Synchronita¨t der Wu¨rfel zur Mu-
sik, sofern diese tatsa¨chlich existierende To¨ne repra¨sentieren. Abgesehen von (A7)
hat diese Aussage die ho¨chste Bewertung. Eine mo¨gliche Ursache fu¨r die Abwei-
chungen zwischen den Genres ist die Komplexita¨t des jeweiligen Musikstu¨ckes. Je
langsamer und berechenbarer ein Musikstu¨ck, desto besser erahnen Probanden den
richtigen Schlagzeitpunkt und mu¨ssen sich nicht an der blauen Linie in der VR (siehe
Abb. 5.1) orientieren. Allerdings sind technische Fehlerquellen, wie das Erstellen
unpassender Wu¨rfel, nicht auszuschließen.
Insgesamt kann gesagt werden, dass das Spiel in allen untersuchten Bereichen Op-
timierungsbedarf hat. Bemerkenswert ist die u¨berdurchschnittlich hohe Bewertung
beim Genre Klavier. Mit hoher Wahrscheinlichkeit ist dies auf die simple Zusam-
mensetzung des Musikstu¨ckes, welches nur ein Instrument entha¨lt, zuru¨ckzufu¨hren.
Inwiefern weitere Faktoren, wie beispielsweise die Spielparameter und die Affinita¨t
der Probanden zu Musik oder Videospielen, Einfluss auf die Bewertung der Levelge-
nerierung haben, ist ungewiss. Allerdings sind die durchgefu¨hrten Untersuchungen




6. Zusammenfassung und Ausblick
In dieser Arbeit wird die Konzeption, Implementierung und Evaluation eines pro-
totypischen Rhythmik-Videospiels in der Virtuellen Realita¨t mit automatischer Le-
velgenerierung auf Grundlage der Analyse von Musikstu¨cken beschrieben. Dafu¨r
wird unter anderem die geplante Softwarearchitektur dargestellt. Fu¨r die Analyse
von Musikstu¨cken werden einige Softwarebibliotheken in Betracht gezogen und vor
der Implementierung methodisch verglichen. Die Aufstellung der Vergleichskriterien
und die Darlegung wesentlicher Implementierungsdetails sind ebenfalls Gegenstand
dieser Arbeit. Die abschließende Evaluation zielt auf die Einscha¨tzung der Funk-
tionsfa¨higkeit der automatischen Levelgenerierung ab und wird einschließlich der
Vorgehensweise und aller Ergebnisse beschrieben.
Der entstandene Prototyp wird als erster Meilenstein in der Umsetzung des ge-
wu¨nschten Rhythmik-Videospiels angesehen. Weitere Iterationen sind no¨tig, um ein
vollwertiges Spielerlebnis zu schaffen. Einige fehlende Features gehen aus der Aus-
wertung der Anmerkungen der Probanden hervor (siehe Anhang D). Oberste Priori-
ta¨t hat dabei die Implementierung von haptischer und visueller Ru¨ckmeldung beim
Zerschlagen eines Wu¨rfels. Es ist weiterhin zu erkennen, dass den Schlagabfolgen
bisher eine gewisse Systematik fehlt, die zuku¨nftig in die Levelgenerierung einfließen
sollte. Der Wunsch der Abbildung von Musikwiederholungen im generierten Level so-
wie eine geforderte dynamische Schwierigkeit wa¨hrend der Spielrunde sind nicht ohne
Weiteres umsetzbar, da dies eine komplexere Audioanalyse voraussetzt. Das kann nur
durch Austausch der verwendeten Softwarebibliothek realisiert werden. Aufgrund
der Evaluationsergebnisse ist dieser Schritt jedoch ohnehin sinnvoll. Es empfiehlt
sich zuku¨nftig die Implementierung neuer Algorithmen zur Levelgenerierung, die
auf unterschiedlichen Bibliotheken basieren, und deren Ergebnisse untereinander zu
vergleichen. Die beobachtete schlechte Korrelation der Wu¨rfelpositionen mit der
Tonho¨he und -lautsta¨rke la¨sst sich mo¨glicherweise u¨ber eine nichtlineare Abbildung
lo¨sen, welche die Ha¨ufigkeit des Vorkommens bestimmter Wertauspra¨gungen beru¨ck-
sichtigt.
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Um ein besseres Spielerlebnis bieten zu ko¨nnen, muss außerdem eine visuelle U¨ber-
arbeitung erfolgen. Bisher sind alle sichtbaren Objekte im Level Prototypen, die
ihren Zweck erfu¨llen, jedoch nicht visuell ansprechend sind. Eine Erweiterung der
Anwendung um Punktelisten ermo¨glicht das Messen von Spielern untereinander
und bringt Spielspaß fu¨r wettbewerbsorientierte Nutzer. Eine Feinabstimmung aller
Spielparameter und Schwierigkeitsgrade hat noch nicht stattgefunden und sollte fu¨r
die weitere Entwicklung vorgemerkt werden. Neue Schwierigkeitsgrade mit mehr
Parametern wu¨rden dem Spiel eine weitere Tiefe verleihen.
Aus der Implementierung und den Probandentests geht hervor, dass die Anforderun-
gen aus Kapitel 3.1 erfu¨llt wurden. Ein ho¨herer Qualita¨tsanspruch und damit die
Aufstellung weiterer nicht-funktioneller Anforderungen an das Endprodukt sowie
deren exakte U¨berpru¨fung beispielsweise durch System- oder Unittests wird fu¨r die
Zukunft ebenfalls angedacht. Die Optimierung der Programmlogik und -struktur
sollte ebenfalls in Betracht gezogen werden.
Schließlich sollten weitere Iterationen der Anwendung auch weiterhin mittels Pro-
bandentests evaluiert werden, da ein Rhythmik-Videospiel von der Wahrnehmung
des Spielers abha¨ngt und nicht durch rein objektive und technische Maßnahmen fu¨r
maximalen Spielspaß abgestimmt werden kann. Die Zielgruppe in die Entwicklung
des Spiels mit einzubeziehen, bringt somit einen Mehrwert. Allerdings empfiehlt
sich eine gro¨ßere Stichprobenzahl und eine exaktere Untersuchung aller mo¨glichen






Bei den Probandentests fanden fu¨nf verschiedene Versuchsbedingungen Anwendung,
die sich allein in der Wahl des Musikstu¨ckes bzw. des Genres unterschieden. Neben
dem Zustimmungsgrad eines Probanden zu jeder der gegebenen Aussagen wurden
Erfahrungen mit VR oder Beat Saber (BS), das aktuelle oder ehemalige Spielen eines
Instrumentes und Anmerkungen zur Anwendung erfasst. Die erhobenen Datensa¨tze

















































































































































































Wu¨rfelsetzung nicht einheitlich an
wahrgenommenen Elementen

















































































Wu¨rfelsetzung manchmal nicht auf
dem Taktschlag, Abstand zwischen






























Wu¨felsetzung orientierte sich gut an


































































































































im Level und auch abha¨ngig vom
Lied erwu¨nscht, Pausen nicht






























A1 4 Melodie ungenu¨gend beru¨cksichtigt
bei der Wu¨rfelsetzung, zu geringe
Schwankung der Wu¨rfelpositionen,
ein- und zweiha¨ndige Passagen waren
abwechslungsreich, lange Lu¨cken


































Fu¨r das erste mal schwierig, wenn
Blo¨cke stark Seite wechseln, Pfeile
sind nicht groß genug, Wu¨rfel gut





























































































Aus den gegebenen Datensa¨tzen la¨sst sich das arithmetische Mittel fu¨r die Zustim-
mungsgrade der verschiedenen Untergruppen der Probanden einer Versuchsgruppe
bilden und miteinander vergleichen. Die Werte sind auf zwei Nachkommastellen
gerundet. Die Untergruppen werden wie folgt bezeichnet:
U1 Alle Probanden der Versuchsgruppe
U2 Alle Probanden ohne Erfahrung mit VR
U3 Alle Probanden mit VR-Erfahrung
U4 Alle Probanden mit Erfahrung in Beat Saber
U5 Alle Probanden, die jemals ein Instrument gespielt haben
U6 Alle Probanden, die noch nie ein Instrument gespielt haben
B.1. Rock
Aussage U1 U2 U3 U4 U5 U6
A1 3.29 3.25 3.5 3 3.4 3
A2 3.14 3.25 3 3 3.6 2
A3 3 2.75 3 4 2.8 3.5
A4 3.57 3.5 4 3 3.6 3.5
A5 3 3 2.5 4 3.2 2
A6 3.14 2.75 3.5 4 3.4 2.5




Aussage U1 U2 U3 U4 U5 U6
A1 2.71 3.5 3 2.25 3 2.33
A2 2.86 2.5 1 3.5 3 2.67
A3 3.14 3.5 1 3.5 2.75 3.67
A4 3.57 4 3 3.5 3.5 3.67
A5 2.57 2.5 4 2.25 3 2
A6 3.71 3.5 5 3.5 4.5 2.67
A7 4.14 3.5 3 4.75 4.25 4
B.3. Klavier
Aussage U1 U2 U3 U4 U5 U6
A1 3.43 3.5 3.251 4 3.6 3
A2 2.86 4 2.5 2 3.2 2
A3 4 5 3.75 3 4.4 3
A4 3.43 3 3.75 3 3.8 2.5
A5 4.29 4 4.25 5 4.4 4
A6 4.71 4.5 4.75 5 4.8 4.5
A7 4.14 4 4 5 4 4.5
B.4. Jazz
Aussage U1 U2 U3 U4 U5 U6
A1 3.43 2 3.5 4 3.2 4
A2 3.71 3 3.75 4 3.8 3.5
A3 1.86 2 1.5 2.5 1.6 2.5
A4 2.43 4 1.75 3 2.2 3
A5 3.29 3 3.75 2.5 3.2 3.5
A6 4.43 3 4.5 5 4.4 4.5




Aussage U1 U2 U3 U4 U5 U6
A1 2.86 – 2.75 3 2.5 3.33
A2 3.14 – 2.75 3.67 3.5 2.67
A3 2.83 – 3.33 2.33 3 2.67
A4 3 – 3.5 2.33 2.75 3.33
A5 2.57 – 2.75 2.33 2.75 3
A6 3.14 – 2.5 4 2.5 4
A7 4.29 – 4.5 4 4.5 4
B.6. Alle Probanden
Folgende Mittelwerte wurden aus den zuvor errechneten Mittelwerten der Versuchs-
gruppen gebildet und besitzen deshalb einen geringen Fehler durch Rundung im
Zwischenschritt.
Aussage U1 U2 U3 U4 U5 U6
A1 3.14 3.06 3.2 3.31 3.14 3.13
A2 3.19 2.6 3.13 3.42 2.57
A4 3.2 3.63 3.2 3.13 3.17 3.2




Fu¨r die Bestimmung der Signifikanz der Unterschiede zwischen den Ergebnissen der
einzelnen Versuchsgruppen wird der Kruskal-Wallis H-Test fu¨r unabha¨ngige, nicht
normalverteilte Stichproben angewandt. Das Signifikanzniveau α betra¨gt hierbei
0.05. Die erhaltenen Kenngro¨ßen H und p sowie die daraus abgeleitete Besta¨tigung
oder Ablehnung der Signifikanz sind im Folgenden fu¨r jede Aussage aufgelistet.
Aussage H p signifikant?
A1 4.2 0.37961 nein
A2 2.7776 0.59571 nein
A3 10.5818 0.03169 ja
A4 3.0619 0.54752 nein
A5 9.6779 0.04622 ja
A6 9.2034 0.05621 wahrscheinlich
A7 1.051 0.90196 nein
Fu¨r die Aussagen, bei denen das Musikgenre nicht als Ursache fu¨r Unterschiede
in der Bewertung in Frage kommt, konnten alle Datensa¨tze der verschiedenen Ver-
suchsgruppen zusammengefu¨hrt und eine erneute Untersuchung von Untergruppen
gebildet aus den VR- und Instrumenterfahrungen durchgefu¨hrt werden. Da bei der
Trennung nach Erfahrung mit Musikinstrumenten nur 2 Untergruppen entstehen
(ja und nein), wird der Mann-Whitney U-Test anstelle des Kruskal-Wallis H-Test






























D. Zusammenfassung der Anmerkungen
Alle versuchsgruppenunabha¨ngigen Anmerkungen der Probanden wurden zusam-
mengefasst und anhand der Ha¨ufigkeit ihres Vorkommens sortiert. Das Ergebnis ist









Wunsch: Systematik bei Schlagrichtungen von
Wu¨rfelabfolgen
2
F3 Wunsch: Abbildung von Musikwiederholungen im Level 2
F4 Richtungssymbole nicht auffa¨llig genug 2
F5 Wunsch: Dynamische Schwierigkeit innerhalb des Levels 2
F6 Ha¨nde u¨berkreuzen ist schwierig 1
F7 Spiel ist visuell nicht ansprechend 1
F8 Wu¨rfel sind zu klein 1
F9 Schlagrichtungen sind unvorhersehbar 1
F10 Wunsch: Musikstu¨ck beeinfluss Schwierigkeit des Levels 1
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