Abstract-Clustering is a pivotal building block in many data mining applications and in machine learning in general. Most clustering algorithms in the literature pertain to off-line (or batch) processing, in which the clustering process repeatedly sweeps through a set of data samples in an attempt to capture its underlying structure in a compact and ef cient way. However, many recent applications require that the clustering algorithm be online, or incremental, in the that there is no a priori set of samples to process but rather samples are provided one iteration at a time. Accordingly, the clustering algorithm is expected to gradually improve its prototype (or centroid) constructs. Several problems emerge in this context, particularly relating to the stability of the process and its speed of convergence. In this paper, we present a fast and stable incremental clustering algorithm, which is computationally modest and imposes minimal memory requirements. Simulation results clearly demonstrate the advantages of the proposed framework in a variety of practical scenarios.
I. INTRODUCTION
We focus here on clustering as an unsupervised learning process, which attempts to represent the partitions of data of unknown class origin without feedback or information beyond what is inherently gained from the data. Its purpose is to nd underlying groups, or clusters, which ideally share similar features. Most commonly, the purpose of unsupervised clustering is to autonomously learn how to best discretize a space with the intent of classifying unseen data samples into one of several clusters with the assumption that commonly classed samples share a common features. As class labels are unnecessary for training or adjusting parameters, learning here implies a presentation of a set of samples that need not be segmented into training, test, and validation subsets. In this paper, we introduce a new approach to incremental or online clustering that puts strict restraints on centroid estimation and modi cation in an attempt to handle the stability/plasticity dilemma that plagues all data-driven systems. As will be detailed in the following section, our approach augments traditional competitive learning clustering algorithms.
Reaching stability implies that observations are consistently assigned or associated with centroids. In practice, incremental clustering reaches stability when centroid means are changing with very small tolerance. Thus the average centroid change rate approaches zero as more observations are made. To reach stability, it is most common to utilize a learning rate which decays with time or metric to estimate or measure stability. There is a trade-off in exibility or plasticity to accommodate new data which is made as the learning rate decays. Assuming stability is reached, this effectively means that data samples encountered after a pseudo steady state have smaller effect on subsequent centroid locations. Parameter selection and adaptation is particularly important when attempting to assimilate new data or observations into an existing set of centroids.
It should be noted that there are alternative fundamental clustering approaches that share similar goals with this work. Hierarchical clustering methods build representations by grouping data in a tree of clusters and can be either agglomerative or divisive. Both perform splitting or merging of data as the tree forms though special considerations must be made in the case of handling incremental data samples, particularly with mind to tree size and balance. BIRCH is a hierarchical method which handles large data sets incrementally, compactly, and ef ciently [1] . BIRCH suffers from being able to only spherically represent clusters, work with low dimensional data, and further may not be suspended or stopped. However BIRCH doesn't depend as greatly on data presentation order as other methods such as CLARANS [2] . Partition based measures, which break incoming data into sets represented by centroids, are generally separated into two types based on their objective criterion. Methods like kmeans and k-modes seek to minimize mean square error [3] while others form maximum likelihood estimates of Bayesian probabilities using expectation maximization [4] . Fuzzy membership clustering methods, such as fuzzy C-means allow a data sample to belong to more than one cluster, effectively giving each cluster a rank of importance in generating a sample [5] . Model based clustering methods, such as SOM nets [6] , often require structures (neural networks) that limit their scalability. A more detailed look at the speci cs of each type of clustering can be found in the surveys [7] , [8] , [9] .
To brie y highlight the dif culties of online clustering tackled in this paper, consider a system which has dynamic cluster generation centers (or a mutating underlying structure) that produces observations with different probabilities. We must be mindful that, as time progresses, the clusters may move, disappear and (re)appear, or become more or less proli c. Further, we are interested in the ease of implementation, portability (what are the restrictions on use in a system), and the memory and computational requirements.
In Section I, we introduce our proposed framework for ef cient incremental clustering using a winner-take-all (WTA) inspired partition approach. Following in Section II we highlight our simulation results and analysis into multiple case scenarios. We conclude with notes on improving the algorithm as well as future research directions.
II. PROPOSED CLUSTERING FRAMEWORK
The proposed clustering algorithm employs the WTA competitive learning paradigm, but with an online aspect in that it continuously updates centroids based on the input data stream, or observations. We assume the latter are not stored in advance such that it is not possible to iterate over the data set in a batch learning manner. We further assume that the algorithm utilizes a nite, xed number of centroids.
In competitive learning clustering algorithms the learning rate is often adjusted to allow trade offs between faster learning in early phases and stability in later phases. Typically, the learning rate is monotonically decreasing, for example by making it a decaying exponential with the decay a function of the iterations completed. A more data-driven approach taken here assumes an adaptive learning rate which is adjusted as a function of the structure of the data, measured by a few performance and behavioral characteristics. Thus to describe the algorithm we must rst introduce several key concepts unique to our formulation.
The rst mechanism used is driven by the desire to guarantee unbiased treatment of all centroids, regardless of the input sample distribution. To achieve this goal, we employ a pseudo-entropy (PE) metric [10] . A very similar metric has been used in the past for batch clustering applications [11] . The formulation for the PE of a vector v of length D is given by
where
This de nition is clearly related to the entropy of v (assuming it is normalized) scaled by the maximum entropy of any vector of size D. The scaling and subtraction from unity means that PE is zero when the elements of v are all equal (i.e. form a uniform distribution) and is maximum at unity when all elements but one are zero. As will be detailed below, the PE serves as an estimate of how well the overall available centroids are covering the input data and thus helps diminish the updating of the centroids, but allows the algorithm to remain responsive to signi cant changes in the input sample stream.
Next, we introduce the concept of starvation trace compristhat clusters that are initially distant from observations are eventually updated. The starvation trace allows idle or starved centroids to accumulate credit over time when they are not the selected centroid. Once a centroid is selected for update, it loses this credit. The starvation trace is initialized to a constant vector of length D where D denotes the dimensionality of the observation. For each observation, whereby centroid c is chosen, the starvation trace for all non-selected centroids is reduced either by a xed value or scaled by the PE. The An example of how the starvation trace impacts the clusa 3-dimensional space. In this example, there are three actual clusters (denoted by a single point in the space, displayed as circles), all with uniform probability of occurrence, and the process attempts to t four centroids to the data. For the purposes of illustration, all estimated cluster centers are set to the initial value of (0.5,0.5,0.5). Without modulating the distance of a centroid from input samples by the starvation trace it can be seen that one or more centroids can inde nitely be excluded from ever being updated from it's initial state, ing of a scalar for each centroid which is used to guarantee tering process is illustrated in gures 1 and 2, which are in spanning two cluster centers, and since its distance to both centers is shorter than the distance to the initial point, the centroid is simply continually drawn from both sides. Figure 2 shows that once the starvation trace is included, this undesired scenario can be avoided, as the fourth centroid accumulates starvation credits and is eventually chosen over the third centroid as closer to the second center.
A. Stabilizing the Process
A key aspect of a robust incremental clustering algorithm is stability in the sense that once good coverage of the data set has been reached, updating of the centroids should recede. We maintain a metric for each centroid which re ects the normalized standard deviation of that centroid's updates over time. We then modulate the centroid change by this metric to yield a stabilized process. To achieve the above goal, we maintain two parameters for each centroid: the estimates update rate and its standard deviation. These are computed online and are given by the following expressions
where d x is the distance between an observation and selected centroid x, and ; < 1: These estimates are smoothed metrics for the changes made to the centroids over time.
As centroids better approximate actual dense areas of data clusters, the values of x should approach a xed value and the value of x should converge to a relatively low level. To effectively utilize these constructs, we established a functional relationship between them expressed aŝ
where is a constant.^ allows us to scale centroid changes in the following manner. When centroids are not changing much and should be small and consequently^ should be close to 0. Periods of large change in centroids will force^ to be nearly unity. The centroid update change is then modulated by the moving average of^ such that
thus stabilizing the process with respect to accuracy in sample data coverage With these preliminaries set, we next describe the clustering algorithm. The estimated centroids are initialized to random values. A new observation is assigned to a single estimated centroid based on the minimum distance computed using a distance measure such as the Euclidean distance. The latter is weighted by the starvation trace and the estimate of as de ned earlier. That is, we use the augmented distance 
where h ; i denotes a dot product, is a constant and t is a scalar measure of the cosine of the angle between the prior update center 4 x and the new direction of the update (x o). This adjustment is intended to weaken the step size when there is negative correlation between consecutive directions of update, and strengthen it when there is a consistent centroid update direction. The idea is that when the direction is similar the estimated centroid is moving consistently in the same general direction between updates, and once it gets close to the true cluster centroid the direction is noisier and thus the step should be scaled back. As a simple illustration of this concept, consider a clustering algorithm where the step size is the cosine direction scaled by a xed constant . The direction is still set based on the difference between the observation and centroid as before. Hence, the update rule can be expressed as
The step size is smoothed over time such that
resulting in a nal update for the winning centroid which is
For reinforcement, we update the cluster centroid by the difference between the centroid and observation (x t o t ) weighted by the element of , the step size t x , and the pseudoentropy of the entire vector.
III. SIMULATION RESULTS
In order to establish the robustness and speed of the proposed clustering algorithm, the latter has been evaluated over a range of pathological cases. The following is a description of each of the case studies along with their respective performance analysis.
Case 1: Observations (i.e. data samples) are uniformly distributed among the clusters. This is the most basic of cases that can be presented to the algorithm. The estimated number of necessary centroids represents the data well and each centroid as depicted in gure 1. Note that the nal third centroid is arg min d to select the winning centroid, followed by will receive updates at approximately the same rate. As can be observed in Figure 4 , the nal centroids, denoted by the large circles, accurately represent the observations. At the bottom of Figure 4 , the change in the mean squared error between the estimated centroids and the actual cluster centers can be found. This shows that the stabilizing elements of the algorithm ( , x , and PE) essentially freeze the centroid updates after about 200 observations. Figure 3 illustrates how and the starvation trace change as additional observations are processed. As a result of the even distribution of observations among the clusters, the starvation traces for each centroid converge to roughly the same value. Conversely, as the centroids are updated to better represent their respective clusters, decreases to a small value.
Case 2: A dominant cluster produces disproportional input samples (i.e. nonuniform distribution of data samples). In this scenario, 80% of the data samples pertained to the dominant (2) cluster. Once the parameter has determined that the centroids are representing the clusters well, it attenuates the starvation trace, keeping it from updating the centroids that have fewer observations. This is true despite the fact that not all of the starvation trace elements are converging to the same value, as can be seen in Figure 5 . Without the incorporation of ; the starvation trace would assume the non-dominant centroids were starved and they would be inappropriately updated. Case 3: One cluster has few observations relative to the others.
This scenario resembles the one in case (2) . The parameter keeps the online clustering algorithm from inferring that the cluster with few observations is starved, and the centroids are stable and estimated well. This case is illustrated in Figures  7 and 8 . These gures were created with a weak cluster that only received 10% of the observations. Case 4: Dominance of the observations alternative between clusters over time. This situation is handled well by the algorithm since it already handles the dominant cluster scenarios. The only other dif culty re ected by this case is the possibility of a shift in dominance, causing a centroid to infer that it is starved. As can be observed in Figures 9 and 10 , this is being avoided by virtue of . These gures were created by allocating 80% of the observations to a cluster and changing which cluster received this dominance every 10 iterations.
Case 5: The number of estimated centroids is greater than the actual number of clusters.
The starvation trace helps in addressing this scenario well. It gravitates the excess centroids to the clusters, and while there are still more centroids than actual clusters, all centroids are within the bounds of a cluster. This can be observed in Figures 11 and 12 .
Case 6: The number of centroids is less than the actual number of clusters. and starvation trace values for case (4) In this case, the centroids will do their best to cover the observation space as a whole. In other words, the centroids will represent multiple clusters as a single cluster. The key is that one would like centroids not to bounce around between clusters. Simulation results pertaining to this scenario are shown in Figures 13 and 14. 
IV. CONCLUSIONS
This paper presented a fast and scalable incremental clustering algorithm that is modest in both computational and memory resources. In particular, starvation of prototypes and the general stability of the process are guaranteed using speci c statistical metrics given the input data has a reasonably stable structure. The approach is particularly useful in applications where fast, online clustering of large databases is required. For future work, exibility toward adding new and removing unnecessary centroids is of great concern. Generally, we feel and starvation trace values for case (5) the metrics presented here can be used as indicators of the discriminatory power of the centroid set. Determining time for convergence in relation to the data sample frequency is also important for cases where an estimation till stability is particularly useful. We believe this information may be encoded in the behavior of our metric under real world cases and look towards ways of extracting such predictions.
