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RESUMO 
O acoplamento entre polarização e flutuações em te!!!.. 
peratura em cristais ferro e antiferroelétricos que apresentam 
transições de fase estruturais é estudado através do formalismo 
de Mori. Partindo de considerações termodinâmicas, escolhemos 
como variáveis dinâmicas as componentes de Fourier da polariza-
çao local, da primeira derivada temporal desta polarização lo-
cal e da temperatura local (esta Última definida em termos da 
componente de Fourier da densidade de energia local) • Discuti-
mos leis de conservação para estas variáveis e a relação entre 
elas e as quantidades microscópicas que descrevem a dinâmica de 
redes, a Saber, os operadores campo de fonon e momento de fonon. 
Encontramos uma expressão para o fator de estrutura 
dinâmico que tem a mesma forma que aquela deduzida por técnicas 
de função de Green. No limite de longos comprimento~ de onda e 
longe da região critica o fator de estrutura dinâmico apresen-
ta um par de Brillouin e um pico centl>al, enquanto que próximo 
à região critica o par de Brillouin desaparece e o pico central 
diverge. 
ABS·TRACT 
The coupling between polarization and temperature 
fluctuations in fer:To and antiferroelcctric crystals which 
undergo structural phase transitions is studied through 
Mori 's forma~iam. Using thermodynam.ic considerations, we 
choose as dynamical variables the Fourier components of the 
local polarization, of its first time derivative and of the 
local temperature {_the latter defined in terms of the Fourier 
components of the local energy density}. 
We discuss conservation laws for these variables 
and their relationship to microscopic guant.i ties describing 
the lattice dynamics, namely, the phonon field and phonon 
momentum operators. 
We oht.ai.n an cx?ression for dynam1;r?ill 8 ~Y'ucht."'e 
factor which has the sarne shape as the one derived using 
Green's functions. In the long-wavclength limit and far from 
the cri li cal region the structure factor exhibi Cs a 13.ci l ~..JUÚL 
pair and a central pcak, \11hereas close to the critica! region 
the Drillouin puir vanishes and the central peak diverges. 
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1. 
INTRODUÇÃO 
1. O Modo 11 Mole" 
Há muito tempo já se sabe que determinadas clusses 
de cristais sofrem transições de fase estruturais quando subme 
tidas a variações de temperatura. Entretanto, ainda hoje as 
principais caracterlsticas destas transições são objeto de mui 
tas investigações. 
Entende-se por transição de fase estrutural a mu-
dança de simetria no cristal quando sua temperatura é reduzida. 
Os cristais com estrutura das perovskitas do tipo AB0 3 , por 
exemplo, na fase de alta temperatura apresentam estrutura cúb! 
ca, transformando-se com a redução de temperatura em uma estru 
tura tetragonal ou trigonal(!). 
Parece ser consenso que as transições de fase es-
truturais resultam da instabilidade de um modo normal vibracio 
- nal da rede, conforme foi sugerido primeiramente por Cochran(Z) 
e Anderson( 3 ). Nas proximidades da transição, u frequência de~ 
te modo tende a zero, e a força restauradora para este modo de 
deslocamento anula-se, permitindo aos átomos ocuparem novas P52. 
sições de equilibrio. Este modelo de modo "mole" ("soft") tem 
sido muito utilizado para a descrição das transições de fase 
estruturais ( 4 ) , 
A análise de Cochran(Z) está baseada fundamentalmen 
te na relação LST (Lydanne-Sachs-Teller). Esta relação, em sua 
foLma mais simples, pode ser escrita como 
= 
c (o) 
c ( 00) ' 
2. 
onde wLO e wTO sao as frequências dos modos Ópticos longitud! 
nal e transversal pertinentes ao problema, c(O) é a constante 
dielétrica estática e c(oo) é a constante dielétrica para altas 
frequências. 
Experimentalmente, sabe-se que wLO independe da 
temperatura,e uma vez que s (O) segue a lei de Curie-T\I'eiss pa-
ra cristais ferroelétricos, a saber, 
obtemos 
c 
o(O) = T-T 
o ' 
( 3 I 
onde C e uma cons-Callt.e e T0 e a tewpe.catura de Cur .... c (que para 
transição de fase de segunda ordem coincide com a temperatura 
de transição, Te = T0 ) • Vemos então que, quando T ~ T0 , 
WTO -+ O. 
A validade das proposições de Cochran(
2
} e 
Anderson( 3 ) tem sido comprovada experimentalmente em cristajs 
da classe perovskita (S) (ver Fig. 1). 
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Fig. 1 - Dependência de temperatura do modo que pertence ao ca~ 
l l 1 to R ; (~,~~~) da zona de Brillouin, acima da tempera-
tura de transição Te = 110°c, no titanato de estrôncio 
(G. Shirane e Y. Yamada, Phys. Rev. 177, 858 {1969)). 
2. O Modelo de Pytte e Feder 
Conforme j~ dissemos anteriormente 1 uma das classes 
de cristais que exibem transiç6es de fase estruturais, e que tem 
~-~do estudada com grande interesse, ~ a classe das perovskitas. 
l:noki e Sakudo( 6 ), investigando os mecanismos relacionados com a 
-, ransição do titanato de estrôncio SrTio
3
, deduziram, através de 
l&cnicas de ressonãncia de spin eletr6nico, que a transiç~o da 
fase cúbica para a fase tetragonal é acor,1panhada por rotações do 
octaedro fon:1ado pc1os o.:-:_is0nios ao redor dos três eixos cúbi-
cos {ver Fig. 2). 
' 
• A 
o o 
I a) I b l 
Fig. 2 - (a) Célula unitária da estrutura perovskita cúbica com 
os tons E na origem. (b) Deslocamentos de ángulo r e to 
(rotações) dos 1ons de oxigênio ao longo das faces do 
cubo. 
17) Fleury e cc-autores propt1seram um modelo para a 
transição de fase do SrTi0
3
, o qual estabelece que a estrutura 
de Unoki e Sakudo( 6 ) é uma consequência da instabilidade de um 
modo "mole". 
Cm dos primeiros trabalhos teóricos a rE-spei_to da 
relaç~o Bntre a teoria do modo ''mole'' e a estrutura de Unoki e 
-'· I 6 l I l l Sa~udo foi feito p·r Pytte e Feder . Estes autores propus~ 
rc.m o;:1 hordltoniano J -;:J.elo Lendo as seguintes caracteristicas: 
(a) O hamiltonia~o descreve us rot~ç6es do octaedro forGado p~ 
los oxigênios ao redor dos três eixos cúbicos; 
(b) Leva em conta as interações entre os ions de oxigênio e os 
icns A (ver Fig. 2a) através da inclusão no hamiltoniano de 
te1T10S anarrnônicos de quarta ordem. Introduzindo aproxima-
5. 
çoes de campo molecular, o hamiltoniano modelo tem as segui~ 
tes implicações: (a) o modo pertencente ao canto R da zona 
de Brillouin é triplamente degenerado para T > Te (fase cú-
bica); {b) para T < T este modo divide-se em dois ramos c 
(ver Figs. 1 e 3); (c) a frequência deste modo aproxima-se 
de zero quando T + Te. 
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Fig. 3 - Dependência de temperatura dos modos "moles" abaixo da 
- o temperatura de transiçao Te = 110 K para o SrTi03 (P.A. 
Fleury, J.F. Scott e J.M. Worlock, Phys. Rev. Lett. 21, 
16 (1968)). 
Estes resultados do hamiltoniano modelo de Pytte e 
Feder já haviam sido previstos pelo modelo de Flcury e cc-auto-
res(?) (proposto com base em dados de espalhamento Raman). 
6. 
3. O Modelo de Szabo 
Crna vez que a energia de um modo normal vibracional 
e p1cporcional â sua frequ~ncia, a energia do modo óptico trans 
verso "mole", para o qual decresce com a diminui-
çdo da lc:mperatura. 
(9 ) 
Szabo relacionou a perda de energia dos modos 
"moles" com a energia destes modos flue para 
um banho tér-mico produzindo flutuações em temperatura. 
Assim sendo, dois tipos de acoplamento dcvrom ser con 
siderados: o primeiro entre os fonons 6pticos ''moles'' e todos 
os oc:Lros modos de fonons, e o segundo entre os fonons Ópticos 
''moles'' e as flutuaçõr_s em tcn.peratura. O primeiro ª considerado 
via o harr·j ltoniano, e o segundo através de un,a equação de difu-
sao de calor. Isto pode ser melhor entendido especificando as 
!)rincipais etapas do procedimento teórico seguido por Szabo (g) : 
(a) Reescreve-se o hamiltoniano de Pytte e Feder(B), para os 
cristais da c1asse das perovskitas, em termos de coordenadas 
orr;>ai.s, acrescent,s_ndo um termo anarmônico de terceira ordem 
que descreve a interaç~o entre os fonons ópticos ''moles'' e os 
Gnons ccústi.ccs. Os outros tipos de interação entre: fc,-- ons sao 
~-:esf-'reze:dos por Szabo (9 ), argunc:>tando que e Jhais ,~arte a tro-
ca de energia E'nt:re foncns ópticos "mole..s e fonons acúst" c os; 
(b) A partir do novo ho.r.ül-Lordano, encontro.-se uma equação àe 
movimento linearizada para as coordenadas de fonons ópticos 
"moles" envolvendo uma função de Green retardada destes fonons; 
(c) Recorre-se a u~a equação de transporte generalizada de 
l dd ·a ··kl s···1 • DOJ Bc tzffiann e uz1 a por ~1- as~on e JO anaer , da qual se 
7. 
obtGm uma ec:uaçao de difusão de calor que acopla as flutuações 
em temperatura com as coordenadas de fonons ópticos "moles"; 
(d) Finalmente ~ Jeduzida uma cxpress~o para a transformada de 
Laplace da funç2o de Green. 
Resulta que o fator de estrutura dinâmico aprcsen-
ta, além do par de Brillouin usual, um pico ceriti'al devido as 
flutuações em temperatura. 
A existência do pico central e do par de Brillouin 
tem sido revelada em espectros de espalhamento de neutrons p_§_ 
lo SrTi03 (ll) e cm espectros de espalhamento de luz pelo 
(12 ) 
KH 2Po 4 , mais conhecido como KDP. 
4. Formuloção Alternativa 
Sabe-se da literatura que algumas propriedades flsi 
cas dos materiais são afetadas quando estes são submetidos a 
variação de temperatura. Em particular, para os materiais fer-
1 - . 1 - h . d 
113 ) roe etricos, experJ.menta mente e con ecJ. o que a polariza-
çao (morr.cnto de dipolo el étrico por unidade de volume) é basi:..an 
te sensivel às variações de temperatura. Assim, podemos pensar 
em acoplaffiento entre flt .açoes em ~61:~eJ'a~ura e polarizaç~o Zo 
Nes'i_e trabalho, .nvestigaremos este acoplamento e 
suas consequências utilizando uma técnica alternativa que dis-
pensa a consideração de uma equação de transporte generalizada 
e as técnicas usuais de funções de Green. Trata-se do formalis 
' . (14 ) t t t l - ". - . mo c e i•lorJ. , que no prcsen e con ·ex o envo. ver a a u-· namJ.ca 
de redes de cristais anarm6nicos e a solução das equações de 
8. 
movimento pertinentes usando uma equaçao de Langevin generaliz~ 
da. 
A aplicação do formalismo de Mori{l 4 ) envolve a es-
pecificação de um conjunto de variáveis dinâmicas e o seu suces 
so dependerá de estarem estas ou não perfeitamente adaptadas a 
uma realidade fisica. Assim, tendo em vista o acoplamento entre 
flutuações em temperatura e a polarização local, decidimos esco 
lher as componentes de Fourier da polar•ização local (e sua deri 
vada) e da temperatura local como o conjunto de variáveis dinâ-
micas (esta última é definida em termos da componente de Fourier 
da densidade de energia lo~al) . 
A presente escolha é consequência de uma analogia 
com um estudo sobre sistemas paramagnéticos feito por Lovesey(lS) 
utilizando-se do formalismo de Mori(l4 ). O conjunto de variáveis 
Olnâmicas escolhido por ele e formado pelas componentes de 
Fourier da magnetização local (e sua <ierivada} e da densidade 
de energia local. 
O principal objctivo deste trabalho é portanto mos·-
trar que com uma escolha adequada de variáveis dinâmicas, isto 
é, supostamente adaptadas a uma realidade física, o formalismo 
de Mori(l 4 } produz os mesmos resultados encontrados por 
Szabo ( 9 ) especificados no final da seção anterior. 
~ importante ressaltarmos que tanto a formulação de 
Szabo( 9 ) como a presente são, conforme será justificado no 
Apêndice A, válidas na fase onde T > Tc, conhecida na linguagem 
de teoria de cristais ferroelétricos como fase paraelétrica. 
Com a intenção ~e ~presentar um trabalho autoconti-
do, no Capítulo 1 recordaremos o formalismo de Mori(l 4 ) e a sua 
ligação com a teoria de resposta linear de Kubo. Também discut! 
remos a aproximação markoviana da qual faremos uso. 
9. 
No Capítulo 2, recordaremos o formalismo da dinâmi-
ca dos cristais anarmônicos e sua relação com as componentes de 
Fourier das densidades conservadas (polarização e densidade de 
energia locais). Também apresentaremos uma possível justificat~ 
va para a nossa escolha das variáveis dinâmicas, a saber, as 
componentes de Fourier das densidades conservadas baseando-se 
em urna discusssão sobre as flutuações termodinâmicas nas variá-
veis de energia total dos nÜcleos e a polarização total dos mes 
mos na presença de um campo elétrico externo estático e unifor-
me, bem como o uso da aproximação markoviana. 
Finalmente, no Capítulo 3 aplicaremos o formalismo 
d ' (l4) ' d d e Morl partln o o conjunto de variáveis dinâmicas especi-
ficadas anteriormente. Isto resulta em uma suscetibilidade die-
létrica que mostramos ser função de coeficientes de transporte 
conhecidos, a saber, os coeficientes de viscosidade e condutivi 
dade térmica. Mostramos também que as expressoes para a susceti 
bilidade e a decomposição do fator de estrutura dinâmico em 
três componentes espectrais {par de Brillouin e pico central) 
têm os mesmos aspectos que aquelas obtidas por Szabo( 9 ). 
No Apêndice A mostraremos a equivalência entre os 
produtos escalares (2.29a) e (2.35) no contexto de teoria de 
resposta linear. 
No Apêndice B apresentaremos as principais etapas 
para a dedução da transformada de Laplace da função de Green 
retardada de coordenadas de fonons "moles". 
Os Apêndices restantes serão dedicados ao cálculo 
dos produtos escalares entre as variáveis dinâmicas, bem como 
aos métodos e cri t.érios utilizados. 
10. 
CAP1TULO 1 
FORMALISMO DAS FUNÇÕES DE CORRELI\ÇÃO DE MORI 
1.1. O Operador de Projeção 
O formalismo das funções de correlação de Mori(l4) 
consiste em reescrever as equações de movimento para as variá 
veis dinâmicas em termos de uma equação de Langevin generali-
zada. Para isto, é necessário introduzir o operador de proJe-
ção(lG) defir:ido no espaço de Hilbert das variáveis dinâmicas. 
Denotaremos por (P,G*) o produto escalar entre 
duas variáveis F e G, tendo as seguintes propriedudcs: 
(F,G*) = (G,F*)*, {G,G*) ;;;- O 
(L C.F.,G*) = 
j J J 
L C.{F.,G*) 
j J ~ 
onde os C. 's sao constantes. 
J 
' 
{1.1a) 
{ 1.1b) 
A equaçao de movimento para uma variável dinâmi-
ca A(t) tem a forma 
d A{t) ~ 
dt 
i LA { t) 
onde L é o operador de Liouville, e e definido por 
iLF -él_[ F H] - J.h I 
no caso qu3.ntico, e por 
{ 1. 2) 
ll. 
N 
- ~ ' v ~ iLF = l: (V H.V F- H.v FI 
7 ~ ~ ~ 
j~l P. r. r. P. 
J J J J 
no caso clássico. Os colchetes denotam o comutador, H e o ha-
~ ~ 
miltoniano do sistc:>ma, r. e P. sao a posição e o momento da 
J J 
j-ésima parti cu la • - a a a v 3 a e v~ = (-- ' ·"-1 e - (xp~-, dx.' oz. ~ aP 3y. r. J J J P. x. Y· J J J J 
a ---1 
3P z. 
J 
-sao os gradientes. 
Os resultados deste formalismo independem da def~ 
nição do próduto escalar. Entretanto, o produto escalar deve 
satisfazer a condição 
(LF,G*I ~ (F,[LG]*I (l.3al 
isto e, o operador de Liouville é herrnitiano no espaço de 
Hilbert das variáveis dinâmicas. 
O operador de Liouville e uma constante de movi-
mento: 
d 
dt L ~ o (l.3bl 
Considerando e.s variáveis dinâmicas como vetores 
no espaço de Hilbert, a projcção de um vetor G na direção do 
eixo A é definida por 
p G -
o 
-1 
(G,A*) · (A,A*) ·A ( l. 4 I 
onde P0 é o operador de projeção no espaço de Hilbert das va-
riáveis dinâmicas. 
O operador de projeção possui as seguintes propri~ 
dadcs: 
p 
o 
lP F,G) 
o 
(idempotência) 
IF,[P G]*) 
o 
(hermi ticidade) 
I l. Sa) 
I l. Sb) 
A definiç~o (1.4) possui a seguinte interprctaç~o 
~ + 
geoométrica: d ' · + b' la. b) +b e- l 1 + da os ools vetares a e , ~~ para~e o a b 
+ 
e a -
b.b 
é ortogonal a b (ver Fig. 4). 
~ a.b)~ a-(;;:t;- b 
~ ...... ---t 
(: !)ti 
b . b 
Fig. 4 - I~terpretação geométrica do operador de proj~ 
çao. 
A propriedade (l.3b) do operador de Liouville nos 
permite escrever a seguinte soluç~o forma, da Eq. (l. 2): 
onde A 
Alt) 
iLt 
·- e A 
A I O). 
O operador ( 17 ) 
!-'i (.) 
iLt - e 
I l. 6 l 
13. 
é conhecido como propagador. A variável dinâmica muda de A p~ 
ra A(t) sob a ação do propagador M(t). 
O resolvente {transformada de Laplace} de M(t) e 
i\(z) = (z-iL)-1 
O operador 
- (1 - p ) 
o 
(l. 7) 
( l. 8) 
também é um operador de projeção. Este operador projeta uma 
variável arbitrária G na direção perpendicular ao eixo A, is-
to é, 
( l. 9) 
P. Eq. (1.8) tumbém pode ~-e.r escrita na forma se-
guinte: 
Qo + Po = 1 
Logo, podemos escrever a identidade 
i L = (Q + P )iL o o 
( 1.10) 
Inserindo esta identidade na Eq. (1. 7), o resol-
vente também pode ser expresso como 
M( z) = [ z-(Q + P )iL]- 1 o o • 
com F 
Recorrendo à identidade de operadores 
= z- (Q + P )iL e G = o o 
ií ( z) 
' 
z - Q iL, encontramos 
o 
14. 
A transformada de Laplace inversa do resolvente en 
tão dá 
M (t1 
Q iLt ft 
= e o + 
o 
eiL(t-T)p iL 
o 
Q iLT 
e 0 dt (l.ll) 
A discussão acima constitui a base para deduzirmos 
a equaçao de Langcvin generalizada. 
1.2. EqPação para A(t) 
Diferenciando a Eq. (1.6) obtemos 
d 
dt A(t) 
onde usamos a Eq. (1.10). 
-- eiLt(Q +P )iLA 
o o 
Segue das Eqs. (1.4) e (1.6) que 
(1.12) 
15. 
onde 
in - (iLA,A*) • (A,A*)-l (1.13) 
e a fX'equência. 
Com estes resultados, a substituição da Eq. (1.11) 
para o propagador na Eq. (1.12) produz 
d 
dt A(t) 
Q iLt 
= in.A(t)+e 0 Q0 iLA + 
Q iLT 
e 0 Q iLAdT 
o 
( 1.14 I 
O segundo termo do lado direito desta equaçao e 
conheci0o como far•ça alea-~0rio, 
f(t) 
Q iLt 
_ e 0 Q iLA 
o 
(1.15) 
Da propriedade de idempotência (l.Sa) de P
0 
segue 
que 
Então, de acordo com a Eq. (1.9), 
(f(t) ,A*) =O (1.16) 
isto e, a força aleatória f(t) é ortogonal à variável A. 
A integral que aparece na Eq. (1.14) envolve o ter 
mo P iL f(t). Usando a definição (1.4) segue que 
o 
16. 
Usando a propriedade de henniticidade de L e p 
0 
expre.§:_ 
sa pelas Eqs. (1.3a} e (1.5b) obtemos 
onde 
P iL f(t) ~ o (f(t) ,( iLQ0 A] *)·(A, A*) -
1 .A 
~- (f(t) ,f*) • (A,A*)- 1 •A 
' 
Substituindo este Último resultado e a definição 
(1.15) na Eq. (1.14) finalmente obtemos 
d~ A(tJ = in·A(tJ - J: ~(,J·A(t-T)dT + f(tJ (1.17) 
onde 
~(t) "- (f(t) ,f*).(A,A*)-1 (1.18) 
é a chamada função memÓr•ia. 
A Eq. (1.17) é conhecida como equação de Langevin a~ 
ncrali::.ada. 
'!'ornando o produto escolar da Eq. (1.17) com A, segue 
da Eq. (1.16) que 
. ' ' j_' • 
d 
àt c (ti I 1.19 I 
onde 
c (t) (A(t) ,A*) (1.20) 
e a dcfiniç~o usual de funçâo de correlaçâo. 
A Eq. (1.19) sera o no~,so ponto de partida para o 
cálculo do fator de estrutura dinâmico. 
Em geral, a descrição fisica de um sistema exige a 
especificação de mais que uma variável dinâmica. Nestes casos 
A ê uma matriz coluna representada pelas ~ variáveis 
A
1
,A 2 , ... ,A0 c A* é sua hermitiana conjugada. O conjunto de n 
vari5veis define um subcspaço no espaço de Hilbert das variá-
veis dinâmicas, e a projeção na direção deste subespaço é da-
da pela definição (1.4), onde (A,A*}-l é a inversa da matriz 
(A,A*) (i 1 j 1,2, ... ,n) 
e os pontos indicam multiplicação de matrizes (por exemplo, 
tqs. (1.13) e (1.18)). A partir de agora usaremos a notação 
<;>para o produto escalar entre as variâveis dinàmicas, e 
conservaremos a notação original (,) para o produto escalar 
entre a matrizes coluna formada por estas vari~veis. 
1.3. Aproximação Harkoviana 
A aproximação markoviana consiste em aproximar a 
; '-< . c. 
funç~o mcm6ria (1.18) por uma funç~o delta: 
_,(t) c fó(t) 
onde r representa algum coeficiente de transporte. Substituin 
do esta expressão no segundo termo do lado direito da Eq. 
( l. 19) temos 
1: fo{T) .C(t-T)dT =coo 8(T)fO(T) .C(t-T)dT 
onde 
i L e 1 t J -2n 
l 
l 
= 2 
o 
1 r.cltl 
2 
-ixt 
e dx ·---
x+iE: 
t > o 
t = o 
t < o 
E + 0 
Evitare1nos o fator meio reescrevendo a aproximação 
markoviana como 
"(t) = 2fó (t) 
Se a função de correlação 
atroxirnação só é válida quando ~e 
(1.21) 
decai num tempo l , esta c 
í ~ l~l (ver Fig. 5). 
19. 
/~(t) 
Fig. 5 - Interpretação da aproximação markoviana. 
A aproximação (1.21) pode ser estendida para o caso 
de ::miL~s variáveis, onde r é uma matriz.!!_ por!!.· 
Na prática, devemos ser cuidadosos na escolha das 
variáveis dinâmicas de tal forma que a condição me 
-l 
T 
c 
seja sat'sfeita. As densidades que obedecem leis de conserva-
çao, isto é, 
3t 
+ + + 
A(r,t) + V•J(r,t) = o 
satisfazem este requisito(l 4 ,l7 ). D(notamos por 
' ncnte de Fourier da densidade conservada A(r,t) 
espaço e do tempo. Er,tão 
A (t) 
+ 
+ + 
+ iq•J (t) 
+ 
o 
q q 
A-+(t) a comp~ 
q 
dependente do 
ondE: .] - + (t) é a componente de Fourier do fluxo J(r,t) corres-
+ . I+, pondente a A(r,t). Notamos que quanoo qi = c; -+O,À(t) 
+ 
= o, 
q 
entao A (t) tem um teillpo de vida infinito. Em outras palavras, 
+ 
q 
A (t) (:ecai lentamente no limite de q pequeno (no caso prese!!_ 
+ 
q 
20. 
te sera pequeno comp~rado com o inverso dos deslocamentos nu-
cleares em torno das posições de equillbrio no cristal). 
1.4. Fator de Estrutura Dinâmico 
Consideremos um sistema na presença de um campo ex-
terno E(t) .Seja A a variável dinâmica com a qual o campo inte 
rage. A energia de interação é dada por 
Hl (t) =-A E (t) 
Então, a energia -do campo externo dissipada no sis-
tema, isto e, a absorção do sistema, é proporcional à parte 
imaginária da suscetibilidade dinâmica(lB), sendo esta, 
contexto de teoria de resposta linear(lg), definida por 
no 
• + -lwt f
oo • 
- S O <A(t);A >e dt ('.22) 
onde 
e < > indica uma média térmica: 
(1.23) 
Supondo que as funções de correlação sao nulas no 
limite t + ro, a Eq. (1.22) é reduzida a 
. . 
IL 24) 
onde 
CAA (w) r: CAA(t) -iwt .. e dt 
CAA (t) -
+ 
= <A(t);A> 
O 'fator de estrutura dinârdco e usualmente definido p~ 
la transformada de Fourier da função de autocorrelação C (t): 
AA 
logo 
As funç~es de autocor,-elação sao funções pares( 16 • 17 l, 
S(w) l - -IRe 
TI 
Tomando a parte imaginária de XAA(w) dada pela Eq. 
(1.24) e usando este Último resultado obtemos 
" (L 25) 
onde 
Notilmos então que a determinação da absorção do sis 
tema requer o conhecimento de uma função de autocorrelação. 
22. 
Assim sendo, as funções de correlação desempenham um papel ce~ 
tral na descrição dos processos fisicos dependentes do tempo. 
Para finalizar, observamos que a função resposta, ou 
equivalentemente n suscetibilidade definida pela Eq. (1.22}, 
depende unicamente das propriedades do sistema em equillbrio, 
ou seja, na ausência de perturbações externas. 
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CAP!TULO 2 
CRISTAIS ANARM0NICOS E DENSIDADES CONSERVADAS 
1 ' - ' d ' ' ' - - ' (2 o ) 2 •• DJ.nam1.ca e Cr1.sta1.s na Aproxunaçao Harmoraca 
Consideremos um cristal contendo N células unitárias 
com r átomos por célula. Este sistema possui, portanto, 3Nr 
graus de liberdade. 
+ Denotaremos por R (~) a posição de equillbrio da 
o 
t-ésima célula unitária relativamente a uma origem no cristal 
-> 
e por R
0
(s) a posição de equilÍbrio do s-ésimo núcleo relati-
vamente à origem da célula unitária .(ver Fig. 6). 
Segue imediatamente que a posição de equilÍbrio de 
qualquer núcleo do cristal é dada por 
_R w 
o 
+ + R
0 
( s) 
~ 
R o( S) 
o 
Fig. 6 - Posição de equilíbrio do s-ésimo núcleo da t-ésima 
célula unitária. 
A din5mica dos núcleos pode_ ser descrita em termos 
24, 
+ dos deslocamentos u(~s;t) dos mesmos em torno das suas posi-
ções de equilibrio e dos JTDmentos canônicos conjugados P ( ts; t) : 
+ + + 
Rlts;t) _ R0 1~s) + u lts;t) , 
Pl~s;t) _ + M
5 
u(ts;t) 
onde M
5 
é a massa do s-ésimo núcleo. Para simplificar a nota-
çao, de agora em diante abandonaremos a dependência temporal 
~ ~ + ± 
expl1cita de u, p e ~, e a retomaremos sempre que houver ne-
cessidade. 
A energia cinética total dos núcleos tem a forma usual 
T = r 
~sa 
2M 
s 
I 2. 1) 
onde Pa(ts) e a componente cartesiana~ do momento Pcts). 
A energia pot.encial dos núcleos cV, que depende de 
+ R(ts), pode formalmente ser expandida numa série de Taylor em 
torno das posiçÕes de equilibrio R (ts): 
o 
~ = .; + r ~ I ~s) u I ts) + o tsa a a 
+ l r r • (ts;t's') lts) u (t's') 2! aa' u 
~sa .Q,'s'a' a a' 
+ . ' I 2. 2) 
+ 
onde u (ts) é a componente cartesiana !! do deslocamento u (Q.s}, 
a 
~o é a energiu potencial de equilÍbrio dos núcleos e 
- au (ts) 
a 
~O'. O'. I ( ~5 i Q, I 5 I ) -
o 
du ( R.s) du , ( Q,' s') 
a a 
25. 
' 
o 
e o subindicc ''o" indica que as der i v adas sao calculadas na 
configuração de equilÍbrio. 
A aproximação harmónica consiste em truncar a expan-
sao {2.2) nos termos de segunda ordem nos deslocamentos nuclea 
res. 
Na configuração de equilÍbrio 
~a(ts) ~O 
Então, dus Eqs. (2.1) e (2.2), o hamiltoniano descre 
vendo a dinâmica dos núcleos, na aproximação harmônica, é dado 
por 
H ~ T + 
~ •o 
+ 2! 
l 
• 
+ " 
P~ (ts) 
+ 2M 
~sa s 
" r isa 2-'s'a' 
<I> a a ' ( 9, s; 9., ' s' ) ua ( 9. s) ua ' ( 2.. ' s' ) 
( 2 • 3 I 
g usual expandir ua(Q,s) e Pa(ts) em termos de coor-
denadas normuis ou coordcnudas de fonons. Então o hamiltonia-
no (2.3) assume uma formz:t que lembra aquela de um oscilador 
26. 
harmÔnj co. Para isto, e necessário introduzir a mat-riz dinâmi 
+ 
c a D (k) : 
D lss' I kl 
M' 
= 
l z - ---
~r-lsMs' t' 
4l a a' ( l!-s i r.' s' ) x 
+ ~ ~ 
-ik.[R lti-R (t'l] 
x e o o I 2 • 4 l 
+ 
onde k e um·vetor pertencente a primeira zona de Brillouin. 
+, 
ê(s!kj) - autovalor·es No que segue, w(kJI e sao os e 
autovetor·es, respectivamente, da matriz dinâmica: 
I 
s'a' 
~ 2 +. +. 
[D ,lss'lkl-'" lkJ)Ó ,ó ,]e islkJ)~O 
aa ss aa a 
I 2. 5 I 
J == 1, 2, ... , 3r 
+ As frequências w(kj) possuem a seguinte propriedade: 
+ + 
wl-kj) ~ wlkjl I 2. 6 I 
-Os autovetores sao escolhidos de tal forma que obed~ 
çam as seguintes relações de ortogonaljdade e fechamento, res-
pectiv2mente: 
e*(s[kj) 
+ 
I e lslkj') - ójj' I 2. 6al a a 
sa 
~ e* Is' I kj I e islkjl = 6 o I 2. 6bl a' a a.a.' ss' 
J 
As expansoes de u , Zs) e P ltsl em termos de coorde a a 
nadas de fonons Q(kj) e P(kj) sao 
u ( ts) _ 
a 
onde 
• + 
~ Q(kj) 
A condição de realidade 
e*(sl~j) =e (sl-kj) a a · 
implica que, das Eqs. (2. 7a-b), 
27. 
(2. 7a) 
( 2. 7b) 
(2.8) 
(2.9a) 
(2.9b) 
A substituição das Eqs. (2.7a-b) no hamiltoniano 
(2.3) juntamente com as Eqs. (2.4-6) e as Eqs. (2.8) e {2.9a-b) 
produz 
' (2.10) 
onde igualamos a zero a energia pote~cial de equillbrio ~ 0 . 
Na dedução da Eq. (2.10) também é usado o seguinte 
28. 
fato: 
(2.lla) 
~ 
onde ô(k) e o delta de Kronecker definido por 
k = o 
= 1 se ou 
6 (k) + k = k' (2.llb) 
= o outros casos, 
e k• e algum vetar da rede reciproca. 
Usando as Eqs. (2.lla-b), as expansoes (2.7a-b) podem 
ser reescritas na forma 
tais 
+ -ik.R (.R.l 
I e*(slkj)e 0 lu (ts) 
a a 
1 
lN' 
E 
tsa 
e*(slki) 
I a 
Destas equaçoes, das relações de comutação fundamen 
I u (ts) u (t's'] = O 
o. ' a' 
lP (ts) P (t's')] =O a , a' 
u ( ts) 
a 
p { J1.. I 5 I ) ] "= i h 6 
, a' aa' 
' 
29. 
e das Eqs. (2.lla-b) seguem as seguintes relações de comutação: 
[Qlkj) ' Q(k'j')] =o ' (2.12a) 
' 
(2.12b) 
(2.12c) 
O hamiltoniano {2.10) pode ser diagonaU.zado pelo mé 
todo padrQo dos operadores de criação e aniquilação, respecti-
varnente: 
~Q(kj) + 
2h 
' 
(2.13a) 
(2.13b) 
De acordo com as Eqs. (2.12a-c), o hamiltoniano (2.10) 
nas novas variáveis toma a forma 
cleos, e 
+ [a a 
kj kj 
(2.14) 
O autovalor de H, isto é, a energia total dos nu-
E = E l n(kj I + 
kj 
' 
, 
30. 
onde + -n(kj) e o autovalor. do operador de numero + a a 
kj kj 
+ +. 
a a I n (k]) > -· 
k_j kj 
+. -+. 
n(kJlln(kJ)> (2.15) 
e !n(kj)> o respectivo autoestadoa 
Se tornarmos a Eq. (1.23) como a definição do processo 
de média, então, na aproximação harmónica, 
onde 
e 
+ <a a > = 
kj k I j I 
n 
+k. 
) 
n 
kj 
+ + 
6(k-k'lojj' 
- 1)-1 
(2 .16a) 
(2.16b) 
' 
(2.17) 
Os operadores de criação e aniquilação possuem as se-
guintes propriedades: 
' 
(2.18a) 
(2 .18b) 
Uma vez que o conjunto {jn(kj)>} de autocstados é or-
31. 
tonormal, segue das Eqs. (2.16a-b) que 
' 
(2.l9a) 
' 
(2.l9b) 
onde 
ou ' 
i=l,2, .•• ,2n+l ' 
sendo que n dos~. 's sao operadores de criação (aniqUilação) e 
1 
os restantes de aniquilação (criação) • 
As Eqs. (2.13a-b) também podem ser escritas corno 
I h~ 
2w (kj) 
[ a 
lb 
+ a+ 1 
+k. - J 
+ - a ] 
~. 
-kJ 
onde foram utilizadas as Eqs. (2. 9a-b). 
Os operadores 
+ A+ A - a + a = 
kj kj ~. ~. -kJ -kJ 
+ + 
B - a a = -B kj ~. -kj ~. kJ -kJ 
(2.20a) 
' (2.20b) 
(2.2la) 
' 
(2.2lb) 
conhecidos como operador campo de fonon e operador momento de fo 
32. 
non, respectivamente, sao de grande importância na descrição de 
cristais anarmônicos. 
Substituindo as definições (2.2la-b) nas Eqs. (2.20a-b) 
encontramos 
Q (kj) = j_..:.c.h-
+. 
2w (kJ I 
(2.22a) 
(2. 22b) 
Por sua vez, a substituição destas no hamiltoniano 
(2 .lO) produz 
e 
H 
l 
E = 4 
+ 
kj 
nas expansoes 
u (~si 
a 
P (~si 
a 
= 
(2.7a-b) 
;:[~L 
2NM + 
s kj 
' 
produz 
e islkj) 
.+ + 
01~1 1.k.R a ---- e A 
iwlkj). kj 
(2 .23a) 
+ + 
-ik.R 1n + o 
e I si kJ I e B 
a kj 
(2.23b) 
Atrav5s das Eqs. (2.12a-c) e (2.22a-b) podemos mos-
trar que 
(2.24a) 
+ 
[ A_,._ I B-+ ] 
kj k'j .. 
. ~ 
- 2L(k-k') [ B A+ 
.,._ I -+ 
kj k 1 j 1 
2.2. Din~mica de Cristais Anarm6nicos 
6 .. 1 
JJ 
.33. 
(2_24b) 
O formalismo da din~mica dos cristais harm6nicos pode 
ser estendido para os cristais anarm3nieos considerando os ter-
mos de ordem superior aos de segunOa ordem no deslocamento na 
expansao (2.5). 
Neste caso, temos 
onde 
L 
tsa 
l + -·-
4! 
p2 
" 
's) l 
L L --+~ 
2! 
Q_so: i 1 S 1a 1 s 
4> (1s;1's') . u (is)u (1 1 s') 
ao:' a a' 
A substituição das Eqs. (2.23a-b) em H0 e 
, 12 o I H
1 
proouz 
H 
o 
l L 
4 k 
(2_25) 
34. 
+ 
' 
(2.26) 
onde abreviamos k :: (k_j). 
(3) (4) 
Os termos V (k
1
;k
2
;k
3
) e V (k
1
;k2 ;k3 ;k4 ) sao de-
finidos por 
X X 
' 
X E E 
ala2a3a4 ili2i3t4 
3 5. 
A din~mica dos cristais anarmônicos pode então ser 
descrita pelos operadores Ak e Bk. As equações de movimento des 
tes operadores podem ser obtidas de acordo com as definições: 
Ak 
l 
I Ak,HI - i h 
. l 
I Bk' H] Bk - i h 
As Eqs. (2.24a-b), (2.25) e (2.26) conduzoe_m as segui~ 
tes equaçoes de movimento 
~ -ilwlk)A +E> 
k h 
8 
+ j) 
(2.27a) 
+ 
(2.27b) 
Estas equaçocs serão muito úteis no cálculo dos pro-
dutos escalares entre as variáveis dinâmicas que especificare-
mos na próxima Seção. 
3 G . 
2.3. Dcnsid~des Conservadas 
No contexto do formalismo de Hori ( 
14
), construiremos 
um conjUJltO de variâveis dinâmicas a partir de densidades ccn-
v~rVQdas, de tal maneira que possamos utilizar a aproximaç~o 
!T,arkoviana discutida na Seção (l. 2). 
+ A densidade conservada A(r,t) deve satisfazer a lei 
de conservaçao: 
êl -+ -+ -t -+ 
A(r,t) + \l.J(r,t) at 
ou equivalentemente 
Ã ltl 
y 
+ iq.J ltl 
+ q 
o o 
o o 
onde J (t) é a componente 
+ + 
de Fourier do fluxo J(r,t) 
+ 
q + 
dente a A(r,t): 
Jv 
+ + 
I tI 
+ -ia r d
3
r A = A(r,t) e • . -
+ 
q 
,7 + 
J J + + -lq.r d 3r I ti - V Jlr,tl e 
+ 
q 
e V e o volume do sistema. 
12.28) 
correspo~ 
+ 
F~equent~mente escreve-se uma densidade local A(r,t) 
na 
I 211 
forma 
+ 
A(r,t) . 
+ 
onde alr.ltl; 
1 
l 
2 I 
i 
-+ -+ -+ -+ 
{a I r . I tI , P . I t li, o I r- r . I t 11 l 
1 1 1 
.P.Itll 
1 
representa alguma propriedade molecular 
37. 
ou atômica dq::.endente da posição e do momento da ~-ésima partíc~ 
la do sistema. A presença do anti-comutaàor {,} na última equa-
ção 1cva em conta o fato que 
+ 
r. ( t) 
l 
delta indica o caráter discreto do meio. 
não comutam; a função 
Assim, podemos escrever a polarização local num cris-
tal, devido ao movimento dos núcleos, como 
·> + 
P(r,t) 
+ + + e u(ts;t)6(r-R(ts;t)) 
s 
onde es e a carga do s-ésimo núcleo. 
ond'. 
pois 
O momento de dipolo elétrico total e 
+ e u(.Q,s;t) 
s 
Derivando ambos os lados com relação ao tempo obtemos 
d 
dt f 
+ + 3 
V P(r,t) dr r <tl 
+ 
I ( t) 
. 
+ 
e R(Q_s;t) 
s = I ts 
+ e u(.Q,s;t) 
s 
+ (. ) -R ;_s e um vetor fixo. Em se tratando de um I .. aterial dielê 
o 
+ 
trico, a corrente de carga total I(t) O. Portanto 
d 
dt f 
+ + 3 
V P(r,t) dr o 
isto e, o momento de dipolo total e co:-~servado. Isto significa 
+ + 
que P(r,t) satisfaz a Eq. (2.28). 
38. 
+ + 
Agora, consideremos E(r,t) um campo elétrico externo 
aplicado ao cristal tendo a forma 
. ( + + 
t(~,t) =SE el wt-q.r) 
' 
onde s e um vetar unitário na direção do campo. 
A energia de interação resultante do acoplamento en-
tre o campo elétrico externo e a polarização local pode ser ex 
pressa como 
onde 
~ -[ L 
~s 
+ ·• _ P(r,O) 
iwt 
e 
Consequentemente, de acordo com a teoria de resposta 
( 19 ) - - -linear , a funçao de correlaçao relevante sera 
<P (t) ;P+> l J: <eÀHP (t)e-)d!P+>d\ - íl + + + + q q q q (2.29a) 
onde 
p - L 
+ q ts 
es 
- + ( c.u Q.s) 
e-iq.i\(~s) (2.29b) 
e a projeção da componente de Fourier da polarização local na 
direção do campo. 
3 9. 
A energia cinética (2.1) e os termos resultantes da 
- - I 211 expansao (2.2) satisfazem as equaçoes 
onde 
T ~ l: 
tsa 
1 3T 
2 ·aP lts) 
a 
P I ts) _ 
a 
í: Tlts) 
ts ' 
4Jn = l: ! n is a ' 
1 
n! l: t s a 
n n n 
ó lt 1 s 1 ; ... ;9..s)x a 1 ... an. n n 
u lt s ) 
an n n 
12.30a) 
12.30b) 
Analogamente à polarização local, podemos escrever 
para a densidade de energia local: 
+ 
H (r, t) 
++ 
{[ Tlts;t)+~ •n lts;t)] ,ó lr-RI~s;t))} 
A energia total dos núcleos e conservada: 
d 
dt 
A componente de Fourier da densidade de energia local 
é 
H+ 
q 
1 
- 2 í: 
ts 
{[ Tl~s)+l: 
n 
12.31) 
Para finalizar esta seçao, 
-
íun·· .,o dos operadores Ak e ~· 
escreveremos P 
+ 
q 
48. 
e H em 
+ 
q 
Substituindo a Eq. (_2.23al na Eq. (2.29) obtemos 
onde 
;í
~ 
. h = - L 
2N Q 5 
+ + 
-iq.Rits) 
x e 
_Ê. ê Is I k) 
/w (k) 
+ + 
ik.R lt) 
e o 
12.32a) 
X 
12.32b) 
Substituindo as Eqs. (2.23a-b) na Eq. (2.31), e efe-
tuando manipulações algébricas, 
onde 
. I 3 l _ 
• = + 
q 
4 
H_,. == T_,. + E 
q q n:=o2 
l 
- 4 L 
kk' 
l: 
kk' 
encontramos I 21 l 
12.33a) 
12.33b) 
12.33c) 
12.33d) 
~ (4) - L 
q kk 1 Ak,Ak Ak Ak 2 3 4 
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' 
(2.33e) 
+ l/wlk) 
Àkk' (q) - N w(k') 
-ilk-k' l .R w 
L [ êis[kl.êis[k') e 0 ] x 
~s 
As variáveis P 
+ 
e H 
+ 
q 
(2.33f) 
escritas nesta forma serao mui-
to úteis 
- q 
para o calculo dos produtos escalares. 
2,4. Escolha das Variáveis 
Das Eqs. (2.29b) e (2.31), notamos que as variáveis 
P e H estão ligadas com quantidades microscópicas, o momen-
+ + 
q q -
to de dipolo eletrico e a energia de cada núcleo respectivamen 
te. Porém, no limite de longos comprimentos de onda, isto e, 
+ q + O, P e H tornam-se variáveis macroscópicas, momento de 
·J>. -~ 
q q 
dipolo elétrico e energia totais, respectivamente. Assim sen-
do, o nosso ponto de partida para a escolha do conjunto de v~ 
riáveis será a termodinâmica, uma vez que esta é uma teoria 
que lida com variáveis estritamente macroscópicas. 
Começamos considerando um cristal na presença de um 
campo elétrico externo estático e uniforme de intensidade E. 
Denotaremos por P a projeção do momento de dipolo elétrico to 
tal na direção do campo. Desprezaremos as variações de volume 
e pressão no cristal supondo que estas são menos importantes 
que as variações em P e E. Assim, por exemplo, quanao escre-
vemos CP para o calor especÍfico a polarização constante, 
~ 2. 
significa que o volur.:e também é mantido constante. 
A matriz densidade do sistema acoplado campo exter 
no-cristal e dada por 
p ~ 
onde 
S(EP-H) 
e 
z 
e a função de partição. 
Por definição 
P _ Tr I pP] 
onde a barra sobre P indica o seu valor médio. 
Usando o resultado 
encontramos 
- S<P;P> 
(2.34) 
I 2. 3 5) 
No Apêndice A mostramos que a definição acima e 
idêntica a definição (2.29a) no contexto da teoria de resposta 
linear. 
4 3. 
KovomFnte usando a Eq. (2.34) obtemos 
(E_!ll - 8 (PH i' iii 
3E T 
= 6< P; H> - (2.361 
Analogamente, usando o resultado 
encontramos 
(3PI E(P 2 
- 21 i' iii p - (PH 
as E 
= E<P; P> - <P; H> ( 2. 3 7 I 
( 3HI E(PH (H2 
-2 
= PHI - H I 
38 E 
= E<P;H> - <H; H> ( 2. 381 
Substituindo as Eqs. (2.35-38) na identidade' 22 ) 
obtemos 
"H 
= ('-I 
38 E 
Nas 
= 
2 
<P; H> 
<P; P> 
- <H; H> (2.391 
44, 
(2.40) 
onde 
é o calor especifico a polarização constante. 
Combinando as Eqs. {2.39) e (2.40) obtemos 
C = [<H·H> - <P;H>2] 
P ' <P;P> (2.41) 
Este resultado será muito importante para os nossos propósitos. 
As equações termodinâmicas utilizadas acima para a 
descrição de processos termodinâmicos são válidas somente com a 
hipótese fundamental de que estes processos são reversiveis ou 
quase-estáticos. Entretanto, todos os processos termodinâmicos 
que ocorrem na nat.ureza são irrevcrsiveis (para maiores detalhes 
a respeito desta e das seguintes colocações ver Ref. 23). 
Em geral, os processos irreversiveis sao acompanha-
dos por mecanismos de dissipação de energia, que resultam na 
transformação de uma forme, de energia em outra. 
Devemos então especificar quais são os mecanismos 
de dissipação de energia e a forma como estes serão considera-
dos na escolha do conjunto de variáveis dinâmicas. 
De acordo com a vis5.o termodinâmica que estamos ado 
tando, duas formas de energia devem ser consideradas, a saber, 
Com a finulidude de compreendermos melhor os mcca-
nismos de dissipação de energia luminosa num meio material to-
45. 
roemos um exemplo bastante comum e facilmente observável. Ao encos 
tarmos o dedo numa Limpada acesa sentiremos o vidro mais quente 
do que se esta estivesse apagada. Isto significa que parte da 
energia luminosa que penetra num meio material é convertida em 
energia térmica •' 
Agora voltemos ao caso da interação de um campo el~ 
trico externo com os momentos de dipolo elétrico da rede crist~ 
lina tratada na seção anterior. A energia do campo transferida 
aos momentos de dipolo elétrico tende a aumentar as amplitudes 
de vibrnção dos mesmos. Assim, os momentos de dipolo elétrico e~ 
citados se aproximam mais dos seus viziDhos de maneira que, por 
repulsão eletrostãtica entre os núcleos, as amplitudes de vibra-
çao dos vizinhos t_ambém aumentarão. Então, é razoável pensarmos 
que a energia do campo elétrico externo convertida em energia 
térmica se propaga no cristal através do movimento vibracional 
dos momentos de dipolo elétrico. Est.e mecanismo de dissipação de 
energia térmica leva o nome de difusão de calor. 
Se o meio no qual um momento de dipolo elétrico está 
inserido interage com este, isto é, se os momentos de dipolo in-
teragem uns com os outros, podemos tratar estes como oscilado:res 
harmônicos amortecidos. Assim, a energia mecânica pode ser dissl:_ 
pada se atribuirmos ao meio a existência de fricção inter•na (vis 
cosidade} • 
Resumindo: consideramos dois mecanismos de dissipa-
çao de energia, a saber, difusão de calor e fricção interna. 
Passaremos agora a considerar formas analíticas para 
estes mecanismos de dissipação de energia na escolha do conjunto 
de vari.S.vcis dinâmicas. 
A hipótese fundamental que faremos é que o resultado 
46. 
I 2. 4 lI . -l"d (15) contlnua va l o se tomarmos as variáveis P e H d.epe~ 
+ 
Gentes de q, sem perder de vista que estamos interessados ~o li 
mite de longos comprimentos de onda. Assim, podemos escrever 
q q 
-Esta equaçao pode ser reescrita como 
[
<H·H>-
+' + 
q q 
+ _ <T ;T > 
+ + q q 
[ CP (q)] -2 
(2.42) 
(2.43a) 
(2.43b) 
onde T-+ 
q 
direito 
é uma variável definida em seguida. Uma vez que o lado 
da Eq. (2.43a) 
razoável supormos 
T 
+ 
= a(q)P 
+ 
q q 
depende apenas das variáveis P+ 
q 
+ b(q)H_+-
q 
e H e 
+ 
q 
Substituindo isto na Eq. (2.43b), por cornparaçao, 
facilmente encontramos 
a(q) = + 
b (q) 
1 
± 
CP (q) 
Arbitrariamente escolhemos 
+ 
h 
<-P ; H > 
p ql 
-1 7 7 
T c -- Cj__Cj_ [CP lql I (2.441 -
7 
q <P ·P > -+' 7 
q q 
Existe uma relaç~o termodin§mica entre flutuaç6es 
em temperatura e o calor especifico a volume constante que ~ 
análoga à Eq. 
12 4 I 
{2.43a), a saber, 
< (6T) 
2 > 
P.ssim podemos pensar em T+ como sendo a componente 
de Fouric~r da 
A 
temperatura loc;:,l. 
Eq. I 2. 4 4 I tarr,bém 
<P ;H+> 
7 + 
g q 
<P ;P+> 
+ + 
q q 
q 
pode ser escrita como 
DerivanC.o ambos os lados com relação ao tempo obte 
mo r, 
7 onc~e G-+ é a componente de Fourier do fluxo correspondente a 
q 
+ H(r,t). Esta equação nos lembra u~a equação de difusão de ca-
l 
123 I - - . · - · f · or . Esta e uma razao a malS para lcentl lcarmos 
sendo a componente de Fourier da temperatura local. 
T como ·• q 
Assim, levaremos em conta a difusão de calor incluin 
do T-+ no con~unto de variáveis dinâmicas. 
q 
Devido à interpretação mencionada na Introdução, a 
saber, que as polarizações locais são afctadas pelas flutuações 
~c. 
em tcn.peratura, incluiremos P~ no conjunto de vari~veis dinâmi-
cas. Além 
acopla e, 
disso, P é 
+ 
q 
pela teoria 
q 
a variável com a qual o campo externo se 
de resposta linear, a dissipação de ener-
gia do campo no cristal ser& dada pela função de correlação des 
ta variável. 
Da ~cc~nica elEmentar, sabemos que a forma analitjca 
mais simples de força de atrito quE. se opõe ao movimento de um 
corpo e proporcional à sua velocidade. Uma vez que P+ está rela 
q 
cionado com-os deslocamentos dos núcleos, P+ estará relacionado 
q 
com as velocidades dos mesmos. Assim, levaremos em conta a fric-
çao interna incluindo P+ no conjunto de variáveis dinâmicas. 
q 
O formalismo ci.e Mori então sera aplicado a seguinte 
matriz coluna 
(2.45) 
49. 
CAPiTULO 3 
O FATOR DE ESTRUTURA PELO FORMALISMO DE MORI 
3.1. Preliminares 
A conexao entre a teoria de resposta linear(lg) e o 
f 1 . d M ' (14 ) - f . t t - d . t d f. . - d -arma lSffiO c or1 e e1 a a raves a segu1n e e llllÇao o 
produto escalar entre duas variáveis dinâmicas arbitrárias do 
espaço de Hilbert: 
+ < F; G > À H -À H + <e Fe G>d\ 
onc1e < > é definida pela Eq. (1.23). 
( 3 .1) 
Esta definição satisfaz as propriedades (l.la-b) do 
produto escalar. 
Consideremos o seguinte operador 
Derivando ambos os lados co~ relação a À , e integra~ 
do o resultado de O a S encontramos a chamada identidade de 
Kubo (19 ) : 
Multiplicu.ndo ambos os lados desta identidade por 
50. 
G+ e tomando a média térmica obtemos 
. + 
iBh <F;G > • ( 3. 2) 
Esta e uma importante propriedade do produto esca-
lar (3.1). 
Se F e G sao duas variáveis com propriedades defini 
d d . t . b - d 
1171 . -as e s1me r1a so reversao o tempo , 1sto e, 
quando t -+ - t , 
então 
E E <F,·G+> 
F G 
I 3 • 3 I 
onde EF,EG ~ ± 1 sao as assinaturas de F e G sob reversao do 
tempo. 
Se F tem assinatura par, cF = +1, c G ímpar, 
EG = -1, então <F;G+> ~ O. Este e o caso dos deslocamentos 
u {Q,s) e dos momentos P (ts) (
25
) 
a a 
3.2. A Matriz de Frequências 
Os deslocamentos u (ts) tem assinatura par sob re-
a 
versao do tempo e os momentos P (ts) Ímpar, logo a 
·> p 
·> 
q 
que 
p~ ~ - p ~ 
q q 
"~ 
~ H7 quando t -+ - t. 
q q 
Enl~o, de acordo com a Eq. (3.3) temos 
• + 
<P ;P > O 
~ ~ 
q q 
Consequentemente, da definição (2.44) para T-+ segue 
q 
Em outras palavras, 
+ -l 
<P-+;P ..... >][ Cp(g)] o 
q q 
• 
P-+, p-+ e T-+ formam um conjunto 
q 
de variâveis orto~onais. Assim, 
q q 
da Eq. ( 2 • 4 5) , temos 
(A,A*) = o 
o 
ou 
o 
• • + 
<P i P > 
7 ~ 
q q 
o 
o 
o 
+ <T ; T > 
7 ~ 
q q 
+ -1 o <P •P > o 
" ' + q q 
(A,A*) -l= o <P ;P+>-l + + o 
q q 
o o + -1 <T ;T > -> + 
q q 
Também temos 
• 
o • • + <P ;P > 
+ + o 
q q 
(Â,A *) 
• • + o • . + -<P ·P > -<P ·T > 
+' + +' + 
q q q q 
o • • + <T ;P > + + o 
q q 
onde usamos a seguinte propriedade do produto escalar: 
• + 
<F;G > 
Por definição 
·+ 
- <F;G > 
iQ- (Â,A*). (A,A*)-l 
Então, das Egs. (3.4) e (3.5) encontramos 
o 1 o 
w -ll~(ql o 
CP (ql • • + 
K T2 
<P ; T > 
+ + 
B 
q q 
. -+ <'r . P > 
+' + 
o q q o • • + 
<P ; p > 
_,_ "" q q 
52. 
( 3. 4 I 
( 3. 5 I 
(3.61 
onde usamos a Eq. (2.43b), e 
Q~ (q) -
• • + 
<P ; p > 
+ + 
q q 
<P+;P:> 
q q 
3.3. A Matriz Função Memória 
53, 
( 3. 7) 
De acordo com a definição (1.4) do operador de pr~ 
jeção, podemos escrever 
Substituindo a Eq. (3.6) nesta equaçao teremos 
(1-P )iLA 
o 
o 
(3.8) 
Agora, recorremos a discussão da Seção (2.3) a res-
peito da conservação do momento de dipolo elétrico e da energia 
+ + + 
totais. Denotaremos por L , a e e as _,. + + 
q q q 
dos fluxos associados às variáveis P
7
, 
q 
,+ + >q 
+ 
T-+ = Ü 
q 
componentes de Fourier 
. 
P+ e H+ respectivamente: 
q q 
" ~ p + ig ') o 
~ ~ 
g g 
. ~ 
H + ig e~ o ~ 
g g 
Definindo um novo fluxo 
.~ ~ ~ Q~(q)P-+ 
CP lg) 
-lq.o - - j (··O + + -2 
~ 
.. ~ 
g g g KBT 
o segundo elemento da matriz coluna 
Da Eq. (2.44) obtemos 
. . p+> <H .p+> <T 
·> ' + +' + . q g . . _g__g_ I T p H+ p + . . + . ·+ 
g <p • p > g q <P ; p > g +' + + + 
g g g g 
• + 
<P ; T > T ·+ 
g g q 
I 3. 8 l ser a 
-1 
[Cplq) I 
~ + 
-iq.o 
~ 
q 
54. 
I 3. 9) 
Assim, analogarnente a Eq. (3.9), podemos definir um 
novo fluxo 
.+ + 
-lq.e 
+ 
q 
. ~ + 
lq. e-+ 
g 
. . t 
<H ; p > 
~ + 
--'. '--.jl-
<P ; p > 
+ + 
q g 
' 
e o terceiro elemento da matriz coluna (3.8) será -
13.10) 
.-+::;.. 
lq. e-+ 
CP lg) 
Portanto, a matriz coluna força aleatória em termos 
dos ntvos fluxos, de acordo com a àefinição (1.15), terá a for-
ma 
11-P )iLt 
flt)~e 0 
í o 
+ + 
-iq.o 
+ 
g 
-} + 
iq. e-+ 
_ _g 
Cplg) 
o 
+ + 
-iq. o-+(t) 
g 
+ ~ 
iq. 6-+(t) 
CP lg) 
ria, 
forma 
onde 
55, 
Por definição 
'f' (t) - (f(t) ,f*). (A,A*)-l 
Então, da Eq. (3.4) segue que a matriz-função mcmó 
em termos das correlações entre os fluxos 
o o o 
~ 
a 
·> 
q 
"'(t,q) = o 
o 
"'22 (t,q) 
"'32 (t,q) 
"'23 (t,q) 
"'33(t,q) 
"'23 (t,q) 
~ .:; -++ + 
q.<o (t);o >.q 
~ ~ 
q 
. . ' <P ; p > 
+ + 
q q 
-+ ;+ -+ 
<a it) ;tJ >.q 
~ + 
q q 
~ ; .;.+ -+ 
q.<e (t);o >.q 
+ ~ 
~ -+ -++ -+ 
q.<e (t);e >.q 
~ . 
' 
. 
e e-+, 
q 
terá a 
( 3 .11) 
3.4. E),·pressão para x(w,q) 
Aplicando a transformada de Laplace a Eq. (1.19) 
obtemos 
com 
z-HH.,P (z) = 
z 
o 
onde 
.p221z,ql -
.;>23 (z,q) -
.p32(z,q) -
' 
C(O) - (A,A*) 
Mas, das Eqs. (3.6) e (3.11) encontramos 
f: 
r .o 
f: 
-l 
z+tP 22 (z,q) 
• • + 
<T ; p > 
+ + 
g g 
<P ;P+> 
+ + 
q q 
-+ -+ ++ -+ 
q.<a-+ (t) ;a-+>.q 
• • + 
<P ; p > 
+ + 
q q 
-zt 
e 
CP (q) + -+ -++ + 
q.<o+ {t) ;O+> .q 
K
8
T 
2 q q 
+ i ++ -)-
q.< -+ (t} ;a+> .q 
-zt 
e 
• • + 
CP (q) <P_ .. ; P+> 
q q 
o 
~23(z,q) + 
dt 
-zt 
8 dt 
dt 
56. 
• • + 
<P ; T > 
+ -> 
q q 
(3.12) 
(3.l3a) 
-+ _): .; + -+ 
q.<O (t) ;u > .q 
+ + -zt 
e 
A matriz (3.12) tem como determinante: 
• • + 
<T ; p > 
+ -> 
q q I 
. ·+ 
<P ; p > 
+ + 
q q 
57. 
(3.13b) 
Eliminando as primeiras linha c coluna da matriz 
(3.12) obtemos o primeiro cofator da respectiva matriz cofato-
r a: 
• • + 
<T ; p > 
+ -· 
[zt,p22(z,q)][zt,p33(z,q)]-[;j32(z,q)- • 9 ·~ ][;p23(z,q) + 
<P ; p > 
M(z,q) 
+ + 
q q 
Dividindo pelo determinante encontramos 
cpp(z,q) 
+ <P ;P > 
+ + 
q q 
= 
M(z,q) 
2 zM(z,q)+n0 (q) 
- z+.P22(z,q) + 
z+~33 (z,q) 
8(z,g) 
• • + 
<T;P> C() -+ ->- q 
g gll- I )-P~­
• •+ .23 z,q +K T2 
<P ; p > B 
+ -· q q 
• • + 
<P i T >] ->- _ .. 
q q 
I 3 .14) 
(3.15a) 
• (3.15b) 
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Com a finalidade de obtermos expressoes tratáveis 
paraS (w,g) e x<w,q), algumas aproximações são necessãriasa A .. 
primeira delas é supor que a correlação entre os fluxos a+ (fl~ 
q 
xo da derivada da polarização) e e_~ (fluxo de energia) não cxmtri 
q_ 
bue apreciavelme_nte para as flutuaçoes em temperatura de manei 
ra que 
(3.16) 
Esta aproximação merece alguns comentários. Fazen-
- -
do uma rápida inspeção nos fluxos (;" e Õ , 
+ + 
descobrimos que o 
primeiro possui assinatura 
q q 
par e o segundo ímpar. Então, ins-
tantaneamente temos 
Por outro lado, em qualquer instante de tempo 
2 (15 26) 
~ 32 (t,q) e ~ 23 (t,q) são de ordem superior a q ' • Porta~ 
to, no limite de longos comprimentos de onda (3.16) é uma boa 
aproximação. 
A segunda aproximação consiste em tratar as funções 
memória~ .. (z,q) como funções fracamente dependentes dez (apr~ 
l] 
ximação markoviana) , isto é, 
' 
i,j = 2,3 
Definindo, de maneira usual (Z?), os coeficientes de 
transporte 
.. 
n(z,q) 
.. 
Ty(z;q) 
+ o ( t) 
+ 
q 
M ++ o > e + 
q 
-zt 
e dt 
59. 
' (3.l7a) 
(3.l7b) 
as Eqs. (3.13a-b) podem ser reescritas, na aproximação markovia 
na, como 
onde 
+.. + 
q.n(q) .q 
• • + 
<P ; p > 
+ + 
q q 
-+ -<+ -+ 
r ( l =v q.y(ql.q 
33 q CP(q) 
e ::: 
(3.l8a) 
(3.l8b) 
' 
' 
sao fatore~ de massa e carga, respectivamente e usamos a notação 
~para tensores. Os fatores M e e foram introduzidos na Eq . .. 
(3.17a) com o objetivo de fazer com que n(z,q) tenha unidades 
de viscosidade \massa/comprimento x tempo) . 
Da literatura( 27 ) sabemos que a transformada de 
Laplace das componentes do tensor de tensão vezes 8/V produz um .. 
coeficiente de viscosidade. Assim, podemos imaginar n{q) como 
bO. 
Séndo o coeficiente de viscosidade. J\nalugamcnte concluímos que 
# 
'Y (q) é a condutividade térmica. De fato, foram considerados dois 
mecanismos de dissipaç~o de energia, logo, como era esperado, d~ 
# 
veriam aparecer dois coeficientes de transporte: n(q) associado 
# 
~ fricç~o interna e y(q) ~ difus~o de calor. 
Nestas condiç6es, as Eqs. (3.l5a-b) mudam para 
z + r 22 lql + 
Glgl__ 
"z-;-+"r -3 3 I q I 
• . + 2 
l <P ;T >[ + + 
(3.19a) 
G(q) (3 .l9b) 
A resposta do sistema à aplicação do campo externo 
pode ser medida através da suscetibilidade x(w,q) e a determina 
mos de acordo com as Eqs. (1.24), (3.14) e (3.19a) colocando 
z = iw. Quando isto é feito, obtemos 
M ( w, q) 
CPP(w,q) 
<P ;P+> 
+ + 
q q 
{ -w2+i[ r 22 (q) +f 33 (q) l +f 22 (q) r 33 (g) +8(q)} /[ iw+f 33 (g) l 
+i r331gl Q~lqll 
61. 
X (w, q) = SI iw 
2 
~ 0 iql[w +i r 33 lql 
I 3. 20 I 
A expressao para a transformada de Laplace da fun-
çao de Green retardada de coordenadas de fonons "moles" obtida 
por Szabo ( 
9 
) tem a forma 
7 ~ 7 
1 q.nl~w).q v 
7 ~ 7 
q.y(~w).q 
c<P 
- i 
+ v 
T 
7 ~ 7 
+ g_.)' (~w) .q] 2 c w 
'i' 
(3.21) 
~ ~ 
onde o.p representa a coordenada do fonon "mole", y e no coeficien 
te de viscosidade e a condutividade térmica respectivamente, 
w = {q, j = 1,2, ... ,3r}, v o volume da primeira zona de Brillouin, 
Co.p o calor especifico a volume constante, e o significado de 
[<K.jü>[ 2 está descrito no Apêndice B. 
J 
Notamos que as Eqs. (3.20) e (3.21) ficam muito se-
rnelhantes trocando w por - w em qualquer uma delas, diferindo le 
vemente a; "'nas nas constantes que aparecem nas duas equaçoes, di 
ferença esta que ilustramos na tabela abaixo. 
TABELA 1 
Presente formulação 
2.-+--6--+-+ 
Ve \J.!J Cg) .g 
2 • • + 
[3M < p • p > 
+' + 
q q 
r 33 Cql 
+ 4 + 
v g.y (q) .g 
- Cp(q) 
• • + 2 
Cp(q) I<P+;T+>I 
e Cql -
KBT2 
• ·+ 
<P ; p > + + 
q q 
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Observamos que tanto r 22 (q) e r 33 (q) como r 22 (JJq) 
e r
33
(1Jq) são proporcionais à viscosidude e à condutividade tér 
mica, respectivamente. 
A semelhança entre n6(q) e M(J.l) torna-se mais ap~ 
rente se nos recordarmos de que a susceptibilidade isotérmica é 
(dP) e também das Eqs. 
3E T 
n~Cql = 
• • + 
<P ;P > 
·> + 
g q 
+ <P ; p > 
+ ·> 
q q 
' 
(2.35) e (3. 7). Assim 
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onde 
Na nossa formulação foram introduzidos alguns para-
metros, quais sejam: 
(a) a massa M
5 
e a carga 8
5 
dos núcleos; 
(b) a frequência w(k) do modo normal k ~ 
+. 
(kJ ) ; 
(c) as componentes de Fourier das energias potenciais anarmôni-
cas v( 3 ) (k
1
;k
2
;k
3
) e v( 4 ) (k
1
;k
2
;k
1
;k
4
); 
(d} as constantes de Boltzmann KB, de Planck h e a temperatura 
média T ~ 1/KBB do cristal. 
Observamos que x{w,q) depende 2 de ~o (q) e de B (q) • 
Estas quantidades por sua vez dependem dos produtos escalares 
+ • o+ 
<P ;P >, <P ;P >, 
+ + -+ -+ 
• • + o o+ 
<P ;H>, <P ;H> e 
+ -+ + -+ 
+ -<H+;H-+>. Devemos entao ex 
q q q q q q q q q q 
plicitá-~os cm função dos parâmetros especificados acima. Esta 
+ C e D, exccto para <11 ;H >. 
+ -· 
tarefa será realizada nos Apêndices 
q q 
Na Seção D-6 encontram-se as razoes pelas quais não calculamos 
<H+;H:>. Isto não afetará os coeficientes de transporte, uma 
q q - -
vez que sabemos que este produto escalar e nao nulo. 
3.5. Expressão para S(w,q) 
Agora analisaremos o comportamento do fator de es-
trutura dinâmico fora e dentro da região critica. Uma vez que 
estamos intcressudos nos modos com baixos frequências próximo i1 
região critica, isto é, os modos "moles", a nossa análise só se 
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ra válida no limite de baixas frequências. Também só ser5 válida 
no limite de q ~ O, onde é válida a aproximação markoviana e 
"32 (t,q) = o = "23 (t,q). 
Suporemos que a frequência n 0 (q) depende criticame~ 
te da temperatura próximo de q = O, is·to é, comporta-se como t;x, 
Ç ~ {T-Tc)/Tc' x > O. Acreditamos que isto possa ser mostrado s~ 
paradamente para .cada tipo de estrutura cristalina que apresenta 
transição de fase estrutural, pois cada urna possui um tipo de d~ 
nâmica própria que determina a transição (no caso das perovskitas, 
por exemplo, são as rotações do octaedro formado pelos oxigénios). 
.. (22) # # 
Tambem suporemos que n(q) e y(q) comportam-se criticamente 
-x com a temperatura como~ ,.x > O. 
Então, fora da região critica (T ~ Te) tomamos 
n
0
(q) > r
22
(q), r
33
(q). (ver Eqs. 3.l8a-b) 
As raizes do denominador da Eq. (3.19) sao 
(s 1*3 2' + 
i 
lr22(q) +r33(qll (3.22a) wl = 3 
l 
(s 1*3 2) + 
i 
l r 22 (ql +r 33 (ql 1 + ·;3 (s 1-s 2' (3.22b) w2 = 2 1 - ' 3 2 
l 
(s 1-!S 2' + ~ [r22(q)+r33(qll-:i/~(sl-s2l (3.22c) w3 = ' 2 
onde 
' 
' 
2 2 i 3 
a (q) v (q)) - 27 [r 22 (q) +r 33 (q) l 
2 
8(q) + ~õ (q) 
2 2 2 a (q) _ ~ 0 (q)/v (q) 
Fora da região critica onde 
~o(q) :» r22(q)' r33(ql 
temos 
l 2 
Q " - 3 v (q) 
Consequentemente 
3 2 2 
[r 22 (q) +r 33 (q) -3r 33 (q) a (q) l "' l 2 
4v (q) 
6 5. 
' 
(3.23a) 
(3.23b) 
ou R2 ~ o3 . Então, expandindo s 1 e s 2 em potências de R
2;o 3 e 
conservando apenas os termos de primeira ordem obtemos 
S l+S 2 
2 R i 2 
" " - 3 [ r22(q)+r33(q)- 3 r33(q)a (qll ' 3 Q 
l 
S --S 2Q2 2 iv(q) " " l 2 13 
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Substituindo estes resultados nas Eqs. (3. 2la-b) 
obtemos 
i 
2 
wl = r33(q)a (q) 
-v (q) + 
i 
{r 22 (q) +[ l-a2 (q) I r 33 (q) ) w2 = 2 
v(q) + 
i 
{r22(q)+[l-a2(q)lr33(q)) w3 = 2 
Assim sendo, a sus·cetibilidade dielétrica dinâmica 
dada pela Eq. {3.19) pode ser decomposta numa soma de três comp~ 
nentes espectrais: 
X(W,q) 
• • + 
=f3<P;P> 
+ + 
cl (q) 
{----=--,-
w-if 33 (q) a2 (q) 
c2 (q) 
+ + 
w-v (q) -~{r 
22 
(q) +[ l-a2 (q)l r
33 
(q)) q q 
+ 
C3(q) 
. 2 ) ' 
onde 
[ 2 I . 2 c
1 
(q) = i l-a (q) r 
33 
(q) /v (q) 
c
2 3
(q) = {± v(q)-U l-a 2 (q)lr
33
(q))/2v
2
(q) 
' 
(Os diferentes termos resultando de uma decomposição em fraçõcs 
parciais da suscetibilidadc dinâmica, seja ela dielétrica, ma~ 
nética ou mecânica, são conh~cidos como componentes espec trai n) . 
Assim, da Eq. ( l. 25), o fator de estrutura dinâmi-
6 7. 
co e dado por ur:~a soma Ue três tc.tmos: 
S (w ,q) 
. . + 
< p • p > 
~· + 
-- _g_ _ g_ 
·cv 2 (g) 
2 I l-a 1 q l I r 3 3 I q l ---- ---- + 
w2+r;3lq)a41q) 
l 2 2 {r 22 lq) +I l-a lq) ]r 33 lq)} 
{ --~------ ------- ----
2 l 2 2 
lw-'Jiqll + 4 {r221ql+l l-a lq)lr331q)} 
l 2 
2{ r 22 lql +I l-a lq)lr 33 lql l 
-----·- --- --} -
2 l 2 2 1 w+v lgl 1 +4-{ r 22 lq) +I l-a lql I r 33 lql l 
. '+ 
<P ·P > 2 
;;' + , [l-a lq)lr 33 1q)[w-vlqll 
- ;~--:2 __g__l__ 2 1 2 --; + 
' lql w 1 w-v lql 1 +4! r 22 lql +I l-a lql I r 33 lql J 
+ ) 
2 l 2 2 
I w+V lql I +4! r 22 lql +[ l-a lq) I r 33 lql J 
Designaremos o primeiro destes termos por SC(w,q), 
o segundo por s
8 
(t-.l, q) e o terceiro por SR (w, q). Temos 
' ' + 
<P ; p > 
+ + 
= _g ___ g_ 
2 
rrv lq) 
[ l-a 2 lql I r 
33 
lq) 
' 2 2 4----
"' +r 33 lq) a lq) 
13.24) 
Efetuando manipu1ações algébricas s 8 (w,q) e SR(w,q) 
podem ser simplificadas na forma seguinte: 
• . + 
<P . p > 
+' + 
__ g___g_ 
TI 
S I'D q 1 -"""" 
R ' ' 
onde 
~ 2 lql -
SB(w,q) = 
• . + 
< p . p > 
--+' -+ 
q q 
2 
To\! (q) 
2 I l-a lgl] r 33 lgl 
2 _a__ lg)_ 
4 
2 
'J lgl -
2 2 - -2-2 ----2 
lw -~ lgl] +a lglw 
Uma vez que estamos considerando o caso 
• • + 
<P-+;P-+> 
h3. 
g q 
TI --i 2 2 2 2 
a I I 13.251 
lw -v lql] +a lqlw 
• • + 
<P-+;P-+> 2 2 
SR(w,q) = ___ q_ __ _g_ 
2 I l-a I q I J r 3 3 I g I 
v (g)-w 
nv
2 lql 
Para w 
4 
= o lql 
2 
r33lql 
--2~-~ 
v lgl 
""' l 
2 2 2 2 2 I w -v lgl] +a lgl w 
' 
2 uma vez que O< o: (q) < 1, pois, de acordo com as Eqs. (3.23a-b), 
2 l 
a lql = ~"'--
Os ~~ximcs e minimos de SR (cJ, q) sao aproximadamente 
dados por w = v(q) e w = - ( I il_l_g_)_ l . v q + 2 . Qua quer que seJa 
w temos 
SR(w,q) 
s
8
(w,q) 
= 
Em particular, para w 
r33lql 
a(q) 
2 
r 1- w I 
2 v (q) 
= "(q) - a
2
(q) onde S (w,q) 
~ R 
SR(v(q)-~,q) 
SB(v(q)-a~q) ,q) 
2 r33lql 
= [ l-a (q) I v (q) ~ l • 
69. 
e máxima 
Os máximos de SB(w,q) sao aproximadamente dados por 
w = ± v(q). Nestes pontos SR(± v(q) ,q) =O. 
Assim sendo, podemos tomar SR(w,q) ~ Sc(w,q), 
SB(w,q) para os valores de w onde as mesmas funções são finitas, 
de maneira que podemos desprezar SR(w,q) em (w 1 q). 
Conscquentemen.te, o fator de estrut.ura dinâmico se-
rã dado por uma componente central (conhecida como linha 
Rayleigh) que tem forma de linha lorentziana e por um par de 
Brillouin que tem forma de linha de ressonância(e não de linha 
lorentziana}: 
S (w, q) = Sc(w,ql + SB(w,q) 
<P ;P+> 2 -.. _,. [l-a (ql I r 
33 
lql 
= g g + 
~V2(q) 2 2 4 w +f 33 (q) a (q) 
d? ;P+> 
+ + a( ) 
+ g g 
1f 2 2 2 2 2 
[w -v lqll +a (q)w 
A frequência para a qual Sc(w,q) vale metade do 
seu valor máximo é obtida, d.3 acordo com a Eq. (3.24), fazendo-se 
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l l 
2 2 4 
w +f 
33 
(q) a (q) 
Dai, facilmente encontramos que a largura da linha 
Rayleigh e dada por 
Analogarnente concluímos que as larguras das linhas 
Brillouin são igualmente dadas por 
2 = r22(q) +[l-a (q)l r33(q) 
Notamos que, das Eqs. (3.18a-b), a largura da linha 
Rayleigh é diretamente proporcional à condutividade térmica, en-
quanto que uma parte da largura das linhas Brillouin é diretamen 
te propo,-cional ao coeficiente de viscosidade e a outra parte -e 
diretamcnte proporcional à condutividade térmica. Estes resulta-
dos estão ilustrados na Fig. 7. 
As intensidades integradas das linhas Rayleigh e 
Brillouin são respectivamente definidas por 
IR - [oo sc(w,q)dw ' 
IB 
l 
[
00
s
8
(w,q)dw -
2 
Os polos de Sc(w,q) sao w 2 = ± i r 
33 
(q) a (q) • Esco-
I 
l 
I 
I 
I 
I 
' 
I 
I 
I 
I 
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I 
[1-a 2(q)] 
4 r33(q)a (q) 
1/a ( q) 
-v (q) o v ( q) 
Fig. 7 
rrv 2 (q) Fator de estrutura dinâmico vezes -• • + 
<p ; p > 
+ + 
q q 
em função da 
frequência. A linha Rayleigh está centrada em w = O, 
óR(q) = 2 r
33
(q)a 4 (q) é sua largura e sua intensidade 
máxima é l l-a2 (q)]jr 33 (q)a
2 (q). As linhas Brillouin es-
tão centradas em w = ± v(q), suas larguras P. intensida-
des m5ximas são igualmente dadas por 
6B = r22(q) + [l-a2(q)]I'33(q), [l-a2(qi]/I'33(q)a4(q) 
respectivamente. 
lhendo o contorno de integração abaixo: 
-i r"(ql a 2 (ql 
t 
1/a(q) 
obtemos 
Os po;tos 
w == \) (q) ± i ~ 
2 
e w 
l-a 2 (q) 
2 a (q) 
de SB((JJ,q) 
= - v (q) ± 
de integração abaixo: 
obtemos: 
• ·+ 
<P ; p > 
+ + 
g g 
2 
2v (q) 
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(3.26) 
sao aproximadamente dados por 
i a~q). Escolhendo o contorno 
(3.27) 
As Eqs. (3.26) e (3.27) produzem urna razao de Landau-
Placzek do tipo 
Szabo( 9 ) obtém este mesmo resultado, mas em lugar 
de a 2 (q) definido pela Eq. 
73. 
(ver Tabela 1). 
Também segue das Eqs. {3.26) e (3.27) que a intensi 
dade integrada total vale 
' 
onde na segunda igualdade usamos as definições (3.7) e (3.23b). 
Este resultado satisfaz a propriedade geral do fator de estrutu-
ra dinâmico: 
= <A;A> 
l 
2n 
Dentro da região critica a situação se inverte, is-
to e, r~ 0 (q) <{ r 22 (q), r 33 (q). Substituindo a expressão (2.44) p~ 
ra T na expressão (3.19b) para 8(q) poderemos ver que 
+ 
q -1 -
8(q) ~[Cp(q)] . Uma vez que Cp(g) diverge próximo à regiao cri 
tica(ZZ) também temos 8{q) <{ r22(q) I r33(q). Nestas condições, a 
suscetibilidade dielétrica dinâmica (3.20) toma a forma 
x(w,q) ~ 
w[ w- i r 
2 2 
( q) I 
Assim, da Eq. (1.25) segue imediatamente que 
s(w,q) = 
<Í? ;Í>+> 
+ + 
q q 
TI 
r 22 (q) 
74. 
Vemos então que dentro da região crítica o par de 
Brillouin desapurece restando apenas o pico central, sendo que 
este diverge quando w ~ O. Isto significa que toda energia das 
linhas Brillouin é transferida para a linha Rayleigh dando ori-
gem à divergência do pico central. 
7 5. 
AP~NDICE A 
EQUIVALCNCIA ENTRE OS PRODUTOS ESCALARES 
Mostraremos a equivalência entre os produtos esca-
lares (2.29a) e (2.35). 
que satisfaz 
segue que 
Começaremos definindo a função f(B) através de 
d 
dS f ( 8) 
(A-l) 
Integrando de O a B com a condição inicial f(O) = .l, 
Esta equaçao integral pode ser resolvida iterativa-
mente fazendo a substituição f(À) = 1; o resultado é então nova-
mente substituido cm f(À), e assim por diante. Considerando ape-
nas os efeitos lineares(lg) no campo elétrico externo E encontra 
mos 
Substitutndo este resultado na Eq. (A-1) obtemos 
(A-2) 
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Então, a função de partição definida por 
Z' = Tr[e8(EP-H)] 
torna-se, de acordo com a Eq. (A-2), 
-I. H 
e > = Z (l+SE<P>) 
(A-3) 
onde na segunda igualdade usamos a propriedade da invariância sob 
permutação ciclica do traço, e 
Z - Tr[ e- SHI 
<P> = Tr[ pP] 
p -
-BH e 
z 
' 
Usando as Eqs. (A-2) e {A-3), a matriz densidade de 
finida por 
torna-se 
S (EP-H) 
e 
P ' - =--"z'·--
f
B Àll -).H 
P' = p[ l+E( O e P e di.-S<P>)] 
onde consideramos apenas os termos lineares em E. 
Introduzindo a Eq. (A-4) na definição 
(A-4) 
77. 
P - Tr[ p'P] 
facilmente oblemos 
Se 
<P> = O 
então 
p = SE SE<P;P> (A- 5 I 
Para materiais ferroelétricos a condição <P> = O so 
é válida para T >Te (fase paraclétrica); para materiais antifer 
roelétricos <P> = O para qualquer temperatura. 
Derivando ambos os lados da Eq. (A-5) com relação a 
E obtemos 
= S<P;P> 
Comparando esta equaçao com a Eq. (2.35) completamos 
a prova da equivalência entre os produtos escalares no contexto 
de teoria de resposta linear. 
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AP1lNDICE B 
O FORMALISMO DE NIKLASSON E SJQLANDER 
Neste apêndice apresentamos um resumo do formalismo 
t - . d . kl "'l d ( 
1 o) eorlCO e Nl asson e SJO an er para o tratamento das pro-
priedades de transporte de cristais anarmônicos" formalismo este 
que utiliza técnicas de função de Green. Estabelecemos também 
contato com o trabalho de Szabo( 
9 
l, que faz uso do referido for 
malismo. 
Niklasson e Sjülander (N-S} utilizam o método de 
Kadanoff e Baym, que consiste em aplicar artificalmente ao sis 
tema físico em análise (no caso, um cristal anarmônico) uma 
perturbação externa infinitesimal, com a finalidade de afastá-lo 
do equilíbrio termodinâmico, estudando-se então o seu retorno ao 
equilíbrio. 
Utilizando a notação de N-5, as grandezas fisicas 
- ~ ~ que nos interessam sao os deslocamentos atomicos u(«,t), onde R 
+ ~ 
localiza os pontos da rede, e os deslocamentos médios <u(R,t)>, 
onde a média é calculada para um enscmble de equilibrio. 
As seguintes definições são relevantes (a,8 = x,y,z): 
l. Função de Green ordenada no tempo 
onde T é o operador de ordenamento temporal 
T{A(t)B(t')} = A(t)B(t') t > t' 
B(t')A(t) t < t' 
2. FurJçocs de Green avançadas e retardadas 
= -(-ih)-l 
o o 
r " 7 
D (Rt R't') 
Cc C O 
"'' 
(-ih) - 1 
o 
7 7 
<[ ua (R,t) ;u
6 
(R' ,t')] > 
7 
;ua(R',t')]> 
onde [A;B] e o comutador dos operadores A e B. 
3. Função espectral de fonons (eguillbrio) AaB(qw) 
~ 
1 c ~a§(qw'2 - M w' l+n (w') { o w'-w-is n (w') __ _Q___} dt.u' w'-w+is 
F:J. 
t < t' 
t > tI 
t > t' 
t < t' 
onde E é um numero infinitesimal positivo, M é a massa atômica 
e n
0
(w) e o numero de ocupação em eguillbrio, isto é, 
4. Funções 
-1 
[ exp(hw/kBT) -1] 
< 7 
e DaS(qw) 
Introduzindo uma perturbação externa infinitesimal 
j (1{, t), K-S obtém uma equação de movimento para a função de 
Green ordenada no tempo e fora do equillbrio, a saber (notação 
rr,a.tricial) 
da no tempo: 
+ + 
M (Rt·R't') 
aS ' 
l 
~- 8 
M +> RR' 
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oit-t'l 1 
Nesta equaçao M (Rt·R't') 
aS ' 
-e a auto-energ1:a ordena-
·>+ 
RR' 
~ olt-t'll<~>l 1 + 
aS 
+ 1-:ill/2) oJ?( 
+ I -:il\/2) E l: 
+ + 
yRl oR2 
++ 
R R' 
a S 
ó( 
++ 
R R' 
a S 
+ 
<u (R,t)> + 
y 
+ ••• } 
+ + 
úD ô (R
1
t,Rztl 
y .. } + 
+ 
O<uS(R',t')> L 
onde os ~ são derivadas do potencial interatômico que aparecem 
na descrição de cristais anarmônicos) e L indica o contorno da 
integração temporal (-oo a +oo, retornando a -oo). 
Adotando a notação 1 ~ <R,tl, 1' ~ <R• ,t'), N-S en 
tão chegam à equação 
D(l,l') + J: d(l") {M(l,l") .D(l" ,l' )-D(l,l") .M(l" ,1')} 
(a integração envolve também a somatória sobre as posições fi:") 
N-S demonstram que a segunda integral constitui uma ú1tcgral 
de colis5o de Bolt2ma1ln generalizada. 
O passo seguinte consiste em simplificar a equaçao 
81. 
de movimento, mantendo na mesma somente os termos lineares em 
<t(R,t)>. Além disso, todas as funções envolvidas são decompo~ 
tas numa purte que descreve o estado inicial da função no pas-
sado infinito (situação de equilÍbrio) e noutra parte que des-
creve a situação de não-equilibrio, parte esta que é represen-
• 
tada colocando uma barra na notação origil.J.Jl; por exemplo, 
D(l,l')-+ D(l,l') + D(l,l') 
f: possível, formalmente, defini:c funções espectrais 
e numeras de ocupução de fonons para situações j"ora do equilí-
brio termodinâmico a partir dos elementos diagonais das funções 
D>(l,l') e D<(l,l'); explicitamente (j::: xx,yy,zz): 
> ~ Q 21T i 
A. (qw,Q~) 
~ _, 
Dj (qw; Q) ~ I 1 + nj (qw;<,J!J)] M w 
< ~ Q 2n i 
A. (qw,Qn) 
lnj(qw;Q~)] ~ Dj(qw; ll) 
M w 
Nas relações acima (q,w) se refere ao fonon indivi-
dual e {Q,Q) à força externa. 
Para pequenos desvios de una situação de equilíbrio 
termodinâmico, 
~ x -1 
~ [exp{Sho>+a. (qw;\.!~)}-1] 
J 
Introduzindo a notação 1 ::: (éJ+Õ/2,wH1/2) e 
l' ~ (q-Ô/2,w-n/2), N-S obtém a seguinte equação para a função 
aj (qw;Q~)' 
- + + 
M. lgeJ;QO) 
J 
+ 
onde L. (Q,fl) e um operador de colisão de Boltzmann generalizado, 
J 
+ -xj (qw) e a sUscetibilidade e 
- + + 
+ + 
-q-Q/2 
M. (qw;QQ) o::: 
J 
w I 
-',' j j' 
N-S aproximam o operador 
+ 
ra Q ~ O, Q = O, obtendo: 
Õ + + L.( ,O).a.(quJ,Q1) = 
J J 
2TI:;, 
M 
+ + 
q-Q/2 
) 
J 
+ + + 
q ql q2 
o I l 
j jl j2 
x I l+n lw) I I l +n lw
1
) ][l +n lw 2) I o o o 
+ 
<u., (Q,S1)> 
J 
IB-l) 
pelo seu valor pa-
2 
onde v e o volu~e da primeira zona de Brillouin. 
O operador L. (Ô 1 0) é hermitiano e um dos seus auto-
J 
velares e O, com autofunção normalizada ID>. A função ~(qw;Ôrll é 
considerada uma função vetaria! com componentes 
j = 1,2,3 e L(Ó,O) um operador tensorial • 
83. 
.,., ~ + -+ 
.r:. posslvel expandir a (qul;Qr.!} em termos das autofun-
çoes normalizadas de L(Ô,O) 1 que denotamos por I v>, com 
v= 0,1,2, ... , isto é, 
a = [O>a + o [v>a v 
onde a
0
,a1 ,a2 , ..• sao coeficientes que dependem apenas de 
O produto escalar entre dois estados é definido por 
J
d;\ IduJ -+ + -+ <f[g>=l: = 2 f.(q,rD)g.(q,w)A.(q,w)n (w) [l+n (w)] 
j v 1T J J J o o 
(B-2) 
Szabo( 9 ) adaptou o formalismo descrito acima para 
descrever o comportamento de O<~(q,w)>, a variação do valor mé 
dia da coordenada do fonon Õtico "mole .. , e para calcular o fa-
~ 
tor de estrutura s~~(qw). 
Em sua equação (13}, Szabo aproxima a função 
que é análoga 
(B-1) deste apêndice) 1 por 
- - -- ~ ~ 
a funçao M.(qw;Q.\1) 
J 
6<1{) (]JZ) > 
de N-S (relação 
+ ~ 
onde 11 ::: (qt) 1 q sendo o vetor de onda e t o ramo a que perten-
ce o fonon. 
O futor de estrutura calculado por Szabo envolve o 
parâmetro b
2
; v<K.IO><OIK.> onde v~ o volume 
J J 
da primeira zona 
de Brillouin 1 I 0> e u uutofu:1ç::io norm;:1lizadu com autovalor O do 
operador L(Ô 1 0) e o produto escalar <OIK.> é dado pela relação 
J 
(B-2) deste apêndice. 
84. 
AP~NDICE C 
MtTODO PERTURBATIVO PARA O CÂLCULO DOS PRODUTOS ESCALARES 
Antes de iniciarmos o cálculo dos produtos escalares 
é necessário desenvolvermos um método perturbativo para tal fina-
lidade. O método(2S) consiste em expandir a exponencial eÀH e 
tnmcarmos a expansão nos termos de segunda ordem, isto é, propo~ 
cionais a (V(J))Z e v( 4 l. 
Começamos por escrever 
onde H1 e dado pela Eq. (2.26), sendo H3 e H4 as partes propor-
cionais a v(J) e v( 4 ) respectivamente. 
mos 
Consideramos a função f(À) definida através de 
À (n
0 
+H
3
+H
4
) 
= e = e 
ÀH 
o f (À) 
Derivando ambos os lados com relação a À encontra-
d 
dÀ f (À) 
-ÀH ÀH 
= e 0 (H 3+H 4 Je 
0 f(À) 
Integrando ambos os lados com relação a À, com a 
condição inicial f(O) = 1, segue que 
f(À) 
8 5. 
Assim, transformumos urna equaçao diferencial em uma 
equaçao integral. Esta última pode ser resolvida iterativamente 
fazendo a substituição f(Ã 1 ) = 1; o resultado é novamente substi 
tuido em f(À 1 ); continuando este processo obtemos uma série de p~ 
tências em (H
3
+H 4 ): 
f (À) 
' 
onde usamos a definição 
f (À) 
g(Ã) -e (C-2) 
Parando nos termos do. segunda ordem obtemos 
H 3 (-À 2 )dÃ 2dÃ 1+J~H 4 (-Àl)dÀl 
(C-3) 
Então, nesta aproximação a Eq. (C-1} torna-se 
Àll e 
+ e 
Àll 
o (C-4) 
86. 
Pura obtermos urna forma geral e aproximada do prod~ 
to escalar entre duas variáveis arbitrárias F e G é necessário 
efetual.-mos a multiplicação de eÀHF por e -UIG +.Primeiro escrevemos 
ÀH -ÀH+ ÀH explicitamente e F e e G com e dado pela Eq. (C-4): 
-ÀH -ÀH 
e o G+ o 
ÀH 
o 
' 
Em seguida efe ...... uamos a multiplicação destas equaçoes, 
desprezamos os termos de ordem superior a H~ e H4 e tomamos a mé-
dia térmica: 
À!! -HI + 
<e F e G > = 
87. 
' 
ou 
. 
~ <F(À)G>-f: <F(À)H 3 (Àl)G+>dÀl + 
Àl 
fo <H 3 (Ã-Ã 1 lH 3 (Ã-Ã 2 )F(Ã)G+>dÃ2ctÀ1 -
' (C-5) 
onde usamos a definição (C-2). 
onde 
f ( -s l 
Nas, por definição 
Tr [ p i:l 
e 
-SH 
p - z 
z - Tr [ e-SH] 
Portanto, pela Eq. (C-1), 
P f '-s l o 
<f(-S)> 
o 
-SH 
z
0 
_ Tr[ e 0 ] 
Da Eq. (C-3) vem que 
Então, de 
1 
1-x = 1 + x + x
2 + ••• 
88. 
(C-6) 
(C-7) 
' 
(C-8) 
até segunda ordem, segue que 
<f(-À)>- 1 
o 
89. 
+ t: t:<H3(À1)H3(À2)>odÀ2dÀ1 + t:<H4(À1)>odÀ1 
(C-9) 
Introduzindo as Eqs. (C-8) e (C-9) na Eq. (C-7), até 
segunda ordem, a matriz densidade toma a forma 
(C-10) 
Conseguimos então escrever a matriz densidade pertu~ 
bada em função da matriz densidade harmônica (não perturbada) e 
de médias térmicas harmônicas de termos perturbativos. 
Usando a expressão para H
3
, dada pelo primeiro termo 
da Eq. (2.26), 
Agora, recorrendo a Eq. (2.19a) vem que 
90. 
A matriz densidade {C-10) então torna-se 
Empregando esta e a Eq. (C-6) , a média térmica da va 
riável arbitrária Ç, até segunda ordem, será dada por 
(C-ll) 
Acabamos então de explicitar a média térmica de uma 
variável arbitrária S em função de médias térmicas harmônicas da 
mesma variável e de termos perturbati~os. A vantagem dist-o é que 
as médias térmicas harmônicas podem em principio ser calculadas 
exatamente. 
Assim, as médias térmicas que aparecem na Eq. (C-5) 
podem ser explicitadas em termos de médias térmicas harmônicas 
utilizando a Eq. (C-11). Isto é o que faremos em seguida. 
O integrando que ocorre no quarto termo e todos os 
outros termos subsequentes da Eq. (C-5) são médias térmicas que 
podem ser substituidas diretamente por médias térmicas harmôni-
cas, uma vez que estes mesmos integrandos são termos de segunda 
9l. 
orCem. 
Por outro lado, + tomando S "" F (f.)G e empregando a 
Eq. (C-11), o primeiro termo da Eq. (C-5) torna a forma 
+ Is - <FL\)G > 
o o 
+ JS - <F(À)G >
0 
0
<H
4 
(À
1
)>
0 
dÀl 
+ Igualmente, tomando S = F(À)H
3
(À
1
)G o terceiro ter-
mo da Eq. (C-5), at~ segunda ordem, toma a forma • 
Repetindo o r;-.esmo processo com o terce~Lro termo da 
92. 
A substituição destes resultados na Eq. (C-5) pro-
duz 
(C-l2a) 
onde separamos os termos de ordem zero 1 primeira ordem e segunda 
ordem: 
-:4(i\.) 
+ - <F(Ã)G > (C-l2b) o 
- <F(À)é/"> 
o 
Àl 
+ J: J
0 
<H
3
(À-À
1
JB
3
(À-À 2 )F(À)G+>0
dÃ 2dÀ 1 -
(C-l2c) 
93. 
(C-12d) 
As Eqs. (2.27a-b) para Ak e Bk' a propriedade (3.2) 
do produto escalar, as Eqs. (C-11) e (C-12a-d) serão de fundamen 
tal importância para o cálculo dos produtos escalares entre as 
variáveis dinâmicas. 
APtNOICE D 
CÂLCULO DOS PRODUTOS ESCALARES 
D.l. Critérios e Aproximações 
Temos sempre enfatizado que os resultados para o fa-
tor de estrutura dinân,i,_:o derivados pelo formalismo de Mori (l4 ) 
no Capitulo 3 são válidos no limite de longos comprimentos de on-
da, onde vale a aproximação markoviana, bem como a aproximação 
~ 32 <z,q) =O= ~ 23 (z,q). Portanto, no cálculo dos produtos escala 
res entre as variáveis dinâmicas tamLém tomaremos o limite de 
q -+ o. 
Na Seção 2.3 mostramos que a componente de Fourier 
da polarização local em termos dos operadores campo de fonon pode 
ser escrito como 
onde 
~ 
R (i si 
!F~ 
-=' I 2N z 
Q_s 
e 
s 
!Ff' 
' s 
+ R (s) 
o 
-iq.R(ts) 
e 
~ 
+ u (ts) 
(D-l) 
~ 
o módulo dos deslocamentos nucleares u(ts) mesmo em 
cristais alta.Ir.ente anarmônicos não deve ultrapassar o valor de 
mais ou rr.encs um terço do parâmetro de rede devido â repu~ são 
eletrostãtica entre os nGcleos. Por outro lado, o módulo dos ve-
9 5. 
7 tores R (s) possuem valores corr,paráveis ao parâmetro de rede, uma 
o 
7 vez que R (s) representa as posições de equil1brio dos átomos re-
o 
lativamcnte ~ origem da c~ lula unitária (ver Fig. 6). O parâmetro 
Oe rede é da ordem de lÂ e, portanto, i\l(ts) I e IR
0
(s) I "' lÂ. Na 
rcgi~o da luz vis1vel 
-3 -1 7 + 
q "' 10 Â . Consequentemente, q.R (s) o 
e 
Tendo 
(R (~) +"t (ts)) 
o 
7 
y k (q) 
isto em vista, aproximamos a exponencial 
pela unidade. Então 
e 
Fazendo a soma em Q, e usando a Eq. (2.lla) vem que 
7 
y k (q) ~ jr~h' I 
2 s /Ms 
l Ê.ê(s 1 k} + + -······"-'-"-'- o I k -q I 
/w (k) ' 
(D-2) 
7 
O mesmo ocorre com a quantidade Àkk, (q) dada pela 
Eq. (2. 33f) que aparece nas expressoes (2. 33a-e) para a compone.12 
te de Fourier da denE.;idade de energia local: 
~fw(k)~L êislkl.êislkl olk'-k-q) (D-3 I 
w (k,) s 
Os critérios que se gu·l_remos para o cálculo dos prod~ 
tos escalares estão relacionados abaixo em ordem hierárquica de 
precedência: 
d) Se possivel usamos a propriedade (3.2) do produto escalar; 
b) Se conveniente usemos as Eqs. (2.27a-b) para os operadores Ak 
e Bk; 
c) Esgotando-se estas duas possibilidades partimos diretamente 
96. 
da definição do produto escalar na sua forma aproximada dada 
pelas Eqs. (C-12a-d). 
D.2. Cálculo de 
• • + 
<P ;P > 
+ + q q 
A propriedade (3.2) do produto escalar permite-nos 
escrever 
• • + 1 
<P ·, p > = 
+ + iBh q q 
•+ <[P;P]> 
+ + q q 
Lembrando que Ãk = -iw(k)Dk, segue imediatamente da 
Eq. (D-1) que 
. 
p+ = -i (D-4) 
q 
+ 
onde yk (q) e dado pela Eq. (D-2). 
Da relação de comutação (2.24b) facilmente obtemos 
• • + 
<P ; P > 
+ + 
q q 
Através do uso da proprienadc de fechamento (2.6b) 
dos autovetores ê{si k) mostra-se que 
2 
+ 2 Nh e s (D-5) !Yk(q) I ~ 2w(k) E H 
s s 
Portanto 
• • + N 
e2 
<P ; p > ~ E 3 
+ + s Ms q q s 
97. 
o.3. Cálculo de 
-Neste caso nao podemos aplicar a propriedade (3.2) 
e então usamos as equações de movimento (2.27a-b), 
vem que 
A Eq. (2.27b) também pode ser escrita como 
i . 
w(k) 
13
k 
8 
hw (k) 
6 
hw (k) 
(D-6) 
(D-7) 
Tomando-se o produto escalar desta equ?çao com A1., .. 
6 
hw (k} 
8 
hw (k) 
(D- 8) 
O primeiro termo desta exprcssao pode ser calculado 
usando a propriedade (3.2) do produto escalar e a relação de co-
mutação (2. 2,~b). O resultado e 
i . + 
(JJ (k) <Bk;Ak,> 
2 
=o Bh-W(kf 0 kk' (D-7) 
Usando novamente a Eg. (D-7), o ~cgundo termo da 
Eg. (D-E: até segunda ordem torna-se 
36 + ----- -----
h2wik)w(k') 
L L v 13 )(-k;k
1
;k
2
)v( 3 )*(-k';k
1
';k
2
') x 
k k k'k' l 2 l 2 
(D-10) 
Das Eqs. (3.2) e (2.24b) segue imediatamente que 
2i 
·- ·sh (<Ak >Gk k' + 
l l 
= o 
uma vez que <Ak> =o O. 
dem e, 
Assim, o segundo termo da Eq. (D-8) é de segunda or-
+ + 
portanto, o produto escalar <Ak Ak ;Ak,Ak,> 
l 2 l 2 
pode ser cale~ 
lado na apl-oximação harmónica. No final desta Seção mostraremos 
99. 
que, na aproximação harmônica, 
6 
hw (k) 
n(k
1
J+n(k 2 J+l 
~ 2 [Sh(w(k
1
)+<ü(k
2
)) + 
r; (k
2
J -Ii (k
1 
J 
Sh (w (k
1
) w (k
2
) I x 
Portanto 
n(k 2J-n(k 1 J 
w(k
1
)-w(k
2
) I (D-ll) 
Uma vez que o terceiro termo da Eq. (D-8) e de se-· 
gunda ordem, temos 
8 
hw (k) 
-Si 
~ ,.--,~'-,--..., 
hi..LJ(k)w(k') 
Mas, das Eqs. (3.2), (2.24b) e (2.16a-b), 
8 
J,,,;(kT 
(D-8) produz 
onde 
obtemos 
+ <P . p > ,, 7 
q q 
1 () (J • 
-48 
~ 
_2 ______ _ 
Sll w(k)u>(k') 
(D-12) 
A substituição das Eqs. (D-9) e (D-ll-12) na Eq. 
(D-13 I 
24 
hw (k 1 ) 
Substituindo a Eq. (D-13) na Eq. (D-6) finalment.e 
101. 
onde yk(q) e dado pela Eq. (D-2). 
Com !Yk(q)l 2 dado pela Eq. (D-5) isto também pode 
ser escrito corno 
1 + 
w
2
ik) 
E 2 
kk'Shw(k) 
Consequentemente, a frequência D0 (q) será 
<P ;P+> 
1/2 -1 2 
~ ~ e 
!10 (q) ~r q q I a 1 (!:! E s E ~ + --) 
<p ;P+> k w
2
ik) 8 s M kk' s 
~ ~ 
q q 
~ 
xY k(q)Y 
* -1/2 
k' (q)[c
1
ik;k')+C
2
(k;k')]} 
2 
Bnw (k) X 
Para finalizar esta seçao, passaremos ao cálculo de 
+ + <Ak Ak ;Ak,Ak,>. Uma vez que este produto escalar ocorre em combi 
1 2 1 2 
nação com um termo que é de segunda ordem (ver Eq. {D-10)), ele 
será calculado na aproximação harmônica: 
-U1 o + + 
e Ak,Ak' > dÀ 
1 2 o 
onde H
0 
e o hamiltoniano harmônico. 
Por definiç5.o 
-BH 
- E <n!e 0 sln>/E 
n n 
-BH 
<n!c 0 1n> 
102. 
onde jn> e um autoestu.do de H
0 
e 
De acordo com a definição (2. 21a) do operador campo 
de fonon 
+ 
(ak,+a_k') 
2 2 
Operando com e sobre jn> e usando as 
Eqs. (2 .12a-b), produz os quatro termos seguintes: 
... lnl-kil-1) ... (n(-k;11-1) •.• > 
12> 
' 
13> 
-À!! o + 
_ e ~,a_k' 
1 2 
ln> = 
103, 
ln>= 
-ÀE -Àlt[w(ki)+w(k2ll 
e ne l ••. (n(kil+l) ••• (n(kz)+l) ... > , 
onde En e o autovalor de H0 . 
Por outro lado, o resultado de 
é a sorna de outros quatro termos: 
<1'1 
-(S-À)E 
= <,. (n(-k
1
)-1)., (n(-k
2
)-1), .l/n(-k
1
)n(-ki e n 
<2'1 I 
-(S-À)H
0 
+ 
_<ne a-k'l...= 
1 2 
- (B-À)E 
= < ... (n(-k
1
)-1) ... (n(-k
2
)+l) ... l h(-k
1
1 (n(k2)+l)' e n 
I 
-(S-À)H
0 
+ 
<3'1;:: <ne ~ a_k = 
1 2 
<4'1 
-(8-À)E 
= <,.(n(k
1
)+l) ... (n(-k
2
)-1) ... 1/(n(k
1
+1)n(-k
2
) e n 
-(8-À)H 
õ <nle 
0 "k "k = 
l 2 
-(8-À)E 
n e 
' 
104. 
Assim, executando a média térmica obtemos 
<e 
_ _ -Ãfl[w(k
1
1-w(k
2
il 
+ [n(k )+1]n(k2 ie + 1 
Consideramos agora a integral com relação a À do 
primeiro termo da expressão acima: 
Àh[w(k
1
)+w,k
2
)J 
e dÀ = 
Sh[ w (k 1 1 +w (k2 1] 
(e -1) 
Uma vez que n(k) Bhw {k) -1 = (e -1) segue que 
Stlw(k) n(k)+1 e = 
n(k) 
Consequentemente 
J (! 5. 
!'-'Ja.nipulando os oulros termos de mane_.ira análoga, 
finalrr,ente obtemos 
D.4. Cálculo de 
A componente de Fourier da densidade de energia lo-
cal em termos dos operadores Ak e Bk (ver Eq. ( 2. 3 3a} ) com 
~ 
Àkk, (q) dado pela Eq. (D-3} torna-se 
(D-14 I 
onde 
+ {D-lS) 
Da Eq. (D-1) temos 
{D-16) 
Devemos então calcular 
106. 
+ 
<Ak i\f!k k > 
1 2 3 
+ {4) * + + + + V ( -k2; k4; k5; k6 I <Ak1; Ak6 Ak5 Aktk/ 
(D-17) 
+ + + + Começamos calculando <Ak ;Ak Ak Ak Ak >. Este prod~ 
1 6 5 4 3 
to escalar vem multiplicado por um termo de segunda ordem e por-
tanto pode ser calculado na aproximação harmônica: 
Assim, de acordo com a Eqs. (2-l9a-b) a média tér-
mica que aparece na integral acima é nula, uma vez que esta mé-
dia só envolve termos com um número par (impar) de operadores de 
criação e um número impar (par) de operadores de aniquilação. 
Portanto, na aproximação harmónica, 
(D-18) 
Aplicando a Eq. (D-7) ao penúltimo termo da Eq. 
(D-17) teremos 
107, 
= 
Pelas mesmas razoes que levaram a Eq. (D-18), 
= o. 
Recorrendo a Eq. ( 3. 2) e a relação de comutação 
(2.2<1b} temos 
Portanto 
<A~ A~ > + 
4 3 
<A~ A~ > + 
5 3 
= --
2 - 12 z v< 31 * (-k
2
;k
4
;k
1
) 
Shw (k 1 ) k 
4 
lOS. 
(D-19) 
Aplicando a Eq. (D-7) aos dois primeiros termos do 
lado direito da Eq. (D-17) temos 
6 
<A Al ;Ak+ Ak > 
k4 c5 3 ·2 
8 
-----------------------------
109. 
ce acordo com a argumentação usada para a dedução da 
Eq. (D-18), 
o 
Das Eqs. (3-2) e (2.24a-b) vem que 
Assim, 
I D- 2 O I 
(D-21) 
Levando as Eqs. (D-18-21) na Eq. (D-17) obtemos 
+ + Devemos então calcular <AkAk,> e <A Ak ; 
kl 2 
Começamos primeiramente com <Ak Ak 
l 2 
110. 
(D-22) 
Uma vez que este produto escalar ocorre em combina 
çao com um termo de primeira ordem, consideramos apenas 1
0 
(/,) e 
r 3 (;>.) nas Eqs. (C-l2a-d), 
onde 
Jc,;L:a]n,enie a Eq. (D-18) lCTi10S I 3 I\ I o o. Então 
+ 1 I: ÀH -\H o o + <Ak Ak ;A, ,Ak,> o - <e Ak Ak e Ak,Ak,> d\ 1 2 Kl 2 e 1 2 l 2 o 
lmalogamente 
+ l I: <e ),H -/,H + o o 'Ak Ak i Bk, Bk, > o Ak Ak e Bk,Bk,> d\ 
1 2 l 2 e l 2 l 2 o 
Consequentemente 
Mas 
De acordo com as Eqs. (2.19a-b) temos 
J.,H
0 
+ + -)..H
0 
<e (ak a_k +a_k ak )e 
1 2 1 2 
+ + 
(a_k,a-k,+ak,ak,> 
1 2 2 2 o 
l J 1. 
112. 
Temos 
ll> 
-mo + 
:::e a_k,a-k' 
l 2 
12> 
-lH 
- o + 
c e '\•'\• 
l 2 
ln> ~ 
-(S-À)H 
I I 
o + 
< 3 _ <n e ~ a -k = 
l 2 
-IS-À) E -------- --- -------, n 
~ < ••• (nik
1
i+l) ... (ni-k
2
)-l) •.. l/inlk1i+llnl-k21 e 
<41 - <nl 
-IS-l)H o + 
e a_k "k 
l 2 
2 r5 
= 
5 
J
0 
[<3il> + <3[2> + <4!1> + <412>1 d-;,. 
16
k k'
6
k k'oek k'
6 
k k' 1 l'- 2 2 l l l - 2 2 
Shw (k) 
onde na Última igualdade usamos e 
ll 3 . 
h I "' ik21 ~· ik11 I 
e dÀ + 
Levando este resultado ao primeiro termo do lado di 
reito da Eq. (D-22) teremos 
12 (J.I (k3) 
- E: h (0 Tk-J (D-23) 
+ + 
Uma vez que <AkAk,> ocorre em combinação com um te_E 
mo de primeira ordem podemos empregar a Eg. {C-ll) escrevendo 
O segundo ten-;-,o do lado direi to da equaçao acima se 
anula (ver Eg. (0-18)). Logo 
<A -kA-k' >o 
(2n(k)+l)ó -kk' 
114. 
Consequentemente, o segundo termo do lado direito da 
Eq. (D-22) torna-se 
(D-241 
As Eqs. (D-23) e (D-24) produz 
+ 
<Ak ;1/Jk k > "" 
l 2 3 
i1 ik 2 1 -n ik 31 
[ w (k
3
1 -w ik
2
1) 
Substituindo isto na Eq. (D-17) finalmente obtemos 
2 + + 
"'B I""• wc-êléck,-l'l y k I q I A k k I q I 
l l 3 
+ * + yk (ql Àk k (ql 
l 2 l 
ond~. 
lnik2l-nik3l 
w(k 3 )-w(k2
) 1 
115. 
D.S. Cálculo de • • + <P ; H > 
-· + 
cal e 
q q 
Pela propriedade {3.2) do produto escalar, 
• • + 
<P ; H > 
+ + q q 
= l 
i h s 
·+ 
<[P ;H]> 
+ + 
q q 
A componente de Fourier da densidade de energia lo 
Em conformidade com a aproximação que vem sendo segu1:_ 
-~+ -++ 
da, isto e, q.u(2,s) e q.R
0
(s) ~ 1, H pode simplesmente ser escri + 
ta como 
H+ = r; 
q ~s 
q 
-iq.R 1~ l 
e 0 [T(i.s) 
Uma vez que a energia de um núcleo comuta com a ener 
gia total, isto é, 
11 6 . 
[T(Is) +L ó (Ks) , H] O 
n 
n 
. 
segue que H-+ = O. Consequentemente 
q 
. ·+ 
<P i H > "' 0 
~ ~ 
q q 
Estes resultados implicam em um coeficiente de 
transporte r
13 
(q) = 0 (ver Eqs. (3.10), (3.17b) e (3.18b)). Neste 
caso devemos então reconsiderar a nossa aproximação levando em 
conta o termo de primeira ordem em q, isto é, q.~(is). Então 
H 
~ 
q 
l 
+ 2 
Uma vez que 
temos 
. 
H 
~ 
q 
" 
-iq.R (i) 
e 0 [T(ts) + 
~ 
[u(is) 1 H] 
+ + 
i 
-ig. R
0 
(i) 
e - - L ----
2 M 
(S s 
L o ltsl l 
n n 
+ 
+I ~ 0 (Y.s) 
n 
{IT(Qs) + L 
n 
~ + 
, - iq. u (is) 1 } 
q,n(xsll 
~ + 
, g.P (ls)} 
-+ -+ -+ -+ 
Lembrando que para q.u(Is), q.R
0
(s) ~ 1 
p 
+ 
q 
e 
s 
. ~ 
t:.u(ks) 
+ + 
e-iq.R0 (1) 
olA CDIOS 
·+] [ p , H 
~ ~ 
q q 
J l I . 
(.P(ts) q.P(ts) 
- ~ onde usamos o falo gue s.q ~ O, isto e, o vetar de onda e pcrpen 
dicular ao campo el6trico. Portanto 
<p
• ·+ l 
i H > ·-
~ ~ s q q ' ts 
~-+ -+-+ 
s.P (ts) q.P (ts) 
Agora introduzimos nesta expressao a Eq. (2.23b), 
• • + 1 
<P ;H>= 
~ ~ s 
q q 
onde 
I: 'kk' (Çj_) 
kk' 
ID-2 5 I 
~ 
'kk' (q) h,;;;;(k)wik'T' 
e 
-"-
2M 
ê.ê(s[k) q,ê*(slk')[>(Í{-k•) 
s s 
(D-26) 
Para o cálculo da média térmica sera utili 
zado a Eq. (C-11), 
dÀ -
l 
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Igualmente à Eq. (D-18), o segundo termo da equaçao 
acima anula-se. ~ imediato mostrar que 
Usando a relação de fechamento (2.6b} para os auto-
- + + valores ê(slkl e (,q =O podemos mostrar que 'kk(q) =O. Nestas 
condições, a Eq. (D-25) toma a forma 
o • + 1 
<P ;H > = 
+ + s q q " 'kk' (q) ifso kk' 
Àl 
fo <H3(Àl)H3(À2)BkB~,>o 
(D-26) 
Começamos primeiramente a calcular a segunda destas 
duas integr.-ais, 
Ternos 
-À H 
e 1 o x 
+ +a . ) = 
-..,;_4 
119, 
' 
Substituindo isto na integral acima, sobrevivem ap~ 
nas os termos contendo igual número de operadores de criação e 
aniquilação, 
= 
+ <e 
- <c 
ÀH 
o 
ÀIJ 
o 
+ 
a ka k'> -- - o 
+ <e 
ÀH 
o 
- <e 
ÀH 
o 
+ <e 
+ <e 
ÀH 
o 
- <e 
+ <e 
+ <e 
- :e 
ÀH 
o 
ÀII 
o 
ÀH 
o 
Hl 
o 
e 
-ÀH 
o 
-ÀH 
o 
-ÀH 
o 
-ÀH 
+ 
a ka k'> -- - o 
o + 
-).H 
o 
a ka k'> -- - o 
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~21. 
o resultado desta integração e 
Shl c ik
1
1 ~,' ik21 I 
+ (1(k3)+1) (ri(k2)+~ 1(kl) .. l~l(U.~(kl~)~~)-(k2ff-_l~6k3,-k4ók2k'6-kl + 
f.hw (k) Usando e ~ 
Shl w ik11 "'~ lk2 I I 
(e -1) 
- hlw(k
1
iffi(k
2
ii 
Bh[ w ik11 ffi lk2 I I 
(e -1) 
h (w(k
1
J+,:.,(k
2
l) 
<nlkl+ll/n<kl teremos 
<fi lk 21 +fi lk 11 +li 
-~(tü(k 1 )+w(k2 l} 
122. 
123. 
+ f, 1 (2n (k2 > +1> 
<n<k 1 >-n<k 2 >> 
(w(k
2
)-w(k
1
))l 0 k
3
,-k/k
2
k' 0 k
1
,-k 
<n<k2 Hn<k3 )+1) 
(w(k2)+w(k3)) I õ_k3kõk2k'õk1,-k4 + 
1 
+i\ 1 <n<k 2 >+1> 
<n <k 1 > -n (k3 > > 
(w(k3)-w(k1))1 õk3k'õk2,-k4õk1,-k + 
<n (k1 > -n <k 2 > > . . I 
Finalmente obtemos 
<n<k>+n(k')+1> 1 (w(k)+w(k')) 
<n<k'>-n<k>> 
(w(k)-w(k')) 
(D-27) 
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Seja agora a seguinte integral 
Temos 
+ 
+ + + + ++ + 
BkBk' = (ak-a-k) (ak,-a_k,) = akak'-aka-k,-a_kak,+a_k.a-k, 
125. 
A substituição destas expressoes na integral acima 
produz a integral de setenta médias térmicas harmônicas nao nu-
las envolvendo os operadores de criação e aniquilação. 
O resultado desta integração depois de agrupados os 
termos e 
..:L v 131 1-k·k' ·k 1 h2 , , 1 
onde 
7 
L 
n=2 
(D-2 8 I 
= -,"-"l"k-2'~--<-·•"l~i'-1~-w~lk"''l'l 'wfk21 I lnlk21+11 lnlkl+ll lnlk'l+ll-nlk21filklnlk'll -
+ [ (fi(k}+l)ri(k 1 ) 
nlkl 
lnlkl-nlk'll 
lwlkl w(k'll + 
_ í11~1 lnlk'l+ll 11 lnlkl+ll 1;; 1k1l+ll lnlk21+ll-nlklnlk11i11k21 11 ln lkl +li 
+"mesmo termo com k e k' trocados", 
1 liilkl+ll liilk
1
1+ll lnik21+ll-í11klnlk11nik211 
X-~-
(w(k11+w(k21+w(k31 I 
l 
(ri. (k) +ri (k 1 ) + 1) } 
lwlkl+w(k'll 
Cnlk11+'lll lk21 +SI 
=~~~~' (w(k
1
1+wlkl+w(k'll -I (w(kl+w(k'll + 
n(k I 
cw
1
k2
1 
1 ZlnCkl+llnlk'l-nCkl Cnlk'l+lll + 
2 
126. 
+ 
+ 11 mesmo termo com k e k 1 trocados", 
l - -
= '(w-("'k-2'1<~w-~(k~l~--w"'"("k' I I { (6n (k21 -2n (kll+21 (n(k'l-n(kll (w(k)-w(k 1 )) + 
n (k
2
1 _ _ _ _ 
+ (kf [ (n(kl+lln(k'l-4n(kl (n(k')+ll] + 
2 
+"mesmo termo com k e k' trocados". 
127. 
cri (k • 1 -Ti (k)) 
(w(kl-w(k'll 
Substituindo as Eqs. (D-27) e (D-28) na Eq. (D-26) 
finalmente obtemos 
• • + 
<P ·H > = L: ;' + 
l + 
jih 1 kk' (ql 
q q kk' 
7 
x E Ci (k;k';k1 ;k2 1J n=2 
2 v' 41 (-k·k'·k ·-k 1 x , , l, 1 
+ 
onde 
<i1<k'>-i1<k>> 
(w(k)-w(k')) 
(ri (k) +ri (k I) +1) 
(w(k)+w(k')) 
128. 
os c 1 •s para i~ 2 estão definidos acima e Tkk' (q) e dado pela 
Eq. (D-26). 
0.6. Sobre <H ;H+> 
~ ~ 
onde 
1 
= 16 
q q 
De acordo com as Eqs. (D-14) e {D-15} ternos 
~ 
Àk k (q) 
1 2 
* ~ 
Àk k (q) 
3 4 
hw(k 2 )hw(k 4 )[<A~ Ak ;A+ Ak > 1 2 k4 3 + <A~ ~ ;B~ Bk > + 1 2 4 3 
No presente contexto, os produtos escalares envol-
vidas na equação acima só podem ser calculados partindo-se dire 
129. 
tamente das Egs. (C-12a-d). Estas equaçoes no total contém quinze 
termos. Cada um destes termos geram um número muito grande de mé-
dias térmicas harmônicas quando introduzimos as definições dos 
operadores campo de fonon e momento de fonon em termos dos opera-
dores de cri.:-1çi:ío e aniquilação, como vimos na seção anterior. E 
isto parece ser impraticável. Esta é a razão pela qual não calcu 
lamas + <H ; H >. 
7 + 
q q 
! 3 o . 
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