In the presence of satellite channels, one of the most challenging problems for TCP is to achieve fair bandwidth sharing among several competing connections with round-trip propagation delays that may differ by more than two orders of magnitude. The Bandwidth Aware TCP (BA-TCP) provides a fair solution while maintaining the end-to-end semantics of transport protocols. At the same time, it allows backward compatibility and it does not require substantial changes to the existing TCP.
I. INTRODUCTION
Satellite systems can provide remote users with Internet access and broadband data services. However, it is not clear whether TCP will work appropriately with satellite relay systems due to the large round-trip delay, asymmetries, and transmission errors. This is because the current TCP cannot achieve fair sharing of bandwidth when several flows with different round-trip times (RTTs) compete for the same bottleneck link. Moreover, the current TCP cannot distinguish between packets lost due to link errors and packets dropped due to network congestion.
There are various proposals for improving TCP performance over large RTT connections and/or wireless links with high BER (see [l] and references therein). Here, we propose an enhanced TCP version for providing fair utilization of bandwidth in presence of satellite relays. Moreover, we discuss its performance in a lossy link environment.
BANDWIDTH AWARE TCP (BA-TCP)
Recently, we explored the possibility of decoupling the error recovery capability of TCP from its congestion control capability[2, 31. This is obtained by delegating the latter to an explicit control scheme based on network feedback. The This work was supported by NASA contract NAG2-1249, by NSF contract 8NI9805436 and by a contract between Politecnico di Torino and CSELT (Telecom Italia Research Center) . A more extensive version of this paper is in web site http://www.cs.ucla.edu/NRL/ipatm/publications.html with the same title.
bandwidth awareness protocol proposed in this paper has many similarities with the Generalized Window Advertising TCP (GWA-TCP) proposed in [3], such as requiring explicit feedback from network. Like GWA-TCP, it is a preventive algorithm for end-to-end TCP congestion control. GWA-TCP requires the network layer to notify end users of the router's available buffer space. The minimum of the router's buffer space is used to set an upper bound on congestion window. GWA-TCP can guarantee zero packet loss due to congestion. However, it is at the expense of large buffer size when the bandwidth-delay product is large. BA-TCP reduces this cost and at the same time decouples the error recovery capability from the congestion control. This decoupling is crucial for achieving good performance in wireless (e.g., satellite) networks.
In BA-TCP, the receiver's advertised window is used to convey to the sender both flow control and congestion control information. To achieve this, the network layer provides the TCP layer with information about the round-trip propagation delay Rt and available bandwidth B, for each connection.
Assume that each IP router knows the propagation delay for each outgoing link connected to it and is able to compute the bandwidth available for each flow. Rt is obtained by summing all the link delays in both forward and backward paths. B, is the minimum available bandwidth advertised by the routers along the forward path. Each IF' router, say router i, computes the available bandwidth for an outgoing link as B6 = B/ n where B is the total bandwidth of the outgoing link and n is the number of active flows. By using IPv6 with a round-trip propagation delay (RTPD) field and an available bandwidth (ABW) field in IPv6's extended header, Rt and Ba are piggybacked on IP packets.
We assume that all packets of a connection follow the same forward and backward paths. Connection setup packets with RTPD field in the IPv6 are used to obtain the connection roundtrip propagation delay. Data packets with ABW field in IPv6 are used to dynamically fetch the available bandwidth on the forward path. Both RTPD and ABW are conveyed to the TCP receiver. The only modifications needed to the TCP receiver are: (1) a state variable for storing RTPD upon receiving it; (2) after receiving a data packet with ABW set, the receiver computes the product B,Rt and puts the minimum between B, Rt and the rwnd in the receiver's advertised window field of ACK packets. Namely, rwnd = min (B,Rt, rwnd) . With this modification, the advertised window field in ACK packets has been "generalized" to combine both flow control and congestion control. TCP transmitters behave as in conventional TCP. In absence of receiver buffer constraints, the window size B,Rt TCP initial window is 1 segment. Hence a sudden increase in the number of active flows does not lead to packet loss when BA-TCP is used, because BA-TCP uses the bandwidth-delay product to compute the window size. Therefore, the queuing delay under steady state is very close to zero. If each router has adequate buffer space to hold the sudden burst of packets, the offered load will be adjusted after one RTT. This suggests that there will be no packet loss due to congestion when BA-TCP is used. When a packet loss occurs, BA-TCP treats it as an indication of link error. This property is important in wireless and satellite environments where wireless links have higher BER and sometimes become unavailable due to weather conditions or handoffs, etc. In fact, it removes the need to shrink the transmission window when packets get lost due to losses other than congestion. Accordingly, we modify the TCP sender in BA-TCP such that it does not reduce the window as a response to packet loss. More specifically, BA-TCP implements fast retransmit and fast recovery like in SACK TCP except that it does not reduce the window size and slow start threshold after the fast retransmit. Upon timeout, the source retransmits one data packet and resets the retransmission timer to the previous value (i.e., the timer does not grow exponentially). The source resumes transmission when the retransmitted data packet is ACKed.
For backward compatibility, and to avoid mistakes in coding TCP, it is advisable to superimpose the BA feature on top of an existing TCP implementation. In this paper, BA-TCP is implemented by modifying Reno and SACK TCPs in ns-2 [4].
We use available ns-2 modules wherever possible. RTPD and ABW fields are introduced in the IPv6 header. The drop-tail with first-come first-served queuing discipline is used since this is adequate for supporting BA-TCP. In the last three schemes, the minimum and maximum thresholds for the average queue size of the RED routers are set to 1llO-th and 3/10 of the buffer size, respectively. In all simulations, the router's buffer size is 200 Kbytes.
SIMULATION RESULTS

In
We concentrate on a case where several ground connections compete for resources with a satellite connection. The evaluation scenario is shown in Fig. 1 (on path G1, G2, and G3) with a satellite relay system between G3 and the DO. The satellite relay has a 2 way propagation delay of 250 ms and bandwidth of 1.5MbiVs. All the other links are wired with bandwidth of 10MbiVs. The propagation delay is 30 ms between G1 and G2 and 5 ms for all other links. With this topology, the RTT is 580ms for connection C and 80 ms for all other connections.
Each source has an infinite data backlog to send. The size of data packets is 1 kbyte. Simulations are run for 105 seconds. The start times for the flows are randomly distributed over the first second of simulation. TCP clock granularity is set to 0.3 seconds and the receiver's buffer size is 128 Kbytes.
We consider 2 different cases, named A and B in Fig. 1 . Case A focuses on reliable' satellite links and case B assumes that the satellite relay is lossy. The simulation results for the 2 cases are presented in the following two subsections. Fig.2 shows the goodput for each flow during different intervals of the simulation run for case A . The goodput has been "'Reliable" means that the satellite links have the same availability and residual bit error rate as a wired connection, here assumed to be lossless normalized to the bottleneck fair share (1 Mbitls): goodput 1 represents a data throughput of 1 Mbitls. The first 5 seconds of the simulation run are discarded to exclude the network transient behavior. Fig. 2(a) shows the goodput averaged during time period 5-15 second for the 10 flows. This plot shows an unfair division of bandwidth when Reno, NewReno, or SACK scheme is used, while the throughputs obtained by BA-Reno and BA-SACK are fair in spite of the satellite relay. Plot (b) shows the goodput averaged during time period 5-105 second. These results suggest that Reno, NewReno, and SACK can asymptotically achieve equal division of bandwidth among non satellite connections. Fairness, however, cannot be achieved for the satellite connection (Flow ID 0), whose goodput with Reno, NewReno, and SACK is between 0.2 to 0.3. To understand the dynamic behavior of each scheme, we plot the sender's congestion window size as a function of time for the satellite connection and the ground connection with flow ID 7. We also examine the queue length at the bottleneck link. For SACK scheme [ Fig. 3(a) ], the satellite congestion window shows ample fluctuations in the first 20s and then reaches a relatively steady state with average window size between 15 and 20 kbytes. The ground connection reaches the steady state within 5 s. As expected, the connection with larger RTT needs longer time to adjust its window and thus its offered traffic to the network condition. After about 20 s, the average values of the congestion window for both satellite and ground connections are almost identical. This is the main cause of unfair division of bandwidth among flows with different RTTs. The queue length at the bottleneck link [ Fig.3(b) ] oscillates with the typical behavior of RED controlled buffers. Similar behavior exists in Reno and NewReno schemes (figure not shown).
A. Reliable Satellite Relay
The congestion window obtained of BA-SACK [ Fig. 4(a) ] shows a very different behavior. The satellite connection reaches steady state in about 5 s , i.e., the convergence is much faster and without oscillations. During steady state, the congestion windows for both satellite and ground connections is almost constant. However, the window size of the satellite connection is much larger than that of the ground connection. This is due to the correct computation of the transmission window size in order to obtain fair bandwidth allocation. Since each source transmits data packets based on the available bandwidth at the bottleneck link, the queue length at steady state is almost 0 [Fig. 4(b) ]. The simulation results obtained by BA-Reno are similar to Fig. 4. 
B. b s s y Satellite Relay
The next experiments investigate the performance when the satellite links induce losses due to transmission errors (i.e., case B in Fig. 1 ). We consider a case of symmetrical random losses on both the up-and downlink, and a case with burst losses on the downlink only. Burst losses are simulated as complete blackouts of the satellite link, during which all packets are lost. The link down time is randomly distributed with an average intertime of 10 s. We choose down time intervals of 0.01,0.03, 0.05, 0.07, and 0.1 seconds, which correspond to a maximum loss of 2,6, 10, 14, and 19 packets, respectively. 
IV. CONCLUSIONS
This paper investigates the performance of TCP on satellite channels in the presence of competing ground flows. Our simulation results show that with conventional TCP the satellite connection experiences substantial throughput loss with respect to the ground connections. To overcome this deficiency, we have proposed a Bandwidth Aware TCP (BA-TCP) in which the TCP source sets the upper bound of the congestion window by considering both the receiver's buffer space and the bandwidth-delay product conveyed from the IP layer. BA-TCP can be implemented by sligiltiy modifying an existing TCP implementation. BA-TCP maintains the end-to-end semantics and is backward compatible.
We have implemented BA-TCP by modifying Reno and SACK TCP in ns-2. Simulation results show that BA-TCP achieves fair allocation of bandwidth and the throughput of the satellite connection is about three times higher than that with other TCP implementations. Furthermore, BA-TCP has much faster convergence to steady state and the queuing delay at the bottleneck link is almost zero at steady state.
BA-TCP keeps the congestion window unchanged in response to packet loss. When the BA feature is implemented on top of SACK TCP, we showed that this enhanced TCP is quite robust in the presence of burst losses. We therefore suggest to combine the BA feature with SACK in the satellite networks.
