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Abstract
Two new sequential methods are given for computing the characteristic polynomial of an
endomorphism of a free nite rank-n module over a domain, that require O(n3) ring operations
with exact divisions. c© 2001 Elsevier Science B.V. All rights reserved.
MSC: 15A21; 15{04; 65F05
1. Introduction
Let R be a domain that is, a commutative ring with identity and without zero
divisors. We assume that R is equipped with an algorithm allowing exact division.
This means that if two elements a and b of R are given (a being dierent from zero)
such that b= ac with c 2 R, then this algorithm can exhibit the exact quotient c. Let
Rnm denote the set of n  m matrices with entries in R and M be an n-rank free
module over R.
Let f be an endomorphism of M and pf its characteristic polynomial. If In de-
notes the n  n identity matrix and if A = (aij) 2 Rnn is the matrix of f in terms
of some given basis ofM, then pf(x)=det(A−xI n). One of the important problems of
computational commutative algebra is to nd eective methods for the computation of
characteristic polynomials. Until now, the best theoretical algorithms for solving this
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problem in a domain are:
 the Hessenberg sequential method [10,6,1] with O(n3) arithmetic operations in the
fraction eld K of R.
 the Csanky parallel algorithm [7] improved by Preparata and Sarwate [15] and based
on the method of the french astronomer Le Verrier [11] with a family of arithmetic
circuits of size O(n+1=2) and depth O(log2 n) where O(n) is the sequential com-
plexity of the n n matrix multiplication in O(log n) parallel time. 1
In the case of an arbitrary commutative ring, the best parallel algorithms are the
Chistov one [5] and the Improved Berkowitz Algorithm [1] with size O(n+1 log n)
and depth O(log2 n). The sequential version of the last algorithm has the best prac-
tical behaviour for the computation of the characteristic polynomial in an arbitrary
commutative ring [2].
The aim of this paper is to describe two new ecient sequential methods with O(n3)
ring operations (additions, subtractions, multiplications and exact divisions). The rst
one is the Quasi-triangular method and the second one is the tri-diagonal method.
As in the case of Hessenberg’s method, they proceed by reducing the given matrix
A to a particular upper quasi-triangular (Hessenberg) form, similar to A and therefore
having the same characteristic polynomial as A. For the Quasi-triangular method, it is
possible to have an arbitrary initial location of zero elements in the given matrix A.
The main dierence with Hessenberg’s method lies in the fact that our algorithms al-
low simplications at each step (by exact division) while the usual Hessenberg method
(on inputs from a ring with exact division) got to operate with fractions that cannot
be simplied to a ring element even if one allows exact division. In this way, Hessen-
berg’s method carries over operations with fractions until a nal simplication (because
the characteristic polynomial has coecients in the given ring) is achieved. In our al-
gorithms, all operations are then done with elements of the ring R instead of the much
more costly eld operations of the Hessenberg method.
Next section presents some basic facts about the quasi-triangular and the tri-diagonal
matrices. Section 3 gives a brief exposition of the Dodgson method (also known as the
Jordan{Bareiss method) for computing determinants. Sections 4 and 5 give a detailed
exposition of our two new algorithms and our main results are stated and proved there.
Section 6 is devoted to the study of the sequential complexity of the algorithms. At
the end of the article, it is included Appendix A where a simple example is given
that shows the transformations which are performed during the reduction step in each
algorithm.
2. Quasi-triangular and tri-diagonal matrices
Denition 1. A matrix H = (hij) 2 Rnn is said to be upper quasi-triangular (resp.
lower quasi-triangular) if hij = 0 for j − i  2 (resp. i − j  2) that is, the matrix H
1 The current estimation of  is due to Winograd and Coppersmith (1987), with < 2:376.
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(resp. the transpose HT) has the following form:
0
BBBBBBB@
h11 h12 : : : h1; n−1 h1n
h21 h22 : : : h2; n−1 h2n
0 h32 : : : h3; n−1 h3n
...
...
. . .
...
...
0 0 : : : hn;n−1 hnn
1
CCCCCCCA
:
Denition 2. A tri-diagonal matrix is a matrix which is both upper and lower quasi-
triangular.
For abbreviation, we will write QT instead of \quasi-triangular" and TD instead
of \tri-diagonal". By expanding the determinant of an upper (resp. lower) QT matrix
along its last row (resp. column), it is easy to check the following fact:
Proposition 1. Let Hk (1  k  n) denote the leading principal submatrix of order
k extracted from the quasi-triangular matrix H = (hij) 2 Rnn and H0 = 1.
The determinant det(Hn) of H is given by the recursion
det(Hn) = hnn det(Hn−1) +
n−1X
i=1
hi;n
0
@ nY
j=i+1
(−hj; j−1)
1
A det(Hi−1): (2.1)
If H is tri-diagonal; then we have
det(Hn) = hnn det(Hn−1)− hn;n−1hn−1; n det(Hn−2): (2.2)
The characteristic polynomial Pk(x) of the k  k QT (resp. TD) matrix Hk is the
determinant of the characteristic matrix Hk − xI k which is also QT (resp. TD).
It follows that the recursive formula (2.1) (resp. (2.2)) of Proposition 1 above
gives the following recurrent relationships between the characteristic polynomials Pk(x)
(2  k  n) where P0(x) = 1 and P1(x) = h11 − x:
Pk(x) = (hkk − x)Pk−1(x) +
k−1X
i=1
hi;k
0
@ kY
j=i+1
(−hj; j−1)
1
APi−1(x) if H is QT;
(2.3)
Pk(x) = (hkk − x)Pk−1(x)− hk;k−1hk−1; kPk−2(x) if H is TD: (2.4)
Using these formulae, we also get the total cost of the computations in terms of
arithmetic operations. More precisely, let S(k) be the number of additions=subtractions
(resp. multiplications) required for computing the sequence of characteristic polynomials
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P1(x);P2(x); : : : ;Pk(x) for a QT matrix; then (2.3) shows that
S(k) = S(k − 1) + (k − 1) +
k−1X
i=1
(k − i)
 
resp: S(k) = S(k − 1) + 2(k − 1) +
k−2X
i=1
i
!
:
In both cases, we have S(1)= 0 and S(k)= S(k − 1)+ 12 (k − 1)(k +2) for 2  k  n.
We thus get S(n)= 16n(n−1)(n+4)  16n3 multiplications in R and the same number
of additions=subtractions for computing the characteristic polynomial Pn(x) of an nn
QT matrix. For a TD matrix, formula (2.4) gives the recursion S(k)=S(k−1)+2(k−1)
where S(k) is the number of additions=subtractions (resp. multiplications) required for
computing the characteristic polynomials Pk−1(x) and Pk(x) (1  k  n). Having
S(1) = 0 in both cases, we conclude that s(n) = n(n − 1). We have thus proved the
following result.
Proposition 2. The computation of the characteristic polynomial of a quasi-triangular
(resp. tri-diagonal) matrix with entries in R requires asymptotically ( 13 )n
3 (resp: 2n2)
arithmetic operations of the ring R consisting in ( 16 )n(n− 1)(n+ 4) (resp. n(n− 1))
additions=subtractions and the same number of multiplications.
3. The Dodgson elimination process
Let A= (aij) 2 Rnm be an n m matrix over the domain R.
Let a(1)i; j = aij for 1  i  n and 1  j  m.
For 2  k  min(n; m) and 1  j  m, let a(k)i; j = a(k−1)i; j if 1  i  k − 1 and let
a(k)i; j =

a1;1 : : : a1; k−1 a1; j
...
. . .
...
...
ak−1;1 : : : ak−1; k−1 ak−1; j
ai;1 : : : ai; k−1 ai; j

if k  i  n: (3.1)
In the case of k  i  n and 1  j  m, a(k)i; j is the minor of order k obtained
by bordering the leading principal minor of order (k − 1) of the matrix A with the
matching elements of the ith row and the jth column of A.
Let r be the rank of A. We assume that the r rst leading principal minors of A are
non-zero. The Dodgson elimination process can be expressed as a sequence of r − 1
stages which construct the sequence of matrices
A(k)u = (a
(k)
i; j ) 2 Rnm
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by using the Sylvester determinant identity [3,4,9]
a(k+1)i; j a
(k−1)
k−1; k−1 =

a(k)k;k a
(k)
k; j
a(k)i; k a
(k)
i; j
 (3.2)
(with the convention that a(0)0;0 = 1). The resulting matrix
Au = A(r)u
is upper triangular because a(k)i; j = 0 whenever 1  j  k − 1 and j< i  n (which is
due to Denition (3:1)). See [8,13,14,9,4,16,12] for more details.
An equivalent way of stating the Dodgson process is to apply the recurrence relation
A(k+1)u = D
−1
k−1 ~LkA
(k)
u
(true for all k between 1 and r − 1) in which the following notations are used:
(1) Ik denotes the identity matrix of order k (for 1  k  n).
(2) k = a
(k)
k;k denotes the pivot element of the kth step of the Dodgson elimination
process (for 1  k  r − 1) and 0 = a(0)0;0 = 1.
(3)
vk =
0
BB@
a(k)k+1; k
...
a(k)n;k
1
CCA
is the submatrix of the matrix A(k)u obtained by taking the n− k last elements of
the kth column (here 1  k  n− 1).
(4) ~L1 = ~‘1 and
~Lk =
 
Ik−1 0
0 ~‘k
!
for 2  k  r − 1 with
~‘k =
 
1 0
−vk kIn−k
!
for 1  k  r − 1 ( ~‘k being a square matrix of order n− k + 1).
(5)
Dk =
 
Ik+1 0
0 kIn−k−1
!
for 0  k  r − 1 (0 = 1 gives D0 = In).
The Dodgson process can be extended to n − 1 stages instead of the r − 1 eective
ones by putting k = 1 and ~Lk = Dk = In for r  k  n− 1.
We shall call this elimination process the row-Dodgson process.
Similarly, applied to the columns of the matrix A the Dodgson process yields a
lower trianglular matrix Al =A
(r)
l due to the recurrence relation A
(k+1)
l =A
(k)
l
~UkC−1k−1,
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where ~Uk and Ck are dened analogously to ~Lk and Dk . However, we should note
that if matrix A is not square (n 6= m), the matrix Im−k should replace In−k in the
denition of ~Uk and Ck .
We shall call this elimination process the column-Dodgson process.
We now have the relations Au = ~LA and Al =A ~U where ~L (resp. ~U ) is the product
of the matrices associated to the successive steps of the Dodgson process on the rows
(resp. columns) of A. In the case where we need to search for a non-zero pivot, the
matrix corresponding to this step will be multiplied by a permutation matrix.
Now, using the above notations, we associate the n− 1 operators
~Lk :Rnm ! Rnn (1  k  n− 1)
to the row-Dodgson process over n m matrices with entries in the domain R.
~Lk is dened by ~Lk(A) = ~Lk , where ~Lk is the matix dened from matrix A as in
item (4) above.
4. The quasi-triangular algorithm (QTA)
The main idea of the QTA is to apply the Dodgson elimination process for reducing
a given square matrix A= (aij) 2 Rnn to a similar QT matix. It is assumed that the
integer n is not smaller than 3.
4.1. QTA without pivoting
Let us consider the following partition of the matrix A:
A=

a11 h
C b

where h 2 R1(n−1); C 2 R(n−1)1; b 2 R(n−1)(n−1).
Let G be some square matrix of order n − 1 with entries in R. We apply the
row-Dodgson triangularization process to the rectangular matrix [C; bG ] which belongs
to R(n−1)n. The columns of G are to be conveniently chosen one by one and step
by step during this process. Using the notations above, we consider the matrices ~Lk =
~Lk([C; bG ]) (1  k  n− 2) as dened in the previous section.
The rst step of the Dodgson process amounts to leftmultiplying A by D−10 ~L1 where
D0 = In−1 and
~L1 =

1 0
−v1 1In−2

:
Here 1 = a21 and
v1 =
0
B@
a31
...
an1
1
CA :
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It is clear that the matrix ~L1 is determined by the rst column C of [C; bG ] and does
not depend on the columns of G . We can thus choose the rst column of G so that
the rst column of bG is equal to the rst column of bL1 where
L1 =

1 0
v1 In−2

:
The second step of the considered Dodgson process amounts to leftmultiplying by
D−11 ~L2 where
D1 =

I2 0
0 1In−3

and ~L2 =

1 0
0 ~‘2

with
~‘2 =

1 0
−v2 2In−3

:
The matrix ~L2 only depends on the rst two columns of [v; bG ] and does not depend
on the last n− 2 columns of bG . One can choose the second column of G so that the
rst two columns of bG are the same as those of bL1L2 where
L2 =

1 0
0 ‘2

with
‘2 =

2 0
v2 In−3

:
We continue in the same way in order to obtain the matrices which correspond to the
kth step of the Dodgson process (3  k  n− 2) that is, the matrices
Dk−1 =

Ik+1 0
0 k−1In−k−2

; ~Lk =

Ik−1 0
0 ~‘k

where
~‘k =

1 0
−vk kIn−1−k

and Lk =

Ik−1 0
0 ‘k

with
‘k =

k 0
vk In−1−k

:
These matrices only depend on the rst k columns of [C; bG ] that is, they only depend
on C and the rst k − 1 columns of bL1L2   Lk−1.
So, we can choose the kth column of G in such a way that the rst k columns of
bG are the same as the rst k columns of bL1L2   Lk . At the end of this process
and provided that all the pivots k are dierent from zero (Dodgson without pivoting),
we obtain G = L1L2   Ln−2. Accordingly, the matrix ~L[C; bL] = [ ~LC; ~LbL] where ~L =
D−1n−3 ~Ln−2   D−11 ~L2D−10 ~L1 and L= L1L2   Ln−2 has an upper triangular form.
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Now, let
~Lk =

1 0
0 ~Lk

; Lk =

1 0
0 Lk

; Dk =

1 0
0 Dk

;
~L=

1 0
0 ~L

and L=

1 0
0 L

:
Obviously, ~L=D−1n−3 ~Ln−2   D−11 ~L2D−10 ~L1; L=L1L2   Ln−2 and the matrix
~LAL=

1 0
0 ~L

a11 h
C b

1 0
0 L

=

a11 hL
~LC ~LbL

is upper quasi-triangular because [ ~LC; ~LbL] is upper triangular. On the other hand, the
matrix T= ~LL is diagonal and non-singular.
Indeed,T=diag(1; 1; 12; : : : ; n−3n−2; n−2). This comes from the fact that ~‘k‘k=
kIn−k and that ~LkLk commutes with the matrices Lk+1 and ~Lk+1 for all k between 1
and n− 3. The matrix T−1 ~LAL is similar to A since T−1 ~LL= In.
Provided that all the pivot elements are dierent from 0, we have actually proved
the following result.
Theorem 1. Let A= (aij) 2 Rnn and A[k] = (a[k]ij ) 2 Rnn the sequence of matrices
recursively dened by A[1] = A and A[k+1] = D−1k−1 ~LkA
[k]Lk (with a
[k]
k+1; k 6= 0) for
1  k  n− 2.
Then the matrix A[n−1] = ~LAL is quasi-triangular and T−1A[n−1] is similar
to A.
It follows that the characteristic polynomial of A is
pA(x) = det (A− xI n) = det (T−1A[n−1] − xI n) = (detT)−1 det (A[n−1] − xT):
Thus pA(x) is obtained by applying the recursive formula (2.1) given in Section 2
to the quasi-triangular matrix A[n−1] − xT and then performing the exact division of
det (A[n−1] − xT) by detT.
The sequential process described above, starting with the given matrix A[1] =A and
computing the matrices A[2]; : : : ;A[n−1] as well as the characteristic polynomial of A,
is called the Quasi-Triangular Algorithm without pivoting.
This algorithm may be summarized in the following steps:
Reduce to the quasi-triangular form:
 initialize by setting D0 = 0 = In,
 compute the sequence of matrices A[k+1]=D−1k−1 ~LkA[k]Lk and that of diagonal ones
k=D−1k−1 ~Lkk−1Lk=diag(1; 1; 12; : : : ; k−2k−1; kIn−k) (for k from 1 to n−2);
 end with the upper quasi-triangular matrix Au = A[n−1] and the diagonal matrix
T= n−1.
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Compute the characteristic polynomial of A:
 compute the determinant of the quasi-triangular matrix Au − xT by using the Hes-
senberg recursion (2.1);
 divide det(Au−xT) by det(T) for getting the characteristic polynomial of the input
matrix A.
All divisions in this algorithm are exact because the reduction step amounts to
performing successively the Dodgson elimination process with exact divisions to the
rows of matrix AL1   Ln−1 and the last division by det(T) is also exact because
the quotient is nothing but the characteristic polynomial of A 2 Rnn.
4.2. QTA with pivoting
Theorem 1 is still true if we drop the assumption a[k]k+1; k 6= 0 (note that a[k]k+1; k = k).
However, if the pivot element k is equal to 0 for some k (1  k  n − 2) and if
vk = 0, then we must put A[k+1] = A[k]. This means that the kth step of the Dodgson
process must be skipped. Now, if k =0 with vk 6= 0 and a[k]ik 6= 0 for some i  k +2,
then we set k = a
[k]
ik and A
[k+1] =D−1k−1 ~LkPi;k+1A
[k]Pi;k+1Lk , where Pi;j denotes the
permutation matrix obtained from the identity matrix In by swapping the ith and jth
rows (or columns) of In.
5. Tri-diagonal algorithm (TDA)
5.1. TDA without pivoting
The main step of the algorithm we are going to describe here consists in reducing
the given matrix A= (aij) 2 Rnn to a tri-diagonal matrix which is similar to A.
The idea is to alternate row and column transformations by using the Dodgson
elimination method so that Sylvester’s identities (3.2) give exact divisions at each
step of the process. Starting with the matrix A = A[1] and D0 = T0 = S0 = In,
the kth stage of the tri-diagonal algorithm (TDA) consists in computing the matrix
B[k] =D−1k−1 ~LkT
−1
k−1A
[k]Lk by using the kth step of the Dodgson row process and then
performing the kth step of the Dodgson column process on the matrix B[k] that is,
computing the matrix A[k+1] =UkB[k]S−1k−1 ~UkC
−1
k−1.
In consequence, for 1  k  n−2: A[k+1]=(UkD−1k−1 ~LkT−1k−1)A[k](LkS−1k−1 ~UkC−1k−1).
Let k =a
[k]
k+1; k (resp. k =b
[k]
k;k+1) be the pivot elements of the Dodgson row process
(resp. column process). Then the matrices Uk ; ~Uk are dened by
Uk =

Ik 0
0 uk

; ~Uk =

Ik 0
0 ~uk

where
uk =

k hk
0 In−k−1

and ~uk =

1 −hk
0 kIn−k−1

136 J. Abdeljaoued, G.I. Malaschonok / Journal of Pure and Applied Algebra 156 (2001) 127{145
with
hk = [b
[k]
k;k+2; : : : ; b
[k]
k;n] 2 R1(n−k−1):
For 1  k  n − 2, the matrix Tk (resp. Sk) is obtained from In by replacing the
(k +1)th (resp. the (k +2)th) diagonal element by k . Note that leftmultiplying (resp.
rightmultiplying) by T−1k−1 (resp. S
−1
k−1) amounts to dividing the kth row (resp. the
(k+1)th column) of the multiplied matrix by k−1 (0  k  n−2) with the convention
that 0 = 0 = 1.
Putting Yk = UkD−1k−1 ~LkT
−1
k−1; Zk =LkS
−1
k−1 ~UkC
−1
k−1, we get A
[k+1] = YkA[k]Zk
and
A[n−1] = (Yn−2Yn−3   Y1) A (Z1Z2   Zn−2): (5.1)
The fact that the obtained matrix A[n−1] is tri-diagonal and that all divisions occurring
in this process are exact comes from the Sylvester identities used during the Dodgson
elimination process. Now, the matrix At =T−1n−2A
[n−1]S−1n−2 is also tri-diagonal and we
have At =YAZ where Y=T−1n−2(Yn−2Yn−3   Y1) and Z=(Z1Z2   Zn−2)S−1n−2.
Let us prove that the matrix YZ is diagonal and equal to the matrix
T= diag(1; 1; 12; : : : ; n−3n−2; n−2): (5.2)
More precisely, for 1  k  n − 2, let k = YkYk−1   Y1Z1Z2   Zk and let
k 2 Rkk and  k 2 R(n−k)(n−k) denote the diagonal matrices
k = diag(1; 1; 12; : : : ; k−2k−1) and  k =

kkk−1 0
0 kkIn−k−1

:
We will establish by induction on k that
k =

k 0
0  k

: (5.3)
Obviously, this is true for k = 1 since
1 =

1 0
0 11In−1

:
Assuming that (5.3) holds for k − 1  1, we will prove it for k.
We have
k =Ykk−1Zk =UkD−1k−1 ~LkT
−1
k−1

k−1 0
0  k−1

LkS
−1
k−1 ~UkC
−1
k−1:
The following successive computations can be easily checked:
T−1k−1k−1 =
 
k 0
0 k−1k−1In−k
!
;
~Lk(T−1k−1k−1)Lk =

k 0
0 k−1k−1kIn−k

;
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D−1k−1( ~LkT
−1
k−1k−1Lk)S
−1
k−1 =

k 0
0 k−1kIn−k

;
Uk(D−1k−1 ~LkT
−1
k−1k−1LkS
−1
k−1) ~Uk =

k 0
0 k−1kkIn−k

;
and nally
(UkD−1k−1 ~LkT
−1
k−1k−1LkS
−1
k−1 ~Uk)C
−1
k−1 =

k 0
0 k

= k:
Now,
 n−2 =

n−2n−2n−3 0
0 n−2n−2

and multiplying the n n diagonal matrix n−2 by T−1n−2 on the left and by S−1n−2 on
the right amounts to dividing the two last rows (or columns) of the given matrix by
n−2.
From this and (5.3), it follows that
YZ=T−1n−2

n−2 0
0  n−2

S−1n−2 = diag(1; 1; 12; : : : ; n−3n−2; n−2) =T:
Using the notations above, we have thus proved:
Theorem 2. Let A= (aij) 2 Rnn and A[k] = (a[k]ij ) 2 Rnn the sequence of matrices
recursively dened by A[1] = A and A[k+1] = YkA[k]Zk for 1  k  n − 2. Let
At =T−1n−2 A
[n−1]S−1n−2.
Then the matrix T−1At is tri-diagonal and similar to A; provided that all the pivot
elements are dierent from zero.
Accordingly, the tri-diagonal algorithm (without pivoting) for computing the char-
acteristic polynomial of a given matrix A 2 Rnn consists in the two following steps:
Reduce to the tri-diagonal form: Starting with the matrix A[1] = A,
 compute the sequence A[k+1] = YkA[k]Zk for k from 1 to n − 2 and the diagonal
matrix T;
 divide the (n− 1)th row and the nth column of A[n−1] by n−2 for getting At (these
are exact divisions).
Compute the characteristic polynomial of A:
 compute the determinant of the tri-diagonal matrix At−xT by using the Hessenberg
recursion (2.2);
 divide det(At−xT) by det(T) (exact divisions) for getting the characteristic poly-
nomial of A.
5.2. TDA with partial pivoting
If for some k (1  k  n− 2) both a[k]k+1; k and vk are zero, then we set B[k] = A[k].
This amounts to skipping the kth step of the row-Dodgson process.
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If b[k]k;k+1=0 and hk=0, then we put A
[k+1]=B[k] that is, we skip the column-Dodgson
kth step of our algorithm.
If a[k]k+1; k = 0 and vk 6= 0 with a[k]ik 6= 0 for some i  k + 2, then we take k = a[k]ik
and we swap the rows i and k + 1 and the columns i and k + 1 of the matrix A[k]
before continuing. This means that we replace A[k] by Pi; k+1A[k]Pi; k+1 where Pi; k+1 is
the permutation matrix associated to these row and column permutations.
In these cases, Theorem 2 still holds and yields the algorithm that we call \TDA
with partial pivoting". There is only one case where we cannot assure the existence
of a general criteria for moving the non-zero pivot to the appropriate location without
losing the zeros of the previous step. It is the case when b[k]k;k+1 = 0 and hk 6= 0 for
some k (1  k  n− 2).
6. Complexity of the algorithms
The reduction to a similar quasi-triangular or tri-diagonal matrix is the most expen-
sive step for each of the two algorithm QTA and TDA.
The kth step (1  k  n) of this reduction to a QT (resp. TD) matrix consists
in computing the matrix A[k+1] = D−1k−1 ~LkA
[k]Lk (resp. A[k+1] = YkA[k]Zk) and the
diagonal matrix k . The matrix A[k+1] is obtained from the matrix A[k] by using n
(n− k − 1) + (n− k)(n− k − 1) (resp. 2(n− k − 1) (2n− k)) additions=subtractions, n
(n− k) + 2(n− k) (n− k − 1) (resp. 2n(n− k) + 4(n− k)(n− k − 1)) multiplications
and (n− k)(n− k − 1) (resp. 2(n− k)(n− k − 1)) exact divisions.
It follows that the whole reduction step of the QTA (resp. TDA) requires ( 56 ) n
(n−1)(n−2) (resp. ( 53 ) n(n−1)(n−2)) additions=subtractions, ( 16 ) n(7n2−9n−4) (resp.
( 13 ) n(7n
2− 15n+5)) multiplications and ( 13 )n(n− 1)(n− 2) (resp. ( 23 )n(n+1)(n− 2))
exact divisions.
Asymptotically, the reduction step takes ( 73 )n
3 ring operations for QTA (with ( 13 )n
3
exact divisions) whereas it takes ( 143 )n
3 (with ( 23 )n
3 exact divisions) for the TDA
algorithm.
On the other hand, as stated at the end of Section 2 (Proposition 2) with a slight
modication due to the fact that for QTA (resp. TDA) we rst compute the determinant
of Au−xT (resp. At−xT) and then divide the result by det(T), the computation of
the characteristic polynomial asymptotically takes ( 13 )n
3 ring operations for QTA and
only 2n2 for TDA with n exact divisions in both cases. From this we conclude that the
sequential time for each of QTA and TDA is O(n3). Comparing this result with the
known bounds of the Hessenberg method for computing the characteristic polynomial
(details on these bounds can be found in [1, pp. 48{52, 6, pp. 55{56], we obtain the
following sequential times (see Table 1) where the eld operations (+=− and ) have
been translated into ring operations while eld divisions are considered without taking
into account gcd computations.
Remark. Processing the successive steps of QTA and TDA leads to a progressive
growth of the intermediate coecients (for integer inputs). A rough idea of this growth
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Table 1
Asymptotic complexity
Computation steps Arithmetic operations QTA TDA Hessenberg y
Reduction step Additions=subtractions  ( 56 )n3  ( 53 )n3  ( 56 )n3
Multiplications  ( 76 )n3  ( 73 )n3  ( 256 )n3
Divisions  ( 13 )n3  ( 23 )n3  ( 53 )n3
Total 1  ( 73 )n3  ( 143 )n3  ( 203 )n3
Characteristic polynomial Additions=subtractions  ( 16 )n3  n2  ( 16 )n3
Multiplications  ( 16 )n3  n2  ( 56 )n3
Divisions  n  n  ( 13 )n3
Total 2  ( 13 )n3  2n2  ( 43 )n3
Total cost (Total 1 + Total 2)  ( 83 )n3  ( 143 )n3  8n3
can be given by the bit-size  of det(T), the determinant of the diagonal matrix T
which summarizes the successive transformations (multiplications and exact divisions).
Since det(T)= 21
2
2 : : : 
2
n−2 (resp. det(T)= 
2
1
2
2 : : : 
2
n−2) for QTA (resp. TDA),  is
bounded by 2((1) + (2) +   + (n−2)) (resp. 2((1) + (2) +   + (n−2)))
where (m) denotes the bit-size of the integer m.
Let k (1  k  n− 2) be the maximum bit-size of the matrix A[k] entries.
Observing that k  2k−1 + (n) for QTA and k  3k−1 + 2(n) for TDA, one
gets the rough upper bounds:   (1 + (n))2n−1 for QTA and   2(1 + (n))3n−1
for TDA. Here 1 is the maximum bit-size of the coecients in the input matrix
A 2 Rnn.
7. Conclusion
It is worthwhile to point out that the main advantage of our two algorithms (QTA
and TDA) is that all computations are made in the underlying ring instead of the eld
of fractions where arithmetic operations are more costly.
This allows us to overcome the major drawbacks of the Hessenberg method which
uses divisions without automatic simplication and suers from the necessity of dealing
with the hard problem of gcd computations for avoiding the enormous growth of the
intermediate coecients.
In case of integer coecients and in spite of the relatively important growth of
intermediate results, our algorithms are much well adapted to modular calculations.
This may be done by combining the well-known Hadamard inequalities for bound-
ing the coecients of the characteristic polynomial with the Chinese Remainder
Theorem.
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Appendix A An example for QTA and TDA
Below, we show the successive transformations of the reduction step in each of the
two algorithms QTA and TDA by applying them to the same matrix
A=
2
66664
−3 5 −4 2 1
2 −1 3 0 2
5 3 1 −3 0
1 2 4 −1 −5
2 1 −3 0 2
3
77775 :
A.1. Application of QTA
Starting with 0 = 1 and A[1] = A; 1 = 2, we obtain
L1 =
2
66664
1 0 0 0 0
0 2 0 0 0
0 5 1 0 0
0 1 0 1 0
0 2 0 0 1
3
77775 ; D−10 ~L1 =
2
66664
1 0 0 0 0
0 1 0 0 0
0 −5 2 0 0
0 −1 0 2 0
0 −2 0 0 2
3
77775 ;
D−10 ~L1L1 =
2
66664
1 0 0 0 0
0 2 0 0 0
0 0 2 0 0
0 0 0 2 0
0 0 0 0 2
3
77775 ;
A[2] =
2
66664
−3 −6 242 2 1
2 17 −311 0 2
0 −69 1363 −6 −10
0 0 −15 138 96 459
0 0 6872 −156 −260
3
77775 ; 2 =−69;
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L1L2 =
2
66664
1 0 0 0 0
0 2 0 0 0
0 5 −69 0 0
0 1 9 1 0
0 2 −52 0 1
3
77775 ; D−11 ~L2D−10 ~L1 =
2
66664
1 0 0 0 0
0 1 0 0 0
0 −5 2 0 0
0 57 −9 −69 0
0 −61 52 0 −69
3
77775 ;
D−11 ~L2D
−1
0
~L1L1L2 =
2
66664
1 0 0 0 0
0 2 0 0 0
0 0 −138 0 0
0 0 0 −69 0
0 0 0 0 −69
3
77775 ;
A[3] =
2
66664
−3 −6 242 −23 404 1
2 17 −311 13 744 2
0 −69 1363 22 108 −10
0 0 −15 138 1 701 000 459
0 0 0 295 517 616 −11 328
3
77775 ; 3 =−15 138;
L=
2
66664
1 0 0 0 0
0 2 0 0 0
0 5 −69 0 0
0 1 9 −15 138 0
0 2 −52 6872 1
3
77775 ; ~L=
2
66664
1 0 0 0 0
0 1 0 0 0
0 −5 2 0 0
0 57 −9 −69 0
0 −7706 10 512 −6872 −15 138
3
77775 ;
T=
2
66664
1 0 0 0 0
0 2 0 0 0
0 0 −138 0 0
0 0 0 1 044 522 0
0 0 0 0 −15 138
3
77775= ~LL;
A[4] = Au =
2
66664
−3 −6 242 −23 404 1
2 17 −311 13 744 2
0 −69 −1363 22 108 −10
0 0 −15 138 1 701 000 459
0 0 0 295 517 616 −11 328
3
77775 :
The characteristic polynomial of A is the same as the characteristic polynomial of
T−1Au that is, pA(x) =−x5 − 2x4 − x3 + 3x2 − 179x + 972.
A.2. Application of TDA
0 = 1; 0 = 1;
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A[1] = A =
2
66664
−3 5 −4 2 1
2 −1 3 0 2
5 3 1 −3 0
1 2 4 −1 −5
2 1 −3 0 2
3
77775 ;
Y1 =
2
66664
1 0 0 0 0
0 10 −8 4 2
0 −5 2 0 0
0 −1 0 2 0
0 −2 0 0 2
3
77775 ; Z1 =
2
66664
1 0 0 0 0
0 2 8 −4 −2
0 5 14 −10 −5
0 1 4 −8 −1
0 2 8 −4 −8
3
77775 ;
1 = 2; 1 =−6;
1 =
2
66664
1 0 0 0 0
0 −12 0 0 0
0 0 −12 0 0
0 0 0 −12 0
0 0 0 0 −12
3
77775 ;
A[2] =
2
66664
−3 −6 0 0 0
−12 140 368 −400 −164
0 −69 −198 174 129
0 9 6 −6 63
0 −52 −136 104 52
3
77775 ;
Y2Y1 =
2
66664
1 0 0 0 0
0 5 −4 2 1
0 19 182 −12 696 13 800 5658
0 57 −9 −69 0
0 −61 52 0 −69
3
77775 ;
Z1Z2 =
2
66664
1 0 0 0 0
0 2 −242 4656 1602
0 5 −398 4740 1176
0 1 −148 −1888 1170
0 2 −86 −544 5646
3
77775 ;
2 =−69; 2 =−5116
2 =
2
66664
1 0 0 0 0
0 −6 0 0 0
0 0 −21 18 024 0 0
0 0 0 353 004 0
0 0 0 0 353 004
3
77775 ;
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A[3] =
2
66664
−3 −6 0 0 0
−6 70 −5116 0 0
0 353 004 −29 186 448 246 634 704 196 727 832
0 0 45 414 −2 004 936 −2 968
0 0 −20 616 1 485 296 1 611 912
3
77775 ;
Y3Y2Y1 =2
66664
1 0 0 0 0
0 5 −4 2 1
0 −278 184 −200 −82
0 19 628 657 424 76 406 693 472 −162 328 528 224 −129 481 126 992
0 23 118 −31 536 20 616 45 414
3
77775 ;
Z1Z2Z3 =
2
66664
1 0 0 0 0
0 2 −242 −2 585 808 971 132 976
0 5 −398 −2 768 376 1 197 839 664
0 1 −148 1 592 208 −1 230 537 744
0 2 −86 −1 328 880 2 396 769 264
3
77775 ;
3 = 45 414; 3 = 1 500 719 904;
3 =
2
66664
1 0 0 0 0
0 −6 0 0 0
0 0 30 696 0 0
0 0 0 −348 674 297 072 829 696 0
0 0 0 0 68 153 693 720 256
3
77775 ;
A[4] =
2
66664
−3 −6 0 0
−6 70 −5 116 0
0 −5 116 422 992 1 500 719 904
0 0 68 153 693 720 256 86 878 836 123 554 304
0 0 0 197 200 190 016
0
0
0
1 113 140 858 205 990 016 512
−58 898 476 017 792
3
77775 ;
Y =
2
66664
1 0 0 0 0
0 5 −4 2 1
0 −278 184 −200 −82
0 432 216 1 682 448 −3 574 416 −2 851 128
0 23 118 −31 536 20 616 45 414
3
77775 ;
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Z=
2
66664
1 0 0 0 0
0 2 −242 −2 585 808 21 384
0 5 −398 −2 768 376 26 376
0 1 −148 1 592 208 −27 096
0 2 −86 −1 328 880 52 776
3
77775 ;
=
2
66664
1 0 0 0 0
0 −6 0 0 0
0 0 30 696 0 0
0 0 0 −7 677 683 028 864 0
0 0 0 0 1 500 719 904
3
77775=YZ;
At =
2
66664
−3 −6 0 0 0
−6 70 −5116 0 0
0 −5116 422 992 1 500 719 904 0
0 0 1 500 719 904 1 913 040 827 136 539 722 611 072
0 0 0 197 200 190 016 −1 296 923 328
3
77775=YAZ:
This characteristic polynomial of A is the same as the characteristic polynomial of
−1At that is,
pA(x) =−x5 − 2x4 − x3 + 3x2 − 179x + 972:
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