We investigate a new method for pricing high-dimensional American options. The method is of finite-difference type but is also related to Monte Carlo techniques in that it involves an arbitrary sampling of the underlying variables. An approximating Markov chain is built using this sampling and linear programming is used to satisfy local consistency conditions at each point related to the infinitesimal generator or transition density. The algorithm for constructing the matrix can be parallelised easily, moreover once it has been obtained it can be reused to generate quick solutions for a wide range of related problems. We provide pricing results for geometric average options in up to ten dimensions, and compare these to accurate benchmarks.
Introduction
The pricing of American options is a problem that has remained inaccessible to closed form solution. It was also long assumed to be inaccessible to Monte Carlo techniques, but fortunately Tilley [16] quashed this belief in his 1993 paper. Simulation techniques are of particular importance for higher dimensional problems where conventional finite difference methods become intractable.
Methods for solving American and Bermudan option pricing problems have become increasingly important with the widespread use of options and the development of more and more complex contracts. Examples of potentially high-dimensional options include basket options, swaptions and real options. We consider "high-dimensional" problems to be those where the number of stochastic factors is at least three or four, and thus conventional grid techniques become unmanageable.
Much progress has been seen in the past decade in the area of Monte Carlo techniques, through the work of Barraquand and Martineau [1] , Broadie and Glasserman [4] and more recently Longstaff and Schwartz [13] , Tsitsiklis and Van Roy [17] , Rogers [15] , Boyle et al. [3] and Berridge and Schumacher [2] .
Most techniques proposed have centred around path generations of the process. This has the advantage that the points sampled are well adapted to the process, but the disadvantage that it is difficult to determine the expected value of continuation at each point. It is important to know the latter in order to make a stopping decision, and thus determine the early exercise premium.
The last paper in the above list is the only one to consider a constant sampling of the state space over time. Since the method centres around an approximating Markov chain, it is simple to estimate continuation values on the grid using an appropriate Markov transition matrix. This method is thus more like a finite difference method, as opposed to the methods in [4] , [13] , [17] and [3] which are more tree-like.
An important advantage of the irregular grid method is that the number of tuning parameters is small. Furthermore, convergence requires increasing only the number of grid points for a Bermudan problem, and additionally decreasing the timestep for a truly American problem.
We also note that using a constant grid allows implicit solutions to be easily obtained; for finite difference techniques this represents a possible increase in convergence speed from δt to δt 2 when considering European problems.
We proceed along the lines of Berridge and Schumacher [2] in that we approximate the value function on an irregular grid. We use a new and more tractable method however for approximating the transition probabilities; instead of taking a root of a transition matrix, we directly construct an approximation to the infinitesimal generator using local consistency conditions presented by Kushner and Dupuis [12] . This allows us to use much larger grids, and thus obtain more accurate solutions.
Using the root method in [2] the grid size was limited to 3000 on a desktop computer, and averaging was needed over several experiments to obtain accurate solutions. We can now deal with grid sizes in the hundreds of thousands, and solutions from a single experiment are of sufficient accuracy that randomisation is no longer required.
The paper continues in Section 2 with a formulation of the problems which are to be solved. Section 3 presents the methodology that is proposed, and experiments are carried out in Section 4. Section 5 concludes.
Formulation

The market
As in [2] , we consider a complete and arbitrage-free market described by state variable X(s) ∈ R d for s ∈ [t, T ] which follows a Markov diffusion process
with initial condition X(t) = x t , and a derivative product on X(s) with exercise value ψ(X(s), s) at time s and value V (s) = v(X(s), s) for some pricing function v(x, s). The process V (s) satisfies
where µ V and σ V can be expressed in terms of µ and σ by means of Itô's lemma. The terminal value is given by V (·, T ) = ψ(·, T ), and intermediate values satisfy
In such a market there exists a unique equivalent martingale measure under which all price processes are martingales. The risk-neutral process in this case is given by
where µ RN is the risk-neutral drift.
Our objective is to determine the current value V (X(t), t) of the derivative product and the accompanying adapted exercise and hedging strategies τ and H:
Supposing that one has an estimateV (t) of the derivative price, one must also provide an exercise ruleτ or a hedging strategyĤ in order for the buyer or seller respectively to be able to realise the estimated price.
Pricing
The primal formulation
The value of the derivative product is formulated in the primal problem as a supremum over stopping times
where T is the set of stopping times on [t, T ] with respect to the natural filtration, the expectation is taken with respect to the risk-neutral measure Q, and the initial value is X(t) = x t .
The dual formulation
The dual formulation (see Rogers [15] or Haugh and Kogan [9] ) forms a price by minimising the cost of the hedging strategy over equivalent martingale measures. Theorem 1 of [15] implies that the price is given by
where H 1 0 is the space of martingales with M (0) = 0 and sup
The infimum is attained by taking M = M * .
The variational inequality formulation
Formulating the problem as a variational inequality invites implications from the large number of results that have been developed in this field, for example the work of Glowinski et al. [8] . Jaillet et al. [11] applied this approach to the analysis of American option pricing.
One must first define an elliptic operator L giving the diffusion of the process. This is given by
where r is the riskfree rate and λ :
One must also specify a function space in which to work. Briefly one defines an inner product ·, · and a bilinear form a(·, ·) on the Hilbert space
The equivalent variational inequality formulation is then to find v(x, t) such that
for (x, s) ∈ R d × [t, T ] with the terminal condition v(·, T ) ≡ ψ(·, T ).
The complementarity formulation
The variational inequality formulation is not directly amenable to computation. For this reason it is convenient to reformulate it as a complementarity problem. Let L be the related diffusion operator; then the option value is found by solving the complementarity problem
Such a problem can be solved using PDE methods, with some modifications to account for the inequalities.
Consequences
In solving the pricing problem we divide the time-state space into two complementary regions: the continuation region where it is optimal to hold the option and the stopping region where it is optimal to exercise. In the continuation region the first line of (12) is active and the stopping rule says not to exercise. In the stopping region the second line of (12) is active and the stopping rule says to exercise.
In all formulations presented, high dimensionality poses a practical problem since functional approximation in a high-dimensional space is called for.
Methodology
The basic methodology presented is contained in Berridge and Schumacher [2] , with the exception of the manner in which the transition matrix is constructed. This is done in the sequel using the local consistency conditions presented in Kushner and Dupuis [12] , and also a modification of these conditions to approximate the infinitesimal generator. These conditions ensure that the approximating Markov chain has locally a mean and variance that match the continuous process.
Irregular grid
We first briefly review the irregular grid methodology presented in [2] . We define an irregular grid to be a generic sampling of the state space
The method of sampling is to be specified at a later stage, but one can think of it as a low discrepancy or low distortion set which is dense in the entire state space as n → ∞. Examples of possible grids in two dimensions are presented in Figure 1 . As in the case of Monte Carlo integration, it is expected that low discrepancy (e.g. Sobol') and low distortion grids will lead to faster convergence than random grids. For results regarding integration see [7] and [14] .
In this section we simplify the analysis by assuming that the risk-neutral process is time and space homogeneous,
where R R is the Cholesky decomposition of the covariance matrix Σ and X and W are of the same length d. 
Approximation of Markov chain
We consider approximating the risk neutral process (14) using a discrete state, discrete time Markov chain where the states are contained in our irregular grid X and the timestep is δt.
The Markov transition matrix P is constructed in such a way as to satisfy the local consistency conditions given in [12] . This requires for each state i
where p i,j ∈ [0, 1] is the (i, j)th entry of P . One must solve for each state i a feasibility problem over the p i,j . The number of equality constraints in the problem is given by
and the number of variables is n. In practise one can impose the extra condition that the transitions should only be allowed to close neighbours of each point. Computationally this means that we only need to consider a small number of transitions k where η d < k n, thus dramatically reducing the complexity of the problem. It is also convenient to specify a linear objective function to control the proximity of transitions. That is, to satisfy the local consistency conditions using points as close as possible to the mean. The objective function, to be minimised, should have a coefficient relating to point j which is an increasing function of the distance ||x i − x j ||. Let us denote the objective function by f · p i where p i is the ith row of P .
We thus pose for each point i a linear program min f · p i subject to (15) and p i,j ∈ [0, 1]. In experiments we found that a convenient specification for f was f j = k 3 where x j is the kth nearest neighbour of x i + µδt, although in principle any increasing function of distance to x i + µδt should work.
Approximation of infinitesimal generator
Rather than approximating transition probabilities, one may attempt to approximate the infinitesimal generator directly. This amounts to constructing a discrete space, continuous time approximation to the problem.
Constructing an approximation to the infinitesimal generator allows quick reconstruction of transition probabilities for arbitrary timesteps δt, or for scaling the effect of the diffusion operator, through a first order approximation. Consequently this method is preferred over that of Section 3.2.
In this setting it is necessary to assume a zero drift in order to keep transitions local. This does not cause a problem in the current setting as explained in Section 3.9.
We start with the problem (15), with µ = 0, and define
where δ ·· is the Kronecker delta. As δt → 0 in (17) we obtain elements of the infinitesimal generator matrix A.
Substituting (17) into (15) with µ = 0 and letting δt → 0 yields the new feasibility problem
where a i,j ≥ 0 for i = j and a i,i = − n j =i a i,j . Note that (18) contains one less variable and one less equality constraint than (15) .
The same considerations as in Section 3.2 are also applied in this case. We solve for each point i a linear program min f · a i subject to (18) and a i,j ≥ 0 where a i is the ith row of A with the diagonal entry omitted.
Boundary region and boundary conditions
It is clear that (15) and (18) may be infeasible for some i. In such a case we say that point i is an implied boundary point, otherwise it is an implied interior point. Given nondegenerate Σ and a well-adapted grid, one expects that the implied boundary points will indeed lie at the extremities of the grid, and the implied interior points away from the extremities.
One may specify arbitrary boundary conditions in this region to reflect the behaviour of the process. In the experiments we let these points be absorbing, implying a linear behaviour at the boundary. One may also apply Dirichlet, Neumann or mixed conditions using neighbours in the grid.
It would be useful to know a priori which points are likely to be in the implied boundary, since we would like to avoid trying to solve infeasible linear programming problems. In practise however it is difficult to do this even for simple cases.
If one assumes a distribution for the neighbours over which (15) or (18) is to be solved, then one can quantify the probability of feasibility. Near the boundary of the grid, there may be a low density of points on the boundary side, and thus the probability of feasibility changes.
For example, if our grid consists of n independent standard normal draws, we can calculate the expected number of grid points in a halfspace away from the centre of the grid at some radius r. One can then say what the minimum number of points n is where the expected number of grid points in the halfspace away from the grid centre at radius r is less than some bound.
Let us set this bound to be 
where Φ is the cumulative normal distribution function. In order to find the expected number of boundary points we then note that the squared norm of a standard normal variable in d dimensions is a chi square random variable with d degrees of freedom. Thus, if the boundary region is defined by x : x 2 ≥ r 2 , then the expected number of interior and boundary points are
respectively where Ψ is the chi square cumulative distribution function. Plots of the radius and expected number of boundary points are presented in Figure 2 for d = 1, 5, 10 and n up to 300, 000. A plot of the boundary behaviour for a low distortion grid in two dimensions is given in Figure 3 . Experimentally we find that (19) underestimates the implied radius for lower dimensions and overestimates it for higher dimensions (see Section 4). The latter is clear since one generally requires more than the minimum number of points η d to satisfy the feasibility conditions (15) 
and (18).
A more careful analysis can be conducted as follows. We are given a grid X consisting of independent standard normal random draws. Suppose x i ∈ X has x i = r. We now consider the probability that this point is feasible which, given no other information about X , is only a function of r.
Consider the probability of feasibility p(r) in (18), where Σ = I and µ RN = 0. This is the probability that (18) is feasible for x i ∈ X , or equivalently the probability that
where X 1 , . . . , X k are the k nearest neighbours of x i in a grid X of size n (not including x i itself), uvec gives a vectorised version of the upper triangular part of a matrix and the inequality is taken componentwise. The probability that the random matrix condition in (22) is satisfied for independent standard normal draws X is not analytically tractable by any method known to the authors. We thus propose evaluating this function in a Monte Carlo study. In particular we are interested in the minimum number of points K required to give probability at least p 0 1 of satisfying the condition (22) using subsets of size k of nearest neighbour sets of x i .
Finally we mention that in estimating the boundary, we prefer an underestimate to an overestimate. This is because extra boundary points do not add a significant amount of overhead to the method. In fact, their effect is limited to making the nearest neighbour problem more time consuming and adding more zero rows to the sparse generator matrix.
Parallelism
In the language of computer science, problems (15) and (18) are said to be embarrassingly parallel. This refers to the fact that a speedup linear in the number of processors can be achieved when using multiple processors.
In practise this means that using m computers decreases the time required to solve the problem by a factor m. We can thus solve very large problems by using several computers to do the work in parallel.
We will report further on this point when conducting the experiments in Section 4.
Timestepping
Given a transition matrix P , corresponding to timestep δt, the option pricing problem can be solved using dynamic programming on the Markov chain. Namely, one solves the problem
for t k = kδt and k = K − 1, . . . , 0 where K is the number of timesteps considered, v is a vector of values at grid points and ψ is a vector of payoffs at grid points. The resulting solution v(x, 0) is an exact solution to the approximating Markov chain. Given the infinitesimal generator A, one can form a first order approximation to the transition matrix P I + Aδt and proceed as above; this however requires δt → 0 even when one is solving a Bermudan problem. This complicates the formulation and the computations since the max operator should only be applied at possible exercise dates.
It is possible to keep things simple through solving the problem exactly
for k = K − 1, . . . , 0. The effect of the matrix exponential can be calculated efficiently using Krylov subspace methods, see for example [6] or [10] . The above timestepping methods are suitable only for Bermudan pricing problems, although as δt → 0, the solution converges to the American solution at rate δt.
When considering a truly American problem, it is useful to consider implicit solutions. In particular Crank-Nicolson methods are known to converge at a rate δt 2 for the European problem. The Crank-Nicolson method corresponding to the truly American problem is the following system with θ = 1 2
The second line is a linear complementarity problem (LCP). There are many methods available for solving LCP problems, including the projected successive overrelaxation (PSOR) method proposed in [5] . Another possible candidate is linear programming.
One may also consider methods which are implicit with respect to the dynamics but which only apply the max operator at a finite number of times.
Error behaviour
In Section 4 we will test our pricing method on geometric average options, which can be benchmarked very accurately. We can thus calculate the error in the method.
Drawing a parallel with regular grid methods, we expect the error to be related to δx, the distance between nearest grid points. In a regular grid with the same number of points N in each dimension we have n = N d points in total, and the distance to the nearest point is simply n −1/d . The error when using a finite difference method is of order δx 2 , or n −2/d .
We are not aware of any literature which studies the nearest neighbour properties of low discrepancy or low distortion grids, or the errors associated with approximating Markov chains on such grids.
We thus propose modelling irregular grid errors as in the regular grid case, but allowing for a scalar factor in the exponent as well as a multiplicative factor:
This model for errors implies an exponential complexity for the algorithm with dimension, meaning that the amount of work required to obtain solutions to a certain accuracy increases exponentially with dimension.
Control variates and Richardson extrapolation
In order to obtain more accurate solutions it is of interest to consider variance reduction and extrapolation techniques.
Variance reduction is already used in the method in that the grids are constructed using points designed to cover the state space evenly. In the current context the idea of control variates is also very easy to apply since the European solution is usually highly correlated with the Bermudan and American solutions. Since the European price is easy to determine to a high degree of accuracy, it constitutes an ideal control variate.
The concept of extrapolation is also useful once we have an idea of how the error behaves with increasing n. For example, suppose the error behaves as in (23); we then have for the estimated valuê
Given that we have good estimates of c 1 and c 2 , we need only extrapolate the known valuesv n i to n = ∞, that is n c 2 /d = 0 (assuming c 2 < 0, which seems reasonable).
Matrix reuse
Given that generating the transition and infinitesimal generator matrices is an expensive operation compared to the final timestepping procedure, it is of interest to know under which conditions these matrices can be reused for related problems.
It is clear that a single matrix can be reused for as many different payoff functions as required, but we also show how it can be reused for processes with different risk neutral drifts and covariances.
Constant risk neutral drift and covariance
Suppose that a transition or infinitesimal generator matrix has been generated for a process with covariance matrix I and zero drift on the grid X . Let us construct the grid Y where y i = R x i , R being a Cholesky factor of Σ, the covariance of our process. The implied covariance of the transition or infinitesimal generator matrix on Y is now Σ.
Suppose that our process not only has covariance Σ, but also risk-neutral drift µ. Consider now the time dependent grid Y k where the subscript k corresponds to time kδt and y k = x + kµδt. The implied covariance of the transition or infinitesimal generator matrix remains Σ, but the implied drift is now µ. We will see below that this can also be achieved through modifying the payoff function.
Time dependent drift and covariance
Two simple extensions to the time homogeneous problem are those in which the risk-neutral drift is time-dependent and the covariance matrix is scaled over time,
We will see that such problems can be solved using pre-generated matrices corresponding to trivial values of r and Σ. The most convenient way to deal with the drift term is to incorporate the drift in the payoff function. This amounts to the change of variables
the new process having zero drift
and the payoff being
The scaled covariance term is accommodated by manipulating the timestep. By using timestep α(s)δt at time s in place of δt, we achieve a covariance of α(s) 2 Σ as required.
For general time and state dependence one must in principle generate a new transition matrix at each timestep. This topic is postponed for future research.
Fine tuning and extensions
We now mention some intricacies of the method. These issues are not essential to the method, but may improve performance and allow quicker execution for a given required accuracy.
Grid expansion
This parameter relates the size of the grid to the variance of the process. A convenient way to generate a grid is to sample the process at expiry; one thus obtains a grid X that is dense in the state space as n → ∞.
For a finite n however one can ask how well the process can be represented on X . For example if we consider a standard d-dimensional Brownian motion on s ∈ [0, T ], the process density at expiry is N (0, I). Say the implied boundary begins at r < 2, then there is a nonnegligible chance of hitting the absorbing boundary before expiry, thus reducing accuracy.
In this case we could set a limit r 0 for the implied boundary so that the process has a negligible chance of hitting the boundary. This limit can be achieved by scaling the grid by r 0 /r and the generator matrix by r/r 0 .
The grid expansion factor allows us to make a tradeoff here between errors caused by the boundary and errors related to the discretisation. The higher the factor applied in the grid expansion, the lower the effect from the boundaries but the coarser the grid becomes and hence the higher the discretisation error.
Partially absorbing boundaries
Infeasibility of points in the boundary region is usually caused by a lack of points in the halfspace away from the center of the grid. If the grid boundary looks locally linear, as in a spherical grid, it is possible that the infeasibility is only in this direction, and not "along" the boundary.
In this case it may be useful to consider partially absorbing boundaries in which one only tries to satisfy local consistency conditions in the direction tangent to the boundary. In the case of a normal grid this amounts to requiring a zero variance along lines through the grid center for points in the boundary layer.
This type of boundary condition has not been employed in the current study.
Experiments
A major hurdle in testing algorithms for pricing high-dimensional American options is the difficulty of verifying results. One common method is using out of sample paths to estimate the value of the exercise and hedging strategies implied by the model. Another, which we use here, is to use benchmark results from a special case that can be solved accurately.
In the following we introduce benchmark results and then test the proposed method against those results.
Geometric average options
We choose to focus on geometric average options, since the pricing problem for these options can be reduced to a one dimensional problem. The one-dimensional problems can be solved to a high degree of accuracy, thus providing benchmark results for the algorithm.
A geometric average put option written on d assets following the riskneutral process (3) has payoff function
where s is the asset value and K is the strike price of the option. Assuming a complete and arbitrage free market with the asset prices following a multivariate Brownian motion with constant covariance Σ, we have a constant risk-neutral drift
Benchmarks
Using Itô's lemma with Y = f (X) = X, we find that Y follows the riskneutral process
the parameters of the diffusion being given bỹ
The option is thus equivalent to a standard put option on an asset with starting value exp{X 0 }, strike price K, riskfree rate r and continuous dividend stream
In Table 1 we provide benchmark results for geometric put options written on up to ten assets, with starting asset values S i = 40, for all i and strike price 40. The riskfree rate is taken as 0.06, the volatilities σ i = 0.2 for all i, and correlations ρ ij = 0.25, i = j.
Experimental details
Using the methodology proposed in Section 3, we conducted experiments to find the value of the geometric average put options given above.
We used eight different grid sizes ranging from 10, 000 to 300, 000, the grids consisting of normal Sobol' points corresponding to 1.5 times the process density at expiry. The transition matrices were generated using distributed computing software in a Matlab environment to solve the linear programs. A maximum of 20(η d − 1) nearest neighbours were considered when trying to satisfy the local consistency conditions. We consider the pricing problem for European options, Bermudan with ten exercise opportunities and true American where the option can be exercised at any time up to expiry. Table 1 : Benchmark results for geometric average options in dimensions 1-10. Also displayed are the varianceσ 2 and continuous dividend δ for the equivalent one dimensional problem.
For the European and Bermudan problems we used the Crank-Nicolson method with 100 timesteps. For solving the linear systems we used the conjugate gradients squared (CGS) and generalised minimum residual (GM-RES) methods, the latter being slower but more robust.
For the American problems we used projected successive relaxation (PSOR) to solve the linear complementarity problems, also with 100 timesteps.
While it was not necessary to use such a large number of timesteps in practise, we wanted to focus on the error with respect to the space discretisation. Having a small enough δt makes the error resulting from time discretisation negligible in comparison, and thus allows a more accurate assessment of the error resulting from space discretisation.
Experimental results
We present results in Tables 2-4 Tables 5-6 When using the European control variate we see that the results are biased upwards, whereas the raw results are biased downwards. This is probably due to the extra bias introduced by the convexity of the max operator.
In Figure 6 we present plots of the log absolute error versus log(n)/d, and in Table 7 the regression results. Referring to (23) we find that the complexity is accurately modelled by the relationship
in all three cases (for some c). The linear relationships observed reflect the exponential complexity of the algorithm.
Note that in two dimensions the generator matrix became numerically unstable even for moderate grid sizes, we thus considered grid sizes only up to 10 × 10 4 in this case. This instability does not present a problem however since the solutions are already very accurate for low grid sizes. It rather suggests that there is a tradeoff between precision and effort; one must work harder to obtain a more accurate solution. Indeed numerical instability can be overcome by using high precision arithmetic and more iterations, at least for the solution of linear equations.
Timings
Information about timings of algorithm -to be added.
Boundaries
We now compare the observed boundaries presented in Figure 7 to the naive predictions in Section 3.4 and Figure 2 . Table 7 for regression results.
We cannot compare our results directly to the predictions since we used a maximum of 20(η d −1) neighbours when trying to satisfy local consistency, whereas a direct comparison would require that we used all points in the grid.
It is clear that the observed boundaries are much smaller than the predicted ones. This may be partially due to the small number of neighbours considered, but may also be caused by the optimism inherent in the predictions, namely that only the minimum number of neighbours is required to satisfy the local consistency conditions.
We finally note that the boundaries are not monotone with grid size in Figure 7 . Since we are using Sobol' grids, we can attribute this to either new points emerging which are infeasible, or to the fact that only 20(η d − 1) neighbours were considered.
Conclusions
We proposed a method for pricing options with several underlying assets and an arbitrary payoff structure. The method was tested for geometric average options, which can be easily benchmarked, in dimensions 2-10 with very accurate results.
We saw a decay in precision for increasing dimension, a phenomenon which can be attributed to the increasing distance between points in the approximating Markov chain. An analysis of the error implies that the method has exponential complexity, but the use of control variates and extrapolation can reduce the error substantially.
The computation of transition and generator matrices is expensive, however once generated these matrices can be reused for a large class of similar problems with time dependent parameters. Furthermore computations are cheap once the matrix is obtained.
A direction for future research is the use of low distortion grids. These not only have good asymptotic properties, as with low distortion grids, but they also have optimal finite sample properties. We refer the reader to [14] for more information.
Although the method extends naturally in principle to processes with parameters depending arbitrarily on the state and time, further extensions to the numerical procedures are required to make the proposed method computationally attractive in this situation. This is of particular interest when considering Bermudan swaptions where the drift is state dependent. 
