Abstract-Single-track hard disk drive (HDD) seek performance is measured by settle time, . In this paper, we show the effective use of feedforward dynamic inversion, coupled with reference trajectory generation, to achieve high performance . Models of HDD dynamics are typically nonminimum phase (NMP), and it is well known that the exact tracking solution for NMP systems requires noncausal preactuation to maintain bounded internal signals. In the specific HDD operating modes of interest, anticipation of a seek command is unrealistic, and thus preactuation adds to the overall computation of settle time. Unlike many dynamic inversion tracking applications, this negative effect of preactuation leads to interesting trade-offs between preactuation delay, tracking accuracy, and achievable settle performance. We investigate multiple single-input single-output (SISO) inversion architectures, and we show that the feedforward closed-loop inverse (FFCLI) achieves superior settle performance to the feedforward plant inverse (FFPI) in our application because FFCLI does not excite the closed-loop dynamics. Using the FFCLI architecture, we further investigate numerous NMP inversion algorithms, including both exact inversion schemes with initial condition preloading and stable approximate NMP inverse techniques. We conclude that the settle performance of the zero-order Taylor series stable NMP approximation matches the best performance of the exact inversion techniques in our application, and does so without the high frequency excitation required by the Zero Magnitude Error Tracking Controller (ZMETC), or the excessive preactuation required by the Zero Phase Error Tracking Controller (ZPETC). Minimum energy optimal trajectory generation methods show that the system order is a limiting factor in settle performance. This confirms that the zero-order series method, which is capable of producing settle times in less than samples, is on par with optimal approaches yet much simpler to implement. Multiple NMP inversion algorithms are experimentally validated on a Servo Track Writer (STW), which reinforces the general trends observed in ideal simulations.
. Frequency magnitude response from production data over a population of 1400 HDDs. The 25%, 50%, and 75% points of the empirical cumulative distribution function (CDF) are shown at each frequency. This data was provided by Maxtor Corporation.
repetitive single-track seeks in numerous operating modes, including servo track writing [1] [2] [3] , sequential data transfer [4] , and manufacturing scans to detect media surface defects [5] . Seek performance is measured by settle time , defined as the time from the arrival of a seek command until the measured position reaches and stays within an acceptable distance from the target track. In these operating modes, it is desirable to have each drive achieve its minimum to reduce manufacturing time and cost, or increase data throughput. Although our motivation originates from disk drives, minimizing settle time is a popular goal in many diverse applications including integrated circuit manufacturing [6] , [7] and scanning microscopy [8] , [9] .
While we simplify the focus of this paper to discrete-time, single-input single-output (SISO), linear time-invariant (LTI) plant dynamics, there are still many challenges imposed by the applications. HDD dynamics can nominally be described by a rigid body mode with higher-order structural resonances. Over a population of plants, these resonances show structured uncertainty in lower frequency ranges, and much larger, unstructured variation at higher frequencies. Fig. 1 shows the plant magnitude distribution as a function of frequency over a population of 1400 HDDs. The distribution is tight through the dominant resonance at 6 kHz, but widens for frequencies greater than 7 kHz. It is extremely difficult for a low-order parametric model to capture the complexity of the population in this higher frequency range. The distribution also widens at extremely low frequencies due to friction nonlinearities.
A further complicating factor is the presence of nonminimum phase (NMP) zero dynamics. NMP dynamics can arise when the sensors and actuators are noncollocated [10] , as in HDDs which have the magnetic reader position sensor and voice-coil actuator on opposite ends of a flexible actuator arm. NMP zeros in discrete-time dynamics can also result from fast sample rates and high relative degree [11] . As we will see, NMP zeros require special treatment in the application of certain techniques for aggressive rest-to-rest maneuvers.
The computational processing power within the applications can be limited, particularly for HDDs where high unit volumes dictate the use of low-cost digital signal processors (DSPs). The DSPs are responsible for much more than control tasks which further limits the amount of processing power available for control. This constrains the single-track seek control design and necessitates the use of computationally efficient algorithms.
Finally, the HDD error feedback compensator is usually designed for regulation purposes using knowledge of the plant dynamics , the disturbance and noise spectra, and performance metrics on the regulated state. Typically, this compensator is not ideal for aggressive single-track seek maneuvers where settle time is the dominant performance measure. Further, any permanent or temporary change to the feedback compensator for settle performance improvements could negatively affect regulation or require complicated switching to remove transients. Hence, improvements to settle time are best accomplished through exogenous inputs and which enter the loop as shown in Fig. 2 . Given these complexities and constraints, we define the feedforward settle-optimal control (FF-SOC) for single-track HDD seeks as the exogenous input signals which minimize . Due to the large uncertainty in the plant dynamics, will vary from one unit to the next in the HDD population. The minimum achievable will also vary across the population, as unmodeled high frequency dynamics interact with the exogenous inputs. Therefore, Iterative Learning Control (ILC) [12] [13] [14] , which iteratively computes the required such that the plant output tracks a fixed desired output trajectory , does not directly apply. If we choose a fixed that every unit in the population is capable of tracking, we would be sacrificing performance on many units. Time-optimal strategies with saturated commands, as in [15] and [16] , also do not directly apply. Actuator commands are much less than the saturation limits for single-track seeks, and saturating actuator commands can excite unmodeled dynamics and lengthen settle time. Initial value compensation (IVC) [17] uses the compensator's initial condition response to cancel any undesirable plant output due to the exogenous inputs signals . Similar to the exact inversion methods of Section V, solving for the initial conditions requires complex calculations relative to the application's processing power. Further, the solution must be recomputed often as the closed-loop dynamics and exogenous inputs vary. Input-shaping [18] , [19] is a yet another technique that has been applied to reduce , although it is most commonly concerned with the reduction of high frequency resonance mode excitation. While the HDD plant population certainly has high frequency structural modes that can be excited and increase , the lower frequency, well-damped closed-loop mode dominates the selection of . The use of input shaping alone is undesirable because the low frequency mode causes large phase lag in the input shaping filter and lengthens .
Standard practices within the disk drive industry attempt to design a fixed robust single-track seek control algorithm that achieves an acceptable level of performance across the entire population of HDDs. While this nonadaptive design is computationally efficient, many of the units sacrifice performance in order for the population outliers to perform adequately. Alternatively, our ultimate goal is a computationally efficient adaptive method which exploits the repetitive nature of the operating modes to minimize for each unit. We have previously proposed [20] , [21] the use of adaptive dynamic inversion and adaptive reference command generation, depicted in Fig. 3 . The closed-loop system from Fig. 2 has been recast as the two input, one output system . We use a low-order LTI inverse system and a desired command profile to parameterize the input signals . While adapts to the structured uncertainty in the population over many iterations, both the duration and shape of change to reduce . Admittedly, this procedure is a suboptimal approach to the FF-SOC problem, but, as we will show, it is capable of producing settle performance results equal to traditional optimal trajectory generation techniques [22] , [23] , while also being computationally simpler. Other researchers have investigated the combined use of dynamic inversion and reference trajectory generation to reduce [7] , [24] , [25] , but the complex offline optimization procedures are instead aimed at robust settle time minimization across the population and are not amenable to online adaptation on low-cost DSPs.
The purpose of this paper is the selection of the inverse system for a settle performance objective. Although many techniques exist for computing [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] , the best choice for settle performance is unclear, even for nonadaptive designs without uncertainty in . After precisely defining and our technique for visualizing settle performance in Section II, we apply that technique to determine the relative merits of different internal architectures and NMP inversion algorithms for in Sections III-V. This analysis is performed for nonadaptive without uncertainty in in order to determine a performance baseline for each algorithm and architecture. In an effort to quantify the settle performance of the dynamic inversion approach, we apply minimum energy optimal state transfer techniques [22] , [23] , [38] and evaluate their achievable settle performance in Section VI. This approach highlights the system model order as a limit of settle performance in optimization-based algorithms, and validates the capability of certain dynamic inversion techniques which settle in fewer samples than the system order. Further, some dynamic inversion techniques are more computationally efficient and amenable to future adaptive approaches. While Sections III-VI focus on known dynamics without modeling uncertainty, Section VII investigates the effects of uncertainty when implementing a subset of the inversion algorithms on experimental hardware. Section VIII summarizes the conclusions of the paper and describes future work combining the most promising inversion techniques for settle performance with online adaptive algorithms.
II. SETTLE TIME PERFORMANCE MEASURE Dynamic inversion algorithms are typically applied to output tracking problems where there is a fixed desired output trajectory [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] . Frequency responses of the closed-loop dynamics between the reference trajectory and the output trajectory are used to compare different inversion techniques and quantify measures of the tracking error [31] , [33] [34] [35] [36] . For settle performance, tracking a particular is not the objective. Further, it is difficult to relate frequency responses to the achievable settle performance. In this section, we explicitly define our measure of settle time, present a computationally efficient parameterization of a family of trajectories, and use a graphical technique to view settle performance as a function of .
A. Settle Time Measurement
Settle time is defined as the time from the arrival of a seek command until the measured position reaches and stays within the settle boundary surrounding the desired set-point, as shown in Fig. 4 . The settle time, as expressed in number of samples, is , where and is the sample time. In HDD single-track seek applications, there is no penalty on overshoot or undershoot in the plant output ; settle time is the only performance measure of interest, with typical settle boundaries set at of a track. Further, we do not consider any constraints on plant input magnitude or spectral content. High frequency excitation is of no concern in our application unless it lengthens settle time. 1 Preactuation, a change in the plant input before the seek command arrives, and postactuation, a change in the plant input after the seek has settled, are common side-effects of using dynamic inversion algorithms. The example seek in Fig. 4 clearly shows both artifacts, although the postactuation is truncated to save space. As we will discuss in Section V, both preactuation and postactuation are ultimately a function of the zero dynamics of the system to be inverted. Preactuation requires anticipation of the incoming seek command, which is difficult to synchronize in our HDD operating modes because of sizeable nondeterministic software and hardware delays. Therefore, must be delayed by the preactuation time in order to accommodate the preactuation sequence. Similar to settle time, the preactuation time , expressed in number of samples, is , where . The partitioning of into and samples will be fully explained in Section V. The definition can now be explicitly stated frequency-domain measure of the plant input u with t to form a modified settle performance cost function. as the time from the initial change in until reaches and stays within the settle boundary. Unlike many dynamic inversion tracking applications, this negative effect of preactuation leads to interesting tradeoffs between preactuation delay, tracking accuracy, and achievable settle performance. These will be important factors in the analysis of NMP inversion algorithms in Section V.
Postactuation is of less concern for all the HDD operating modes of interest. Servo track writing, manufacturing defect scans, and sequential data transfer typically dwell at each track set-point for at least one revolution of the disk. This dwell time is then dependent on the spin speed of the disk, but can be a factor of 10 greater than the settle time. As long as the postactuation is complete within this dwell period, it will not affect performance. As illustrated in Section V, this is the case in our HDD applications.
B. Generation
As previously mentioned, our solution procedure to improve settle performance for each unit in the population combines adaptive dynamic inversion and adaptive trajectory generation. We therefore need a parameterization of trajectories that is computationally simple but able to produce a wide range of 's, from unaggressive to extremely aggressive. References [24] and [25] have previously proposed using a combination of monotonically increasing polynomials, parameterized by a scalar value corresponding to the time duration of the trajectory. Given the limited processing power in the HDD applications, we are encouraged to find an even simpler parameterization.
Motivated by the solution to the time optimal control problem for a rigid body, we use a family of trajectories generated from the double integral of a bang-bang acceleration pulse, as shown in Fig. 5 . The bang-bang acceleration signal has the following -transform:
where is the sample time and is the total duration of both the signal and . The -transform of can then be written as
This simple parameterization provides a single scalar value , that can select the aggressiveness of the seek, while also being extremely computationally efficient. Although future adaptive solutions will change online for each unit in the population, this paper uses a set of predetermined values for , yielding durations from an unaggressive 6.80 ms (100 samples at the application sample rate ) to a very aggressive 0.136 ms (2 samples) single-track HDD seek. We then evaluate the settle performance of different architectures and algorithms for over this family of 's. In the final section of this paper, we discuss the potential need for increased-complexity parameterizations for further settle time reduction.
C. Actual Versus Desired Settle Time
The minimum achievable over a family of 's is a useful scalar performance measure for comparing different designs for the system , but conceals some interesting details. Much can be learned about the individual inversion algorithms and architectures by observing how the settle performance changes as a function of . We therefore use a graphical visualization of settle performance by plotting the actual settle time, , as a function of the settle time, , of the desired trajectory. Fig. 6 illustrates the expected behavior of the actual versus desired settle time. Ideal performance corresponds to for any choice of , although this is unrealistic for plants with high frequency modeling errors. For aggressive 's with short 's, there is increased plant input energy at high frequency which can excite unmodeled dynamics and increase . This can cause the minimum achievable settle time on particular units to occur at less than the most aggressive . The effect of preactuation on settle performance is also evident in the figure. Preactuation increases by , relative to , and can limit the amount of settle time reduction possible. While could be a function of the specific trajectory, it is shown as a constant offset in Fig. 6 . Fixed preactuation delay is typical for the algorithms we investigate in Section V.
III. ARCHITECTURES FOR MODEL INVERSION
We are interested in determining the single-input, two-output dynamic inverse from Fig. 3 . This is challenging because many multiple-input, multiple-output (MIMO) inversion schemes require the number of inputs to equal the number of outputs [26] [27] [28] , [33] [34] [35] [36] . Fortunately, constraining the internal architecture of can convert the original problem into SISO inversion. In this section, we investigate two common feedforward architectures for which result in SISO systems for inversion: the plant inverse (FFPI) architecture and the closed-loop inverse (FFCLI) architecture. We then show how to modify the FFPI architecture to match the FFCLI input-output relationship, which we refer to as the feedforward modified plant inverse (FFMPI). Exact models for the plant are assumed in order to understand the performance implications of the inverse architecture alone.
A. Feedforward Plant Inverse (FFPI) Architecture
The plant inverse feedforward architecture with error feedback, as in Fig. 7 , is routinely used in industry and has been investigated by many in the literature [26] [27] [28] [29] , [39] . The model inverse in Fig. 3 that implements this architecture is (5) where (6) and the delay and plant inverse are further explained below. In order to algebraically describe the dynamics from to in Fig. 7 , it is helpful to first partition the plant into minimum phase (MP) and nonminimum phase (NMP) zero polynomials (7) where is the numerator polynomial including all plant MP zeros, contains all plant NMP zeros, and is the plant denominator polynomial. We can then express the plant inverse as (8) We use the variable to denote the inverse of the NMP zero polynomial . The modifier on both and signifies that these quantities are not necessarily the exact inverses of and , respectively. When is NMP, can take on numerous forms, including Hurwitz polynomial approximations of the exact inverse, and both stable and unstable rational polynomial transfer functions. Moreover, samples of delay have been added to to maintain causality. A noncausal inverse can result from a strictly proper plant transfer function with nonzero relative degree, or through the use of noncausal algorithms for . As noted in Section II, anticipation of a seek start command would be required to implement a noncausal inverse, which is unrealistic in the HDD operating modes of interest. We therefore must add samples of delay to and also to the input , as in Fig. 7 . The various NMP inversion algorithms differentiate themselves in the way they compute and the samples of delay required. For the purposes of this section, we remain vague about the specific form of and value for ; Section V goes into more detail on the different NMP inversion algorithms.
Given these definitions, the FFPI system dynamics from input to output are (9) and are the Hurwitz numerator and denominator polynomials of the compensator , which is assumed stable, exactly proper, and minimum phase.
is the closed-loop transfer function between and (10) We have dropped the argument from the various polynomials and for convenience. When is MP, , and (9) simplifies to . In this case, the plant output exactly tracks the desired output with samples of delay, which we refer to as delayed exact tracking. This is also true in the NMP case when is taken as the exact (unstable) inverse of , although (9) is no longer internally stable. We will address this issue in Section V. When is an approximation to the exact inverse, (9) shows that the closed-loop dynamics are present in the response. This can have drastic effects on because the closed-loop natural response is often relatively slow to settle, having limited bandwidth due to stability robustness concerns in the presence of unmodeled dynamics.
B. Feedforward Closed-Loop Inverse (FFCLI) Architecture
The closed-loop inverse (FFCLI) architecture, pictured in Fig. 8 , is also common in the literature [31] [32] [33] [34] [35] [36] . Referring to Fig. 3 , the dynamic inverse which implements the FFCLI architecture is (11) where (12) Here, is the inverse of the closed-loop system from to (13) with (14) 
The plant and closed-loop systems share the same NMP zeros and relative degree because the compensator is assumed to be MP and exactly proper. Applying this inverse as in Fig. 8 , we find the FFCLI dynamics from input to output are (16) Similar to the minimum phase FFPI case, when , and thus , are MP, (16) simplifies to pure delay and we achieve delayed exact tracking. This also holds, along with the internally unstable caveat, when is NMP and is the exact unstable inverse. The differences between FFPI and FFCLI appear when is an approximate inverse. In this case, (16) shows that the closed-loop dynamics are no longer excited. Further, if is a polynomial approximation, (16) has a finite-impulse response (FIR). This can have significant settle performance advantages when the dominant closed-loop dynamics are slow relative to the settle performance objective. Fig. 9 shows a simple simulation comparison between FFPI and FFCLI for a single aggressive input trajectory. This simulated response was generated using a zero phase error tracking controller (ZPETC) [33] approximation for , which we will discuss in Section V. We present Fig. 9 here to simply highlight the settle performance advantages of FFCLI. The FFPI response has a 0.27 ms longer due to the excitation of the closed-loop dynamics, consistent with (9) . After a fixed number of samples, the FIR FFCLI response has exactly reached the set-point. The delay between and for both architectures is a result of the delays added to the inverse system to maintain causality. We will further explain this effect in Section V as well.
The settle performance differences between FFPI and FFCLI can also be a strong function of uncertainty in the plant dynamics, which has not been addressed in this section. Reference [21] shows that the settle time advantages of FFCLI over FFPI diminish for certain types of plant modeling error. Section VIII will discuss future efforts with adaptive inverse systems, where the goal of adaptation is to reduce the effects of plant modeling error on settle performance. It is therefore useful to quantify the best possible settle performance without uncertainty for each architecture, and is the rationale behind the exclusion of uncertainty in our analysis.
C. Feedforward Modified Plant Inverse (FFMPI) Architecture
The FFPI architecture suffers reduced settle performance due to excitation of the closed-loop dynamics. This excitation occurs because the tracking error is nonzero when is not the exact plant inverse. We can augment the FFPI architecture with the prefilter , as in Fig. 10 and [37] , to remove the closedloop dynamics from the response. We refer to this architecture as the modified plant inverse (FFMPI). The dynamic inverse in Fig. 3 which implements FFMPI is (17) where (18) The FFMPI dynamics from input to output are (19) We can see from (19) that the FFMPI dynamics from to can match the FFCLI dynamics by selecting as (20) This selection for can also be viewed as a modification of the tracking error equation to such that remains zero and the closed-loop dynamics are not excited.
While the to dynamics are the same for FFMPI and FFCLI, the and inputs to the closed-loop system are different. In FFCLI, is zero and is the output of the system in (13), which has poles equal to the roots of . If the compensator is designed to provide phase lead, can have roots near the unit circle [40] . This will cause to have a slow response and potentially long postactuation after . With FFMPI, is the output of the system which, depending on the form of , can have relatively little postactuation. The system's output is , whose response is governed by the roots of , as in (8) . The roots of do not factor into the postactuation calculation for the closed-loop inputs in the FFMPI architecture. This can have advantages in applications that cannot tolerate long postactuation.
For the balance of this paper, we will use the FFCLI architecture for all simulation and experimental results. We choose this architecture because of the following. 1) FFCLI achieves the same settle performance as FFMPI, and better settle performance than FFPI, for our application. The slow closed-loop dynamics are not present in the output .
2) The postactuation benefits of FFMPI are of no concern in the targeted HDD operating modes. 3) FFCLI only requires the implementation of a single filter which has computational benefits. 4) FFMPI requires an accurate model of the plant dynamics, which is more difficult to experimentally identify than an accurate model of the closed-loop dynamics in our application. Before investigating the settle performance of numerous NMP inversion algorithms in Section V, we next discuss the closedloop dynamic model identification procedure used to generate the results in this paper.
IV. CLOSED-LOOP EXPERIMENTAL SYSTEM IDENTIFICATION
Having chosen the FFCLI architecture for the system , we now need a model for . This model is required both for the model-based NMP dynamic inversion algorithms and for a simulation study of their settle performance. We use a Servo Track Writer (STW) [2] , provided by Maxtor Corporation, as our experimental testbed and focus the identification procedure on the STW's closed-loop dynamics. The STW is used to magnetically encode the initial servo position information on the magnetic media during HDD manufacturing. The STW has its own voice-coil motor (VCM) and precision encoder that mechanically interface with the HDD actuator arm and HDD VCM through an opening in the HDD baseplate. Traditionally, the STW moves the HDD actuator one track, magnetically encodes one revolution of servo position information, and repeats this process until all tracks are written. Modern HDDs can require the STW to make over 500 000 single-track seeks per disk drive. The single-track seek distance is determined by the HDD track density; we use a single-track step size of 1 rad as a representative angular track width for a modern HDD. The STW has an encoder sensor resolution of 0.5 nanorad, and a compensator sample time of 68 s. We experimentally identify the STW closed-loop dynamics by injecting a pseudo-random sinusoidal sequence as the reference input in Fig. 2 . The input sequence's sinusoidal amplitudes are designed to give adequate signal-to-noise ratio over a wide frequency band of interest, and the frequencies are selected such that each sinusoid has an integer number of periods within the sequence. Fig. 11(a) shows the experimentally identified frequency response of , with a weighted leastsquares model fit to the frequency data. The frequency-domain weighting vector and model order were selected through trialand-error to produce a reasonable matching of the experimental step response, shown in Fig. 11(b) . The weighted least squares model for is (21) which matches both the experimental frequency and step responses well. This 7th-order model has a closed-loop bandwidth near 1 kHz, unity DC gain, a relative degree of 2, a high frequency structural mode near 5.3 kHz, and 2 NMP zeros outside the unit circle at . The step response with 5% settle boundaries in Fig. 11 (b) also highlights requirements for improved settle performance. The for the step response of the model is 1.6 ms. While there is some evidence of small high frequency oscillations in the measured output, the step response settle time is dominated by the lower frequency closed-loop dynamics. Any enhancement to settle performance over the population of HDDs must account for these lower frequency dynamics to produce settle times much shorter than 1.6 ms.
V. NONMINIMUM PHASE DYNAMIC INVERSION ALGORITHMS
Dynamic inversion is complicated by the presence of NMP zeros, even for LTI SISO systems. The NMP zeros of the original system become unstable poles in the inverse system. For the HDD application using the FFCLI architecture, this causes the system in Fig. 8 to exactly track (with possible delay) while grows unbounded. Many techniques exist to compute exact and approximate solutions for the inverse dynamics, , with bounded input signal . We have organized the algorithms considered in this paper with the hierarchical chart in Fig. 12 . There is a major division in NMP algorithms between those that stably approximate the exact unstable inverse of , and those that use the exact unstable inverse directly. We first investigate the exact inversion procedure and review techniques that use the initial condition responses of and to maintain bounded while exactly tracking with delay. We then turn our attention to the most applicable approximation methods for the HDD application.
A. Exact NMP Inversion for SISO LTI Systems
The causal exact inverse of is (22) where is the relative degree of . We have explicitly chosen to separate the delay from the denominator polynomials in order to focus the analysis on the contributing factors to preactuation delay. In this case, samples of preactuation due to the requirement that be causal. Using this exact inverse in a FFCLI architecture produces delayed exact tracking (23) where the -transform of has been written as the ratio of two polynomials, and . As previously noted, the system in (23) is internally unstable when is NMP, and the input signal grows without bound. In some applications, extremely short signals or NMP zeros close to the unit circle may result in inputs that are effectively bounded and useful over a short interval (Method 1 in Fig. 12 ). When truly bounded is required over any interval, as in our targeted applications, many exact inversion algorithms use the initial condition responses of and at (referred to in Fig. 4 ) to maintain bounded while still achieving delayed exact tracking [24] [25] [26] [27] [28] [29] [30] . Lanari and Wen [29] give explicit continuous-time formulas for computing the required initial conditions, and [26] [27] [28] , [30] derive additional preactuation sequences of length that preload the required initial conditions of . In this case, the total preactuation is . Similar in spirit to [30] , we review a discrete-time polynomial development of the required initial conditions, simplified for SISO LTI system dynamics to expose the essential ideas.
We begin by writing the -transform of the closed-loop input , including both the forced and initial condition responses (24) Here, is the numerator polynomial of the initial condition response of , with the modifier again used to refer to the inverse system. By choosing to describe with an observable canonical state-space realization , the initial condition response numerator polynomial simplifies to (25) (26) where is the order of and the identity used in (26) can be found in [38, p. 660] . In order to compute the initial state vector required to cancel the unstable modes in the forced response, we must isolate in (24) (27) The polynomials and result from the partial fraction expansion of the forced response and must satisfy (28) Hence, if satisfies the following equation: (29) where is an unknown scalar constant, then the response is bounded and has the following -transform: (30) We postpone discussion of the existence of and the computation of in (29) until we develop the required initial conditions on . An unfortunate consequence of removing the unstable components from is that we no longer achieve delayed exact tracking. The -transform of the output , again including both forced and initial condition responses, is (31) where is the numerator polynomial of the initial condition response of . Similar to the inverse dynamics, an observable canonical state-space realization for , , leads to (32) with representing the initial condition vector of . By isolating the delayed exact tracking portion of the forced response in (31) (33) we can use to cancel the unwanted components 1) The order of the right-hand side (RHS) of each equation is less than or equal to . By definition, the order of is and the order of is less than or equal to . Therefore, the order constraint is always satisfied.
2) The RHS of each equation has at least one root at . If does not have a root at , then must satisfy (35) where is nonzero by definition. The unstable mode cancellation in the inverse system can be analytically computed and exactly enforced in the feedforward controller software, i.e., by only implementing (30); precisely preloading the initial conditions , of the physical closed-loop system to satisfy (29) and (34) is much more difficult. We discuss four techniques from Fig. 12 in standard dynamic inversion tracking applications because is nonzero during preactuation and causes increased tracking errors. In contrast, it is a perfectly legitimate technique in this settle time application where preactuation is already included in . Unfortunately, as we will see, nine samples of preactuation is a very long delay compared to other inversion techniques.
Method 3-Infinite Preactuation: The authors of [26] and [28] derive a continuous-time noncausal input over the preactuation interval which drives the state of from rest to the required while maintaining . A similar procedure is detailed in [30] for a noncausal input in discrete-time, which we briefly review here. Consider (27) , without the initial condition response of included (36) In order to compute a bounded from , we use the standard right-sided inverse -transform for the stable first term in (36) and a left-sided inverse -transform for the unstable second term [41] . The left-sided inverse transform for has a region of convergence (ROC) that includes the unit circle and produces a bounded noncausal sequence which is nonzero on . This noncausal portion of drives the state of to the required initial conditions such that the undesired forced response terms in (33) are cancelled and achieves delayed exact tracking. A portion of the preactuation sequence for the example system was previously shown in Fig. 4 . An infinite causes an obviously unrealistic infinite , and we thus investigate truncation strategies.
Method 4-Truncated Preactuation:
The example system's in Fig. 4 converges quickly to zero as , allowing for practical implementation through truncation. While truncated preactuation is no longer an exact inversion approach, it is directly motivated by the exact inversion development and we thus include it with the other exact algorithms. The authors of [27] and [30] discuss truncation strategies when is only known over a finite window ahead of the current sample. Instead, we take advantage of full knowledge of in our application, which allows for the partition in (36) . We then use the first samples of the left-sided inverse -transform of the unstable second term in (36) as the truncated preactuation sequence applied on . Large values for , and consequently , result in small errors in , very little tracking error (disregarding delay), but large offsets in the calculation of . There is thus an interesting trade-off between the length of and the achievable settle performance, explored further in Fig. 13 . Unlike delayed tracking performance, which generally improves with increasing noncausal preactuation, settle performance is negatively affected by increasing . Surprisingly, a zero-length left-sided inverse transform sequence ( and ) provides the best settle performance in this application. This is the equivalent of leaving the initial conditions zero, and is further explored in the Method 5 discussion.
Method 5-Preload while Leaving : Setting is equivalent to removing the unstable second term in (36) and leaving . The output does not exactly track with delay because the other forced response terms in (33) are present in the output. The tracking error is dependent on the size of the undesired terms in the response, which in turn is determined by the degree to which the closed-loop dynamics are excited by the desired reference trajectory . If the undesired modes are small enough in amplitude, good settle performance may still be obtained. Fig. 14 shows the settle performance of this technique compared to the performance of the Method 2 state transfer technique to preload for our example system. The actual settle performance as a function of the desired settle time for Method 2 in Fig. 14(a) clearly demonstrates the negative effect of the sample preactuation to preload . Preloading achieves a much slower minimum settle time (0.680 ms) than Method 5 (0.408 ms) which leaves the initial conditions of the physical system at zero. 2 We also notice a drastic increase in the Method 5 settle time for the most aggressive , which we further explore with the output responses in Fig. 14(b) . While the Method 2 trajectory perfectly matches a (very) delayed version of , there is a large amount of both high frequency resonance and slow closed-loop mode excitation in the Method 5 response. The extra terms in (33) cause tracking errors that grow as becomes more aggressive, ultimating yielding an output response with a longer settle time. Referring back to Fig. 13 , we know that increasing in an attempt to approximately preload will only result in longer settle times. The benefits of reducing the response from the extra terms in (33) are overshadowed by the added preactuation delay, ultimately increasing .
B. Approximate NMP Inversion for SISO LTI Systems
We now present three methods for stably approximating : the Zero Phase Error Tracking Controller (ZPETC, Method 6 in Fig. 12 ), the Zero Magnitude Error Tracking Controller (ZMETC, Method 7), and noncausal Taylor series approximation (Method 8). While there are other stable inversion techniques, these three are common in practice and the literature, and also perform well in our application. After discussing these three algorithms and comparing their performance to the exact inversion results, we conclude the discussion of NMP inversion algorithms with a summarizing table. Included in the table is another approximate inversion technique, model matching [31] , [42] (Method 10), that we omit in the discussion because of space constraints and implementation drawbacks. [43] shows that the results presented in this section are highly dependent on the location of the NMP zeros.
Method 6-Zero Phase Error Tracking Controller:
The ZPETC dynamic inversion method was introduced in [33] , and has since become ubiquitous in the output tracking literature [31] , [32] , [34] [35] [36] . The method is based on canceling the phase shift (but not the gain change) due to the NMP zeros by reflecting those zeros about the unit circle in the inverse model. We review the algorithm by first starting with the NMP zero polynomial (37) where is the number of NMP zeros. The zero phase error approximate inverse to is (38) which yields the following FFCLI transfer function from to (39) has been used in the approximation in (38) to maintain unity DC gain in (39) . While (39) is FIR, which has desirable settle performance qualities, we have also added samples of delay to maintain causality of . This ultimately limits the settle performance of ZPETC.
Method 7-Zero Magnitude Error Tracking Controller:
Although not referred to by this name, the ZMETC dynamic inversion method has been studied in both [31] and [37] . In contrast to ZPETC, ZMETC cancels the magnitude response (but not the phase shift) due to the NMP zeros by reflecting those zeros about the unit circle and converting them to poles in the inverse system. Again beginning with the polynomial in (37), the zero magnitude error approximate inverse to is (40) which yields the following FFCLI transfer function from to (41) Unlike ZPETC, the ZMETC system only requires samples of delay to maintain causality, which has settle time benefits. Unfortunately, those benefits can be negated by the presence of pole dynamics due to the zero magnitude error approximation. Depending on the distance of the NMP zeros away from the unit circle, those poles can be excited by and cause excursions in outside the settle boundary.
Method 8-Noncausal Taylor Series Approximation: The noncausal Taylor series approximation seeks to approximate with a noncausal polynomial (42) where is the order of the series approximation and the sequence is derived from the Taylor series expansion of , as in [34] . The resulting FFCLI transfer function from to is (43) While (43) is FIR, can be large for high-order series approximations. Similar to the trade-offs between settle performance and tracking accuracy with the Method 4 truncated preactuation, increasing improves the approximation to and yields better (delayed) tracking accuracy, while deteriorating the achievable settle performance. Referring back to Fig. 13 , we plot the minimum achievable over a range of series orders, from 0 to 6. This yields a range from 4 to 10 for our system in (21) due to the extra delay in (43) from the relative degree and NMP polynomial order. Again similar to the Method 4 truncated preactuation, the shortest series, a zero-order approximation, provides the best settle performance here. The tracking improvements that come from higher-order approximations are negated by the accompanying delay in the calculation of . We further explore the zero-order series approximation in the Method 9 discussion.
Method 9-Zero-Order Series Approximation: The simplest stable approximation technique is to ignore the NMP zeros in and assume when constructing the inverse model. This is the equivalent of a zero-order Taylor series approximation, and leads to the following form for :
which yields this FFCLI transfer function from to
As before, the term maintains unity DC gain of (45). Unlike ZMETC, the zero-order series preserves the desirable FIR response in (45), while using less preactuation delay than ZPETC. We now use simulation results on the example system to compare the settle performance of ZPETC, ZMETC, and a zero-order series approximation. Fig. 15(a) shows the actual settle performance as a function of the desired settle time for these three stable approximate inversion schemes on the example system (21) . The effects of the preactuation delay are immediately clear. ZPETC has samples of preactuation, the zero-order series has , and ZMETC has . This results in a higher minimum achievable settle time for ZPETC (0.408 ms) than for ZMETC (0.340 ms) or the zero-order series (0.340 ms). Even though ZMETC has less preactuation delay than the zero-order series, it does not achieve a lower minimum settle time. Fig. 15(b) explains why this occurs by examining the output responses for the most aggressive . While the zero-order series and ZPETC produce FIR responses, the ZMETC trajectory shows an increase in due to large oscillations in . The extra poles that have been inserted as part of the ZMETC approximation in (41) have a high natural frequency near 6.6 kHz. They are increasingly excited as becomes more aggressive until they cause to initially exceed the settle boundary limits. While the closed-loop compensator could be tuned to limit the high frequency oscillation of a particular mode, this type of response is of general concern considering the application's high frequency unstructured uncertainty. Further, even after , the trajectory is close to exceeding the settle boundary. Disturbances and sensor noise on can lead to very inconsistent 's for a given .
To further illustrate the differences between the inversion algorithms considered here, including both exact and approximate methods, we plot the closed-loop input for the most aggressive in Fig. 16 . The presence of the extra poles in the ZMETC approximation cause extremely large high frequency excitation in . The exact inversion scheme with also has large high frequency excitation in . In contrast, ZPETC and the zero-order series use much lower amplitude inputs to the closed-loop without large high frequency components. Ultimately, the lack of high frequency excitation makes the ZPETC and zero-order series more appropriate for our application with high frequency uncertainty. Also evident in Fig. 16 is the postactuation required by the NMP inversion algorithms. Although the plot does not show the full postactuation period, all of the trajectories converge to 1 by 3.0 ms. Given that our HDD operating modes need to wait one full revolution of the magnetic media between seeks, and one revolution roughly lasts between 5 and 15 ms, this amount of postactuation is of no concern. Table I concludes the discussion of NMP inversion algorithms by summarizing the best settle performance, preactuation required, computational complexity, and implementation concerns of each algorithm discussed. The minimum achievable is also graphically depicted in Fig. 13 . Within the exact algorithms, transferring the state to the required is unrealistic because it requires too much preactuation. Leaving the initial conditions equal to zero produces good settle performance, but requires complicated computations to partition the systems as in (27) , and ultimately limits its usefulness in future adaptive applications on our HDD testbed. The ZMETC stable approximation method produces a better minimum settle time than the method, but does so with increased high frequency excitation. ZPETC and the zero-order series both have smooth closed-loop inputs without the high frequency excitation, but ZPETC requires too much preactuation delay and its settle performance suffers. The model matching technique for deriving has not been discussed, but a summary of the pertinent settle performance data is included in the table. This method produces inverse systems that achieve high performance settle times, but requires larger dimensional filters. Further, the synthesis procedure would be difficult to make adaptive on our limited computational hardware. The zero-order series stable approximation technique stands out as the method which provides the best settle performance in our simulation environment, while not requiring computationally difficult filter implementations or large high frequency energy in the input to the closed loop. Table I shows that multiple NMP inversion algorithms achieve 5 sample (0.340 ms) settle times in simulation. Particularly, the zero-order series algorithm accomplishes this with a comparatively smooth input to . In order to further evaluate the benefits of such an algorithm, we consider another settle performance benchmark for HDD single-track seeks. As an attempt to provide this benchmark, we apply an alternative, and arguably more natural, approach to settle performance through the use of optimal control algorithms. We review a simple method to generate minimum energy optimal trajectories in this section, and use this analysis to highlight certain settle performance limitations of this technique.
VI. OPTIMAL STATE TRANSFER COMPARISON
We begin the discussion of minimum energy inputs by defining the -step input-to-state map : [38 . We take the simplistic approach of requiring to be at steady-state after (i.e., no postactuation), which results in the following computation for the final state:
Here, is the steady-state input and is invertible because is Hurwitz. Given that the DC gain of is 1, is simply the desired HDD single-track set-point. When , we do not in general perfectly achieve this and resort to simulation analysis on our example system (21) to study this effect. Fig. 17(a) shows the settle performance over the fixed range. For all , achieves ideal settle performance, but there is a drastic increase in settle time for . The minimum achievable settle time is 0.476 ms, two samples slower than several inversion techniques including the zero-order series. The output trajectories in Fig. 17(b) , zoomed in on the settle region, provide an explanation for the increase in settle time. While the trajectory perfectly reaches and stays at , the trajectory has some residual error in the final state which excites the slow closed-loop dynamics. As we have previously seen, excitation of the closed-loop mode drastically increases settle time. The system order thus constrains the minimum achievable settle time using minimum energy optimal trajectories in this application. Further, while not viewable in Fig. 17(b) , the output trajectories before settle are extremely large, with overshoot 40 times the size of the set-point. We would expect these trajectories to be extremely sensitive to high frequency modeling errors. This minimum energy optimal state transfer analysis is overly restrictive relative to the inversion algorithms we have studied. We constrain the optimal trajectories to use no postactuation and require that they achieve the desired set-point exactly on the -sample. All of the inversion algorithms use postactuation, and some further take advantage of the settle boundary region by causing excursions in that do not increase . The authors of [8] , [22] , and [23] study the optimal state transfer problem for rest-to-rest motions in much more detail. They develop techniques to select different and states, along with corresponding preactuation and postactuation trajectories, which yield lower total input energy and smoother trajectories in general. Even in their more complex analysis of the optimal state transfer problem, the system order still constrains the minimum achievable settle time. We therefore view the inversion algorithms that achieve , or 5, sample settle times as being very high performance, on par with optimal techniques. They also have the extra benefits of being simpler computationally than the optimal state transfer algorithms, and are more amenable to future online adaptation on low-cost DSPs. 
VII. EXPERIMENTAL IMPLEMENTATION
Based on simulation analysis of modeled STW hardware, we have shown that the ZMETC and zero-order series stable approximate inversion techniques produce high performance 's. We now seek to validate that conclusion by implementing those algorithms on the STW experimental testbed, while also including ZPETC experimental results for comparison. Due to nonrepetitive noise and disturbances on the measured position signal, we average over 100 single track seeks for each . Fig. 18(a) shows the average as a function of for the three algorithms of interest. Similar to the simulation data, the effects of preactuation are evident for the slower 's, although the delay is greater than predicted by simulation for all three algorithms. For the most aggressive 's, all three algorithms see an increase in the average . The minimum achievable average settle time is 0.490 ms for ZMETC, 0.645 ms for ZPETC, and 0.573 ms for the zero-order series. Along with an increase in average for the more aggressive 's, Fig. 18(b) shows all three algorithms also have increased variability in by plotting the standard deviation over 100 seeks at each .
In all three cases, the experimentally determined minimum average is higher than the simulated minimum in Table I . We further investigate the cause of this behavior by plotting a sampling of the most aggressive output responses for each of the three algorithms in Fig. 19 . All three trajectories show increased undershoot and phase lag relative to the simulation results in Section V. This is indicative of lower frequency modeling errors in the identified model for , rather than excitation of high frequency resonance dynamics. The undershoot is present in all output responses, even for the less aggressive trajectories, and it is responsible for the increased relative to simulation for the slower 's. Conceivably, these lower frequency parametric errors in could be adaptively identified online to further improve the settle performance in Fig. 18(a) . The ZMETC algorithm does show more high frequency excitation, which is consistent with the simulation results. This also explains the increased variability in the ZMETC distribution in Fig. 18(b) for the most aggressive . The excursions in the response are so close to the upper settle boundary that each individual seek could have widely varying . It would be much more difficult to remove this behavior with online adaptive algorithms because is not well known at high frequencies. As a final experimental investigation, we increase the hardware loop gain by 15% and retest the zero-order series NMP algorithm. A 15% change in the loop gain is common within a population of HDDs due to actuator torque constant variability, among many other factors. It is also common on a single STW over time because the encoder sensor gain changes as a function of angular position. Fig. 20(a) compares the previous zero-order series experimental data with data taken on the gain-increased hardware. There is an obvious deterioration in settle performance when the model does not correctly match the hardware. Similar to the previous experimental results, the dominant closed-loop mode excitation is the cause of the increased , demonstrated in Fig. 20(b) . Without online adaptive algorithms to remove the effects of parametric uncertainty similar to this, we do not expect the use of dynamic inversion algorithms to yield improved settle performance across the population of HDDs.
VIII. CONCLUSION AND FUTURE WORK
Dynamic inversion, coupled with reference trajectory generation, is an effective and practical means to achieve high performance settle times. Unlike many NMP dynamic inversion tracking applications, which freely use noncausal preactuation to minimize the tracking error, the HDD single-track seek applications of interest cannot anticipate the start of a seek command. Therefore preactuation adds to the overall settle time and leads to interesting tradeoffs between the amount of preactuation delay, tracking accuracy, and the achievable settle performance. In this paper, we review the development of common dynamic inversion architectures and algorithms for tracking applications, and evaluate them within this settle performance framework.
Through algebraic comparisons, we study three different SISO feedforward inversion architectures: plant inverse (FFPI), closed-loop inverse (FFCLI), and modified plant inverse (FFMPI). In settle time applications, especially when the closed-loop compensator is necessarily low-bandwidth, we show FFCLI is a superior architecture. The FFPI architecture will excite the dominant closed-loop dynamics and can drastically lengthen settle time. We provide a simulation example of this effect on our identified STW system model, and provide a technique to modify the FFPI implementation, called FFMPI, to recover the FFCLI settle performance.
Using FFCLI, we then investigate numerous NMP inversion algorithms in settle time applications. The algorithms examined include both exact dynamic inversion with initial condition preloading and stable approximate NMP inversion. The exact inversion approaches have clear advantages in tracking applications, but require significant amounts of preactuation to setup initial conditions. This negatively affects , especially when the desired settle performance is on the same order as the required preactuation. We show that on our example system, it is surprisingly advantageous to use no preactuation and leave the closed-loop initial conditions zero. While this approach leaves unwanted forced response terms in the closed-loop output , their response is small and does not substantially increase .
In contrast to the computationally complex exact inversion techniques, we show that three stable approximate inversion algorithms are capable of achieving similar levels of settle performance, with much simpler implementations. Particularly, the settle performance of the zero-order Taylor series approximation exceeds the best performance of the exact inversion techniques, and does so without the high frequency excitation required by ZMETC, or the excessive preactuation required by ZPETC. In this case, the to dynamics are FIR, regardless of the location of the NMP zeros. While a zero-order series approximation would never be considered as a performance tracking solution, the low-order FIR dynamics between and make it an extremely desirable settle performance algorithm. In a simulation of our example system, the minimum achievable settle time using a zero-order series approximation is less than the order of the closed-loop model. Minimum energy optimal trajectory generation methods show that the system order is a limiting factor in settle performance, and confirm that this approximate inversion method is on par with optimal approaches, yet much simpler to implement.
The NMP inversion architecture and algorithm analysis does not include modeling uncertainty in an effort to provide a baseline performance analysis. In order to validate the conclusions of this study, we show experimental results that support the major trends seen in simulation. In general, all algorithms tested achieve slightly slower experimental than simulation due to low frequency modeling errors in the inverse system. Moreover, when applying the dynamic inversion algorithms to experimental hardware with a 15% increase in the loop gain, settle performance deteriorates, again due to lower frequency closed-loop mode excitation. A 15% error in the loop gain is one type of common parametric uncertainty in the plant population, and supports the need for adaptive solutions that can compensate for lower frequency parametric errors.
Future work will focus on adding online adaptation to these dynamic inverse algorithms using repetitive information. As confirmed by our experimental results, plant modeling errors, especially at lower frequencies, can cause a significant reduction in settle performance. We would like to recover the ideal simulation performance over the population of plant dynamics through an adaptive inverse system focused on lower and middle frequency parametric uncertainty. Unfortunately, the dynamic inverse will always be a reduced-order approximation to the true closed-loop dynamics because of high frequency unmodeled modes. When aggressive trajectories begin to excite these unmodeled modes, it may be possible to use the repetitive information to adaptively shape using more complex parameterizations and improve settle performance further.
