Abstract. We developed a learning pseudo Bayes discriminant method, that dynamically adapts a pseudo Bayes discriminant function to a font and image degradation condition present in a text. In this method, the characteristics of character pattern deformations are expressed as a statistic of a difference distribution, and information represented by the difference distribution is integrated into the pseudo Bayes discriminant function. The formulation of integrating the difference distribution into the pseudo Bayes discriminant function results in that a covariance matrix of each category is adjusted based on the difference distribution. We evaluated the proposed method on multi-font texts and degraded texts such as compressed color images and faxed copies. We found that the recognition accuracy of our method for the evaluated texts was much higher than that of conventional methods.
Introduction
It is often difficult to recognize characters in deformed fonts compared with Mincho and Gothic, which are the most popular fonts for Japanese characters, and in texts degraded significantly depending on the input/output conditions. There have been a number of attempts to solve these problems. Nagy and Xu, for example, proposed a method in which character prototypes are extracted directly from a given text and recognition is performed based on template matching by using the prototypes [2] . Moreover, Ho proposed an adaptive text recognition method that does not depend on ground truth; it is used to first recognize the most frequently occurring words, and then obtain character prototypes from these words [3] . In these methods, the classifier can be "trained" only for the font and degradation condition of a given text, so that it could more accurately recognize the text. However, it is difficult to use these methods for Japanese OCR, because there are more than 3000 categories in Japanese. Thus, to solve the above problems with Japanese OCR, a discriminant function needs to be adapted dynamically to a given font and degradation condition. Omachi proposed methods that detect blurred regions in a character image, and modify a discriminant function based on the detected regions [4] [5] . In these methods, eigenvalues and eigenvectors of the covariance matrix of each category are transformed into new values and vectors based on the blurred regions. Blurred regions are detected by repeatedly "eroding" the character image. The detected blurred regions determine the vector operation in the feature vector space, which is performed for eigenvalues and eigenvectors of each category. However, this method is limited to blurred text images and cannot be used with font variations and the other image degradations. In this paper, we propose a method, that dynamically adapts pseudo Bayes discriminant function to any font and any image degradation condition. In this method, the characteristics of character pattern deformations due to font variations and image degradation are expressed as a statistic of a difference distribution, and information represented by the difference distribution is integrated into the pseudo Bayes discriminant function. The difference distribution represents autocorrelation of character pattern deformations, and the formulation of integration results in adjusting a covariance matrix of each category based on the difference distribution.
The difference distribution is defined and its integration into the pseudo Bayes discriminant function is formulated in Chapter 2. Chapter 2 also presents our experimental results of character recognition, which demonstrate the effectiveness of our method. In Chapter 3, we describe how this method can be used for text recognition and explain how the process of calculation can be made efficient. We also present our experimental results of text recognition, which demonstrate the effectiveness of the method.
Learning Pseudo Bayes Discriminant Method

Difference Distribution
The shapes of different character patterns in one font have common properties. For example, their strokes may be thin/thick or rounded/angular, and so on. The shapes of character patterns input/output by using the same process also have common properties. For example, their strokes in a particular direction may be blurred, and so on. These properties are reflected in the statistic of the difference distribution generated by difference vectors of the character patterns. A difference vector can be defined as follows. Let a feature vector of a character pattern of category C be x and the average vector of category C be S approximates the matrix generated by averaging the covariance matrices of all categories. This matrix may be used for preclassification by multiple discriminant analysis (canonical discriminant method) [1] .
Formulation of Integration
The pseudo Bayes discriminant function (a modified quadric discriminant function) can be used to accurately recognize greatly deformed character patterns such as handwritten ones [7] [8]. Integrating information represented by the difference distribution into the pseudo Bayes discriminant function will result in more accurate recognition of characters in deformed fonts or in degraded texts. We formulate the integration as follows. First, we integrate the difference distribution into a quadric discriminant function. Let character pattern set 0 P be given and the category of each pattern of
Let the difference distribution of P be P D . Then we define a new discriminant function for each category as follows. A new discriminant function of a specific category C for a feature vector x of an unknown pattern is an expected value of the quadric discriminant function of C obtained using difference distribution P D as a probability density function. The discriminant function defined above is calculated by using the following equation This means that we can adjust the covariance matrix of a category by using the difference distribution. If the unknown pattern has the same deformation characteristics as those of the pattern set with the difference distribution, the recognition accuracy for the unknown pattern can be improved. This is illustrated in Fig.1 . Recall that the formula for replacing c with c + is in common with the RDA method, which reduces the estimation error of eigenvalues of a covariance matrix generated by small samples [6] . Next, we shift c Φ to a pseudo Bayes discriminant function. The pseudo Bayes discriminant function is obtained by equalizing small eigenvalues in the quadric discriminant function [7] . The computational and memory costs can be reduced by the approximation. Kimura approximated an optimal discriminant function where unknown parameters of a covariance matrix are estimated by using Bayes approach [8] . Here, in the same way as in the shift from a quadric discriminant function to a pseudo Bayes discriminant function [7] , the following new discriminant function is defined by 
Experimental Results
We used a chain code direction feature. A character image is divided into some subwindows in the three different directions: horizontally, vertically and diagonally. The total number of sub-windows is 72. So, the dimension of the feature vector is 288. We evaluated the proposed method on about 50 thousand kanji characters in 17 fonts including Mincho, Gothic, Square, Gona, and Nar. For each font, 600 character patterns corresponding to 1/5 of all was supposed to be known, and a difference distribution was generated from the 600 character patterns. We applied the proposed discriminant function to the remaining unknown 2400 character patterns corresponding to 4/5 of all. The recognition accuracy of the proposed method for a total of 40 thousand character patterns was 97.3%, which was 6.8% better than that of the city block distance function and 1.1% better than that of the pseudo Bayes discriminant function. 
Application for Text Recognition
Process Outline
We use the learning pseudo Bayes discriminant method for text recognition by dynamically calculating the difference distribution of the input text. First, the conventional recognition process is performed for a text. Then, the characters whose recognition probabilities are high are estimated to be correct, and the difference distribution is calculated from these characters. Next, eigenvalues and eigenvectors are adjusted by using the estimated difference distribution, which is the same as replacing c with c + . After that, a second recognition process is performed for the text by using the pseudo Bayes discriminant function with the adjusted eigenvalues and eigenvectors. The estimated difference distribution reflects the information about the font used in the text and the image condition of the text. Thus our method can adaptively recognize characters based on the character pattern deformations in a given text. The recognition process is as follows. Here, we use a conventional pseudo Bayes discriminant function in the first recognition process. We use recognition probability to estimate correctly recognized characters, which is explained in Section 3.2. We use a high-speed approximation method using only principal eigenvalues and eigenvectors to adjust the eigenvalues and eigenvectors of each category, which is explained in Section 3.3.
Recognition Probability
We use recognition probability proposed in [9] . A recognition probability is obtained as follows. Let the discriminant function value of a character pattern for an i-th 
The calculation is shown in detail in Appendix B. This approximation enables the calculation of eigenvalues and eigenvectors of an n-dim square matrix to be replaced with the calculation of eigenvalues and eigenvectors of, at most, an s+t-dim square matrix.
Experimental Results
1) Multi-font Texts
We evaluated the proposed method on texts drawn by using three fonts, namely, FCsquare, DF-pop, and FC-handwritten, in which characters are often seriously deformed compared with those in the most popular fonts. We prepared 20 texts. They were texts from newspapers, magazines, business documents, and papers. The total number of characters was 22600. The 20 3 × texts were drawn using three fonts. The result was as follows.
2) Degraded Texts
Compressed color images are usually degraded and many share the same characteristics. Thus we evaluated the proposed method on compressed color texts. Twenty-two color images of texts from magazines were prepared in the BMP format, and they were compressed by 75% into the JPEG format. Then, they were transformed into binary images through binarization. We used the proposed method for the binary images. The total number of characters was about 13000. We also evaluated the proposed method on degraded faxed copies. Twenty texts from newspapers, magazines, and papers were prepared, and sent by fax and the faxed copies were then scanned. The total number of characters was about 22000. The result was as follows. 
Conclusion
We developed a learning pseudo Bayes discriminant method, in which a pseudo Bayes discriminant function is dynamically adapted to the font and degradation condition present in a given text. In this paper, we first defined the difference distribution of a character pattern set, which represents the characteristics of character pattern deformations of the set, and then formulated the integration of the difference distribution into the pseudo Bayes discriminant function. This formulation results in that a covariance matrix of each category is adjusted based on the difference distribution. Next we used this method for text recognition. First, a recognition process is performed for an input text, and correct characters are estimated based on the recognition probability. A difference distribution is generated from the estimated correct characters. Then, the eigenvalues and eigenvectors of each category are dynamically adjusted by the estimated difference distribution, and the recognition process by using pseudo Bayes discriminant function is performed for the text once again. We evaluated the proposed method for multi-font texts and degraded texts such as compressed color images and faxed copies. The recognition accuracy of our method was much higher than that of conventional methods. Function q( ) 
