The Pearson product-moment correlation coefficient is being used to evaluate the similarity of the high-performance liquid chromatographic fingerprints of traditional Chinese medicine (TCM) in China. It is confirmed that a large range of peak areas produced the wrong results. A new algorithm concerning weighted Pearson product-moment correlation coefficient is proposed in this article. The results for both real cases and simulated data sets show that the weighted Pearson product-moment correlation coefficients allow relatively larger differences for large values, smaller differences for small values, and more reliable results than the unweighted Pearson product-moment correlation coefficients. Weight selection depends on the specific scientific problem.
Introduction
Traditional Chinese medicine (TCM) has been used in China for thousands of years, and its curative effect has been cert i f i e d . But quality control is one of the most difficult problems. A fingerprinting technique is prescribed to control the quality of the injections of TCM. The content of TCM components can be reflected by the peaks areas of the chromatographic fingerprint. The stable area of the peaks is a pre requisite to stable quality of TCM. The similarity measures can reflect the diff e rences of the peak areas of two chromatographic fingerprints.
The Pearson product-moment correlation coefficient is one of the association measures (1) . It was introduced by Karl Pearson (2) and has been used to evaluate the similarity of spectrum, electrophoresis, and other kinds of data sets (3) (4) (5) (6) .
The Pearson product-moment correlation coefficient r for variables x and y is described as follows (7):
Eq. 1 where x -and y -are the averages of the x and y measurements and donates summation over all n observations. This correlation coefficient is widely applied to evaluate the similarity of the chromatographic fingerprints of TCM (8, 9) in China. Some studies have found those that are not sensitive to proportional or additive changes as a similarity measure (10) . If the range of the data is wide, the Pearson product-moment c o rrelation coefficient often seems close to 1 (10, 13) . Both n o rmalizing transformation and logarithmic transformation of data sets have been used before calculating the Pearson p roduct-moment correlation coefficient (12, 13) . In this art i c l e , a new algorithm named the weighted Pearson pro d u c tmoment correlation coefficient is proposed. It can allow relatively larger diff e rences for large values and smaller diff e rences for small values. The results show it is able to deal with some cases meeting the mentioned problems. And more reliable results than the unweighted Pearson product-moment correlation coefficients were obtained for both real cases and simulated data sets.
Theory
The Pearson product-moment correlation coefficient r can be deduced from the slope b and intercept a of the simple regression line of y on x (14) . For the simple regression line y = a + bx:
Eq. 2
Among which
Eq. 3 and Eq. 4
Eq. 5
We introduced the weighted Pearson product-moment correlation coefficient r from the slope b and intercept a of the weighted regression line of y on x where: Eq. 6 and:
Eq. 7
Therefore, the weighted Pearson product-moment correlation coefficient r w can be calculated according to the formula: Eq. 8
Among which:
Eq. 9
For the weighted re g ression line, the usual weights are as w i = k/x i or w = k/x i 2 . Because there are no dependent variables or independent variables in the comparison of similarity, we combined 1/x and 1/y together as a weighting factor:
Eq. 10 as well as 1/x 2 and 1/y 2 as another weighting factor: Eq. 11
Experimental
The Yinzhihuang injection is composed of baicalin and the extractions of Cardenia jasminoides Ellis, Artemisia Capillris Thunb, and Lonicera japonica. This is used in China as a cure for hepatitis. A reversed-phase high-performance liquid chromatographic (HPLC) method was developed to analyze Yi n z h ihuang injections. A Shimadzu LC-10AT HPLC was used (Kyoto, Japan). A Shimadzu SPD-10A UV detector was set at a wavelength of 230 nm. A mobile phase of methanol-sodium d i h y d rogen phosphate (0.1 mol/L, pH 2.5)-tetrahydro f u r a n (40:80:16) was delivered at a flow rate of 1 mL/min. Twenty m i c roliters of solution was analyzed on the C 18 column (20 cm × 4.6 mm, 5 µm) (Dalian Elite Scientific Instruments Co., Dalian, China). The analysis was carried out at 30°C.
Yinzhihuang injections were manufactured by Jiangsu Wu j i n P h a rmaceutical Factory (Jiangsu, China). The re f e re n c e materials (baicalin, gardenoside, and chlorogenic acid) were p u rchased from the National Institute for the Control of Pharmaceutical and Biological Products (Beijing, China). 
Sample preparation
One milliliter of the Yinzhihuang injection was diluted to 50 mL with methanol and filtered through a 0.45-µm membrane prior to analysis. The data sets were calculated by Matlab 5.3 (the MathWorks, Inc., Natick, MA).
Results and Discussion
The HPLC signals were collected until all of the components were eluted from the column. After comparing chromatograms of the 10 samples of Yinzhihuang injections, 17 common peaks were found (the 17 common peaks are marked in Figure 1 ). Peak 15 is used as the internal standard. The other areas are the relative areas. The relative areas of the 17 common peaks of the 10 samples of the Yinzhihuang injection are shown in Table I .
The similarity of the 10 samples can be evaluated with the Pearson product-moment correlation coefficient. After calculating all the Pearson product-moment correlation coeff icients between any two of the 10 samples, it was observed that all were located between 0.9999 and 1.0000, which means the 10 samples had great similarity. But an examination of the data in Table I reveals that this was not the case. They did have some clear diff e rences. As the larger of the relative stand a rd deviations (%), the diff e rence should have been gre a t e r. The results show that the Pearson product-moment corre l ation coefficient was not sensitive to the signal diff e rences of the samples.
Deficiencies of the Pearson product-moment correlation coefficient
In order to study the deficiencies of the Pearson productmoment correlation coefficient, we designed and tested some simple but persuasive examples.
Example 1
To two variables, x (1, 2, 3,…100) and y (1, 2, 3,…100), we made some changes in the first (y 1 ) and last number (y 1 0 0 ) of y, respectively (y 1 was changed from 1 to 7 and y 1 0 0 w a s changed from 100 to 106). The Pearson pro d u c tmoment correlation coefficients between x and y w e re then calculated (Table II) .
F rom Table II , we can see that the Pearson pro d u c tmoment correlation coefficients turned out little diff e re n c e when y 1 and y 1 0 0 changed with the same absolute quantities. The similarity was not identical when the same absolute diff e re n c e s o c c u red on the small or the large values. However, the Pearson p roduct-moment correlation coefficient cannot reflect the diff e rent relative changes caused by the same absolute changes.
Example 2
The Pearson product-moment correlation coeff i c i e n t s between any two of the 10 Yinzhihuang injections were between 0.9999 and 1.0000. Here we have the peak no. 10 of all of the 10 samples reduced to its 1%. That means the relative d i ff e rences of the samples did not change, but the absolute diff e rences decreased gre a t l y. The Pearson product-moment correlation coefficients were then calculated. The results are shown in the Table III. These results show that all of the Pearson pro d u c t -m o m e n t c o rrelation coefficients between any two of the 10 samples d e c reased, to some extent. Does this mean the similarities d e c reased after the change? This was certainly not the case. It was concluded that the Pearson product-moment corre l a t i o n c o e fficient was affected by the signal range of the samples (7, 11) .
The weighted Pearson product-moment correlation coefficient
Now we used the weighted Pearson product-moment correlation coefficient to evaluate the similarity of the 17 common peaks of the 10 samples of the Yinzhihuang injection. The results are given in the Table IV .
From these results we can see that the weighted Pearson product-moment correlation coefficient decreased and perf o rmed well. The sensitivity of the weighted correlation coefficient was g reater than original correlation coeff icient. The differences of the 10 samples can be clearly shown out.
In example 1, the Pearson pro d u c tmoment correlation coefficient cannot reflect the relative differences caused by the same absolute diff e rences. Now we used the weighted Pearson pro d u c tmoment correlation coefficient to evaluate the similarity. The results are shown in Table V .
From these results we can see that the weighted Pearson product-moment correlation coefficient can reflect the different relative differences caused by the same absolute diff e rences. When the absolute differences were equal the similarity decreases with the increase of the relative differences. Comparison between the weighted Pearson product-moment correlation coefficient and using normalizing transformation and logarithmic transformation A possible way to solve such a problem is to perform a pretreatment for the original data sets. Both normalizing transformation and logarithmic transformation have been applied before calculating the Pearson product-moment correlation c o e fficient (12, 13) . After transformation, the Pearson product-moment correlation coefficient was calculated.
In case of the normalizing transformation, the Pearson product-moment correlation coefficients between any two of the 10 Yinzhihuang injections were still between 0.9999 and 1.0000.
The Pearson product-moment correlation coefficients after logarithmic transformation have also been calculated for example 1. The results are shown in Table VI . After norm a l i z i n g the transformation and logarithmic transformation, the range of the data decreases gre a t l y. But the Pearson pro d u c t -m o m e n t c o rrelation coefficients nearly did not change after norm a l i z ation. The Pearson product-moment correlation coefficient r i s computed as follows after normalization:
Eq. 12 F rom this equation, the normalization factor in the numerator and the denominator appears to cancel each other, and the final form is simply the standard equation for r. The purpose of normalization is to identify and remove systematic variation. But it cannot improve the sensitivity of the Pearson productmoment correlation coefficient.
After logarithmic transformation, the Pearson pro d u c tmoment correlation coefficients changed a lot because of the changes of the diff e rences (Figure 2 ). In this case, the point of tangency of y = ln(x) and y = x -1 is (1,0). The slope of the tangent of y = ln(x) was less than 1 when x > 1, and the slope of the tangent of y = ln(x) was larger than 1 when x < 1. The slope of the tangent showed the speed of the changes of y against x. That is to say the absolute diff e rences decreased after the log(e) -transformation when x > 1 and that the absolute differences i n c reased after the log(e) -transformation when x < 1. The re lative differences of the small values changed much more than the large values. By comparing the Pearson product-moment corre l a t i o n c o e fficients after logarithmic transformation with weighted c o e fficients, we can see that the similarity all decreased, to some extent. But they were certainly not the same thing. As for the logarithmic transformation, the differences of the large values were decreased, and those of the small values were relatively increased. It confirmed that the characters of the data had changed. The results after logarithmic transformation are shown in Table VII . For the weighted Pearson product-moment correlation coefficient, the characters of the data did not change at all. Its i m p roved sensitivity can be explained from the weighted regression line. For the simple regression line, there are no l a rge derivations from the line for all of the values. But for the weighted re g ression line, large values can have relatively larg e r derivation, and small values can have relatively smaller derivation. The same absolute difference on the small values or on the large values has almost the same effect on the Pearson product-moment correlation coefficient. Using the weighted Pearson product-moment correlation coefficient, the similarity will decrease when the same absolute difference on the small values than on the large values.
Conclusion
F rom the preceeding, the conclusion can be made that weighted Pearson product-moment correlation coefficient is necessary when the range of the peak areas is large. The characters of the data do not change. It allows relatively larg e r differences for large values and smaller differences for small values. The results are more reliable than the Pearson p roduct-moment correlation coefficients. The selection of the weight depends on the specific scientific cases.
