We introduce quantum Markov states (QMS) in a general tree graph G = (V, E), extending the Cayley tree's case. We investigate the Markov property w.r.t. the finer structure of the considered tree. The main result of this paper concerns the diagonalizability of a locally faithful QMS ϕ on a UHF-algebra A V over the considered tree by means of a suitable conditional expectation into a maximal abelian subalgebra. Namely, we prove the existence of a Umegaki conditional expectation E :
Introduction
The study of magnetic systems with competing interactions in ordering is a fascinating problem of condensed matter physics [22] . One of the most canonical examples of such systems is frustrated Ising model which demonstrate a plethora of critical properties [14, 24] . Competing interactions (frustrations) can result in new phases, change the Ising universality class, or even destroy the order all together. Another interesting aspect of the criticality in the frustrated Ising models is an appearance of quantum critical points at spacial frustration points of model's high degeneracy, and related quantum phase transitions [14] . The Ising models with frustrations can be thought as perturbation of the classical Ising model. Recent studies show that to investigate whole quantum system it is used "Matrix Product States" and more generally to "Tensor Network States" [15, 30] . This approach uses the density matrix renormalization group (DMRG) algorithm which opened a new way of performing the renormalization procedure in 1D systems and gave extraordinary precise results. In this DMPG algorithm the renormalization procedure takes explicitly into account the whole system at each step. This is done by keeping the states of subsystems which are relevant to describe the whole wave-function, and not those that minimize the energy on that subsystem. This kind of approach already has been considered in the literature as Quantum Markov chains(QMC) [1] which extends the classical Markov chains into quantum level. Nowadays, the quantum Markov chains have certain applications in solid-state physics, quantum information theory and quantum statistical mechanics. The reader is referred to [7, 17, 18, 21] for recent development of the theory and its applications On the other hand, in [25, 26] we have investigated a quantum Markov chains associated to a particular class of the Ising models with competing (commuting) interactions on the Cayley trees. Recently, in [29] we have established that the above considered QMCs define a special class called Quantum Markov States (QMS). Furthermore, description of QMS has been carried out. It is worth to mention that introduced QMS were considered over the Cayley trees, and investigated the Markov property not only w.r.t. levels of the considered tree but also w.r.t. to the interaction domain at each site, which is its finer structure, and through a family of suitable quasi-conditional expectations so-called localized [3] . Furthermore, in [27, 28] we have considered QMC corresponding to XY -models with competing Ising interactions. It turns out that such kind of states do not describe QMS. These are one of the first steps towards to construction of a satisfactory theory of quantum analog of random fields which is still one of the most interesting open problem in quantum probability theory 1 .
In the present paper, we are going to further study the structure of QMS over arbitrary trees, and hence extend main result of [19, 20] which concerns diagonalizability of non-homogeneous QMS to general tree graphs. Namely, we show that for every QMS ϕ on the quasi-local algebra A there exists a suitable maximal abelian subalgebra D and a classical Markov measure µ on the spectrum spec(D) and a suitable conditional expectation E : A → D such that ϕ = ϕ µ • E, the state ϕ µ being the restriction of ϕ on the diagonal algebra D. Moreover, the Markov property was expressed w.r.t. the finer structure of the considered tree. This result will allow us to find entropy of QMS in general setting, and may further open new insight in the theory of quantum Markov fields. Moreover, the result of the paper could be applied to the investigation of quantum systems governed by QMS over complex networks [16] .
Let us briefly outline an organization of the this paper. Section 2 is devoted to preliminary notions and fact about trees and algebras of observables. Furthermore, in section 3, we give the definitions of quantum Markov chains and states over trees through an appropriate Markov property. Then in section 4, we investigate the Markov property associated to a given quantum Markov state on the infinite tensor product of full matrix algebras. Namely, we determine a factorisation of the associated potentials, based on the finer structure of the considered tree. In section 5, we prove the diagonalizability theorem of quantum Markov states, and in the final section 6, the markovianity of the associated measure µ on the spectrum is established.
Preliminaries

Trees
Let us consider an infinite connected graph G = (V, E), here V stands for the set of vertices and E is the set of edges. Two vertices x and y are called nearest neighbors and they are denoted by l =< x, y > if there exists an edge connecting them. In what follows, any connected graph G is not containing no cycles, is called tree. Roughly speaking, from every vertex x ∈ V issues a finite number of edges. If this number is constant, say equal to k ≥ 1, for every vertex, then the tree is called Cayley tree of order k. Any collection of pairs < x, x 1 >, . . . , < x d−1 , y > in G is called a path from the point x to the point y. The distance d(x, y), x, y ∈ V , on the tree, is the length of the shortest path from x to y.
Fix a root x 0 ∈ V , and denote
Notice that the set Λ n is finite. Due to tree structure, each element x ∈ Λ n can be joined to x 0 through a unique path from x 0 to x.
To each vertex x ∈ Λ n , we associate the set of its direct successors as follows
The set − → S (x) is finite, and it is eventually empty for some vertices of Λ n but not for all of them. Moreover, the sets − → S (x), x ∈ Λ n form a partition of Λ n+1 i.e.
where denotes a disjoint union.
We recall that if one reduces the study to the homogenous case i.e. k n = k for a unique integer k, the graph G reduces to the semi-infinite Cayley tree Γ k + of order k studied in [25, 26] .
In what follow, a coordinate structure will be set up w.r.t. levels (Λ n ) n as follows:
Having defined a coordinate structure on Λ n , let us denote
Now for each ∈ − → Λ n , we consider a (random) enumeration on its set of direct successors as follows
Taking into account (2), one gets coordinate structure on the level Λ n+1 based on the enumeration on Λ n . In this way, an enumeration on the full vertex set L is defined.
Inclusions of C * -algebras
In this section, we recall some well-known facts about inclusions of finite dimensional C * -algebras.
In what follows A stands for a finite dimensional C * -algebra, and assume B is a subalgebra of A. A projection p in A is said to be minimal if for each projection q ∈ A q < p ⇒ q = 0
Consider finite sets {p i } i of all minimal central projections, respectively of A and B such that
Notice that p i Ap i = p i A and q j Bq j = q j B. Therefore, we denote
for an other finite dimensional factorB ij . Let us consider the canonical traces Tr A , Tr B , on A and B, respectively, which take unit values on minimal projections. Taking into account the identifications (4) and (5), one finds
From the above considerations, the equality 
Recall that a Umegaki conditional expectation E : A → B is a norm-one projection of the C * -algebra A onto a C * -subalgebra B (with the same identity 1 I). The map E is automatically a completely positive, identity-preserving B-module map [32] . If A is a matrix algebra, then the structure of a conditional expectation is well-known [2] .
Let is recall some facts. Assume that A is a full matrix algebra, and consider the (finite) set of {P i } of minimal central projections of the range B of E, we have
Then E is uniquely determined by its values on the reduced algebras
For the general theory of operator algebras we refer to [13, 32] .
Quantum Markov chains and states on trees
By A V we denote the inductive limit of C * -algebras, that is,
Since the C * -algebra A V is isomorphic to the algebra x∈L A x , the algebra A x can be viewed as subalgebra of the algebra A V trough the following embedding
More generally, for every Λ ⊂ f in L we define
To simplify the notations, in the following we will often identify each A Λ to the subalgebra j Λ (A Λ ) of A V , through the identification
In this notations we set the following local subalgebra defined by
which generates the algebra A L . Let {B Λ } Λ⊆L be given a net of local algebras such that
Let D Λ be a maximal abelian subalgebra of B Λ . Then the C * -inductive limit
is an abelian C * -subalgebra of A V and it is called diagonal algebra. The reader is referred to [13] for a detailed study of the subject. Let us consider a triplet C ⊂ B ⊂ A of unital C * -algebras. Recall [2] that a quasiconditional expectation with respect to the given triplet is a completely positive (CP), identity-preserving linear map E : A → B such that
Definition 3.1. [5, 11] Let ϕ be a state on A V . Then ϕ is called a quantum Markov chain, associated to {Λ n }, if for each n ∈ N there exist a quasi-conditional expectation
in the weak-* topology. 
One can check that the above Markov property (13) can be formulated using a sequence of global quasi-conditional expectations, or equally well by sequences of local or global conditional expectations. By taking e n := E Λ n] ⌈ A Λ [n,n+1] , it will be enough to consider the ergodic averages
which give rise to a sequence of two-step conditional expectations, called transition expectations in the sequel.
For j > 0, we define the conditional expectation E j from A Λ j+1 into A Λ j by:
Using the argument of [3] one can prove the following result. 
for every n ∈ N, and a = a Λ 0 ⊗ · · · a Λn ⊗ a Λ n+1] any linear generator of A Λ n+1 , with a Λ j ∈ A Λ j for j = 1 · · · n + 1.
The proof uses the same argument used in [29] where a similar result has been established in the case of the Cayley trees.
Factorization of potentials associated to QMS on trees
In sequel, we take A x = M dx (C) where d x ∈ N for all x ∈ L. Let ϕ be a Markov state on A together with its sequence E Λ n] of quasi-conditional expectations w.r.t. the triplet A Λ n−1] ⊂ A Λ n] ⊂ A Λ n−1] . Taking into account Proposition 3.3, without loss of generality, one assumes that E Λ n] is a (Umegaki) conditional expectation rather than quasi-conditional expectation.
Define
In the sequel, we always assume that the map E Λ [n,n+1] is assumed to satisfy the following localization property
We notice that this property (16) plays a key role for the integral decomposition of QMS since takes into account finer structure of conditional expectations and filtration.
Denote
In the special case when − → S (x) = ∅, one can choose A − → S (x) ≡ C1 I and E x ≡ id Ax .
From (16) , the map E x defines a Umegaki conditional expectation from A {x}∪ − → S (x) into A x . Moreover, one gets
and then the range R(E Λ [n,n+1] ) of E Λ [n,n+1] has the following decomposition
In the following, we are going to find an equivalent formulation of the compatibility condition (13) for quantum Markov state through the local conditional expectations
Let 
Proposition 4.1. For the same notations as above, the following assertions holds true:
The reduced algebra P ωx A x P ωx can be written as tensor product of two finite factors N ωx andN ωx as follows
Let Λ ⊂ V be a finite subset, the spectrum of the algebra R Λ := x∈Λ R(E x ) is given by
Then its elements are of the form Λ Λ = (ω x ) x∈Λ and their associated minimal central projections of R Λ are of the form
In particular, the algebra N Λ n] can be written as follows
Let us denote
Consider the family of potentials h A Λ Λ⊂ f in V associated to the state ϕ Λ := ϕ A Λ through the formula:
, with x ∈ V , then the potential h {x}∪ − → S (x) has the following form 1) ,ω (x,2) ,··· ,ω (x,kx) ) ⊗ ĥ (x,1) ω (x,1) ⊗ĥ (x,2) ω (x,2) · · · ⊗ĥ (x,kx)
ω (x,j) respectively. Therefore, the potential h Λ n] has the following decomposition
where the operators h x 0 ωx 0 , h x (ωx,ω (x,1) ,ω (x,2) ,··· ,ω (x,kx) ) andĥ y ωy are localized in the factors
ω (x,kx) andN y ωy respectively.
Put 1) ,ω (x,2) ,··· ,ω (x,kx) ) ⊗ 1 I P x ω where P x ω := P x ωx ⊗ P (x,1) ω (x,1) · · · ⊗ P (x,kx) ω (x,kx) . The self-adjoint operators H x localized in A x and H {x}∪ − → S (x) localized in A {x}∪ − → S (x) satisfy the following commutation relations
[
and
for each n ∈ N.
Diagonalizability of Markov states on trees
In this section, we prove the main result of this paper which is given in the following theorem. 
Proof. Given x ∈ Λ n , by R x we denote the range of the conditional expectation E x . Let
Consider the algebra N Λ n] defined by (21) . Given
we denote a maximal abelian sub-C * -algebra ofN {ωx} ⊗ N ω (x,1) · · · ⊗ N ω (x,kx) containing h x (ωx,ω (x,1) ,ω (x,2) ,··· ,ω (x,kx) ) . Similarly, D ωx 0 denotes a maximal abelian sub-C * -algebra of N ωx 0 . Let us define
Since the sequence {D Λ n] } n∈N is increasing and maximal abelian in N Λ n] then the limit
is a diagonal algebra of N . By h N Λ n] we denote a potential associated to the restriction ϕ⌈N Λ n] . Namely,
Then the potential h N Λ n] has the following decomposition
where Let E Λn] : N Λn → D Λn be the canonical conditional expectation from N Λ n] into its maximal abelian subalgebra D Λ n] . Since E Λ n] is trace-preserving then
One the other hand, one has the following compatibility conditions
This leads to the introduction of the following conditional expectation
where E Λ n] is given by (19) . Using (33), it follows that
Therefore, the limit
exists in the strongly finite sense, and E is a Umegaki conditional expectation of A onto D.
Let µ be the probability measure on spec(D) associated to ϕ D =: ϕ µ .
The assertion (ii) of Proposition 4.1 together with (32) implies
Therefore, a standard continuity argument yields to ϕ µ • E = ϕ µ . The markovianity of the measure µ will be proved in the next section.
A classical Markov chain on the spectrum of the diagonal algebra
This section is devoted to the proof of the last part of Theorem 5.1 which concerns the Markov nature of the classical probability measure µ canonically associated with the restriction ϕ µ := ϕ⌈ D of the QMS ϕ considered in Section 5. The diagonal sub-C * -algebra D of A is isomorphic to the algebra of all bounded complex valued functions C(K), where K is a compact Hausdorff space of all maximal ideals of D.
Taking into account (29) , the spectrum spec(D Λ n] ) is given by the following disjoint union
For a given event A ∈ spec(D Λn ) the past is spec(D Λ n−1] ) and the future is spec(D [n+1 ). Then the Markov property [31] reads
whereω Λ j ∈ Ω j , j = 1, · · · , n satisfying P(ω Λn ,ω Λ n−1 , . . . ,ω Λ 0 ) > 0. One has
where T .
On the other hand one has P(ω Λ 0 , · · · ,ω Λn ) = ϕ P . P(ω Λ 0 , · · · ,ω Λn , ω Λ n+1 ) = ϕ P = P(ω Λ 0 , · · · ,ω Λn , ω Λ n+1 ) P(ω Λ 0 , · · · ,ω Λn ) .
This leads to (36). This completes the proof.
