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The competition among superconductivity, stripe-type magnetic order, and a new type of C4
symmetric magnetic order in Ba1−xKxFe2As2 is theoretically studied, focusing on its impact on the
global phase diagram. By carrying out a renormalization group analysis of an effective field theory,
we obtain the energy-scale dependent flows of all the model parameters, and then apply the results
to understand the observed phase diagram. On the basis of the renormalization group analysis, we
show that the critical line of nematic order has a negative slope in the superconducting dome and
superconductivity is suppressed near the magnetic quantum critical point, which are both consistent
with recent experiments. Moreover, we find that, although the observed C4 symmetric magnetic
state could be a charge-spin density wave or a spin-vortex crystal at high temperatures, charge-spin
density wave is the only stable C4 magnetic state in the low-temperature regime. Therefore, ordering
competition provides a method to distinguish these two candidate C4 magnetic states.
PACS numbers: 74.70.Xa, 74.25.Dw, 74.40.Kb, 74.62.-c
I. INTRODUCTION
A universal property shared by most known iron-based
superconductors (FeSCs) is the bulk coexistence of two
or even more distinct long-range orders [1–12], such as
superconductivity, stripe-type spin-density-wave (SDW)
order, nematic order, and other possible orders. The
competition and coexistence of these orders leads to a
very complicated global phase diagram [1–12]. Acquiring
a detailed knowledge of the phase diagram is an impor-
tant step towards a better understanding of FeSCs.
Among the long-range orders competing with super-
conductivity, a particular role is played by the nematic
order, induced by an electronic state that spontaneously
breaks the C4 (tetragonal) symmetry of the system down
to a C2 (orthogonal) symmetry. Extensive experiments
have confirmed that nematic order exists in almost all
FeSCs [2–5, 13–17]. In most cases, the nematic order
sets in at a temperature Tn slightly higher than the crit-
ical temperature of magnetic order Tm [4, 6, 10, 18, 19].
Usually, the magnetic order is generated by a stripe-type
SDW, and possesses two characteristic vectors QX =
(π, 0) and QY = (0, π) in the Brillouin zone of the iron
square lattice, which relate to the spin operator S(r) in
the form S(r) =MX,Y e
iQX,Y ·r [12, 20]. This stripe SDW
breaks the discrete lattice rotational symmetry by select-
ing out only one of the two characteristic vectorsQX and
QY , preserving the C2 symmetry [6, 8, 10, 12]. Because
the nematic order and SDW order coexist over a large
part of the global phase diagram, it is widely believed
[3–6, 8–12] that the nematic order is actually induced by
the fluctuation of magnetic order.
It was unexpected that experiments had found a new
type of C4 symmetric magnetic order that preserves the
tetragonal symmetry in a number of hole-doped FeSCs,
including Ba(Fe1−xMnx)2As2 [21], Ba1−xNaxFe2As2 [22,
23], Sr1−xKxFe2As2 [24], and Ba1−xKxFe2As2 [25–28].
This C4 magnetic state is characterized by biaxial mag-
netic orders [29–33], and the corresponding spin operator
is given by S(r) =MXe
iQX ·r+MY eiQY ·r [33, 34]. It has
been suggested that this double-Q magnetic state has
two possible realizations [29–33, 35]: a charge-spin den-
sity wave (CSDW) in which MX and MY are collinear;
a spin-vortex crystal (SVC) in which MX and MY are
orthogonal. Since the largest value of Tc of FeSCs is
observed at the proximity of tetragonal C4 magnetic or-
der [22, 26], there might exist a quantum critical point
(QCP) at certain doping xc in the superconducting (SC)
dome [33]. After its discovery, the double-Q structured
C4 SDW state has stimulated a variety of experimental
[21, 22, 24–27] and theoretical works [29–34, 36–39].
In this paper, we consider the effects caused by the
competition of superconductivity with both stripe-type
C2 symmetric and C4 symmetric magnetic orders in a
hole-doped FeSC Ba1−xKxFe2As2 [21, 22, 24–27]. Re-
cently, Bo¨hmer et al. [26] have experimentally investi-
gated the global phase diagram of Ba1−xKxFe2As2, and
identified five distinct thermodynamically stable ordered
phases, which are schematically shown in Fig. 1. One
can see that the critical line for the nematic order dis-
plays a rather complicated dependence on doping x and
temperature T : it decreases with growing x at high T ,
bends backwards to lower x slightly above Tc, and even-
tually exhibits a negative slope after penetrating into the
SC dome. In the narrow doping region in which the ne-
matic critical line has a positive slope, Tc is moderately
suppressed. Close to the putative magnetic QCP, rep-
resented by x2 in Fig. 1, there appears on the phase
diagram a region that manifests C4 symmetric SDW
state, which occupies part of the usual C2 symmetric
SDW phase and coexists with superconductivity below
Tc. In principle, the experimentally observed C4 SDW
state might be a CSDW or SVC type state, which needs
to be clarified theoretically.
Instead of trying to explain the entire phase diagram
observed in Ref. [26], we perform a more moderate task
2FIG. 1: (Color online) Schematic global phase diagram of
Ba1−xKxFe2As2 on (x, T ) plane [26], with x1 and x2 being
two QCPs. TM2 is the transition line between paramagnetic
(PM) and C2-symmetric magnetic phases, and Tc is the SC
transition line. TM4 is the transition line between C2- and
C4-symmetric magnetic phases above Tc, whereas Tm4 de-
notes such a transition line inside the SC dome. The observed
C4 symmetric SDW state could be either CSDW or SVC. Dis-
tinct phases are distinguished by different values of the model
parameters [33, 34] defined in Eq. (4): (i) g < 0 and w = 0,
the system is in PM phase; (ii) g > max(0,−w) represents
the C2 symmetric SDW phase (with nematic order); (iii) C4
symmetric magnetic state is of SVC-type if g < 0 and w > 0,
and CSDW-type if g < −w and w < 0.
in this work. In particular, we will concentrate on the
narrow doping region surrounding the magnetic QCP x2
inside the SC dome and endeavor to answer the following
questions. How to determine whether the observed C4
magnetic state is of CSDW or SVC type? What is the
scenario that leads to suppresses superconductivity near
the magnetic QCP? Why does the nematic critical line
display a negative, rather than positive, slope in the SC
dome? We will address these issues by investigating the
impact of order competition in the low-T regime.
We study an effective field theory that can be used to
describe the low-energy physics of Ba1−xKxFe2As2 and
other analogous FeSCs [12, 18–20, 30, 35]. When the
parameters used in this model take different values, the
system might be in the paramagnetic state, C4 tetragonal
SDW state, or C2 symmetric magnetic state. The fluctu-
ations of the associated order parameters and the com-
petition between distinct orders can qualitatively alter
the magnitudes and even the sign of the model parame-
ters, which would drive phase transitions and reshape the
global phase diagram. After analyzing the competition
between nematic and SC orders by means of renormal-
ization group (RG) method, we find that the slope of ne-
matic critical line is always negative in the SC dome. We
also extract the T -dependence of superfluid density from
RG results, which clearly shows that superconductivity is
suppressed near magnetic QCP. Moreover, we infer from
the RG results that, although CSDW and SVC state are
both possible in the high-T regime, the CSDW state is
the only stable one in the low-T regime, which provides a
promising way to specify the true nature of the observed
C4 symmetric SDW state.
The rest of paper is organized as follows. In Sec. II, we
present the effective field theory for the ordering compe-
tition and then derive the coupled flow equations of all
the model parameters by performing perturbative RG
calculations. In Sec. III, we numerically solve the equa-
tions and apply the RG solutions to understand sev-
eral important features of the global phase diagram of
Ba1−xKxFe2As2 observed in recent experiments. The
Sec. IV is followed to present some discussions. In Sec. V,
we present a brief summary of the results.
II. EFFECTIVE THEORY AND RG ANALYSIS
Many of the basic properties of Ba1−xKxFe2As2 can be
described by a three-band model that contains one hole
pocket at the center of Brillouin zone QΓ = (0, 0) and
two electron pockets centered at two specific momenta
QX = (π, 0) and QY = (0, π) [12, 18–20, 30, 33–35]. The
microscopic model is written as [12, 19]
H =
∑
k,i∈(X,Y,Γ)
εk,ic
†
kσ,ickσ,i +H4, (1)
with the interacting term H4 is given by
H4 =
∑
k,i∈(X,Y )
U3
2
(
c†kα,Γc
†
kγ,Γckδ,ickβ,i + h.c.
)
δαβδγδ
+
∑
k,i∈(X,Y )
U1c
†
kα,Γc
†
kγ,ickδ,ickβ,Γδαβδγδ. (2)
Here, U1 and U3 represent density-density interaction
and the pair hoping interaction, respectively. They are
responsible for the formation of superconductivity and
SDW state [19, 40, 41]. The magnetic structure can be
described by two order parameters MX and MY , corre-
sponding to the ordering vectors QX = (π, 0) and QY =
(0, π), which are defined as Mj =
∑
k c
†
Γ,kα~σαβcj,k+Qjβ
with j = X,Y [18, 19, 42–44]. Both the C2 and C4
symmetric magnetic orders are modeled by the following
Ginzburg-Landau free energy [33, 34]
f [MX,MY] = am(M
2
X +M
2
Y ) +
u
2
(M2X +M
2
Y )
2
−g
2
(M2X −M2Y )2 + 2w(MX ·MY )2.
As illustrated in Ref. [33], the term 2w(MX ·MY )2 can
be rewritten by using an identity:
(MX ·MY )2 = 1
4
(M2X +M
2
Y )
2 − 1
4
(M2X −M2Y )2
−(MX ×MY )2. (3)
Upon carrying out a Hubbard-Stratonovich transforma-
tion followed by an integration over all the fermionic de-
grees of freedom, one can obtain an effective field theory
3[19, 33] for the interplay of SDW magnetic and SC orders
in the vicinity of magnetic QCP:
L = 1
2
(∂µMX)
2 +
1
2
(∂µMY )
2 + am
(
M2X +M
2
Y
)
+
(u+ w)
2
(
M2X +M
2
Y
)2 − (g + w)
2
(
M2X −M2Y
)2
+∂µ∆
†∂µ∆+ as∆2(k) +
us
2
∆4(k) +
ϕ2
2w
+ LA
−2ϕMXMY + λ(M2X +M2Y )∆2 + λ∆A∆2A2, (4)
where ∆ is the SC order parameter. Here we use a posi-
tive parameter λ to characterize the repulsive interaction
(competition) between SC and magnetic orders. In order
to evaluate the superfluid density, we have introduced
a gauge potential A via the standard minimal coupling
[45] with LA = − 14 (∂µAν −∂νAµ)2. This model contains
eight fundamental parameters am, as, us, w, u, g, λ, and
λ∆A, which are constants at the mean-field level, but all
become cutoff dependent due to interactions.
The transition lines for SDW and SC orders are deter-
mined by taking am = 0 and as = 0 respectively. For
s+−-wave superconductors, we employ the relationship
∆Γ = −
√
2∆X,Y = ∆ [8, 12, 19]. An Ising-type nematic
order is induced by the magnetic order, and represented
by a term of the formM2X−M2Y [8, 12, 18]. The property
of C4 magnetic order is determined by the parameter w
[33, 34]. In the SC dome, the SC order parameter de-
velops a nonzero mean value, i.e., 〈∆〉 = V0 =
√
−as/us
near the magnetic QCP x2.
The effective model (4) displays different states when
the model parameters take various values [33, 34]. (i) If
g < 0 and w = 0, the effective model is in paramagnetic
(PM) phase; (ii) The case of g > max(0,−w) corresponds
to the C2 SDW phase (with nematic order); (iii) The C4
symmetric magnetic state is of SVC-type if g < 0 and
w > 0, and CSDW-type if g < −w and w < 0. Once some
of these parameters are altered by external forces, such as
doping, magnetic field, and pressure, the system would
undergo transitions between distinct phases. However,
the quantum fluctuations of order parameters and the
interaction between different order parameters can also
lead to remarkable changes of model parameters, and as
such drive phase transitions. In the next section, we will
study the RG flows of these parameters and examine how
they are influenced by order parameter fluctuation and
ordering competition. The main results are schematically
illuminated in Fig. 1 and the detailed derivations and
discussions are given in the following.
To proceed, we perform a RG analysis of the effective
theory (4). Our focus is on the behavior of the system at
low T and in the vicinity of magnetic QCP. Within this
region, the quantum fluctuations of SC order parameter
can result in drastic effects even in the SC phase. For the
complex SC order parameter ∆(r), there are two sorts of
fluctuations [46–53], namely the phase fluctuation and
amplitude fluctuation. The former fluctuation is gapless
and corresponds to the Nambu-Goldstone mode induced
by continuous gauge symmetry breaking. This mode does
not play any role in the SC state because it is absorbed
by the vector gauge boson via the Anderson-Higgs mech-
anism. The latter one, known as Higgs mode in a locally
gauge invariant superconductor, is found by both the-
oretical and experimental works to result in observable
effects [46–53], and hence should be seriously considered
[54, 55]. In order to capture the quantum fluctuation of
SC order parameter around its mean value 〈∆〉, we define
two new fields h and η by [54, 55]
∆ = V0 +
1√
2
(h+ iη), (5)
where 〈h〉 = 〈η〉 = 0. The fields h and η stand for the
Higgs mode and Nambu-Goldstone mode, respectively.
We substitute Eq. (5) into the effective Lagrangian den-
sity L (4), and obtain the following new effective La-
grangian density:
Leff = 1
2
(∂µMX)
2 + αXM
2
X +
βX
2
M4X +
1
2
(∂µMY )
2 + αYM
2
Y +
βY
2
M4Y +
1
2
(∂µh)
2 + αhh
2 +
βh
2
h4 + γhh
3
+
(
LA + αA
2
A2
)
+ αϕϕ
2 + γϕXY ϕMXMY + γX2hM
2
Xh+ γY 2hM
2
Y h+ γhA2hA
2 + λXhM
2
Xh
2
+λY hM
2
Y h
2 + λXYM
2
XM
2
Y + λhAh
2A2. (6)
The gapless Nambu-Goldstone model η naturally disappears after invoking the Anderson-Higgs mechanism. However,
the Higgs mode h remains in the above effective model, and couple directly to the magnetic order parameters MX,Y
and also to vector potential A. The originally massless gauge field A acquires a finite mass αA after absorbing η.
Moreover, in the above Lagrangian density we have introduced a number of new parameters that are related to the
model parameters defined in (4) by the following relations:
αX = αY ≡ am − λasus , αA ≡
−2λ∆Aas
us
, αh ≡ −as, αϕ ≡ 12w , βX = βY ≡ u− g, βh ≡ us4 ,
γh ≡
√−2asus
2 , γhA2 ≡
√
−2λ2
∆A
as
us
, γϕXY ≡ −2, γX2h = γY 2h ≡
√
−2λ2as
us
,
λXY ≡ u+ g + 2w, λhA ≡ λ∆A2 , λXh = λY h ≡ λ2 .
(7)
4Using these relations, we can derive the flow equations of fundamental parameters by calculating the effective param-
eters αX , αh, αϕ, βX , βh, λXY , λXh, and λhA. By performing perturbative expansion in powers of small coupling
parameters [56] and utilizing u˙ to denote the derivative of u with respect to the varying length scale l, we arrive at
the following flow equations with the help of the identifies given by Eq. (7) [55]:
a˙m = 2
(
am − λasus
)
+ 14pi2
{
λ
2 (1 + 2as) +
8λ2a2s
us
+
[
1− 2
(
am − λasus
)] [
2(2u− g) + 4λ2as
us
]}
+
(
λ
us
a˙s +
as
us
λ˙− asλ
u2s
u˙s
)
,
a˙s = 2as − 112pi2
{
27asus
2 (1 + 4as) +
12asλ
2
us
[
1− 4
(
am − asλus
)]
+ 3λ
[
1− 2
(
am − asλus
)]
+ 9us4 (1 + 2as) + 3λ∆A
(
1 + 2asλ∆A
us
)
+
32asλ
2
∆A
us
(
1 + 4asλ∆A
us
)}
,
u˙s = us +
1
pi2
{
− 9u2s4 (4as + 1) + 2λ2
[
4
(
am − asλus
)
− 1
]
+ 54asu
2
s(1 + 6as)− 4λ
2
∆A
3
(
4asλ∆A
us
+ 1
)
+ 32asλ
3
us
(
1 + 6asλ
us
)
+
11072asλ
3
∆A
35us
(
1 + 6asλ∆A
us
)}
,
u˙ = u+ w + 12pi2
{[
9(u− g)2 + 3(u+ g + 2w)(u− g) + 5(u+ g + 2w)2 + 12w(u− g)]
[
4
(
am − asλus
)
− 1
]
− 3λ28 (4as + 1) + 24asλ
2(u−g)
us
[
1− 2
(
2
(
am − asλus
)
− as
)]
+ 4w(u+ g + 2w)
[
4
(
am − asλus
)
− 1
]
+ 8asλ
2(u+g+2w)
us
[
1− 4
(
am − asλus
)
+ 2as
]
+ 4asλ
3
us
[
1− 2
(
am − asλus
)
+ 4as
]}
− w˙,
g˙ = g + w − 12pi2
{[
9(u− g)2 − 3(u+ g + 2w)(u− g)− 3(u+ g + 2w)2 − 12w(u− g)]
[
4
(
am − asλus
)
− 1
]
−λ28 (4as + 1) + 24asλ
2(u−g)
us
[
1− 2
(
2
(
am − asλus
)
− as
)]
+ 4w(u+ g + 2w)
[
4
(
am − asλus
)
− 1
]
− 8asλ2(u+g+2w)
us
[
1− 4
(
am − asλus
)
+ 2as
]
+ 4asλ
3
us
[
1− 2
(
am − asλus
)
+ 4as
]}
− w˙,
λ˙ = λ+ 1
pi2
{
4asλ
3
us
[
1− 4
(
am − asλus
)
+ 2as
]
+ λ(2u − g + 3w)
[
4
(
am − asλus
)
− 1
]
+ 16asλ
2(2u−g+w)
us
[
1− 6
(
am − asλus
)]
+ 6asλ
2
[
1− 2
(
am − asλus
)
+ 4αs
]
− 3usλ8 (4as + 1) + 2λ2
[
2
(
am − asλus
)
− 2as − 1
]
+ 9asusλ(1 + 6as)
}
,
λ˙∆A = λ∆A +
1
3pi2
{
27asusλ∆A(1 + 6as) +
4λ2
∆A(16asλ∆A−3us)
us
[
1 + 2as
(
1 + 2λ∆A
us
)]
− 9usλ∆A8 (4as + 1) + 36asλ2∆A
[
1 + 2as
(
2 + λ∆A
us
)]}
,
w˙ = w
2
pi2
[
1− 4
(
am − λasus
)]
.
(8)
III. COMPARISON WITH EXPERIMENTS
In this section, we will compare the RG results with
recent experiments. We first numerically solve the self-
consistently coupled RG equations, and then manage to
understand a number of important features observed by
Bo¨hmer et al. in Ba1−xKxFe2As2 [26]. We are partic-
ularly interested in the doping dependence of nematic
critical line in the SC dome, the suppression of supercon-
ductivity observed at the magnetic QCP, and the nature
of the observed C4 symmetric magnetic order, which will
be studied one by one based on the RG solutions.
As can be seen from the phase diagram presented in
Fig. 1, the magnetic and SC orders are assumed to coex-
ist over a finite region, with x2 being the magnetic QCP.
Such a coexistence can be realized if the bare values of
model parameters satisfy the constraint [19, 20, 57–60]
λ <
√
us[(u+ w) − (g + w)] =
√
us(u− g). For simplic-
ity, we will only consider the low-T region in the close
vicinity of the magnetic QCP inside the SC dome. In
addition, the external field A is assumed to be weak, but
the basic conclusion does not depend on this assumption.
5A. Slope of nematic critical line in SC dome
The nematic line is not shown apparently in Fig. 1.
However, the C2 magnetic phase is always accompanied
(even preempted) by a nematic phase with a critical
temperature Tn higher than that of C2 magnetic order
[6, 8, 10, 19]. Hence Tm4 is also a nematic critical line.
A known fact is that a long-range order can always
be destroyed by thermal fluctuation at sufficiently high
T . In a system containing two or more distinct orders,
the competition between these orders might destroy some
specific order at very low T . As a result, the critical
line on the (x, T ) phase diagram for this specific or-
der has a positive slope in the low-T region, which is
often called back-bending behavior. Interestingly, such
back-bending behavior has been observed in some high-
Tc cuprate superconductor [61–63] and FeSCs [64]. In
cuprate Bi2Sr2CaCu2O8+δ, a pseudogap exists above Tc
on the (x, T ) phase diagram. This pseudogap decreases
rapidly with growing doping x, so its critical line exhibits
a negative slope above Tc. However, after entering into
the SC dome, the critical line for pseudogap was found
to bend backwards to lower doping, and thus displays a
positive slope in the low-T region [61–63]. A simimar be-
havior was also observed in Ba(Fe1−xCox)2As2 by Nandi
et al. [64]. In this case, it is the nematic order that is in
strong competition with SC order. The nematic critical
line has a negative slope on (x, T ) phase diagram above
Tc, but displays a positive slope below Tc [64]. A com-
mon feature observed in these two compounds is that the
critical line for the order competing with superconduc-
tivity has a positive slope in the low-T region. While a
convincing theoretic explanation for the back-bending of
pseudogap critical line in Bi2Sr2CaCu2O8+δ is lacking, a
recent RG work reproduced the back-bending of nematic
critical line by studying the competition between nematic
and SC orders in Ba(Fe1−xCox)2As2 [65]. Different from
Ba(Fe1−xCox)2As2, the nematic critical line has a nega-
tive slope in the SC dome of Ba1−xKxFe2As2 [26] despite
the presence of ordering competition.
In Ba(Fe1−xCox)2As2, there is only C2 symmetric
magnetic order, induced by a stripe-type SDW state. As
discussed in Ref. [19], the existence of nematic order is
tuned by the quadratic term −g(M2X −M2Y )2. The sys-
tem can stay either in the PM phase, or in one of theMX
and MY magnetically ordered phases. The former case
corresponds to a state in which g < 0 and no nematic or-
der exists. In the latter case, g > 0 and hence the system
exhibits a nematic order. Both of these two possibilities
can be realized at low T . When the competition between
nematic and SC orders is sufficiently strong, it is in prin-
ciple possible for the nematic order to be suppressed in
the low-T region, leading to a positive slope of nematic
critical line in the SC dome [65].
We now use the RG solutions to judge whether the
nematic critical line has a positive or negative slope in
the SC dome of Ba1−xKxFe2As2. In the effective field
model given by Eq. (4), the relation between g and w
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FIG. 2: (Color online) (a) T -dependence of parameter g at
several different values of w0. Calculations confirm that the
positive parameter g never becomes negative as T decreases.
(b) T -dependence of ρAs (T )/ρ
A
s (0). The quantity ρ
A
s (T = 0)
is temperature independent at sufficiently low temperatures
in the absence of ordering competition. It is apparent that
ρAs (T ) vanishes at certain point C, where T ≈ 0.8T0.
determines whether the nematic order is present or not.
As pointed out previously in Refs. [10, 18, 65], when g >
max(0,−w), only one of the two order parameters MX
and MY develops a finite mean value due to tetragonal
symmetry breaking, which is a clear signature for the
existence of a nematic order. On the other hand, we
have 〈MX〉 = 〈MY 〉 if g < max(0,−w), which implies
the absence of nematic order [10, 18, 65]. This property
will be used to judge whether the nematic critical line
bends back.
To examine how the relation between g and w varies
with decreasing T , we have solved the RG equations and
obtained its dependence on the running length scale l.
To be specific, we have chosen the following bare values
of model parameters: a0s = −0.001, u0 = 0.05, u0s = 0.01,
g0 = 0.01, λ0 = 0.01, λ0∆A = 1.0 × 10−8. We consider
several representative values of w0: w0 = 0.1u0, 0.3u0,
0.5u0, and 1.2u0. The l-dependence of these parameters
can be easily converted to a T -dependence by utilizing
6FIG. 3: Two possibilities about the slopes of the nematic
transition lines.
the transformation [65–67] T = T0e
−l, where T0 is some
reference temperature smaller than Tc. The numerical
results are presented in Fig. 2(a). We now determine
whether the nematic state becomes a non-nematic state
as T is lowered down to zero on the basis of these results.
There are in principle two possibilities about the slopes
of nematic transition line Tm4, as schematically shown in
Fig. 3. We consider an arbitrary point A lying slightly be-
low the transition line Tm4. At point A, the system is in
the nematic state with g > max(0,−w). We then lower T
along the route A→ B. If the inequality g > max(0,−w)
is always satisfied as T → 0 along A→ B, the system is
always in the nematic state and the slope of the transi-
tion line Tm4 is negative. This corresponds to the case
represented by Fig. 3(a). In contrast, if the condition
g > max(0,−w) is violated as T is reduced to certain
value, the second possibility shown in Fig. 3(b) occurs.
In this case, the nematic state becomes non-nematic once
again and the slope of transition line becomes positive at
lower temperatures, exhibiting back-bending behavioe.
The numerical results of Eq. (8) informs that the ratio
g/|w| ≫ 1 for various values of l, wherein w may be both
positive and negative (it is negative for the curve shown
in Fig. 4). From the asymptotic behaviors of g(l) pre-
sented in Fig. 2(a) and g(l)/|w(l)| presented in Fig. 4, we
infer that the inequality g > max(0,−w) remains true
as T → 0 if it is satisfied at the starting point A. This
clearly indicates that the nematic transition line Tm4 has
a negative slope inside the SC dome and never bends
backwards, which is well consistent with the observed
phase diagram [26].
B. Suppression of superconductivity due to
ordering competition
We now verify whether superconductivity is suppressed
by ordering competition in the vicinity of the magnetic
QCP. To this end, we will compute the superfluid den-
sity after taking into account the ordering competition
among nematic (C2 SDW), C4 SDW and SC orders. The
T -dependence of superfluid density ρs(T ) is computed
based on the l-dependence of parameter αA ≡ αA(l)
[66, 67], which is extracted from the coupled flow equa-
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FIG. 4: (Color online) The evolutions of g/|w| at some repre-
sentative initial values of parameters: a0s = −0.001, u
0
s = 0.05,
u0 = 0.01, g0 = 0.01, λ0 = 0.01, and λ0∆A = 1.0× 10
−8. The
basic conclusion is independent of these initial values.
tion (8) and hence captures the ordering competition.
The superfluid density of superconductor has the generic
form ρs(T ) = ρ
A
s (T )− ρn(T ), where ρAs (T ) can be eval-
uated by virtue of the formula ρAs (T ) ∝ αA(T ) with
αA(T ) being the mass for vector potential A generated
via Anderson-Higgs mechanism [45] and ρn(T ) is the
density of thermally excited normal (non-SC) fermionic
quasiparticles.
In this work, we consider only the competition between
distinct order parameters and neglect the contribution of
the normal component, i.e. ρn(T ) ≪ ρAs (T ), which is
possible for the T ≪ Tc, focusing on how superfluid den-
sity is modified by ordering competition. To determine
the impact of ordering competition, we suppose a spe-
cific temperature T0 as a reference, and then examine
how superfluid density ρs varies as a function of the ra-
tio T/T0. We assume that T0 is well below Tc so that the
normal fermionic quasiparticles can nearly be neglected
and hence ρs(T ) ∼ ρAs (T ). From the results displayed
in Fig. 2(b), we can see that ρAs (T ) is strongly depen-
dent of T in the presence of ordering competition and
decreases rapidly as T/T0 grows. It is thus clear that
the superfluid density is strongly suppressed by order-
ing competition and approximately goes to zero in the
vicinity of the point C, where T ≈ 0.8T0.
We then consider the impact of ordering competition
on Tc. The value of Tc can be determined by solving the
equation ρs(Tc) = ρ
A
s (T )−ρn(Tc) = 0. Although the con-
tribution ρn(T ) is not known, we can still infer that Tc is
suppressed by ordering competition because ρs is signifi-
cantly reduced. As shown in Fig. 2(b), ρs(T ) vanishes at
certain point with T < T0 (T ≈ 0.8T0). This conclusion
is well consistent with recent experiment [26], in which
a considerable drop of Tc is observed near the putative
magnetic QCP. In an improved theoretic treatment, one
would compute ρn(T ) by incorporating the contribution
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FIG. 5: (Color online) T -dependence of parameter w ob-
tained at given bare values of dimensionless parameters: a0s =
−0.001, u0s = 0.05, u
0 = 0.01, g0 = −0.01, λ0 = 0.01, and
λ0∆A = 1.0 × 10
−8. The main conclusion is independent of
these bare values. The parameter w is not very sensitive to
the change of T , so we provide two insets to show more clearly
how w varies as T is decreasing. (a) Starting point is CSDW-
type C4 state with w
0 < 0; (b) Starting point is SVC-type C4
state with w0 > 0.
of fermionic quasiparticles. Notice that these quasipar-
ticles are not free, but couple strongly to the SDW or-
der parameter at the magnetic QCP [68–74]. Usually,
this coupling tends to excite more fermionic quasiparti-
cles out of the SC condensate, which further suppresses
the superfluid density and reduces Tc [68–74].
C. C4 symmetric magnetic order
We finally turn to analyze the property of C4 sym-
metric magnetic state. To uncover the effects caused by
ordering competition, we consider the evolution of the
system along the route D → E → F , shown in Fig. 1,
and examine how g and w vary along this route.
Eq. (4) clearly shows that w is associated with the
quadratic term of C4 SDW order parameter [33, 34]. In
analogy to the nematic transition, the sign of w deter-
mines which sort of C4 SDW order, either SVC or CSDW,
is realized [10, 18, 33, 34, 65]. In particular, a C4 SVC
order is generated for g < 0 and w > 0, whereas g < −w
and w < 0 implies the occurrence of a C4 CSDW order
[10, 18, 33, 34, 65]. By paralleling the analysis made for
nematic critical line, we convert the l-dependence of w
using the transformation T = T0e
−l. If one assumes that
w is negative at the starting point D, which amounts to
supposing the system is in the CSDW-type C4 magnetic
state, it remains negative as T decreases down to the F
point, as can be clearly seen from Fig. 5(a). This result
implies that CSDW state is stable in the low-T region.
On the other hand, if one starts from a positive w, cor-
responding to a SVC-type C4 magnetic state, we show
in Fig. 5(b) that w eventually becomes negative at some
critical T , which can be identified as the E point. It fol-
lows that the SVC state is unstable in the low-T region,
and that the CSDW state is more favorable.
We conclude from the above analysis that, although in
principle either SVC or CSDW type C4 state could be
realized in the high-T region, the CSDW-type C4 state
is the only stable one in the low-T region. In a recent
work, Christensen et al. [75] have suggested the spin-
orbit coupling gives rises to the CSDW-type C4 SDW.
Additionally, Hoyer et al. [34] have studied the disorder
effects and demonstrated that impurity scattering favors
CSDW over SVC. Here, we provide a different approach
to determine the nature of C4 symmetric magnetic or-
der. Moreover, the sudden drop of w at certain critical
energy scale usually indicates the happening of a first-
order transition, which is qualitatively consistent with
recent experiments [26].
IV. COMPARISON TO Ba(Fe1−xCox)2As2
We now compare the present RG results with a
previous work [65], which investigated the impact of
ordering competition on the global phase diagram
of Ba(Fe1−xCox)2As2. Both Ba(Fe1−xCox)2As2 and
Ba1−xKxFe2As2 belong to the 122 family of FeSCs, and
display a complicated phase diagram. A common fea-
ture is that, over a large part of their phase diagrams,
superconductivity coexists and competes with a SDW
type magnetic order and a nematic order. The ordering
competition and its effects on the phase diagram can be
described by deriving an effective low-energy field the-
ory which is supposed to contain several distinct order
parameters [12, 19, 33, 34]. Such an effective theory is
expected to be as general as possible, and applicable in
Ba(Fe1−xCox)2As2, Ba1−xKxFe2As2, and other similar
122 FeSCs.
However, there are some important differences between
the compounds Ba(Fe1−xCox)2As2 and Ba1−xKxFe2As2.
In Ba(Fe1−xCox)2As2, there is only a C2 symmetric
stripe-type SDW order. In contrast, there are both C2
and C4 symmetric magnetic states in Ba1−xKxFe2As2
8and a number of other hole-doped 122 FeSCs [21–28].
Moreover, the nematic transition line exhibits completely
different doping dependence in the SC dome of these two
FeSCs: it has a positive slope inside the SC dome of
Ba(Fe1−xCox)2As2 [64], but a negative slope inside the
SC dome of Ba1−xKxFe2As2 [26].
To capture both the similarity and difference, the
model of Ba1−xKxFe2As2 should be formally analogous
but not identical to that of Ba(Fe1−xCox)2As2 [65]. It
was suggested in Refs.[33, 34] that the C4 symmetric
magnetic order that emerges in Ba1−xKxFe2As2 can be
described by introducing a new term − (MX ×MY )2.
As shown previously in Ref.[65], in the absence of this
term, ordering competition gives rise to the suppres-
sion of superconductivity and in particular the positive
slope of nematic transition line in the SC dome, which
are in good agreement with experiments performed in
Ba(Fe1−xCox)2As2 [64]. In the current work, we have
demonstrated through RG calculations that, adding the
above new term leads to the suppression of supercon-
ductivity near the magnetic QCP and also the nega-
tive slope of nematic transition line in the SC dome of
Ba1−xKxFe2As2, which is qualitatively consistent with
recent experiments [25–28]. Furthermore, our RG anal-
ysis revealed that the CSDW-type C4 magnetic state is
more favorable than the SVC-type C4 magnetic state,
and hence can be used to determine the nature ofC4 mag-
netic state observed in Ba1−xKxFe2As2 [26]. It is there-
fore clear that the effective model of Ba(Fe1−xCox)2As2
can be properly modified to describe Ba1−xKxFe2As2,
and that the same perturbative RG scheme used in
Ref.[65] and here can be applied to account for both the
similarity and difference between Ba(Fe1−xCox)2As2 and
Ba1−xKxFe2As2.
V. SUMMARY AND DISCUSSION
In summary, we have studied the impact of the
competition between superconductivity and C2 and
C4 symmetric magnetic orders in a hole-doped FeSC
Ba1−xKxFe2As2. After performing a detailed RG anal-
ysis within an effective field theory, we have reproduced
a number of interesting features of the global phase dia-
gram. In particular, our RG analysis have showed that
the order parameter fluctuation and ordering competi-
tion lead to moderate suppression of superconductivity
near the magnetic QCP, maintain the negative slope of
nematic critical line in the SC dome, and also sort out the
CSDW-type C4 magnetic order as the more stable state
than a SVC-type C4 magnetic order in the low-T regime.
All these theoretic results are well consistent with the
recent experiments of Ref. [26], and schematically sum-
marized in Fig. 1.
Our RG calculations are confined to the small region
surrounding the magnetic QCP in the SC dome. To gain
a better knowledge of the entire phase diagram, it is nec-
essary to consider the non-SC phase above Tc. A salient
feature observed in Ref. [26] is the back-bending behavior
of a critical line between nematic (C2 SDW) to pure C4
SDW orders, namely TM4, which turns out to be induced
by the emergence of C4 symmetric magnetic order. The
transition line TM4 exists well above Tc, thus there is no
SC order and the competition between SC and magnetic
order parameters is unlikely to be important. It turns
out that the underlying mechanism for the back-bending
behavior of TM4 is entirely different from that is used to
account for the slope of Tm4 in the SC dome. We believe
that an essential role is played by elementary fermionic
degrees of freedom, which are strongly suppressed below
Tc by the SC gap but should be present above Tc. The
inter-fermion interaction is expected to be responsible for
the transition between C4 and C2 symmetric magnetic
states. This problem is made more complicated by the
uncertainty of the nature of C4 symmetric magnetic or-
der. In the SC dome below Tc, ordering competition lifts
the degeneracy between CSDW and SVC states at low
energies, and chooses CSDW as the true ground state.
However, order competition is much less important above
Tc. It remains unclear whether the CSDW or SVC state
is realized in the region between TM4 and Tc. The micro-
scopic mechanism for the back-bending behavior of TM4
could be properly understood only after the nature of C4
symmetric magnetic order is identified, which is subject
to future research.
In this paper, we have considered only one spe-
cific compound Ba1−xKxFe2As2. Recent experiments of
Hardy et al. [26] provided a clear and detailed global
phase diagram of Ba1−xKxFe2As2, which gives us a good
opportunity to directly compare our RG results with
experimental results. Apart from Ba1−xKxFe2As2, the
C4 symmetric magnetic order also exists in a number
of other hole-doped FeSCs, including Ba(Fe1−xMnx)2As2
[21], Ba1−xNaxFe2As2 [22, 23], and Sr1−xKxFe2As2 [24].
It should be possible to generalize our RG approach to
study the global phase diagrams of these three FeSCs.
However, there might be important difference between
Ba1−xKxFe2As2 and these FeSCs. In that case, the ef-
fective field-theoretic model given by Eq. (4) needs to be
properly modified. Once the modified effective model is
specified, it is straightforward to carry out RG calcula-
tions, just as what we have done in this work.
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