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1 Introduction
The q-Garnier system is a multivariable extension of the q-Painleve´ VI equation [8]. It
was first formulated in [28] and has been studied in [22, 25, 29] from differing points of
view.1 For continuous/discrete Painleve´ and Garnier systems in general, one can consider
various directions of deformations (evolutions). In this paper, we consider such variations
for q-Garnier system.2 Our motivations and results are as follows.
• In general, we need to choose dependent variables appropriately according to their
directions in order to make evolution equations in tractable form. We will derive
simple equations for fundamental directions of q-Garnier systems by using the con-
tiguity type scalar Lax pairs.
• In [22] a connection between Suzuki’s higher order q-Painleve´ system [31, 32] and
q-Garnier system is suggested by comparing their special solutions. We clarify the
connection by using a duality of the q-KP system [9, 10].
This paper is organized as follows. In Section 2, based on our previous work [22], we
rewrite Sakai’s 2× 2 matrix Lax form into a scalar Lax form. In Section 3, we exemplify
the scalar Lax pairs and the evolution equations for the various q-Garnier systems, by
choosing the proper dependent variables. In Section 4, as an application of the results
in Section 3, we give two reductions from case N = 3 of the various q-Garnier systems
to q-Painleve´ systems of type E
(1)
7 . In Section 5, extending the duality for reduced q-KP
system [9, 10], we show the equivalence between Suzuki’s system and a certain variation
of q-Garnier system.
1Other discrete analogues such as elliptic and additive Garnier systems have been studied in [23, 26, 40]
and [2, 3].
2For differential Garnier system, the “continuous time evolutions” and the “Schlesinger transforma-
tions” are usually considered as different kind of equations. However, in difference case, we call both of
them “Garnier system”, since we can treat them in similar manner.
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2 q-Garnier system
In this section we recall Sakai’s 2× 2 matrix Lax from [28] for the q-Garnier system and
its corresponding scalar Lax form [22].
2.1 Sakai’s matrix Lax form
In [28], the q-Garnier system has been formulated by H.Sakai. For an unknown function
Y (z) = t [y1(z), y2(z)], the 2× 2 matrix Lax form for the q-Garnier system is given by
Y (qz) = A(z)Y (z), (2.1)
Y (z) = B(z)Y (z). (2.2)
Here q is a (complex) parameter, and A and B are 2 × 2 matrices depending on z and
other parameters. The matrix A is a polynomial in z (see properties (2.4) below), on the
other hand the matrix B is rational in z. We denote the time evolution by T (∗) = ∗.
The equation (2.1) gives the linear q-difference equation and the equation (2.2) gives its
deformation equation3. The compatibility condition for the matrix systems (2.1) and (2.2)
reads
A(z)B(z) = B(qz)A(z), (2.3)
which gives the q-Garnier system. Let α1, . . .α2N+2, κ1, κ2, θ1 and θ2 be (complex)
parameters. Then the matrix A is characterized by the following properties :
(i) A(z) = A0 + A1z + · · ·+ AN+1zN+1,
(ii) AN+1 =
[
κ1 0
0 κ2
]
, A0 has eigenvalues θ1 and θ2,
(iii) |A(z)| = κ1κ2
2N+2∏
i=1
(z − αi), (κ1κ2
2N+2∏
i=1
αi = θ1θ2).
(2.4)
The matrix A satisfying these properties (i)−(iii) has 2N + 1 arbitrary parameters
except parameters {αi, κi, θi}. The 2N parameters of them can be interpreted as vari-
ables for the q-Garnier system and the remaining parameter is a “gauge” freedom. The
deformation direction in [28] is given by αi = qαi αj = αj, κi = κi and θi = qθi
(i = 1, 2. j = 3, . . . , 2N + 2).
We must choose proper coordinates of variables according to the deformation direc-
tions, in order to obtain simple forms of the q-Garnier systems. This content will be
shown in Section 3.
2.2 Scalar Lax form
We recall the scalar Lax form and derive the simple form of the time evolution equation
from its compatibility condition.
3The matrix B can be chosen according to various deformation directions.
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Lemma 2.2.1 The matrix system (2.1) and (2.2) can be rewritten into the following
linear q-difference equations:
L1 : F (
z
q
)y(qz)−
{
F (
z
q
)A11(z) + F (z)A22(z
q
)
}
y(z) + F (z)|A(z
q
)|y(z
q
) = 0,
L2 : F (z)y(z)−H(z)y(qz) +G(z)y(z) = 0,
L3 : F (z)|B(z)|y(qz)−H(qz)|A(z)|y(z) +G(z)y(qz) = 0.
(2.5)
Here
y(z) = y1(z), F (z) = A12(z), G(z) = A11(z)B12(z)−A12(z)B11(z), H(z) = B12(z). (2.6)

Proof. We write the matrix system (2.1) as{
y1(qz) = A11(z)y1(z) +A12(z)y2(z),
y2(qz) = A21(z)y1(z) +A22(z)y2(z).
(2.7)
Eliminating the component y2(z) from the equation (2.7), we obtain the linear equation
L1 (2.5). The matrix system (2.2) is also rewritten as{
y1(z) = B11(z)y1(z) + B12(z)y2(z),
y2(z) = B21(z)y1(z) + B22(z)y2(z).
(2.8)
Eliminating the component y2(z) from the first equations in (2.7) and (2.8), we obtain
the deformation equation L2 (2.5).
On the other hand, rewriting (2.1) and (2.2) into
Y (qz) = A(z)Y (z), Y (qz) = B(qz)Y (qz), (2.9)
and eliminating y2(qz), y2(z) and y2(qz) from the system (2.9), then we have
A12(z)|B(qz)|y(qz)−H(qz)|A(z)|y(x)−
{A12(z)B22(qz)−A22(z)B12(z)} y(qz) = 0.
(2.10)
Moreover applying the compatibility condition (2.3) to (2.10), we we can derive the de-
formation equation L3 (2.5). 
We remark that unknown variables of q-Garnier systems appear as the coefficients in
z of the polynomials F , G and H. The polynomial F is of degree N in z and the N points
such that F (z) = 0 are not singularities but“apparent singularities” (i.e. the solutions are
regular there). This means that the two relations
y(qz)
y(z)
= A11(z), for F (z) = 0,
y(z)
y( z
q
)
=
|A( z
q
)|
A22( zq )
, for F (
z
q
) = 0,
(2.11)
3
derived from the L1 equation (2.5) are consistent with each other.
A pair of the deformation equations {L2, L3} is equivalent to the scalar Lax pair
{L1, L2}, so we call the pair {L2, L3} the “scalar Lax pair (of contiguous relation type)”.
We conveniently deal with the Lax pair {L2, L3} [24], since the explicit form of the L1
equation is rather complicated.
Lemma 2.2.2 The compatibility of the scalar Lax pair {L2, L3} (2.5) gives the following
relation:
G(z)G(z) = H(z)H(qz)|A(z)|, for F (z) = 0,
|B(z)|F (z)F (z) = H(z)H(qz)|A(z)|, for G(z) = 0.
(2.12)

Proof. Under the condition F (z) = 0, eliminating y(z) and y(qz) from L2(z) = L3(qz) =
0, we obtain the first relation of (2.12). Similarly, for G(z) = 0, eliminating y(qx) and
y(x) from L2(z) = L3(qz) = 0, we have the second relation of (2.12). 
The relation (2.12) may be insufficient for the compatibility of the Lax pair {L2, L3}.
Additional conditions for the sufficiency will be considered case by case in Section 3.
Though we have derived the scalar Lax pair from matrix Lax form, the scalar Lax pair
{L2, L3} can be also obtained from a certain method using Pade´ interpolation (see for
example [22]). In the following sections, we will discuss based on the Lax pair obtained
by Pade´ method4.
3 Variations of the q-Garnier system
In this section, we consider Lax pairs and evolution equations for several directions of
q-Garnier systems.
3.1 Notation
Fix a positive integer N and a parameter q. Let a1, . . . , aN+1, b1, . . . , bN+1, c1, c2, d1, d2 be
parameters with a constraint
∏N+1
i=1
ai
bi
= q
∏2
i=1
ci
di
and Ta : a 7→ qa be the q-shift operator
of parameter a.
We consider the following four directions T1, . . . , T4 defined by
T1 = T
−1
a1
T−1b1 , T2 = T
−1
a1
T−1a2 T
−1
b1
T−1b2 , T3 = Tc1Td1 , T4 = T
−1
aN+1
T−1c1 , (3.1)
and the corresponding shifts are denoted as X := Ti(X) and X := T
−1
i (X). The operators
Ti play the role of time evolutions of the q-Garnier system.
The directions T1, T3 and T4 (together with related ones obtained by obvious symme-
try: T−1ai T
−1
bj
, TciTdj , T
−1
ai
T−1cj ) are fundamental ones, and others (e.g. T2) are given by
compositions of them (and their inverses).
4For the proof of the correspondence between (2.5) and (3.11) independent of Pade´ method, see
Appendix A.1 as an example
4
In this subsection, we use the following notations:
A(z) =
N+1∏
i=1
(z − ai), B(z) =
N+1∏
i=1
(z − bi), Ai(z) = A(z)
z − ai , Bi(z) =
B(z)
z − bi ,
Ai,j(z) =
A(z)
(z − ai)(z − aj) , Bi,j(z) =
B(z)
(z − bi)(z − bj) , F (z) =
N∑
i=0
fiz
i,
(3.2)
where f0, . . . , fN are variables depending on parameters ai, bi, ci and di.
The following data will be described by the polynomials F (z), G(z) and H(z). The
polynomial F is common for all cases as given above, while one should take the polyno-
mials G and H differently case by case as given below.
3.2 Results for each direction
In the following subsubsections, we show the three items5: (a) Scalar Lax pair, (b) Time
evolution equation, (c) The L1 equation.
In item (b), we give the time evolution equation as necessary and sufficient condition
for compatibility of the scalar Lax pair (For the proof of the sufficiency, see Appendix
A.2). In item (c), the L1 equations in each subsections are expressed in different forms,
however, we will show that they are equivalent with each other (Theorem 3.2.1).
3.2.1 Direction T1 = T
−1
a1
T−1b1
This case is considered in [22] and the direction T1 is (an inverse of) the original direction
in [28].
(a) Scalar Lax pair
L2(z) = F (z)y(z)− A1(z)y(qz) + (z − b1)G(z)y(z),
L3(z) = F (
z
q
)y(z) + (z − a1)G(z
q
)y(z)− qc1c2B1(z
q
)y(
z
q
),
(3.3)
where A1(z), B1(z), F (z) are as in (3.2) and G(z) =
∑N−1
i=0 giz
i .
(b) Time evolution equation
G(z)G(z) = c1c2
A1(z)B1(z)
(z − a1)(z − b1) , for F (z) = 0,
F (z)F (z) = qc1c2A1(z)B1(z), for G(z) = 0,
fNfN = q(gN−1 − c1)(gN−1 − c2),
f0f 0 = a1b1
(
g0 − d1
a1b1
A(0)
)(
g0 − d2
a1b1
A(0)
)
,
(3.4)
where 2N variables f1
f0
,. . ., fN
f0
, g0,. . ., gN−1 are the dependent variables.
5The data for each items is obtained by considering a same Pade´ problem with various deformations
(see Appendix B).
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(c) The L1 equation
L1(z) = A(z)F (
z
q
)y(qz) + qc1c2B(
z
q
)F (z)y(
z
q
)
−
{
(z − a1)(z − b1)F (z
q
)G(z) +
F (z)
G( z
q
)
V (
z
q
)
}
y(z),
(3.5)
where V (z) = qc1c2A1(z)B1(z)− F (z)F (z).
3.2.2 Direction T2 = T
−1
a1
T−1a2 T
−1
b1
T−1b2
(a) Scalar Lax pair
L2(z) = F (z)y(z)− A1,2(z)(1 + hz)y(qz) + (z − b1)(z − b2)G(z)y(z),
L3(z) = F (
z
q
)y(z) + (z − a1)(z − a2)G(z
q
)y(z)− qc1c2B1,2(z
q
)(1 + hz)y(
z
q
),
(3.6)
where A1,2(z), B1,2(z), F (z) are as in (3.2) and G(z) =
∑N−2
i=0 giz
i.
(b) Time evolution equation
G(z)G(z)
(1 + hz)(1 + qhz)
=
c1c2A1,2(z)B1,2(z)
q(z − a1)(z − a2)(z − b1)(z − b2) , for F (z) = 0,
F (z)F (z) = qc1c2A1,2(z)B1,2(z)(1 + hz)(1 + qhz), for G(z) = 0,
F (z)F ( z
q
) = (z − a1)(z − a2)(z − b1)(z − b2)G(z)G( zq ), for 1 + hz = 0,
fNfN = q
2(gN−2 − c1h)(gN−2 − c2h),
f0f 0 = a1a2b1b1
(
g0 − d1A(0)
a1a2b1b2
)(
g0 − d2A(0)
a1a2b1b2
)
,
(3.7)
where 2N variables f1
f0
,. . ., fN
f0
, g0,. . ., gN−2 and h are the dependent variables.
(c) The L1 equation
L1(z) = A(z)F (
z
q
)y(qz) + qc1c2B(
z
q
)F (z)y(
z
q
)
− 1
1 + hz
{
(z − a1)(z − b1)(z − a2)(z − b2)F (z
q
)G(z) +
F (z)
G( z
q
)
V (
z
q
)
}
y(z),
(3.8)
where V (z) = qc1c2(1 + hz)(1 + qhz)A1,2(z)B1,2(z)− F (z)F (z).
3.2.3 Direction T3 = Tc1Td1
The deformation direction T3 is the same as that of Suzuki’s system [31] (see §5.3).
(a) Scalar Lax pair
L2(z) = F (z)y(z)− A(z)y(qz) +G(z)y(z),
L3(z) =
z
q
F (
z
q
)y(z) +G(
z
q
)y(x)− qc1c2B(z
q
)y(
z
q
), (3.9)
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where A(z), B(z), F (z) are as in (3.2) and G(z) =
∑N+1
i=0 giz
i, gN+1 =
c2g0
d1A(0)
.
(b) Time evolution equation
G(z)G(z) = c1c2A(z)B(z), for F (z) = 0,
zF (z)F (z) = qc1c2A(z)B(z), for G(z) = 0,
(3.10)
where 2N variables f1
f0
,. . ., fN
f0
, g1
g0
,. . ., gN
g0
are the dependent variables.
(c) The L1 equation
L1(z) = A(z)F (
z
q
)y(qz) + qc1c2B(
z
q
)F (z)y(
z
q
)
−
{
F (
z
q
)G(z) +
F (z)
G( z
q
)
V (
z
q
)
}
y(z),
(3.11)
where V (z) = qc1c2A(z)B(z)− zF (z)F (z).
3.2.4 Direction T4 = T
−1
aN+1
T−1c1
(a) Scalar Lax pair
L2(z) = F (z)y(z)− AN+1(z)y(qz) +G(z)y(z),
L3(z) = F (
z
q
)y(z) + (z − aN+1)G(z
q
)y(x)− qc1c2B(z
q
)y(
z
q
), (3.12)
where AN+1(z), B(z), F (z) are as in (3.2) and G(z) =
∑N
i=0 giz
i, gN = c1.
(b) Time evolution equation
G(z)G(z) =
qc1c2AN+1(z)B(z)
z − aN+1 , for F (z) = 0,
F (z)F (z) = qc1c2AN+1(z)B(z), for G(z) = 0,
f0f 0 =
(
g0 +
d1A(0)
aN+1
)(
g0 +
d2A(0)
aN+1
)
,
(3.13)
where 2N variables f1
f0
,. . ., fN
f0
, g0,. . ., gN−1 are the dependent variables.
(c) The L1 equation
L1(z) = A(z)F (
z
q
)y(qz) + qc1c2B(
z
q
)F (z)y(
z
q
)
−
{
(z − aN+1)F (z
q
)G(z) +
F (z)
G( z
q
)
V (
z
q
)
}
y(z),
(3.14)
where V (z) = qc1c2AN+1(z)B(z)− F (z)F (z).
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3.2.5 Relations among variables gi and h for each direction
Theorem 3.2.1 The L1 equations for each direction T1, . . ., T4: (3.5), (3.8), (3.11) and
(3.14) are equivalent with each other if the coefficients gi in G(z) and h are related as
(z − b1)G(z)§3.2.1
A1(z)
=
(z − b1)(z − b2)
A1,2(z)
( G(z)
1 + hz
)§3.2.2
=
G(z)§3.2.3
A(z)
=
G(z)§3.2.4
AN+1(z)
, for F (z) = 0.
(3.15)

Proof. The relation (3.15) is obtained by comparing ratios y(qz)
y(z)
in L1 under the con-
dition F (z) = 0. Then the equivalence of the L1 equations can be checked using their
characteristic properties by a similar argument as the Appendix A.1. 
4 Reduction to q-E
(1)
7 system
In this section we consider some q-Painleve´ equations of type E
(1)
7 as a reduction of q-
Garnier systems.
4.1 Notation
Throughout this section, we consider the case N = 3 and specialize parameters as
c1 = c2, d1 = d2. (4.1)
Among the directions Ti considered in previous section, the directions consistent with this
specialization are the following three:
T1 = T
−1
a1
T−1b1 , T2 = T
−1
a1
T−1a2 T
−1
b1
T−1b2 , (4.2)
and inconsistent ones T3 and T4 will be omitted. Under the specialization (4.1), we can
and will impose constraints on dependent variables as
f0 = f3 = 0, f1 = w, f2 = −fw, (4.3)
where f is one of the unknown variables for the reduced system and w is a gauge freedom.
In the followings, we also impose additional constraints (4.4) or (4.10) in order to reduce
the variables gi and h of q-Garnier systems to a variable g and a parameter e. Note that
the meaning of the parameter e and the reduced variable g are different depending on
directions. The results of §4.2.1 are known in [22, 20] and those of §4.2.2 are new.
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4.2 Results for each direction
4.2.1 Reduction from q-Garnier system in §3.2.1
The direction is T1 = T
−1
a1
T−1b1 . In this case we can and will impose an additional condition:
g0 = e, g1 = eg, g2 = c1, (4.4)
where e = d1a2a3a4b
−1
1 .
(a) Scalar Lax pair
Under the conditions (4.1), (4.3) and (4.4), we can reduce the Lax pair (3.3) to the
following Lax pair:
L2(z) = wz(1− fz)y(z)−
4∏
i=2
(z − ai)y(qz) + (z − b1)(e+ egz + c1z2)y(z),
L3(z) = w
z
q
(1− f z
q
)y(z) + (z − a1){e+ egz
q
+ c1(
z
q
)2}y(z)− qc21
4∏
i=2
(
z
q
− bi)y(z
q
).
(4.5)
The Lax pair (4.5) has been given in [20].
(b) Time evolution equation and equation for w
(
e
c1
f 2 +
e
c1
gf + 1)(
e
qc1
f 2 +
e
qc1
gf + 1) =
∏4
i=2(1− aif)(1− bif)
(1− a1f)(1− b1f) ,
z21(1− fz1)(1− fz1)
z22(1− fz2)(1− fz2)
=
4∏
i=2
(z1 − ai)(z1 − bi)
(z2 − ai)(z2 − bi) ,
(4.6)
and
ww =
∏4
j=2(zi − aj)(zi − bj)
z2i (1− fzi)(1− fzi)
, (i = 1, 2), (4.7)
where z = z1, z2 are solutions of the equation e+ egz+ c1z
2 = 0. The bi-rational equation
(4.6) is equivalent to the variation of q-Painleve´ equation of type E
(1)
7 in [20, 22].
We remark that the configuration of 8 singular points6 is given by 2 points on a line
g =∞ and 6 points on a parabolic curve ef 2 + egf + c1 = 0 as follows:
(f, g) = (
1
a1
,∞), ( 1
b1
,∞), ( 1
ai
,− 1
ai
− aic1
e
), (
1
bi
,− 1
bi
− bic1
e
), (i = 2, 3, 4). (4.8)
(c) The L1 equation
L1(z) =
4∏
i=1
(z − ai)(1− fz
q
)y(qz) + q2c21
4∏
i=1
(
z
q
− bi)(1− fz)y(z
q
)
−
{
(z − a1)(z − b1)(1− fz
q
)ϕ(z) +
q(1− fz)
ϕ( z
q
)
V (
z
q
)
}
y(z),
(4.9)
where V (z) = qc21
∏4
i=2(z− ai)(z− bi)−wwz2(1− fz)(1− fz) and ϕ(z) = e+ egz+ c1z2.
The L1 equation (4.9) has been given in [20].
6For the theory of the configuration of 8 singular points, see [11, 27].
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4.2.2 Reduction from q-Garnier system in §3.2.2
The direction is T2 = T
−1
a1
T−1a2 T
−1
b1
T−1b1 . We impose an additional condition:
g0 = e, g1 = −e
g
, h = − e
c1g
, (4.10)
where e = d1a3a4(b1b2)
−1.
(a) Scalar Lax pair
Under the conditions (4.1), (4.3) and (4.10), one can reduce the Lax pair (3.6) to the
following Lax pair:
L2(z) = wz(1− fz)y(z)−
4∏
i=3
(z − ai)(1− ez
c1g
)y(qz) + e
2∏
i=1
(z − bi)(1− z
g
)y(z),
L3(z) = w
z
q
(1− f z
q
)y(z) + e
2∏
i=1
(z − ai)(1− z
qg
)y(z)− qc21
4∏
i=3
(
z
q
− bi)(1− ez
c1g
)y(
z
q
).
(4.11)
The scalar Lax pair (4.11) is equivalent to the one in [11, 38].
(b) Time evolution equation and equation for w
( c1
e
fg − 1)( qc1
e
fg − 1)
(fg − 1)(fg − 1) =
∏2
i=1(1− aif)(1− bif)∏4
i=3(1− aif)(1− bif)
,
(fg − e
c1
)(fg − qe
c1
)
(fg − 1)(fg − 1) =
∏2
i=1(g − ai ec1 )(g − bi ec1 )∏4
i=3(g − ai)(g − bi)
,
(4.12)
and
ww =
∏4
i=3(g − ai)(g − bi)
qg2(c1 − e)(c1 − qe)(fg − 1)(fg − 1)
. (4.13)
The bi-rational equation (4.12) is equivalent to the q-Painleve´ equation of type E
(1)
7 in
[5, 11, 27, 38], and the configuration of 8 singular points is the well-known standard one.
(c) The L1 equation
L1(z) =
4∏
i=1
(z − ai)(1− fz
q
)y(qz) + q2c21
4∏
i=1
(
z
q
− bi)(1− fz)y(z
q
)
− 1
1 + ez
c1g
{
e
2∏
i=1
(z − ai)(z − bi)(1− fz
q
)(1− z
g
) +
q(1− fz)
e(1− z
qg
)
V (
z
q
)
}
y(z),
(4.14)
where V (z) = qc21(1− ezc1g )(1−
qez
c1g
)
∏4
i=3(z − ai)(z − bi)− wwz2(1− fz)(1− fz).
Remark 4.2.1 The L1 equations for each directions T1 and T2 are equivalent under the
relation [20]
(1− a2f)(1− b2f)
( e
c1
f 2 + e
c1
gf + 1)§4.2.1
( 1− fg
1− c1
e
fg
)§4.2.2
= 1. (4.15)
This result follows as a reduction of Theorem 3.2.1. A direct proof is given in [20]. 
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Remark 4.2.2 If we include more directions such as T−1a1 T
−1
a2
T−1c1 and T
−1
a1
T−1a2 Td1 in ad-
dition to T1 as fundamental ones, then all the other directions can be obtained by com-
positions of them. Thanks to the symmetry of the parameters, the equations for such
additional fundamental directions are similar to that of T1. Therefore the results of this
section are enough to obtain all the directions of q-Painleve´ equation of type E
(1)
7 . 
5 Relation to Suzuki’s system
5.1 q-KP and its duality
We first recall a Lax formalism of a certain isomonodromic system formulated as a reduc-
tion of the q-KP hierarchy [10]7 .
Let xi,j, ri, tj ∈ C and m,n ∈ N be parameters. For an unknown n-vector Y (z), we
consider a linear q-difference equation of n× n matrix system
Y (qz) = A(z)Y (z), (5.1)
and its deformation system
Y (z) = B(z)Y (z). (5.2)
Here8
A(z) = dXm · · ·X2X1,
Xi(z) =

xi,1 1
xi,2 1
. . . . . .
xi,n−1 1
r−1i z xi,n
 , d = diag[t1, . . . , tn].
(5.3)
In this section, we focus consideration on the linear equation (5.1).
Extending the result of [9, 10], one obtains the following:
Theorem 5.1.1 Two cases (m,n) and (n,m) of the linear equation (5.1) are equivalent
under the following transformation:
xi,j ↔ −xj,i, rk ↔ tk, z ↔ Tz. (5.4)

Proof. Setting Y1 = Y, Yi+1 = XiYi (1 ≤ i ≤ m) and defining components of Y by
Yi,j = (Yi)j, then we have relations
Yi+1,j = xi,jYi,j + Yi,j+1, Ym+1,j = t
−1
j TzY1,j, Yi,n+1 = r
−1
i zYi,1. (5.5)
7For the related works on q-KP, see [9] (affine Weyl group symmetry), [15, 33] (the case (m,n) =
(2, 3), (2, 4)), [12, 36] (Yang-Baxter maps), [34] (q-UC hierarchy), [1, 6] (non-commutative version).
8For convenience, extra parameters ri and tj are introduced though there are redundancy.
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Applying a transformation (5.4) and
m↔ n, Yi,j ↔ Yj,i, (5.6)
into the relations (5.5), then the cases (m,n) and (n,m) of the linear equation (5.1) can
be transformed with each other. 
We remark that the transformation z ↔ Tz in (5.4) is a kind of q-Laplace transforma-
tion, and it transforms Tzz = qzTz into zTz = qTzz i.e. T
−1
z z = qzT
−1
z .
5.2 q-Garnier system as the case (m,n) = (2N + 2, 2)
Consider the case (m,n) = (2N + 2, 2) of the matrix A given by
A(z) = dX2N+2 · · ·X2X1,
Xi =
[
xi,1 1
r−1i z xi,2
]
, d = diag[t1, t2].
(5.7)
Proposition 5.2.1 The matrix A (5.7) is equivalent to the Sakai’s matrix A (2.4).
Proof. The matrix A (5.7) takes the form
(i) A(z) = ∑N+1i=0 Aizi,
(ii) AN+1 =
[
t1
∏N+1
i=1 r
−1
2i−1 0
∗ t2
∏N+1
i=1 r
−1
2i
]
, A0 =
[
θ1 ∗
0 θ2
]
,
(iii) detA(z) = t1t2
∏2N+2
i=1 r
−1
i (z − αi),
(5.8)
where θj = tj
∏2N+2
i=1 xi,j, αi = rixi,1xi,2. These properties (5.8) corresponds exactly to
the properties (2.4) for Sakai’s matrix A, by a gauge transformation with lower triangular
matrix
[
1 0
∗ 1
]
.
Conversely, any matrix A with properties (5.8) can be factorized into the form A (5.7).
Note that the variables xi,j can be obtained by considering the KerA at z = αi due to
the property (iii). 
Remark 5.2.2 In the case of differential Garnier system, its relation to the KP hierarchy
is not so clear. However, it is known that the Garnier system can been derived through a
similarity reduction of the UC hierarchy [35]. 
5.3 Suzuki’s system as the case (m,n) = (2, 2N + 2)
Consider the case (m,n) = (2, 2N + 2) of the matrix A (5.3):
A(z) = dX2X1,
Xi =

xi,1 1
xi,2 1
. . . . . .
xi,2N+1 1
r−1i z xi,2N+2
 , d = diag[t1, . . . , t2N+2].
(5.9)
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Proposition 5.3.1 The matrix A (5.9) has the following form:
(i) A(z) =

α1 ϕ1 t1
α2 ϕ2 t2
. . . . . . . . .
α2N ϕ2N t2N
t2N+1
r1
z α2N+1 ϕ2N+1
ϕ2N+2z
t2N+2
r2
z α2N+2

,
(ii) detA(z) = r−11 r−12
∏2N+2
i=1 ti(z − θ1)(z − θ2).
(5.10)
Conversely, any matrix A of the form (5.10) can be factorized as (5.9). 
Proof. It is easy to check that the matrixA (5.9) takes the form (5.10) under substitutions
αi = tix1,ix2,i, θi = ri
∏2N+2
j=1 xi,j, ϕk = tk(x1,1+k + x2,k) (k 6= 2N + 2) and ϕ2N+2 =
t2N+2(r
−1
2 x1,1 + r
−1
1 x2,2N+2).
Conversely, the matrix A (5.10) can be factorized as A (5.9); consider the Ker A at
z = θi using the property (ii). 
Remark 5.3.2 In [32] T.Suzuki considered the matrix A (5.10), with redundant param-
eters fixed as r1 =
1
t
, r2 = 1, t1 = . . . = t2N+2 = 1. Note that two variables among ϕ1,
. . . , ϕ2N+2 can be reduced by a gauge transformation and the constraint coming from the
property (ii). He also gave the matrix B corresponding with a time evolution r1 = qr1
(i.e. t = t
q
), θ1 = qθ1. 
Thanks to Theorem 5.1.1 and Proposition 5.2.1, Proposition 5.3.1, we have the conclu-
sion that the q-Garnier system and Suzuki’s higher order Painleve´ system are related with
each other in the sense that they are the deformations of the linear equations equivalent
under a q-Laplace transformation.
By the correspondence of parameters (n = N + 1)
Matrix Parameters Specialization
(2.4) a1, . . . , an b1, . . . , bn c1 c2 d1 d2
(5.7) α1, . . . , αn αn+1, . . . , α2n t1
t2
q
θ1∏n
i=1(−αi)
θ2∏n
i=1(−αi) r1 = . . . = r2n = 1
(5.10) α1, . . . , αn αn+1, . . . , α2n r1
r2
q
θ1∏n
i=1(−αi)
θ2∏n
i=1(−αi) t1 = . . . = t2n = 1,
(5.11)
the Suzuki’s direction r1 = qr1, θ1 = qθ1 for (5.10) corresponds to T3 = Tc1Td1 in §3.2.3.
6 Summary
In this paper, extending the previous work [22], we obtained the following two main
results.
• Choosing the proper variables according to several deformation directions, we ob-
tained simple expression of the scalar Lax pairs and the evolution equations for the
13
variations of the q-Garnier system. Consequently, we gave relations among these
q-Garnier systems. As a byproduct, we obtained the standard q-Painleve´ equations
of type E
(1)
7 as a reduction of a certain q-Garnier system.
• We clarified the relation between the q-Garnier system [22, 28] and the Suzuki’s
system [32] by formulating the duality of the q-KP system.
A Lax equations
A.1 Correspondence to Sakai’s Lax form
The L1 equations in (2.5) and those in §3.2 are all equivalent with each other. In this
appendix, we give the correspondence9 in case of (2.5) and (3.11) as an example.
We call qρ0 (resp. qρ∞) characteristic exponents at x = 0 (resp. x =∞) when solutions
y(x) have the form
y(x) = kρ0x
ρ0(1 +O(x)), at x = 0, (A.1)
y(x) = kρ∞x
ρ∞(1 +O
(1
x
)
), at x =∞. (A.2)
Eliminating y(z) and y( z
q
) from L2(z) = L2(
z
q
) = L3(z) = 0 (3.9), we obtain L1(z) = 0
(3.11). Then we have
Lemma A.1.1 The L1 equation (3.11) takes the following properties:
(i) It is a linear three term equation between y(qz), y(z) and y( z
q
), and the coefficients
of y(qz), y(z) and y( z
q
) are polynomials of degree 2N + 1 in z,
(ii) The coefficient of y(qz) (resp. y( z
q
)) has zeros at z = a1, · · · , aN+1 (resp. z =
qb1, · · · , qbN+1),
(iii) The characteristic exponents of solutions y(z) are d1, d2 (at z = 0) and c1, c2 (at
z =∞) generically10.
(iv) The N points z such that F (z) = 0 are apparent singularities (i.e., the solutions
are regular there), where
y(qz)
y(z)
=
G(z)
A(z)
, for F (z) = 0, (A.3)
holds (c.f. (2.11)).
Conversely, the L1 equation (3.11) is uniquely characterized by these properties (i)−(iv).

On the other hand, owing to Lemma 2.2.1, Sakai’s Lax equation (2.1) is rewritten into
the L1 equation (2.5). Furthermore we have
9Other cases are similar. The case of (2.5) and (3.5) is given in [22, §2.2].
10Generic case means f0fN 6= 0. We remark that the reduced cases to q-E(1)7 system are nongeneric,
where their L1 equations (4.9) and (4.14) have exponents d1, qd1 (at z = 0) and c1,
c1
q (z =∞).
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Lemma A.1.2 The L1 equation (2.5) can be expressed as a form
L1 :
N+1∏
i=1
(z − αi)F (z
q
)y(qz)−
{
F (
z
q
)A11(z) + F (z)A22(z)
}
y(z)
+ κ1κ2
2N+2∏
i=N+2
(
x
q
− αi)F (z)y(z
q
) = 0.
(A.4)

Proof. The proof is given by using a gauge transformation:
y(z) 7→ H(z)y(z), with H(qz)
H(z)
=
N+1∏
i=1
(z − αi). (A.5)

Similarly to Lemma A.1.1, we have
Lemma A.1.3 Then the L1 equation (A.4) has the following properties:
(i) It is a linear three term equation between y(qz), y(z) and y1(
z
q
), and the coefficients
of y(qz), y(z) and y( z
q
) are polynomials of degree 2N + 1 in z,
(ii) The coefficient of y(qz) (resp. y( z
q
)) has zeros at z = α1, · · · , αN+1 (resp. z =
qαN+2, · · · , qα2N+2).
(iii) The characteristic exponents of the solutions y(z) are θ1∏N+1
i=1 (−αi)
, θ2∏N+1
i=1 (−αi)
(at
z = 0) and κ1, q
−1κ2 (at z =∞),
(iv) N points z = λi such that F (z) = 0 are apparent singularities, where
y(qz)
y(z)
=
A11(z)∏N+1
i=1 (z − αi)
, for F (z) = 0, (A.6)
holds.
Conversely, the L1 equation (A.4) is uniquely characterized by these properties (i)−(iv).

Hence we obtain
Proposition A.1.4 The L1 equations (3.11) and (2.5) are equivalent up to the gauge
transformation (A.5) and changes of variables and parameters. 
Proof. Thanks to Lemmas A.1.1, A.1.2 and A.1.3. 
A.2 Sufficiency for the compatibility
In §3.2, we stated that the equations in item (b) are sufficient for the compatibility of the
equations in item (a). Here we will prove this fact in the case of §3.2.3 as an example11.
11Other cases can be proved in the similar way and the case of §3.2.1 has been done in [22, §2.3].
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Eliminating y(z) and y(qz) from L2(z) = L3(z) = L3(qz) = 0 (3.9), we obtain the
following expression:
L4(z) = A(z)F (
z
q
)y(qz) + q2c1c2B(
z
q
)F (z)y(
z
q
)
−
{
qF (z)G(
z
q
) +
F ( z
q
)
G(z)
V (z)
}
y(x),
(A.7)
where V is given in (3.11).
Lemma A.2.1 The L4 equation (A.7) has the following properties:
(i) It is a linear three term equation between y(qz), y(z) and y( z
q
),and the coefficients
of y(qz), y(z) and y( z
q
) are polynomials of degree 2N + 1 in z,
(ii) The coefficient of y(qz) (resp. y( z
q
)) has zeros at z = a1, a2, · · · , aN+1 (resp.
z = qb1, qb2, · · · , qbN+1),
(iii) The characteristic exponents of solutions y(z) are qd1, d2 (at z = 0) and qc1, c2
(at z =∞),
(iv) The N points z such that F (z) = 0 are apparent singularities, where
y(qz)
y(z)
=
qc1c2B(z)
G(z)
, for F (z) = 0, (A.8)
holds.
Conversely, the equation L4 = 0 (A.7) is uniquely characterized by these properties
(i)−(iv). 
Proposition A.2.2 The linear q-difference equations L1 (3.11) and L2 (3.9) are com-
patible if and only if the bi-rational equation (3.10). 
Proof. The compatibility of L1 and L2 means that T (L1) = L4. This can be checked by
the characterizations of the equations L1 (resp. L4) in Lemma A.1.1 (resp. A.2.1). 
B From Pade´ interpolation to the q-Garnier system
There is a convenient method to approach the continuous/discrete Painleve´ equations by
using certain problem of Pade´ approximation [19, 37] (see also [13, 14]) or interpolation
[7, 17, 18, 20, 21, 24, 39, 40]. In [22], this method is applied to the q-Garnier system in
the case of §3.2.1. Here, we illustrate the derivation of the Lax pair (3.9) through the
Pade´ method in case of q-Garnier system in §3.2.3 as an example.
B.1 Derivation of scalar Lax pair
Fix a positive integer N ∈ N and a parameter q (0 < |q| < 1). For parameters
a1, . . . , aN , b1, . . . , bN and c, we consider a function
ψ(z) = clogq z
N∏
i=1
(aiz, bi)∞
(ai, biz)∞
. (B.1)
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Let P (z) and Q(z) be polynomials of degree m and n ∈ Z≥0 in z determined by the
following Pade´ interpolation condition:
ψ(zs) =
P (zs)
Q(zs)
, (zs = q
s, s = 0, 1, . . .m+ n). (B.2)
The common normalizations of the polynomials P and Q in z are fixed as P (0) = 1. We
consider the shift operation: x = T (x) where T = Tc.
We construct two linear q-difference relations: L2 = 0 among y(z), y(qz), y(z) and
L3 = 0 among y(z), y(z), y(
z
q
) satisfied by the functions y = P and y = ψQ.
Proposition B.1.1 The linear relations L2 and L3 can be expressed as
L2(z) = F (z)y(z) + A(z)(
z
qm+n
)1y(qz) +
c
g0
G(z)y(z) = 0,
L3(z) =
z
q
F (
z
q
)y(x) +
1
g0
G(
z
q
)y(z)− (z)1B(z
q
)y(
z
q
) = 0,
(B.3)
where A(z) =
∏N
i=1(aiz)1, B(z) =
∏N
i=1(biz)1 and F (z), G(z) are as in (3.9) and
f0, . . . , fN , g0, . . . , gN are constants depending on parameters ai, bj, c and m,n ∈ Z≥0.

Proof. By the definition above, the linear relations L2 and L3 can be written as
L2(z) ∝
∣∣∣∣∣y(z) y(qz) y(z)y(z) y(qz) y(z)
∣∣∣∣∣ = D1(z)y(z)−D2(z)y(qz) + D3(z)y(z) = 0,
L3(z) ∝
∣∣∣∣∣y(z) y(z) y( zq )y(z) y(z) y( zq )
∣∣∣∣∣ = D1( zq )y(z) + D3( zq )y(z)−D2(z)y( zq ) = 0,
(B.4)
where y(z) =
[
P (z)
ψ(z)Q(z)
]
and Casorati determinants
D1(z) = |y(z),y(qz)|, D2(z) = |y(z),y(z)|, D3(z) = |y(qz),y(z)|. (B.5)
Using the relations
ψ(qz)
ψ(z)
= c
B(z)
A(z)
,
ψ(z)
ψ(z)
= z, (B.6)
we can rewrite the Casorati determinants (B.5) into the following determinants:
D1(z) =
ψ(z)
A(z)
{cB(z)P (z)Q(qz)− A(z)P (qz)Q(z)} =: ψ(z)
A(z)
m+n−1∏
i=0
(
z
qi
)1c0F (z),
D2(z) = ψ(z)
{
zP (z)Q(z)− P (z)Q(z)} =: ψ(z)m+n∏
i=0
(
z
qi
)1c0,
D3(z) =
ψ(z)
A(z)
{
zA(z)P (qz)Q(z)− cB(z)P (z)Q(qz)} =: ψ(z)
A(z)
m+n−1∏
i=0
(
z
qi
)1G(z).
(B.7)
Then the constants c0 =
g0
c
, gN+1 = −g0
∏N
i=1(−ai)
cqn
are determined through the expan-
sions around x = 0 and x =∞. As a result, we obtain the desired equations. 
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