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Abstract
RAJARSHI SAHA: The Role of Sea Ice in Thermohaline Oscillations.
(Under the direction of Christopher Jones.)
Climate proxy records show the existence of several millennial scale fluctuations dur-
ing the last glacial period. These abrupt warming (Dansgaard-Oeschger) events were
paced by about 1,500 years and also appear to be correlated to episodes of ice surges
into the North Atlantic from disintegrating ice sheets. Several model studies have viably
demonstrated the ability of abrupt freshwater discharges to trigger fluctuations in the
state of the North Atlantic meridional overturning circulation. However, the ’freshwater
hypothesis’ does not provide a clear answer to the existence of the periodicity. In this
study, an idealized model is constructed, which includes the relevant components of the
North Atlantic climate system as may be relevant to millennial timescales. These primar-
ily include an overturning pressure driven overturning circulation and thermodynamic
sea ice coupled within an idealized geometry representing the ocean basin. Relaxation
oscillations are observed at low advective strengths and the periodicity is intrinsically
tied to the system’s geometry. The physical constraints on sea ice growth in the North At-
lantic together with the configuration of the basin, thus impart a characteristic oscillation
period. Time varying salinity (freshwater) forcing applied to mimic ice sheet growth and
decay phases produce the distinct Bond cycles, as seen in the proxy data. Insolation vari-
ations applied to the model also reproduce the fluctuations at about 85,000 years before
present. This correlation suggests that the overturning circulation is influenced both by
high latitude freshwater anomalies and tropical summer insolation variations, and either
trigger can invoke sea ice processes and produce millennial scale oscillations.
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Chapter 1
Introduction
1.1 Overview
This study develops a hypothesis for millennial-scale climatic fluctuations that occurred
several times in the Earth’s geological past. In Chapter 1, the background and scope of
the problem is laid out along with a review of published studies addressed to it. As there
are many possible ways of approaching the scientific questions central to the issue, Chap-
ter 2 puts together the motivation for employing a class of (simple/idealized) models by
examining the claims of similar models in similar contexts. A list of interactions between
individual components of the climate (sub)system is drawn out and arranged in approx-
imate order of importance. With these considerations, a new ocean-sea ice box model is
developed in Chapter 3, whose behavior is examined under steady forcing values and the
responsible physical mechanisms are identified. Next, in Chapter 4, time-varying forcing
is applied to the model to simulate specific scenarios of the past climate and the model’s
response is compared to paleo-proxy records. The results and conclusions from the study
are then summarized in the final chapter.
1.2 Background
In its 4.5 billion year history, the Earth has undergone many upheavals and transitions
that have left their mark on rocks, in layers of sediment, and in the fossils of organisms.
By studying these clues we have come to know that the configuration of land masses and
ocean currents, composition of the atmosphere and the distribution and diversity of flora
and fauna have varied dramatically over time. These changes have been largely driven
by mechanical energy from the Earth’s interior and variations in the energy input from
the Sun. The climate has varied in response to these changes and at times the variations
have come in cycles.
The longest known climatic cycles are the 100,000 year (100 ky) glacial-interglacial
transitions. They are characterized by the slow advance and relatively quick retreat of
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Figure 1.1: Stack of benthic δ 18O records from globally distributed cites (Lisiecki and
Raymo, 2005). The shells of bottom-dwelling marine ameboid protists record changes in
the concentration of 18O/16O in ocean water, which is a proxy for global ice volume. The
record shows cycles of glaciation paced approximately 100,000 years apart. Interestingly,
the pattern of abrupt warming followed by slow cooling is also observed in millennial-
scale climate cycles.
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ice sheets, especially in the northern hemisphere. During the last glacial epoch which
peaked around 18 ky before present, the Laurentide and Scandinavian ice sheets covered
large parts of northern North America and north-western Europe (Figure 1.5). Sea-levels
were about 125 m lower than present (Fairbanks, 1989) and a land bridge existed between
Eurasia and North America. The cycles have been linked to the 100 ky variations in the
Earth’s orbital eccentricity (Hays et al., 1976; Imbrie et al., 1993; Clemens and Tiedemann,
1997; Raymo, 1997; Rial, 1999; Lisiecki, 2010) as well as the 41 ky orbital obliquity cy-
cle (Muller and MacDonald, 1997; Huybers and Wunsch, 2005; Paillard, 1997; Ditlevsen,
2009). As such, the mechanisms behind glacial-interglacial transitions are not well under-
stood well and a subject of debate.
A shorter climate cycle of approximately 1.5 ky has also been detected in climate
records and is the subject of this study. The following sections outline the observations,
current understanding and the approach used towards understanding the origin of these
cycles. A better understanding of the physical mechanisms behind abrupt climate change
is crucial, especially in the face of inevitability of these events recurring in the future.
1.2.1 Dansgaard-Oeschger and Heinrich Events
Analysis of Greenland ice cores (Dansgaard, 1993) reveal that the north Atlantic climate
underwent several abrupt millennial-scale fluctuations in the last 100 ky (Figure 1.3). Ev-
idence for these climatic episodes, known as Dansgaard-Oeschger (D-O) events, are also
found in cave deposits in Hulu, China (Wang et al., 2001) and in the Vostok ice-cores in
Antarctica (Hays et al., 1976).
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Figure 1.2: Proxy records from Greenland (A), Hulu caves in China (B) and Antarctica (C)
showing the global manifestation of Dansgaard-Oeschger rapid warming events. The ob-
served phase lag between the polar records suggest the involvement of climatic processes
in transporting and storing heat (Stocker and Johnsen, 2003).
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Figure 1.3: Variations in air temperature over Greenland from atmospheric δ 18O record
(North Greenland Ice Core Project members, 2004). The section aged between 100,000
years and the present show 24 occurrences of abrupt warming events(orange arrows)
and 7 episodes of ice rafting (blue bars).
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Figure 1.4: Holocene records of drift ice petrologic tracers from ocean sediment cores.
The petrologic tracers of drift ice are detrital carbonate, fresh volcanic glass from Iceland
and hematite stained grains expressed as percentages of lithic grains (ice-rafted debris).
Increased proportions of tracers can be interpreted as advection of cooler surface waters
from the north of Iceland and Labrador Sea. Tracer bearing rocks are otherwise rare in
ice-rafted debris from southern Greenland. (Bond et al., 2001).
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From the proxy data1 it is apparent that the D-O events were manifested globally. How-
ever they differed in amplitude and phase between the two hemispheres (Figure 1.2).
Warming was abrupt and of large magnitudes over the north Atlantic and gradual and
less pronounced over Antarctica. This bipolar temperature see-saw suggests accompany-
ing changes in the climate’s heat distribution mechanism, namely the oceanic circulation
system. In addition, the proxy data points to a northern Atlantic location of the anoma-
lous heat source associated with these abrupt warming events.
D-O oscillations were prominent during the last glacial period, between 90 and 12 ky
before present, when kilometer-thick ice sheets covered large parts of northern hemi-
sphere land masses. However, a weaker equivalent of the D-O has been observed during
the Holocene epoch2 (12-0 ky before present) in drift ice proxies (Bond et al., 1997, 2001).
It is thus possible that a pervasive millennial-scale climate cycle is in operation indepen-
dently of glacial-interglacial climate states.
The recurrent D-O events were punctuated by episodes of massive ice discharges com-
ing from the breakup of land based ice sheets. It has been hypothesized that the Lau-
rentide ice sheet (LIS) went through phases of ice accumulation and violent discharge
due to basal instability (Alley and MacAyeal, 1994). The purged ice carried with it large
rock fragments which were deposited on the sea-bed upon melting. These fragments are
found in marine sediment cores drilled off the Gulf of St. Lawrence and across the north
Atlantic (Heinrich, 1988). Geochemical composition of the rock detritus point to their
continental origin.
The ice rafting, or Heinrich events occurred immediately prior to groups of D-O cycles,
suggesting a causal connection. Indeed, as listed in the following section, the prevailing
1δ 18O , See Appendix A
2Which is also, the present interglacial warm period
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Figure 1.5: Approximate extent of glaciation during the last glacial maximum (shaded
blue) (Ray and Adams, 2001) overlaid with modern day circulation patterns (Bond et al.,
2001). EGC: East Greenland Current; WSC: West Spitzbergen Current; JMC: Jan Mayen
Current; EIC: East Icelandic Current; LC: Labrador Current; NAC: north Atlantic Current.
Black dots mark the position of sediment cores that show increased proportions of ice-
rafted debris (Bond et al., 1997, 1999).
hypotheses to explain the cause for D-O events center around freshwater input into the
north Atlantic from destabilized ice sheets.
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Figure 1.6: Freshwater induced D-O events in CLIMBER-2. A low-amplitude periodic
freshwater flux is applied to the north Atlantic along with a large trigger to represent a
Heinrich event (A). Millennial-scale oscillations north Atlantic (B) and Antarctic (C) air
temperatures are observed. Annual mean air temperature differences between warm and
cold modes (C) show an anomalous heat source in the north Atlantic. As the freshwater
flux is varied, the rate of NADW formation follows a hysteresis loop (E). The jump occurs
at a critical freshwater forcing value (negative), presumably during the growth phase of
ice sheets. (Ganopolski and Rahmstorf, 2001).
1.2.2 The Freshwater Hypothesis
The Atlantic Meridional Overturning Circulation (AMOC) is responsible for transporting
heat from the tropics to higher latitudes. A disruption or change in its state could thus
affect the regional climate. Both idealized as well as complex models of this circulation
system have been studied. In a classic paper, Stommel (1961) found the overturning cir-
culation to have two steady states, each dominated by surface-thermal or surface-salinity
(freshwater) gradients. Broecker et al. (1985) suggested that freshwater could alter the
rate of convective sinking in the north Atlantic and thereby trigger mode transitions of
the circulation.
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With the help of a simple 2-dimensional model, Sakai and Peltier (1995, 1999) showed
that continuous surface freshwater forcing at high latitudes could result in oscillations of
the AMOC. They found a strong correlation between the freshwater flux and the dom-
inant period of oscillation. In another study using an intermediate complexity model,
CLIMBER-2, Ganopolski and Rahmstorf (2001) reported D-O like oscillations in response
to freshwater addition to the north Atlantic. The circulation was observed to abruptly
switch states in a hysteresis loop, in response to the applied forcing (Figure 1.6). Exper-
imenting with the same model, Claussen et al. (2003) suggested a stochastic resonance
mechanism between three freshwater signals - a large trigger (due to sudden collapse
of an ice sheet), a weak periodic forcing, and another low amplitude, random freshwa-
ter forcing at high latitudes (Figure 1.7). However in both aforementioned studies, the
applied 1.5 ky periodic signal was necessary to mimic the D-O. The respective authors
attributed this signal to possible solar output variations and intrinsic oceanic oscillations
of ‘unknown origin[s]’.
The freshwater hypothesis has been tested on several models. Rahmstorf et al. (2005)
carried out a comprehensive study with 11 different climate models of intermediate com-
plexity, subjecting each one to varying freshwater fluxes. All the models showed the char-
acteristic hysteresis response of the AMOC to freshwater additions (Figure 1.8). Some
other freshwater related suggestions include a switch in the location of NADW forma-
tion between Norwegian and Labrador seas Schulz et al. (2006) and stochastic excitement
Jongma et al. (2007). It is worth noting that the above studies used ’artificial’ freshwater
and did not employ any dynamic mechanisms for its addition.
In one instance, a dynamic ice sheet coupled to an ocean model was found to generate
oscillations in the AMOC (Shaffer et al., 2004). The melting of ice-shelves3, in this case,
3An ice shelf is a thick, floating platform of ice that forms where a glacier or ice sheet flows down to a
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destabilizes land ice and allows its discharge into the sea which then triggers a change in
circulation modes. Although the mechanism described in this study is slightly different
from the usual basal instability of ice sheets, the final trigger remains the same.
Solar cycles, have also been cited as a possible cause behind the 1.5 ky periodic signal.
Braun et al. (2005) suggest that the superposition of two known solar cycles of ∼87 and
∼210 years (Lean and Rind, 1998) could result in a 1,470 year climate cycle. By imposing
the two cycles in CLIMBER-2, the authors claim a ’robust’ 1,470 year response. However,
they do not find a similar response under Holocene conditions, when drift-ice proxies are
observed with a 1.5 ky period (Bond et al., 1997). The Holocene ’Bond cycles’ had been
attributed to solar cycles in a separate study (Bond et al., 2001).
coastline and onto the ocean surface. Ice shelves are found in Antarctica, Greenland and Canada only.
circulation models (AOGCMs) and, hence, require computation-
ally efficient models. This computational efficiency is achieved in
CLIMBER-2 by using a coarse spatial resolution and a simpler
description of atmospheric and oceanic components compared to
AOGCMs. In particular, the atmosphere and ocean dynamics are
described by using simplified diagnostic equations. Both, the
atmospheric and oceanic meridional circulation are parameterized.
Moreover, the ocean model describes only the meridional circula-
tion, which is predominantly thermohaline, while the wind-driven
circulation is not explicitly described in the model; instead, its effect
on the meridional circulation is parameterized.
However, in spite of this simplicity and coarse resolution, the
CLIMBER-2 model realistically reproduces the large-scale pattern
of present-day climate (Petoukhov et al. 2000). In addition the
sensitivity of CLIMBER-2 to changes in external forcing, such as
changes in atmospheric CO2 concentration, solar irradiation,
freshwater input to the North Atlantic, and boreal and tropical
deforestation, is similar to that of comprehensive models of
atmospheric and oceanic circulation (Ganopolski et al. 2001).
Moreover, CLIMBER-2 has successfully been applied to paleocli-
matic simulations of the last glacial maximum (Ganopolski et al.
1998b), the Holocene optimum (Ganopolski et al. 1998a), the
transition from early Holocene to late Holocene (Claussen et al.
1999) including changes in the global carbon cycle (Brovkin et al.
2002) and the Eemian (Kubatzki et al. 2000). In particular,
CLIMBER-2 reproduces the characteristic time evolution of D/O
events, the different spatial patterns of climate change for D/O and
Heinrich events, the recovery of NADW formation after Heinrich
events, the fact that cooling in Greenland pre-dates the iceberg
release during Heinrich events and the fact that interglacial climate
is much less variable than glacial climate (Ganopolski and
Rahmstorf 2001, 2002).
3 Global-scale correlation patterns
To simulate a climate evolution, which is typical for
MIS-3, we have to prescribe changes in the boundary
conditions which are external to the climate system (i.e.,
insolation) or internal. The problem of internal bound-
ary conditions concerns the heat, momentum and mass
fluxes at the interface between components of the cli-
mate system which are explicitly simulated by the model
and components, which are not. In this study, the
dynamics of the atmosphere, ocean and land surface/
vegetation are simulated explicitly while the motion of
inland ice and resulting freshwater fluxes are prescribed.
In all experiments, insolation was varied by changes
in orbital parameters (Berger 1978). Sub-millennial
variations in solar energy flux were not taken into ac-
count, and the atmospheric CO2 concentration was kept
constant at 200 ppm. Hence we neglected the effect of
small variations atmospheric CO2 of approximately 20–
30 ppm reconstructed for stadial-interstadial changes
(e.g., Petit et al. 1999).
To simulate abrupt climate changes in experiment A,
we added a freshwater forcing (Fig. 2) following the
results of our previous work (Ganopolski and Rahm-
storf 2001). The freshwater forcing consists of three
components. All three components were applied to the
North Atlantic between 50!N and 70!N with a maxi-
mum amplitude at 60!N. The first component is asso-
ciated with the hydrological impact of Heinrich events
and it represents regular pulses of freshwater with an
amplitude of 0.15 Sv (1 Sv = 106 m3 s–1) and a period
of 7500 years. Such pulses cause a temporal complete
shutdown of the thermohaline circulation (Ganopolski
and Rahmstorf 2001). Secondly, to trigger D/O events,
we introduced a white-noise freshwater anomaly. This
component represents the ubiquitous internal variability
of the atmosphere–ocean system which is not explicitly
simulated in our model. The standard deviation of the
freshwater anomaly was 0.035 Sv. The white-noise
freshwater flux is strong enough to trigger randomly
varying D/O events. Thirdly, the D/O events were syn-
chronized by a small freshwater forcing of 0.01 SV and a
period of 1500 years. The small forcing is too weak to
generate D/O events by itself. It just synchronizes D/O
events via the mechanism of stochastic resonance
(Ganopolski and Rahmstorf 2002). The latter freshwater
forcing, unlike the previous freshwater forcings, is hyp-
othetic, and its origin is unknown so far. Inclusion of
such forcing allows to reproduce several important fea-
tures of the D/O events known from paleodata (Alley
et al. 2001).
The inland ice dynamics including ice surges from the
Laurentide ice sheet with amplitudes and periodicity of
freshwater pulses mentioned above have been simulated
by Calov et al. (2002). Here, we just applied gradual
variations of the thickness and area of Laurentide and
Fennoscandian ice sheets, although rather schematic, but
nevertheless consistent with paleoreconstructions and
global sea level variations during MIS 3. In the case of
Heinrich events, the volume of inland ice sheets was
varied consistently with the imposed freshwater anomaly.
The change in ice mass during a Heinrich events thus led
Fig. 2 Transient forcings to trigger Dansgaard/Oeschger (D/O) and
Heinrich events. Upper figure: change in inland-ice volume I, given
in meters of sea-level change (m SL). Solid line indicates total ice
volume, and dashed line, Eurasian ice volume. Lower figure:
freshwater forcing FWF given in Sverdrup (1 SV = 106 m3 s–1).
The upper line indicates the freshwater forcing to trigger Heinrich
events, the lowest curve is the random forcing at high northern
latitudes which triggers D/O events. Themiddle curve is a sinusoidal
forcing which itself is too weak to trigger D/O events, but which is
able to synchronize D/O events via the mechanism of stochastic
resonance
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to a change in sea l vel of some 10 m. The reduction of
the thickness of Laurentide ice sheet was, accordingly,
750 m in the latitudinal belt between 40 and 60!N.
As discussed in detail i Ganopolski and Rahmstorf
(2001), orthern a d ou rn temperature series exhibit
a delayed bipolar seesaw pattern (Fig. 3a) in the case of
experiment A; the sequence of events in Antarctica
shows a gradual warming during Greenland stadials and
a cooling during Green and interstadials. These features
qualitatively agree with p leoclimatic reconstructions
(Blunier et al. 1998).
In our model, the Heinrich events occur when the
climate is already in a cold stadial mode which, there-
fore, does not lead to a large additional cooling in
Greenland, but to a warming in Antarctica because of
the strong reduction in the Atlantic meridional heat
transport. D/O events, on the other hand, lead to a large
change in the temperature over the North Atlantic re-
gion, but much weaker effect in the Southern Hemi-
sphere. The latter is due to smaller variations of the
interhemispheric ocean heat transport than in the case of
Heinrich events.
Recently, Morgan et al. (2002) using high-resolution
Law Dome East Antarctic ice core data have shown that
Antarctic cooling (Antarctic cold reversal) began before
the rapid Greenland warming known as Bølling-Allerød.
Morgan et al. (2002) interpret this fact as an argument
against the seesaw mechanism. Although a direct anal-
ogy between MIS-3 and deglaciation might be not cor-
rect, it is still worthwhile to mentioned that precisely the
same sequence of events takes place in our simulations.
The time lag is hard to see in Fig. 3 because of the time
scale. But it is very clearly depicted in Fig. 4 in Gano-
polski and Rahmstorf (2001) which Morgan et al. (2002)
cite to be in agreement with their findings. During
Heinrich events, Antarctic temperature reaches its
maximum and starts to cool before the onset of the
following D/O event because, according to our model
results, the initial recovery of the thermohaline circula-
tion starts soon after the Heinrich event reaches its
maximum. Greenland temperature does not respond
strongly to the increase of the thermohaline circulation,
because the ocean circulation is still in its cold mode.
However, this increase of thermohaline circulation cau-
ses changes in the interhemispheric ocean heat transport,
leading to a reversal of the temperature trend in Ant-
arctica. Only after complete cessation of the Heinrich
freshwater pulse, does the ocean circulation jumps to its
warm mode leading to a rapid warming in Greenland.
At that time, Antarctic temperature has been cooling
already for several hundred years. Therefore the finding
of Morgan et al. (2002) reinforce rather than challenge
the concept of an interhemispheric seesaw.
Because we have prescribed an arbitrary forcing the
time series shown in Fig. 3a agree only qualitatively
with time series reconstructed from ice cores (e.g.,
Grootes et al. 1993). Figure 3a reveals some long
interstadials which resemble interstadials 12 and 14 and
a few short interstadials as well as four Heinrich events.
Time series of near-surface temperature of all atmo-
spheric grid points of CLIMBER-2 were correlated with
the time series of near-surface temperature at the grid
cell centered at 65!N and 30!W (approximately corre-
sponding to the Norwegian Sea and southern Green-
land, since all grid boxes in the northern North Atlantic
reveal the same transient temperature and precipitation
structure, we have chosen just one grid box at the center
of forcing). Because the process is not of Gaussian type a
parameter-free test, the fourfold test (Taubenheim
1969), was used to estimate the correlation.
At zero time lag between temperature series, the
global pattern of correlation reveals positive correla-
tions in the Northern Hemisphere with a correlation
coefficient of r > 0.8 over the North Atlantic and
Eurasia (Fig. 4a). The correlation becomes vanishingly
small south of approximately 20!S. Please note that
white colors indicate a non-significant correlation. A
weak negative correlation is found over the South
Fig. 3a–c Simulated time series f annual-mean near-surface air
temperature in the North Atlantic (around 65!N, solid line) and
Ant rctica (around 85!S, dashed line). Temperatures are given
in !C, the Antarctic temperatures are shifted by +38.5 !C. a
depicts results of experiment A in which the climate system is
perturbed only at high northern latitudes. In b, results of
exp rimen B with perturbation only in the tropics are shown.
Temperature series from experiment C with tropical and northern
perturbations are given in c
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Figure 1.7: Another freshwater forcing experiment with CLIMBER-2. A low-amplitude
periodic fre hwater forcing (C) is added alongside large (B) and noisy (C) signals. The
change in inland ice volume (A) is measured in sea-level change during the experiment.
north Atlantic (E: solid li ) and Antarctic (E: dashed li e) annual mean near-surface air
temperatures re shown. (Claussen et al., 2003).
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cases the circulation is switched off altogether in such a
sudden step; this is likely the result of a complete shutdown
of convection and is known as ‘‘convective instability’’, as
opposed to the more gradual ‘‘advective shutdown’’ asso-
ciated with Stommel’s salt advection feedback [Rahmstorf
et al., 1996]. Thus, the qualitative features of the hysteresis
curves can be understood in terms of the two basic positive
feedbacks described in the introduction.
[12] The width of the hysteresis curves, i.e. the difference
in freshwater forcing between the two bifurcation points
where the circulation turns on and off, can be computed for
Stommel’s conceptual model as
Fcrit ¼ a
4bcprS0
Q
where Q is the heat transport, a is the thermal expansion
coefficient, b is the haline expansion coefficient, cp is the
heat capacity and r the density of sea water, and S0 is a
reference salinity (taken as 35 psu).
[13] For a meridional heat transport of 1 PW, a typical
value for the Atlantic thermohaline circulation [Roemmich
and Wunsch, 1985], the resulting hysteresis width is 0.24 Sv.
Indeed, most of the hysteresis curves in our intercomparison
are clustered around this value (range 0.15–0.5 Sv). We
further note that the improved version of the MPM produces
a hysteresis width of 0.32 Sv [Wang, 2005].
[14] The height of the hysteresis curves, i.e. the value of
the volume transport at the point designated as zero fresh-
water input (see discussion below), is a tunable value in
Stommel’s box model: there is a linear relation between
density difference and flow rate in this model, the propor-
tionality constant being a free model parameter. A similar
(though of course more complex) parameterized relation
between the density field and the flow field is assumed in
zonally averaged ocean models, which applies to many of
the models in this intercomparison (see Table 1). In these
models, the volume transport and thus the height of the
hysteresis curves can be scaled up by changing a parameter.
When volume transport increases this will also increase heat
transport (if temperatures remain unchanged to first order),
so that the hysteresis curve could be scaled up in both
dimensions in this manner.
[15] In contrast, in three-dimensional ocean models the
link between density and flow field arises from the basic
hydrodynamic equations, so that the magnitude of the
hysteresis loop is not directly tunable. However, it can be
indirectly affected to some extent by choices in oceanic
diffusion [Prange et al., 2003; Schmittner and Weaver,
2001].
5. Position of Present-Day Climate
[16] An important aspect is the position of the present-
day climate on the hysteresis curves, which is marked by a
circle in Figure 2. This determines whether present-day
climate is mono-stable or bi-stable in a model (i.e., whether
the thermohaline circulation will recover after it was
switched off by a long but temporary perturbation), and
how close the present-day climate is to the Stommel
bifurcation point (see Figure 1).
[17] All model simulations were started from a present-
day climate state, i.e., zero freshwater anomaly equals
present-day climate. In Figure 2 the hysteresis curves are
not plotted directly as function of the added freshwater
anomaly, but shifted in order to align them on their left
sides. This point is designated zero freshwater flux, since
this is what it is in Stommel’s conceptual model: bi-stable
solutions in this model can only arise for positive fresh-
water input. This point is the only physically meaningful
point for aligning the models, since otherwise there is no
unique definition for an absolute value of the freshwater
flux. In a geographically explicit model there is no unique
value of the freshwater flux since it is a spatially varying
quantity, and it is ill defined what catchment area should
be considered when calculating an integral (see [Rahm-
storf, 1996]). To the right of the origin the present-day
climate is in a bi-stable regime, to the left it is in a mono-
stable regime.
[18] It is clear that the models differ greatly in where the
position of the present-day climate is located on the hyster-
esis curve. This is an important difference as it determines
the model sensitivity to perturbations, with models further
on the left being less sensitive. Such a difference can be
brought about by differences in the surface fluxes to the
ocean, which are treated very differently by different
models; they result from a mix of observed fluxes, com-
puted fluxes (with greatly differing sophistication of the
physics) and flux adjustments.
[19] The reason for these model differences requires
further study. So does the question of where the real
Atlantic Ocean is likely to reside, although some evidence
suggests it may be in the bi-stable regime [Rahmstorf,
1996; Weijer et al., 1999]. We found (not shown) that
there is a tendency for models with greater evaporation to
be further on the left in the hysteresis diagram (i.e., with a
more stable thermohaline circulation) but the connection is
not clear-cut. The freshwater budget of the Atlantic
Figure 2. Hysteresis curves found in the model inter-
comparison. The bottom panel shows coupled models with
3-D global ocean models, the top panel those with
simplified ocean models (zonally averaged or, in case of
the MIT_UWash model, rectangular basins). Curves were
slightly smoothed to remove the effect of short-term
variability. Circles show the present-day climate state of
each model.
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Figure 1.8: Freshwater experiments with several intermediate complexity models. All
models show hysteresis behavior of the AMOC in response to varying freshwater flux to
the north Atlantic. (Rahmstorf et al., 2005).
1.2.3 Non-freshwater Mechanisms
A few studies have explored mechanisms other than freshwater flux to explain the occur-
rence of D-O events. One such study suggests that internal oceanic dynamics, could by
itself, allow ’free’ transitions between thermal and haline circulation modes (de Verdie`re
et al., 2006). No external trigger are required and the oscillation peri d is determined
by physical characteristics of the system alone. The north Atlantic box model used in the
above study serves as the the basis for the ocean-sea-ice model developed in this disser-
tation and described in full detail in the following chapter.
The non-necessity of freshwater triggers have been shown in model studies with hy-
brid ’boundary’ conditions (Rial and Yang, 2007; Rial and Saha, 2008), through the use
of ECBILT-clio, an intermediate complexity atmosphere-ocean-sea-ice model. The results
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their collapse [Beckmann and Goosse, 2003]. Sea level rise
from thermal expansion due to subsurface warming (about a
1 m rise for the warming in Figure 1c) might also contribute
to such collapse. Ice streams may then surge due to lack of
buttressing by ice shelves, leading to increased iceberg and
IRD discharge from multiple sources during every DO
stadial, as observed [Bond and Lotti, 1995]. In general,
such discharge would be synchronous around the North
Atlantic. However, discharge from smaller glacier-ice shelf
systems would tend to lead discharge from larger systems as
smaller ice shelves would melt and collapse quicker [cf.
Beckmann and Goosse, 2003]. Iceberg melting would feed
back on this series of events by enhancing ice shelf collapse
via sea level rise and by a further reduction in vertical
mixing through further freshening of the surface layer.
[8] The LIS would likely be insensitive to ice shelf
collapse during its buildup phase following a surge. How-
ever, as its thickness approaches a threshold for ice stream
surging [MacAyeal, 1993], the LIS may become sensitive to
such collapse. Lack of buttressing could lead to enhanced
Hudson Strait ice stream flow that could trigger an ‘‘acti-
vation wave’’ and a LIS surge [Calov et al., 2002]. To
address the above mechanisms in our model, we assumed a
maximum LIS height, hmax, expressed as a sea level
decrease of 8 m, a slow buildup phase with accumulation
rate linearly decreasing in time to account for less water
vapor at greater heights, and a surge phase lasting 1 kyr with
linearly decreasing flow rate [Chappell, 2002; MacAyeal,
1993]. Surges were assumed to occur before the maximum
height was reached if (1) LIS height exceeded a minimum
value, expressed as a sea level decrease, hmin, and if
(2) warm, ocean subsurface temperatures persisted for a
time, Tm, long enough to lead to large basal melting and
collapse of the ice shelf off Hudson Strait. Otherwise, a
surge occurs when hmax is reached. In addition to the fresh
water flux from the atmosphere model, a fresh water flux is
added to/extracted from the northern North Atlantic surface
layer, as determined by the LIS mass balance. From recent
work in ice cap dynamics and mass budget, ice shelf
melting, and the Hudson Strait ice shelf, we chose hmin to
be 7.8 m and Tm to be 500 yrs [Orlemanns, 2002; Calov et
al., 2002; Beckmann and Goosse, 2003; Hulbe, 1997]. The
nature of our results is not sensitive to other reasonable
values for these parameters.
[9] With the above ‘‘ansatz’’, model climate oscillations
and LIS surges become coupled such that surges only
occur during cold phases of the model climate oscillations
(Figure 2). LIS surge/buildup cycles also feed back on the
climate system. Surges lead to longer cold phases as the
surface layer freshens and stratification increases. This
favors weak vertical exchange and overturning and leads
to enhanced subsurface warming. There are longer warm
phases during buildup as the surface layer salinity increases,
favoring convection and strong overturning. Indeed, results
show a longer interstadial and fewer climate oscillations
between surge events for more rapid ice cap growth
(Figures 2c and 2g). Model results compare well with ice
core data features like longer cold and warm phases during
and after an H event and a stronger warming around
Antarctica during the long (northern) cold phase after an
H event (Figures 2a and 2b).
4. Discussion
[10] Here a new hypothesis is presented for the occur-
rence of ice rafting events during every DO stadial and for
the onset of H events well into every third or fourth stadial.
Our explanation builds upon several aspects of the Earth’s
climate system that have been subject to debate. First,
subsurface warming in the northern North Atlantic during
stadials has not yet been generally accepted, although
benthic d18O and faunal data can be interpreted as a result
of such warming [Rasmussen et al., 1996; Dokken and
Jansen, 1999]. Benthic d18O data have also been interpreted
Figure 2. Ice core data and simulations for 35 kyr BP
external forcing of the climate model coupled to a simple
model for Laurentide Ice Sheet (LIS) oscillations. (a) GISP2
(Greenland) and (b) BYRD (Antarctica) d18O records for
48 to 28 kyr BP on the GISP2 time scale [Blunier et al.,
1998] and simulations of high latitude temperatures in the
Northern Hemisphere atmosphere (c, g), the Southern
Hemisphere atmosphere (d, h) and at 500 m depth in the
northern North Atlantic Ocean (e, i) as well as LIS volume
anomaly, expressed as sea level change (f, j) for ice sheet
growth leading to maximum ice sheet volume in 6 kyr (c–f)
and 7 kyr (g–j). Vertical dashed lines mark model LIS surge
onsets. Grey bars in the upper panel mark observed
Heinrich events [van Kreveld et al., 2000]. Note that model
LIS surges (Heinrich events) occur during cold phases of
model Dansgaaard-Oeschger cycles.
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Figure 1.9: Subsurface warming leading to the destabilization of ice-shelves in a coupled
ocean-atmosphere-ice-sheet model. Northern (A) and Southern (B) Hemisphere air tem-
peratures are shown along with temperature at 500 m ocean depth (C) and LIS volume
(D) measured in sea-level change. The model LIS surges (Heinrich events) occur during
cold phases of model D-O events. (Shaffer et al., 2004).
(Figure 1.10) indicat that instability of the AMOC could also be p ssible through albedo
or greenhouse gas anomalies.
A lunar tidal resonance peri d of 1.8 ky falls among oth r explanations for the intrinsic
oceanic cycle connected to D-O events (Keeling and Whorf, 2000). The authors claim that
enhanced vertical mixing in the ocean due to increased tidal forces could result in surface
cooling and possibly lead to shifts in climate states. Solar cycles have also been loosely
implicated as the cause for periodic high latitude meltwater discharges (Bond et al., 2001).
1.2.4 Status of Current Understanding
The survey of hypotheses to explain millennial-scale climatic fluctuations demonstrate a
lack of understanding of the very origin of the cycles themselves. What mechanisms are
behind the persi nt 1.5 ky oscillations in the climate record? Fr shwater s ems likely
to be a trigger for initiating a sudden change in circulation state, but it does not explain
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Figure 1.10: Spontaneous transitions between warm and cold modes of the AMOC in
ECBILT-clio. Glacial albedo and greenhouse gas concentrations were used along with
realistic insolation variations between 25 ka and present. north Atlantic sea-surface tem-
peratures (A: black line) and 65◦N integrated summer insolation (A: red line) are shown
for 22-14 ka. Near-surface air temperature anomaly (B) between the two modes indi-
cate enhanced NADW formation and resulting ocean-atmosphere heat transfer. (Rial and
Saha, 2008).
the periodic recurrence, especially during times when the supposed source of freshwater
- ice sheets, were absent. Model studies of freshwater scenarios require an imposed 1.5
ky periodic signal to produce sustained oscillations. This seemingly inherent system pe-
riodicity is usually left unaddressed in studies, or attributed to internal ocean dynamics
or astronomical influence, with little mechanistic details.
The non-freshwater scenarios such as stochastic resonance and hybrid background cli-
mates, once again, do not provide explanations for a robust periodicity. But they do point
out the possibility of thermohaline oscillations triggered by other processes.
1.3 A Simplified Approach to the Problem
The persisting questions in understanding the mechanism behind the millennial cycles,
are as follows:
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1. What processes, physical features and/or forcings could be responsible for the in-
herent 1.5 ky periodicity of fluctuations observed in climate records?
2. Does the regional (north Atlantic) climate system require triggers to manifest this
apparent natural periodicity? If so, what are these triggers?
3. What mechanisms underlie the ocean’s response to the (supposed) triggers in pro-
ducing the characteristics that are seen in proxy records. For example, why is there
a large difference in amplitude between glacial and interglacial north Atlantic cli-
mate cycles of similar periods? Why is there a progressive decline in amplitude and
duration of the glacial D-O cycles before the onset of Heinrich events?
One way to address these questions is through the use of idealized models. The goal of
such an approach is to use a few essential parameters and construct the model dynamics
in a way such that it captures some essence of the complex climate system. The following
chapter discusses the central physical processes that regulate North Atlantic climate and
a summary observations coming from other studies with simple models. Henceforth a
simple ocean and sea ice model is developed in the third chapter that is then used to
study the interactions between forcing, sea ice processes and circulation.
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Chapter 2
The Scope of Box Models and
Motivations for Their Use
2.1 Introduction
The climate system consists of a complex network of physical, chemical and biological
interactions between numerous processes on land, sea and the atmosphere. Studying
the climate thus presents a remarkable challenge. Aside from the difficulty in formu-
lating the interactions mathematically, there remain many gaps in empirical knowledge
and limitations on computational resources. In order to tackle this problem, both simple
’toy’ models and fully coupled ocean-atmosphere general circulation models are used,
depending on the nature of questions being addressed.
The simplest, zero-dimensional models are useful tools in studying the evolution of
scalar quantities, such as the energy balance of the Earth or any of its sub-systems. These
models are often represented by one or two ordinary differential equations represent-
ing the rates of energy input, dissipation and output for the Earth as a whole. One-
dimensional models add latitudinal variations in temperature and external forcing, such
as the one proposed (independently) by Budyko (1969) and Sellers (1969) which relate the
temperature at each latitude to radiative balance, meridional heat transport and latitude
dependent albedo.
Box models typically involve transport of heat and/or salt between different spatial
domains, and in more than one dimension. Such models are useful in studying large-
scale atmospheric and oceanic circulations, either independently or coupled, and in con-
junction with other processes. While these models lack spatial resolution quite delib-
erately, they offer important insights into the relationship between specific climate pro-
cesses within the prescribed physical domain. The components included within a box
model are dependent on the type of interaction being studied and the time scales in ques-
tion.
On the next level of increasing complexity are intermediate-complexity models which
bridge the gap between box models and the comprehensive general circulation models
(GCMs). These models (also known as Earth System Models of Intermediate Complexity
or EMICs) describe most of the processes implicit in comprehensive models, but in a
reduced, i.e.more parameterized form. Finally, GCMs, at the higher complexity end of the
spectrum have high spatial resolution and involve time-integration of equations of fluid
motion applied to the ocean and atmosphere. Sub-grid scale processes such as convection
are parameterized.
The hierarchy of climate models can also be viewed within a three-dimensional space
spanned by the number of components explicitly described, the number of processes explic-
itly described and the level of detail of the included processes (Figure 2.1). Table 2.1 also
lists the characteristics along with spatial and temporal resolutions of the three classes of
models.
The motivation in utilizing box models in the context of paleoclimate is manyfold.
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Detail of Description
Processes
Components
Conceptual Models
Intermediate Complexity
Models
Comprehensive Models
Figure 2.1: Domain of climate models arranged in a space of number of components, level
of details of included components and the number of explicitly defined processes. Figure
is adapted from Claussen et al. (2002).
First, there are several examples of robust climatic patterns in proxy records whose ori-
gins remain unknown. This means that fundamental long-term interactions between cli-
matic components are still poorly understood. The simplicity of box models facilitates
the study of isolated interactions between various processes and components. The large
spatial domains of box models, together with their computational inexpensiveness make
them ideal for studying paleoclimate-related questions. This chapter discusses some im-
portant box model studies relevant to the North Atlantic climate system, laying out the
Spatial Temporal
Components Details Processes Resolution Resolution
Conceptual Models High Low Low 103 – 104 km 100 – 103 years
EMICs Intermediate Intermediate Intermediate 102 – 103 km 10−1 – 104 years
GCMs Low High High 10 – 100 km 10−2 – 102 years
Table 2.1: Characteristics of the three broad classes of climate models
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groundwork and motivation for developing an ocean-sea ice model to address millennial-
scale fluctuations in the North Atlantic circulation.
2.2 The North Atlantic Oceanic Circulation System
The North Atlantic climate is largely regulated by the Gulf Stream/North Atlantic Cur-
rent (GS/NAC) system, which carries large amounts of heat to higher latitudes along the
western margin of the North Atlantic basin. Several model studies, e.g. Rahmstorf et al.
(2005), have shown that fluctuations in this current system’s strength, path and poleward
reach can drastically affect the regional climate.
The GS/NAC system is part of the surface layer portion of the Atlantic Meridional
Overturning Circulation (AMOC), and is primarily wind driven until its waters reach the
high latitudes. Strong atmospheric cooling at these higher latitudes drive temperature
and salinity changes that increase the surface water’s density. This thermohaline forcing
generates downward convection in the areas encircled in Figure 2.2, and the result is the
production of the North Atlantic Deep Water (NADW). However models have demon-
strated that freshwater anomalies at mid-latitudes can affect the stability of the GS/NAC
path and thus also disrupt deep-water formation at higher latitudes where atmospheric
cooling may then be insufficient to increase the density of fresher surface waters. Ice
sheet disintegration during glacial periods could have produced large freshwater anoma-
lies and may have thus been responsible for millennial-scale climatic variability.
A climate model may include a number of subsystems, depending on its complexity
and the nature of the questions it is used to address. These subsystems, or processes, can
interact with one another through a complex network of positive and negative feedbacks.
One recipe for studying the climate’s response to external or internal perturbations, is
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NADW Formation Region
North Atlantic Current
Subtropical Gyre
Deep Western Boundary Current
Gulf Stream
NADW Formation Region
Figure 2.2: A schematic of the North Atlantic circulation system, consisting of the sub-
tropical gyre, the Gulf Stream and the North Atlantic current. At present, there are two
deep-water formation regions occur, one near Iceland and the other in the Labrador Sea.
The locations of North Atlantic Deep Water formation varied in the past and may have
been responsible for abrupt climatic fluctuations due to reorientation of the North At-
lantic current and its associated heat transport.
to order the feedbacks in importance and then to consider the most important ones first
(Hartmann, 1994). For the North Atlantic circulation system, the important feedbacks are
(Paul and Schulz, 2002):
1. The mean meridional circulation advects negative salinity anomalies away and re-
stores the initial salinity gradient (negative feedback).
2. A weakening of the meridional circulation reduces the poleward transport of salt,
which in turn further decrease high-latitude salinity and thereby decrease deep wa-
ter formation (positive feedback).
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3. Weakening of the meridional circulation also reduces poleward heat transport, which
increases high-latitude surface density, strengthening deep water formation (nega-
tive feedback).
4. A lower high-latitude temperature causes less evaporation, which in turn decreases
the high-latitude surface salinity (positive feedback).
5. When high-latitude surface density falls below a critically low value, convection
stops, halting deep water formation and causing the collapse of the meridional cir-
culation (positive feedback).
6. Reduced poleward heat transport leads to a decrease in high-latitude temperatures
and an increase in sea-surface temperatures at low latitudes. This in turn increases
low-latitude evaporation rates and poleward atmospheric moisture transport, de-
creasing high-latitude surface density.
7. The atmospheric moisture transport to higher latitudes causes cooling of surface
waters at low latitudes due to latent heat of evaporation.
8. During sea ice formation, brine is rejected, and thus the salinity below the ice is
increased and the meridional circulation is strengthened (negative feedback). This
feedback has no effect in the steady states, but may play an important role in a
changing climate.
9. As the meridional circulation weakens, the high-latitude temperature is reduced.
This leads to the growth of sea ice and an increase in high-latitude albedo, which
brings about further cooling and helps restore the strength of the meridional circu-
lation (negative feedback).
10. Growth of sea ice, due to lower high-latitude surface temperatures, cuts off heat loss
from the ocean to the atmosphere. This keeps high latitude surface waters warmer
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and opposes the formation of ice (negative feedback).
11. Advection of sea ice transports negative heat (i.e., cooling) to lower latitudes and
results in warmer high-latitude sea-surface temperatures (negative feedback).
12. The equatorward transport of freshwater from sea ice advection keeps the high-
latitude surface water saltier, increasing its density.
In addition to the ocean-atmosphere-sea ice feedback processes listed above, water
vapor, cloud and wind feedbacks are also present, but these are usually not considered in
box models.
The following section provides a brief description of some important box models, or-
ganized under those that exhibit multiple steady circulation states only, and those that
display spontaneous and sustained oscillations between the steady states. The cumula-
tive observations from their results and a reconsideration of the vital feedback processes
then provide the motivation and direction for this study.
2.3 Models Exhibiting Multiple Steady States
2.3.1 Stommel’s Two-Box Model
As discussed in the previous section, the North Atlantic overturning circulation is driven
by density differences between the tropics and high latitudes. There are two main sur-
face conditions that drive this circulation, involving different rates of heat and freshwater
exchanges at the tropical and polar surface oceans. The tropics experience heat input as
well as a positive salinity forcing due to evaporative loss of water. On the other hand, the
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polar surface ocean experiences heat loss and a negative salinity forcing due to precipita-
tion. Since thermal and salinity forcings have opposite effects on the density of salt water,
their zonal gradients determine the direction of flow.
In a classic paper, Stommel (1961) addressed this issue using a highly simplified model.
Two reservoirs of water, representing the tropics and polar water columns are connected
through an overflow and capillary tube (Figure 2.3). The water in each ’box’ is well mixed
and of uniform temperature and salinity. Heat and salt (freshwater) exchange takes place
at the surface of each box through prescribed relaxation time scales. The dimensionless
(unitless) equations describing the system can be written as
dT
dt
= η1 − T(1 + |Ψ|) (2.1)
dS
dt
= η2 − S(η3 + |Ψ|) (2.2)
where the subscripts ’e’ and ’p’ indicate the equatorial and polar box, respectively, T =
Te − Tp, and S = Se − Sp, η1 and η2 are dimensionless parameters representing thermal
Te Se Tp Sp
TAe SAe TAp SAp
Ψ
Ve Vp
Figure 2.3: Stommel’s two-box model, one equatorial and another polar (subscripts ’e’
and ’p’ respectively). The water mass in each box is well mixed with uniform temperature
and salinities, which relax under prescribed time scales to the imposed surface tempera-
ture and salinity forcing. The density difference between the boxes results in the flow of
heat and salt.
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and salinity forcings, and η3 is the ratio of the relaxation time scales for heat and salt
perturbations at the surface. The dimensionless flow rate, Ψ, is defined as
Ψ = T − S (2.3)
For a more detailed description of the model, the reader is referred to the original paper
by Stommel (1961) or a more concise illustration in Dijkstra (2001).
Equilibrium solutions of this two-dimensional system of ordinary differential equa-
tions can be obtained by setting the left-hand-side of equations (2.1, 2.2) to zero. In gen-
eral, there are two kinds of solutions with surface poleward flow (Ψ > 0) and surface
equatorward flow (Ψ < 0). Within a certain region of parameter space, both solutions
can exist, as shown in Figure 2.4. The thermal (haline) steady state is driven by high
north-south gradient in the surface temperature (salinity) forcing.
Figure 2.4: Left: Plot of steady state values of advective transport Ψ for the model against
different values of η2 (salinity forcing), and for η1 = 3.0 and η3 = 0.3. The ± signs indi-
cate the sign of the real eigenvalues of the Jacobian matrix of each steady solution; drawn
(dashed) curves indicate stable (unstable) steady states. Right: Evolution of the temper-
ature and salinity fields for η1 = 3.0, η2 = 1.0 and η3 = 0.3 starting at the steady state at
point A. Figures taken from Dijkstra (2001).
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2.3.2 Equatorially Symmetric Box Models
The original study by Stommel (1961) has been extended into many variations since its
’rediscovery’ in the early 1980’s. Attempts by Rooth (1982), Welander (1982) and Thual
and McWilliams (1992) have looked at the case of a hemispherically symmetric flow with
the addition of an extra equatorial ’box’ to northern and southern boxes (Figure 2.5).
Te Se Tn Sn
TAe SAe TAn SAn
Ve Vn
Ts Ss
TAs SAs
Ψs
Vs
Ψn
Figure 2.5: Schematic of the three-box, equatorially symmetric setup of Rooth (1982) and
Thual and McWilliams (1992).
Once again the above studies found the existence of multiple equilibria in the ther-
mohaline flow. The increased complexity makes it possible to explore various forcing
conditions, with equatorially symmetric forcing or otherwise. The model prefers an over-
all northward flow for the realistic forcing condition of cooler surface temperatures in the
north, in agreement with the present-day structure of the Atlantic meridional flow.
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2.3.3 Non-existence of Self-Driven Oscillations in Stommel-like Box
Models
Stommel’s box models and its various extensions show the existence of multiple steady
thermohaline circulation states, but do not explicitly afford a discussion on the possi-
bility of self-driven oscillations between those states. This question has been addressed
by Ruddick and Zhang (1996) through the use of a generalized form of Stommel’s box
model. They show that even with added non-Newtonian (nonlinear) boundary condi-
tions, air-sea coupling and temperature-dependent evaporation and nonlinear flow law
for meridional overturning, the generalized model cannot exhibit self-driven oscillations
under steady forcing conditions.
The simple Stommel-like box models demonstrate the mechanisms responsible for
multiple equilibria, i.e., ”opposing thermal and haline forcing at greatly different relax-
ation times”, as stated by Ruddick and Zhang (1996). However, it appears that processes
included in the simple models cannot account for millennial, centennial or decadal vari-
ability as are observed in climate proxies. Some possible mechanisms that could drive
variabilities in the circulation include vertical mixing processes and/or interactions of
the polar ocean surface with other physical processes such as sea ice.
2.4 Oscillations Between Stable Circulation States
2.4.1 Localized Convective Instability
Welander (1982) carried out a theoretical study of heat and salt exchanges between the
atmosphere and oceanic mixed and deep layers using a two-box model (Figure 2.6), and
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Figure 2.6: Schematic of the two-box
model setup for localized convection
(Welander, 1982). The temperature and
salinity of the bottom layer is kept fixed
at To and So, while the mixed layer tem-
perature and salinity are allowed to relax
to surface forcing conditions.
TA SA
T S
To So
Mixed
Layer
Bottom
Layer
found self-sustained oscillations in heat and salt flow between the oceanic layers.
The convective process is highly simplified in this model whereby the rate of turbulent
exchange is linearly proportional to the density difference between the two oceanic layers,
and a step-function is used to prescribe higher mixing rates when stratification is unstable
(i.e.density of top mixed layer is greater than that of the bottom). The model equations
for the rate of change of temperature and salinity of the mixed layer are
dT
dt
= kT(TA − T) − k(ρ)T (2.4)
dS
dt
= kS(SA − S) − k(ρ)S (2.5)
where the subscript ’A’ refers to the atmospheric thermal and salinity forcing values, the
temperature and salinity of the deep layer is set to zero for simplicity, and kT, kS are the
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thermal and salinity exchange rates between the mixed layer and the atmosphere. Ex-
change rates between the mixed and deep layer is denoted by k(ρ), which is a positive
function increasing monotonically with ρ and having the same values for temperature
and salinity. Density is prescribed as ρ = −αT + γS, where α and γ are thermal expansion
and haline contraction rates respectively.
If the relaxation time scale for salinity is larger than that of temperature, the system
may become unstable and go into self-sustained oscillations (Figure 2.7). Thus when ei-
ther the temperature or salinity of the mixed layer is not at its equilibrium value, the
large heat flux from/to the atmosphere will create a situation where the rates of temper-
ature and salinity changes go in opposite directions, producing a density anomaly along
with a restoring forcing. In such a scenario, the density may oscillate about the unstable
equilibrium value.
Although this study provides a simplified view of convection, some of the conditions
for oscillation appear to be fulfilled in the real oceanic mixed layers where the adjustment
Figure 2.7: Oscillations in the temper-
ature and salinity of the mixed layer
in the Welander (1982) model. Non-
dimensional units are used.
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is mathematically simple to analyze. The parameter values chosen are 
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time for salinity is long compared to that of temperature.
Using a similar convection scheme as described above, Zhang (2002) developed a
three-box model representing a single hemisphere, with low and high latitude mixed
layer boxes over a single deep layer. The study showed that for certain values of freshwa-
ter forcing and vertical diffusivity, self-sustained oscillatory circulation is possible. The
oscillation periods produced by the model varied between centuries to millennia, de-
pending on the freshwater flux/vertical diffusivity rates.
The two studies mentioned above show the possibility of instability arising out of lo-
calized convection where the relaxation times for temperature and salinity are different.
Extensions of Welander (1982) by Winton and Sarachik (1993) and Pierce et al. (1995),
where the deep ocean temperature and salinity was allowed to vary, also showed the ex-
istence of oscillations, but only with the use of a nonlinear equation of state for the density
of sea water. The dependence of oscillation periods to the nonlinearity in the equation of
state, freshwater flux and vertical mixing rates however indicate that the occurrence of
oscillations in the real ocean due to instabilities in convective processes alone are not very
robust, although not improbable.
2.4.2 Deep-decoupling Oscillations
The term ’deep-decoupling oscillations’ was coined by Winton and Sarachik (1993) to
describe transitions between coupled (connected; well mixed) and decoupled (discon-
nected; stratified) phases of the surface and deep oceanic layers, as observed in a box
model. The mechanism behind such self-sustained oscillations is the delayed negative
feedbacks in response to the build up of polar halocline (surface freshness) and con-
sequent suppression of convection and meridional circulation (deep-decoupled phase)
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Figure 2.8: Oscillation of the advective transport in the 2-D model developed by Winton
and Sarachik (1993) for different values of horizontal and vertical mixing rates. Figure
from Winton and Sarachik (1993).
(Paul and Schulz, 2002). Diffusive processes transporting heat and salt to the polar sur-
face ocean, the build up of deep-ocean heat content and the southward export of freshwa-
ter from sea ice advection gradually bring back the conditions for enhanced circulation
and deep-ocean ventilation (deep-coupled phase).
The period of oscillations is dependent on the strength of vertical diffusivity (Figure
2.8) and surface freshwater anomalies. In this regard, oscillations periods of 1600-2000
years (Paul and Schulz, 2002), 1,000-2,500 years (Winton and Sarachik, 1993) have been
noted in climate models. Since surface salinity (freshwater) conditions have been highly
variable in the North Atlantic during glacial periods due to the presence of ice sheets on
its margins, it is unlikely that robust millennial cycles could be generated through the
deep-decoupling mechanism.
2.4.3 Internal Oceanic Dynamics
Internal oscillations through the interaction between advection and vertical mixing has
been reported by de Verdie`re et al. (2006) in a 3x2 box model of the North Atlantic ocean.
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Figure 2.9: Oscillations in the temper-
ature (top) and salinity (bottom) of
the surface mixed (solid) and bottom
(dashed) layers in the box model devel-
oped by de Verdie`re et al. (2006).
less advection the constant freshwater forcing builds up
stronger anomalies. An oscillation occurs when these
two states are unstable, and a time series of the impor-
tant variables is shown in Fig. 5. By carefully following
each term in the model equations, a description of the
different phases of the oscillation can be offered. Sup-
pose that the system is in the off state. The deep sub-
tropical box 4 warms due to vertical mixing and down-
welling, while lateral mixing cools it. In deep boxes 5
and 6, the warming by lateral mixing becomes the dom-
inant term, while advection is associated with a weaker
cooling. As a result, the deep temperatures rise slowly
in response to the nearly constant surface temperatures
of the subtropical box. This rise causes an increase of
the poleward pressure gradient through Eq. (3), and the
transports !1 and !2 increase as well. During this dif-
fusive phase the salinities are rather constant except for
the salinity of the polar box, which increases in re-
sponse to the stronger advective salt transport (the flow
has the direction of a direct cell). With both the deep
temperature and surface salinity slowly rising, a convec-
tion event is bound to occur in the polar box. The heat
stored in the deep layer is lost quickly to the atmo-
sphere by suddenly active air–sea fluxes. Because the
deep salinities have higher values, the strong convective
mixing increases the surface salinity anomaly. Both
higher surface salinity and lower deep temperature in
the polar boxes now cause the pressure gradient (hence
the transport) to rise instantaneously to high values.
With such high transport, the salinities keep increasing
in the polar box and in turn force the mass transport to
increase even further through the well-known positive
feedback between the amplitude of the THC and salt
transport (Broecker et al. 1990; Rooth 1982; Walin
1985). This is the salt advection phase. However, at
some point the mass transport reaches a maximum and
then decreases. The cause of this decrease is due to the
temperature gradient between the tropical and sub-
tropical boxes, which has started to decrease both at the
surface and at depth as soon as the convection has been
FIG. 5. Note the deep diffusive warming and the buildup of the halocline in the off state in (a) temperature and
(b) salinity of the upper (solid) and lower (dashed) polar boxes. (c) The heat and salt content of the polar boxes
as a function of time: in the off state, the heat content builds up diffusively. In the on state the heat content
decreases through increased surface heat losses. The salt content builds up explosively as convection resumes but
then decreases as the mass transport weakens. (d) The total heat content and the mass transport between the
subpolar and polar region as a function of time: the two variables are in quadrature with the mass transport lagging
the heat content.
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According to the study, the internal dynamics in a salt-conserving ocean basin allow free
transitions between a strong thermal and a weak haline overturning circulation, within
limits of polar precipitation rates.
As the above model was the starting point of the one developed in this study, the
mechanisms behind the oscillations were xplored further. On closer examinatio it was
found that cumulative deviations in density calculations during convective events could
artificially cause an abrupt transition between haline and thermal circulation states. With
a corrected scheme, the model produces steady states only. A detailed description of the
artifactual oscillations is given in Appendix C, and Chapter 3 discusses the steady states
produced by the corrected model.
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2.5 Motivation for Developing an Ocean-Sea Ice Box Model
Understanding the climate system is of crucial importance. In this context paleo-proxy
records provide an invaluable glimpse of the past history of the Earth’s climate and chal-
lenge us to explain as well as understand the underlying mechanisms. While the funda-
mental physics of fluid motions have been well established for over two hundred years,
many aspects of the behavior of the atmospheric and oceanic circulation systems remain
unknown. This is due to the inherent complexity of the climate system: the nonlinear
processes driving it and the feedback responses from its numerous subsystems.
The goal of simple box models of ocean or atmosphere is to explore how idealized
processes and/or sub-systems interact with each other. Although this approach does not
have much predictive capacity, it does offer vital clues about the role of various compo-
nents of the climate system and fills the gaps in our empirical knowledge.
The goal of this study is to identify the mechanisms that drove the 1,500 year fluc-
tuations in climate that are recorded to have taken place during the last glacial period,
between 50,000 and 11,000 years before present. These so-called Dansgaard-Oeschger
events have been detected in climate proxies all over the world and provide a spatial and
temporal map of the climatic anomalies associated with it. Several studies have come for-
ward to explain their possible causes, through new and novel approaches. Collectively
the results from those theoretical studies strongly support a possibility that fluctuations
in the state of the North Atlantic circulation system may have been responsible for the
abrupt climatic changes. The robust periodicity of the fluctuations hint at oscillations
of the climate (sub)system, either through interactions between its components or in re-
sponse to external driving.
Several idealized models have examined the North Atlantic circulation system, most
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(multiple steady states)
Stommel 1961
Rooth 1982
Ruddick and Zhang 1996
Oscillating
Welander 1982
Zhang 2002
Winton 1993, Pierce 1995
Winton and Sarachik 1993
Gargett and Ferron 1996
de Verdiére 2006
Convective
Instability
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Oscillations
Internal ocean
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Prove non-
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equatorially symmetric 
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Multiple equilibria in 
single hemisphere 2-box
model
Figure 2.10: Box models classified under those exhibiting multiple steady states only and
those that oscillate.
notably that by Stommel (1961), who pointed out the bi-stability of the overturning circu-
lation. Other box models have shown the possibility of sustained oscillations between the
thermal and haline steady states. However, the period of oscillations have been found to
be sensitive to high-latitude freshwater forcing and the efficiency of vertical mixing. As
both of these conditions were very likely to have been variable in the past, it is difficult
to explain a strong periodicity through the proposed mechanisms, i.e., convective insta-
bilities, deep decoupling and internal ocean dynamics. A summary of the box models
discussed in this chapter is shown in Figure 2.10.
This study examines the interactions between overturning circulation and sea ice. The
3x2 box model by de Verdie`re et al. (2006) is modified into a 4x2 model (along with a
few more additions) and coupled to a thermodynamic sea ice model adapted from Gildor
and Tziperman (2001). The main oceanic processes included in the model are pressure
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driven advection, turbulent mixing, heat and salt exchanges between sea ice and the polar
surface waters, under the influence of a north-south thermal and salinity (freshwater)
forcing. The growth of sea ice is limited to the polar box only, in keeping with the physical
limitations on sea ice extent set by the physical configuration of the North Atlantic basin.
The number of boxes are kept at the lowest that would allow oscillating circulatory modes
to exist under reasonable boundary conditions, and to enable the application of specific
boundary conditions such as freshwater anomalies due to ice sheet collapse.
The primary motivation in using a box model is to enable identification of which, if
any, processes could lead to periodic fluctuations in the North Atlantic overturning circu-
lation. Sea ice is chosen as a component to be studied owing to its quick growth rate, its
ability to alter the surface salinity conditions at high latitudes and observations of past sea
ice extent in relevance to region(s) of deep water formation in the North Atlantic. The fol-
lowing chapter discusses how sea ice can affect the overturning circulation and produce
millennial-scale oscillations between its two steady states of thermal and haline flows.
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Chapter 3
Sea Ice Induced Thermohaline
Oscillations in a Box Model
3.1 Introduction: Millennial-Scale Climate Cycles
Several studies, involving both idealized and complex models, have demonstrated multi-
ple equilibria of the Atlantic meridional overturning circulation (AMOC) (Stommel, 1961;
Lenderink and Haarsma, 1994; Rahmstorf, 1994). Due to its capacity in transporting large
quantities of heat to higher latitudes, the AMOC plays a significant role in regulating the
regional climate. It has been postulated that fluctuations in the state of this circulation
led to abrupt climatic shifts in the past, such as the millennial-scale Dansgaard-Oeschger
(D-O) events (Dansgaard, 1993). Proxy records from Greenland (North Greenland Ice
Core Project members, 2004), China (Wang et al., 2001), Antarctica (Petit et al., 1999), and
other regions of the world, indicate that these events had a North Atlantic origin and
occurred several times during the last glacial period. The cycles were characterized by
abrupt (decadal-scale) warming of 10-15 K (Severinghaus and Brook, 1999) and gradual
cooling, paced by approximately 1,500 years (Figure 3.1).
Figure 3.1: Oxygen isotope data from Greenland (NGRIP) showing about twenty-four
D-O events in the past 100,000 years (orange arrows). Seven major ice rafting episodes
(Heinrich events) are observed in sediment proxies (numbered 1 through 6), with the most
recent event, the Younger Dryas, occuring approximately 12,000 years before present.
The role of freshwater perturbations has been studied extensively with regard to the
stability of the AMOC (Ganopolski and Rahmstorf, 2001; Claussen et al., 2003; Schulz
et al., 2006). From the sedimentary evidence of ice rafted debris, it appears that succes-
sive packets of D-O cycles were each preceded by episodes of glacial-meltwater bursts
(Heinrich events) from land based ice sheets. The influx of cold fresh water onto the
North Atlantic ocean surface could have drastically altered the overturning circulation -
a hypothesis endorsed by model studies.
In multiple intermediate-complexity models, the AMOC exhibits a hysteresis response
to cyclic, time-varying freshwater additions, and the overturning strength diminishes ini-
tially and resumes back abruptly, producing D-O-like warming events. However, the
models produce recurring fluctuations only through the use of periodic freshwater forc-
ings (Ganopolski and Rahmstorf, 2001; Claussen et al., 2003). The imposed 1,500 year
periodicity is attributed to oceanic processes of ”unknown origin[s]”. As the timescale of
stability of ice sheets is much longer (Alley and MacAyeal, 1994; Bond and Lotti, 1995),
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it is unlikely that every D-O event was triggered by freshwater. Moreover, an approxi-
mately 1,500 year periodicity is observed in drift-ice proxies during the Holocene epoch
(Bond et al., 1997), when the very source of freshwater - North American and Eurasian ice
sheets - did not exist. This evidence suggests that the cycles may be an intrinsic feature
of the North Atlantic climate system and could be triggered by more than one process.
In fact, non-freshwater scenarios, such as albedo and greenhouse gas anomalies (Rial and
Yang, 2007; Rial and Saha, 2008), and sea ice brine rejection (Wang and Mysak, 2006) have
been shown to initiate thermohaline fluctuations in intermediate complexity models. The
origin of the 1,500 year cycles, nonetheless, continue to be a mystery.
Owing to the robust periodicity of the cycles, some studies have put forward the pos-
sibility of external, astronomical connections. A lunar tidal resonance has been proposed
(Keeling and Whorf, 2000), but its period of 1,800 years cannot be reconciled with the pac-
ing of D-O events (Rahmstorf, 2003). Solar cycles have also been implicated, based on the
abundance of cosmogenic nuclides 14C and 10Be in deep-sea sediment cores (Bond et al.,
2001). These nuclides are produced by cosmic ray spallation in the upper atmosphere and
their production rates are associated with the strength of the solar magnetic field - which
deflect cosmic rays. Higher production rates imply weaker solar activity and vice versa.
A superposition of known solar cycles of ∼ 87 and ∼ 210 years has been shown to pro-
duce a 1,470 year response in an intermediate complexity model (Braun et al., 2005), but
only under glacial conditions. The absence of a Holocene response, although applied to
bolster the solar forcing argument, remain a contentious issue. Besides, a comparison of
10Be and δ 18O records does not provide convincing evidence of solar activity changes in
connection to D-O events (Muscheler and Beer, 2006). Altogether, the likelihood that solar
forcing contributes to the millennial climate cycles is difficult to assess at this time, given
the uncertainties in dating and the limited length of records, as stated by Alley (2007).
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Internally generated oscillations constitute another possibility, and several model ex-
periments (Winton and Sarachik, 1993; Sakai and Peltier, 1995, 1999; Haarsma et al., 2001;
de Verdie`re et al., 2006) have found them. The key element in these ”deep decoupling”
oscillations, as summarized in Timmermann et al. (2003), is the destabilization of the po-
lar oceanic water column due to subsurface warming, which leads to convection and a
strengthening of the overturning circulation. Increased poleward heat and salt transports
then reset the system until the eventual return of instabilities. The period of oscillations,
however, is strongly dependent on the magnitude of the applied zonal freshwater forc-
ing, and it varies from multi-centinnial to multi-millennial. As surface salinity/fresh-
water conditions must have varied considerably over the span of glacial and interglacial
periods, these mechanisms by themselves, do not satisfactorily explain the persistent and
steady 1,500 year cycle. The same could be said for the millennial oscillations reported by
Timmermann et al. (2003), which result from stochastic freshwater forcing of an already
fresh North Atlantic surface. It was noted by both Haarsma et al. (2001) and Timmer-
mann et al. (2003) that sea ice plays an important role in the oscillations, by initiating
polar convection through its insulating effect and by amplifying atmospheric responses,
respectively. Oscillation periods were also found to be affected by the topography of the
ocean bottom in the former study.
The survey of evidential and model observations suggest that the triggering and re-
currence of D-O events are not necessarily tied to the same sources, and the latter could
be an internal system periodicity. In this study, a minimal model is developed to help
explain the origin of the cycles and to isolate the processes that are involved. The subse-
quent section discusses the components of North Atlantic climates, as may be relevant to
millennial timescales.
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3.2 The Glacial North Atlantic
That the D-O events were sourced in the North Atlantic, is evident from the ampli-
tude of local temperature variations as recorded by climate proxies from multiple loca-
tions. Marine sediments in the North Atlantic also show large variations in planktonic
foraminiferal composition and abundance during the last deglaciation (Ruddiman and
McIntyre, 1981), linking climatic shifts to changes in regional oceanic circulation.
The North Atlantic climate is largely regulated by the Gulf Stream which carries large
amounts of heat to higher latitudes along the western margin of the North Atlantic basin.
Model studies have shown that fluctuations in this current’s strength and reach can dras-
tically affect the regional climate. While most of the explored scenarios of fluctuations
involved freshwater perturbations, the possibility of other triggers, such as insolation
variations and sea ice interactions remains open.
The Gulf Stream and the North Atlantic current constitute the thermohaline part of the
North Atlantic circulation system, being largely driven by thermal and salinity gradients.
Winds and the Earth’s rotational effects drive the subtropical and subpolar gyres. In
general, the large-scale oceanic circulation is governed by the balance between horizontal
pressure gradients and the Coriolis force which results in movement of water masses
in gyres or along the western boundary of the North Atlantic basin. While the gyres are
unlikely to undergo significant variations over millennial time scales as they are driven by
prevailing winds, the thermohaline (or the overturning) circulation is sensitive to high-
latitude freshwater perturbations. It is well known that the growth and disintegration
of ice sheets in the past contributed to freshwater anomalies in the North Atlantic, and
may have thus brought about abrupt fluctuations in the thermohaline circulation and
meridional heat transport. The strength of the overturning circulation was also weaker
during the last glacial period possibly due to a different organization of the global oceanic
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circulation, as compared to the present day.
Turbulence and mesoscale eddies are mechanisms through with heat and salt is dis-
persed in the ocean, particularly within the top mixed layers. Wind, sensible and la-
tent heat exchanges with the atmosphere, evaporation and precipitation, all contribute
in mixing the surface layers. The deeper layers have higher stratification and are conse-
quently less mobile. Convective processes can greatly increase the depth of the mixed
layer and simultaneously enable ventilation of bottom waters - as it presently happens in
the Labrador and Greenland-Iceland-Norwegian (GIN) seas. During the glacial period,
it is believed that the North Atlantic Deep Water formation was reduced, possibly due to
the prevailing weak overturning strength.
Surface ocean salinities were in general higher during the last glacial period, due to
decreased precipitation rates (Adkins et al., 2002). The presence of ice sheets also al-
tered atmospheric circulation, especially at higher latitudes in the northern hemisphere.
However, it is unlikely that atmospheric processes alone were responsible for persisting
climatic anomalies, as the heat carrying and retention capacity of the lower atmosphere
is low and seasonal variations in insolation serve as good dissipating mechanisms for
anomalous processes.
Ice sheet instabilities were a likely cause for several glacial climatic fluctuations, as
evident from multiple ice rafting episodes immediately prior to successive D-O cycles.
Despite the compelling connection, these events were probably no more than triggers in
invoking cyclic responses from the climate system.
Sea ice possibly played an important role in the glacial climate due to its many di-
rect affects on the surface ocean and atmosphere. It affects deep water formation at high
latitudes through the convective sinking of dense surface waters left behind in its pro-
duction. Sea ice is also an effective insulator, as it cuts off heat exchange between the
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atmosphere and surface ocean. The high albedo of sea ice cools the local climate, en-
abling more growth through a positive feedback. Given its perpetual availability and
relatively quick growth response, sea ice is a major constituent and determinant of long
term climate.
3.3 An Idealized Model
From the discussion in the previous section, it follows that the essential components of the
North Atlantic climate system, relevant to millennial-scale processes should include an
overturning ocean circulation, oceanic temperature and salinity (freshwater) variations,
mixing processes, convection and sea ice. An ocean model including these processes has
been developed by de Verdie`re et al. (2006), and is used in this study with some modifica-
tions and additions. A simple sea ice model, adapted from Gildor and Tziperman (2001)
is coupled to the ocean. Each of the model components is discussed below, followed by
description and analysis of the model’s behavior over millennial timescales.
3.3.1 Model Description
Physical Dimensions
A spherical shell, 60◦wide in latitudinal extent and 4,500 m deep is used to represent the
north Atlantic basin, as shown in Figure 3.2. The meridional extent of the model corre-
sponds approximately the reach of the AMOC within the North Atlantic basin, and the
zonal divisions to atmospheric temperature belts resulting from atmospheric circulation
cells. An additional polar zone is devised to limit the extent of sea ice (three atmospheric
circulation cells exist in each hemisphere). In the North Atlantic, configuration of land
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Figure 3.2: A depiction of the North Atlantic as it may have looked during glacial condi-
tions (left). Ice sheets covered large portions of North America and north-western Europe,
and winter sea ice extended as far south as Iceland. An outline of the model’s geometry
(right) is overlaid on the North Atlantic basin, with its northern extremity approximately
corresponding to the present day deep water formations and winter sea ice extent.
around the GIN seas provides a corridor for sea ice growth, as well as physical bound for
its maximum southward extent. During the last glacial period, winter sea ice extended as
far south as Iceland, where the GIN seas meet the expanse of the Atlantic (Sarnthein et al.,
2003). Thus, the model allows variability in sea ice extents between present day values
and that of glacial times. The surface layer is 1,000 m in depth and represents the oceanic
mixed layer.
Thermal and Salinity (Freshwater) Forcings
A constant meridional thermal gradient (η) is used to define the zonal atmospheric tem-
peratures (Γi):
Γi = ηθi + c (3.1)
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Figure 3.3: Thermal and salinity (freshwater) forcings as applied to the surface boxes. The
applied thermal gradient is relative to a given tropical atmospheric temperature (Γ1). Pre-
cipitation is implemented as negative salinity forcings, and its distribution rates ensure
net conservation.
where i is the index, and θi the latitude at the mid-point of each surface box. The in-
dexing scheme is described in Figure 3.3. The thermal intercept c is the tropical surface
temperature forcing.
Salinity forcing is applied to the surface boxes to account for evaporation and precip-
itation. The net tropical evaporation amount (ε) is prescribed, along with the following
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precipitation distribution fractions (qi) over the remaining boxes:
q2 = −0.7 (3.2)
q3 = −0.2 (3.3)
q4 = −0.1 (3.4)
where the negative signs imply net precipitation, and q1 = 1. The salinity forcing for each
box (ξi) is given as:
ξi = ρ0S0Aiεqi (3.5)
where Ai is the surface area of box i, ρ0 is the reference density, and S0 the reference
salinity. Evaporative heat loss from the tropics is accounted for by:
−LeεA1 (3.6)
where Le is the latent heat lost due to evaporation. A schematic of the thermal and salinity
forcings is shown in Figure 3.3.
Circulation
A two-dimensional meridional overturning circulation is implemented in the ocean model.
Unlike geostrophic flows, the model circulation is determined only by horizontal pressure
gradients. The pressure in each box is hydrostatic and is computed such that the net hor-
izontal volume flux along the full depth equals zero. This ensures volume conservation
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by matching surface and deep flows. Pressure is then given as:
Pi = −12
(
hi+4
hi + hi+4
)
(hiρi + hi+4ρi+4)g (3.7)
Pi+4 = −
(
hi
hi+4
)
Pi (3.8)
where i is the index of a surface box and i + 4 the index of the box below it and hi is the
depth of a surface box. Density of each box is dependent on the temperature and salinity,
and is described by a linear equation of state:
ρi = ρ0[1 − α(Ti − Tr) + β(Si − Sr)] (3.9)
where Tr and Sr are reference temperature and salinity values, and α and β are thermal
expansion and haline contraction coefficients. With the pressure defined, the volume
transport rate, ψi,i+1 between boxes i and (i + 1) is given by
ψi,i+1 = CAi,i+1(Pi − Pi+1) (3.10)
where C is a constant chosen to give appropriate volume transports in the North Atlantic
(de Verdie`re et al., 2006), and Ai,i+1 is the vertical area between boxes i and (i+1). There are
thus, three terms for advective transport between surface boxes. The vertical transport
terms at the meridional extremities are equal to the surface fluxes at those locations to
conserve flow. Additional application of such constraints yield:
ψ1,2 = ψ6,5 = ψ5,1 ≡ψ1 (3.11)
ψ2,3 = ψ7,6 ≡ψ2 (3.12)
ψ3,4 = ψ4,8 = ψ8,7 ≡ψ3 (3.13)
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Figure 3.4: Schematic of the circulation terms, showing the upstream terms (ψ+i ) with
solid arrows. Dashed arrows show downstream transports (ψ−i ).
Vertical transports at the middle boxes are then obtained as:
ψ6,2 = ψ2 − ψ1 ≡ψw2 (3.14)
ψ7,3 = ψ3 − ψ2 ≡ψw3 (3.15)
The index pairs given above are used to describe positive fluxes. However, since the
advective flux between two adjacent boxes can only take on one sign at a given time, the
following conditions arise:
ψi > 0 ⇒ ψi,i+1 = ψi and ψi+1,i = 0 (3.16)
ψi < 0 ⇒ ψi,i+1 = 0 and ψi+1,i = ψi (3.17)
for i = 1, 2, 3. Likewise directionality of the vertical transport terms imply
ψw[i] > 0 ⇒ ψi,i+4 = 0 and ψi+4,i = ψw[i] (3.18)
ψw[i] < 0 ⇒ ψi,i+4 = ψw[i] and ψi+4,i = 0 (3.19)
45
for i = 2, 3. The directional terms can be simplified by adopting upstream and down-
stream variables for each of the computed advective term, as followed by Thual and
McWilliams (1992).
ψ±i =
1
2
(|ψi| ± ψi) (3.20)
ψ±w[i] =
1
2
(|ψw[i]| ± ψw[i]) (3.21)
The above terms depend only on the computed values of ψ1, ψ2 and ψ3, and are used to
construct an 8×8 advection matrix. Products of this matrix with temperature and salinity
state vectors yield the net changes in heat and salt contents for each box due to advective
transports. The circulation terms overlaid on the model geometry is depicted in Figure
3.4.
Diffusive Mixing
Turbulent mixing is taken into account by using a macroscopic analog of molecular dif-
fusion. Oceanic mixing on short spatial and temporal scales do not need to be resolved,
owing to the much longer timescales of interaction that the model aims to examine.
The diffusive heat and salt flows are proportional to gradients in temperature and
salinity. Values of horizontal (dh) and vertical (dv) diffusivities are given in Table (3.3.1),
where dh  dv. Diffusive volume transport rates (Di, j) between neighboring boxes i and j
are defined as:
Di,i+1 = Di+5,i+4 ≡ Dh[i] = dhAi,i+1 (3.22)
Di,i+4 ≡ Dv[i] = dvAi,i+4 (3.23)
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where Ai,i+4 and Ai,i+1 are the horizontal and vertical areas between neighboring boxes.
As in the case of advection, the product of diffusive volume transports with temperature
or salinity gradients give the respective heat and salt exchange rates. An 8×8 diffusion
matrix is likewise constructed from the above terms.
Convection
Convection in the ocean occurs due to unstable density stratification, and it can greatly
increase the depth of the mixed layer. Since the dynamic adjustment of the mixed layer is
avoided, the convective scheme mixes top and bottom layers in one time-step, conserving
their total heat and salt contents. The equalized temperature and salinity values are:
S¯ =
miSi + mi+4Si+4
mi + mi+4
(3.24)
T¯ =
miTi + mi+4Ti+4
mi + mi+4
(3.25)
The mass in each box (mi) is updated run-time to avoid discrepancies in post-convective
densities, as the mass of boxes may significantly deviate during model initialization. It is
likely that such miscalculations could lead to oscillations in the circulation, which other-
wise have no physical basis. A detailed description of this computational artifact is given
in Appendix C, and it is possible that the ’free’ oscillations reported by de Verdie`re et al.
(2006) resulted from this effect.
Sea Ice
Sea ice is allowed to grow on the surface polar box. It forms when the water tempera-
ture drops below a prescribed freezing temperature Tice. The rate of ice formation (and
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melting) is given by:
V˙s =
Q˙ice
ρiceL f
+
p4 fice
ρ0
(3.26)
where Q˙ice is the heat flux between ocean and sea-ice, described by:
Q˙ice =
ρ0CpV4
τice
(Tice − T4) (3.27)
The term τice is a relaxation timescale for ice formation, V4 the volume of the polar box
and T4 the temperature of box 4. Precipitation on existing sea ice (p4 fice) is turned into ice,
where p4 is the total precipitation on box 4, given by
p4 = ε|q4| (3.28)
The areal extent of sea ice is determined by the existing volume of ice with an initial
thickness dice. If the entire polar box is covered, the thickness is adjusted from the total
volume of ice and surface area.
The formation of sea-ice also affects salinity of the surface layer through brine rejection.
This becomes an additional forcing term in equation (3.31) for the polar box and is given
by
B˙ = ρ0
Q˙ice
ρiceL f
(3.29)
where B˙ is the rate of salinity addition to the polar surface ocean, ρice is the density of ice
and L f the latent heat of fusion of ice.
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Governing Equations
The governing equations describing the rates in change of temperature and salinity are
miCpT˙i = Q˙i + ρ0Cpψi, jT j + ρ0CpDi, jT j + Co(Ti) + Q˙ice (3.30)
miS˙i = ξi + ρ0ψi, jS j + ρ0Di, jS j + Co(Si) + S0B˙ (3.31)
Here Q˙i is the rate of heat transfer to the surface layers due to thermal forcing and is given
by
Q˙i = λ(Γi − Ti)
[
fice
(γice
dice
− 1
)
+ 1
]
Ai + (−LeεA1) (3.32)
where λ is the heat exchange coefficient between atmosphere and ocean, fice is the fraction
of polar surface area covered by sea ice, γice the heat permeability (insulation) parameter,
and dice the prescribed sea ice thickness. Unless otherwise stated, γice = 0, i.e. sea ice is
assumed to be a perfect insulator. The advective volume transport terms, (ψi, j) are all
related to the surface flows defined in Equations (3.11, 3.12, 3.13). In the event of a sur-
face box exceeding in density than the one below it, their temperature and salinities are
equalized in one time-step while preserving the net heat and salt contents. The temper-
ature and salinity adjustments due to this simplified convective scheme are denoted in
equations 3.30 and 3.32 as Co(Si) and Co(Ti) respectively.
The net change in heat and salt contents of a box in one integrating time-step is the sum
of all exchanges between it and its neighbors. Integration is carried out using a second
order Runge-Kutta scheme. A list of all the model variables and parameters with their
default values are listed in Table 3.3.1
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g Acceleration due to gravity 9.8 m s−2
ρo Reference density of sea water 1028 kg m−3
ρice Density of ice 920 kg m−3
Tr,Sr Reference temperature and salinity 283 K, 0.035
α Thermal expansion coefficient 1.7×10−4 K−1
β Haline contraction coefficient 0.76
Cp Specific heat capacity of water 4000 J kg−1 K−1
η Thermal gradient -0.74 K/◦lat
ε Net evaporation from surface tropical box 12 mm/day
qi Salinity forcing ratios for surface boxes 1, -0.7, -0.2, -0.1
c Temperature forcing for box 1, thermal intercept 35 ◦C
Tice Temperature at which ice forms 273 K
Le Latent heat due to evaporation 2.2×106 J kg−1
L f Latent heat fusion of ice 3.34×105 J kg−1
λ Heat exchange coefficient between atmosphere and ocean 30 W m−2 K−1
C Advective transport coefficient (inverse of friction coefficient) 10−5 m2 s kg−1
dh Horizontal diffusive coefficient 1.25×10−7 m s−1
dv Vertical diffusive coefficient 1.75×10−3 m s−1
dice Thickness of sea ice 2 m
γice Heat permeability parameter for sea ice [0 : 1]
hi, hi+4 Depth of surface and bottom boxes 1000, 3500 m
mi Mass of box i kg
Ai, j Cross sectional area between box i and j m2
Ti Temperature of box i K
Si Salinity of box i dimensionless
T˙i Rate of change of temperature of box i K s−1
S˙i Rate of change of salinity of box i s−1
Γi Surface thermal (atmospheric temperature) forcing for box i K
Q˙i Heat exchange between atmosphere and surface box J s−1
ψi, j Advective volume transport between boxes i and j m3s−1
Di, j Diffusive volume transport between boxes i and j m3s−1
Co(Ti) Temperature adjustment due to convection K
Co(Si) Salinity adjustment due to convection kg s−1
Q˙ice Heat exchange between sea ice and surface polar box (box 4) J s−1
ξi Salinity forcing on box i kg s−1
B˙ Salinity forcing due to brine rejection kg s−1
Table 3.1: Description of model parameters with their default values and computed vari-
ables
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3.3.2 Circulation States
The model produces steady as well as oscillatory circulation states under different forcing
conditions (Figure 3.5). Although by construction, several steady circulation modes are
allowed, they are all grouped into two, according to the sign of the tropical advective
flux (ψ1 ) - the dominant transport term. Surface poleward flows (ψ1 > 0) result from high
thermal forcings and are termed as thermal or TH states. High salinity gradients, on the
other hand, drive the reverse circulation (ψ1 < 0), and are termed as haline, or SA states.
In oscillating solutions, the circulation periodically switches between TH and SA modes.
The relationship between forcing and circulation is given through the dependence of
advective flows to surface density gradients, which is described as:
ψi ∼ Pi − Pi+1 (3.33)
where i is the index of an arbitrary box (i increasing poleward). The pressure, Pi in a box
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Figure 3.5: Three circulation states obtained with η=-0.71, -0.92, -1.13 K/◦lat (left to right),
with fixed ε=7.5 mm/day. The states are defined as haline (SA), oscillatory and thermal
(TH) due to the direction of circulation in each case.
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is:
Pi ∼ hiρi + h1+4ρi+4 (3.34)
Here hi is the depth of box i, and ρi its density. A general expression can be written for
the overall surface advective flux in terms of the overall density gradient, as:
ψ ∼ hT∆ρT + hB∆ρB (3.35)
where the subscripts T and B denote top and bottom respectively. The overall surface
and bottom density gradients are ∆ρT and ∆ρB. Thus, an increase in poleward density
gradients drives thermal flows. High tropical evaporation decreases poleward density
gradients, and thus, drives reverse-direction haline flows.
In initial model runs, oscillations are found only in the presence of sea ice, and the no-
sea-ice model settles into either the TH or the SA steady state. A series of computational
experiments are carried out ascertain the necessary role of sea ice in the oscillations, and
to identify the mechanisms driving. The goals of these experiments are broadly defined
as follows:
1. To determine how the overturning circulation responds to thermal and salinity forc-
ings.
2. To identify the necessary conditions that allow for oscillations, along with the un-
derlying mechanisms.
3. To examine the connection between oscillation periods and forcings, geometry of
the system, and strength of physical processes.
The experiments involve running the model iteratively and systematically within rel-
evant parameter spaces. Two sets of results are obtained for each experiment - with and
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without sea ice, to enable a comparison of how the effects of sea ice alter the system’s be-
havior. The tropical advective mass flux (µ1 ), corresponding to ψ1 , is used as the primary
diagnostic variable, as its sign is indicative of the overall circulation state. Steady and
oscillatory states are distinguished by the difference between peak and mean values of
µ1 , which is zero in the former case. As a further confirmation, autocorrelation analysis is
employed to independently identify oscillations and extract their periods. The first 3,000
model years are excluded from the analysis in order to avoid fluctuations from model
initialization.
Domain of States in η/ε Space
The domain of TH and SA states is examined within the thermal and salinity forcing
space. The thermal gradient, η, is varied between -0.5 and -1.2 K/◦lat, corresponding
to polar-equatorial temperature differences of ∼27 and 70 ◦C, respectively. In doing so,
the tropical forcing (thermal intercept) is kept fixed, while other zonal temperatures are
adjusted according to the imposed gradient (Figure 3.3). The net Tropical evaporation
rate, ε, is varied in the range of 0 and 25 mm/day, with precipitation distribution fractions
fixed at default values. The two sets of model runs (with and without sea ice), are each
executed 100×100 times within the two-dimensional forcing space.
Only steady TH and SA states are observed in the no-sea-ice model runs. The advec-
tive fluxes (µ1) lie on surfaces of positive (TH) and negative (SA) values, and are sepa-
rated along linear segments (Figure 3.6) where the pressure gradient due to thermal and
salinity forcings individually balance each other. In general, positive (poleward) advec-
tive strengths increase with the magnitude of η, and decrease with ε. Bifurcations occur
at low advection, where the net effects of thermal and salinity forcings are in balance.
Weak circulation states are thus unstable, and susceptible to mode transitions with small
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Figure 3.6: Steady state advection (µ1 ) values in the thermal and salinity forcing space,
for the no-sea-ice model. The surface with positive values of µ1 indicate TH states, while
SA states lie on the surface with negative µ1 .
changes in forcing.
Since the applied salinity forcing does not follow a constant gradient across the zones,
surface advective flows are not always aligned. In particular, the poleward pressure gra-
dient between boxes 2 and 3, increase with higher ε, unlike ψ1 . This trend is only mani-
fested when tropical advection is in a weak haline mode. In such a case, the subtropical
flux (between boxes 2 and 3) becomes the dominant transport term, and its positive varia-
tion with ε can revive thermal states - as it happens in the region of rift on the TH surface
between η ∼ −0.65 and −0.85 (Figure 3.7).
Opposing surface flows create vertical circulation cells where sinking takes place si-
multaneously at both meridional extremities, with strong mid-latitude upwelling. Conti-
nuity in flow, in these situations, result in relatively weak surface fluxes, compared to the
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Figure 3.7: Top view of the bifurcation
structure (Figure 3.6) showing the do-
main of TH and SA states. Coexisting
dual circulation cells occur in the inter-
mediate region as indicated.
grand thermal (all surface advective fluxes are positive) or haline modes (all surface ad-
vective fluxes are negative) where surface fluxes dominate and upwelling is weak. Thus,
the signature of a polar circulation is left on the SA surface, and a second bifurcation mar-
gin is observed where high ε eliminates polar circulation (Figure 3.7). As polar sinking
is favored by low surface temperatures, higher thermal intercepts require compensation
from greater thermal gradients to produce dual circulation cells (Figure 3.8).
The absence of oscillations in the large forcing space is contrary to the free thermo-
haline oscillations reported by de Verdie`re et al. (2006) in a similar ocean box model1 It
is likely that those oscillations resulted from artifacts of miscalculated, post-convection
densities. Such scenarios may occur if heat and salt contents are not computed using the
run-time masses in each box, which can significantly deviate from fixed initial values.
Since the model convection takes place in one time-step, small deviations in pressure gra-
dients can perturb weak (and therefore unstable) haline states into mode transitions in
1The present ocean model was adapted from de Verdie`re et al. (2006).
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Figure 3.8: Series of state domains with progressively increasing values of thermal inter-
cept. From left to right and top to bottom, c =22, 24, 28 and 30 ◦C. With high c, the domain
of dual circulation cells shift towards higher η.
this manner. Forcing conditions then drive the circulation back into haline modes, where
the situation recurs and gives the appearance of oscillations. The simplicity of the model,
its intentional departure from the use of non-linear processes and the absence of driving
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mechanisms, altogether undermine the existence of free oscillations.
Oscillations are however observed when sea ice is included in the ocean model. They
occur along the TH-SA margin, and less prominently along the bifurcation margin be-
tween dual circulations and grand haline modes (Figure 3.9). The existence of oscillations
at low advective strengths, where circulation is unstable, is relevant to the glacial climate
when the AMOC was weak.
Elsewhere in the forcing space, sea ice either does not occur due to high polar sur-
face temperatures (TH states), or persist indefinitely (in SA states) without producing
oscillations. As such, the oscillating states would exist in haline modes if sea ice were
not present, and the perturbative effects of sea ice drive periodic transitions to thermal
Figure 3.9: Steady state advection (µ1 ) values in the thermal and salinity forcing space,
for the ocean-sea-ice model. High values of maximum advective fluxes denote oscillatory
states, which lie along the margin of TH and SA states. A second bifurcation, between po-
lar circulation and grand haline states is also visible on the surface of negative µ1 values.
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modes. Oscillating states are also bound within a range of constant (ε/η) ratios, and this
is maintained under varying thermal intercept values (Figure 3.10). Following the man-
ner in which polar circulation cells shift towards high η with added thermal intercepts,
oscillating states do the same (Figure 3.11).
Domain of States in [E − P] Space
The salinity forcing in the model is prescribed via the net tropical evaporation rate (ε),
and the precipitation distribution fractions (qi) over the remaining boxes (i = 2, 3, 4). The
qi values are chosen to approximately correspond to present day precipitation distribution
rates. However, both the tropical evaporation and surface freshwater distributions varied
considerably in the past due to the growth of ice sheets (affecting atmospheric circulation
and moisture contents), variations in sea ice extents (affecting high latitude evaporation),
insolation changes and quasi-periodic discharges of glacial melt-water. In light of this,
the model’s response to freshwater forcing is examined by varying polar precipitation
Figure 3.10: Oscillatory states are
bound within, and tend to lie along
lines of constant ε/η values (dotted
lines). Warmer colors indicate longer
periods, which overall span between
100 years (polar oscillations) and 6000
years.
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Figure 3.11: Series of state domains with progressively increasing values of thermal inter-
cept. From left to right and top to bottom, c =22, 24, 28 and 30 ◦C. With high c, the domain
of oscillatory cells cells shift towards higher η.
fractions (q3 + q4) alongside ε. In doing so, the ratio of q3 to q4 is kept at the default value
(2:1). A fixed thermal gradient is used (η = -0.74 K/◦lat), and two sets are obtained, with
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and without sea ice as before.
Figure 3.12: Domain of circulation states within the salinity forcing space. The net tropical
evaporation (ε) is varied along with the polar precipitation distribution (between 0 and
1). No oscillations are found in the no-sea-ice case (left), whereas oscillations are bound
within a range of polar precipitation rates for the ocean-sea-ice case.
For the assumed values of η and thermal intercept, the no-sea-ice model only produces
TH and SA states. Oscillations in the ocean-sea-ice model are bound within a range of po-
lar precipitation fractions, between 0.2 and 0.6 (Figure 3.12). Low polar surface freshness
(high salinity) results in early onset of convection and its dissipative effects prevent the
system from entering thermal modes. On the other hand, high polar surface freshness
(low salinity) opposes convection and oscillations do not occur. It is noteworthy that rela-
tively low polar freshwater forcings support oscillations, as during the last glacial period
when polar precipitation amounts were about a fourth of Holocene values (de Verdie`re
et al., 2006).
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Phase-Space Interpretations
Connections between physical and dynamical states of the system are explored through
appropriate phase-space projections. Sea ice affects the physical state of the surface po-
lar box, which in turn influences advective transports and the overall circulation state.
Three processes are involved in the interactions between sea ice and the polar surface
- namely brine rejection, latent heats of formation/melting, and insulation from ocean-
atmosphere heat exchanges. Sea ice leads to the evolution of polar surface and bottom
densities towards vertical instabilities, leading to convection, which is generally the pre-
cursor to oscillations. In the absence of sea ice, surface and bottom densities approach
stable stratification and steady states are reached.
As the circulation state is largely determined by the magnitude and direction of the
tropical advective flux (µ1 ), phase trajectories are drawn of its evolution alongside polar
surface density. Several trajectories are assembled for progressively increasing tropical
evaporation amounts (ε), with fixed thermal gradient (η= -0.85 K/◦lat). In the no-sea-ice
ocean model, steady state thermal advective fluxes decline with increasing ε, approaching
a minimum, before switching directions into haline modes (Figure 3.13). When sea ice is
present, polar surface densities are kept high, and this enables the system to persist in
thermal modes over a larger range of ε. The combination of high surface densities and
high ε results in lower steady-state thermal fluxes, which facilitate a smooth reversal of
circulation from thermal to haline modes. This gives rise to oscillations within a suitable
window of forcing values (Figure 3.14).
Oscillations in physical system’s are often characterized by periodic retention and re-
lease of mechanical or heat energy. In the present context, the bottom polar box acts as the
system’s heat reservoir, as it accumulates heat during haline modes and releases it during
during convection events. The instability which triggers convection occurs due to surface
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Figure 3.13: Trajectories of the tropical advective flux against polar surface density, for
the no-sea-ice ocean model. The lines trace runs with progressively higher values of net
tropical evaporation (ε=2.5, 6, 7 and 10 mm/day, left to right and top to bottom). Steady
state fluxes decrease with higher ε, and beyond a critically low value, the circulation
switches states.
densities exceeding that of the bottom. Conditions on the surface, thus limit the amount
of heat that can be held by the bottom (Figure 3.15), while also enabling a re-distribution
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Figure 3.14: Trajectories of the tropical advective flux against polar surface density, for the
ocean-sea-ice model. Due to the presence of sea ice (high polar surface densities), thermal
modes can persist under higher net tropical evaporation (ε=2.5, 6, 7 and 10 mm/day, left
to right and top to bottom) values than would otherwise be allowed. The combination
produces lower advective fluxes, which facilitate a smooth reversal between thermal and
haline flows - resulting in oscillations. For sufficiently high ε, only haline modes occur.
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Figure 3.15: Trajectories of tropical advective flux against polar bottom heat content, for
the no-sea-ice ocean model (left) and ocean-sea-ice model (right). The lines trace model
runs with progressively higher values of ε. Sea ice limits the bottom heat content by
producing vertical instabilities, which facilitate a mechanism for the release of bottom
heat.
of the stored heat through mixing processes.
In order to see how the choice of initial conditions may affect the system’s evolution,
several ensembles of random initial states are used over the range of forcing values as
before. The initial states are determined as:
Ti(t = 0) = T0 + (randi − 0.5) ∗ δT (3.36)
Si(t = 0) = S0 + (randi − 0.5) ∗ δS (3.37)
where rand returns a pseudo-random number between 0 and 1, δT ∼ 10K and δS ∼ S0/10.
Trajectories on the µ1/µ3 plane show that all initial states converge to identical equilibrium
flux values under the same forcing conditions (Figures 3.16, 3.17), although their physical
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Figure 3.16: Trajectories of tropical and polar advective fluxes for several initial states
under the same applied forcing (no-sea-ice ocean model). From left to right and top to
bottom, η is kept constant at -0.92 K/◦lat, while ε=3.5, 6, 7.5 and 8 mm/day. All initial
states converge to identical steady state fluxes (green dots), unless the system is close to
the bifurcation realm.
65
Figure 3.17: Trajectories of tropical and polar advective fluxes for several initial states
under the same applied forcing (ocean-sea-ice model). Forcing parameter values are the
same as those listed in Figure 3.16. The third frame depicts oscillating states.
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states (i.e. temperature and salinity) do not coincide. Without sea ice, trajectories near
the bifurcation regime can terminate in either of TH or SA states. The results show that
advective transports define the dynamical state of the system and the equilibrium fluxes
constitute its attractor set.
3.3.3 Mechanism of Oscillations
Oscillations involve periodic transitions between haline and thermal modes, which are
modulated by sea ice advance and retreat. These temporary thermal and haline states are
from hereon termed as on and off respectively. In haline, or off states, sea ice typically
covers the entire polar box with high initial thickness. Over repeated cycles of advance
and retreat, the density of the polar surface increases, while that of the bottom decreases
(Figure 3.18). Eventually, this leads to vertical instability and the onset of convection,
where the circulation abruptly switches to thermal, or on states. Increased poleward heat
transport in on states prevents the formation of sea ice. In addition, the high advective and
Figure 3.18: Evolution of surface and
bottom densities for the no-sea-ice
ocean model (dashed line) and ocean-
sea-ice models. Applied forcing values
are η=-0.65 K/◦lat, ε=7 mm/day. Sea
ice processes increase surface densities,
and drive the system towards vertical
instability - which results in convec-
tion and abrupt transition to thermal
modes.
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Figure 3.19: Schematic of polar heat
budgets. The surface box undergoes
advective and diffusive exchanges with
its adjacent boxes (3 and 8), sensi-
ble heat exchange with the atmosphere
through areas of ocean not covered by
sea ice, and heat fluxes with sea ice.
In addition, convection mixes top and
bottom heat and salt contents in one
time-step.
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diffusive fluxes gradually reduce surface density gradients, and enable the circulation to
make a smooth reversal back into haline modes - and the process repeats.
The sources and sinks of heat for the surface polar box are its adjoining boxes (through
advection, diffusion and convection), the atmosphere (through sensible heat exchange),
and sea ice (due to latent heats of formation/melting). The bottom polar box undergoes
heat exchange only with its neighbors (Figure 3.19). Polar surface temperature increases
dramatically at the onset of on states (Figure 3.20) and declines steadily until circulation
reverses. The lack of sea ice cover in on states results in substantial heat loss to the atmo-
sphere (Figure 3.21). Convective heat gain from the bottom is large initially, but subsides
soon after. In a complete cycle, the net loss of heat from the surface box exceeds that of
the bottom.
Sea ice affects the polar surface in three ways - brine rejection, insulation from atmo-
spheric heat exchange and enthalpies of heat in its formation/melting. Each of these
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Figure 3.20: Top panel, left to right: Densities and temperatures of surface (solid, black)
and bottom (dashed, gray) boxes. Bottom panel, left to right: Sea ice extent as a fraction
of the polar surface area and thickness of sea ice. Model parameters are the same as those
in Figure 3.18.
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Figure 3.21: Heat flux with the
atmosphere for the surface polar
box. Substantial losses take place
during sea ice withdrawals in
off states, which increase surface
densities and destabilize density
stratification.
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processes are systematically turned on and off to examine their individual and combined
effects on the occurrence of oscillations. Of these combinations, only those with insu-
lation produce oscillations. Two of these cases, IV and V as summarized in Table 3.2,
are compared in terms of surface and bottom densities (Figure 3.22), which show large
fluctuations in the former and a drift towards higher densities.
Thus, although the direct insulating effect of sea ice should decrease polar surface den-
sities (by allowing a build up of heat), the recurring retreats of sea ice extent during off
periods lead to a net loss of heat (Figure 3.21), and an increase in density. Such large neg-
ative heat fluxes are observed in areas of open sea ice, known as polynyas, in the Arctic
and Antarctic regions.
The convergent trends in surface and bottom densities in off states, on the whole, drive
the system’s circulation away from its preferred (haline) mode. Instabilities reached in
this process trigger convection, producing large and abrupt increase in bottom densities.
As a result, the circulation enters strong thermal modes temporarily. Enhanced mixing
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γice B˙ Q˙ice Oscillations
I 0 0 0 0
II 0 0 1 0
III 0 1 0 0
IV 0 1 1 0
V 1 0 0 1
VI 1 0 1 1
VII 1 1 0 1
VIII 1 1 1 1
Table 3.2: The three direct effects of sea ice, insulation (γ), brine rejection (B˙) and heat
enthalpies of formation (Q˙ice) are systematically switched on and off to determine their
influence. Oscillations appear only when insulation is on, and for values of heat perme-
ability coefficient, γice < 0.7.
Figure 3.22: Evolution of surface and
bottom densities comparison between
the two limiting cases described in Ta-
ble 3.2. In case IV (dashed), both brine
rejection and sea ice heat exchanges are
switched on, and insulation is off. Case
V (solid) has only insulation switched
on. Oscillations occur in the latter case.
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and high advective fluxes in the on state, then remove density anomalies and allow the
system to return to haline modes.
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3.3.4 Oscillation Periods
Oscillation periods are regulated by how quickly the system produces and eradicates in-
stabilities. The build up of surface salinity and bottom heat contents of the polar boxes
lead to instability, while advection and mixing processes work to restore haline circula-
tion. The relative strengths of thermal and salinity forcings affect advective transports
and thus influence the timescale of oscillations. The heat capacity of the system also sets
limits on the amount of heat that can be stored, and the conditions that determine its
release. These factors and their relationship to oscillation periods are discussed below.
Timescales for sea ice growth is disregarded in the discussion as its effects are insignif-
icant within reasonable ranges of values. In the ocean, sea ice growth timescales are on
the order of a few months at most and are thus well constrained. Convection events are
also excluded from the periodicity analysis as it is highly idealized in the model and fur-
ther modifications will affect oscillation periods directly and not provide any relevant
insights.
Forcing:
In the forcing space, oscillating states are limited within a narrow range of relative mag-
nitudes of forcing (Figure 3.10 - refer back). Generally, periods grow exponentially with
increasing strengths of η, as this drives poleward tropical advection and allows the sys-
tem to reside in on states for longer durations (Figure 3.23). When tropical advection is in
a weak haline mode (ψ1 < 0, and small in magnitude), the subtropical flux (ψ2 ) dominates
the circulation, and periods decline exponentially with higher relative η. This is due to
the opposing variations in tropical and subtropical advective transports in response to
forcing.
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Figure 3.23: Oscillation periods
against the relative strengths of salin-
ity and thermal forcings (ε/η). In
general, periods grow exponentially
(approximately) with higher relative
strengths of η. Polar oscillation
periods, however show the opposite
characteristic due to the decrease in
subtropical advection strength with
higher η.
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Advective Strength:
The magnitudes of advective transports are dependent on a proportionality coefficient, C
(Equation 3.11). Its value is chosen to roughly correspond to present day transport rates in
the North Atlantic, following de Verdie`re et al. (2006). However, the AMOC is a localized
component of the global oceanic circulation, which has undergone large variations in the
past, e.g., the glacial-interglacial transitions. During glacial periods, when D-O events are
observed, the AMOC was relatively weak. Oscillations in the model are also produced
when the overturning circulation is weak and close to producing instabilities. The pe-
riods of oscillations are dependent on the build up of instabilities and the rate at which
they are eliminated. High advective strengths tend to decrease the timescales involved
in both processes, by speeding up polar bottom heat accumulation during off states and
by rapidly eradicating density anomalies in on states. As a result, the oscillation periods
decrease. This trend is observed in different sets of model runs, each within the forcing
space spanned by η and ε, where progressively higher values of C are used (Figure 3.24).
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Figure 3.24: Distribution of oscillation periods in the forcing space for C = 10−3 and 3.5 ×
10−3 m2 s−1 kg−1 (left to right). The number of oscillating states increases with higher ad-
vective fluxes, and the characteristic oscillation period diminishes.
The number of instances of oscillating solutions also increases because high advective
transports drive previously steady states towards instabilities.
Diffusive Mixing:
Although the occurrence of oscillations is not dependent on model diffusion, the periods
are affected by the efficiency of mixing. Unlike advection, diffusive mixing only works
towards removing density anomalies in on states, and as such it opposes the build up
polar bottom heat. Thus, higher diffusive rates decrease characteristic oscillation periods,
as well as the number of oscillating states in each set of model runs within the η/ε space
(Figure 3.25). Past a threshold value of the diffusive coefficient, oscillations disappear
completely as instabilities fail to build up. The results are analogous between horizontal
and vertical diffusivities.
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Figure 3.25: Distribution of oscillation periods in the forcing space for dh = 0.5 and 2 ×
10−3 m s−1. The number of oscillating states, as well as the peak period declines.
Geometry:
While rates of heat transport and exchange via advective and diffusive processes control
oscillation timescales, the effective heat capacity of the system is also important. Physi-
cally, the size and topography of the ocean basin determine how much heat it can store
if existing mechanisms allow for it. In the present model scenario, the bottom polar box
acts as the system’s heat reservoir, and its capacity is dependent on its volume and the
rate at which vertical instabilities occur. The role of geometry is examined in isolation,
by varying the volume of the polar box in successive sets of model runs. In doing so, the
interface area between the neighboring boxes is unchanged, so as to not affect diffusive
fluxes.
Oscillation periods get longer as the volume of the bottom polar box is increased (Fig-
ure 3.26). It is possible that this physical connection between ocean basin geometry and a
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Figure 3.26: Distribution of oscillation periods in the forcing space for increasing polar
bottom volumes, 0.5V8, 3.5V8 (left to right), where V8 is the default volume. As the effec-
tive heat capacity is increased, characteristic oscillation periods lengthen, but the number
of oscillating states decline.
characteristic oscillation timescale is responsible for the robust periodicity of D-O events.
Unlike other factors which can affect oscillation timescales, ocean topography is largely
invariant and has not changed appreciably since the last glacial period. In the North
Atlantic, features like the Greenland-Scotland Ridge serve as a barrier in isolating polar
deep waters from the rest of the Atlantic, and could enhance the polar ocean’s heat stor-
ing ability. Additionally, the land configuration of northwestern Europe and southeastern
Greenland provide a corridor for sea ice growth, limiting its southward extent.
3.3.5 Summary
The main characteristics of the model’s behavior under various scenarios are:
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1. Weak overturning circulation states are unstable. In the absence of sea ice, a bi-
furcation occurs between thermal and haline circulation states at a critical value of
ε/η.
2. Sea ice processes can perturb weak haline states to produce relaxation oscillations
in the circulation.
3. The insulating property of sea ice and its resulting effect on polar surface densities
is the primary mechanism behind the production of instabilities and oscillations.
Although the insulating effect should decrease densities by thermal expansion, the
large heat fluxes from the polar ocean to atmosphere occurring during sea ice re-
treats result in a net loss of heat and an increase in surface densities.
4. During off (temporary haline) states, the recurring retreat of sea ice increases polar
surface density, driving the system towards convection.
5. When stratification of the polar water column becomes unstable (i.e., the density of
the top box becomes greater than the bottom), convection occurs and the system
enters the on (temporary thermal) state.
6. High advective and diffusive fluxes during the on state reduce the density anomalies
and allow the circulation to return to its preferred haline state.
7. Oscillations are supported by low polar precipitation rates in the presence of sea ice.
8. The efficiency of mixing influences relaxation timescales for the oscillations.
9. The configuration of the ocean basin, the amount of area available for sea ice growth
and physical limitations on its extent determine a characteristic system-specific pe-
riodicity.
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3.4 Conclusion
This study demonstrates the possibility of oscillations in the oceanic thermohaline cir-
culation through interactions between sea ice and the overturning circulation. It is well
established that fluctuations in the state of the AMOC could affect the North Atlantic and
global climate, due to the ocean current’s heat carrying capacity. Indeed, proxy records
show that several abrupt millennial-scale cycles (D-O events) took place during the last
glacial period, some in the wake of freshwater discharges into the North Atlantic from
destabilized ice sheets (Heinrich events). The freshwater hypothesis contends that sur-
face freshening of the polar/sub-polar ocean could have led to a decline in deep water
formation and overturning strength, followed by its abrupt resumption. Model studies
have demonstrated this hysteresis behavior of the overturning circulation in response to
freshwater perturbations (Rahmstorf et al., 2005). However, the cause(s) and control of
the periodicity of D-O events remain a puzzle, and there is no evidence to suggest they
were all triggered by freshwater. In fact, millennial-scale cycles are also detected during
the Holocene period, when continental ice sheets were not present (Bond events). The
aggregate of empirical and model observations suggest that the cycles could be internal
system periodicities. Some studies have implicated external (astronomical) drivers for
the cycles (Keeling and Whorf, 2000; Bond et al., 2001; Braun et al., 2005), but their con-
nections are tenuous and a matter of debate. This study develops a hypothesis using a
simple ocean-sea ice model, that sea ice can induce periodic fluctuations in the overturn-
ing circulation, and the emergent periodicity is related to the geometry of the system and
the magnitude of surface thermal and salinity (freshwater) forcings.
The model’s construction includes idealized components of the North Atlantic climate
system, as are relevant to millennial timescales. A spherical geometry is used to represent
the North Atlantic basin, and it is divided into latitudinal zones that roughly correspond
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to atmospheric circulation cells. The overturning circulation is two-dimensional, and
driven by surface density gradients resulting from applied thermal and salinity forcings.
Turbulence and mesoscale mixing processes are grossly parameterized as macroscopic
analogs of molecular diffusion, with different rates for vertical and horizontal exchanges.
Thermodynamic sea ice is allowed to grow on the surface polar box and it interacts with
the underlying ocean through two primary mechanisms - brine rejection from its forma-
tion and insulation from sensible heat exchange with the atmosphere. The motivation for
including sea ice is its persistent capacity to recur and thereby interact with the oceanic
circulation. In a previous study using a bihemispheric ocean-sea ice model, Gildor and
Tziperman (2001) have suggested that sea ice could act as the climate’s switch in transi-
tioning between glacial and interglacial periods. It is plausible that similar mechanisms
could exist on shorter timescales, in a smaller ocean basin.
Only steady thermal and haline circulation states are observed in the no-sea-ice ocean
model. The relative magnitudes of thermal and salinity forcings determine the strength
and direction of the circulation. As the two forcings drive opposing flows, a balance be-
tween their net effects produce low and unstable advective fluxes. It is these weak and
unstable states that enter oscillatory modes in the presence of sea ice. This is notewor-
thy, as D-O events are observed during the glacial period, when the AMOC was weak
and susceptible to fluctuations due to local freshwater perturbations, insolation varia-
tions and sea ice processes. Low polar precipitation rates during glacial periods could
have further enhanced the instability of the polar water column, as also observed in the
model’s response.
The advance and retreat of sea ice during off states result in convergent trends in sur-
face and bottom densities, which ultimately lead to convection and initiation of strong
poleward circulation. Polar surface temperatures increase abruptly as a consequence of
direct heat transport from lower latitudes. The insulating effect of sea ice is the primary
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cause for increase in surface densities, due to the large heat fluxes from the ocean to the
atmosphere when the sea ice retreats.
The efficiency of mixing processes governs the relaxation timescale of oscillations. In-
creased diffusivity eradicates density gradients faster and reduces the residence time in
on states, while also opposing the build up of instabilities in off states. Oscillation periods,
thus decrease and disappear altogether for sufficiently high mixing rates.
The period of oscillations is also determined by the geometry of the basin, which deter-
mine the effective heat capacity of the system. A larger thermal inertia produces longer
periods, as observed through variations in the polar bottom volume. In the context of the
North Atlantic, geographical features constrain the volume of polar water and could thus
be responsible for the robust periodicity of D-O events. The Greenland-Scotland ridge
separates the entire polar deep water spheres from the rest of the Atlantic (Aagaard et al.,
1985) and thus regulates its long-term heat content. The configuration of land masses
around the GIN seas also provide a corridor for sea ice growth and limit its maximum
southward extent. Indeed, winter sea ice during the last glacial period (Sarnthein et al.,
2003) extended as far south as the opening of the GIN seas into the Atlantic. The role of
geometry in setting a characteristic system periodicity could explain the pervasive nature
of oscillations through the very different climates of glacial and interglacial periods.
The weak glacial AMOC likely produced amplified responses to freshwater anomalies
from ice sheet collapse. But the recurrence of fluctuations could have been maintained by
the dynamic interaction between sea ice advance and circulation. It is also possible that
large variations in zonal insolation could trigger similar fluctuations in circulation, which
could then invoke sea ice oscillations. Due to the involvement of the system’s geometry, a
common characteristic oscillation period could result from very different physical triggers
and prevailing climatic conditions.
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Figure 3.27: Cartoon-depictions of four glacial scenarios in chronological order. Top-left:
Glacial conditions are at their peak, and the Laurentide ice sheet is nearing collapse. Top-
right: Following a Heinrich event, AMOC undergoes a hysteresis cycle, causing abrupt
warming on its resumption. Bottom-left: As climatic conditions do not favor strong over-
turning, sea ice advances. Bottom-right: Second abrupt fluctuation following the initial
latent warm period. The cycle can repeat a few times while the ice sheet gradually grows
and conditions return for its collapse
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Chapter 4
Modulation of Thermohaline
Oscillations by Time-Varying Freshwater
Forcing
4.1 Introduction
In the previous chapter, time-invariant forcing was used to study the role of sea ice in
generating oscillations of the overturning oceanic circulation in the North Atlantic. These
oscillations are periodic switches between weak haline and strong thermal ocean circula-
tion. The relaxed mode for oscillating states is haline, whereas sea ice processes drive the
system towards thermal states and convective instabilities. The duration of each mode in
a cycle depends on the relative strengths of thermal and salinity forcings, the magnitude
of advective and diffusive fluxes, and the geometry of the system.
In this chapter, time varying salinity and thermal forcings are used to crudely mimic
glacial conditions. It is conceivable that during the last glacial period, North Atlantic sur-
face salinities varied considerably due to ice sheet runoffs and quasi-periodic ice surges
from land (Heinrich events). The distribution of insolation also varied significantly due
to wobbles in the Earth’s rotational axis, although these variations are known to a high
degree of accuracy (Laskar et al., 2004).
The growth phase of ice sheets were accompanied by high net evaporation rates due
to the build up ice sheets on land (Adkins et al., 2002). At the same time, runoffs from
the accumulated land ice would have caused positive freshwater anomalies at high North
Atlantic latitudes. These two effects are implemented in the model by simply increasing
the tropical evaporation rate with time and simultaneously adjusting precipitation rates
over the remaining boxes. Heinrich events are also simulated using freshwater (negative
salinity) pulses on the surface subtropical box. The two scenarios of ice sheet growth and
disintegration are then combined into periodic forcings and applied to the model.
The effect of insolation variations on the model circulation is also examined. The ther-
mal gradient is scaled proportionally to the amplitude of tropical summer insolation.
High latitude insolation, although important in ice sheet ablation, is not implemented
in the model as ice sheets are not a part of the system. Moreover, the variation of high
latitude summer insolation is much smaller than that in the tropics.
4.2 Time-varying Salinity (freshwater) Forcing
4.2.1 Constant Variation Rates in Tropical E-P
The tropical evaporation rate (ε) is varied at constant rates between three sets of variations
(Figure 4.1). In doing so, the control model is run for 12,000 years, where time-varying
forcing is applied only after the first 1,000 years, which allows the model to settle into a
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steady state. The durations span between 1,000 and 10,000 years. For steadily increas-
ing ε, salinity forcing for the extratropical surface boxes decrease with time in order to
conserve salt (Figure 4.2).
For sufficiently low starting values of ε (i.e.high relative strength of thermal forcing),
the circulation fluctuates after an initial latent period (Figures 4.3). The number of sec-
ondary peaks roughly increases with the duration over which ε is varied (Figure 4.4),
and the residence time in thermal states decrease progressively. If the starting ε value is
high (i.e. lower relative strength of thermal forcing), the circulation never recovers from
haline modes and fluctuations do not arise. The full range of time series from all three
sets are shown in Figure 4.5.
The pattern of fluctuations, as observed under divergent freshwater forcing between
the tropical and extratropical surface boxes, can be explained on the basis of the mecha-
nism described in the previous chapter. Increased ε favors haline circulation, resulting
in longer residence times in that mode, in a given model run. Surface freshening of high
latitude boxes make convection events less sustainable, thus decreasing the duration of
on1 states. Gradual increase in the strength of haline advective fluxes also produce peaks
with progressively smaller amplitudes. The pattern of fluctuations show similarities with
North Atlantic surface temperature proxies from Greenland (North Greenland Ice Core
Project members, 2004) in between Heinrich events.
1Temporary thermal (TH) state during oscillations of the overturning circulation. The temporary haline
states are referred to as off
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Figure 4.1: Domain of steady and oscillating states in the forcing space. The net tropical
evaporation rate εis varied between three intervals, open circles indicating starting points.
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Figure 4.2: Variation of zonal precipitation distributions following ε(t). Red line denotes
tropical evaporation, and green, blue and orange lines denote precipitation rates for boxes
2,3 and 4 respectively. At any point in time, the sum of E-P for all boxes equal zero.
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Figure 4.3: Fluctuations in the tropi-
cal advective flux in response to lin-
ear variations in ε(t). Amplitudes
and durations of thermal states de-
crease progressively until the system
permanently remains in the haline
state.
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Figure 4.4: Variation of tropical advec-
tive flux with time (horizontal axis),
and intervals of time, ∆t, over which ε
is varied (vertical axis). The number of
fluctuations increase with ∆t.
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Figure 4.5: Variation of tropical advective fluxes with time for three different starting
values of ε . The jagged peaks are the result of output sampling.
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4.2.2 Freshwater Pulse
A pulse of freshwater is applied to the surface subtropical box (box 2, spanning 45◦to
60◦N). This is done to simulate a Heinrich event. These events are believed to have pro-
duced massive iceberg surges into the North Atlantic from disintegrating ice sheets. The
chronological sequence of Heinrich and D-O events during the last glacial period have
prompted several studies involving freshwater scenarios. These studies, e.g. Rahmstorf
et al. (2005), have viably demonstrated the effect of large freshwater pulses in destabiliz-
ing the AMOC and enabling its abrupt resumption. Although the response of the present,
low order ocean-sea ice model is unlikely to either bolster or undermine the role of fresh-
water in abrupt shifts of the AMOC, it can offer insights into the connections between
overturning circulation and freshwater perturbations.
The applied freshwater pulse (negative salinity forcing) is in the form of a Gaussian
function, described as
δξ2(t) = −a2e−(t−t∗)2/τ2p (4.1)
where a2 is the amplitude, t∗ is the peak time and τp is a parameter controlling the
duration of the pulse. Keeping c fixed at about 100 years, a2 is varied between 0 and 2ξ2,
where ξ2 is the net default freshwater forcing for box 2, and applied to both thermal and
haline steady states.
In thermal states (η∼-0.2 K/◦lat, ε∼5mm/day), a freshwater pulse amplitude of 1.2ξ2
and above, causes a transition to haline modes. If the magnitude of the freshwater pulse
is sufficiently high, the circulation returns back to thermal modes. Otherwise the circula-
tion never recovers from haline modes (Figure 4.6). This threshold behavior is dependent
upon the subtropical advective flux reaching zero during freshwater additions (Figure
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Figure 4.6: Addition of artificial freshwater (negative salinity) pulse to the subtropical
box. For sufficiently large magnitudes of the pulse (top), thermal states resume. Other-
wise the circulation does not recover from the haline mode.
4.7). The resulting instability in the circulation then leads the the resumption of ther-
mal mode. Addition of a freshwater pulse to a haline state on the other hand, increases
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Figure 4.7: Hysteresis of subtropical advective flux with freshwater additions. Weak
freshwater pulses cause the local advective flux to return to a steady state (gray dot).
Sufficiently large freshwater fluxes reduce the subtropical advection to zero, where the
resulting instability causes the system to return back to the thermal mode.
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poleward advection, although the transition is irregular due to repeated sea ice advances.
4.2.3 Simulated Ice Sheet Cycles and Heinrich Events
A full ice sheet cycle can now be induced in the model through time-varying salini-
ty/freshwater forcings at each zone. The two scenarios of steady and pulse freshwater
forcings are combined to simulate the effects of ice sheet growth and decay. The net trop-
ical evaporation rate is varied as a skewed Gaussian function described as,
ξ1(t) = a1e−(t−t∗)
2/τb
[
1 + erf(t − t∗)
]
(4.2)
where a1 is the amplitude of the tropical salinity forcing, τb is a parameter controlling the
duration of the ice sheet growth phase, and erf is the Gauss error function. This choice of
function is somewhat arbitrary and for the purpose of demonstration.
Alternatively, an idealized ice sheet could be included in the model that has a pre-
scribed growth function and decay timescale. The physical disintegration of ice sheets
is most likely related to basal melting from geothermal heat flux (Alley and MacAyeal,
1994). Freshwater pulses simulating Heinrich events are added to the surface subtropical
box, on top of the background variation in E-P as,
ξ2(t) = −(q2ξ1(t) + δξ2(t)) (4.3)
where q2 is the precipitation distribution fraction for box 2, and δξ1(t) is the freshwater
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Figure 4.8: Top: Variation of tropical evaporation (red line) and subtropical precipitation
rates (blue line) during two cycles of ice sheet growth and disintegration. Middle: The
model output. Bottom: Comparison with NGRIP δ 18O data between 48 and 28,000 years
before present
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pulse described in equation (4.1). Salinity forcings for the remaining boxes vary in pro-
portion to their prescribed precipitation distribution ratios
ξ3(t) = −q3ξ1(t) (4.4)
ξ4(t) = −q4ξ1(t) (4.5)
During the growth phase, a series of abrupt thermal transitions takes place, resembling
D-O cycles in between successive Heinrich events (Figure 4.8). The freshwater pulse at
the end of the cycle enables the circulation to return to a thermal mode and for this fluc-
tuation pattern to recur. This pattern is most evident in the proxy data between 50 and
30,000 years before present. During this interval, high latitude summer insolation varia-
tions were small, which probably meant that ice ablation was rather steady, much like the
freshwater forcing imposed on the model. Thus, the time scale for ice sheet stability was
likely fairly constant within this period.
4.3 Time-varying Insolation Forcing
The net and zonal distribution of incoming solar radiation (insolation) change over long
time scales due to quasi-periodic variations in the Earth’s orbit and rotational axis. There
are three components associated with these variations - obliquity and precession of the
rotational axis and eccentricity of orbit. Obliquity has a dominant periodicity of about
41,000 years, while precession has three characteristic periods - that of 19,000, 22,000 and
24,000 years. The rotational components only affect the distribution of insolation and not
the total energy received. Eccentricity does affect the net insolation input, but by less than
0.2%, and over 100,000 and 400,000 year cycles.
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Climate proxy records indicate that several 100,000 year cycles between glacial (cold)
and interglacial (warm) periods took place during the latter half of the Pleistocene2 epoch.
Although the periodicity matches with eccentricity, it is not clear how the small changes
in insolation could have been amplified on a global scale. However there is evidence
to suggest that the global oceanic circulation underwent major reorganizations between
these periods (Okazaki et al., 2010). In the North Atlantic, the strength of the overturning
circulation was generally low during glacial periods. As noted earlier in this study, a weak
AMOC is unstable and therefore susceptible to fluctuations from local climatic anomalies.
Besides freshwater, it is plausible that insolation variations during the glacial period could
have also induced abrupt fluctuations in climate.
Typically, the integrated summer insolation at 65◦N is used as the driver for glacial cli-
mate models, due to its role in ice sheet ablation. In this study however, only the tropical
summer insolation is applied as time-varying forcing. This is done because the variation
in tropical summer insolation is much larger than that of 65◦N (Figure 4.9), and the model
overturning circulation is affected by the north-south surface thermal gradient. Tropical
evaporation rates and precipitation distribution fractions are scaled with the insolation
gradient.
The surface tropical temperature forcing (Γ1) is varied according to the integrated sum-
mer insolation at 22◦N, in the following manner:
Γ1(t) = iN · ∆Γ1 + c¯ (4.6)
where iN is the normalized form of the insolation signal, ∆Γ1 is a scaling factor, and c¯ is
a prescribed mean temperature over the 100,000 year duration. The north-south thermal
2Geological epoch between 2.6 million and 12,000 years before present
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Figure 4.9: Annual and summer (June-July-August) mean insolation at 24◦N. The summer
signal has a larger variance.
gradient is then given by
η(t) =
Γ4 − Γ1(t)
θ4 − θ1 (4.7)
where θ1 and θ4 are the latitudes at the zonal mid-points. Polar surface temperature
forcings (Γ4) are kept constant in time.
A corrective term, proportional to the normalized insolation, is added to the prescribed
(default) salinity forcing ε∗ as:
ε(t) = ε∗ + iN(t) · ∆ε (4.8)
where ∆ε is a proportionality parameter.
Insolation values between 90,000 and 10,000 years before present (Laskar et al., 2004)
are used to simulate the glacial period. Two sets of model runs are executed, those with
and without sea ice. A systematic search is carried out within the parameter space to find
suitable outputs, two of which are shown in Figure 4.10.
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Figure 4.10: (Top to bottom): δ 18O proxy data from Greenland (North Greenland Ice Core
Project members, 2004). The model runs, both with and without sea ice show four domi-
nant shifts with the presence of secondary burst in the sea ice coupled model. The latent
warm period and the progressive decrease in amplitude and duration of of the jumps,
show the distinct characteristics of D-O events.
In both sets of runs, four abrupt haline to thermal transitions are observed. These occur
around the times of peak tropical insolation due to precessional variations. At least two
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of the jumps (∼85,000 and 60,000 years before present) are close analogs of the δ 18O proxy
data. It is unlikely that the 85,000 year event (and the two secondary fluctuations fol-
lowing it) was triggered by Heinrich events as the background climate had just begun
the interglacial-glacial transition. There is also no evidence of ice rafted debris from this
period, although it is possible for the Heinrich sedimentary layers to have since been
degraded.
This suggests that, besides freshwater perturbations, variations in tropical insolation
may also be a trigger in inducing abrupt fluctuations in the state of the overturning cir-
culation, especially when effects of high latitude freshwater anomalies are less domi-
nant. The early part of the last glacial period should have had less land ice accumula-
tion and consequently lower amounts of freshwater runoffs. With the progression of the
glacial state and growth of ice sheets, freshwater anomalies were the dominant triggers
for abrupt shifts in the overturning circulation.
The ocean/sea-ice simulation shows secondary bursts having the same qualitative
characteristics with time as the oscillations under linear freshwater variations. So even
though insolation is the initial trigger, sea ice processes are invoked in generating millennial-
scale fluctuations. Thus, sea ice may be a key component of the glacial abrupt warming
events, irrespective of the trigger. Since the period of oscillations is largely dependent on
the geometry of the system, it explains the robust 1,500 year periodicity of D-O events
during the glacial period. Additionally, drift ice proxies (Bond et al., 1997) indicate that
millennial cycles are also present during the Holocene epoch, although with a smaller am-
plitude. The persistent nature of North Atlantic climatic variations are therefore a strong
indicator of the role of sea ice.
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4.4 Conclusion
The Pleistocene glacial cycles were characterized by the growth of vast ice sheets in the
northern hemisphere along with major reorganizations of the global oceanic circulation.
During the glacial phase, the North Atlantic overturning circulation was weak, result-
ing in reduced heat transport to higher latitudes. The generally colder temperatures of
the North Atlantic, were however interrupted by several abrupt warming events with a
characteristic periodicity of around 1,500 years. Sedimentary records indicate that pack-
ets of these so-called Dansgaard-Oeschger events took place right after the surge of large
amounts of ice into the North Atlantic from disintegrating ice sheets (Heinrich events).
Several D-O events also appear to have taken place without the freshwater trigger, and
this may have continued into the Holocene period as measured by drift ice proxy records.
Through the use of an idealized ocean/sea-ice model, this study suggests a physical
mechanism behind the occurrence of periodic fluctuations in the overturning circulation.
These oscillations, primarily induced by the insulating effect of sea ice, occur when the
overturning circulation strength is low and unstable. Under steady thermal and salinity
forcings, oscillations have a characteristic period that is largely determined by the geom-
etry of the system.
The model oscillations were modulated in amplitude and duration under time vary-
ing forcing conditions. In this regard, both the salinity and thermal gradients were varied
in time to mimic glacial climatic scenarios. Under steadily increasing tropical evapora-
tion and extratropical precipitation rates, oscillations progressively decreased in ampli-
tude until the circulation permanently switched to haline states. The duration of thermal
states also decreased in each cycle. During the growth phase of ice sheets, global net pre-
cipitation rates were lower, while the northern North Atlantic would have experienced
elevated freshwater anomalies due to ice sheet runoffs. The continual surface freshening
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at high latitudes and increased tropical evaporation rates can thus explain the pattern of
D-O fluctuations in between successive Heinrich events.
Application of a freshwater pulse in between 45◦and 60◦N in the model, to simulate
Heinrich events, caused abrupt transitions from weak thermal to haline modes. If the
magnitude of the pulse was sufficiently high, the local advective flux went to zero during
the hysteresis cycle, resulted in instability and a resumption of thermal modes.
The pulse freshwater perturbation was combined with a periodic E-P variation for ice
sheet growth phases and applied to the model. A sequence of fluctuations emerge that re-
semble D-O and Heinrich cycles between 50 and 30,000 years before present. During this
period, 65◦N summer insolation was fairly constant, which probably resulted in smaller
stochastic freshwater anomalies from ice sheet ablation and allowed for a consistent pat-
tern of sea ice induced fluctuations.
Tropical summer insolation variations also produced abrupt transitions between cir-
culation states in the model, similar to the warming events 85,000 years before present
in the real world. Freshwater anomalies from ice sheets were low during this period as
the climate had just begun the gradual transition from an interglacial to glacial state, thus
making it possible for insolation effects to take dominance. The remainder of the glacial
period was probably dominated by freshwater perturbations, and insolation played a
secondary role.
The ocean-sea ice model developed in this study demonstrates the possibility of os-
cillations arising out of the interactions between a thermohaline overturning circulation
and sea ice processes, and irrespective of freshwater or insolation forcing. Given the ge-
ographic configuration of the North Atlantic in setting limits for the southward extent of
sea ice, and the strong connection between the model’s oscillation periods and its geom-
etry (area available for sea ice growth and/or the volume of polar waters), it is plausible
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that such sea ice induced oscillations were indeed responsible for the millennial-scale
Dansgaard-Oeschger events.
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Chapter 5
Conclusion
The goal of this study has been to construct an idealized model of the North Atlantic
climate system and infer the mechanisms that may have been responsible for abrupt
climatic fluctuations in the past, namely the Dansgaard-Oeschger (D-O) events. Proxy
records indicate that several of such D-O events took place during the last glacial pe-
riod between 90 and 10,000 years before present. Additional evidence from sedimentary
records show quasi-periodic episodes of ice surges from land into the North Atlantic.
On multiple occasions, these so called Heinrich events preceded packets of progressively
weaker D-O cycles.
The chronology of Heinrich and D-O events have prompted many model studies in-
volving the role of freshwater additions on the stability of the overturning circulation.
Multiple intermediate complexity models have endorsed the ’freshwater hypothesis’ (e.g.
(Rahmstorf et al., 2005)) by demonstrating the hysteresis response of the circulation to sur-
face freshwater fluxes. Pre-existing studies by Stommel (1961); Lenderink and Haarsma
(1994) also show this bi-stable nature of the AMOC. Since this circulation is crucial to
meridional heat transport, a change in its state can drastically affect the regional climate.
The freshwater studies however do not isolate the mechanisms behind the 1,500 year pe-
riod of D-O events. Both internal and external drivers have been proposed, but the origin
of the periodicity remain unresolved.
Components of the North Atlantic climate system that are relevant to millennial timescale
responses are selected in the construction of the model. These components include the
overturning circulation, prescribed evaporation/precipitation, thermal forcing and ther-
modynamic sea ice, all coupled within a simplified geometry representing the ocean
basin. The growth of sea ice is limited to the polar zone only in keeping with the physical
limits set by the configuration of the North Atlantic.
Broadly, three types of solutions are obtained in the model runs with fixed forcing.
They are thermal, haline and oscillatory states. The oscillating states are found at the
boundary of thermal and haline steady states, in the forcing space. They occur when the
strength of the advection is weak and along constant ratios of salinity to thermal forcing
magnitudes. Oscillations are limited within a range of net polar precipitation amounts.
High polar precipitations inhibit oscillations by making the surface ocean less dense, thus
preventing convection.
The primary physical process that drives oscillations is the insulating effect of sea ice.
During sea ice growth phases, heat exchange between the surface polar waters and the
atmosphere is cut off. However, during repeated sea ice retreats, large amounts of heat is
lost to the atmosphere which have a net effect of increasing the density of the top mixed
layer. This trend leads to vertical instability and the onset of polar convection, at which
point the circulation switches from haline to thermal states. Increased poleward heat
transport during the thermal phase prevents the formation of sea ice, and at the same
time, the high advective fluxes reduce surface density gradients. Gradually the advective
fluxes recede and the system relaxes back into the haline circulation mode.
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The characteristic period of oscillations depend on a the dynamical and physical at-
tributes of the system. Increased diffusivity reduces periods by allowing the system to
remove density gradients more efficiently. Higher levels of advective fluxes have a sim-
ilar effect, although the instances of oscillating states are reduced because the build up
of instabilities is also affected. However, these processes are time dependent in the real
world and are thus unlikely to impose a characteristic periodicity that remains steady
under very different climatic conditions. The geometry of the system however, could be
an important determinant of a system-specific period as it is invariant over millennial
timescales. This is demonstrated by a shift towards longer periods with increase in the
volume of the bottom polar box.
Although millennial fluctuations are observed distinctly within the last glacial period,
they are also found during the current interglacial state, and notably in drift ice proxies.
The continuation of such cycles over very different background climates provides a strong
connection to the geometry of the North Atlantic basin. In addition to the open corridor
of the GIN seas available for the growth of sea ice, the Greenland-Scotland Ridge also
separate the deep water spheres of the polar seas from the rest of the Atlantic. These
physical features constrain both the area of sea ice growth and the effective heat capacity
of the system, and could thus be responsible for the robust periodicity of the millennial
scale fluctuations.
The observed correlation of Heinrich and D-O events are explained through the use of
time varying salinity forcing. During ice sheet growth phases, global precipitation rates
were higher while the North Atlantic region experienced increased freshwater anomalies
from glacial runoffs. Combining this trend with a pulse of freshwater to simulate the
collapse of ice sheets, and applying it to the model produces a pattern of fluctuations
with progressively decreasing amplitudes and durations. This pattern closely resembles
the D-O cycles in between successive Heinrich events as observed in the proxy data. The
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small variation in high latitude summer insolation between 50 and 30,000 years before
present could explain the orderly sequence of D-O and Heinrich events as freshwater
anomalies from ablation were likely to have remained steady.
Tropical summer insolation variations also contribute to abrupt fluctuations in the
North Atlantic climate, especially when ice sheets are not present. Under time vary-
ing insolation forcing, the model reproduces the fluctuations around 85,000 years before
present. At this time, the climate was just entering the glacial phase and ice sheets had not
yet accumulated. The absence of freshwater anomalies from ice sheets could have made it
possible for tropical insolation changes to trigger abrupt state changes in the overturning
circulation.
This study contends that sea ice plays an important role in climatic fluctuations, as are
observed in proxy records for the last 100,000 years. The ability of sea ice to grow and re-
treat within a confined space sets the tendency of the overturning circulation to oscillate
at a characteristic periodicity. A low strength of the overturning circulation, combined
with freshwater or insolation triggers could initiate the periodic fluctuations. Freshwater
anomalies dominated during the latter part of the glacial period, while insolation varia-
tions likely triggered the D-O events earlier in the cycle. Interactions between the over-
turning circulation, sea ice can thus explain the occurrence of millennial scale fluctuations
in the past climate.
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Appendix A
Ice core proxy, δ 18O
The isotopic composition of oxygen in ice core samples, serve as as proxy for the tem-
perature of precipitation. It is defined as the ratio of the concentration of stable isotopes
18O and 16O in the sample to that of a designated standard
δ18O =

(
18O
16O
)
sample(
18O
16O
)
standard
− 1
 × 1000 (A.1)
Air moisture is richer in 16O, the lighter of the two isotopes, than the body of water it
evaporated from. As this moisture travels from the tropics to polar regions, the heavier
18O precipitates out preferentially. This leaves polar precipitation richer in 16O compared
to that in lower latitudes. The lower the regional temperature, the higher the concentra-
tion of 16O, since the 18O precipitates out at higher temperatures.
The North Greenland Ice core Project, or NGRIP (North Greenland Ice Core Project
members, 2004), oversaw the drilling and analysis of ice cores from central Greenland
(75.1◦N, 42.32◦W). This location was chosen owing to the relatively flat bedrock topog-
raphy and close to zero summer melting. More than 3 kilometers of ice was drilled and
analyzed between 1999 and 2003.
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Appendix B
Advection and Diffusion Matrices
The up- and downstream advective terms between two neighboring boxes are ψ+i, j and
ψ−i, j respectively, and are defined as
ψ±i, j =
1
2
(|ψi| ± ψi) (B.1)
where ψi is the computed surface advective flow between box i and i+ 1. Volume conser-
vation constraints are used to determine the values of all possible connections, given in
equations (3.11)-(3.15). These terms can be arranged into an 8 × 8 matrix as given below.
Ψ =

−(ψ+1 + ψ−1 ) ψ−1 0 0 ψ+1 0 0 0
ψ+1 − (ψ−1 + ψ+2 + ψ−w2) ψ−2 0 0 ψ+w2 0 0
0 ψ+2 − (ψ−2 + ψ+3 + ψ−w3) ψ−3 0 0 ψ+w3 0
0 0 ψ+3 − (ψ−3 + ψ+3 ) 0 0 0 ψ−3
ψ−1 0 0 0 − (ψ+1 + ψ−1 ) ψ+1 0 0
0 ψ−w2 0 0 ψ
−
1 − (ψ+1 + ψ+w2 + ψ−2 ) ψ+2 0
0 0 ψ−w3 0 0 ψ
−
2 − (ψ+2 + ψ+w3 + ψ−3 ) ψ+3
0 0 0 ψ+3 0 0 ψ
−
3 − (ψ−3 + ψ+3 )

Similarly, the diffusive flux terms, Dh [i] and Dv [i] defined in equations (3.22), (3.23) are
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arranged in an 8 × 8 diffusion matrix, given below
D =

−(Dv 1 + Dh 1) Dh 1 0 0 Dv 1 0 0 0
Dh 1 − (Dh 1 + Dh 2 + Dv 2) Dh 2 0 0 Dv 2 0 0
0 Dh 2 − (Dh 2 + Dv 3 + Dh 3) Dh 3 0 0 Dv 3 0
0 0 Dh 3 − (Dh 3 + Dv 4) 0 0 0 Dv 4
Dv 1 0 0 0 − (Dv 1 + Dh 1) Dh 1 0 0
0 Dv 2 0 0 Dh 1 − (Dh 1 + Dv 2 + Dh 2) Dh 2 0
0 0 Dv 3 0 0 Dh 2 − (Dh 2 + Dv 3 + Dh 3) Dh 3
0 0 0 Dv 4 0 0 Dh 3 − (Dv 4 + Dh 3)

Multiplication of the above matrices with temperature and salinity state vectors produce
the net heat and salt budget for each box, due to advection and diffusion.
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Appendix C
Artificial Mode Transitions
Free and spontaneous transitions between thermal and haline circulation modes were
reported by de Verdie`re et al. (2006). These transitions did not require any external mech-
anisms and were attributed to ’internal ocean dynamics’. Understanding this particular,
unresolved mechanism was crucial to this study, as it’s construction is derived from the
original model.
The original model did not update the mass of each box during the integrating time-
steps. The rationale was that the deviations in calculated mass would be very small and
that ’the small changes caused by freshwater exchange at the air-sea interface or continen-
tal runoff [can be] neglected’. While it is true that the fractional mass deviations would
be very small (∼ 10−3) and can be ignored, the included convective scheme can produce
large and artificial deviations in density and perturb the system into the thermal mode.
A step by step measure was taken to identify this transition mechanism. For purposes
of scrutiny, the fractional deviations in mass, density, pressure and advective transport
were computed at each time step. These quantities are defined as
δ[X] =
X − X
X
(C.1)
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where X is the run-time density, mass, pressure or advective transport and X is the cor-
responding fixed quantities. An additional prompt was used to signal the times when
convective events took place. Curiously, these events coincided with the times when den-
sity deviations peaked (Figure C.1).
Further analysis made clear that the deviations emerged from miscalculation of the
post convection densities, and took place in one time-step. Equalizing the heat and salt
contents of the vertical box pairs require computation of the total heat and salt. If this cal-
culation is made using the original mass, it results in an anomalous situation, namely two
near-equal density parcels mix to result in a different density. These convection events
are always observed in the tropical boxes while the system is in the haline mode. Figure
(C.2) describes the computational artifact with the use of a flowchart.
Thus, it turns out that the ’free’ transitions were the result of a computational ’glitch’
and as such does not hold real significance to oceanic processes. However, the phase-
space trajectories bear similarities with sea-ice induced oscillations due to the relaxation
mechanisms of the model circulation.
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Figure C.1: Polar and equatorial surface temperatures plotted alongside deviations in the
density of the surface tropical box. The density deviation peaks and a system transition
follows soon after. The bottom panel is an enlargement of the first jump shown in the top
panel.
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ρi, ρi+4 ρi, ρi+4
QT = Cp[miTi +mi+4Ti+4]
ST =miSi +mi+4Si+4
QT = Cp[miTi +mi+4Ti+4]
ST = miSi +mi+4Si+4
ρi > ρi+4
δ[ρi] ∼ 10−4
δ[ψi,i+1] ∼ 2
Mode TransitionNo Mode Transition
True
Figure C.2: A flowchart of the convective scheme, split in two options for calculating
the total head and salt contents. If the calculation is done using the fixed mass, a large
and erroneous deviation occurs in the density and it perturbs the system towards a mode
transition.
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Appendix D
Matlab Code
Attached below is the Matlab code for a basic version of this model, with fixed thermal
and salinity gradients. The number of horizontal zones is 4, with 2 vertical layers. Some
variables follow a different naming convention than is described in this document.
c l e a r
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% INITIALIZATION OF VECTORS TO ZERO
h = zeros ( 8 , 1 ) ; % Depth o f l a y e r s
area hor = zeros ( 8 , 1 ) ; % Hor i z on t a l a r e a s
are a ver = zeros ( 8 , 1 ) ; % Ve r t i c a l a r e a s
V = zeros ( 8 , 1 ) ; % Volume o f b ox e s
m = zeros ( 8 , 1 ) ; % Mass o f b ox e s
P = zeros ( 8 , 1 ) ; % Hor i z on t a l p r e s s u r e s
Ta = zeros ( 8 , 1 ) ; % Sur f a c e t emp e r a t u r e f o r c i n g s
fT = zeros ( 8 , 1 ) ; % Thermal f o r c i n g s
fS = zeros ( 8 , 1 ) ; % S a l i n i t y f o r c i n g s
Tdot = zeros ( 8 , 1 ) ; % Changes in t emp e r a t u r e in 1 t ime− s t e p
Sdot = zeros ( 8 , 1 ) ; % Changes in s a l i n i t y in 1 t ime− s t e p
Qdot e = zeros ( 8 , 1 ) ; % Heat l o s s due t o e v a p o r a t i o n
q = zeros ( 8 , 1 ) ; % S a l i n i t y f o r c i n g f r a c t i o n s
rho = zeros ( 8 , 1 ) ; % Den s i t i e s o f b ox e s
gamma = zeros ( 8 , 1 ) ; % Sur f a c e s e n s i b l e h e a t f l u x e s
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% DEFINITION OF TIME STEPS /START YEAR/ETC
s e c y e a r = 365∗24∗3600; % Seconds in a y e a r
y e a r B P s t a r t = 3000 ;
yearBP stop = 0 ;
Nyears = yearBP star t −yearBP stop ; % Length o f s imu l a t i o n
Ntimes = s e c y e a r ∗Nyears ; % To t a l number o f t ime s t e p s
Nsteps year = 4 ; % Number o f t ime s t e p s in a y e a r
dt = s e c y e a r ∗(1/ Nsteps year ) ; % Time s t e p ( s ) d e f a u l t v a l u e = one day
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% DECLARATION OF PHYSICAL CONSTANTS
Cp = 4000 ; % S p e c i f i c h e a t c a p a c i t y o f wat e r [ J kg ˆ−1 Kˆ−1]
deg2rad = pi /180; % For c onv e r s i o n from deg t o rad
radiusE = 6370000 ; % Radius o f e a r t h (m)
S0 = 0 . 0 3 5 ; % Re f e r e n c e s a l i n i t y
T0 = 2 7 3 ;
Tr = T0 + 1 0 ; % Re f e r e n c e t emp e r a t u r e t o c a l c u l a t e rho
Sr = S0 ; % Re f e r e n c e s a l i n i t y t o c a l c u l a t e rho
alpha = 1 . 7 e−4; % Thermal expans i on c o e f f i c i e n t
beta = 0 . 7 6 ; % Hal ine c o n t r a c t i o n c o e f f i c i e n t
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g = 9 . 8 ; % Ac c e l e r a t i o n due t o g r a v i t y
rho0 = 1028 ; % Re f e r e n c e d e n s i t y o f s ea−water
rhow = 1000 ; % Dens i ty o f wat e r
lambda = 3 0 ; % Atmospher i c h e a t exchange c o e f f e c i e n t [W mˆ−2 Kˆ−1]
Ck = 1e−5; % St r eng t h o f a d v e c t i v e t r a n s p o r t [mˆ3 s ˆ−1]
d i f f v = 1 . 2 5 e−7; % Ve r t i c a l d i f f u s i o n c o e f f i c i e n t [m s ˆ−1]
d i f f h = 1 . 7 5 e−3; % Hor i z on t a l d i f f u s i o n c o e f f i c i e n t [m s ˆ−1]
Le = 2 . 2 e6 ; % La t en t h e a t due t o e v a p o r a t i o n [ J kg ˆ−1]
EmP0 = rhow∗12e−3/(24∗3600) ; % Tr o p i c a l e v a p o r a t i o n r a t e
e ta = −0 .9 ; % App l i ed t h e rma l g r a d i e n t
c = T0 + 3 5 ; % Thermal i n t e r c e p t ( Ta1 )
t a u s = 1e8 ; % Sea i c e growth t i m e s c a l e (3 y e a r s )
Lf = 3 . 3 4 e5 ; % La t en t h e a t o f f u s i o n o f i c e [ J kg ˆ−1]
T s = T0 ; % Thr e s h o l d t emp e r a t u r e f o r i c e t o form
rho s = 0 .92∗ rhow ; % Dens i ty o f i c e
D s0 = 2 ; % Th i c kn e s s o f s ea− i c e (2m)
D s = D s0 ; % Dynamic t h i c k n e s s ( i f f s >1)
V s = 0 ; % volume o f s ea− i c e ( i n i t i a l )
f s = 0 ; % f r a c t i o n o f box 4 c o v e r e d with sea− i c e ( i n i t i a l )
Qdot s = 0 ; % hea t f l ow from water t o sea− i c e ( i n i t i a l )
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% PHYSICAL DIMENSIONS / MASS / E−P
% Depths
h ( 1 : 4 ) = 1e +3;
h ( 5 : 8 ) = 3 . 5 e +3;
% La t i t u d e s
t h e t a i ( 1 ) = 0 ∗ deg2rad ;
t h e t a i ( 2 ) = 45 ∗ deg2rad ;
t h e t a i ( 3 ) = 60 ∗ deg2rad ;
t h e t a i ( 4 ) = 75 ∗ deg2rad ;
t h e t a f ( 1 ) = 45 ∗ deg2rad ;
t h e t a f ( 2 ) = 60 ∗ deg2rad ;
t h e t a f ( 3 ) = 75 ∗ deg2rad ;
t h e t a f ( 4 ) = 90 ∗ deg2rad ;
% Long i t u d i n a l width
dphi = 60 ∗ deg2rad ;
% Areas and masses
f o r i =1:8
k = mod( i −1 ,4) + 1 ;
area hor ( i ) = ( radiusE ˆ 2 ) ∗ dphi ∗ ( s i n ( t h e t a f ( k ) ) − s i n ( t h e t a i ( k ) ) ) ;
a r ea ver ( i ) = h ( i ) ∗ radiusE ∗ dphi ∗ cos ( t h e t a f ( k ) ) ;
V( i ) = h ( i ) ∗ area hor ( i ) ;
end
gamma = lambda ∗ area hor / (Cp∗rho0 ) ;
Ta ( 1 : 4 ) = e ta ∗ ( ( t h e t a i +( t h e t a f − t h e t a i )/2)/ deg2rad − 2 4 . 5 ) + c ;
fT = gamma.∗Ta ;
% E−P d e f i n i t i o n f o r e a ch s u r f a c e box
q ( 1 ) = 1 ;
q ( 2 ) = −0 .7 ;
q ( 3 ) = −0 .2 ;
q ( 4 ) = −0.1
fS ( 1 ) = S0∗EmP0∗ area hor ( 1 )∗q ( 1 ) ;
fS ( 2 ) = fS ( 1 ) ∗ q ( 2 ) ;
fS ( 3 ) = fS ( 1 ) ∗ q ( 3 ) ;
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fS ( 4 ) = fS ( 1 ) ∗ q ( 4 ) ;
% C o e f f i c i e n t o f h e a t t r a n s f e r be tween oc ean and sea− i c e
lambda s = ( rho0∗Cp∗V( 4 ) ) / t a u s ;
% P r e c i p i t a t i o n on box 4
p s = area hor ( 1 )∗EmP0∗abs ( q ( 4 ) ) ;
rho = rho0∗(1−alpha ∗ (T−Tr ) + beta ∗ ( S−Sr ) ) ;
m = rho .∗V;
fOUT T = fopen ( ’ output/ f l a v 0 2 /temp . dat ’ , ’w’ ) ;
fOUT S = fopen ( ’ output/ f l a v 0 2 / s a l . dat ’ , ’w’ ) ;
fOUT rho = fopen ( ’ output/ f l a v 0 2 /rho . dat ’ , ’w’ ) ;
fOUT seaice = fopen ( ’ output/ f l a v 0 2 /sea− i c e . dat ’ , ’w’ ) ;
%%%%%%% START TIME LOOP %%%%%%%%%%%%%%%%%%%%%%%%%
t =0 ;
while ( t<Ntimes )
tday = t /dt ;
tyear = t /( s e c y e a r ) ;
% Heat exchange c o r r e c t i o n due t o s e a i c e p r e s e n c e
gamma( 4 ) = lambda ∗ area hor ( 4 )∗ (1− f s ) / (Cp∗rho0 ) ;
fT ( 4 ) = gamma( 4 ) ∗ Ta ( 4 ) ;
% Heat l o s s due t o e v a p o r a t i o n
Qdot e ( 1 ) = − (EmP0 ∗ area hor ( 1 ) ∗ Le ) ;
% Pr e s su r e
f o r i =1:4
P ( i ) = −(1/2)∗(h ( i +4)/(h ( i )+h ( i + 4 ) ) )∗ ( h ( i )∗ rho ( i )+h ( i +4)∗ rho ( i +4) )∗g ;
end
% Advec t i on t e rms
psi1 = Ck ∗ are a ver ( 1 ) ∗ ( P ( 1 ) − P ( 2 ) ) ;
ps i2 = Ck ∗ ar ea ver ( 2 ) ∗ ( P ( 2 ) − P ( 3 ) ) ;
ps i3 = Ck ∗ ar ea ver ( 3 ) ∗ ( P ( 3 ) − P ( 4 ) ) ;
psiw2 = psi2 − psi1 ;
psiw3 = psi3 − psi2 ;
ps i1 p = ( 1 / 2 )∗ ( abs ( ps i1 )+ ps i1 ) ;
psi1 m = ( 1 / 2 )∗ ( abs ( ps i1 )−psi1 ) ;
ps i2 p = ( 1 / 2 )∗ ( abs ( ps i3 )+ ps i2 ) ;
psi2 m = ( 1 / 2 )∗ ( abs ( ps i2 )−psi2 ) ;
ps i3 p = ( 1 / 2 )∗ ( abs ( ps i2 )+ ps i3 ) ;
psi3 m = ( 1 / 2 )∗ ( abs ( ps i3 )−psi3 ) ;
psiw2 p = ( 1 / 2 )∗ ( abs ( psiw2 )+ psiw2 ) ;
psiw2 m = ( 1 / 2 )∗ ( abs ( psiw2)−psiw2 ) ;
psiw3 p = ( 1 / 2 )∗ ( abs ( psiw3 )+ psiw3 ) ;
psiw3 m = ( 1 / 2 )∗ ( abs ( psiw3)−psiw3 ) ;
% Advec t i on ma t r i c e s f o r h e a t and s a l t
advQ ( 1 , : ) = [ − ( ps i1 p+psi1 m+gamma ( 1 ) ) psi1 m 0 0 psi1 p 0 0 0 ] ;
advQ ( 2 , : ) = [ ps i1 p −( psi1 m+psi2 p+psiw2 m+gamma ( 2 ) ) psi2 m 0 0 psiw2 p 0 0 ] ;
advQ ( 3 , : ) = [ 0 ps i2 p −( psi2 m+psi3 p+psiw3 m+gamma ( 3 ) ) psi3 m 0 0 psiw3 p 0 ] ;
advQ ( 4 , : ) = [ 0 0 ps i3 p −( psi3 m+psi3 p+gamma ( 4 ) ) 0 0 0 psi3 m ] ;
advQ ( 5 , : ) = [ psi1 m 0 0 0 −( ps i1 p+psi1 m ) ps i1 p 0 0 ] ;
advQ ( 6 , : ) = [ 0 psiw2 m 0 0 psi1 m −( ps i1 p+psiw2 p+psi2 m ) ps i2 p 0 ] ;
advQ ( 7 , : ) = [ 0 0 psiw3 m 0 0 psi2 m −( ps i2 p+psiw3 p+psi3 m ) ps i3 p ] ;
advQ ( 8 , : ) = [ 0 0 0 ps i3 p 0 0 psi3 m −( psi3 m+psi3 p ) ] ;
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advS ( 1 , : ) = [ − ( ps i1 p+psi1 m ) psi1 m 0 0 psi1 p 0 0 0 ] ;
advS ( 2 , : ) = [ ps i1 p −( psi1 m+psi2 p+psiw2 m ) psi2 m 0 0 psiw2 p 0 0 ] ;
advS ( 3 , : ) = [ 0 ps i2 p −( psi2 m+psi3 p+psiw3 m ) psi3 m 0 0 psiw3 p 0 ] ;
advS ( 4 , : ) = [ 0 0 ps i3 p −( psi3 m+psi3 p ) 0 0 0 psi3 m ] ;
advS ( 5 , : ) = [ psi1 m 0 0 0 −( ps i1 p+psi1 m ) ps i1 p 0 0 ] ;
advS ( 6 , : ) = [ 0 psiw2 m 0 0 psi1 m −( ps i1 p+psiw2 p+psi2 m ) ps i2 p 0 ] ;
advS ( 7 , : ) = [ 0 0 psiw3 m 0 0 psi2 m −( ps i2 p+psiw3 p+psi3 m ) ps i3 p ] ;
advS ( 8 , : ) = [ 0 0 0 ps i3 p 0 0 psi3 m −( psi3 m+psi3 p ) ] ;
% Di f f u s i o n t e rms
chi h1u = d i f f h ∗ are a ve r ( 1 ) ; % h o r i z o n t a l d i f f u s i o n be tween box 1 and 2
chi h2u = d i f f h ∗ are a ve r ( 2 ) ; % h o r i z o n t a l d i f f u s i o n be tween box 2 and 3
chi h3u = d i f f h ∗ are a ve r ( 3 ) ; % h o r i z o n t a l d i f f u s i o n be tween box 3 and 4
chi h1d = chi h1u ; % h o r i z o n t a l d i f f u s i o n be tween box 5 and 6
chi h2d = chi h2u ; % h o r i z o n t a l d i f f u s i o n be tween box 6 and 7
chi h3d = chi h3u ; % h o r i z o n t a l d i f f u s i o n be tween box 7 and 8
ch i v1 = d i f f v ∗ area hor ( 1 ) ; % v e r t i c a l d i f f u s i o n be tween box 1 and 5
ch i v2 = d i f f v ∗ area hor ( 2 ) ; % v e r t i c a l d i f f u s i o n be tween box 2 and 6
ch i v3 = d i f f v ∗ area hor ( 3 ) ; % v e r t i c a l d i f f u s i o n be tween box 3 and 7
ch i v4 = d i f f v ∗ area hor ( 4 ) ; % v e r t i c a l d i f f u s i o n be tween box 4 and 8
% D i f f u s i o n mat r ix
d i f f ( 1 , : ) = [ − ( ch i v1+chi h1u ) chi h1u 0 0 chi v1 0 0 0 ] ;
d i f f ( 2 , : ) = [ chi h1u −( chi h1u+chi h2u+chi v2 ) chi h2u 0 0 chi v2 0 0 ] ;
d i f f ( 3 , : ) = [ 0 chi h2u −( chi h2u+chi v3+chi h3u ) chi h3u 0 0 chi v3 0 ] ;
d i f f ( 4 , : ) = [ 0 0 chi h3u −( chi h3u+chi v4 ) 0 0 0 ch i v4 ] ;
d i f f ( 5 , : ) = [ ch i v1 0 0 0 −( ch i v1+chi h1d ) chi h1d 0 0 ] ;
d i f f ( 6 , : ) = [ 0 ch i v2 0 0 chi h1d −( chi h1d+chi v2+chi h2d ) chi h2d 0 ] ;
d i f f ( 7 , : ) = [ 0 0 ch i v3 0 0 chi h2d −( chi h2d+chi v3+chi h3d ) chi h3d ] ;
d i f f ( 8 , : ) = [ 0 0 0 chi v4 0 0 chi h3d −( ch i v4+chi h3d ) ] ;
% In t e g r a t i o n : : Eu l e r
Tdot = rho0 ∗ (advQ∗T + fT + d i f f ∗T ) . /m + ( Qdot e ./m)∗ (1/Cp ) ;
Sdot = ( rho0∗advS∗S + fS + rho0∗ d i f f ∗S ) . /m;
T = T + Tdot∗dt ;
S = S + Sdot∗dt ;
rho = rho0∗(1−alpha ∗ (T−Tr ) + beta ∗ ( S−Sr ) ) ;
% In t e g r a t i o n : : RK4 scheme
%{
Tk1 = rho0 ∗ (advQ∗T + fT + d i f f ∗T ) . /m + ( Qdot e ./m)∗ (1/Cp ) ;
Tk2 = rho0 ∗ (advQ∗ (T+0.5∗ dt∗Tk1 ) + fT + d i f f ∗ (T+0.5∗ dt∗Tk1 ) ) . /m + ( Qdot e ./m)∗ (1/Cp ) ;
Tk3 = rho0 ∗ (advQ∗ (T+0.5∗ dt∗Tk2 ) + fT + d i f f ∗ (T+0.5∗ dt∗Tk2 ) ) . /m + ( Qdot e ./m)∗ (1/Cp ) ;
Tk4 = rho0 ∗ (advQ∗ (T+dt∗Tk3 ) + fT + d i f f ∗ (T+dt∗Tk3 ) ) . /m + ( Qdot e ./m)∗ (1/Cp ) ;
Sk1 = ( rho0∗advS∗S + fS + rho0∗ d i f f ∗S ) . /m;
Sk2 = ( rho0∗advS∗ ( S +0.5∗ dt∗Sk1 ) + fS + rho0∗ d i f f ∗ ( S +0.5∗ dt∗Sk1 ) ) . /m;
Sk3 = ( rho0∗advS∗ ( S +0.5∗ dt∗Sk2 ) + fS + rho0∗ d i f f ∗ ( S +0.5∗ dt∗Sk2 ) ) . /m;
Sk4 = ( rho0∗advS∗ ( S+dt∗Sk3 ) + fS + rho0∗ d i f f ∗ ( S+dt∗Sk3 ) ) . /m;
T = T + (1/6) ∗ dt ∗ ( Tk1 + 2∗Tk2 + 2∗Tk3 + Tk4 ) ;
S = S + (1/6) ∗ dt ∗ ( Sk1 + 2∗Sk2 + 2∗Sk3 + Sk4 ) ;
rho = rho0∗(1−alpha ∗ (T−Tr ) + beta ∗ ( S−Sr ) ) ;
%}
% Sea− i c e f o rma t i o n / me l t i ng
i f ( ( T(4)<= T s & f s >=0) | | ( T(4)>T s & f s >0))
Qdot s = lambda s ∗ ( T s − T ( 4 ) ) ;
Vdot s = Qdot s / ( rho s ∗ Lf ) + p s ∗ f s / rho0 ;
V s = V s + Vdot s ∗ dt ;
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f s = ( V s/D s0 )/ area hor ( 4 ) ;
i f ( f s >1)
f s = 1 ;
D s = V s/area hor ( 4 ) ;
e l s e i f ( f s <0)
f s = 0 ;
V s = 0 ;
D s = D s0 ;
e l s e
% ad jus tmen t o f T ( 4 )
Tdot s = Qdot s /(Cp∗m( 4 ) ) ;
T ( 4 ) = T ( 4 ) + Tdot s∗dt ;
% ad jus tmen t o f S ( 4 )
f S s = ( S0 ∗ ( rho0∗Qdot s /( rho s∗Lf ) ) /m( 4 ) ) ;
S ( 4 ) = S ( 4 ) + f S s ∗dt ;
end
end
% Convec t i on scheme [ [ i f rho ( t op box ) > = rho ( bot tom box ) ] ]
f o r i =1:4
i f ( rho ( i )>rho ( i + 4 ) )
mtot = m( i ) + m( i + 4 ) ;
S t o t = m( i )∗S ( i ) + m( i +4)∗S ( i + 4 ) ;
Sav = S t o t /mtot ;
Q( i ) = Cp ∗ rho ( i ) ∗ V( i ) ∗ T ( i ) ;
Q( i +4) = Cp ∗ rho ( i +4) ∗ V( i +4) ∗ T ( i + 4 ) ;
Qtot = Q( i ) + Q( i + 4 ) ;
Tav = Qtot /(Cp ∗ mtot ) ;
S ( i ) = Sav ;
S ( i +4) = Sav ;
T ( i ) = Tav ;
T ( i +4) = Tav ;
rho = rho0∗(1−alpha ∗ (T−Tr ) + beta ∗ ( S−Sr ) ) ;
end
end
% Update mass
m = rho .∗V;
% Write ou tput e v e r y N y e a r s
i f (mod( tyear , 1 ) = = 0 )
f p r i n t f ( fOUT T , ’%g ’ , tyear ) ;
f p r i n t f ( fOUT S , ’%g ’ , tyear ) ;
f p r i n t f ( fOUT rho , ’%g ’ , tyear ) ;
f o r i =1:8
f p r i n t f ( fOUT T , ’%f ’ ,T ( i )−T0 ) ;
f p r i n t f ( fOUT S , ’%f ’ , S ( i )−S0 ) ;
f p r i n t f ( fOUT rho , ’%f ’ , rho ( i )− rho0 ) ;
end
f p r i n t f ( fOUT T , ’\n ’ ) ;
f p r i n t f ( fOUT S , ’\n ’ ) ;
f p r i n t f ( fOUT rho , ’\n ’ ) ;
f p r i n t f ( fOUT seaice , ’%g %f \n ’ , f s ) ;
end
t = t + dt ;
end
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