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GENERALIZED BOUNDED VARIATION AND
INSERTING POINT MASSES
MANWAH LILIAN WONG
Abstract. Let dµ be a probability measure on the unit circle and
dν be the measure formed by adding a pure point to dµ. We give a
formula for the Verblunsky coefficients of dν following the method
of Simon.
Then we consider dµ0, a probability measure on the unit circle
with ℓ2 Verblunsky coefficients (αn(dµ0))
∞
n=0 of bounded variation.
We insertm pure points zj to dµ0, rescale, and form the probability
measure dµm. We use the formula above to prove that the Verblun-
sky coefficients of dµm are in the form αn(dµ0)+
∑m
j=1
zj
ncj
n
+En,
where the cj ’s are constants of norm 1 independent of the weights
of the pure points and independent of n; the error term En is in
the order of o(1/n). Furthermore, we prove that dµm is of (m+1)-
generalized bounded variation - a notion that we shall introduce in
the paper. Then we use this fact to prove that limn→∞ ϕ
∗
n(z, dµm)
is continuous and is equal to D(z, dµm)
−1 away from the pure
points.
1. Introduction
Suppose we have a probability measure dµ on the unit circle ∂D =
{z ∈ C : |z| = 1}. We define an inner product and a norm on
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L2(∂D, dµ) respectively by
〈f, g〉 =
∫
∂D
f(eiθ)g(eiθ)dµ(θ) (1.1)
‖f‖dµ =
(∫
∂D
|f(eiθ)|2dµ(θ)
)1/2
(1.2)
Then we orthogonalize 1, z, z2, . . . to obtain the family of monic or-
thogonal polynomials associated with the measure dµ, namely, (Φn(z, dµ))
∞
n=0.
We denote the normalized family as (ϕn(z, dµ))
∞
n=0.
The family of orthogonal polynomials on the unit circle obey the
Szego˝ recursion relation: let Φ∗n(z) = z
nΦn(1/z) and ϕ
∗
n(z) = Φ
∗
n(z)/‖Φn‖
(they are often known as the reversed polynomials). Since Φn(z) is the
unique nth degree monic polynomial that is orthogonal to 1, z, . . . , zn−1,
Φ∗n(z) is the unique polynomial of degree ≤ n (up to multiplication by
a constant) that is orthogonal to {z, z2. . . . , zn}. Then we note that
Φn+1(z)− zΦn(z) is a polynomial of degree at most n which is orthog-
onal to z, z2, . . . , zn, hence, there exists a constant αn such that the
following holds
Φn+1(z) = zΦn(z)− αnΦ
∗
n(z) (1.3)
αn is called the n-th Verblunsky coefficient. From (1.3), we could
deduce the following recurrence relation for Φ∗n
Φ∗n+1(z) = Φ
∗
n(z)− αnzΦn(z) (1.4)
Now we consider the norms of the left hand side and the right hand
side of (1.3) respectively. First, observe that ‖zΦn‖ is just ‖Φn‖. Then
note that Φ∗n(z) is of degree strictly less than n+ 1, so it is orthogonal
to Φn+1. Besides, ‖Φn‖ = ‖Φ
∗
n‖. As a result, we have
‖Φn+1‖
2 = (1− |αn|
2)‖Φn‖
2 =
n∏
j=0
(1− |αj|
2) (1.5)
This also proves that αn ∈ D = {z ∈ C : |z| < 1}. From (1.3), (1.4)
and (1.5) above, we can deduce the Szego˝ recursion relations for the
normalized families as well
ϕn+1(z) = (1− |αn|
2)−1/2(zϕn(z)− αnϕ
∗
n(z)) (1.6)
ϕ∗n+1(z) = (1− |αn|
2)−1/2(ϕ∗n(z)− αnzϕn(z)) (1.7)
GENERALIZED BOUNDED VARIATION AND INSERTING POINT MASSES 3
From the arguments above, we see that each non-trivial probability
measure on the unit circle dµ corresponds to a sequence (αn(dµ))
∞
n=0 in
D∞ called the Verblunsky coefficients. In fact, the reverse is also true by
Verblunsky’s theorem, i.e., any sequence of complex numbers (an)
∞
n=0 ∈
D∞ is the family of Verblunsky coefficients of a unique probability
measure on the unit circle. Hence, there is a bijective correspondence
between (αn(dµ))
∞
n=0 and dµ.
The family of Verblunsky coefficients often gives important informa-
tion about the measure and the family of orthogonal polynomials, for
example, from (1.5) we know that
∑∞
j=0 |αj |
2 <∞ implies that
lim
n→∞
‖Φn‖ =
∞∏
j=0
(1− |αj|
2)1/2 > 0 (1.8)
This is a fact that we shall use later in the paper. For a more compre-
hensive introduction to the theory of orthogonal polynomials on the
unit circle, the reader should refer to [17, 18], or the classic references
[5, 19].
2. Results
In this paper we are going to prove three results, the first one being
the following formula
Theorem 2.1. Suppose dµ is a probability measure on the unit circle
and 0 < γ < 1. Let dν be the probability measure formed by adding a
point mass ζ = eiω ∈ ∂D to dµ in the following manner
dν = (1− γ)dµ+ γδω (2.1)
Then the Verblunsky coefficients of dν are given by
αn(dν) = αn +
(1− |αn|
2)1/2
(1− γ)γ−1 +Kn(ζ)
ϕn+1(ζ)ϕ
∗
n(ζ) (2.2)
where
Kn(ζ) =
n∑
j=0
|ϕj(ζ)|
2 (2.3)
and all objects without the label (dν) are associated with the measure
dµ.
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Before we state the second result, we need to introduce the notion
of p-generalized bounded variation, Wp(ζ1, ζ2, . . . , ζp), which is the class
of sequences defined as follows
DefinitionWe say that a sequence (αn)
∞
n=0 is of p-generalized bounded
variation if each αn can be decomposed into p components
αn =
p∑
k=1
βn,k (2.4)
with βn,k ∈ C and there exist ζ1, ζ2, . . . , ζp ∈ ∂D such that for each
1 ≤ k ≤ p
∞∑
n=0
|ζkβn+1,k − βn,k| <∞ (2.5)
We denote by Wp(ζ1, ζ2, . . . , ζp) the class of sequences (αn)
∞
n=0 that
satisfy (2.4) and (2.5).
In particular, when p = 1 and ζ1 = 1, then it becomes the conven-
tional bounded variation. This is why we gave the name p-generalized
bounded variation.
For the sake of simplicity, we shall write dµ ∈ Wp(ζ1, ζ2, . . . , ζp) if the
family of Verblunsky coefficients of dµ is in the class Wp(ζ1, ζ2, . . . , ζp).
The Szego˝ function, which will be involved in Theorem 2.2, is defined
as follows
Definition If dµ = w(θ) dθ
2pi
+ dµs and
∑∞
j=0 |αj|
2 < ∞, the Szego˝
function is defined as
D(z) = exp
(
1
4π
∫
eiθ + z
eiθ − z
logw(θ)dθ
)
(2.6)
The well-known Szego¨’s Theorem asserts the following equality
∞∏
j=0
(1− |αj|
2) = exp
(∫ 2pi
0
log(w(θ))
dθ
2π
)
(2.7)
Hence, if (αn) is ℓ
2, logw(θ) is integrable and D(z) defines an analytic
function on D. For a thorough discussion of the Szego¨ function, the
reader may refer to Chapter 2 of [17].
Now we are ready to state the other two results in this paper:
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Theorem 2.2. Let ζj = e
iωj ∈ ∂D, 1 ≤ j ≤ p be distinct. Suppose we
have a measure dµ with dµ ∈ Wp(ζ1, ζ2, . . . , ζp) such that for each j,
(βn,j)
∞
n=0 ∈ ℓ
2. The following two results hold
(1) For any compact subset K of ∂D\{ζ1, ζ2, . . . , ζp},
sup
n;z∈K
|Φ∗n(z)| <∞ (2.8)
(2) The following limits are continuous at z 6= ζ1, ζ2, . . . , ζp
Φ∗∞(z) = lim
n→∞
Φ∗n(z) = D(0)D(z)
−1 (2.9)
ϕ∗∞(z) = lim
n→∞
ϕ∗n(z) = D(z)
−1 (2.10)
and the convergence is uniform on any compact subsetK ⊂ ∂D\{ζ1, ζ2, . . . , ζp}.
Moreoever, dµs is a pure point measure supported on a subset of {ζ1, ζ2, . . . , ζp}.
Theorem 2.3. Suppose dµ0 ∈ W1(1) and (αn(dµ0))
∞
n=0 ∈ ℓ
2. We add
m distinct pure points zj = e
iωj , ωj 6= 0, to dµ0 with weights γj to form
the probability measure dµm as follows
dµm =
(
1−
m∑
j=1
γj
)
dµ0 +
m∑
j=1
γjδωj (2.11)
under the conditions that 0 < γj and
∑m
j=1 γj < 1. Then dµm ∈
Wm+1(1, z1, z2, . . . , zm) and
αn(dµm) = αn(dµ0) +
m∑
j=1
zj
ncj
n
+ En (2.12)
where cj = zj |D(zj, dµ0)|
2D(zj , dµ0)
−2 are constants independent of the
weights γ1, γ2, . . . , γm and of n; and
En = En(z1, z2, . . . , zm, γ1, γ2, . . . , γm) = o
(
1
n
)
(2.13)
Furthermore, for z ∈ ∂D\{1, z1, z2, . . . , zm}, ϕ
∗
∞(z, dµm) is continuous
and is equal to (1−
∑m
j=1 γj)
−1/2D(z, dµ0)
−1.
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Remark: Note that dµma.c. is just (1 −
∑m
j=1 γj)dµ0a.c. and that∫
eiθ+z
eiθ−z
dθ
2pi
= 1. Hence, D(z, dµm) = (1−
∑m
j=1 γj)
1/2D(z, dµ0).
Theorem 2.2 is a generalization of the following result of Nevai [12]
and Nikishin [13] which reads
Theorem 2.4. Suppose
∑∞
j=0 |αj|
2 <∞ and
∞∑
j=0
|αj+1 − αj | <∞ (2.14)
Then, for any δ > 0,
sup
n;δ<arg(z)<2pi−δ
|Φ∗n(z)| <∞ (2.15)
and away from z = 1, we have that limn→∞Φ
∗
n(z) exists, is continuous
and equal to D(0)D(z)−1. Furthermore, dµs = 0 or else a pure point
at z = 1.
The reader may refer to Theorem 10.12.5 of [18] for the proof.
According to Simon [18], the history of the problem is as follows. The
earliest work related to adding point masses was done by Wigner-von
Neumann [21], where they constructed a potential with an embedded
eigenvalue. Later, Gel’fand-Levitan [4] constructed a potential V so
that − d
2
dx2
+ V has a spectral measure with a pure point mass at a
positive energy and was otherwise equal to the free measure. A more
systematic approach to adding point masses to a potential was then
taken by Jost-Kohn [6, 7].
Unaware of the Jost-Kohn work and of each other, formulae for
adding point masses for orthogonal polynomials on the real line case
were found by Uvarov [20] and Nevai [11]. They found the perturbed
polynomials, and Nevai computed the perturbed recursion coefficients.
Jost-Kohn theory for orthogonal polynomials on the unit circle ap-
pears previously in Cachafeiro-Marcella´n [1, 2, 3], Marcella´n-Maroni
[10], and Peherstorfer-Steinbauer [14]. In particular, if dν and dµ are as
defined in (2.1) above, Peherstorfer-Steinbauer [14] proved that bound-
edness of the first and second kind orthonormal polynomials of dµ at
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the pure point ζ implies that limn→∞ αn(dν) − αn(dµ) = 0, but they
did not establish any rate of convergence.
When I proved (2.2), I was unaware of the following formula found
by Geronimus [5]
Φn(z, dν) = Φn(z)−
Φn(ζ)Kn−1(z, ζ)
(1− γ)γ−1 +Kn−1(ζ, ζ)
(2.16)
Years after Geronimus proved (2.16), a similar formula for the real
case was rediscovered by Nevai [11], and the same formula for the unit
circle case was rediscovered by Cachafeiro-Marcellan [3]. Unaware of
Geronimus’ result and the fact that Nevai’s result also applies to the
unit circle, Simon reconsidered this problem and proved formula (3.1)
independently using a totally different method (see Theorem 10.13.7
in [18]). However, a more useful form of his result (see formula (3.1)
in Section 3) is disguised in his proof and it lays the foundation to
Theorem 2.1.
In addition to Nevai, Uvarov and Simon’s result mentioned above, we
use Pru¨fer variables as the main tool to prove that limn→∞Φ
∗
n(z) exists.
Pru¨fer variables are named after Pru¨fer [15]. Their initial introduction
in the spectral theory of orthogonal polynomials on the unit circle was
made by Nikishin [13] with a significant follow up by Nevai [12]. Both
[12] and [13] had results related to Theorem 2.4 and they arrived at
the result by essentially the same proof. Later, Pru¨fer variables were
used as a serious tool in spectral theory by Kiselev-Last-Simon [8] and
Last-Simon [9].
Most recently, in [17] (Example 1.6.3, p. 72) Simon considered the
measure dν with one pure point
dν = (1− γ)
dθ
2π
+ γδ0 (2.17)
He proved that the n-th degree orthogonal polynomial of dν is as follows
Φn(z) = z
n −
γ
1 + (n− 1)γ
(zn−1 + zn−2 + · · ·+ 1) (2.18)
and since αn = −Φn+1(0),
αn(dν) =
γ
1 + γn
≈
1
n
+
1
γn2
+O
(
1
n3
)
(2.19)
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Here is a sketch of Simon’s proof: he considered Ln, the (n+1)×(n+1)
matrix defined as (Ln)jk = cj−k, where cj =
∫
e−ijθdµ(θ) is the j-th
moment of the measure. It is well-known that if Φn(z) = anz
n +
an−1z
n−1 + · · · + a0, δn = (0, 0, . . . , 0, 1) and 〈, 〉 being the Euclidean
norm,
(a0, a1, . . . , an) =
〈
δn, L
−1
n δn
〉−1
L−1n δn (2.20)
Therefore, the aim is to compute L−1n . By (2.17), cn = (1−γ)δn0+γ.
Let Pj be the j × j matrix which is j
−1 times the matrix of all 1’s, so
it is a rank one projection. Ln could be decomposed as
Ln = (1− γ)1+ (n+ 1)γPn+1 (2.21)
From (2.21), one could deduce that the inverse of Ln is
L−1n = (1− γ)
−1(1− Pn+1) + (1 + nγ)
−1Pn+1 (2.22)
Unfortunately, the method used to prove the result above no longer
gives such a nice result when there are two pure points. For instance,
we won’t have the decomposition as in (2.21), because Ln will be a rank
m perturbation of (1−
∑m
j=1 γj)1 instead, so the computations will be
much more complicated. Besides, this method only works for adding
one point to dθ/2π but fails for more general measures. Therefore, we
need another method to attack the problem.
From formula (2.2) we could make a few observations concerning
successive Verblunsky coefficients αn+1(dν) and αn(dν): first, we use
the fact that ϕn+1(ζ) = ζn+1ϕ
∗
n+1(ζ) and rewrite formula (2.2) as
αn(dν) = αn +
(1− |αn|
2)1/2
(1− γ)γ−1 +Kn(ζ)
ζn+1ϕ∗n+1(ζ)ϕ
∗
n(ζ) (2.23)
Let tn be the tail term in the right hand side of (2.23) above. Suppose
we can prove that ϕ∗n(ζ) tends to some non-zero limit L as n tends to
infinity, then 1/Kn = O(1/n), hence,
1
(1− γ)γ−1 +Kn(ζ)
=
1
Kn(ζ)
+O
(
1
n2
)
(2.24)
Besides, (αn)
∞
n=0 is ℓ
2, therefore (1− |αn|
2)1/2 → 1. As a result,
αn(dν) = αn + tn ≈ αn +
ζn+1L2
n|L|2
+ o
(
1
n
)
(2.25)
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Indeed, we shall prove that if ζtn+1 − tn is summable, by Theorem
2.4, limn→∞ ϕ
∗
n(z, dµ1) exists away from z = 1. As a result, if we add
another a pure point to dµ1, we can use a similar argument to the one
above and formula (2.2) to prove that αn(dν) is the sum of αn(dµ0)
plus two tail terms and an error term.
In general, if we have a measure dµm as defined in (2.11), then we
add one pure point after the other and use formula (2.2) inductively.
Therefore, we shall be able to express αn(dµm) as the sum of αn(dµ0)
plus m tail terms, and an error term
αn(dµm) = αn(dµ0) + t1,n + t2,n + · · ·+ tm,n + error (2.26)
By an argument similar to the one above we observe that tj,n is O(1/n)
and zjtj,n − tj,n−1 is small. Of course, the ’smallness’ has to be deter-
mined by rigorous computations that we shall present in the proof
Nonetheless, these observations led us to introduce the notion of gen-
eralized bounded variation Wm, and from that we could deduce that
limn→∞ ϕ
∗
n(z, dµm) exists.
3. Proof of Theorem 2.1
In the proof of Theorem 10.13.7 in [18], Simon gave the following
formula for the Verblunsky coefficients of dν
αn(dν) = αn − q
−1
n γϕn+1(ζ)
(
n∑
j=0
αj−1
‖Φn+1‖
‖Φj‖
ϕj(ζ)
)
(3.1)
where
Kn(ζ) =
n∑
j=0
|ϕj(ζ)|
2 (3.2)
qn = (1− γ) + γKn(ζ) (3.3)
α−1 = −1 (3.4)
and all objects without the label (dν) are associated with the measure
dµ.
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First, we observe that αj−1 = −Φj(0), therefore, αj−1/‖Φj‖ = −ϕj(0).
Second, observe that ‖Φn+1‖ is independent of j so it could be taken
out from the summation. As a result, formula (3.1) becomes
αn(dν) = αn(dµ) + q
−1
n γϕn+1(ζ)‖Φn+1‖
(
n∑
j=0
ϕj(0)ϕj(ζ)
)
(3.5)
Then we use the Christoffel-Darboux formula, which states that for
x, y ∈ C with xy 6= 1,
(1− xy)
(
n∑
j=0
ϕj(x)ϕj(y)
)
= ϕ∗n(x)ϕ
∗
n(y)− xyϕn(x)ϕn(y) (3.6)
Besides, note that q−1n γ = ((1− γ)γ
−1 +Kn(ζ))
−1 As a result, (3.5)
could be simplified as follows
αn(dν) = αn +
ϕn+1(ζ)ϕ
∗
n(0)ϕ
∗
n(ζ)
(1− γ)γ−1 +Kn(ζ)
‖Φn+1‖ (3.7)
Finally, observe that ϕ∗n(0) = ‖Φn‖
−1 and that by (1.5), ‖Φn+1‖/‖Φn‖ =
(1− |αn|
2)1/2. This completes the proof.
4. Proof of Theorem 2.2
The technique used in this proof is a generalization of the one used
in proving Theorem 2.4. It involves Pru¨fer variables which are defined
as follows
Definition Suppose z0 = e
iη ∈ ∂D with η ∈ [0, 2π). Define the
Pru¨fer variables by
Φn(z0) = Rn(z0) exp(i(nη + θn(z0))) (4.1)
where θn is determined by |θn+1 − θn| < π. Here, Rn(z) = |Φn(z)| > 0,
θn is real. By the fact that Φ
∗
n(z) = z
nΦn(z) on ∂D, (4.1) is equivalent
to
Φ∗n(z) = Rn(z) exp(−iθn) (4.2)
Under such definition,
log
(
Φ∗n+1
Φ∗n
)
= log(1− αn exp(i[(n + 1)η + 2θn])) (4.3)
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For simplicity, we let
an = αn exp(i[(n + 1)η + 2θn]) (4.4)
Now write logΦ∗n+1 as a telescoping sum
log Φ∗n+1(z) =
n∑
j=0
(
log Φ∗j+1(z)− log Φ
∗
j (z)
)
=
n∑
j=0
log
(
Φ∗j+1(z)
Φ∗j (z)
)
(4.5)
Note that for |w| ≤ Q < 1, there is a constant K such that
|log(1− w)− w| ≤ K|w|2 (4.6)
Together with (4.3), we have
log(Φ∗n+1(z)) = −
n∑
j=0
(aj + L(aj)) (4.7)
where |L(aj)| ≤ K|aj|
2.
Recall that by assumption, (αn(dµ0))
∞
n=0 is ℓ
2. Therefore, by (4.4),
(an)
∞
n=0 is also ℓ
2, thus
∑∞
j=0L(aj) <∞. As a result, in order to prove
that limn→∞Φ
∗
n(z) exists, it suffices to prove that
∑∞
j=0 aj exists.
Let
h(k)n =
n−1∑
j=0
ζk
j
eijη =
ζk
n
einη − 1
ζkeiη − 1
(4.8)
Then
h
(k)
n+1 − h
(k)
n = ζk
n
einη (4.9)
and |h(k)n | ≤ 2|ζke
iη − 1|−1 (4.10)
Let gj = η+2θj and recall that αn =
∑p
k=1 βn,k. By rearranging the
order of summation, we get
Sn =
n∑
j=0
αje
i(jη+gj) =
n∑
j=0
(
p∑
k=1
βj,k
)
ei(jη+gj) =
p∑
k=1
B(k)n (4.11)
where
B(k)n =
n∑
j=0
βj,ke
i(jη+gj) (4.12)
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We are going to sum by parts by Abel’s formula. Suppose (aj)
∞
j=0 is
a sequence, we define
(δ+a)j = aj+1 − aj (4.13)
(δ−a)j = aj − aj−1 (4.14)
Abel’s formula states that
n∑
j=0
(δ+a)jbj = an+1bn − a0b−1 −
n∑
j=0
aj(δ
−b)j (4.15)
Now we apply Abel’s formula to B
(k)
n
B
(k)
n =
n∑
j=0
(δ+h(k))j(ζk
jβj,ke
igj)
= h
(k)
n+1ζk
nβn,ke
ign − h
(k)
0 ζkβ−1,ke
ig
−1 −
n∑
j=0
h
(k)
j δ
−(ζk
jβj,ke
igj)j
(4.16)
Note that the term h0ζ
−1
k β−1,ke
ig
−1 will be canceled in (4.16), without
loss of generality we may assume it to be 0.
We want to obtain a bound for B
(k)
n . Observe that
|βn,k| ≤
n∑
q=1
|βq,k − ζkβq−1,k|+ |β0| ≤ Dk (4.17)
where
Dk =
∞∑
q=0
|βq,k − ζkβq−1,k| (4.18)
is finite because dµ ∈ Wp(ζ1, ζ2, . . . , ζp).
Next, we use the triangle inequality and |eix−eiy| ≤ |x−y| to obtain
|δ−(ζjkβj,ke
igj)j | ≤ |βj,k(e
igj − eigj−1)|+ |ζkβj,k − βj−1,k|
≤ |βj,k(θj − θj−1)|+ |ζkβj,k − βj−1,k|
(4.19)
It has been proven for Pru¨fer variables (see Corollary 10.12.2 of [18])
that
|θn+1 − θn| <
π
2
|αn|(1− |αn|)
−1 (4.20)
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Now recall our assumption that for 1 ≤ k ≤ p, (βn,k)
∞
n=0 is ℓ
2,
therefore βn,k → 0, αn → 0, which implies Q = supn |αn| < 1 and
C = supn(1− |αn|)
−1 = (1−Q)−1. For any n we have
|Bn,k| ≤ |ζke
iη − 1|−1
(
2Dk +
π
2
∞∑
j=0
|βj+1,k||αj|(1−Q)
−1
)
<∞
(4.21)
It follows that supn |Sn| <∞. This proves (2.8).
The computations above also show that the sum in the right hand
side of (4.16) is absolutely convergent as n → ∞ and the convergence
is uniform on any compact subset of ∂D\{ζ1, ζ2, . . . , ζp}. Therefore,
limj→∞ βj,k = 0 for all 1 ≤ k ≤ p implies that limn→∞Bn,k exists, thus
limn→∞ Sn exists and is finite. This proves (2.10).
Moreover, for each fixed k, (βn,k)
∞
n=0 is ℓ
2, (αn)
∞
n=0 is also ℓ
2, hence
the Szego¨ function D(z) exists and it has boundary values a.e.. Now
decompose dµ = w(θ) dθ
2pi
+ dµs. It is well-known that Φ
∗
n → D(0)D
−1
in L2(w(θ) dθ
2pi
). Since Φ∗n → Φ
∗
∞ uniformly on any compact subset of
∂D\{ζ1, ζ2, . . . , ζp}, the limit also converges in the L
2-sense. Besides,
it is well known that D(0) = limn→∞ ‖Φn‖ =
∏∞
n=0(1−|αn|
2)1/2, hence
Φ∗∞(z) = D(0)D
−1(z) (4.22)
ϕ∗∞(z) = D
−1(z) (4.23)
on ∂D\{ζ1, ζ2, . . . , ζp}.
5. Proof of Theorem 2.3
We proceed by induction.
5.1. Base Case. Let any object without the label (dµ1) be associated
with the measure dµ0. First we start by considering adding one pure
point z1 = e
iω1 ∈ ∂D, ω1 6= 1, to dµ0 ∈ W1(1) which has ℓ
2 Verblunsky
coefficients.
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Define ξ˜n(dµ1) as
ξ˜n(dµ1) =
(1− |αn|
2)1/2
(1− γ)γ−1 +Kn(z1)
ϕn+1(z1)ϕ
∗
n(z1) (5.1)
where αj = αj(dµ0) and (Φn)
∞
n=0 is the family of orthogonal polynomi-
als for dµ0. Because of formula (2.2), we want to simplify ξ˜n(dµ0).
Since dµ0 ∈ W1(1) and
∑∞
j=0 |αj|
2 <∞, by Theorem 2.2 limn→∞ ϕ
∗
n(z1) =
D(z1)
−1, which implies 1/Kn(z1) = O(1/n). Hence,
ξ˜n(dµ1) =
(1− |αn|
2)1/2
Kn(z1)
ϕn+1(z1)ϕ
∗
n(z1) +O
(
1
n2
)
(5.2)
Moreover, ϕn+1(z1) = z
n+1
1 ϕ
∗
n+1(z1). We can further simplify and
obtain
αn(dµ1) = αn + z1
n+1 D(z1)
−2
|D(z1)|−2
1
n
+ o
(
1
n
)
(5.3)
Let c1 = z1D(z1)
2/|D(z1)|
2. This proves (2.12) for m = 1.
Remark: Note that the error term in the right hand side of (5.3)
is dependent on γ1. This is because as γ0 → 0, dµ1 → dµ0 weakly,
which implies that for each n, αn(dµ1)→ αn(dµ0). Since the tail term
z1
n+1 D(z1)
−2
|D(z1)|−2
1
n
in (5.3) is independent of γ1, if the error term is also
independent of γ1, αn(dµ1) 6→ αn(dµ0).
It remains to show the claimed properties of Φn(dµ1). To do that, it
suffices to show that (αn(dµ1))
∞
n=0 is ℓ
2 and it is in the class W2(1, z1),
then we can conclude by Theorem 2.2.
First of all, it is clear that (αn(dµ1))
∞
n=0 is ℓ
2 because (αn)
∞
n=0 is ℓ
2
and ξ˜n(dµ1) is O(1/n).
Next, we want to show that
∞∑
n=0
|z1ξ˜n+1 − ξ˜n| <∞ (5.4)
By (5.2), the error term is in the order of O(1/n2), therefore this is the
same as showing the following is ℓ1-summable∣∣∣∣ϕ∗n+2(z1)ϕ∗n+1(z1)(1− |αn+1|2)1/2Kn+1 −
ϕ∗n+1(z1)ϕ
∗
n(z1)(1− |αn|
2)1/2
Kn
∣∣∣∣
(5.5)
We are going to estimate term by term.
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• Let ρn = (1 − |αn|
2)1/2. We estimate the following using the
recurrence relation for orthogonal polynomials (1.6)
ϕ∗n+1(z1)− ϕ
∗
n(z1)
= (ρnϕ
∗
n(z1)− αnϕn+1(z1))− ϕ
∗
n(z1)
= (ρn − 1)ϕ
∗
n(z1)− αnϕn+1(z1)
(5.6)
Since ρn−1 = O(|αn|
2), ϕ∗n(z1) = D(z1)
−1+o(1) and 1/Kn =
O(1/n),∣∣ϕ∗n+1(z1)− ϕ∗n(z1)∣∣ = (O(|αn|2) + |αn|)|D(z1)−1 + o(1)| = O(|αn|)
(5.7)
Hence,∣∣∣∣∣
(
ϕ∗n+1(z1)− ϕ
∗
n(z1)
)
ϕ∗n+1(z1)(1− |αn|
2)1/2
Kn
∣∣∣∣∣ = O
(
|αn|
n
)
(5.8)
• If we change n to n+ 1, the same argument still holds. There-
fore,∣∣∣∣∣
(
ϕ∗n+2(z1)− ϕ
∗
n+1(z1)
)
ϕ∗n(z1)(1− |αn|
2)1/2
Kn
∣∣∣∣∣ = O
(
|αn+1|
n
)
(5.9)
• Observe that
|(1− |αn+1|)
1/2 − (1− |αn|)
1/2| = O(|αn|+ |αn+1|) (5.10)
Hence,∣∣∣∣∣
[
(1− |αn+1|)
1/2 − (1− |αn|)
1/2
]
ϕ∗n+1(z1)ϕ
∗
n(z1)
Kn
∣∣∣∣∣ = O
(
|αn+1|+ |αn|
n
)
(5.11)
• Finally, note that(
1
Kn+1
−
1
Kn
)
ϕ∗n+1(z1)ϕ
∗
n(z1)(1− |αn|
2)1/2 = O
(
1
n2
)
(5.12)
Combining all the estimates above, we have
|z1ξ˜n+1 − ξ˜n| = O
(
|αn|+ |αn+1|
n
)
+O
(
1
n2
)
(5.13)
As a result,
∞∑
n=0
|z1ξ˜n+1 − ξ˜n| <∞ (5.14)
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and by Theorem 2.2, the proof of the case m = 1 is complete.
5.2. Induction Step. We consider dµm as defined in (2.11) as a mea-
sure formed by adding a pure point to dµm−1 in the following manner
Let
γ˜j = (1− γm)
−1γj (5.15)
and
dµm−1 =
(
1−
m−1∑
l=1
γ˜l
)
dµ0 +
m−1∑
l=0
γ˜lδωl (5.16)
Then we could write
dµm = (1− γm)dµm−1 + γmδωm (5.17)
Recall that 0 <
∑m
l=1 γl < 1, or equivalently,
∑m−1
l=1 γl < 1 − γm.
Hence,
0 <
m−1∑
j=1
γ˜j = (1− γm)
−1
(
m−1∑
j=1
γj
)
< 1 (5.18)
Therefore, dµm−1 satisfies the induction hypothesis, so its family
of Verblunsky coefficients is ℓ2 and dµm−1 ∈ Wm(1, z1, z2, . . . , zm−1).
Hence, limn→∞ ϕ
∗
n(zm, dµm−1) exists and is equal to (1−
∑m−1
j=1 γj)
1/2D(zm, dµ0)
−1
(see remark following Theorem 2.3). As a result, we can use a similar
argument as in the base case and deduce that
αn(dµm) = αn(dµm−1) + zm
n+1 |D(zm, dµ0)|
2
D(zm, dµ0)2
1
n
+ En
= αn(dµ0) +
m∑
j=1
zj
ncj
n
+ En
(5.19)
where cj = zjD(zj, dµ0)
2/|D(zj, dµ0)|
2, 1 ≤ j ≤ m, are constants inde-
pendent of the weights γ1, γ2, . . . , γm and of n; andEn = En(z1, z2, . . . , zm, γ1, γ2, . . . , γm)
is in the order of o(1/n). This proves (2.12).
By estimating consecutive Verblunsky coefficients in the same way
we did in the base case, we prove that dµm ∈ Wm+1(1, z1, z2, . . . , zm).
Thus, we can apply Theorem 2.2 to prove that ϕ∗n(zm) tends toD(zm, dµm)
−1.
This completes the proof of Theorem 2.3.
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Remark: Note that if dµ0 ∈ Wp(ζ1, ζ2, . . . , ζp) and zj 6= ζk for
all j, k, we can use the same arguments as in the proof of Theorem
2.3 to prove similar results, i.e., αn(dµm) is in the form (2.12), dµm
is in Wm+p(ζ1, ζ2, . . . , ζp, z1, z2, . . . , zm) and that limn→∞ ϕn(z, dµm) =
D(z, dµm)
−1 for z 6= ζ1, ζ2, . . . , ζp, z1, z2, . . . , zm.
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