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Abstract 
Non-smooth dynamics driven by stochastic disturbance arise in a wide variety of engineering problems. 
Impulsive interventions are often employed to control stochastic systems; however, the modeling and 
analysis subject to execution delay have been less explored. In addition, continuously receiving information 
of the dynamics is not always possible. In this paper, with an application to an environmental restoration 
problem, a continuous-time stochastic impulse control problem subject to execution delay under discrete 
and random observations is newly formulated and analyzed. The dynamics have a non-smooth coefficient 
modulated by a Markov chain, and eventually attain an undesirable state like a depletion due to the non-
smoothness. The goal of the control problem is to find the most cost-efficient policy that can prevent the 
dynamics from attaining the undesirable state. We demonstrate that finding the optimal policy reduces to 
solving a non-standard system of degenerate elliptic equations, the optimality equation, which is rigorously 
and analytically verified in a simplified case. The associated Fokker-Planck equation for the controlled 
dynamics is derived and solved explicitly as well. The model is finally applied to numerical computation 
of a recent river environmental restoration problem. The optimality and Fokker-Planck equations are 
successfully computed, and the optimal policy and the probability density functions are numerically 
obtained. The impacts of execution delay are discussed to deeper analyze the model. 
 
Keywords 
Stochastic impulse control with random observations and execution delay; Non-smooth dynamics; 
Optimality equation; Fokker-Planck equation; Environmental restoration  
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1. Introduction 
We consider a stochastic control problem of a non-smooth dynamical system with partial observation and 
delayed execution: a new problem related to an environmental issue. In this section, we firstly review the 
stochastic control and then explain our objectives and contributions. 
 Optimal control theory is a pillar of modern mathematical sciences dealing with management of 
dynamical systems in engineering problems [1]. Stochastic control is a branch of the optimal control 
specialized for problems with noise-driven dynamics [2]. Management problems not limited to but include 
those of energy and resources [3, 4], population [5, 6], environment [7, 8], finance and economics [9, 10], 
and planning [11, 12] have been analyzed as stochastic control problems. 
 It is widely accepted that continuous-time stochastic control models based on stochastic 
differential equations (SDEs) [13, 14] serve as an efficient tool for approaching many scientific and 
engineering problems. In a standard modeling strategy of the stochastic control, some SDEs to be controlled 
are formulated and a performance index (or called objective function) to be optimized by controlling the 
dynamics is specified. Then, applying a dynamic programming principle [2] reduces the control problem 
to a degenerate parabolic or elliptic equation, called the optimality equation, from which the optimal control 
would be found. Solving the optimality equation is in general carried out either analytically [15-17] or 
numerically [18-20]. 
 The conventional framework assumes that the decision-maker controlling the target dynamics 
can receive complete information of the dynamics. However, this assumption is often violated in real 
problems especially in those related to environment and ecology. Continuously observing environmental 
and biological dynamics is a difficult task, and scheduled discrete observations of environmental and 
biological dynamics are more reasonable and feasible alternatives [21-23]. Under such situations, the 
decision-maker must make decisions based only on partial information, and the optimality equation 
becomes more complicated because of using strictly smaller filtrations [24, 25]. In some models, even the 
assumption of the scheduled observations is relaxed and only random observation processes are assumed 
[26]. This partial observation framework leads to a control problem subject to discrete and random 
observations that has been used in some financial models under restricted observation chances [27-29]. 
 Another difference between the ideal and real problems is the execution delay. Interventions that 
have much shorter time-scales than those of the target dynamics are reasonably considered to be impulsive 
[2]. Most of the impulse control models assume that the interventions are executed immediately at making 
the decisions [30, 31], while there would be execution delays in real problems due to technical reasons like 
communication and implementation delays. So far, problems with the execution delay have been studied 
theoretically from classical [32, 33] and viscosity viewpoints [34, 35] with dynamic programming [36]. 
Semi-analytical numerical schemes for approximating solutions to these problems have been developed in 
Perera and Long [37]. However, most of the existing models focus on financial and economic problems, 
but not those related to environment and ecology. 
 The objective of this paper is to formulate a stochastic impulse control problem based on discrete 
and random observation subject to execution delay, with a focus on a river environmental restoration 
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problem by wisely using earth and soils [23, 38]. These previous studies considered coupled algae-sediment 
dynamics, while we solely focus on the sediment dynamics to build a simpler model such that we can handle 
it analytically under certain assumptions. The mathematical problem analyzed in this paper has not been 
explored well to the best of the authors’ knowledge. The core of the problem is replenishing the sediment 
storage in a dam-downstream environment, which follows non-smooth dynamics modulated by a Markov 
chain representing river flows. We assume that the decision-maker can replenish the sediment impulsively 
with execution delay based on discrete and random observations. We formulate the model under a more 
general setting to cover wider range of replenishment problems where the occurrence of an undesirable 
state such as a depletion state should be avoided.  
 We show that the problem above can be formulated based on a dynamic programming principle 
reducing a control problem to an optimality equation as a system of degenerate elliptic equations. We 
demonstrate that the equation has a closed-form solution with some coefficients determined from algebraic 
equations under a simplification, and that a threshold type control is optimal by a verification argument. 
We also analyze the probability density function (PDF) of the controlled dynamics. Behavior of the PDFs 
of impulsively controlled stochastic systems has not been paid attention except for several recent studies 
[39, 40]. We heuristically derive the Fokker-Planck equation (FPE) governing the PDF of the controlled 
dynamics formulated based on the stochastic resetting [41] and controlled jump processes [42], and solve 
it analytically under the simplified case. The FPE is then verified with a Monte-Carlo simulation. Problems 
without the simplification are numerically handled using high-resolution finite difference schemes 
equipped with Weighted Essentially Non-Oscillatory (WENO) reconstructions [43, 44]. We show that they 
successfully approximate the exact solutions to the two equations under the simplification. The optimal 
sediment replenishment policy is finally analyzed numerically and the impacts of execution delay and 
model aggregation are discussed. 
 In summary, we contribute to formulation, analysis, computation, and application of a stochastic 
impulse control problem with execution delay and random discrete observation. The rest of this paper is 
organized as follows. The control problem is formulated and the optimality is presented in Section 2. A 
tractable case is studied in Section 3. The presented model is applied to numerical computation of a real 
problem in Section 4. Summary of this paper and our future are presented in Section 5. Appendices contain 
technical proofs of the analysis results and an explanation of the numerical scheme for the FPE. 
 
2. Mathematical model 
2.1 Dynamics without interventions 
We consider a system governing a continuous-time variable ( )
0t t
X X

=  driven by a continuous-time 
Markov chain ( )
0t t
 

= . Here, t  represents the time. The total number of the regimes of   is 
1I +   and is numbered from 0i =  to i I= . As in the standard setting of Markov chains [14], the 
switching matrix of   is set as , ,i j i j M
 

 =    with non-negative entries. Set  0 i IM i  = . We assume 
that   is irreducible and all the regimes are transient. 
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 Assume that X  represents a system state such that a larger value corresponds to a more 
desirable state and vice versa, and that the most undesirable state 0tX =  persists once it is attained unless 
there is some replenishment. Set the range of X  as  0,1D =  with a normalization. The degradation 
speed of the state is represented by :S M D + →  such that S  is non-negative, bounded in M D , 
( ),0 0S  = , and satisfies the one-sided Lipschitz continuity for each i M : 
 ( ) ( ) ( ) ( )
2
1 2 1 2 1 2, ,x x S i x S i x L x x− − −  −    for 1 2,x x D , (1) 
where 0L   is a constant. This is a standard assumption to well-pose non-smooth dynamics [45]. For 
example, ( )  0, i xS i x S  =  satisfies (1), where 0iS   is a constant and A  is the indicator function 
for the set A  (e.g.,  0 1x  =  if 0x   and  0 0x = =  otherwise). 
 Set 
0X x D=   and the governing SDE of X  without interventions as 
 ( )d , dt t tX S X t −= −  for 0t  . (2) 
This equation represents that the state degrades with the speed S . Its continuous solution can be formally 
expressed as 
 ( ) 0max 0, , d
t
t s sX x S X s −= −   for 0t  . (3) 
Because we are interested in a control problem to avoid 0tX = , we assume that the state eventually 
becomes undesirable: 
 ( )
0
, d
t
s sS X s − →+  almost surely (a.s.) as t →+  (4) 
and that (3) is the unique continuous path-wise solution to (2). These are satisfied for example if 
( )  0, i xS i x S  =  and 0 0iS   with some 0i M  [23, 46]. The solution is relevant for considering the 
replenishment problem because of its non-increasing nature. 
 
2.2 Dynamics with interventions 
We assume that the decision-maker can replenish the state X  by impulsive interventions. The observation 
times are represented by an increasing sequence  k k  =  and 0 0 = . The exponential distribution 
with a parameter p  is expressed as Exp p  and a random variable r  following Exp p  as Exppr  . 
 Assume that the interventions are determined at each observation time with the following rule: 
do nothing ( 0k = ) or replenish ( 1k = ). If 0k = , then the dynamics are not impulsively controlled at 
k  and 1 Expk k  + −  with 0  . On the other hand, if 1i = , then the state is impulsively moved 
to the most desirable state 1
k k
X + =  at a future time k k + , where Expk   with ( )   and 
( )1 Expk k k   + − + . Set 0k =  if 0k =  and k k =  if 1k = , and 0 0 = . Without significant 
loss of generality, we assume that each waiting time, each delay time, and the Markov chain   are 
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mutually independent with each other. We are assuming that each delay (
k ) and waiting time 
( ( )1k k k + − + ) flow some exponential distributions and that the waiting times are likely to be shorter 
than the waiting times. The exponential delay assumptions have been utilized to construct simpler models 
with delayed execution [32, 33]. Specifically, the present model becomes tractable owing to utilizing the 
exponential distributions (See, Section 3). 
 Consequently, the decision-maker can discretely and randomly observe the dynamics, and the 
state is impulsively updated with a random delay (Figure 1). 
 
 
Figure 1. Sketch of the observations and interventions. 
 
 The decision-maker can observe each ( ), ,
j jj
X    and ( ), ,j j j jj j X   + ++ , suggesting 
to set a natural filtration generated by the available information as ( ) ( )1, 2,0 0t t tt t = = F F F F , where 
 ( )   1,
0
, , , sup :
j jt j jj k
X k j t    
 
= = F  (5) 
and 
 ( )   2,
0
, , , sup :
j j j jt j j j jj k
X k j t    + +
 
= +  = +  F . (6) 
In summary, the dynamics of X  subject to the interventions are formulated as 
 ( )d , dt t tX S X t −= −  for 0t  , k kt  +  ( k  ) (7) 
with 
 
( )
( )
1 1
0
k
t
t k
X
X

+
 =
= 
=
 for 
k kt = +  ( k  ). (8) 
The amount of replenishment at each 
k k +  is 
 
( )
( )
1 1
0 0
k k k
k
k
X 


+ − =
= 
=
. (9) 
A set of admissible control C  contains continuous-time processes ( )
0t t
 

=  such that it equals 
k  at 
each 
k k +  and 0 otherwise, and k  is adapted to kF . The last condition is due to that the 
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replenishment may be carried out at 
k kt = +  but its decision at kt = . 
 
2.3 Performance index and value function 
A performance index is an index to be minimized with respect to  C . The undesirable state 0tX =  
can be avoided by interventions, but such activities are costly. We consider an infinite-horizon setting to 
formulate a simpler problem. The conditional expectation with respect to ( ) ( )0 0, ,X i x =  is denoted as 
,i x
. The performance index to be minimized is 
 ( )  
( )
 ( ), 0 00
1
, , d k k
s k
i x s
kX
k
i x e s e c d
 

    
 − +−
= 

 
= + + 
 
 , (10) 
where 0   is the discount rate representing a myopic decision-maker by a larger value, 0c   is the 
coefficient of proportional cost, and 0d   is the fixed cost. The first term in the right-hand side of (10) 
penalizes the undesirable state, and the second term represents the intervention costs paid at the time of 
replenishment. No cost is incurred if there is no replenishment ( 0k = ).  
 Finally, the value function : M D  →  is the minimized  : 
 ( ) ( ), inf , ,i x i x

 

 =
C
. (11) 
The goal of the control problem is to find a maximizer ( )* *
0t t
 

= , an optimal control, of (11). Notice 
that   is well-defined since clearly 0   and the right-hand side of (10) is bounded because of 0   
and the compactness of D . We can check this by substituting the null control ( 0k = , 1k  ) to (11). 
 
2.4 Optimality equation 
We present the optimality equation governing  . It is justified in the next section. Based on the heuristic 
arguments of the discrete and random observations [26] and execution delay [33], our optimality equation 
is 
 ( )   ( )  ( )  ,0 0
,
d ˆ, min ,
d
i
i i j i j i i ix x
j M j i
S i x
x
    
 =
 

 + +  − +  −   = , ( ),i x M D   (12) 
and 
   ( )( ) ( )
,
00
ˆ d 1 1
s
i x s
i X
e s e c X d e


  
 
− − −
=
  = + − + + 
   , ( ),i x M D   (13) 
with the notations ( ) ( ),i x i x = , ( ) ( )ˆ ˆ ,i x i x =  , and Exp . No explicit boundary condition is 
necessary at 0,1x =  since the characteristics of the process X  are vanishing or inward at the boundaries. 
 Heuristically, given an observation ( ),
k k
X   at k , assuming a Markov control of the form 
( )* * ,
k k
X   = , we guess the optimal control 
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 ( )
( ) ( )( )
( ) ( )( )
*
ˆ0 , ,
,
ˆ1 , ,
k k k k
k k
k k k k k k
X X
X
X X X
   
 
     
 
 
 +
   

= 
−   

, (14) 
which is justified both mathematically and numerically in this paper. In this view, finding an optimal control 
is achieved by solving (12). 
 By Exp , (13) is rewritten as 
 
  ( )( ) ( ) 
 
( ) ( )( ) ( ) 
 
( ) ( )( ) ( ) 
( )
 
,
00 0
,
00 0 0
,
00 0
,
0
ˆ d 1 1 d
d d 1 1 d
d d 1 1 d
1
ts
ts
ts
t
t
i x t s t t
i tX
t ti x t s
tX
ti x t s
tXs
ti x
X
e e s e c X d e t
e e s t e c X d t
e e t s e c X d t
e c
   

  

  

 
 
  
  
 

− − − −
=
  − +− −
=
   − +− −
=
− +
=
  = + − + + 
  
 = + − + +
  
 = + − + +
  
= + −
 
  
  
( )( ) ( ) 
0
1 d
tt
X d t
 + + 
  
, (15) 
where the order of integrations has been exchanged between the second and third lines. This representation 
of ˆ
i  is more convenient from a computational viewpoint because invoking the Feynman-Kac formula 
[47] formally leads to the governing equation of ˆ  given  : 
 ( ) ( )   ( )   ( )( ) ( ),0 0
,
ˆdˆ ˆ ˆ, 1 1
d
i
i i j i j ix x
j M j i
S i x c x d
x
      
 =
 

+  + +  − = + − + +  . (16) 
Again, no explicit boundary condition is necessary for 0,1x = . Consequently, our optimality equation is 
a coupled degenerate elliptic system containing (12) and (16). Stochastic control models with impulsive 
interventions with delayed executions sometimes associate optimality equations containing more than one 
degenerate elliptic systems [34]. However, to the best of the authors’ knowledge, the above-presented 
optimality equations has not been presented so far. 
 
3. Mathematical analysis 
3.1 Optimal control under a simplified case 
We show that the optimality equation (12) gives an optimal control under a simplified condition. We 
analyze a single-regime case ( 0I = ) and ( )  0, yS i x S =  with 0S  . The sub- and super-scripts 
representing the regimes are omitted here. A more realistic case is numerically analyzed in Section 4. 
 Under this setting, (12) simplifies to 
    ( )  0 0
d ˆmin ,
d
x x
S
x
   
 =

+ + −   = . (17) 
By (15), ˆ  is found as 
 ( ) ( )ˆ 1
x
Sx c x e
 
   
+
−
 = − + +   (18) 
with constants 
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cS
c d


   
 
= + + 
+ + 
, 


 
=
+
, and 
( )
2
1 cS

   
= −
+ +
. (19) 
 A reasonable control policy would replenish the state if it is close to the undesirable state 0: 
 
( )
( )
*
1 0
0 1
k k k
k
k
X X x
x X
  


+
 −  
= 
 
 (20) 
with some threshold value ( )0,1x  . We explore a smooth solution ( )1C D  and show that it equals 
the value function   and further that this policy is optimal under certain assumption. 
 By (14), we infer 
 
  ( )  0 0d ˆdx xS x    =

+ + − =  for 0 x x   and 
d
0
d
S
x


+ =  for 1x x  , (21) 
from which we get 
 ( )
( )
( )
( )
( )
1
0
1 1
x x
S S
x
S
De Ax B Ce x x
x
e x x
   

+ +
− −
−

+ + +  
 = 
   
 (22) 
with 
( )
( )
2
1cS
A
  
    

= + +
+ ++
,
c
B
 
 
= −
+
, C


 
= −
−
,
( )1
1
cS
D
    
     
+ 
= − + 
+ + − 
. (23) 
There are the two unknowns x  and ( )1 , meaning that two equations are necessary to determine them. 
Assume ( )0,1x  . We guess the smooth-pasting condition 
 ( ) ( )0 0x x − =  +  and ( ) ( )
d d
0 0
d d
x x
x x
 
− = + , (24) 
from which we try to determine the unknowns. They are lengthy and are not presented here (See, Appendix 
B), but can be directly obtained from (22). Although we have to solve the algebraic system (24) to get the 
two coefficients of the solution, the system can be solved using common numerical methods like standard 
Picard, Newton, or some trial and error methods with an arbitrary high accuracy. 
Now, we present our first mathematical analysis result on the optimal control. 
 
Proposition 1 
Assume that the coupled equations (24) have a unique solution ( )( )1 , x  with 0 1x  . Then, we have 
   in D . Furthermore, the control (20) is optimal and thus  =  in D . 
 
Theoretically, the existence of the unique solution ( )( )1 , x  should be discussed to complete 
the statement of the existence of the simplified model. Appendix B addresses this issue analytically and 
shows that the threshold ( )0,1x   uniquely exists at least if the parameters 1, , , 0c d  −   are small; 
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namely if the intervention costs are small, the delay intensity is small, and the discount rate is small. The 
last assumption means that the decision-maker is close to be Ergodic and thus controls the dynamics from 
a long-run viewpoint. As a byproduct of Appendix B, we get ( )1 0  . Then, (22) implies that the exact 
solution, the value function, is decreasing, smooth, and convex in D . See Figure 2 plotting the value 
function, verifying the theoretical results. Especially, the conditions (14) and (20) are verified. 
 
 
Figure 2. The functions ( )x =  (Blue) and ( )ˆ ˆ x =  (Red), and the corresponding threshold 
0.807x =  (Green). The parameter values have been chosen as follows: 1/ 7 = , 1 = , 0.07S = , 
0.30c = , 0.20d = , and 0.1 = . 
 
3.2 Fokker-Planck equation and probability density function 
An FPE equation is a governing equation of the PDF of state variables governed by a system of SDEs. For 
piecewise deterministic systems driven by Markov chains, the FPEs are systems of local linear hyperbolic 
equations [48, 49]. However, our FPE is a non-standard form because of the delayed interventions.  
 In this sub-section, we assume that the threshold value ( )0,1x   is given. There exist three 
issues to be considered in our problem. The first issue is that the state variable may be impulsively moved 
to a boundary point if it is smaller than x  at the observation. The second issue is that this impulsive 
intervention is subject to the delay. The third issue is the non-smooth drift coefficient. 
 The first issue is resolved by invoking the stochastic resetting argument [41] handling the state 
variables moved to a point randomly. The second issue is then resolved by the jump rate argument [42] that 
can analytically characterize the jump rate from a state to another. In our case, the key fact is that the delay 
follows an exponential distribution. The last issue can be solved by considering an integral formulation. 
We formulate the FPE only heuristically as in Yaegashi et al. [40] and validate it using a Monte-Carlo 
method. Its derivation based on physical considerations is beyond the scope of this paper, and will be 
addressed elsewhere.  
 Assume a steady condition where the PDF of attaining the state x  is ( )p p x= . There are two 
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cases at each time instance; the state is during the delay duration waiting for the execution (W : Waiting 
case) or not ( N : Non-waiting case). The PDFs of these cases are denoted as ( )W Wp p x=  and 
( )N Np p x= , respectively. We have W Np p p+ =  and the mass conservation d 1
D
p x = . Since the 
boundary points 0,1x =  are not absorbing, the probability flux 
aF , given by  0 axS p −  inside the 
domain ( a  represents W  or N ), should vanish at 0,1x = . 
In this paper, the FPE of the controlled dynamics is formulated as 
 
d
0
d
N
N
F
p
x
+ =  for  0,x x , (25) 
  1
d
0
d
N
x
F
c
x
 
=
− =  for ( ,1x x  with ( )
 0,1
dWc p x x=  , (26) 
 
d
0
d
W
W N
F
p p
x
 + − = ,  0,x x  (27) 
with 
 ( ) 0Wp x =  for ( ,1x x  and ( )1 0Np = , (28) 
where  x y =  represents the Dirac Delta concentrated at x y= . Each equation is explained as follows. 
The first equation (25) means that the non-waiting case transits to the waiting case at the rate   if x x . 
The second equations (26) mean that the waiting case transits to the non-waiting case with 1x =  at the 
rate   [41] only when the state just before was in the waiting case. The third equation (27) means that, 
when x x , the non-waiting case transits to the waiting case at the rate of   and the waiting case transits 
to the non-waiting case with 1x =  at the rate  . The last equations (28) mean that the waiting case with 
x x  does not occur due to the non-increasing nature of the state variable X , and the state variable 
immediately leave 1x =  by 0S  . 
 The equations (25) and (27) at 0x =  should be more clearly characterized due to the non-
smoothness of the drift. Consider (25) in  0, h  with 0 h x  . An integral form of (25) is set as 
 
 0,
d
d 0
d
N
N
h
F
p x
x

 
+ = 
 
 . (29) 
Applying the classical divergence formula to (29) yields 
 
 
( ) ( )
 
( )
 0, 0, 0,
d
0 d 0 d d
d
N
N N N N N N
h h h
F
p x F h F p x Sp h p x
x
  
 
= + = − + = − + 
 
   . (30) 
By (30), and taking the limit 0h →+ , we infer 
 ( )
 0,0
0 lim dN N
hh
p p x
S

→+
+ =  , (31) 
implying that ( )0Np  is proportional to  0x = . If its proportional constant is denoted as 0Nc  , then 
 ( )0N Np c
S

+ = . (32) 
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Similarly, we infer from (30) that ( )0Wp  is  0W xc  =  with 0Wc   satisfying 
 ( )0W W Np c c
S S
 
+ = − . (33) 
The appearance of the singular terms implies that the state 0tX =  may persist until the next intervention. 
 The next proposition shows the existence of a PDF with ( ), 0,1W Np p C , showing in particular 
the positivity , 0N Wc c  . 
 
Proposition 2 
The FPE (25)-(28) admits ( ), 0,1W Np p C  with (32), (33), and ( )d 1N W
D
p p x+ = . They are 
expressed as 
 ( )
  ( )
( ) ( )
 ( ) ( )
1
1
1
0
1
1
1
0
0
1 1
S x
x
S x x
N
x
ce x
p x S ce x x
S c x x


 

 
−
−
− −
=
−−
−
=
 =


=  

−  

 and ( )
  ( )
( ) ( )( ) ( )
( )
1 1
0
0
0
0 1
x
S x x S x x
W
Ec x
p x Fc e e x x
x x
 

− −
=
− −
=


= −  

 
 (34) 
with 
 
1 1
0
S x S xe e
E
  
 
− −− −−
= 
−
, 
( )
0F
S

 
= 
−
, 
( )1 1
1
0
1 1
c
S x − −
= 
+ + −
. (35) 
 
The above-presented exact solution is verified numerically. We use a Monte-Carlo method using 
64 10  sample paths with a standard Forward-Euler method with the time increment of 0.0025. This is a 
purely statistical numerical method that is fundamentally different from the theoretical consideration above. 
The parameter values are set as 1/ 7 = , 1 = , 0.07S = , and 0.807x = . Figure 3 compares the 
above-presented exact PDF and the computed one (histogram with the interval of 1/200) in ( 0,1 . The 
weights 
Wc  and Nc  at the origin 0x =  are 0.1253 and 0.02089 in the exact PDF, and 0.1254 and 
0.02082 in the numerical computation, suggesting their good agreement. In addition, the computed profiles 
of the PDFs agree with each other from both qualitative and quantitative viewpoints. The computational 
results suggest that the FPE and the derived PDF are correct ones. 
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Figure 3. Comparison of the exact and numerical PDFs (Blue circles: non-waiting case with the Monte-
Carlo method, Red circles: waiting case with the Monte-Carlo method, Black line: non-waiting case with 
the exact solution, Grey line: waiting case with the exact solution) in ( 0,1 . The green vertical line 
represents the threshold 0.807x = . 
 
3.3 The equations without the simplification 
We conclude this section with remarks on the model without the above simplification. Firstly, the 
verification argument can be extended to the original optimality equation (12). More specifically, assume 
the existence of a smooth solution ( )1i C D  , i M  with the threshold type control 
 
( )
( )
*
1 0
0 1
k k k k
kk
k
X X x
x X


   
 

+
 −  

= 
 

 (36) 
with some ( )0,1ix   ( i M ). Then, we can directly follow the argument of the Proof of Proposition 1 
(Appendix A) and obtain a similar verification result showing the optimality of (36). However, the 
existence of such a solution is not trivial because it is hopeless to get an exact solution explicitly as in the 
single-regime case. Later, we show numerically that the optimal policy is not always of the form (36), but 
maybe 0 or 1ix = , or even “Do nothing” is optimal for some i M . 
 Secondly, the FPE without the simplification can also be set heuristically. The difference 
between the problems with and without the simplification is that the former admits regime switching by the 
Markov chain  , while it is absent in the latter. Based on this observation, the stationary PDFs in these 
cases are denoted as ( ), ,i W Wp p i x=  and ( ), ,i N Np p i x=  for ( ),i x M D  , respectively. We should 
have the mass conservation ( ), , d 1i W i N
D
i M
p p x

+ = . The probability flux is ( ), ,,i a i aF S i x p= −  ( a  
represents W  or N ). The linear terms on the regime switching are then added to the FPEs [48, 49]. 
Consequently, for each i M , we obtain 
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,
, , , , ,
, ,
d
0
d
i N
i N i j i N j i j N
j M j i j M j i
F
p v p v p
x

   
 
+ + − = 
 
   for  0,x x , (37) 
  
,
, , , , 1
, ,
d
0
d
i N
i j i N j i j N i x
j M j i j M j i
F
v p v p c
x
 
=
   
 
+ − − = 
 
   for ( ,1x x  with ( )  ,0,1 di i Wc p x x=  , (38) 
 
,
, , , , , ,
, ,
d
0
d
i W
i W i N i j i W j i j W
j M j i j M j i
F
p p v p v p
x
 
   
 
+ − + − = 
 
  ,  0,x x  (39) 
with 
 ( ), 0i Wp x =  for ( ,1x x  and ( ), 1 0i Np = . (40) 
The singular nature at 0x =  would appear in this case as well, but the fact is more difficult to check 
analytically. We investigate this issue numerically along with behavior of the optimal control using 
identified parameter values and coefficients. 
 
4. Application 
4.1 Numerical schemes 
4.1.1 Optimality equation 
The optimality equation and the FPE are numerically discretized to compute the optimal control and the 
PDF of the controlled dynamics using realistic coefficients and parameter values. The numerical schemes 
used in this paper are finite difference and semi-Lagrangian schemes based on the WENO reconstructions. 
The WENO reconstructions have been widely employed to efficiently compute numerical solutions to 
linear and nonlinear degenerate elliptic equations and parabolic equations, owing to its unique nature of 
nonlinearly reconstructing solutions on computational grids so that numerical oscillations are minimized 
while the accuracy is maintained [50, 51]. 
 The scheme for the optimality equation is that of Carlini et al. [43] here applying a semi-
Lagrangian discretization to ( )  0
d
,
d
i
i x
S i x
x
 


 +  (  represents   or ˆ ) and a classical forward 
Euler discretization to the other terms. The scheme itself is therefore not special, and is not explained in 
detail here. The optimality equation is supplemented with artificial temporal terms as 
 ( )   ( )  ( )  ,0 0
,
ˆ, min ,i ii i j i j i i ix x
j M j i
S i x
t x
    
 =
 
 
+  + +  − +  −   =
 
  (41) 
and 
 ( ) ( )   ( )   ( )( ) ( ),0 0
,
ˆ ˆdˆ ˆ ˆ, 1 ,1
d
i i
i i j i j ix x
j M j i
S i x c x d t
t x
      
 =
 
 
+ +  + +  − = + − + + 

 , (42)
where the solutions are now dependent on the (artificial) time 0t   as ( ),i i t x =   and ( )ˆ ˆ ,i i t x =  . 
The original optimality equation (12) is expected to be numerically recovered with a sufficiently large time 
0t  . This pseudo-time discretization method has successfully been applied to degenerate elliptic 
equations [52]. The semi-Lagrangian nature of the scheme allows us to discretize the equation in a stable 
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and efficient way [43]. The initial condition is set as ˆ 0i i = =  in M D . 
 
4.1.2 Fokker-Planck equation 
The FPE is also computed by adding the artificial temporal partial differential terms: 
 
, ,
, , , , ,
, ,
0
i N i N
i N i j i N j i j N
j M j i j M j i
p F
p v p v p
t x

   
   
+ + + − = 
   
   for  0,x x , (43) 
 
, ,
, , , , 1
, ,
0
i N i N
i j i N j i j N i x
j M j i j M j i
p F
v p v p c
t x
 
=
   
   
+ + − − = 
   
   for ( ,1x x , ( )  ,0,1 , di i Wc p t x x=  , (44) 
 
, ,
, , , , , ,
, ,
0
i W i W
i W i N i j i W j i j W
j M j i j M j i
p F
p p v p v p
t x
 
   
   
+ + − + − = 
   
  ,  0,x x  (45) 
with 
 ( ), , 0i Wp t x =  for ( ,1x x  and ( ), ,1 0i Np t = . (46) 
Again, we expect that the FPE is numerically recovered with a sufficiently large time 0t  . The initial 
condition must be non-negative as well as conservative ( ( ), , d 1i W i N
D
i M
p p x

+ =  at 0t = ). The extended 
FPE is discretized using a classical upwind scheme combined with the WENO reconstruction [44]. A 
careful spatial discretization is required to maintain the mass conservation property. In addition, 
numerically solving FPEs with singular solutions like ours requires a careful discretization to correctly 
reproduce the solutions [53]. The discretization procedure of the numerical scheme for the system (43)-
(46) is explained in Appendix C, showing that our scheme is conservative. The numerical experiment 
below demonstrates that the scheme correctly reproduces the singular solution. 
 
4.1.3 Performance of the schemes 
The two numerical schemes are examined with the exact solutions derived for the single-regime case before 
their applications to a real-world problem. The domain D  is discretized with 50 1n+  ( 1,2,4,8,16n = ) 
vertices and the convergence of numerical solutions to the exact solutions are evaluated. The parameter 
values are set as 1/ 7 = , 1 = , 0.07S = , 0.30c = , 0.20d = , and 0.1 = . The threshold value x  
calculated from the specified parameter values is 0.807182, which was calculated using a trial and error 
method with the error smaller than 10-10. This value is utilized in the numerical computation of the FPE. 
Since the computation here focuses on the single-regime case, the terms on the regime-switching (terms 
containing ,i j ) are dropped from the equations. This simplification is not problematic because the source 
of the errors would be the first-order partial differential terms with respect to x , the coupled nature of the 
optimality equation, and the singularity at 0x = . 
The time increment t  is set as ( )
1.5
5t x =   for both the optimality and Fokker-Planck 
equations. This time increment is theoretically optimal for solving the optimality equation, and we should 
have the order of 1.5 for the numerical solutions to the equation [43]. This means that the computational 
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errors 
1e  and 2e  between the numerical resolutions (total number of vertices) 1n n=  and 2n n=  
(
2 1n n ) should satisfy the scaling law is not worse than 
( )2 1
2 12
C n n
e e
− −
=  with the convergence rate 
1.5C = . For the FPE, it seems to be difficult to obtain a similar estimate because of the singularity. In the 
computation below, the threshold x  is detected at a mid-point of some successive vertices. Each 
computation is terminated at the time step where the absolute difference between the numerical solutions 
at the successive time steps becomes smaller than the small error tolerance 1410− . 
Tables 1-2 show the l  errors (maximum difference between the numerical and exact solutions 
among all the vertices) between the numerical and exact   and the errors between the numerical and 
exact x , respectively. The estimated convergence rate ( C  in the previous paragraph) are also presented 
in the tables, which are better than the theoretical one discussed above. The error of x  is smaller than the 
distance between each successive vertex.  
Table 3 shows the l  errors between the numerical and exact ,N Wp p  of the FPE for 0x  . 
For each computation, the error is calculated for both 
Np  and Wp , and the larger one is chosen. The 
computational results show that the numerical solutions, although with some irregularity in the convergence 
rate, converge to the exact solution as the resolution becomes fine for 0x  . The error at the vertex placed 
at 0x =  is considered in a separate table. The exact values of the weights of the Dirac Deltas at 0x =  
are 0.12534 and 0.02089 for the non-waiting case and waiting case, respectively. Table 4 presents the 
absolute error on the singular part at 0x = , where the singular parts of the numerical solutions are 
estimated as /Np h  and /Wp h  with h  the cell size (Appendix C). The error decreases as the 
resolution increases. Consequently, we demonstrated that the employed schemes work successfully.  
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Table 1. Computed errors measured by the l  error and the corresponding convergence rates: the 
optimality equation. 
Resolution n  1 2 4 8 16 
Error 1.37.E-02 3.43.E-03 8.70.E-04 2.30.E-04 7.00.E-05 
Convergence rate 2.03 1.99 1.93 1.72 
 
 
Table 2. Computed threshold value x  and the corresponding error. 
Resolution n  1 2 4 8 16 
Computed x  0.81 0.805 0.8075 0.80625 0.806875 
Error 2.82.E-03 2.18.E-03 3.18.E-04 9.32.E-04 3.07.E-04 
 
Table 3. Computed errors measured by the l  error and the corresponding convergence rates: the FPE. 
The error at the vertex placed at 0x =  is not considered here. 
Resolution n  1 2 4 8 16 
Error 1.02.E-02 2.01.E-03 1.96.E-03 8.71.E-04 2.89.E-04 
Convergence rate 2.38 0.04 1.17 1.59 
 
 
Table 4. Computed errors of the weight of the singular part at 0x =  
Resolution n  1 2 4 8 16 
Non-waiting case 2.44.E-03 1.51.E-03 6.20.E-04 4.05.E-04 1.88.E-04 
Waiting case 4.07.E-04 2.52.E-04 1.03.E-04 6.76.E-05 3.13.E-05 
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4.2 Computational conditions: sediment storage management 
4.2.1 Problem background 
The problem considered here is a sediment (earth and soils) replenishment problem in a dam-downstream 
river [23, 46]. A common issue that dam-downstream river environments worldwide encounter is the 
sediment trapping by dams [54], with which the sediment transport from the upstream is critically reduced 
or even stopped. The reduced sediment transport triggers an unnatural river environmental condition where 
nuisance algae grow thickly due to the reduced physical disturbance [23, 55, 56]. As a mitigation policy 
against the sediment trapping, replenishment of earth and soils from outside the river has been carried out 
in several case studies [57, 58]. It has been experimentally found that replenishing sediment is indeed 
effective for restoring the degraded dam-downstream river environment. Optimization of the sediment 
replenishment is a problem that has been paid less attention from a theoretical side. Especially, the existing 
models including the previous models by the authors [23, 46] do not consider the execution delay. This is 
the motivation of applying the present model to this sediment replenishment problem. 
The case considered here is a problem of O Dam, H River, Japan [23, 46] to avoid sediment 
depletion in the dam-downstream reach. In this river, the O Dam has been working from 2011 for multiple 
purposes including water resources supply and flood mitigation. The sediment trapping is currently an 
environmental issue like many other rivers having dams. The stakeholders including a local fishery, the 
government of Japan, and the local government have been discussing about this issue in recent years. In 
April 2020, they initiated a sediment replenishment project and experimentally replenished the sediment in 
this month, with the amount of 100 (m3). The planning of sediment replenishment is still not fixed, but the 
executions/observation can be possible at most weekly. The execution delay from a decision-making to the 
replenishment would require at least one to a few days because the earth and soils serving as the sediment 
must be transported from outside the river. In this section, we consider the optimal sediment replenishment 
policy with different values of the delay intensity  . 
 
4.2.2 Coefficients and parameters 
The coefficients and parameters are specified to carry out the numerical computation. Assume that a 
sediment lump with the maximum volume normalized to be 1 is placed in a dam-downstream river reach. 
The coefficient S  is specified as ( )  0, i xS i x S  =  with non-negative constants  i i MS  . Assume that 
the river flow discharge, which is denoted as  i i Mq  , is specified for each flow regime. We assume 0iq   
( i M ) and consider 
iS  as a function of iq  as ( ) ( )
i
i q q
S q S q
=
= . In this setting, S  physically means 
the transport rate of the sediment lump per unit time. A key fact is that S  can be estimated using the semi-
empirical hydraulic formulae (Yoshioka [46]; Chapter 1 of Szymkiewicz [59]): 
 ( )  
3
1.5
2
c
1
8 max ,0S q B g
Y
 =  − , s 1 0



= −  , 
( )q
g

 
 = , and 
c 0.047 = , (47) 
which is by the Meyer-Peter-Müller formula [60, 61] with 
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 ( )
3 7 3 3
5 10 5 5
Mq ghl gn l B q  
−
= = , (48) 
which is by the Manning formula. Here, Y  is the maximum volume of the storable sediment in a physical 
space, B  is the river channel width, g  is the gravitational acceleration,   is the diameter of sediment 
particles,   is the density of water, 
s  is the soil density,   is the bed shear stress as a positive and 
increasing function of 0q  , 
Mn  is the roughness coefficient and l  is the channel slope. The 
relationship (47) implies that the transport rate is determined from the physical quantities, and that the 
sediment transport occur only when the discharge is large enough such that 
c  . The parameters for 
the system dynamics are set as follows: 9.81g =  (m/s2), 25B =  (m), 0.001l =  (m), 
M 0.03n =  
(m1/3/s), 1,000 =  (kg/m3), 2,600s =  (kg/m
3), 35.0 10 −=   (m), and 100Y =  (m3).  
 The Markov chain   identified from an hourly discharge data [46] is utilized in this paper, but 
can be statistically estimated in any rivers if time-series of river flow discharge is available. The 
identification method itself is not the interest of this paper, but can be found in Yoshioka [46]. Yoshioka et 
al. [23] addressed a similar but coarser identification problem of a Markov chain from a discharge time-
series data. We note that modeling river flow regimes by Markov chains is a common approach in 
hydrology and related research areas [62]. We set 42I =  with the discharge for each flow regime as an 
increasing function with respect to i : 1.25 2.5iq i= +  [46]. Figure 4 shows the switching rates matrix 
, 0 , 42i j i j
 
 
 =    (1/day). Under this setting, we have 0iS =  for 0,1i = , meaning that the sediment 
transport does not occur during these low flow regimes. All the regimes are transient, and therefore the 
employed Markov chain satisfies the assumption (4). The stationary probability densities of the regimes 
0,1,2,3,4i =  are 0.663, 0.124, 0.0962, 0.0378, 0.0140, respectively. The stationary probability densities 
for the other regimes are smaller than 0.01. 
The other parameters are specified as follows. The discount rate  , which is the inverse of the 
time-scale of the decision-making, is set as 0.2 (1/day). The parameters c  or d  are set as 0.1c =  and 
0.05d = . Using a too large c  or d  seem to give a trivial policy that does not supply sediment at all 
(always supply the sediment), while too small values result in another trivial policy unconditionally 
replenishing the sediment at each observation. We set 1/ 7 =  (1/day) assuming a weekly observation on 
average. Unless otherwise specified, we set 1 =  (1/day) assuming one-day delay on average. 
On the computational resolution, we discretize D  with 350 and 175 equidistant vertices for the 
optimality equation and FPE, respectively. The time increment for the optimality equation is set as 
( )
1.5 45 1/ 350 7.64 10−=   (day) and that for the FPE as 550 .0 7/ 1. 1 175 10−=  (day). These values have 
been employed because using larger time increments was found to affect stability and accuracy of the 
numerical solutions. Each computation is terminated under the same criterion with that of Section 4.1.3.  
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Figure 4. The switching rates matrix , 0 , 42i j i j
 
 
 =    (1/day) of the Markov chain. Notice that the 
diagonal elements (Colored black) are not used in our computation. 
 
 
4.3 Impacts of the execution delay 
We firstly present the computational results with 1/ 7 =  (1/day) and 1 =  (1/day). Figures 5-6 are 
representative figures of the computed optimal control ( )* ,i x =  and value function ( ),i x =   
(Figure 5), and the optimal control ( )* ,i x =  and the PDF ( ),p p i x=  (Figure 6).  
From Figure 5, the optimal control is almost activated ( ( )* , 1i x x = − ) for relatively small i . 
The non-monotone bang-bang nature of the control is due to utilizing the identified, and thus a non-
parametric Markov chain estimated from an available data. A more regular profile of the optimal control 
may be obtained if we employ a parameterized model for the river flow regimes. Such models would be 
more tractable, but is possibly less flexible. The computational results suggest that the threshold type 
control considered in the tractable case applies to the flow regimes with relatively small i . The obtained 
numerical solution suggests that the sediment replenishment should not be carried out when the flow 
discharge is high, because more rapid sediment transport would occur in these regimes. Although not 
explicitly considered in this paper, replenishing the sediment under such high flow discharges may not be 
feasible in the real world. Considering this fact in the model would require the implementations cost to be 
regime-dependent and to specify a higher cost for larger i . 
Figure 6 demonstrates that the PDF is large for the small i  or along 0x = . The boundary 
singularity emerging in the exact solution in Section 3 also appears in the present case, implying that the 
solution is useful for analyzing the boundary behavior of the controlled dynamics. In Figure 6, we also find 
that the model has another singularity along the other boundary 1x =  for the regimes 0,1i = . Under the 
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employed computational condition, the transport rate S  vanishes for these two regimes because of the 
small flow discharge such that the sediment particles are not transported (
c ). In addition, the 
identified Markov chain has a stationary PDF concentrated at the low flow regimes.  
Based on these findings, the singular behavior of the PDF can be explained as follows. Once the 
sediment is replenished, the sediment storage becomes the full 1x = . The sediment replenishment is 
carried out at the low flow regimes ( 0,1i = ) under which with a high probability. Because the sediment 
transport does not occur in these regimes, the maximum value 1 persists for some finite interval until the 
flow regime transits to a relatively higher one ( 2i  ). This mechanism is not considered in the exact 
solution derived in Section 3 because it considers only one regime. Therefore, the singularity found along 
the boundary 1x =  is a unique phenomenon emerging in this truly regime-switching model. The 
probabilities of the state along the boundaries 0x =  and 1x =  are estimated from the PDF as 0.209 and 
0.231, respectively. Therefore, the sediment storage is either empty or full with the probability of 0.440, 
implying that evaluating the boundary states are important for understanding the controlled sediment 
storage dynamics subject to the delayed execution. 
Finally, the impacts of execution delay are investigated from the two viewpoints suggested by 
the analysis above: the optimal control and the boundary behavior of the PDF. Figure 7 compares the 
optimal controls for different values of   (1/day), showing that the areas with positive *  increase as 
  decreases. Recall that a smaller   is likely to induce a larger execution delay. Due to the exponential 
distributional nature of the execution delay, the result implies that the optimal policy becomes getting closer 
to the policy with the unconditional sediment replenishment (
* 0   except along 1x = ). Figure 8 
compares the boundary probabilities ( ) ( )0 Pr 0P x= = , ( ) ( )1 Pr 1P x= = , and ( ) ( )0 1P P+  for 
different values of the delay intensity   (1/day) under the corresponding optimal controls. The 
computational results show that the boundary probabilities are in general decreasing with respect to  . 
Especially, the probability ( ) ( )0 1P P+  rapidly increases as   becomes smaller than 1. Therefore, there 
would exist a critical value of  , below which (resp., above which) the boundary probability is sensitive 
(resp., insensitive to) to the execution delay. In our case, the execution delay larger than one day may on 
average significantly increase the probabilities that the sediment storage is either empty or full at the 
observations. In addition, the computational results suggest that the controlled dynamics would not be 
critically changed by forcing the delay intensity   to become larger than 1 (1/day).  
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Figure 5. The computed value function   (Colored curves) and the associated optimal control 
*  
(Positive where the circles present). 
 
 
Figure 6. The computed PDF p  (Red curves) and the associated optimal control *  (Positive where the 
circles present). The PDF is plotted only at the points where 
410p − .  
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Figure 7. Comparison of the optimal controls for different values of the delay intensity   (1/day) (Blue: 
larger value 4.0 = , Green: nominal value 1.0 = , and Red: smaller value 0.25 = ). The areas with 
* 0   are plotted in the figure. For 0.25 = , the computed *  is positive for positive i  
 
 
Figure 8. Comparison of the boundary probabilities ( )0P , ( )1P , and ( ) ( )0 1P P+  for different values 
of the delay intensity   (1/day).  
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5. Conclusions 
We considered a stochastic control problem of a piecewise-deterministic non-smooth dynamics with 
discrete random observations and delayed impulsive interventions. We presented the optimality equation 
governing the optimal control and the value function, and the FPE governing the PDF of the controlled 
dynamics. We demonstrated that they are tractable under a simplified case. The optimality equation under 
the simplification is verified to admit a threshold type optimal policy. The FPE under the simplification 
admits a PDF having a boundary singularity. The latter was validated with a Monte-Carlo method. We 
utilized numerical schemes for discretizing these equations and demonstrated their convergence. The two 
equations were finally applied to a recent sediment storage dynamics problem in a river, implying an 
importance of considering the execution delay in the application. 
 We could numerically analyze the delay-dependence of the optimal control and the controlled 
PDF; however, their mathematical justification is still an open issue. The problem considered in this paper 
assumed an execution delay following an exponential distribution; however, more general distributions, 
such as a gamma distribution, may be more realistic. In such a case, both the optimality equation and the 
FPE would become more complicated. The computational results in Section 4 suggest a possibility to more 
efficiently model the rapid flushing out of the sediment using a jump process. We will approach this issue 
by randomizing the term dS t  using Lévy processes. Problems with a seasonality can be handled with the 
presented framework by considering an appropriate finite-horizon problem, but would require a more 
careful treatment of the value function and the optimality equation especially near the terminal time [34, 
35]. A viscosity solution approach would be necessary for handling this issue in both theory [63] and 
computation [64]. Analyzing impacts of delayed execution in the other non-smooth dynamics arising from 
engineering problems, such as fishery resources dynamics [65] and ecological dynamics [66], is an 
important research topic from both theoretical and practical viewpoints. Higher-dimensional problems are 
also interesting topics, which may be approached by utilizing backward SDEs [67]; however, problems 
with the discrete and random observations with delayed impulsive interventions seem to be least explored. 
 
Appendices 
Appendix A: Technical proofs 
Proofs of Propositions 1 and 2 are presented. 
 
(Proof of Proposition 1) 
Recall that 
0 0 =  and that k  is the k th observation time at which the decision is made, while the 
execution is carried out at 
k k +  if 0k  . Choose some x D  and  C . Hereafter, s
X
 
represents the expectation conditioned on the time s  and the value 
sX , and 
, st X  that conditioned on 
time t  and the value sX . Therefore, 
, s ss X X=  and 0
X x= . Recall that the controlled dynamics 
are autonomous. 
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 By ( )1C D , for each 0k  , applying Itô’s formula to ( )t te X
−   yields 
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Combining (49) and (50) yields 
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Since   solves (17) pointwise, we have 
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We then get 
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Taking the expectation 
x
 and summing up for 0,1,2,...k =  yields (Notice that 
k →+  a.s. for 
k →+ , 
0 0 = , 0 0 = , ( )
1C D , and D  is compact. We can exchange the expectation and 
summations in the equations below since each term is bounded.) 
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and thus 
 
( ) ( )
( ) ( ) ( ) ( )
( )
( )( ) ( )  ( )
1
0
0
0
,
ˆmin , d
k
k
k k
k kk k k
x s
s s s
k
x
k
k
x x
e X X X s
e X X c d



 
 
 

 
+ −
=
− +
++ + 
=
−
 =  −  
  
 +  − + +
  
 

. (56) 
Now, we have 
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By (57) and (58), we get 
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By (56) and (59), we arrive at 
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Again using Itô’s formula combined with (17) yields 
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Substituting (61) into (60) yields 
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where we used 
0 0 =  to derive the last line, and also the identity 
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because of 0k =  if 0k =  (The third expectation equals 0). Now, we have 
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


 (64) 
by ( )1 Expk k k  + − + . Since  1 0 0 or 1k +  = , we have the inequality 
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  ( ) ( )( )
  ( ) ( )  ( )( )
  ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
1
1 11
1
1 1 11
1
1 1 11
1
1 1 1
0
0
0
ˆ
ˆmin ,
ˆmin ,
ˆmin ,
k
k kk
k
k k kk
k
k k kk
k
k k k
x
x
x
x
e X X
e X X X
e X X X
e X X X

 

  

  

  



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+
+ + ++
+
+ + ++
+
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
−

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
−
  −
  
    −
  
 = −  −  
  
  −  −  
  
 (65) 
by ( ) ( ) ( ) 1 1 1ˆ ˆmin , 0k k kX X X  + + + −    . This inequality can be further calculated as 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( )( ) ( ) ( ) ( ) ( )
( ) ( )( )
1
1 1 1
1
1 1 1
1
1 1 1
1
1
0,
ˆmin ,
ˆmin
ˆmin
k
k k k
k k k
k k k
k k kk k k k
k k k
k k kk k k k
k
x
Xx
Xx
Xx
e X X X
e X X X
e e X X X
e e X




  

  
   
  
   

+
+ + +
+ +
+ + +
+ +
+ + +
+ +
+
−
−
− − +− +
− − +− +
 −  −  
  
  = −  −      
  = −  −      
= −  ( )( ) ( )( ) ( )( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
1 1
0,
0
0,
0
ˆmin ,
ˆmin , d
ˆmin , d
k k k k k k k k
k k k k
k k k k
Xx s s
s s s
X sx
s s s
X X
e e e X X X s
e e X X X s


    
   
   


+ +
+
+
− + − + − +
− + − −
+− + − +
  −      
  = −  −      
  = −  −      


, (66) 
again by ( )1 Expk k k  + − + . By (64) and (66), (62) is evaluated from below as 
 
( ) ( )
( ) ( ) ( ) ( )
  ( ) ( )( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
1
1
1 11
0
0
0
0,
0
0
0,
,
ˆmin , d
ˆ
ˆmin , d
ˆmin ,
k
k k
k
k kk
k k k k
k k k k
x s
s s s
k
x
k
X sx
s s s
k
X sx
s s s
x x
e X X X s
e X X
e e X X X s
e e X X X






 
   
   
 




+
+
+ ++
+
+
−
+
=
−

=
+− + − +
=
− + − +
−
 =  −  
  
 +  −
  
    −      
+ −  −  
 

 
0
0
d
0
k
s
+
=
   
      
=
 
, (67) 
and thus ( ) ( ),x x    . Since x D  and  C  are arbitrary, we get 
    in D . (68) 
The next step is to show  = . The control with (20) is denoted as ˆ = . This control, 
which is clearly admissible, is used in the rest of this proof. By (20), we have 
 ( ) ( ) ( ) 
( )
( ) ( ) ( )
0
ˆmin ,
ˆ
s
s s s
s s s
X x
X X X
X X X x
 
 −   = 
 − 
. (69) 
We again utilize (62) and (64). The last line of (64) is now evaluated as 
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( ) ( ) ( ) ( ) ( ) ( )
( ) ( )
  ( ) ( )( )
0,
0
0,
0
ˆmin , d
ˆ d
k k k k
k k k k
s
X sx
s s s
X sx
s sX x
e e X X X s
e e X X s


   
   

 
+
+
+− + − +
+− + − +

   −      
  =  −
    


. (70) 
By (69),    1 1k kx X x
 
+
+
 
=  for 0k  . Therefore, a calculation like (65)-(66) yields (Notice that the 
result below is an identity but not an inequality) 
 
  ( ) ( )( )
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1
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1
1 1
1
1
1 1
1
1
1 1
1
1
0
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ˆ
ˆ
ˆ
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k
k kk
k
k k
k
k
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k
k k k
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k
k k k k
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x
x
X x
x
X x
Xx
X x
Xx
X x
e X X
e X X
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


 

 

 
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 

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 





+
+ ++
+
+ +
+
+
+ +
+
+ +
+ +
+
+
− ++
−

−

−

−

− +

  −
  
 =  −
  
 = −  −
  
  = −  −
    
= −
( )( )
( )( ) ( )( )( )
( )
  ( ) ( )( )
( ) ( )
  ( ) ( )( )
1
1 1
0,
0
0,
0
ˆ
ˆ d
ˆ d
k k k
k k k k k k
k k k k
s
k k k k
s
Xx s s
s sX x
X sx
s sX x
e X X
e e e X X s
e e X X s


  
   
   
   
 
 
+
+ +
+
+
− − +
− + − +
− + − −

+− + − +

  
 −    
  = −  −
    
  = −  −
    


. (71) 
Summing up last lines of (70) and (71) equals 0, leading to the desired result ( ) ( )ˆ,x x  =  . Because 
of (68) we get  =  in D . 
□ 
 
(Proof of Proposition 2) 
The FPE seems to have a complicated form, but it is a system of first-order linear differential equations 
constrained by the condition ( ), 0,1W Np p C  and the boundary conditions. In what follows, the 
constants 
ic  ( 1,2,3,...i = ) represent the unknowns to be determined by these constraints. Firstly, (25) 
and (26) give 
 ( ) ( )
1
1
S x x
Np x c e
 − −
=  and ( )  ( )1 11N xp x S c − == −  (72) 
by the boundary condition (28). The continuity of 
Np  at x x=  gives 
1
1c S c
−= . We then get 
 ( ) ( ) ( )( )
1 1S x x S x x
Wp x Fc e e
 − −− −
= − . (73) 
By (32) and (33), we get 
Wc  and Nc  as the functions of c . Finally, the remaining unknown is c , 
which is uniquely determined from the mass conservation condition d 1
D
p x = . 
□ 
 
Appendix B: On the simplified model 
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We show that there is a unique threshold ( )0,1x   if 1, , , 0c d  −   are small under certain assumption. 
The system (24) is explicitly written as 
 ( )
( )1
1
x x x
S S SDe Ax B Ce e
    + +
− − −
+ + + =   (74) 
and 
 ( )
( )1
1
x x x
S S SDe A Ce e
S S S
        + +− − −+ +
− + − = −  . (75) 
All the coefficients including A  through D  smoothly depend on , , ,c d   . Firstly, we consider a large 
  limit (small delay limit) and then take a small   limit (Ergodic limit). Then, we show that the resulting 
system admits a unique ( )0,1x   if ,c d  are small. By the continuous dependence of the coefficients of 
(74)-(75) on the parameters ,  , we obtain the unique existence of x . Notice that the discussion here is 
rather formal, and does not directly prove the unique existence of the couple ( )( )1 , x . 
Here, we use the existing result of the no-delay case [46]. Taking the limit  →+  of (74) 
and (75) with the assumption ( )0,1x   yields 
 ( )
( )1
1
x x
S SDe Ax B e
  +
− −
+ + =   and ( )
( )1
1
x x
S SDe A e
S S
    +− −+
− + = −   (76) 
with 
 ( )( )( )
1
1A BS c d
 
= − +  + +
+
, 
c
B

 
= −
+
, 0C = , and 
( )
2
cS
D
  
 
+ −
=
+
. (77) 
We now consider the Ergodic limit 0 →+  of (76) such that (small   method [68]): 
 u→  in D  as 0 →+ . (78) 
Taking this the limit 0 →+  in (76) yields 
 ( )
1 1 1
1 1
x
S
cS S
e c x d u x
S

  
−−    
+ − + + = − +  
   
 and ( )1
x
ScS e cS u

−
− + = . (79) 
Substituting the second equation into the first one yields 
 ( )( )1dS u cS x= − − . (80) 
By (80), we should have u cS , which is assumed temporally and is justified later. Assuming that c  is 
small such that 1cS  , combining (80) with (79) yields 
 ( )1
1
x
S
dS
x e
cS

−
− =
−
. (81) 
The left-hand side of (81) is expressed as ( )F x  with  : 0,1F → : ( ) ( )1
x
SF x x e

−
= − . Since 
( )0 1F =  and ( )1 0F = , and F  is decreasing, we get the unique existence of ( )0,1x   if 
 0 1cS   and 0 1
1
dS
cS
 
−
, (82) 
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namely if ( ) 1c d S+  . The effective Hamiltonian u  is then found by substituting this x  into (80). By 
( )0,1x  , we obtain u cS  under ( ) 1c d S+  : 
 
1
dS
u cS cS
x
= + 
−
. (83) 
Consequently, we formally showed the unique existence of ( )( )1 , x  for small 
1, , ,c d  − .The continuous dependence of the coefficients of (74)-(75) on these parameters justifies the 
existence of ( )( )1 , x  required in Proposition 1. 
 
Appendix C: Numerical scheme for the FPE 
The numerical scheme for the system (43)-(46) is explained. The spatial discretization of the present 
scheme employs the cell-vertex discretization [40]. Firstly, the spatial domain  0,1D =  is discretized 
with the equidistant vertices  
0,1,2,...,l l L
x
=
 with L  and 1lx lL
−= . Assume 3L  . Set 1x L− =  and 
the cells  
0,1,2,...,l l L
C
=
 on which the PDFs are discretized: 
  0 0,0.5C x=  , ( )0 0.5 ,( 0.5)C l x l x= −  +     (1 1l L  − ),  1 0.5 ,1LC x= −  . (84) 
The lengths of 
lC  is denoted as lC . 
 The discrete time step is set as 0t   and the discrete times as  
0,1,2,...m m
t
=
 with 
mt m t=  . 
Assume that the control is of the form (36). Set the integer-valued variable  i i Ml   to detect the free 
boundary  0,1ix  . More specifically, for each i M , il  is the largest integer l  such that i ll C . If 
such an integer 
li  is not detected for i M , then set 1il = − . 
 The quantity q  discretized at 
mt m t=   in lC  is represented by super-scripts as 
( ),l m
q . For 
each 0m   and i M , the scheme is presented as follows. The coefficient ( )
m
i ic c=  is computed as 
 
( ) ( ),
,
0
il
m l m
i l i W
l
c C p
=
= . (85) 
The fluxes are approximated at each interface between the cells 
1,l lC C +  in an upwind manner: 
 ( ) ( )( ) ( ), 1,, ,, 0.5
l m l m
i N i NF S i l x p
+
= − +   and ( ) ( )( ) ( ), 1,, ,, 0.5
l m l m
i W i WF S i l x p
+
= − +   ( 0,1,2,..., 1l L= − ). (86) 
Set the boundary fluxes as 
 
( ) ( ) ( ) ( )1, 1, , ,
, , , , 0
m m L m L m
i N i W i N i WF F F F
− −
= = = = . (87) 
The Dirac Delta  1x =  is discretized as 
 l L
LC

=
. For each i M , the system (43)-(46) is discretized as 
 
( ) ( ) ( ) ( )
( ) ( ) ( )
, 1 , , 1,
, , ,, , , ,
, , , , ,
, ,
0
l m l m l m l m
l m l m l mi N i N i N i N
i N i j i N j i j N
j M j i j M j il
p p F F
p v p v p
t C

+ −
   
− −  
+ + + − = 
  
   for 0 il l  , (88)
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( ) ( ) ( ) ( )
( ) ( ) ( )  
, 1 , , 1,
, ,, , , ,
, , , ,
, ,
0
l m l m l m l m
l Ll m l m mi N i N i N i N
i j i N j i j N i
j M j i j M j il L
p p F F
v p v p c
t C C


+ −
=
   
− −  
+ + − − = 
  
   for il l L  , (89) 
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
, 1 , , 1,
, , , ,
, , , ,
, , , , , ,
, ,
0
l m l m l m l m
i W i W i W i W
l
l m l m l m l m
i W i N i j i W j i j W
j M j i j M j i
p p F F
t C
p p v p v p 
+ −
   
− −
+

 
+ − + − = 
 
 
 for 0 il l  , (90) 
and 
 
( ),
, 0
l m
i Wp =  for il l L   and 
( ),
, 0
l m
i WF =  for il l L   (91) 
The boundary condition ( ), ,1 0i Np t =  is not explicitly considered because the numerical solutions are 
cell-averaged values but not pointwise values. The numerically computed PDFs 
( ),
,
l m
i Wp  and 
( ),
,
l m
i Np  are 
then computed starting from a non-negative initial condition such that 
 ( ) ( )( ), ,, ,
0
1
L
l m l m
l i N i W
i M l
C p p
 =
+ =  for 0m =  with (91). (92) 
 The above-presented scheme is possibly diffusive in applications, and is therefore equipped with 
a WENO reconstruction. More specifically, the fluxes 
( ),
,
l m
i NF  and 
( ),
,
l m
i WF  are evaluated using the 
reconstructed values based on Falcone and Kalise [44] for 1 2l L  − , while other discretization 
procedures are unchanged. The fluxes for 0, 1l L= −  are still the above-presented upwind one because 
WENO reconstructions are in general not applicable to evaluating fluxes near the boundaries. 
 Finally, we check that the above-presented scheme is conservative, namely that the scheme 
satisfies the property (92) for any m . We prove the property for 1m =  because the proof for 2m   is 
essentially the same. A direct computation shows 
( ) ( )( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
,1 ,1 ,1 ,1 ,1 ,1
, , , , , ,
0 0 1 0 1
,1 ,1 ,1
, , ,
0 0 1
i i
i i
i i
i
l lL L L
l l l l l l
l i N i W l i N l i W l i N l i W
i M l i M l i M l l i M l i M l l
l l L
l l l
l i N l i N l i W
i M l i M l i M l l
C p p C p C p C p C p m
C p C p C p
 =  =  = +  =  = +
 =  =  = +
+ = + + + 
= + +
      
   
 (93) 
by (91). The first through the third summations in the right-hand side of (93) are evaluated as 
 
( ) ( ) ( ) ( )( )
( ) ( ) ( )
,1 ,0 ,0 1,0
, , , ,
0 0 0
,0 ,0 ,0
, , , , ,
0 , ,
i i i
i
l l l
l l l l
l i N l i N i N i N
i M l i M l i M l
l
l l l
l i N i j i N j i j N
i M l j M j i j M j i
C p C p F F t
C p t v p t v p t
−
 =  =  =
 =    
= − − 
  
+ −  −  +   
   
  
  
, (94)
 
( ) ( ) ( ) ( )( )
( ) ( ) ( )  
,1 ,0 ,0 1,0
, , , ,
1 1 1
,0 ,0 0
, , , ,
1 , ,
i i i
i
L L L
l l l l
l i W l i W i N i N
i M l l i M l l i M l l
L
l Ll l
l i j i N j i j N i
i M l l j M j i j M j i L
C p C p F F t
C v p t v p t c t
C


−
 = +  = +  = +
=
 = +    
= − − 
  
+ −  +  +   
   
     
   
, (95) 
and 
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( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )
,1 ,0 ,0 1,0
, , , ,
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Now, we have 
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by (87) and (91). In addition, we get 
 
( ) ( )
( ) ( )
( ) ( )
,0 ,0
, , , ,
0 , ,
,0 ,0
, , , ,
0 , ,
,0 ,0
, , , ,
, ,
i
i
l
l l
l i j i N j i j N
i M l j M j i j M j i
l
l l
l i j i N j i j N
l i M j M j i j M j i
l l
l i j i N j i j N
l i M j M j i i M j M j i
C v p t v p t
t C v p v p
t C v p v p
 =    
=     
=      
  
−  +   
   
  
=  − +  
   
 
=  − + 
 
  
   
   
( ) ( )
( ) ( )
0
,0 ,0
, , , ,
0 , , , ,
,0 ,0
, , , ,
0 , , , ,
0
i
i
i
l
l
l l
l i j i N j i j N
l i j M i j j i M j i
l
l l
l i j i N i j i N
l i j M i j i j M i j
t C v p v p
t C v p v p
=    
=    
 
=  − + 
 
 
=  − + 
 
=

  
  
. (98) 
Similarly, we get 
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Furthermore, we have 
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We then arrive at the desired result 
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, (102) 
and obtain the following proposition. 
 
Proposition C 
We have the conservation property (92) for m . 
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