Cooling system plays a key role in modern data center. Developing an optimal control policy for data center cooling system is a challenging task. The prevailing approaches often rely on approximated system models that are built upon the knowledge of mechanical cooling, electrical and thermal management, which is difficult to design and may lead to suboptimal or unstable performances. In this paper we propose to utilize the large amount of monitoring data in data center to optimize the control policy. To do so, we cast the cooling control policy design into an energy cost minimization problem with temperature constraints, and tab it into the emerging deep reinforcement learning (DRL) framework. Specifically, we propose an end-to-end neural control algorithm that is based on the actor-critic framework and the deep deterministic policy gradient (DDPG) technique. To improve the robustness of the control algorithm, we test various DRL related optimization techniques, such as recurrent decision making, discounted return, different neural network architectures, and different stochastic gradient descent algorithms, and adding additional constraints on the output of the policy network. We evaluate the proposed algorithms on the EnergyPlus simulation platform and on a real data trace collected from the National Super Computing Centre (NSCC) of Singapore. Our results show that the proposed endto-end cooling control algorithm can achieve about 10% cooling cost saving on the simulation platform compared with a canonical two stage optimization algorithm; and it can achieve about 13.6% cooling energy saving on the NSCC data trace. Furthermore, it shows high accuracy in predicting the temperature of the racks (with mean absolute error 0.1 degree) and can control the temperature of the data center zone close to the predefined threshold with variation lower to 0.2 degree.
I. INTRODUCTION
With the emergence and proliferation of services and applications such as cloud computing and social networks, data centers play an ever important role. It is predicted that global data center IP traffic will grow 3-fold from 2014 to 2019 with a compound annual growth rate (CAGR) of 25 percent [1] . At the same time, the high energy consumption of data centers is drawing more and more attention due to economic, social, and environmental concerns. Data center electricity consumption in the U.S. alone is projected to increase to roughly 140 billion kilowatt-hours annually by 2020, costing $13 billion in electricity bills and emitting nearly 100 million tons of carbon pollution per year [2] . In this paper, we focus on one of the Yuanlong major source of energy consumption in the data center (about 37% [3] ), the cooling energy.
Cooling energy optimization involves the control of a complex cooling system, which consists of multiple components, such as cooling tower, chiller, and ventilation system, etc. A common practice of data center cooling system control is to adjust the set-points, i.e., the target values of different control variables. For example, by setting the temperature control variable at the outlet of an air conditioner to a desired value, the air conditioner can adjust its internal state to meet the set-point by consuming certain amount of energy. An optimal selection of these set-points can be challenging, as the process relies on the knowledge of the cooling system, from thermal dynamics to mechanics. Many existing approaches are based on an approximated system model that often incorporates the first-order effects of thermal, electrical, and mechanical principles [4] - [8] . These approximated models are sometimes either inadequate or inaccurate to capture the intricacies of various interacting processes of data center cooling operations, thus could lead to sub-optimal or unstable cooling controls. Recently, the "model-free" approach has emerged as an attractive alternative. A model-free approach does not assume any specific model of the underlying system. Instead, the control policies are learned and derived from the massive data collected on the system status and energy consumption [9] . This approach is especially advantageous when the complexity of the underlying system makes an accurate system modeling a daunting task.
Currently, the prevailing control optimization approach, which includes a model building stage and a solving stage, can be referred to as the two-stage (TS) approach. In comparison, the model-free approach (also referred to as the end-to-end or the one-stage approach) uses directly the unprocessed and often high-dimensional input, thus omitting the model building or feature extraction stage. One particular control optimization frameworks to our interest is reinforcement learning (RL) [10] , which enables an artificial intelligence (AI) agent to learn better decision making by directly interacting with environment. Algorithms that combine RL with deep learning (DL), such as deep Q-network (DQN), have been successfully applied to the task of training AI agent to play video games at the human performance level with only raw pixel inputs, thus showing the potential of the end-to-end approach [11] . The continuous domain extension of DQN, called deep deterministic policy gradient (DDPG), has also shown promising results on simulated physical control tasks [12] . However, DDPG has not been widely studied in the context of more practical and complex control optimization, such as cooling system optimization for data centers (the subject of this paper). It is yet to be demonstrated if an end-toend approach can achieve similar or better control performance compared with the TS approaches. In addition, DDPG is a simulation based algorithm. Like many RL algorithms, it requires an excessive amount of computation and possibly very long training time. Thus it is also of interest to see how the challenges are met. Note that Google claims that they use AI method [13] to reduce the PUE of their data center; yet no detailed methodology or performance evaluation results are disclosed. In our previous work, we reviewed the data center energy cost models [14] and the existed cooling optimization approaches [15] , and conducted several data center power analysis and control studies [16] [17] [18] ; based on which we believe that a data driven learning based optimization method is needed for data center energy optimization, which can be used to achieve optimization effects with minimum human innervations and reduce the data center management difficulty.
In this paper, we investigate the viability of applying the end-to-end neural control algorithm for data center cooling control optimization, and evaluate the algorithm from various aspects. We develop a neural control optimization algorithm adapted from the DDPG and the actor-critic architecture [12] [19]. Our proposed algorithm is off-policy, as it uses a single pre-collected trace to learn and improve the control policy. Beside the standard version of the algorithm which makes control decisions based on the current states, we develop also a recurrent version of the algorithm which is based on the recent states and control settings. In addition, we propose to impose a consecutive constraint to the output of the policy network. We also evaluate the effects of discounted return, different neural network architectures, and different weight parameters update algorithms in training the neural networks.
To test the proposed algorithm, we use the EnergyPlus [20] platform to build a test case; beside the simulation case, we also collected a real data trace from the National Super Computing Centre (NSCC) of Singapore and tested our algorithm on it. For the simulation test case, we control five different set-points to achieve minimum PUE and to maintain the temperature of the data center zone within a pre-defined range. The results of the proposed algorithms are compared with those generated by a standard two-stage optimal control algorithm and the default data center zone temperature setpoint control algorithm (embedded in the simulation software).
The results indicate that the proposed algorithm not only can successfully maintain the temperature of the data center zone within a pre-defined range under varying workloads and weather conditions, but also achieve lower PUE compared with a general TS algorithm. For the real data from NSCC test case, we focus on optimizing the airflow rate setting of the three precision cooling units (PCUs) which are used to cool 26 racks. Our results show that the proposed algorithm can approximate the real data with high accuracy and can output energy saving control settings according to the cooling requirements. The main contributions of the paper are summarized as follows.
First, we propose an end-to-end and DRL-based framework that can be used for data center cooling control optimization. We also propose algorithms that train the neural network with a pre-collected data trace. This approach is well suited for a practical data center equipped with a monitoring/sensing system that collects data in real time.
Second, we build a test-bed with the EnergyPlus and also collect a real data trace from NSCC Singapore to evaluate the proposed control algorithms. Our simulation results indicate that the proposed control algorithm can accomplish the cooling control tasks with about 10% cooling cost saving compared with a canonical two stage optimization algorithm. Our results on the real data trace from NSCC show that we can achieve about 13.6% energy saving to their major air cooling units.
Third, we gain new insights into some DRL-related optimization techniques that are unique to data center cooling control. For instance, we show that the recurrent decision making, which is generally ignored in existing TS approaches, can significantly improve the performance in cooling control optimization. We also show that adding consecutive constraints to the output of the policy network can further enhance the performance of the algorithm. In regard to the widely used discounted return technique in RL research, we show that its impact is very limited as it cannot lead to significant improvement in performance stability. Our results also show that for the cooling control optimization, a modest neural network architecture coupled with proper weight-update algorithm can provide competitive and robust performance. Also our results on the real data from NSCC show that the proposed algorithm can approximate the real energy data and temperature readings with high accuracy (with normalized mean absolute error less than 10%) and can output control settings that can reduce the energy cost while satisfying the cooling requirements. Also we show that the trade-off between the energy cost and cooling effects can be adjusted by varying the temperature constraint penalty weight parameter.
In summary, we demonstrate the feasibility and effectiveness of applying end-to-end neural control algorithms to the data center cooling optimization. The evaluation of the performance of the proposed algorithms serves as the first step to build intelligent data center management system that requires minimal manually intervention. Though this work is simulation based, it does shed new light on the application of deep reinforcement learning (DRL) to practical data center control optimization.
II. PROBLEM FORMULATION
To study the cooling control optimization problem, in this section we utilize a simulation model to present a cooling control optimization problem formulation. The simulation model is based on the widely adopted building energy simulation platform EnergyPlus [20] . Although the model is largely simplified, it does capture the major cooling dynamics and is thus adequate for studying the cooling control optimization.
A. Simulation System Model
The model is based on a simulation example provided by EnergyPlus. As illustrated in Fig. 1 , the model consists of two data center zones (z 1 and z 2 ) and the associated cooling systems. The two data center zones are only different in size Fig. 1 . System architecture: a data center consists of two server zones, z 1 and z 2 , and their associated and independently operated cooling facilities. A zone is modeled as a single point, i.e., we only model the total load of each zone and neglect the detailed thermal distribution inside the zone. The cooling facility consists of direct expansion (DX) system and chiller cooling system. and location. In addition, their corresponding cooling systems are independently operated. In the following, we describe the cooling system with a focus on identifying the state space (parameters that characterize the system), the action space (control variables), and the reward (optimization objectives), while omitting the details of the facility structures and operation processes that are unrelated to problem setup (yet might be critical parts of the overall system).
1) Data Center Model -State Space and Reward: The data center has two server zones placed side by side, z 1 and z 2 , with each zone being a standalone server room. The two zones are different in size ( 15.24*15.24m 2 and 15.24*17.00m 2 for z 1 and z 2 , respectively) but similar in other aspects. The heat in each zone is generated by IT equipment (ITE) and other sources (such as illuminations), with ITE as the dominant heat source. The load of the ITE is defined as α · L, where L is the designed load per square meter and α is a load factor that varies at different time slots. In our simulation, we use a public trace collected from Wikimedia [21] to set α to be the same for z 1 and z 2 . The heat generated by the illumination is assumed to be a constant (per square meter) as the lights inside the data center are on all the time. Also there is heat generated by the human workers in the data center. This part varies according to the work time schedule. For this work, each zone is simply modeled as a single point heat source to be cooled. This is less accurate compared to the computational fluid dynamics (CFD) based thermal analysis. We leave a finer-grained model to future work. We note that even with a finer-grained model, the proposed framework and algorithms will remain the same, albeit with much larger state space and action space.
In the context of RL framework, we use a tuple of workload level and the ambient temperature to represent the state, since both of them affect the cooling load. We use the tuple of PUE and the temperature of the data center zone to represent the reward. In the context of the data center cooling, PUE needs to be minimized and the data center temperature needs to be kept within certain range.
2) Cooling System Model: Action Space: z 1 and z 2 are equipped with the same cooling facility which consists of two different types cooling systems: direct expansion (DX) cooling system and chilled water (chiller) cooling system. Both cooling systems are supplied with cool water from a cooling tower, but they use the cool water in different ways. In the DX system, the cool water passes through coils and cool down the air flow passing over the coils. In the chiller system, the cool water is used first to refrigerate another water stream (chilled water), which in turn cools down the air flow.
In our model, both systems are included as shown in Fig.  2 . The intake ambient air flow is first cooled by two types of evaporative coolers: directive (DEC) and indirect (IEC), and then passes over the DX cooling coils and is further fed to the data center. The cold airflow to cool the data zones can also come from the chiller.
For the action space, the underlying control algorithm in En-ergyPlus (referred to as the Kbest control algorithm) uses the following five set-points to control the zone temperature: DEC outlet temperature (airflow) T DEC , IEC outlet temperature (airflow) T IEC , chilled water loop outlet temperature (water flow) T CW ater , DX cooling coil outlet temperature (airflow) T CCoil , and air loop outlet temperature (airflow) T sup .
In the KBest algorithm, the adjustment of these five setpoints is based on the knowledge of the underlying system dynamics. In our proposed learning algorithm, the same five set-points are used as control variables, but, on the contrary, they are learned from the pre-collected data trace. Neither physical content of these variables nor the relationship information among them will be used in the training.
B. Problem Statement
We formulate the cooling control optimization problem as follows. We are given a time-varying tuple of the ambient air temperature T amb and the load factor α. The problem is to determine the values of five control set-points, so as to minimize the objective function as stated in Eq. (1).
The objective function aims to strike a balance between minimizing the PUE and preventing overheating in the server zone. In particular, the objective function consists of two parts: the first part is PUE (denoted as P U E ), which is to be minimized; the second part accounts for the penalty of the overheating (for both z 1 and z 2 ). The penalty function has the form of λ ln·(1 + exp(T zi − φ)), for i ∈ [1, 2], with λ, T zi , and φ denoting the scaling factor of the penalty, average temperature of zone i, and overheating threshold, respectively. As shown in Fig. 3 , here we choose the softplus [22] function ln(1 + exp(.)), in lieu of a much simpler but non-smooth single-sided penalty max(0, T z1 − φ) (denoted as SimCost, Fig. 3 . The temperature penalty functions: a straightforward penalty function could be max(0, Tz 1 − φ), which is non-smooth and is difficult to optimize; the softplus function (ln(1 + exp(Tz 1 − φ)), which is smooth and is better for the cost function optimization.
which will be tested in Section IV), to avoid the difficulty in the neural network training phase. We reverse the sign of this very cost function to calculate the reward for a stateaction pair, following the convention of RL framework in which reward functions are meant to be maximized. During the training, we simply minimize this cost function, since commonly the training optimization algorithms are designed for minimization. In this formulation, we also apply the same control setting for both z 1 and z 2 , which is reasonable considering that the same workload trace is used for both z 1 and z 2 .
III. THE PROPOSED APPROACH: NEURAL END-TO-END COOLING CONTROL ALGORITHMS
In this section, we present the end-to-end cooling control algorithms (CCA), adapted from the DDPG, which combines the key RL techniques and methods such as deep Q-network (DQN), deterministic policy gradient (DPG), and actor-critic algorithm. In the following, we first provide an overview of the related RL concepts and techniques. We then describe a complete algorithm flow and the design of the neural networks.
A. Overview of Q-learning and Policy Gradient
Our goal is to enable an AI agent to learn an optimal control policy from a data set that records a sequence of states, actions taken, and rewards at discrete time steps. Within the RL framework, this goal is achieved by using either valuebased or policy-based approaches. Central to the value-based approaches is the Q-learning technique, which uses a Qfunction Q(s, a) to represent the maximum discounted future reward for an action a taken at a state s. As Q(s, a) indicates the utility (value) of choosing an action a at state s, an optimal policy π simply chooses the action that has the highest Q value for a state s, i.e., π = argmax a Q(s, a). Though for discrete state and action space (especially when the space is small), Qfunction can be represented as a table computed by Bellman equation iterative updating, in practice it is often estimated by a function approximator such as a neural network, like the Deep Q-network (DQN) [11] . With policy-based approaches, policy-gradient (PG) is an important algorithm that optimizes a policy end-to-end by computing noisy estimates of the gradient of the expected reward and then updating the policy in the gradient direction. In practice, policy iterations and updates are often carried out by a neural network, referred to as policy network. Traditionally, PG methods have assumed a stochastic policy, which gives a probability distribution over actions. Recent research has proved that the stochastic policy gradient, which is the gradient of the policy's performance, is equivalent to the deterministic policy gradient, thus allowing all the machinery for stochastic policy gradients to be applied to deterministic policy gradients [23] .
When state or action space is represented by continuous variables, a naive adaptation of DQN or PG via discretization of state or action space often results in intractability or very slow learning convergence (even divergence). We use DDPG algorithm, which is essentially a hybrid method combining the policy gradient method and the value function [12] . Specifically, DDPG is an actor-critic algorithm: it uses two neural networks, referred to as actor network and critic network, to approximate the policy function and the value function, respectively. These networks compute action predictions for the current state and generate a temporal-difference (TD) error signal at each time step. The input of the actor network is the current state, and the outputs are real values representing actions chosen from a continuous action space. The critic's output is simply the estimated Q-value of the current state and of the action given by the actor. The deterministic policy gradient theorem provides the update rule for the weights of the actor network. The critic network is updated from the gradients obtained from the TD error signal.
B. Online learning vs. batch learning and Off-Policy vs. On-Policy
We note that RL algorithms can be directly used as online learning algorithms. This means that the control algorithm can learn in an online manner, e.g., starting from an initial state and adjusting itself with the input it received from the ongoing process, either the real operation or the simulation. However, this will be problematic for the data center cooling task, which cannot risk erroneous settings. In this work, we focus on the control algorithms that are pre-trained by the offline data first, which is referred to as "batch learning". Batch algorithms can be further divided into two categories based on how the training data is generated: off-policy and on-policy. Off-policy algorithms generally employ a separate behavior policy, which is independent of the policy being estimated, to generate the training trace; while on-policy directly uses control policy being estimated (in the real control practice or more likely in a simulator) to generate training data traces. For the case of data center simulation, the cost for simulation time is high. Thus off-policy algorithms are easier to apply and more suitable for our case.
In summary, we propose an off-policy control algorithm adapted from canonical DDPG. The algorithm employs only a single offline trace for batch learning. In the following we introduce the details of the proposed algorithm.
C. Cooling Control Algorithm with Single Offline Trace (CCA-SOT)
The flowchart of the proposed Cooling Control Algorithm with Single Offline Trace (CCASOT) is shown in Algorithm 1. For the training task, a data trace is collected (line 1), which contains entries: state (T amb (t), α(t)), action (T DEC (t), T IEC (t),T CW ater (t), T CCoil (t) and T sup (t)), and reward data y(t) is computed by the objective function (1) based on the observed PUE and temperature data (note here we do not incorporate future reward, which will be discussed in Section III-E2). All these data are prepared as time series of N time steps, which are further divided into training data and validation data.
Before the training starts, we first initialize two neural networks (line 2). The critic network Q(X Q |θ Q ) (parameterized by θ Q ) approximates the Q-value of a state-action pairs: It takes both state and action (combined into a single tuple X Q ) as the input, and outputs a scalar value which represents the cost of an action a taken at a state s. The actor network µ(X µ |θ µ ) (parameterized by θ µ ) is policy network: it takes the current state (X µ ) and outputs a five dimensional vector corresponding to the five control factors shown in the cooling system model.
The training procedure is shown in lines 3-21. Here we use standard neural network training procedure with multitraining-epochs. Within each epoch (line [5] [6] [7] [8] [9] , each batch of training data is used to update the weights of the neural networks using gradient descent. The critic network is updated by minimizing the mean square error between the output of Q and the objective y; while the policy network is updated by minimizing the output of Q when taking action at current state according to the output of µ. To avoid over-fitting, we also compute the validation error to keep track of the best weight parameter settings for the two neural networks respectively, as shown in lines [11] [12] [13] [14] [15] [16] [17] [18] [19] . On important note is that for the µ network, the validation error can be very small at the beginning due to that at that time the Q network is not well learned. For safety, one can use a periodical re-initialization of the E µ val to solve this problem. Randomly divide the training data into batches of size M and denote the index set of the data in the i th batch as I i .
5:
for i = 1, ..., N/M do 6: Update θ Q by minimizing: 7 :
Update θ µ by minimizing: 9 : end if 21: end for 22: Return: The optimal Q and µ neural network with weight parameter settings Q best and µ best respectively.
D. Neural Network Design
We setup the Q-network as follows. Denote the number of states as n s and the number of control factors as n c . We use a three-layer neural network (input, hidden, and output layer) to implement Q. Specifically, with weight matrices W
(2) 1×1 , and input X Q , the output of Q-network is given by:
where σ(·) is the sigmoid function; n hid1 is the number of hidden nodes in the hidden layer of the Q-network. Note that as the output range of the sigmoid functions is [0,1], in the training the ground-truth of the output of Q must be scaled into range [0, 1].
The set-up of the µ-network is as follows. Similar to Q, we use a three-layer neural network to implement µ. With weight matrices W
n hid2 ×nc , bias vectors b
1×nc , and input X µ , the output of µ is given by:
where n hid2 is the number of hidden nodes in the hidden layer of µ. Note that for each state, the output of µ-network is a n c -dimensional vector, in which each element is distributed in range [0,1].
During the training procedure, all input values are scaled into range [0, 1] in the following manner:
x min = min(x);
x range = max(x) − min(x);
where x stands for any state or control factor. The output of the µ-network will be transformed in the following manner to recover the real control setting x real (used in simulation or real practice):
Consequently, the output of µ and the recovered true control setting values are in valid ranges (the specific range for each control variable after recovering), ensuring that the output of the policy network µ automatically meets the control constraints due to the neural network design.
E. Further Improvement of the Algorithm
In this section, we discuss two important issues in designing the training data (input, output) pair for the Q-network and an additional cost for the policy network. For the Q-network, in the above listed algorithm, the training data can be presented as a pair of traces (x(t), y(t)): x(t) represents the input to the Qnetwork, which consists of the state and actions taken at time slot t; y(t) represents the output of the Q-network, which is equivalent to the cost. In this case, the control setting at time slot t depends only on the state at time slot t. In addition, the cost to be minimized is also only the cost incurred at time slot t. If we expand the time span for both decision making and cost minimization, we have two different design variants -recurrent decision making and discounted return, with respect to the input and output of the Q-network respectively. For the policy network, as the control settings should not vary abruptly between two consecutive time steps, we propose an additional cost item to improve the robustness of the policy network. Details are shown below.
1) Recurrent Decision Making:
With respect to the input x(t) = {s(t), a(t)} of the Q-network, we can consider to incorporate previous states and control actions into the inputs; These additional information can affect the control decision setting. Such approach is usually called recurrent approach [24] , which has been extensively studied in RL. We introduce the recurrent algorithm with the CCASOT as an example. In the standard CCASOT, the decisions are made solely based on the current state s(t). In the recurrent version, the decision are made based on the recent states and actions
where τ is the maximum number of time steps to trace back. Making decisions with the recent states and actions, which can be considered as a short time series, actually concedes certain degree of the prediction of the future states of the short series. Also, using the recent historical series as the input data can concede certain degree of inner state inference. We denote this recurrent version of CCASOT as CCASOT/his, which can be trained in the same manner as CCASOT, with modified input vector.
2) Discounted Return: With respect to the output y(t) of the Q-network, one can use the expected return of the future as the cost. In RL, as a general practice, the expected return is usually defined as a discounted summation of the cost in the future as the expected return, i.e., y(t)+ηy(t+1)+η 2 y(t+2)+ η 3 y(t + 3)..., where 0 < η < 1 is the discounted factor. In the above proposed algorithm, we simply set y(t) as the training cost, instead of the discounted return. The reason is that in the general RL problems, the system state transition is determined by the actions taken (standard Markov decision process); while in our problem, the state transition is largely determined by the weather and the workload fluctuations (although some inner states are affected by the actions, which makes it a semi-Markov process). To evaluate the effectiveness of the discounted return, we carry out tests with discounted cost. That is, we replace the training cost function for the Q-network, in which the reward y is replaced by y + ηQ(X µ , µ(X µ )), where X µ is the next state to the current state X µ . This version of algorithm is denoted with a postfix "/DR".
3) Constraints on Consecutive Set-points:
In cooling control optimization, the control settings at consecutive time steps shall not change abruptly. This is due to the fact that the set-point is not directly controlled and each of setting values takes certain time delay to be in effect. In such case, we can add a constraint to limit the variability of the outputs of the control policy in consecutive time steps. In particular, we add the following consecutive constraint (CC) cost penalty when updating the policy network:
where I i is the i-th training batch and x µ is the output of the policy network. This version of algorithm is denoted with a postfix "/CC". We carry out tests to verify its effects in the next section.
IV. SIMULATION BASED NUMERICAL EVALUATION RESULTS AND ANALYSIS
In this section we present numerical evaluation results of the proposed CCASOT. Simulations on the EnergyPlus platform are carried out to collect the training data and evaluate the proposed algorithms. Two baseline algorithms are compared with our proposed solutions: one is the default control algorithm KBest from EnergyPlus, which controls the simulation with the knowledge of the system dynamics; another is a general TS control optimization algorithm which is trained with the same data for the proposed approach.
A. Simulation Configurations
We use EnergyPlus to collect the training data and evaluate different control algorithms for the following reasons. First, it is impractical to directly test control algorithms on a real data center due to the potential risk and the long running time. Second, EnergyPlus, whose development is initiated by the U.S. Department of Energy Building Technologies Office, is a widely recognized and reliable simulation platform to model building cooling energy consumption. Third, EnergyPlus provides the flexibility that allows simulations with user defined algorithms, control actions, and schedules.
The simulation is configured as follows. We adopt the original data center model provided by the EnergyPlus platform to make this simulation based study tractable, as shown in Section II-A. We choose Singapore as the location and select the corresponding weather file to revise the simulation configuration file accordingly. We use a CPU loading trace collected from the monitoring system of Wikimedia as the workload trace for the data center model in the simulation. The whole simulation period is one year and simulation data are collected every 6 minutes. To avoid the potential issues of time delay between an action and the resulting state change, we "synchronize" the traces by aligning the state at the i-th time step with the action and the reward at the (i + 1)-th time step. For the simplicity of notation, the time slot index t used in this paper is already after time slot realignment.
We use two different traces to test the algorithms. The first trace, referred to as "D" trace, is generated by the default KBest control algorithm of EnergyPlus, with the zone temperature set-point set to 29 o C. The second trace, referred to as "r" trace, is collected when the control variables are randomly selected from valid ranges for the simulation model. That is, we select set-points according to T CW ater (t) ∈ [5, 9] , T CCoil (t) ∈ [18, 23] , T DEC (t) ∈ [21, 31] , T IEC (t) ∈ [21, 31] , and T sup (t) ∈ [18, 23] . These two traces are used to test different control algorithms for four test cases corresponding to four different test periods. For the whole 1-year simulation period, we select the last l% as the test period of the year, where we set l to 15%, 25%, 35%, and 45% in four test cases. We set λ = 1.0 in the objective function to compute the cost.
B. Algorithm Configurations
For the proposed CCASOT, the hidden layer sizes of Q and µ network are set to 50 and 10, respectively. The optimization algorithm to update the weight parameters is Adadelta [25] . The maximum training epoch M axEpoch is set to 100. The training batch size is set to 1. For the CC version of the proposed algorithm, we set the batch size to 5. For DR version of the proposed algorithm, η is set to 0.1.
For the TS optimization algorithm, we use the following settings. In the first stage, we use a three-layer neural network to approximate the system dynamics (which is the same as the Q-network of the CCASOT). The hidden layer size is set to 50. The maximum training epoch to train this neural network is also set to 100. In the second stage, an iterative differential evolutionary algorithm provided by Scipy [26] is used to find the optimal solution for each test state.
For the proposed CCASOT and the TS optimization algorithms, the optimal control settings generated by these two algorithms are further tested by simulations on the EnergyPlus platform. That is, for each state at the testing phase, we use the settings provided by the CCASOT or the TS algorithm and then record the resulting state changes and rewards for performance evaluation.
C. Comparing the proposed CCASOT to Baseline Algorithms
In this section we present the results of the average PUE and maximum zone temperatures (during the test period), obtained by using CCASOT, and also TS and KBest algorithms. Based on results we further compare and evaluate the underlying control algorithms. Table I shows the first and second-order statistics of the PUE and maximum zone temperatures in 10 independent runs. For better examining these results, we also plot PUE and the maximum zone temperature (for z 1 ) distribution in Fig. 4 . We can observe the following. a) With KBest control algorithm, the average PUE is the smallest. However, the monitored maximum zone temperature is much higher than that of the other algorithms (above 30 o C vs. the pre-defined set-point 29 o C). This result shows that the KBest algorithm produces a relatively coarse control granularity. b) CCASOT algorithms can control the temperature within the constraint. Its better performance proves that the algorithm indeed can learn the underlying system dynamics and make reliable decisions. c) Compared with the CCASOT, the general TS algorithm under-performs. Since we utilize an iterative solver at each time step, the TS algorithm approach is not only time consuming, but also leads to slow convergence and instability. While with the CCASOT, the trained actor network works as a deterministic non-linear function that maps the states to actions, thus generating much more stable results. Moreover, the comparison between CCASOT and TS proves that the actor network can indeed attain optimal or close-to optimal control settings. d) The recurrent version of CCASOT has better performance. This indicates that it is beneficial to also take recent states and actions into consideration for decision making. e) The proposed CCASOT/his performs the best among all the learning algorithms studied here, and it shows competitive performance on both training traces.
D. Additional Methods for Further Improving the Performance of CCASOT
In this subsection we show results of CCASOT/his, incorporated with CC or DR, to verify whether these techniques can be helpful. The results are shown in Table II .
We observe in Table II that with CC, the CCASOT performs more stably and produces better PUE. Compared with a general TD/r, the performance of PUE drops from 1.45 to 1.41, equivalent to about 10% reduction of cooling cost. It should be mentioned that although CC is useful in our problem (as it limits the range of the control setting change), its benefit does not necessarily extends to other problem set-ups. For the DR, we observe that the algorithm produces unstable results, especially for the r trace. This can be explained by the fact that for data center temperature control the effect of a control setting at a particular time step does not propagate too far into the future. In other words, the effect drastically diminishes after a certain duration. Using DR may over-emphasize the effect of one action on the states and actions in the far future. As such, the general practice of RL does not necessarily hold for our solution approaches.
E. Comparing Different Neural Network Designs
In this subsection, we compare different ways to implement the neural network. We compare the basic network design with the four other different approaches: 1) SimCost: with the simple definition of cost function analyzed presented in Section II-B; 2) Drop: we add a drop-out layer with a total number of nodes that is five times that of hidden layer; 3) Target: with the target network of DDPG; 4) NewArc: with a different architecture in reference [27] . The results are shown in Table III , all with r trace. The results show that the simple cost function causes performance degeneration, which proves that the cost function we choose at the first place can successfully generate optimal or near-optimal control policies. For the other network architectures, they do not show any significant performance improvement. The comparisons show that for cooling control problem, implementing CCASOT with a simple neural network design that is easy to train can produce better and more robust performance, which is critical for designing a practical controller. However, it should be noticed that for problems with high-dimension of state and action space, we may need to use a deeper (more hidden layers) neural network to extract useful features from the input.
F. Comparing Different Training Algorithms
The above results are so far generated with the training algorithm AdaDelta. It is also interesting to evaluate the performance of other training algorithms. In Table IV , we show the results for different training algorithms: AdaDelta (Ada), rmsprop [28] (Rms), and stochastic gradient descent (Sgd). The results show that the best training algorithm is AdaDelta, while Rmsprop performs almost as well. This is expected, since both algorithms adapt step size in updating the weight parameters of the neural networks. These results indicate that choosing a proper training algorithm is important, even for the simple cooling control instance studied in this paper.
G. Examples of Simulation Results
In this subsection, we present the examples of the PUE and temperature traces obtained from our simulation. As shown in Fig. 5 The PUE curves show that: a) The PUE curve of the KBest algorithm can drop to a very low level (about 1.1) in the simulation. This implies that the cooling system is almost not running. Such a greedy cooling setting shows the advantage of the KBest algorithm, utilizing the underlying system dynamics. b) In comparison, learning-based algorithm cannot achieve such low PUE. Among learning-based algorithm, the PUE curve of the CCASOT/his/D/CC is lower than that of TS/his/D most of the time, thus shows the better performance of CCASOT. c) From the temperature traces, we observe that with the learning algorithms, the temperature is kept very close to the predefined threshold of 29 o C. Note that at the beginning of the test period, the temperature of the data center zone is high for both TS and CCASOT, due to transient caused by the transition from the KBest algorithm and to the learning algorithm (the settings before the test period are provided by the KBest algorithm). However, for both TS and CCASOT, the zone temperature soon stabilizes to predefined temperature threshold and only fluctuates within a small range (less than 0.2 o C), much smaller than that of KBest. As such, in tallying the statistics of PUE and maximum zone temperature, we omit the first 100 time steps of the test period. We can also note that at certain time steps, TS fails to control the temperature with in the pre-set range, as shown in Fig. 5 (h) .
V. TEST ON REAL DATA TRACE FROM NSCC
To further investigate the proposed algorithm, we test the best version CCASOT/his on a data trace collected from the National Super Computing Centre (NSCC) of Singapore and show its performance on optimizing the energy cost while satisfying the cooling requirements (rack intake temperature).
We focus on optimization of the air cooling system for the computing nodes in NSCC. The 3-D model of the research target is shown in Fig. 6 . There are 26 racks in the target system. Three precision cooling units (PCUs) supply cold air for these racks. The PCUs supply cold air at about 20 degrees. Cold air enters into the cold aisle and then goes through the racks and at last returns back to the PCUs. There are other cooling facilities installed: for racks 1-20, an additional warm water cooling system is used to cool the CPU/GPU and memory chips; for racks 21-26, an additional rear-door cooling system is used. The warm water cooling system and rear-door cooling system will not be studied here thus we omit further details.
We try to optimize the total supply flow rate of the target PCUs shown in Fig. 6 , aiming to minimize their power consumption while maintain the average intake temperature of the racks (measurement point at the height of the 36U of each rack).
To apply the proposed algorithm, we collected the related data for the optimization goal, as shown in Table V . Note that several measurements of the warm water cooling system and rear-door cooling system are also used. Our experiments show that including these readings can increase the approximation accuracy of the Q-network. We collected these data entries for every 3 minutes during March 1 to 15 of 2017. For these data, we use the first 85% as the training data, and the last 15% as the test data. With the above data, we utilize the proposed algorithm to train the Q and µ network. In the Q network, we tried a special design that will approximate the energy cost and rack temperature respectively.
Experimental results show that the proposed algorithm works well as expected. First, the results show that the normalized mean absolute error of the Q network is smaller than 10% (0.1 degree), as shown in Fig 7. This proves that the network can successfully capture the system dynamics. Second, we study how the control settings output by the policy network change when different settings of the penalty parameter λ (used in the objective function (1)) are used, as shown in Fig. 8 . In figure 8 (a), we show when λ changes from 0.0, 0.1, to 10.0, the control settings output by the proposed algorithm change as the curves' color changes from dark to light yellow, while the real setting is shown as the blue curve. At the same time, we show how the predicted rack temperature changes correspondingly. We can observe that 1) With the control setting of our proposed algorithm, we can achieve a lower PCU supply rate (means lower power consumption), and achieve a rack temperature curve which will not surpass the maximum temperature of the observed real data; 2) With higher value of λ, the predicted flow rate is increasing and the predicted temperature curve is lower. This is reasonable as the larger λ is, the higher "price" the temperature constraint gains, which then causes the control setting optimization to evolve towards even lower rack temperature direction. These results show that our algorithm can be utilized our to generate different control settings with different cooling requirements, while optimize the corresponding energy cost. For example, when we set λ = 1, we can control the rack temperature under 26.5 degree, while achieving cooling energy saving 13.6%. 
VI. RELATED WORKS
Cooling system control optimization has been extensively studied. A significant portion of these works [4] [5] [6] [7] [8] [9] focus on using a two stage optimization procedure to find the optimal control setting. For the first stage, various kinds of models are built to evaluate the policy quality, such as approximate mathematical model [4] [5] [6] [7] [8] and neural network model [9] . For the second stage, the control variables are then optimized with the built model. Another area of research for cooling control optimization is to optimize the ice-storage system [29] [30] , so that it can be used for cooling when the electricity price is high.
In addition to the cooling system optimization surveyed above, there exists an extensive body of works that focuses on the ICT of the data center. For example, in [31] [32] [33] , the workload dispatch problem is studied to optimize the thermal map in the data center to improve cooling efficiency. In [34] , the workload dispatch problem is extended to geographically distributed data centers. Moreover, renewable energy is incorporated in [35] to reduce the cooling cost.
Reinforcement Learning deals with agents that learn to take better actions directly from experience of interacting with the environment. With the recent rapid advancement of RL, deep reinforcement learning (DRL) [11] has shown its strength in various fields. The deep Q-network (DQN) proposed in [11] applies a neural network approximation to the Q table in Q-learning [36] . The subsequent studies on DQN have been focusing on improving the training stability of the framework such as in [37] and extending the framework to solve problems with continuous control variables [12] . Various applications of Fig. 7 . The Q-network can predict the energy and rack temperature with high accuracy. We use part of the training data to validate the accuracy of the Q-network, the results are shown in (a) power consumption and (b) rack temperature. deep reinforcement learning have been proposed such as video processing [38] and text-based game [39] .
VII. CONCLUSION
Data center powers the modern society as the infrastructure for information storage, processing, and dissemination. At the same time, data center consumes a formidable amount of electricity, among which a large portion is used in cooling. To develop an optimal control policy for the complex cooling system for a data center is a difficult task. We propose and Fig. 8 . Test results on the NSCC data trace when λ changed from 0.0 to 10: (a) control setting (airflow rate) predicted by the proposed algorithm; (b) the correspondingly predicted rack temperature. Darker color curves are with smaller λ settings, and the blue curve (with "+" marker) is the real data trace collected in the test period. Note lower airflow rate means lower energy consumption. When we set λ=1, we can achieve energy saving 13.6% while the maximum rack temperature is lower than 26.5 degree.
verify an end-to-end approach for the control optimization of the cooling system for a data center. Compared to the existed TS optimization method, the end-to-end method can directly optimize a policy network based on the observed historical data, while the policy can output the optimized control settings for any given state. Adapted from DDPG and the actor-critic framework, our algorithm is a batch off-policy algorithm, with which we tested various different DRL settings like recurrent decision making, discounted return, etc.
We evaluate the proposed algorithm on the simulation platform EnergyPlus. The simulation results show that our method can maintain the data center temperature within the predefined threshold while achieving low PUE, and saving about 10% cooling energy compared to a canonical two stage optimization approach. We also apply our method to a real data trace collected from NSCC of Singapore, and the results show the high approximation accuracy and the predicted control setting can clearly reduce the cooling cost by about 14% while maintain the rack intake temperature under predefined threshold. The results prove that our algorithm can successfully learn the system dynamics from the monitoring data and can help to improve the cooling efficiency.
