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PREFACIO
Este libro es destinado para el uso por biólogos del campo y otras personas, incluso biólogos de
campo en el futuro que podrían estar en un curso de la universidad y trabajando en estudios y
conservación de animales. Nuestro objetivo es que los biólogos usen este libro como (haciendo
apología a nuestro colega Evan Cooch) una “introducción suave” al campo de la ecología
cuantitativa. Esperamos convencer a los lectores que los métodos y aproximaciones del libro no
son solo para los matemáticos, estadísticos y programadores de computadoras, sino que de hecho
son herramientas esenciales para practicar la conservación en el siglo veintiuno.
Queremos que el libro sea usado. Leido, escrito, portado al campo. Queremos que sea
consultado antes de coleccionar los datos del campo, para motivar y diseñar sus monitoreo y
programas de investigación (Parte I) y después para analizar e interpretar los datos de manera
apropiada, que ya han sido (esperanzadamente) coleccionados apropiadamente (Parte II).
Especialmente en la Parte II esperamos que esta introducción provea los biólogos de campo las
herramientas básicas y confianza suficiente para leer los libros especializados que citamos en
este libro.
Ponemos énfasis especialmente a la Parte III, donde tratamos la toma de decisiones
estructurada y el manejo adaptativa. En principio sugerimos a los lectores que pasen a esta
sección y se acostumbren con las ideas básicas de la aplicación de modelos de toma de
decisiones. Luego, que regresen a las Partes I y II para los detalles de cómo construir los
modelos, coleccionar y analizar los datos tomados a campo. Esto puede mantener el enfoque
donde queremos – en las aplicaciones prácticas de los métodos para resolver problemas reales en
conservación.
Proveemos un sitio del web para el libro y vamos a reactualizar el sitio de vez en cuando
para hacer correcciones y poner nuevos desarrollos en el campo. El sitio provee acceso fácil a
todos los ejemplos de los cuadrados en el libro, con mucho más detalle del que permite un libro
impreso. En esta dirección, hemos provisto enlaces en internet software y otros recursos, la
mayoría gratuitos. El sitio es un recurso esencial para el libro, por eso sugerimos a los lectores
usarlo para reproducir los análisis en el libro y como plantillas para hacer análisis con sus datos
propios.
Finalmente, no intentamos que este libro sea un reemplazo para otros libros más
comprensivos, especialmente Williams et al. (2002). Para mantener un tamaño razonable y
quedar accesible a los lectores menos cuantitativos, hemos decidido no tratar todos los métodos
disponibles y no hemos provisto en profundidad referencias más avanzados tal como en
Williams et al. (2002). Así que, por ejemplo, solo describimos brevemente las aproximaciones
importantes como los modelos de la simetría temporal de Pradel, los modelos de recapturarecuperación de Barker y Burnham y los modelos de multi-estados (Capítulo 12).En cambio,
hemos provisto un contexto dentro del cual los lectores puedan decidir si estos modelos resultan
útiles en sus aplicaciones y hemos referido los lectores a las referencias y software apropiados.
Asimismo, hemos dado un tratamiento mínimo al Diseño Robusto (Capítulo 12), pero proveemos
un ejemplo que debe dar a los lectores una buena idea del poder de ésta aproximación. Aquí en
cambio, hemos puesto énfasis en las aplicaciones prácticas y ejemplos, y de nuevo rogamos a los
lectores usar el sitio del web (https://sites.google.com/site/quantconscompanion/home/enespanol) para obtener el beneficio máximo del libro.

iv

EXPRESIONES DE GRATITUD
Los primeros dos autores agradecen a todos las personas que nos ayudaron o apoyaron durante la
versión inglesa (Conroy y Carroll 2009), especialmente nuestros familias, colegas, y estudiantes.
La versión presente en español ha beneficiado de las sugerencias y comentarios de varios
colegas, especialmente Jaime Bernardos, M. Javier Klaich, María Elena Zaccagnini, Viviana
Ruiz Gutiérrez y Andrea Goijman.
COMENTARIOS SOBRE TERMINOLOGÍA Y EL USO DE ESPAÑOL
En este libro, hemos intentado usar la lengua española en una manera apropiada en cuanto a
definiciones, gramática, ortografía, y el sentido de las palabras y expresiones. Sin embargo, a
veces nuestro deseo de mantener fidelidad a la lengua y la necesidad de claridad y exactitud en el
significado, nos obligan hacer compromisos. Por ejemplo, en muchas publicaciones en español
(pero no todas), se usa la palabra ¨estima¨ o ¨estimación¨ para significar el resultado de un
cálculo en estadística (¨estimate¨ en inglés). Pero, en realidad hay por los menos 4 significados
distintos para este término, y cada uno requiere una palabra diferente- estimación para significar
el proceso general (p. ej., estimación de máxima verosimilitud), estimar para significar la acción
de obtener un resultado de datos, estimador para significar un algoritmo o ecuación para
computar este resultado, y finalmente, valor estimado para significar el resultado su mismo. Para
ilustrar -- ¨Se realizó una estimación de verosimilitud máxima para obtener estimadores de los
parámetros N y S. Se usaron los estimadores y los datos de campo para estimar los parámetros,
obteniendo los valores estimados de Nˆ = 39.5 y Sˆ = 0.57 .¨
Hemos provisto un glosario de definiciones (Apéndice A) y una tabla de equivalentes
entre inglés y español, y hemos intentado mantener consistencia en el uso de terminología de
acuerdo a estas referencias. Usualmente hemos usado las equivalentes sugerido por Sahai y
Berríos (1981) pero a veces nuestra aproximación ha requerido términos adicionales o poco
diferentes.
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CAPÍTULO 1
INTRODUCCIÓN: EL PAPEL DE LA CIENCIA EN
CONSERVACIÓN

El interés por escribir este libro nació tras la afortunada convergencia de las carreras de los dos
primeros autores (MJC y JPC) en la Universidad de Georgia. Aunque estábamos educados en los
programas tradicionales del manejo de la vida silvestre de los años setenta y ochenta, ambos
estábamos interesándonos en lo que ahora podríamos definir mejor como la biología de la
conservación. Curiosamente, nuestra forma de pensar sufrió una evolución que nos llevó a tener
ideas similares en relación con lo que percibimos como debilidades de nuestra profesión, y de
cómo la creación de la biología de la conservación como profesión, aunque corregía algunas de
estas debilidades, también era insuficiente en muchas áreas. Con el tiempo, ambos nos hemos ido
implicando cada vez más en temáticas internacionales sobre la conservación de la naturaleza, lo
que nos ha llevado a nuevas intersecciones de nuestras carreras con las de otros colaboradores
(como JCS). Efectivamente, los tres hemos descubierto que nuestro interés en mezclar la
conservación y la ciencia trasciende las fronteras políticas y las sub-disciplinas.

Evolución de la ciencia de la conservación
La integración de la ciencia con la conservación de la naturaleza tiene ya una historia bastante
larga y aparece en muchas formas. El manejo de la caza en Europa y Norteamérica está basada
en los fundamentos del manejo de la agricultura y de la ganadería, esencialmente en el
tratamiento de las reservas de animales salvajes como animales domésticos, y ha evolucionado
durante centenares de años. Tanto en Norteamérica como en Europa las profesiones de manejo
de la naturaleza se desarrollaron durante gran parte del siglo XX siguiendo cursos bastante
paralelos, concentrándose en especies o grupos de especies en particular y en su manejo. La
literatura resultante de ello, así como los conocimientos sobre la dinámica de poblaciones de
dichas especies para su manejo son enormes, y constituyen algunas de las mejores informaciones
disponibles sobre los vertebrados.
Durante la última parte del siglo pasado se dio un segundo tipo de expansión, cuando
pasó a un primer plano el interés y la preocupación por la diversidad de la naturaleza,
principalmente en las zonas tropicales del mundo. Los científicos que trabajaban
predominantemente en las áreas de la teoría ecológica iniciaron diversos intentos de integrar la
1

ecología como ciencia con la conservación biológica. Dirigido en gran parte por científicos
norteamericanos y australianos, y llegado a su fructificación a finales de los años ochenta,
encontramos un desplazamiento en masa de científicos que tradicionalmente se dedicaban a
cuestiones empíricas de la ecología, que adoptan además una estrategia interesada en la
conservación de la diversidad biológica.
Las tendencias descritas más arriba tuvieron como resultado que varias disciplinas
científicas, cada una con distintos fundamentos, convergiesen para formar la ciencia de la
biología de la conservación. Creemos que cada disciplina proporciona distintos poderes a la
ciencia de la conservación. Por ejemplo, el manejo de la naturaleza en Norteamérica cuenta con
una excelente trayectoria en la aplicación de la investigación científica al manejo y la toma de
decisiones políticas. Por el contrario, la disciplina de la biología de la conservación generalmente
ha sobresalido en integrar los principios ecológicos y la conservación. El tercer componente
importante, aquí, es la popularización de la conservación entre el público general, que ha tenido
como resultado una enorme influencia de la cultura popular y el activismo sobre la conservación
y el manejo de la biodiversidad.
Dichas tendencias nos dejaron entonces dos disciplinas científicas: el manejo de la
naturaleza (y/o de la caza) y su profesión hermana, la biología de la conservación. Dichas
disciplinas pueden describirse perfectamente mediante el término general “ecología aplicada”, y
tener en parte objetivos no científicos. Ello crea una interesante y a veces compleja serie de
relaciones que pueden afectar a la capacidad de los “ecólogos aplicados” profesionales para
esforzarse en llegar a sus objetivos científicos de obtener un conocimiento fidedigno. En esta
coyuntura, nos encontramos con varios puntos que son altamente importantes. En primer lugar,
como en cualquier investigación aplicada o conducida hacia un cierto fin, debemos ser
particularmente cuidadosos con que nuestra investigación no se convierta simplemente en una
serie de profecías que se satisfagan a sí mismas. Al igual que en la investigación ecológica
teórica, nuestras ideas previas sobre cómo operan los sistemas no deben empañar nuestra
capacidad de llevar a cabo una investigación objetiva. Por diversos motivos, en la investigación
teórica, esta meta es más fácil de conseguir, dado que los resultados de la investigación teórica1
pueden incluir únicamente egos individuales y progresos en las carreras profesionales, más que
sistemas ecológicos y biodiversidad, que para nosotros, tanto como individuos como biólogos de
la conservación, nos son tan queridos. A lo largo de la historia de la ciencia, cualquiera que
desarrollaba alguna “nueva” teoría se veía sometido a la presión de defender que su idea era
correcta, y los demás científicos debían esforzarse en encontrar pruebas de que era falsa. Estas
tensiones científicas tradicionales también son importantes en la investigación aplicada; sin
embargo, existen ahora las presiones añadidas creadas por fuerzas externas, las de aquéllos que
tienen intereses en juego en relación con el resultado de la investigación. Esto es debido a que los
científicos de la conservación operan dentro de un “mundo real” socioeconómico-político que
incluye otros valores y otras formas de sopesar los problemas. Incluso con un público a favor, los
científicos y gestores conservacionistas deben actuar con responsabilidad, para permitir que los
que instauran las políticas puedan tomar la mejor decisión posible, a menudo con unos recursos
limitados y unas exigencias contrapuestas.

1

Curiosamente, los biólogos teóricos se encuentran ahora con que las influencias externas invaden mucho más su
reino, incluyendo los recientes debates en EEUU y otros países sobre la teoría de la evolución y la selección natural,
discutida por algunas organizaciones religiosas.
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La defensa de la naturaleza frente a la ciencia de la conservación
Distinguimos entre la conservación de la naturaleza –en la que los conservacionistas se ven
directamente implicados en promover políticas relativas a la diversidad biológica- y la ciencia de
la conservación, que utiliza la ciencia para ayudar a la sociedad a tomar decisiones más
fundamentadas. Esta última es el objetivo de este libro. Creemos que si adoptamos un punto de
vista científico, no sólo se sirve mejor a la ciencia, sino que también la conservación a largo
plazo será mejor servida. La tarea consiste en aumentar nuestra comprensión de los sistemas en
un mundo dinámico, y al mismo tiempo proveer a los que toman las decisiones con la
información necesaria. Es por ello que creemos que los planteamientos mediante modelos y el
manejo adaptativa son componentes críticos del “sistema” de investigación de la conservación.
En este libro, utilizamos frecuentemente los modelos para resumir el modo en el que
pensamos que funciona una población u otro recurso, respondiendo a varios factores, incluido el
manejo. Nuestros modelos incluyen una combinación de (1) nuestra compresión de los procesos
biológicos básicos, y (2) los datos disponibles para apoyar los componentes del modelo (la
Figura 1.1, de Williams et al. 2002, p. 112). Idealmente debemos incrementar en todo lo posible
cada uno de los dos factores, tal y como se representan en los ejes “x” e “y” del gráfico (Figura
1.1). En el eje “x”, deseamos desplazarnos hacia la derecha, lo que representa aumentar la
comprensión de los mecanismos que rigen un sistema en particular. En el eje “y” nos
desplazamos en vertical a medida que aumentamos la cantidad de datos disponibles sobre el
sistema o sobre partes de éste. El recuadro por sí mismo representa áreas generales de cantidad
de datos y comprensión del sistema. De forma ideal, deberíamos estar situados en el recuadro 3,
donde tenemos una buena cantidad de datos empíricos y también una buena comprensión de
cómo operan los sistemas particulares. Esta es la razón de que podamos utilizar nuestra
comprensión de la gravedad, las propiedades de los materiales y otros componentes de la física
para construir puentes -que generalmente no se caen. A pesar de que esta aproximación es
efectiva en muchas de las ciencias físicas, la complejidad de combinar datos biológicos y
sociopolíticos hace que sea difícil moverse en esta dirección en cuanto a cuestiones o temas
relacionados con la conservación. Es más probable que estemos trabajando en los recuadros 2 o
4, donde nos faltan datos, conocimientos o ambas cosas. De hecho, al tratar ciertas cuestiones de
conservación y con especies que se hallan fuera de la megafauna más carismática o bien de las
especies de caza bien estudiadas, a menudo empezamos en el recuadro 4 con la proverbial
“pizarra borrada”. Y para empeorar las cosas, a menudo los biólogos se hallan en una posición en
la que se esperan políticas y/o recomendaciones de manejo tras un estudio inadecuadamente
fundamentado. Aunque no es ideal, esta es la realidad política. Empezar en el recuadro 2 es algo
mejor, dado que podemos utilizar los conocimientos básicos de sistemas similares que
prometedoramente nos proporcionan un punto de partida más sólido. En ambos escenarios
(recuadros 2 y 4) serán útiles las aproximaciones mediante modelos combinadas con una buena
recolección de datos. En la conservación de la naturaleza, y en el manejo de la naturaleza o la
caza tradicional en Norteamérica y Europa, también puede que estemos operando en el recuadro
1. Puede que tengamos datos biológicos de alta calidad y a largo plazo, pero en muchos casos
aún nos falta la comprensión de los mecanismos rectores de los sistemas, para las cuestiones que
estamos interesados en abordar. La integración de la ciencia en el manejo de la conservación nos
proporcionará, en última instancia, los fundamentos para un manejo y unas decisiones de
conservación más fundamentadas.
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La buena ciencia es rentable
Una de las cuestiones más comunes en la biología de la conservación es el problema de la
financiación inadecuada. Fuera de algunas pocas áreas de la conservación que pueden atraer
grandes cantidades de dinero, la mayoría de los biólogos de la conservación se enfrentan con
enormes interrogantes y tareas pero se hallan limitados en cuanto al tiempo y los recursos
económicos disponibles. Incluso en los programas que están relativamente bien financiados, tales
como el manejo de la caza en Norteamérica y Europa, la escala a la cual deberían tratarse
muchas cuestiones biológicas y los recursos disponibles a menudo son bastante dispares. La
investigación sobre conservación compite por unos recursos económicos limitados con la
aplicación de la conservación (“manejo”). Esto significa que cuando se aumenta la cantidad de
financiación dedicada a la investigación, los recursos dedicados al manejo disminuyen y
viceversa. La única forma de “ganar” este juego es mejorar la eficacia. Tal como razonaremos en
muchas partes de este libro, una mala investigación es casi peor que ninguna investigación.
Puede llevar a conclusiones erróneas y a un mal manejo.
En este libro argumentamos que los proyectos de investigación sobre conservación con
un diseño pobre también sustraen recursos a la conservación. Es decir, gastar dinero en mala
ciencia no sólo desperdicia dicho dinero, sino que también resta dinero para la buena ciencia y el
buen manejo. Así, la buena ciencia, combinada con una mayor eficacia, producirá una mejor
conservación.

Figura 1.1. Relación entre la toma de datos y el grado de comprensión de los sistemas. En teoría,
querríamos que todas nuestras cuestiones sobre la conservación cayeran en el recuadro 3, donde
tenemos buenos datos y una buena comprensión del sistema. El recuadro 1 representa un mal
manejo del esfuerzo dedicado a los estudios de conservación y del dinero. Los recuadros 2 y 4
representan el lugar donde normalmente los biólogos conservacionistas empiezan sus
investigaciones sobre un tema en particular.

4

La conservación bajo las críticas
Con una frecuencia cada vez mayor nos vemos enfrentados con grupos escépticos e incluso
hostiles, que exigen de los conservacionistas que “demuestren” sus pretensiones de los impactos
negativos de un determinado desarrollo, de los beneficios ecológicos de la restricción de la
explotación forestal u otro consumo de recursos, de propuestas de reservas, o de la declaración
de que una especie está en peligro, por nombrar solo unas pocas. Mientras que nunca es posible
“demostrar” (en el sentido lógico) tales afirmaciones, sí es posible recopilar y analizar datos de
tal forma que las pruebas así conseguidas sean repetibles y defendibles. Y a la inversa, los datos
recogidos o analizados de forma no científica llevan a conclusiones que, mientras que quizás
intuitivamente sean razonables, no son repetibles y no resistirían un escrutinio científico. Los
opositores a los proyectos de conservación cada vez están más informados técnicamente, y
revelarán ávidamente las conclusiones de la comunidad conservacionista que se hallen basadas
en puntos de vista que presenten fisuras. En esta obra enfatizamos que la conservación científica
y ética incluye informar honestamente de las deficiencias de los estudios y los datos, de forma
que los resultados puedan ser interpretados apropiadamente. Una presentación inapropiada de los
resultados, especialmente si es para exagerar la certeza de las estimados o efectos, es tanto
carente de ética como contraproducente a largo plazo, dado que cuando (inevitablemente) sea
descubierta, la pérdida de credibilidad resultante puede ser devastadora (Conroy et al. 2006,
Beier et al. 2006).

Estructura del libro
Hemos enfocado este libro como un recurso práctico y manejable para los biólogos de campo.
Este libro debería ser análogo a las guías de identificación. Es el libro que usted lleva consigo y
utiliza constantemente, pero no espere encontrar en esta obra desarrollos en profundidad de los
aspectos teóricos ni las derivaciones matemáticas. Esperamos que sea complementario de
algunos volúmenes recientes, tales como Williams et al. (2002), de utilidad para estudiantes,
profesores y otros profesionales. También imaginamos que este libro puede ser valioso para su
uso en cursos breves para conservacionistas de campo. De hecho, el interés por este libro fue el
resultado de la participación de JPC y MJC en el desarrollo de un curso de una semana de
duración, que siguió a las charlas principales del congreso en cada uno de los tres últimos
Simposios Internacionales de Galliformes.
La parte I trata principalmente de los antecedentes que creemos que todos los biólogos
deberían revisar cuando se enfrentan a un problema o una cuestión conservacionista y se les pide
que desarrollen un programa de investigación. El capítulo 2 proporciona algunos conceptos
básicos sobre modelización. Ésta no se refiere a los modelos “tediosos” y complejos que temen
la mayoría de biólogos de campo, sino una formación en modelización que nos ayude a resolver
problemas. El capítulo 3 es una revisión y aplicación de algunos modelos de poblaciones básicos.
El capítulo 4 trata de los beneficios de aplicar los modelos a las cuestiones de conservación. El
capítulo 5 proporciona una revisión básica de cómo diseñar un estudio. De nuevo, esta parte del
libro sienta las bases para redactar las cuestiones de conservación, de forma que nuestra
investigación sea científicamente más robusta, económicamente más eficiente y sea defendible
ante todos.
La parte II trata de los temas de mayor importancia para los biólogos de campo en cuanto
a la recolección apropiada de datos para responder a las cuestiones de conservación planteadas.
En el capítulo 6 empezamos con los principios generales de la estimación de parámetros. El
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capítulo 7 es una revisión básica de los estudios de presencia-ausencia. Creemos que la
investigación de presencia-ausencia se utiliza poco, pero que en el futuro será considerada como
una de las técnicas más importantes en la conservación. El capítulo 8 cubre algunas de las
cuestiones cuantitativas más importantes sobre la estimación de la abundancia animal, y
cuestiones relativas a la estimación de parámetros demográficos. El capítulo 9 cubre los
principios básicos del muestreo a distancia, incluyendo el transecto y las estaciones de escucha
(estos últimos también se denominan ahora transectos de escucha). El capítulo 10 proporciona
los conocimientos básicos sobre marcaje-recaptura (re-observación) y el muestreo por
eliminación, para estimar la abundancia. El capítulo 11 se concentra en cuestiones particulares
relativas a los estudios por radio-telemetría, que a menudo se utilizan para comprender la razón
de los parámetros demográficos obtenidos. El capítulo 12 se extiende en cuestiones de los
parámetros demográficos, incorporando algunos aspectos de los capítulos 10 y 11. El capítulo 13
trata del tema de la selección y el uso del hábitat. Finalmente, en el capítulo 14 tratamos de
algunas cuestiones de muestreo y estimación de las comunidades salvajes.
En la parte III aplicamos las herramientas de los modelos y los estimados a la toma de
decisiones en cuestiones de conservación. En el capítulo 15 describimos cómo los objetivos de la
conservación pueden combinarse con las predicciones de modelos y pueden utilizarse como
herramientas para tomar decisiones. En el capítulo 16 tratamos la cuestión de la incertidumbre en
la investigación y en la toma de decisiones relativas a problemas de conservación. Debemos
recordar a los lectores que en el mundo real nos vemos enfrentados con profundas incertezas, en
parte debido a que la naturaleza no puede ser controlada, pero también a causa de nuestra
comprensión incompleta de cómo funcionan los sistemas ecológicos. Ello nos lleva al capítulo
17, en el cual mostramos cómo la monitorización de la información puede integrarse con la toma
de decisiones, lo que conduce a un manejo adaptativo. En el capítulo 18 ilustramos muchos de
los principios del libro presentando el caso-ejemplo de la conservación de las aves de las
praderas de Norteamérica. El capítulo 19 es un corto resumen de todo el libro.
Adicionalmente proporcionamos unos apéndices que esperamos sean útiles a los lectores.
A algunos lectores les resultarán familiares algunos de los términos utilizados en el libro, pero
para aquellos términos que no conozcan, en el Apéndice A proporcionamos un glosario
exhaustivo. El apéndice B incluye todo los ejemplos numéricos que se proporcionan en forma
electrónica, con un texto explicativo en detalle. En los Apéndices C y D se proporcionan enlaces
a páginas web en las que se puede obtener software y otros recursos, sin costo. En el apéndice E
proporcionamos una explicación exhaustiva y referencias para modelización y notación
estadística. En el apéndice F, se proporciona una clave dicotómica para ayudar a identificar los
métodos más apropiados a cada caso, como las claves taxonómicas utilizar para la identificación
de animales y plantas. Finalmente, en el apéndice G proporcionamos una tabla de términos
equivalentes entre inglés y español, para ayudar los lectores en su comprensión de este libro, y
facilitar acceso a la literatura técnica, la mayoría que es publicado en inglés.
Tenemos especial interés en que los capítulos de este volumen les proporcionen a los
conservacionistas de campo el valor para abordar nuevas maneras de afrontar los problemas de la
conservación. Aquí es donde creemos que este libro puede ser más útil –eliminando el miedo a
afrontar los problemas de conservación con enfoques cuantitativos y con la confección de
modelos, y haciendo que los conservacionistas de campo se den cuenta de que estas
aproximaciones no son “cajas negras” que deban relegarse a los “ecólogos de sistemas”,
encerrados en una oficina en algún remoto lugar.
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PARTE I. CONCEPTOS BÁSICOS EN LA
INVESTIGACIÓN CIENTÍFICO PARA
CONSERVACIÓN
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CAPÍTULO 2
USO DE MODELOS EN LA BIOLOGÍA DE LA
CONSERVACIÓN

La palabra “modelo” tiende a producir miedo en los biólogos de la conservación, que piensan en
los modelos como dispositivos que sólo pueden ser construidos (o entendidos) por especialistas
cuantitativos –y rotundamente no por los biólogos de campo. Sin embargo, los modelos son parte
de la vida diaria, y son usados (conscientemente o no) por prácticamente cualquier individuo en
su toma de decisiones diaria. Este es un punto de partida crítico –todos nosotros utilizamos
modelos constantemente, entonces, ¿por qué les tenemos tanto miedo cuando tenemos que
aplicarlos a temas de conservación?
En este capítulo, en primer lugar procuraremos desmitificar los modelos mediante
algunos ejemplos muy simples, en los que el uso de éstos será desprovisto de todo lo que no sean
sus elementos esenciales. Luego aplicaremos simples modelos gráficos y numéricos –la mayoría
de los cuales pueden construirse utilizando hojas de cálculo– para investigar el crecimiento de las
poblaciones (exponencial y logístico). También trataremos modelos más complicados, que
incorporan estructuras de edad y variabilidad al azar. Aplicaremos modelos simples a dos de los
problemas más importantes de la conservación, es decir, el de la recolección (y
“sobrerecolección”) y el de la conservación de poblaciones “pequeñas”. Extenderemos el uso de
modelos a poblaciones con estructura espacial, que es crítica para comprender los importantes
conceptos de la dinámica de fuentes y sumideros (“source-sink”), la fragmentación del hábitat y
el aislamiento de poblaciones, y a los modelos de competencia simple y de depredador-presa.
Más adelante dedicaremos algún tiempo a la discusión del uso de los modelos
“enlatados” para la investigación de la dinámica de poblaciones, particularmente el análisis de
viabilidad de poblaciones (PVA). Llegados a este punto queremos prevenir con gran énfasis a
los lectores sobre los peligros de un uso ingenuo de estos “paquetes”, que a menudo se basan en
numerosos supuestos (a menudo no probados). Dichas advertencias deben aplicarse también a
todos los paquetes estadísticos –generalmente se ponga lo que se ponga al inicio del programa, al
final éste siempre genera una “respuesta”. Además, los modelos “enlatados” a menudo están
diseñados para ajustarse a una amplia gama de sistemas –por lo que muchos de ellos quizás no se
ajusten bien a los modelos de interés, lo que crearía problemas adicionales. Proponemos modelos
más simples pero más transparentes, que nos informen mejor sobre el sistema, y que sean más
fáciles de evaluar con los datos. A fin de ilustrar estas ideas, proporcionamos diversos ejemplos
reales del uso de modelos en poblaciones, tanto con modelos desarrollados por el usuario como
con modelos “enlatados”.
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Tipos de modelos
¿Qué es un modelo? Simplemente, un modelo es una abstracción de algo real. Aunque los
modelos a muchos les resultan misteriosos y asustan, en realidad todos los utilizamos en la vida
diaria. Un mapa es un modelo –básicamente un dibujo de dos dimensiones a escala, de una parte
de la superficie terrestre. No es la Tierra misma, ni tampoco es necesariamente muy realista –
simplemente debe llevarnos del punto A al B, y quizás lo haga de una forma bastante artificial.
Un esquema muy simple de las carreteras desde su casa a casa de un amigo puede ser muy tosco,
pero extremadamente útil para encontrar su objetivo y llevarle sin problemas a casa de su amigo.
Ello pone de relieve que existen muchos tipos de modelos, y no todos habitan en los ordenadores
o en listas de complicadas ecuaciones.
A continuación listamos una serie de modelos que el lector debiera reconocer y usar, algunos de
ellos a diario:
1. Modelos conceptuales. En realidad son sólo ideas del aspecto de un sistema, de su
funcionamiento y de cómo interactúa con otros sistemas. Pueden residir por completo en
el cerebro de la persona que está pensando en ello –el “conceptualizador”, y estar
representados en diagramas de flujos, o podrían incluso formularse matemáticamente.
2. Modelos físicos. Son representaciones físicas de un sistema, que en cierto modo trabajan
de forma análoga al propio sistema. Por ejemplo, Pearson (1960) desarrolló una especie
de máquina del millón (para todos aquellos que son más jóvenes que los autores –se trata
de anticuados videojuegos mecánicos) como analogía de cómo los procesos de
nacimiento y muerte actúan en una población: las nuevas bolas liberadas representan los
nacimientos, y las bolas que caen por los agujeros, las muertes.
3. Modelos gráficos. Se representan mediante cualquier cosa que pueda mostrarse en forma
gráfica. Por ejemplo, los gráficos que relacionen la temperatura y precipitación medias en
los distintos meses del año, son utilizados para modelar la climatología de una zona y
predecir los períodos de sequía.
4. Modelos analíticos. Convierten nuestras ideas en una serie de ecuaciones matemáticas
que pueden ser luego convertidas en un código cibernético.
5. Modelos numéricos. Proporcionan un resultado cuantitativo, a menudo de varias
predicciones reunidas calculadas a mano, en una hoja de cálculo, o en un programa de
ordenador.
6. Modelos empíricos o estadísticos. Utilizan datos para estimar los parámetros, y luego
ponen a prueba las predicciones u otras hipótesis, utilizando un muestreo de datos. Es
este tipo de modelo y los dos anteriores los que a menudo excitan y asustan a los biólogos
de la conservación, e incluyen el núcleo de muchos programas conservacionistas útiles.
Debería quedarle claro al lector astuto que la anterior clasificación de modelos es
artificial, y que existe mucho solapamiento entre las categorías. Como mínimo, es fácil de
ver cómo el desarrollo de un tipo de modelo puede llevarnos fácilmente a otro. Por ejemplo,
se podría tener una idea puramente teórica de la relación entre una respuesta biológica y un
“predictor” ambiental (modelo conceptual), que luego puede ser dibujado (modelo gráfico).
Incluso podríamos completar algunos valores de los coeficientes del modelo y generar
algunas predicciones (modelo numérico), o explorar la conducta general de un modelo bajo
una amplia gama de posibles valores de los parámetros (modelo analítico). Sin embargo,
como buenos biólogos de campo, no deberíamos sentirnos satisfechos hasta que hayamos
recogido algunos datos, estimado los parámetros, y comprobado algunas predicciones de
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modelos alternativos (modelos estadísticos). Para cerrar el círculo, los modelos estadísticos
pueden reforzar el modelo conceptual original, o pueden desafiarlo, llevándonos a un modelo
conceptual revisado, más gráficos, análisis, predicciones, etc. (Figura 2.1).

Figura 2.1. Diagrama de flujos de las realimentaciones de diversos tipos de modelos que pueden
utilizarse para comprender mejor un problema en la biología de la conservación.

Principios básicos de la construcción de modelos
Quizás la segunda de entre las mayores faltas que cometen los biólogos conservacionistas en
relación con la construcción de modelos –junto con temer y evitar el tema- es embarcarse en los
modelos de forma arbitraria y fortuita. El uso de modelos puede ser muy útil, pero sólo si se hace
metódicamente, con un propósito en mente y recordando la advertencia de George Box de que
“todos los modelos son erróneos, pero algunos de ellos puede que sean útiles”.
Definición del objetivo
Tal como sucede con cualquier estudio, un punto básico en la realización de modelos es tener
claro cuál va a ser el objetivo del modelo. Éste va a determinar la escala o los detalles del
modelo; qué tipo de hechos del sistema deben ser incluidos y cuáles no; y si el modelo es
puramente un “ejercicio mental” o bien una herramienta de predicción real. Por ejemplo, si
nuestro objetivo es manejar una población para poderla cosechar de forma sostenible,
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deberíamos concentrarnos sobre todo en modelar aquellos aspectos de dinámica de poblaciones,
directamente relacionados con el impacto de la recolección. La inclusión de detalles sobre la
conducta animal individual, la selección de recursos y otros hechos, aunque interesantes,
probablemente no se relacionan con el tema de la cosecha sostenible, y no deberían incluirse. De
hecho, estos últimos componentes sirven solo para complicar y enmascarar el modelo,
dificultando su comprensión. Por el contrario, la composición genética de una población puede
ser crítica para la decisión que estamos a punto de tomar relativa a la conservación de esa
población. En este caso, los modelos centrados únicamente en la abundancia y otros parámetros
poblacionales serán poco detallados para nuestras necesidades.
Definición de parámetros, variables y relaciones funcionales
La mayoría de modelos incluirán diversos “inputs”, “outputs” y relaciones funcionales que
especifican las características biológicas que estamos intentando simular. Características tales
como el tamaño de la población, su estructura de edades y las condiciones del hábitat, que
tienden a variar con el tiempo y el espacio, típicamente se denominan variables de estado (o
simplemente “variables”). Las constantes que controlan la tasa de cambio, o expresan de
cualquier otra forma las relaciones entre las variables son los parámetros. Algunos ejemplos de
parámetros son las tasas de nacimiento y de supervivencia. Dos ejemplos muy simples ilustran
estos términos, y la idea de construcción de modelos simples. En primer lugar, supongamos que
deseamos traducir a un modelo la predicción “al aumentar la cantidad de hábitat, se incrementa
de forma linear la abundancia de nuestra especie de interés”. En este ejemplo, abundancia y
hábitat son variables de estado, que pueden etiquetarse respectivamente como Y (abundancia) y X
(cantidad de hábitat). El aumento hipotético de abundancia con el incremento de hábitat se da a
una tasa b, de forma que nuestro modelo simplemente es:
Y = bX

(Algo para pensar: –en nuestra ecuación podríamos haber incluido un término de intercepción de
Y, más que asumir el valor de “0”, ¡pero cualquier valor positivo hubiera tenido como resultado
una predicción de abundancia positiva en ausencia de cualquier hábitat! Algunos lectores más
avispados podrían habernos pillado y haber señalado que podría haber una intercepción de Y
negativa. Ello sugiere que existe un cierto nivel de hábitat (intercepción de X) para el cual la
población cae a “0”.) El valor real de b podemos elegirlo de forma arbitraria; puede ser un valor
basado en conocimientos previos biológicos, o estimado estadísticamente (p. ej., utilizando
métodos de regresión lineal).
Para poner otro ejemplo, supongamos que deseamos predecir el cambio de una población
con el tiempo. Ahora, nuestra variable de estado, la abundancia, debería ser clasificada según el
tiempo (t); representaremos la abundancia en el tiempo t como N (t). Un simple modelo del
crecimiento de la población (que exploraremos más adelante en la siguiente sección) supone que
las tasas de nacimiento (b) y muerte (d) son constantes en el tiempo, lo que nos conduce (en
ausencia de inmigración o emigración) a un crecimiento constante r = b-d. Estos son los
parámetros del modelo (en este caso basta con r). Nuestro modelo dinámico básico es:

N(t + 1) = N(t)(1+ r) ,

€
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simplemente, que la abundancia del año próximo (N(t+1)) es igual a la abundancia de este año
por un factor de crecimiento. En realidad, necesitamos una característica más para completar
nuestro modelo: un punto inicial en el que situar a la población. Esta condición inicial es la
abundancia de la población en un cierto momento inicial t=0, N(0). Dado este valor, y un valor
para r, tenemos un modelo en funcionamiento. Por ejemplo, si r=0.05 y N(0)=100, tenemos:

N (1) = 1000(1 + 0.05) = 1050 ,
N (2) = 1050(1 + 0.05) = 1103 ,
etc. Lo que podemos ver es que una pequeña cantidad de información sobre una población nos
puede permitir crear un modelo simple y posiblemente útil, para describir la abundancia de
algunas especies.
Modelos discretos o continuos; estocásticos o deterministas
Existen muchas formas matemáticas de fabricar modelos, y los ejemplos simples de más arriba
representan dos tipos de elecciones para la construcción de modelos. Si nuestros modelos son
dinámicos (lo que significa que la población u otras entidades cambian con el tiempo),
deberemos decidir si representamos el tiempo en términos discretos, como más arriba, o de
forma continua. En la mayoría de modelos de este libro hemos elegido los modelos de tiempo
discreto, dado que muchos de los animales de los que tratamos se reproducen por estaciones, por
lo que los periodos de tiempo discretos parecen más apropiados. Además, muchos de los estudios
de poblaciones se llevan a cabo anualmente en fechas específicas, lo que hace más fácil pensar
que los cambios poblacionales se presentan durante intervalos (t, t+1) más que de forma
instantánea. Finalmente, las matemáticas de los modelos de tiempo continuo pueden ser más
difíciles, incluyendo cálculos diferenciales; los modelos de tiempo discreto se representan
mediante ecuaciones de diferencia, algo más fáciles de comprender, y también más fáciles de
traducir en hojas de cálculo u otros códigos de ordenador. No obstante, los modelos de tiempo
continuo son importantes en gran parte de la ecología, de forma que animamos a los lectores
avanzados a estudiar más sobre ellos en bibliografía, como Williams et al. (2002).
Los constructores de modelos conservacionistas deben también decidir si construyen
modelos que sean deterministas –es decir, que no contengan elementos al azar- o estocásticos,
que incluyen elementos al azar (y por lo tanto las predicciones varían de una ejecución a la
siguiente). Cada tipo de modelo tiene sus ventajas y desventajas. A menudo es una buena idea
empezar con modelos deterministas y concentrarse en la conducta matemática del modelo, tal
como los análisis de sensibilidad y equilibrio, sin la distracción añadida de los efectos al azar.
Por ejemplo, el impacto relativo de un parámetro con respecto a otro en el resultado del modelo
será mucho más claro si no incluimos la variación al azar. Una vez se han comprendido bien las
matemáticas del modelo, entonces pueden incluirse los efectos al azar, para añadirle realismo al
modelo (¡dado que las poblaciones reales están sujetas a muchos tipos distintos de influencias al
azar!). En la siguiente sección construiremos modelos de población deterministas y estocásticos.
Verificación y validación
Cualquier modelo que creemos, es una versión, por lo menos plausible sino necesariamente
correcta, de la realidad. No obstante, es muy importante llevar a cabo “chequeos de la realidad” a
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los modelos que hemos construido. La verificación de los modelos es esencialmente una
comprobación para ver que el modelo produce resultados similares a lo que hemos pretendido, y
(si se incluyen datos), se ajusta bien con los datos utilizados para construir el modelo. En este
punto, puede que descubramos que el modelo produce resultados disparatados o que
biológicamente van en contra de la intuición (p. ej., valores negativos de la población, o tasas de
supervivencia >1.0), o que de cualquier otra forma carecen de sentido. Este es el momento de
descubrir por qué se dan estos resultados aberrantes –y cómo podemos mejorarlo. Desde luego,
sólo porque el modelo produzca resultados que tienen aspecto de ser ciertos no significa que en
realidad lo sean. Aquí es donde entra en acción la validación del modelo. La verdadera
validación implica la comparación de las predicciones del modelo con los datos recogidos
independientemente de la construcción del modelo, de forma que los datos no se utilizaron en
dicha construcción. Esta es una de las mejores maneras de validar el modelo, y por desgracia
raras veces se hace. Más adelante, en este capítulo, volveremos a la validación del modelo, y a
las formas de ir mejorando los modelos.
Conducta del modelo y análisis de sensibilidad
A menudo es muy importante tener una idea de cómo se comporta un modelo a lo largo de los
distintos valores de los parámetros, o (para los modelos dinámicos) cómo se comporta a través
del tiempo. La conducta de un modelo es especialmente relevante en los temas conservacionistas
tales como la recolección sostenible y el análisis de viabilidad, dado que generalmente estamos
interesados en cómo se comportarán las poblaciones reales durante largos periodos de tiempo, o
en respuesta a acciones de manejo. Para los modelos dinámicos, es especialmente importante
determinar si el sistema alcanzará un equilibrio, y si así fuera, dónde se halla (o hallan). Un
equilibrio es simplemente un estado en el cual el sistema ya no cambia con el tiempo; en relación
a la abundancia es cuando N(t+1) = N(t). Para muchos modelos, también es importante
determinar su estabilidad, que en esencia es la tendencia de un modelo a volver a un equilibrio,
tras una perturbación.
Por varias razones, también es importante evaluar la sensibilidad del modelo a las
variaciones en los valores de los parámetros. En primer lugar, algunos parámetros pueden
controlarse mediante el manejo, y por lo tanto el conocimiento de cómo dichos parámetros
influencian al sistema (p. ej. la abundancia en el equilibrio) puede ser muy importante para la
conservación y/o el manejo. En segundo lugar, la mayoría de los parámetros no se conocerán con
seguridad, y el conocimiento de cuánto importante es que los valores de dicho parámetro
posiblemente estén apartándose de los valores verdaderos, puede centrar nuestras prioridades
para mejorar dichos valores. En este capítulo deberíamos haber conseguido dos cosas
importantes respecto a los modelos. En primer lugar y como punto más importante, deberíamos
haber mostrado al lector que los modelos no deben ser temidos y que pueden ser muy útiles a
todos los científicos de la conservación. El segundo objetivo es proporcionar una introducción al
capítulo 3, donde ampliaremos nuestra comprensión de los modelos mediante algunos ejemplos
prácticos.
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CAPÍTULO 3
MODELOS DE DINÁMICA DE POBLACIONES

En este capítulo aplicaremos las ideas generales sobre la construcción de modelos que hemos
desarrollado en el capítulo 2 al problema específico de los modelos de dinámica de poblaciones.
Aquí, nuestras variables de estado importantes serán generalmente estadísticas resumen del
estado de la población, típicamente la abundancia de ésta en un lugar y un momento
particulares. Con el término dinámica nos referimos simplemente a cómo cambian con el tiempo
la abundancia, la estructura de edades, la distribución u otras variables de estado. Los
parámetros de nuestro modelo describirán pues las tasas a las cuales cambian estas variables de
estado a través del tiempo, e incluirán parámetros tales como tasas de nacimiento, muerte y
desplazamientos, tal como detallamos más adelante.

Ecuación de equilibrio del crecimiento de la población
En esencia, los modelos dinámicos de crecimiento de la población arrancan de una idea muy
simple que procede de la contabilidad: la hoja de balances. O incluso en términos más simples, el
acto de hacer balance de su cuenta personal en el banco. Podemos ver el tamaño de la población
en cualquier momento dado como un “saldo neto”, que cambia a través del tiempo mediante los
créditos (sumados a su cuenta) y los débitos (restados). En el crecimiento de la población, los
“créditos” son los nacimientos y los inmigrantes que entran en la población, y los “débitos” son
las muertes y los emigrantes que dejan la población. Supongamos que conocemos la abundancia
N de un año en particular (t) y deseamos calcular el cambio que se produce en tamaño de la
población hasta el año siguiente (t + 1). Lo haremos aplicando nuestros principios de
contabilidad, es decir, sumando los créditos y restando los débitos:

N (t + 1) = N (t ) + B(t ) + I (t ) − D(t ) − E (t )

(3.1)

En esta expresión, N(t) es el tamaño de la población (abundancia) con el que empezamos, B(t) e
I(t) las adiciones procedentes de nacimientos e inmigración, y D(t) y E(t) las restas debidas a
muertes y emigración. Esta ecuación de balance básico, llamada modelo “BIDE” (nacimientoinmigración-muerte-emigración, [birth-immigration-death-emigration en inglés]) constituye el
escenario para todos los siguientes modelos de población, que son en realidad casos especiales
de este modelo general.
El modelo BIDE fácilmente se puede modificar para llevarnos a algunos de nuestros
modelos más generales y útiles. Aunque el modelo BIDE a menudo se expresa en términos de
números brutos de animales, para nuestro propósito suele ser más útil expresarlos en tasas per
cápita. De momento nos parece conveniente ignorar la inmigración y la emigración
(esencialmente estamos asumiendo que el área de la población es tan grande que estos
desplazamientos poblacionales no son de importancia). Estas modificaciones se realizan
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cambiado la ecuación (3.1) para eliminar I(t) y E(t), y luego dividir ambos lados de la ecuación
por N(t). Haciéndolo obtenemos:

N (t + 1)
B(t ) D(t )
= 1+
−
N (t )
N (t ) N (t )
o bien

λ (t ) = 1 + b(t ) − d (t ) = 1 + r (t ) .

(3.2)

donde b(t) y d(t) son ahora tasas per cápita de nacimientos y muertes, y λ(t)=1+r(t) es la tasa per
cápita de cambio de la población, también denominada la tasa finita de incremento. Esta
ecuación hace patente que las tasas de crecimiento de la población per cápita pueden cambiar
con el tiempo, y que en realidad sí lo hacen (en ausencia de inmigración y emigración) como
función de las tasas de nacimiento y muerte. Con esta simplificación, podemos reescribir la
ecuación básica de crecimiento como

N (t + 1) = N (t ) + N (t )r (t )

(3.3)

Crecimiento (geométrico) de la población independiente de la densidad
Nuestro primer modelo de poblaciones “formal” es en realidad una simplificación del modelo en
las ecuaciones (3.2-3.3). Supongamos que las tasas de nacimientos y muertes permanecen
constantes a través del tiempo, de forma que b (t) =b y d(t) =d. En tal caso, tenemos
r (t ) = r = b − d , y nuestra población crecerá según

N (t + 1) = N (t ) + N (t )r = N (t )(1 + r )

(3.4)

es decir, la tasa de crecimiento per cápita permanece constante –sin tener en cuenta las
condiciones medioambientales, la densidad u otros factores. Nótese que si empezamos en un
momento inicial arbitrario t = 0, con una abundancia inicial N(0), la ecuación (3.4) produce

N (1) = N (0)(1 + r ) .
Tras dos lapsos de tiempo, la ecuación produce

N (2) = N (1)(1 + r ) = N (0)(1 + r ) 2
y así sucesivamente. Ello produce una ecuación general para el tamaño de la población tras t
lapsos de tiempo de

N (t ) = N (0)(1 + r ) t .

(3.5)

Nótese también que si r = 0.0 (es decir: λ =1.0), la población no presenta cambios; si r<0.0 (λ
<1.0) la población disminuye exponencialmente, y si r>0.0 (.>1.0), la población aumenta sin
límite (Figura 3.1). Debido a estos hechos, el equilibrio (de nuevo, N(t+1)=N(t)) sólo se da
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cuando r = 0.0 (y por lo tanto la población permanece a N(0)), o cando N(t)=0 (¡donde
permanece estancada!).
Nótese que el modelo equivalente, de tiempo continuo, basado en un cálculo diferencial
es:

N (t ) = N (0)e rʹ′t

(3.6)

donde “r’” en la ecuación (3.6) es una tasa instantánea de crecimiento (véase Williams et al.
2002, capítulo 8, para más detalles), y se relaciona aproximadamente con λ = r + 1 mediante

r ʹ′ ≈ log e λ
El tipo de crecimiento de la población dado por las ecuaciones (3.4) y (3.5) a veces se denomina
crecimiento “geométrico” o “exponencial”. También se describe adecuadamente como
crecimiento independiente de la densidad, debido a que la tasa r de crecimiento nunca depende
del tamaño ni la densidad de la población (Figura 3.1, Recuadro 3.1). En la siguiente sección
dejaremos de lado esta idea y permitiremos que la densidad influya en el crecimiento de la
población.

Figura 3.1. Crecimiento de la población independiente de la densidad (exponencial). NB0 B= 1000,
(a) r= 0.2, (b) r = -0.2.

Crecimiento de la población dependiente de la densidad
Muchas, si no todas las poblaciones, parecen estar reguladas por algún tipo de retroalimentación
de la densidad, en la que la tasa de crecimiento de la población se ve influenciada por su tamaño
o densidad. La idea es que con la población a niveles bajos, existen numerosos recursos para los
animales y el crecimiento de la población no se ve inhibido. Con estos números bajos, la
población crece a su mayor tasa per cápita, que denominaremos rmax. Al aumentar la población la
competencia, la depredación, las enfermedades y otros factores actúan para contener las tasas de
nacimiento (b), o aumentan las tasas de mortalidad (d), de forma que éstas ya no son fijas, sino
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que varían en relación con la abundancia. Las tasas de crecimiento disminuyen hasta que se
alcanza un límite superior K (a menudo llamado capacidad de carga; éste se considera a
menudo como un número mágico, pero en realidad es difícil de definir o calcular); en este nivel
de abundancia la población está en equilibrio (r(t) = 0.0). Por encima de este nivel, la tasa de
crecimiento de la población es negativa (r(t)<0.0). Estas ideas están incluidas en una
modificación de la ecuación (3.4) que tiene en cuenta los efectos de la densidad:

⎡ N (t ) ⎤
N (t + 1) = N (t ) + N (t )rmax ⎢1 −
.
K ⎥⎦
⎣

(3.7).

Recuadro 3.1 Crecimiento poblacional exponencial
Para ver si las ecuaciones 3.4 y 3.5 producen el mismo resultado, tomemos el caso donde la
abundancia inicial (N) es 1000 y r = 0.10. Esto es fácil de hacer en una hoja de datos de Excel
entrando los valores “0” y “1000” bajo las columnas tituladas “t” y “N”. Continué entrando
valores “t = 1,2,…..,10” bajo la columna “t” (o puede generar estos valores en la hoja de datos).
Ahora computen los valores de N(1) multiplicando (1+0.10) por el valor de N(0); esto es fácil
de hacer con una ecuación en una hoja de datos que parece algo por el estilo:
B2=B1*(1+0.10)
Ahora copie esta celda en el resto de la columna hasta llegar al año 10. Debería tener un
resultado como el siguiente (aquí redondeamos a nivel de individuo):
t
0
1
2
3
4
5
6
7
8
9
10

N
1000
1100
1210
1331
1464
1611
1772
1949
2144
2358
2594

Ahora trate de calcular estos valores de nuevo, pero esta vez utilizando la ecuación (3.5). En
una hoja de datos para t = 10 este calculo se visualiza por el estilo:
B10=1000*(1+0.10)^10
Esto debería dar el mismo resultado como el de la tabla para el año 10.
Usando la ecuación (3.4), usted tenia que compilar cada año utilizando el año anterior, así que
este requería de 10 cálculos. Con la ecuación (3.5) se obtiene el mismo resultado con una sola
ecuación, sin importar cuantos años han transcurrido. Bajar este ejemplo del sitio de Internet.
(Apendix B).
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Obsérvese que la ecuación (3.7) se obtiene de la ecuación (3.4) ajustando rmax mediante un
término adicional [1-(N(t)/K)], que expresa el efecto de “frenado” del tamaño de la población
sobre el crecimiento. A esto a menudo se le llama “resistencia ambiental”. Si se observan los
dos factores que pueden cambiar en este término, se verá que N(t) aumenta desde una cifra muy
pequeña hasta estar muy cercano a K, de forma que la tasa va de una cifra muy pequeña hasta
llegar a 1.0. Si se resta este valor de 1.0, el valor del resultado es 0.0. Ello significa que hemos
“frenado” hasta una parada total.
Este modelo tiene como resultado poblaciones que siguen el conocido patrón de
crecimiento sigmoideo (“S”) que se muestra en la Figura 3.2, en el que las poblaciones se
acercan a K (de abajo hacia arriba) y permanecen en ese punto a menos que las condiciones
cambien (p. ej., que se produzca un trastorno ambiental de algún tipo). Es decir, la K representa
un equilibrio estable en el modelo logístico.

Figura 3.2. Crecimiento de la población dependiente de la densidad (logístico). . (a) N0 = 1000, rmax=
0.2, K = 5000. (b) N0 = 10000, rmax= 0.2, K = 5000.

Conviene también señalar que la discusión de más arriba se refiere a la situación en la
que una densidad de la población en aumento influencia negativamente a las tasas de crecimiento
de la población. En algunos casos, podemos tener una situación en la que suceda lo contrario:
con valores de población extremadamente bajos, las tasas de crecimiento poblacional también
disminuyen. Este fenómeno, denominado efecto Allee (Allee et al. 1949) puede tener lugar, por
dificultades en encontrar pareja, por lo que se reducen las tasas de nacimientos per cápita. En
algunos problemas de “poblaciones pequeñas” será importante considerar los efectos Allee, pero
en la mayoría de los problemas de poblaciones mayores (por ejemplo, cosecha sostenible)
podremos ignorar estos efectos con toda seguridad.
Finalmente, mostramos que, si bien desde un punto de vista teórico, el modelo logístico
es útil para capturar la idea de efectos dependientes de la densidad, su utilidad real es limitada
por el hecho que rmax y K son, en muchos casos, valores teóricos que difícilmente se observan en
la naturaleza. Vamos a considerar algunos de estos puntos en el Capítulo 4, cuando aplicamos el
modelo logístico y otros modelos a los problemas de conservación (ver Recuadro 3.2).
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Recuadro 3.2 Crecimiento logístico de poblaciones.
Uno puede generar una curva logística de crecimiento poblacional en una hoja de datos
haciendo una pequeña modificación al ejemplo anterior. Al igual que en ese ejemplo, entre los
valores iniciales de “0” y “1000” bajo dos columnas tituladas “t” y “N.” Vamos a necesitar
recrear unos 50 años de datos, así que continué rellenando la columna “t” con los siguientes
valores “t=1,2,…,50.” También puede utilizar la siguiente ecuación si la celda A1=0 (t=0)
entrando la formula:
A2=A1+1
En la celda A; copiar esta hasta t=50. Hacemos “crecer” la población dado el numero inicial de
1000 creando una hoja de datos con la ecuación (3.7). Si la celda B1=1000 para N(0)= 1000,
entrar la siguiente formula:
=B1+0.2*B1*(1-B1/5000)
para generar crecimiento logístico para
deberían verse algo por el estilo:
t
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

=0.2 y K =5000. Sus resultados hasta t=50

N
1000
1160
1338
1534
1747
1974
2213
2460
2710
2958
3200
3430
3645
3843
4021
4178
4316
4434
4534
4619
4689
4747
4795
4835
4867
4893

t
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
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N
4914
4931
4944
4955
4964
4971
4977
4982
4985
4988
4991
4992
4994
4995
4996
4997
4998
4998
4998
4999
4999
4999
4999
4999
5000

Recuadro 3.2 contiuado
Se puede hacer este modelo mas flexible poniendo los valores de
y K como variables en
celdas de hojas de datos, y después referirse a estas en su ecuación; Excel le facilita esta
computación asignándole nombres a las celdas donde los valores de
De esta forma se puede utilizar la siguiente ecuación:

y K son guardados.

=B1 + r max *(1-B1/K)
B

B

para crear su modelo.

Poblaciones con crecimiento por estructuras de edad
Los dos modelos anteriormente descritos asumen que la población está creciendo a una tasa
constante, o que el tamaño de la población está limitando uniformemente el crecimiento a todos
los individuos. No obstante, muchas poblaciones animales tienen estructuras de edad, que
también influencian al modo en que crece la población. Típicamente ello sucede porque las tasas
de nacimientos, de muertes, o ambas tienden a ser distintas en las diferentes clases de edad. En
este punto hemos de recordar que el número de clases de edad puede ser bastante distinto
dependiendo de las especies. Por ejemplo, en una especie de vida muy corta, tal como la
codorniz cotuí (Colinus virginianus), se podrá dividir simplemente en juveniles y adultos. Para
las especies que sobreviven durante varios años, tales como algunas especies de ciervos
(Odocoileus spp., Cervus spp.), se podrá dividir en tres clases. En especies de vida muy larga,
como los elefantes (Loxodonta africana), las ballenas (Cetácea), o los humanos, los individuos
pueden asignarse a múltiples clases de edad.
Podemos ilustrar la estratificación por edad volviendo al modelo dependiente de la
densidad (ecuación 3.4), pero en este caso, separando dicho modelo en estratos de edad (en este
ejemplo utilizaremos dos clases de edad): una clase “juvenil” (clase del año del nacimiento) que
sobrevive con la tasa Sj cada año (y de forma equivalente tiene una mortalidad de 1-Sj), pero que
no se reproduce, y una clase “adulta” que sobrevive a la tasa Sa. En este modelo simple,
asumiremos que los adultos (si no mueren) siguen siendo adultos, pero que todos los juveniles se
convierten en adultos después de un año. Ahora necesitamos dos ecuaciones que describan el
crecimiento. Para los adultos, el tamaño de la población a t+1 es simplemente el número total de
adultos y juveniles que sobreviven desde el año anterior:

N a (t + 1) = N a (t ) S a + N j (t ) S j
Asumiremos que contabilizamos los animales inmediatamente después de la reproducción; por
ello el número de juveniles producidos ese año viene dado por el número de adultos y juveniles
(ahora adultos) supervivientes, que ahora se están reproduciendo a una tasa per cápita b. Esto nos
da:

N j (t + 1) = [ N a (t ) S a + N j (t ) S j ]b .
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Con un poco de álgebra podemos ver que las tasas de crecimiento para los adultos y juveniles en
realidad no son constantes durante el tiempo, incluso aunque las tasas de supervivencia y
nacimiento sean constantes:

λa (t ) =

λ j (t ) =

N (t )
N a (t + 1)
= Sa + S j j
N a (t )
N a (t )

N j (t + 1)

⎛ N (t )
⎞
= ⎜ S a a + S j ⎟b
⎜ N (t )
⎟
N j (t )
j
⎝
⎠

La razón es que ambas tasas de crecimiento dependen ahora de los números relativos de jóvenes
y adultos que hay ahora en la población, lo que se conoce como distribución de edades, y este
número en sí mismo potencialmente está cambiando. Sólo cuando la distribución de edades deja
de cambiar con el tiempo, una situación denominada distribución de edades estable, podremos
calcular con fiabilidad una tasa de crecimiento para la población. Esta situación está ilustrada en
la Figura 3.3, en la que la población se estabiliza a una tasa fija de crecimiento
independientemente de la densidad durante aproximadamente 7 años. Lo que tarda una población
en alcanzar la estabilidad de edad depende hasta cierto punto en lo lejos que estaba de la
estabilidad la población en el momento inicial. No obstante, a pesar de estas condiciones
iniciales, la población alcanzará siempre las mismas distribuciones de edad estable y tasa de
crecimiento, siempre que las tasas de nacimiento y supervivencia específica de la edad
permanezcan constantes. Las poblaciones con muchas clases de edad tienden a tardar más en
alcanzar la estabilidad. Las técnicas para resolver la distribución de edad estable precisan de
operaciones matriciales que están más allá del alcance de este libro, y pueden hallarse en Caswell
(2001) y Williams et al. (2002). No obstante, una buena forma de ilustrar y entender el concepto
de la distribución de edades estable es utilizar una hoja de cálculo en la que calculemos el
crecimiento de una población; en el Recuadro 3.3 se proporciona un ejemplo simple con 3
edades.

Efectos estocásticos (al azar) sobre el crecimiento de la población
Hasta ahora, todos los modelos de los que hemos tratado han sido deterministas; por tanto, no
existen efectos al azar, y todos los valores futuros de la población están completamente
determinados por los valores de los parámetros y las condiciones iniciales. Es decir, para una
serie determinada de números usada como input, y toda una serie de parámetros del modelo
especificados, el modelo siempre producirá la misma respuesta –tanto si se utiliza una vez como
cien. Así, por ejemplo, con el modelo estructurado por edades anterior, aunque el crecimiento de
la población pueda parecer aleatorio, está oscilando simplemente debido a que la población no
empezó con una distribución de edad estable.
Por el contrario, los modelos estocásticos dependen de factores que no son enteramente
predecibles. Éstos pueden ser las condiciones meteorológicas u otros factores cuyos resultados
futuros son inciertos, pero que pueden afectar de alguna forma a la población. Lo que se hace
con este tipo de efectos es modificar nuestros modelos para que se puedan producir resultados al
azar. Por ejemplo, el número de crías producidas por las hembras de muchos cánidos es bastante
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Figura 3.3. Estructura de edad y crecimiento de la población. SBaB=0.7, SBjB=0.5, b= 0.8, NBaB(0)=
20, NByB(0)=0. (a) Trayectoria de la población, (b) proporción de juveniles, (c) tasa de crecimiento
(λ).

variable, dependiendo de las condiciones de las hembras, que a su vez son el resultado de las
condiciones ambientales. Por lo tanto, podemos tener un número promedio de crías producidas
por hembra, pero incorporando sobre este valor un factor de corrección que tenga en cuenta esas
fuentes potenciales de variabilidad. Esto puede hacerse de varias formas. Por ejemplo, podemos
tomar un modelo de crecimiento determinista como la ecuación (3.4) y añadirle simplemente un
número al azar. Por ejemplo:

N (t + 1) = N (t )(1 + r ) + X t
donde Xt proviene de una distribución estadística [p. ej., una distribución normal con una media
( x ) y una desviación estándar (DE)]. Otra aproximación (que nosotros tendemos a preferir) es
modelar la variación aleatoria en uno o más parámetros del modelo. Así, podemos tomar

N (t + 1) = N (t )(1 + rt )
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Recuadro 3.3 Crecimiento poblacional dependiente de edad: ejemplo con tres clases
Este es un ejemplo simplificado de tres edades para demostrar crecimiento poblacional dependiente de
edades en una hoja de datos. Como sugerimos en la ultima tabla, usaremos la convención “nombre” que
se puede encontrar en las hojas de datos para rotular nuestros valores iniciales de parámetros
poblacionales:
S_0
S_1
S_2
B_1
B_2
N_00
N_01
N_02

0.2
0.3
0.8
1
3
0
5000
0

Para las tasas de sobrevivencia y de nacimiento que son especificas para diferentes edades (b_2 para
edades 2 y mas), y 3 tamaños poblacionales iniciales en cada clase de edad (0, 1, 2). Vamos a utilizar
caracteres de subrayado (S_0 etc.) para que los programas no confundan estos con nombres de celdas
(S1, S2, etc.) Valores iniciales seran colocados en las celdas B2, C2, y D2 (t=0). El modelo poblacional
por su parte crea valores para t=1 para la edad 0 (celda B3) y animales que nacen y sobreviven a la edad
1 (juveniles del año pasado) y edad 2 (años 1 y 2 del año pasado) como:
=S_0*B2*b_1+(S_1*C2+S_2*D2)*b_2
para edad 1 (celda C3) como juveniles que sobreviven el año pasado como:
=S_0*B2
y edad 2 (celda D3) es sobrevivir edad 1 y 2 del año pasado como:
=S_1*C2+S_2*D2
También podemos calcular la proporción de edad 0 y edad 1 (p0 y p1; p2 por medio de restar) y la
población λ = N(t +1)/N(t).
Las proyecciones de los parámetros poblacionales y demográficos son los siguientes:
t
0
1
2
3
4
5
6
7
8
9

N0
0
4500
4500
4590
4680
4771.8
4865.4
4960.836
5058.144
5157.361

N1
5000
0
900
900
918
936
954.36
973.08
992.1672
1011.629

N2
0
1500
1200
1230
1254
1278.6
1303.68
1329.252
1355.326
1381.911

tot
5000
6000
6600
6720
6852
6986.4
7123.44
7263.168
7405.637
7550.9
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p0
0
0.75
0.681818
0.683036
0.683012
0.683013
0.683013
0.683013
0.683013
0.683013

p1
1
0
0.136364
0.133929
0.133975
0.133975
0.133975
0.133975
0.133975
0.133975

λ
1.2
1.1
1.018182
1.019643
1.019615
1.019615
1.019615
1.019615
1.019615
1.019615

donde rt proviene de una distribución normal con x = 0.1 y DE = 0.10. Ello produce el tipo de
efecto representado en la Figura 3.4, en el que la población generalmente está aumentando, pero
no de una forma totalmente suave como en el caso determinista, tal como se ve en la suave línea
sólida de la Figura 3.1. En este modelo vemos que los mismos puntos iniciales y los valores
estimados de los parámetros pueden producir trayectorias y resultados para la población muy
diferentes. Utilizando la analogía de más arriba—ahora 100 ejecuciones del modelo nos dan
100 resultados diferentes. Esto puede resultarnos muy útil para identificar resultados como la
probabilidad de extinción o el impacto de la caza para una población o el efecto de un
determinado tipo de manejo (ver Recuadro 3.4).

Figura 3.4. Crecimiento estocástico de la población. NB0 B= 1000 Dos simulaciones estocásticas con
r = 0.02 , SD (r ) = 0.05 ; la línea homogénea en la zona media describe el crecimiento determinista
(r = 0.02).

Estructura espacial y crecimiento de la población
Hasta ahora hemos asumido que la población es una única unidad en el espacio, potencialmente
con una estructura de edad (y sexo), pero que por lo demás es homogénea. Cada vez más, los
biólogos de la conservación aprecian la importancia de la variación espacial en las poblaciones, y
cómo la consideración del espacio es una parte integral para la comprensión y el manejo de
poblaciones.
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Recuadro 3.4 Crecimiento estocástico poblacional.
Podemos ilustrar crecimiento estocástico poblacional haciendo una pequeña modificación al
modelo primero, donde derivamos r de una distribución al azar variable. Como anteriormente,
vamos a necesitar columnas para t y N ; vamos a crear una columna adicional para guardar los
valores de r. Para el modelo estocástico, vamos a necesitar los siguientes parámetros: N(0)
(tamaño poblacional inicial), y la media ( ) y desviación estándar (σ) para la distribución
normal que se utilizara para general los valores de r. En este ejemplo, utilizaremos la
convención de “nombre” en Excel, rotulándolos como “N0”, “rbar”, y “SD” a las celdas que
contienen los valores para estos parámetros. Estos rótulos deben ser utilizados en las
computaciones subsecuentes abajo. En nuestro ejemplo N0=1000, rbar=0.10, y SD=0.05.
Para generar un valor al azar para r utilizamos la función de inverso normal en Excel,
la cual dado una probabilidad, la media, y desviación estándar para la variable al azar, genera
sus valores de una distribución normal. La probabilidad es simplemente una variable al azar
uniforme (0,1), donde ya especificamos y σ. La frase que utilizaremos para general los
valores al azar para r es
=NORMINV(RAND(),rbar,SD)
y es copiada a todas las celdas hasta el año 25 en la segunda (B) columna. Vamos a colocar los
valores poblacionales en la tercera columna (C). El primero de estos valores en simplemente
N0, asi que establecemos este ingresando
=N0
en la celda C2. Entonces computamos los valores subsecuentes de N ingresando
=C2*(1+B2)
en la tercer celda (C3) y copiando esta formula sobre el resto de las celdas. El ultimo valor
(t=25) debe ser:
=C26*(1+B26)
(en este ejemplo usamos la primera fila de la hoja de datos para asignar rótulos a las columnas,
añadiendo una fila 26 a los valores poblacionales). Anoten que si Excel esta programado para
automáticamente actualizar formulas, van a tener que obtener valores nuevos cada vez que
abran una hoja de datos o cuando hacen cualquier cambio. También pueden generar nuevos
valores actualizando la hoja presionando F9.
Pueden bajar este ejemplo del sitio de Internet del libro (ver enlace abajo). El sintaxis será
diferente para diferentes programas de hojas de datos pero este les dará mas o menos una idea.
Para ver cómo el espacio puede influenciar a la dinámica de poblaciones, supongamos
que tenemos 2 poblaciones de la misma especie, lo suficientemente aisladas entre sí como para
ocupar distintos hábitats, pero con un intercambio ocasional (desplazamiento de animales entre
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las poblaciones). Un ejemplo clásico de ello son las poblaciones en distintas islas del mismo
archipiélago, pero dicha idea puede transferirse también a hábitats terrestres, como por ejemplo
hábitats fragmentados. Supongamos también que las poblaciones en distintas islas, o parcelas de
hábitat, tienen al menos potencialmente distintas tasas de nacimiento y muerte, de forma que las
tasas de crecimiento (r1, r2) pueden ser distintas, y finalmente supongamos que los animales que
sobrevivan hasta el siguiente periodo de tiempo o bien permanecen en la población en la que
empezaron, o se trasladan a la otra. Podemos modificar la ecuación (3.4) para enfrentarnos a esta
situación, más complicada, asumiendo todavía una independencia de la densidad, creando los
parámetros adicionales π ij , i = 1,2; j = 1,2 , que representan la proporción (o probabilidad) del
desplazamiento de animales de la población i a la población j. Así, el número de animales a t+1
en la población 1 será el número de animales producidos por la población 1 entre t y t+1 que
permanecen en la población 1 más el número de animales producidos entre t y t+1 en la
población 2 que se trasladan de 2 a 1:

N1 (t + 1) = N1 (t )(1 + r1 )π 11 + N 2 (t )(1 + r2 )π 21
Igualmente, la abundancia en la población 2 a t+1 será el número producido por 2 y que
permanecen allí, más el número exportado por la población 1:

N 2 (t + 1) = N1 (t )(1 + r1 )π 12 + N 2 (t )(1 + r2 )π 22 .
La estratificación espacial puede llevarnos a resultados interesantes y a veces inesperados,
dependiendo del crecimiento relativo y las tasas de desplazamiento. Un importante caso especial
de este modelo es la dinámica fuente-sumidero, en la que existen dos poblaciones, una fuente
con λ1 = (1 + r1 ) > 1 y un sumidero con λ2 = (1 + r2 ) > 1. Pulliam (1988) resolvió este modelo
asumiendo que (1) existe un límite superior N*1 para la población fuente, (2) todo el exceso de
animales de la “fuente” se desplazan al sumidero una vez se ha alcanzado N*1, y (3) los animales
del “sumidero” permanecen en él (o mueren). Asumiendo esto, la abundancia en el equilibrio en
la población sumidero es

N 2* =

λ1 − 1 *
N1
1 − λ2

y la abundancia en su conjunto es:

⎡ λ − 1 ⎤ *
N * = ⎢ 1
+ 1⎥ N1
⎣1 − λ2 ⎦

(3.8)

Volveremos a los modelos estratificados espacialmente, y de fuente y sumidero, cuando
apliquemos los modelos de poblaciones a los problemas de conservación, en la siguiente sección
(ver Recuadro 3.5).
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Modelos para dos o más especies
Muchos problemas de conservación implican tratar con la dinámica de dos o más especies que
interactúan unas con otras, de forma que la dinámica de una especie influye en la de las otras.
Las dos versiones básicas de modelos de interacción de especies son los modelos predadorpresa de Lotka-Volterra, y los modelos de competencia (Williams et al. 2002). Ambos tipos de
modelos tienen formas diferenciales (tiempo continuo) y de diferencia (tiempos discretos); aquí
sólo presentamos las formas de tiempo discreto:

N prey (t +1) = N prey (t) + "#rprey − d prey N pred (t)$% N prey (t)
y

N pred (t +1) = N pred (t) + "#bpred N prey (t) − d $% N pred (t)

(3.9)

En estas ecuaciones, Npresa(t) y Npred (t) son la abundancia de la presa y los de los
predadores en cada momento de observación t. Para la presa, asumimos que el crecimiento
poblacional tiene lugar a una tasa constante (independiente de la densidad) rprey en la ausencia de
depredación. El coeficiente dprey determina que la tasa de muertes de las presas aumentará
linealmente al aumentar la abundancia de depredadores, con todo el término entre paréntesis
operando a modo de multiplicador de crecimiento sobre la presa. La ecuación para los
depredadores funciona más o menos de forma opuesta, presumiblemente con las tasas de
nacimiento de depredadores (bpred) aumentando al hacerlo la abundancia de presas, pero no
siendo influenciadas las tasas de muerte de depredadores (dpred) por la abundancia de presas.
Las relaciones de la ecuación (3.9) dan lugar a algunas predicciones interesantes, en
relación con la dinámica de predadores y presas. En primer lugar, se predice que la abundancia
en el equilibrio tendrá lugar cuando
N *prey= d pred / bpred , N *pred
= rprey / d prey .

En segundo lugar, se predice que la abundancia para cada una de ellas oscilará alrededor de estos
niveles de equilibrio (Figura 3.5). En el modelo de tiempo discreto, estas oscilaciones aumentan
a lo largo del tiempo, con las poblaciones “llegando más allá” de sus valores máximos y
mínimos. En los modelos de tiempo continuo se evita este tipo de inestabilidad del modelo, pero
éstos son algo más difíciles de construir. Finalmente, en los modelos predador-presa puede
introducirse la limitación de densidad de predadores, presas, o ambos, de la misma forma que
sucedía con los supuestos logísticas de las poblaciones individuales (Williams et al. 2002).
También se han construido modelos Lotka-Volterra para la dinámica de 2 especies que
compiten. En la forma discreta, estas ecuaciones predicen la abundancia de dos especies que
compiten como:

N1 (t +1) = N1 (t) + r1 N1 (t) [ K1 − N1 − a12 N 2 ] / K1
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Figura 3.5. Modelo predador-presa de Lotka-Volterra de tiempo discreto.

rprey = 0.2, d prey = 0.01, b pred = 0.005, d pred = 0.5. (A) N prey (0) = 101, N prey (0) = 22 ; (B)
N prey (0) = 105, N prey (0) = 15 .
y

N 2 (t +1) = N 2 (t) + r2 N 2 (t) [ K 2 − N 2 − a21 N1 ] / K 2

(3.10)

En este caso el modelo incluye tasas de crecimiento (r) y capacidad de carga (K) para
cada especie, y un coeficiente a12 y a21, que representan el efecto de la competición de una
especie sobre el crecimiento de la población de la otra. Al igual que en los modelos predadorpresa, los valores de los parámetros del modelo determinan cómo se comporta el modelo, y
dónde se da el equilibrio. El equilibrio tiene lugar en:
*

N1 =

K1 − a12 K 2
1 − a12 a21

y
*

N2 =

K 2 − a21K1
.
1 − a12 a21

Dependiendo del signo de los numeradores de estas ecuaciones, el modelo puede tener como
resultado una coexistencia estable de ambas poblaciones, la exclusión competitiva de una o la
otra, o un equilibrio inestable (dependiendo de los tamaños iniciales de la población). La Figura
3.6 ilustra los dos primeros casos, junto con el caso en que no existe competencia alguna ( a12 =
a21 = 0 ).
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Figura 3.6. Modelo de competencia de Lotka-Volterra de tiempo discreto.

r1 = 0.2, K1 = 1000;.r2 = 0.1, K 2 = 600. . (a) sin competencia- a12 = 0.0, a21 = 0.0. (b) coexistencia
estable - a12 = 0.25, a21 = 0.1. (c) exclusión competitiva - a12 = 0.25, a21 = 0.75.

Ambos modelos, predador-presa y de competencia, pueden extenderse a interacciones de
múltiples especies de predadores y presas, o a tres o más especies que compiten. Obviamente,
tales modelos pueden hacerse enormemente complejos muy deprisa, y por lo tanto están más allá
del ámbito de este libro. No obstante, los lectores que comprendan los modelos de dos especies
no deberían tener problemas en dominar estas formas más complicadas (Williams et al. 2002).
En este capítulo, hemos descrito cómo construir modelos básicos de dinámica de
poblacionales, y cómo usar estos modelos para explorar cómo podrían comportarse las
poblaciones bajo diversos supuestos sobre los valores de los parámetros, la dependencia de la
densidad, la estructura de edad, la estocasticidad y otros factores. En el capítulo 4 pondremos
nuestra atención en las aplicaciones específicas de los modelos de dinámica de poblaciones a
importantes cuestiones de conservación.

29

Recuadro 3.5 Crecimiento de la población estratificada espacialmente, con tres estratos de
población
Este ejemplo tiene tres estratos de población, unos tamaños de población iniciales de 5000 para cada
estrato, tasas de crecimiento específicas de estrato de
, y tasas de
desplazamiento de
,
, y
(en todos los casos,
dado que sólo existen tres poblaciones posibles adonde desplazarse, la probabilidad de la última (i.e.
quedarse) se obtiene restando de 1, p.ej., π11 = 1 - π 12 - π 13 = 1 – 0.25 – 0.25 = 0.5). En la hoja de
cálculo, los valores iniciales de la población se sitúan en las celdas B2-D2. El tamaño de la población
en t = 1 se calcula mediante
= B2 * (1 + r_1) * (1 - pi_12 - pi_13) + C2 * (1 + r_2) * pi_21 + D3 * (1+r_3) * pi_31
para la población 1:
= B2 * (1 + r_1) * pi_12 + C2 * (1 + r_2) * (1 - pi_21 - pi_23) + D2 * (1 + r_3) * pi_32
para la población 2, y:
= B2 * (1 + r_1) * pi_13 + C2 * (1 + r_2) * pi_23 + D2 * (1 + r_3) * (1 - pi_31 - pi_32)
para la población 3. Como en los casos anteriores, estas fórmulas se copian a lo largo de la página. El
tamaño total de la población, la proporción en cada área (el área 3 se obtiene restando p1 y p2 de 1), y
λ, se calculan en las columnas E – H. Estos valores y parámetros iniciales arrojan unos valores para los
primeros 10 años de
t
0
1
2
3
4
5
6
7
8
9
10

N1
5000
4569
4320.573
4350.277
4555.641
4866.306
5246.543
5680.254
6161.345
6688.746
7263.97

N2
5000
4325
4396.025
4664.585
5019.07
5429.928
5887.983
6391.119
6940.334
7538.227
8188.34

N3
5000
6825
8058.525
9060.097
9988.67
10921.22
11897.72
12940.96
14065.8
15283.67
16604.72

tot
15000
15719
16775.12
18074.96
19563.38
21217.46
23032.25
25012.33
27167.47
29510.64
32057.03

p1
0.333333
0.290667
0.257558
0.24068
0.232866
0.229354
0.227791
0.227098
0.226791
0.226655
0.226595

p2
0.333333
0.275145
0.262056
0.258069
0.256554
0.255918
0.255641
0.255519
0.255465
0.255441
0.25543

1.047933
1.067188
1.077486
1.082347
1.08455
1.085533
1.08597
1.086163
1.086249
1.086287
1.086304

A partir de aquí se puede observar que la proporción de animales en cada población, así como λ, se
estabilizan aproximadamente en unos 10 años. Así, la estratificación geográfica crea una situación
similar a la estratificación por edades, en la que la población potencialmente tarda varios años en
estabilizarse hasta alcanzar una “distribución espacial estable” y una tasa de crecimiento, (asumiendo
que las tasas de crecimiento específicas de la población no cambien).
Se puede bajar este ejemplo d el compañero electrónico del libro.
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Recuadro 3.6 Modelo de dos especies: predador-presa y competencia
En este caso hemos utilizado programas de hoja de cálculo para calcular los modelos de dos especies para el
caso concreto de la predación y la competencia. En la primera hoja de cálculo de Excel (predador-presa)
utilizamos la ecuación (3.9) para producir predicciones mediante el modelo de Lotka-Volterra de tiempo
discreto para valores especificados por el usuario de
,
,
,y
,, así como valores iniciales
de abundancia

y

. Estos parámetros se especifican en la columna G. Entonces el

programa calcula la abundancia de equilibrio de la presa como
= d_pred / b_pred
y del predador como
= r_prey / d_prey.
Finalmente, la abundancia en cada año siguiendo la primera (fila 2) viene dada por
= B2 + B2 * (r_prey - d_prey * C2)
para la presa (valor inicial en B2)
y
= C2 + C2 * (b_pred * B2 - d_pred)
para los predadores (valor inicial en C2).
En la segunda hoja de cálculo (competición) llevamos a cabo cálculos similares para el modelo de
competencia de Lotka-Volterra de tiempo discreto. El usuario especifica valores para
,
y
, y valores de población iniciales para cada especie,

.

El programa calcula la abundancia en el equilibrio para la especie 1 como
= (K_1-a_12 * K_2) / (1 - a_12 * a_21)
y para la especie 2 como
= (K_2 - a_21 * K_1) / (1 - a_12 * a_21).
Se evalúan los numeradores de estas expresiones para determinar si el modelo conduce a una coexistencia
estable, una exclusión competitiva o una inestabilidad (celda H27). Finalmente, las abundancias iniciales
(celdas B2 y C2) se proyectan sobre el tiempo como
= B2 + r_1 * B2 * (K_1 - B2 - a_12 * C2) / K_1
para la especie 1 y
= C2 + r_2 * C2 * (K_2 - C2 - a_21 * B2) / K_2
para la especie 2.
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Se puede bajar este ejemplo del compañero electrónico

CAPÍTULO 4
APLICACIÓN DE LOS MODELOS DE POBLACIÓN A LA
CONSERVACIÓN

En este capítulo trataremos de dos tipos principales de aplicaciones de los modelos de población
a la conservación. En primer lugar, nos centraremos en las situaciones en las que generalmente
las poblaciones son grandes, están ampliamente distribuidas y a menudo en crecimiento. Tales
poblaciones generalmente son las más aptas para extraer una cosecha de ellas, por lo que
haremos hincapié en lo que se denomina cosecha sostenible. No obstante, el problema de las
“poblaciones grandes” también tiene que ver con en el control de la vida salvaje, cuando el
objetivo es reducir o erradicar poblaciones que son plagas, especies exóticas invasoras o
simplemente demasiado abundantes en una zona concreta (por ejemplo los castores, Castor
canadensis, o las cotorras argentinas, Myiopsitta monachus, que causan daños a la silvicultura y
la agricultura). La construcción de modelos sobre estas poblaciones tiende a enfatizar las grandes
cifras y el logro de condiciones de equilibrio. Son particularmente útiles como “modelos” para
otros tipos de cuestiones aplicadas, ya que a menudo existen especies y situaciones en las que los
datos pueden ser obtenidos en grandes cantidades.
El otro tipo de población incluye a aquellas que son raras, distribuidas en manchas, su
abundancia decrece o tienen cualquier otro tipo de problema demográfico. A diferencia del caso
de la “población grande”, estas poblaciones tienen posibilidades reales de extinguirse, al menos
localmente, en un futuro previsible. La construcción de modelos para estas especies tiende a
enfatizar los problemas de las cantidades pequeñas, que incluyen la probabilidad de extinción, el
aislamiento y la endogamia, entre otros.
Estas categorías – poblaciones “grandes” versus “pequeñas”- son claramente artificiales,
y muchas especies caen dentro de ambas categorías en momentos diferentes y distintas
situaciones. Nuestro ejemplo favorito (Georgia, EUA) es el del ciervo de Virginia (Odocoileus
virginianus), que durante el lapso de nuestras vidas (MJC, JPC)—¡y no somos tan viejos!-- ha
pasado de estar casi extinguido localmente, a ser completamente capaz de soportar una cosecha
sostenible – e incluso una cosecha intensa, y a ser “superabundante” (p. ej. una amenaza
económica y de seguridad debido a los daños a la agricultura y el paisaje, y a las colisiones con
los vehículos).

Modelos de cosecha
Llegados a este punto, algunos lectores sugerirán que nunca tendrán interés en los modelos de
cosecha, ya que sólo trabajan con especies “raras”. A ello argumentamos que muchos de los
principios básicos, en cuanto al tratamiento de la dinámica de poblaciones, son los mismos, y que
algunos de los mejores y más interesantes ejemplos de modelos de dinámica de poblaciones se
han hecho en relación con especies cosechadas.
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Retomando nuestra discusión técnica, volvemos a nuestra ecuación básica del
crecimiento de la población [(ec. 3.3)]:

N (t + 1) = N (t ) + N (t )r (t )
Podemos modificarla para incluir la cosecha H(t) extraída cada año:

N (t + 1) = N (t ) + N (t )r (t ) − H (t )

(4.1)

Reordenando ligeramente esta ecuación, podemos descubrir las condiciones bajo las
cuales la cosecha tendrá como resultado que la población se mantenga a un nivel constante
(equilibrio), que se consigue cuando N (t + 1) = N (t ) :

N (t ) = N (t ) + N (t )r (t ) − H (t )
o

H (t ) = N (t )r (t ) .

(4.2)

A partir de ella, podemos ver fácilmente que el equilibrio se mantiene siempre que la tasa
de cosecha per cápita sea exactamente igual a la tasa de crecimiento r(t):

h(t ) =

H (t )
= r (t ) .
N (t )

(4.3)

Lo que nos dice la ecuación (4.3) es que si de algún modo pudiéramos saber la tasa de
crecimiento de la población para cualquier año t, podríamos equilibrar exactamente esta tasa si
pudiéramos controlar las tasas de cosecha h(t). La ecuación (4.2) nos dice que el tamaño de la
cosecha que obtengamos también dependerá del tamaño de la población.
Cualquier cosecha que alcance estas condiciones (ecuaciones 4.2 y 4.3) es por definición
sostenible, dado que el crecimiento de la población estará equilibrado exactamente con la
cosecha, y se mantendrá una población estable (en teoría, para siempre; ¡pero véanse los modelos
estocásticos y la sección siguiente!). No obstante, estas relaciones no son tan útiles, dado que r(t)
generalmente varía con el tiempo, y a menudo de forma impredecible. Si las tasas de crecimiento
son constantes con el tiempo, volvemos a nuestro modelo independiente de la densidad (ecuación
3.4) y podremos ver que el crecimiento de la población es equilibrado exactamente por h(t ) = r .
Por ello, si sabemos el valor de r podemos mantener una población constante cosechando a una
tasa constante:
h= r.
Desde luego, el tamaño real de la cosecha dependerá todavía del tamaño de la población:

H (t ) = N (t )h(t ) ,
o
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H (t ) = N (t )r
cuando h=r, lo que significa que siempre obtendremos una cosecha mayor bajo este modelo
(siempre que r>0.0; si r ≤0.0, cualquier cosecha agotará la población) esperando que la
población crezca a un tamaño mayor.
Una situación más interesante (y útil) surge cuando la población cosechada sigue el
modelo logístico (ecuación 3.7). Ahora llegaremos al equilibrio de la población satisfaciendo lo
siguiente:

⎡ N (t ) ⎤
N (t ) = N (t ) + N (t )r ⎢1 −
− H (t )
K ⎥⎦
⎣
que sucede cuando tomamos una cosecha de:

⎡ N (t ) ⎤
H (t ) = N (t )r ⎢1 −
K ⎥⎦
⎣

.

(4.4)

Figura 4.1. Modelo de rendimiento máximo sostenido mostrando el rendimiento (A) y la tasa de
cosecha (B) como función del tamaño de la población. Los parámetros de este modelo MSY
incluyen r =0.10, K = 1500.
B

B
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A diferencia del crecimiento dependiente de la densidad, esta ecuación especifica una relación
parabólica entre la cosecha y el tamaño de la población (Figura 4.1), que alcanza un rendimiento
máximo cuando N*= K/2 (el asterisco se refiere a que éste es un valor óptimo); el valor de este
rendimiento es rK/4. En todos los demás tamaños de la población (desde 0.0 a K), existe una
“imagen especular” N que da el mismo rendimiento, pero todos estos rendimientos son menores
que el rendimiento máximo obtenido en N*, conocido como el rendimiento sostenible máximo
(“maximum sustainable yield”, MSY). Además, la tasa de cosecha per cápita que tendrá lugar en
el MSY es h * = r / 2. . Poniendo esto de otra forma, si el objetivo es obtener un MSY, podemos
conseguirlo manteniendo la población en N * = K / 2 y tomando una cosecha de H * = rK / 4 , a
una tasa óptima de h* = r / 2 ; si estamos por encima o por debajo de K/2 y tomamos h*, la
población tenderá a volver al valor de equilibrio N* (dado que realmente está siendo cosechada a
una tasa menor o mayor de la que el nivel actual de la población puede tolerar, haciendo que la
población aumente o disminuya dependiendo de a qué lado de N* esté actualmente la población.
Un ejemplo numérico nos lo hará ver más claro (Recuadro 4.1).

Recuadro 4.1 Cálculo del MSY utilizando el modelo logístico
Tal como hemos visto, con el modelo logístico el rendimiento de la cosecha puede estudiarse
únicamente como una función de N, a partir de los valores para los parámetros r y K. Es decir, el
rendimiento de la cosecha puede ser modelado como

Esta función puede maximizarse (resuelta para el valor de N que da un rendimiento máximo) mediante
cálculos matemáticos. No obstante, podemos utilizar una hoja de cálculo y gráficos para hallar este
máximo, para un ejemplo en el cual rB = B0.1 y K =1500. En la columna A de la hoja de cálculo
tenemos valores de N de 0 a 1500 (no tiene sentido poner en el gráfico los valores pasados de K, ya
que no puede haber ningún rendimiento en este rango). En la columna B seguimos con la función:
= A2 * rmax * (1 - A2 / K)
(previamente utilizamos la convención de nombramiento de hojas de cálculo para ajustar los valores de
r y de K como 0.1 y 1500; lo podemos cambiar si así lo deseamos). También podemos calcular las
tasas de cosecha en la columna C:
= B2 / A2
(nótese que el primero de éstos es algo problemático, ¡ya que estamos intentando dividir por cero!).
Finalmente, podemos representar las columnas B y C versus A. Cuando vemos que existe un pico muy
claro en la curva de rendimiento, con un poco de ensayo y error uno se convence de que este pico
siempre se da en K/2 y siempre da un rendimiento igual a rmaxB B K/4 (en este ejemplo K/2=750 y
H*=150/4= 37.5). La tasa de cosecha asociada con este rendimiento es r /2, en este ejemplo 0.05.
Se puede bajar este ejemplo del compañero electrónico del libro.

Por muy atractiva que pueda parecernos esta idea de MSY, es importante no dejarse
entusiasmar por este concepto, como ha sucedido en el pasado (Larkin 1977). Siempre se ha de
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recordar que MSY depende por completo de los supuestos del modelo logístico (ecuación 3.7).
Entre otras cosas, la aplicación de MSY asume que los valores r y K se conocen con exactitud, y
que éstos no cambian con el tiempo. Ello a su vez elimina (al menos en esta forma simple) los
efectos estocásticos sobre la capacidad de carga ambiental o las tasas demográficas, o la
variación del crecimiento debida a la inestabilidad de la edad. Obviamente, si MSY se utiliza
incluso como una aproximación para determinar el rendimiento, el modelo logístico debe contar
con un soporte empírico tal como un modelo creíble, y no ser creído con fe ciega, dado que
incluso una leve desviación del modelo asumido o de los valores paramétricos podrían tener
enormes consecuencias para las decisiones en cuanto a la cosecha. Por ejemplo, los modelos
perfilados aquí no incluyen ninguna estructura de edad, a pesar de que en el pasado así se ha
hecho en la explotación de peces utilizando los modelos de Beverton-Holt (Beverton y Holt
1958). Somos especialmente escépticos sobre algunas de las aplicaciones de las ideas MSY a la
dinámica de poblaciones de los vertebrados en la biología de la conservación tropical, donde se
hacen grandes reivindicaciones para alcanzar unos niveles de cosecha “sostenible” con pocos o
ningún dato empírico (p. ej. Robinson y Redford 1991). Como mínimo, los biólogos deberían
estar dispuestos a considerar una serie plausible de formas de modelos y valores paramétricos, y
a explorar las implicaciones de la incertidumbre de éstos al tomar decisiones. En el siguiente
ejemplo mostramos cómo un modelo de cosecha (en el que asumimos un crecimiento logístico)
puede dar resultados bastante distintos que otro modelo (en el que asumimos que la tasa de
crecimiento depende de la densidad, pero tiene un valor medio y varía al azar alrededor de esta
media –recorrido al azar “random walk”). En ambos casos los inputs básicos de r y K del modelo
son los mismos (Recuadro 4.2).

Recuadro 4.2 Exploración de la incerteza de los modelos: un ejemplo de la cosecha con
crecimiento logístico versus “recorrido al azar” (“random walk”)
Tal como seguimos intentando enfatizar, los modelos son únicamente abstracciones de la realidad –no
son la realidad. Además, diferentes modelos pueden llevar a distintas conclusiones en relación al
manejo que sería más adecuada. En esta hoja de cálculo tenemos predicciones del crecimiento de la
población según dos modelos distintos, uno (en las columnas B hasta D) con crecimiento logístico (
=0.1, K=1500), el otro (columnas F hasta H) con crecimiento al azar, independiente de la densidad
(promedio de r = 0.1, DE= 0.05). Podemos explorar distintas tasas de cosecha (en la hoja de cálculo
la decisión es una tasa constante anual de h; si nos queremos complicar mucho podemos explorar
distintas tasas para cada año). Por ejemplo, una tasa de cosecha de 0.05 bajo el modelo logístico
tendrá como resultado una población que se estabilizará a aproximadamente a K/2, pero en el modelo
de “recorrido al azar” (“random walk”) la población continuará aumentando. Si aumentamos la tasa
de cosecha a 0.10 estabilizaremos toscamente la población según el modelo de recorrido al azar, pero
en el modelo logístico la población disminuirá. La hoja de cálculo también permite seguir el
comportamiento de la cosecha acumulativa, en este caso durante 100 años. Bajo una “cosecha
sostenible” deberíamos intentar maximizar esta cosecha acumulativa durante un largo período de
tiempo. ¡Está claro que esto no puede hacerse mientras la población está disminuyendo!
Se puede bajar este ejemplo del compañero electrónico del libro.
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Modelos de poblaciones pequeñas
Tal como hemos sugerido antes, un tema “dominante” en la conservación de poblaciones
pequeñas es la preocupación de que toda la población se extinga, al menos a escala local, en un
futuro predecible. Desde luego, todas las poblaciones (y especies) finalmente acabarán
extinguiéndose, con toda certeza. Siendo más prácticos, ahora realmente estamos más
preocupados por la extinción en períodos de tiempo razonables, típicamente a una escala de 100
a 500 años. Como biólogos de la conservación, estamos también preocupados principalmente
con las extinciones provocadas por las acciones humanas, tales como la destrucción del hábitat o
la sobreexplotación. Naturalmente, si un asteroide fuera a impactar en la Tierra, echaríamos en
falta las especies extirpadas (asumiendo que fuésemos de los humanos que escaparan a
“Armageddon”). No obstante, sospechamos que sería poco lo que podríamos hacer, al contrario
que en las películas de Hollywood, protagonizadas por Bruce Willis.
Se han desarrollado modelos de procesos estocásticos de nacimientos-muertes para
estudiar las condiciones matemáticas que llevan a la extinción. Dichos modelos tienden a ser
bastante complicados, así que no los repetiremos aquí (para más detalles, véase Williams et al.
2002, capítulo 11), sino que pondremos nuestra atención en algunos elementos clave. Habiendo
asumido algunas simplificaciones (tales como tasas de nacimiento y muerte constantes, ninguna
causa de interferencia del azar a excepción del proceso nacimiento-muerte) podemos escribir una
predicción general para la probabilidad de extinción durante un tiempo t:
( b−d ) t

de
−d
p0 (t ) = ⎡ be( b−d ) t − d ⎤
⎢⎣
⎥⎦

N0

(4.5)

donde d y b son las tasas constantes de muerte y nacimiento y N0 es la abundancia inicial
(típicamente tomada como el nivel actual de la población). Podemos utilizar esta expresión (y la
idea matemática de límites) para evaluar la probabilidad de una extinción eventual ( t → ∞ ) para
dos situaciones. En primer lugar, si las tasas de mortalidad exceden las de natalidad (d > b)
tendremos:

p0 (∞) = [ −d
−d ]

N0

=1

por lo tanto, tenemos un 100% de probabilidad de que la población finalmente se extinga (aquí
estamos hablando de nuevo matemáticamente: ¡finalmente todas las poblaciones se
extinguirán!).
A la inversa, si b>d:

p0 (∞) = [ db ]

N0

que podemos ver que es una fracción con un valor siempre <1.0, y este valor se hace menor
cuando N0 se hace mayor. Esto pone de manifiesto una de las ideas esenciales de la biología de
“poblaciones pequeñas”: las poblaciones pequeñas tienen un riesgo mayor de extinción que las
grandes, y el riesgo de extinción (debido a los acontecimientos demográficos al azar) disminuye
rápidamente al aumentar la abundancia (Figura 4.2). Es interesante que si hacemos b=d, nuestra
probabilidad resultante de extinción es también de 1.0 (Recuadro 4.3).
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Figura 4.2. Ejemplo de la probabilidad de extinción como función de los nacimientos, las muertes y
el tamaño inicial de la población (N 0 ). b=0.4, d=0.39.
B

B

Pueden utilizarse las mismas ideas (pero un modelo matemático ligeramente distinto)
para preguntar: “¿cuál es el tiempo promedio (esperado) para la extinción si las tasas de
nacimiento y muerte son constantes?” Ello nos lleva a la fórmula:

TE (N max ) ≅

1 "b%
$ '
bN max # d &

N max

(4.6)

donde Nmax es la abundancia máxima (p.ej. la capacidad de carga). Al disminuir la probabilidad
de extinción, el tiempo esperado de extinción T E disminuye rápidamente a medida que Nmax se
hace mayor (Figura 4.3). Dado que esta cifra fácilmente excede los varios miles de años para
cualquier población razonablemente saludable (los nacimientos exceden a las muertes), se ha
creado el concepto de población viable o “población viable mínima”, por encima de la cual el
riesgo de extinción se reduce sustancialmente, o a la inversa, se pospone hasta un futuro muy
distante. No obstante, existen viarias cosas a tener en cuanta antes de vernos cautivados por
reglas de viabilidad arbitrarias. En primer lugar, esto son sólo modelos, y por lo tanto son
abstracciones: las poblaciones reales son mucho más complicadas. Aún asumiendo que los
modelos son aproximaciones razonablemente buenas del mundo real, requieren estimados de b,
d, N max u otros parámetros, y dichos estimados pueden ser muy pobres –a menudo no mucho
mejores que simples conjeturas. Finalmente, varios autores han señalado que la ecuación (4.6)
incluye únicamente la incertidumbre demográfica –no la incertidumbre debida a la variación
ambiental, y por supuesto no incluye el riesgo de eventos catastróficos (sí, el impacto de un
asteroide tiene una probabilidad >0.0 de suceder: probablemente que tenga lugar este
B
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acontecimiento en el transcurso de nuestras vidas sea muy pequeño, ¡pero aún no es del 0.0!).
Además la ecuación no incluye los efectos de otros factores, como el crecimiento de las
poblaciones humanas, y su impacto sobre la disminución de los hábitats. Si incluimos alguna de
estas fuentes, entonces veremos que únicamente incrementando Nmax no se pospone
necesariamente la extinción indefinidamente (Figura 4.3).
Recuadro 4.3 Modelo de población única y pequeña
En este caso construimos modelos de población para poblaciones “pequeñas” bajo dos tipos de
supuestos: (i) crecimiento independiente de la densidad con r al azar y (ii) crecimiento dependiente de
la densidad con r y K al azar.
Este ejemplo combina las ideas de los dos ejemplos anteriores (recuadros 3.1, 3.2 y 3.4),
incorporando un crecimiento exponencial, un crecimiento logístico y los efectos al zar. Hemos
añadido un par de modificaciones para un buen ajuste a poblaciones muy pequeñas. Bajo el
encabezamiento de “independiente de la densidad” (columnas B-D):
La columna B calcula la r al azar con la fórmula
=NORMINV(RAND(),rmax,SD_r)
La columna C (empezando en la fila 3) se inicializa en NN0.
Hemos añadido una codificación para enfrentarnos a un problema común en la construcción de
modelos para poblaciones pequeñas, en el que el modelo puede todavía “existir” numéricamente
aunque se haya extinguido biológicamente. A menos que fijemos esto, en el modelo la población
puede llegar a estar por debajo de 2 (o 1 en un organismo asexual) y aún “recuperarse”
matemáticamente. Si ello sucede en una población real, significa la extinción. Podemos solucionar
este problema creando una columna adicional D, que comprueba si la columna C cae por debajo de 2.
Si ello sucede, le asigna un valor de 0 a la columna D; de otra manera, mantiene el valor calculado:
= IF(C3<2,0,C4)
Finalmente, el nuevo valor de la población en la columna D se convierte ahora en la base para
proyectar la población al año siguiente como:
= D3 * (1 + B3).
Hemos utilizado un dispositivo parecido para calcular un crecimiento logístico al azar (columnas F-I);
nótese que los valores r se calculan independientemente de los del crecimiento exponencial.
Intente utilizar este modelo con pequeñas poblaciones iniciales (NN0 < 10) y tasas bajas de
crecimiento (r = 0.01). Apriete F9 repetidamente para ver cuántos se extinguen antes de 100 años.
Intente aumentar NN0 y r y variar DE_r y DE_K para ver cómo la abundancia inicial, el crecimiento
y la variación de crecimiento afectan a la extinción (véase el compañero electrónico del libro).

Este último punto nos lleva a una contribución muy importante de la ecología teórica a la
biología de la conservación, la de la biogeografía insular. De forma muy simple, ya sea que
estemos hablando de islas oceánicas reales o de “islas” de hábitat, los individuos de las
poblaciones locales tienden a interactuar más con otros individuos de la zona (“locales”), de lo
que lo hacen con individuos más alejados o con vecinos relativamente cercanos, especialmente
39

cuando existe un grado de fragmentación u otros impedimentos del desplazamiento. No obstante,
ocasionalmente los individuos se dispersan de sus poblaciones locales y se establecen en islas
vecinas. Algunas veces estas islas están vacías, de forma que tiene lugar una colonización real (e
incluso expansiones del área de una especie). A veces la isla ha sido poblada en el pasado, pero
la población desapareció por alguna razón: quizás fue eliminada debido a una enfermedad o un
predador exótico, o quizás tuvo lugar un cuello de botella poblacional y se extinguió al azar
(véase arriba). A menos de que ésta fuera la única isla en que se hallaba la especie, la “extinción”
en estos casos es local, no global, y la colonización por parte de un vecino representa una
segunda oportunidad.

Figura 4.3. Tiempos esperados de extinción, incluyendo varios tipos de estocasticidad. (a) sólo
estocasticidad demográfica, (b) estocasticidad demográfica y ambiental, (c) estocasticidad
demográfica y ambiental más acontecimientos catastróficos.

Podemos ver esto considerando una metapoblación (una “población de poblaciones”)
formada por 3 poblaciones “isla”. La abundancia general viene dada simplemente por la suma de
la abundancia en las tres islas, por lo tanto:

N (t ) = N1 (t ) + N 2 (t ) + N 3 (t ) .
Obviamente, esta población se extinguirá únicamente si las tres poblaciones se extinguen. Con
nuestro simple modelo de extinción sabemos que
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p0i (∞) = "# dbii $%

N i (0)

donde i = 1, 2, 3 indexa las tasas de nacimiento, de muerte y la abundancia inicial en cada isla.
Incluso si no existe ningún intercambio entre las islas, la extinción global requiere que las tres
poblaciones se extingan. En el simple caso en el que la extinción en cada isla sea independiente
de lo que suceda en las demás, pero asumiendo que las tasas de nacimiento y muerte sean las
mismas en todas las islas, tendremos:
(
p0 (∞) = p10 (∞)p02 (∞)p03 (∞) = "# db $%

N1 (0)+N 2 (0)+N 3 (0))

que es exactamente lo mismo que:
N

p0 (∞) = [ db ] 0 .

En otras palabras, cada isla añade su parte a la probabilidad general de persistencia de la
metapoblación, con el efecto general, igual a reunir las 3 poblaciones.
Desde luego, las situaciones reales serán más complicadas, y requerirán la construcción
de modelos más realistas. Por ejemplo, las islas que están muy cerca unas de las otras es
probable que experimenten una meteorología u otras condiciones ambientales similares, pero
pueden tener hábitats distintos. Por lo tanto, deberíamos esperar que las tasas de nacimiento
fueran distintas, pero correlacionadas, y una construcción de modelos más realista permitiría este
tipo de situación. Además, las islas que están más cercanas es probable que intercambien más
individuos que las que están más alejadas, así que en el modelo deberían de incluirse las
distancias o barreras entre las islas (o manchas de hábitat). Los modelos estratificados
espacialmente, como los que hemos considerado en la sección anterior, podrían sernos muy
útiles en este caso. Naturalmente, cuanto más complicados se hagan estos modelos, más
parámetros se deberán especificar. Los modelos de marcado-recaptura pueden utilizarse para
estimar parámetros como supervivencia específica de la población y tasas de desplazamiento
(véase Williams et al. 2002, Capítulo 17, para algunos ejemplos). En el Recuadro 4.4
presentamos un simple ejemplo de metapoblación con 3 poblaciones.
Sin embargo, la idea principal es que siempre que las “islas” de población tengan un
cierto grado de conectividad, la extinción local no es “definitiva”: siempre existe la posibilidad
de una colonización de rescate de una de las poblaciones existentes. Ello también se relaciona
con la noción de sentido común de “no poner todos los huevos en la misma cesta”. No importa lo
abundante que sea una población local, siempre existe el peligro de la extinción local. Si se trata
de la única población en el mundo, la extinción será entonces global. Por lo tanto, las especies
que tienen una distribución geográfica amplia son automáticamente más resistentes que,
digamos, los endemismos insulares. Estas ideas también entran en juego cuando intentamos
mantener y restaurar poblaciones por medio de las redes de reserva. La controversia de “uno
grande frente a varios pequeños” (SLOSS) aún hace estragos, y probablemente no puede ser
establecida universalmente (dado que los animales son tan distintos en cuanto a sus habilidades
de dispersión). Tener en mente estas ideas –pero aún con la mente abierta ante puntos de vista y
evidencias contrarias- será clave para una conservación científica objetiva.

41

Recuadro 4.4 Modelo metapoblacional de tres poblaciones
Volvemos aquí al ejemplo de las tres poblaciones del recuadro 3.5, adaptado ahora al problema de
“población pequeña”. Esto se consigue mediante dos modificaciones. En primer lugar, en vez de
asumir tasas de crecimiento constantes específicas de la población de
, éstas
se utilizan como las medias para la selección de las tasas de crecimiento al azar de cada año, con la
cantidad de variación controlada por las desviaciones estándar para cada población. Ello tiene como
resultado tres columnas de tasas de crecimiento al azar (columnas H-J). En segundo lugar, como
sucede en el recuadro 4.3, hemos programado la hoja de cálculo para hacer entrar poblaciones que
caen de por debajo de 2 a cero. Desde luego, con el desplazamiento entre las poblaciones, incluso si
esto sucede la población puede recuperarse, pero se presenta la absurda situación de 1 (o menos)
animales en la población total. Los valores poblacionales ajustados se muestran en las columnas E-G.
La hoja de cálculo muestra el crecimiento de la población para 50 años. Intente hacerla
funcionar con poblaciones iniciales pequeñas (<10) en cada población, o incluso 0 en algunos casos.
Aumente o disminuya las tasas de crecimiento y los errores estándar. Cambie las tasas de
desplazamiento: note lo que sucede cuando no existe ningún desplazamiento, gran cantidad de
variación al azar y valores iniciales pequeños.
En este ejemplo, mantenemos los hechos relativamente simples, asumiendo que las tasas de
desplazamiento son constantes a lo largo del tiempo, y que las tasas de crecimiento, aunque variables,
varían independientemente entre poblaciones. En realidad, probablemente las tasas de desplazamiento
varíen con el tiempo, y las tasas de crecimiento probablemente estén por lo menos correlacionadas de
alguna forma, requiriéndose un modelo más complejo.
Se puede bajar este ejemplo del compañero electrónico del libro.

Modelización de efectos genéticos
En la biología de la conservación se ha puesto mucha atención en los aspectos genéticos de la
biología de las poblaciones pequeñas. Las poblaciones con cifras pequeñas sufren un riesgo
mayor de experimentar pérdidas de diversidad genética, debido a las mutaciones al azar y a la
deriva genética. Además, los individuos de las poblaciones pequeñas tienen menos parejas que
elegir, lo que lleva a una endogamia, el apareamiento de individuos que están estrechamente
emparentados (y que por lo tanto son genéticamente parecidos), sin mencionar el efecto Allee
descrito más arriba. En los casos extremos la endogamia conduce a un fenómeno denominado
depresión endogámica, en la que las tasas de reproducción, supervivencia o ambas de la prole
se ven perjudicadas. Se han dado ejemplos clásicos de ello en poblaciones extremadamente
pequeñas (<100 individuos), por ejemplo de algunos grandes felinos como los tigres asiáticos
(Panthera tigris) y la pantera de Florida (Puma concolor coryi).
Tratar la genética de poblaciones y los impactos genéticos sobre la demografía está fuera
del alcance de este libro. Sin embargo vale la pena tener en mente unos pocos puntos. En primer
lugar, el tema de la genética es, desde el punto de vista de la supervivencia de una especie, un
tema de impactos en la población. A pesar de los interesantes e incluso raros resultados genéticos
que pueden darse entre los individuos, sólo son relevantes para la biología de la conservación en
cuanto al grado en el que afectan a las tasas de nacimiento o de mortalidad. Así, la afirmación de
que las bajas abundancias producen “defectos” genéticos no tiene relevancia sino se demuestra
que dichos “defectos” afectan a las tasas demográficas. En segundo lugar, incluso cuando tales
impactos han sido demostrados, siempre debe tomarse en perspectiva el papel de la genética en
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la conservación. Nos parece obvio que las poblaciones que se hallan a tan bajos niveles
poblacionales en los que ya aparece la endogamia y la deriva, están críticamente en peligro de
extinción, probablemente debido a la pérdida de hábitat o a la sobreexplotación, o por toda una
serie de otras razones. En conservación, poner la atención únicamente en la genética es algo
parecido a tratar solo la hipertensión de un paciente con cáncer terminal. Puede evitar que el
enfermo muera de inmediato, pero el problema clave persiste. Suprimiendo o mitigando las
causas “ultimas” de la reducción poblacional, habremos solucionado los problemas “próximos”
de las anormalidades genéticas. Desde luego, si la población ha disminuido hasta la fase crítica,
probablemente deberán manajarse los aspectos genéticos mediante la cría en cautividad, las
reintroducciones u otros métodos, pero la salvación definitiva de las poblaciones ha de buscarse
en otras aproximaciones.

Inclusión del hábitat u otros factores en los modelos
Los gestores de la vida silvestre han reconocido durante muchos años que el hábitat es un
requisito clave para la sustentación de una población animal. Por definición, el hábitat
proporciona alimentos, protección ante los depredadores, estructuras para nidificar y guarecerse,
y otros requerimientos vitales, y por lo tanto presumiblemente influencia las tasas de
supervivencia, de reproducción, o la capacidad de carga de las poblaciones. Por lo tanto, nos
parece muy coherente incorporar el hábitat en los modelos poblacionales, particularmente si las
decisiones de manejo pueden influenciar el hábitat de forma que puedan alterar la dinámica de la
población.
Podemos empezar con el modelo simple, independiente de la densidad, del crecimiento
de la población de la ecuación (2.4). Para incorporar el hábitat (X) podríamos redefinir la
ecuación como:

N(t +1) = N(t) + N(t)r = N(t) [1+ r(X)]
donde r(X) define las tasas de crecimiento como una función del hábitat X. Ello podría ser tan
simple como expresar una relación lineal entre r y X, por ejemplo:

r ( X ) = b0 + bX .
Si disponemos de datos, podría ser posible desarrollar las relaciones entre X y los componentes
de tasa de crecimiento, nacimiento (b) y mortalidad (d), teniendo en mente que estas dos últimas
tasas lógicamente están limitadas a ciertos rangos ( b ≥ 0 ; 0 ≤ d ≤ 1 ). Nuevamente
proporcionamos una simple hoja de cálculo en el ejemplo del Recuadro 4.5.
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Recuadro 4.5 Construcción de un modelo para predecir el crecimiento de la población a partir
de las condiciones del hábitat.
En el manejo de la naturaleza se da una idea muy básica, que el manejo del hábitat se traduce en un
aumento del potencial de la población para mantener a los individuos. Si asumimos que la población
funciona según un modelo logístico (Recuadro 3.2), las mejoras del hábitat pueden traducirse en un
aumento del potencial de crecimiento rmax, o quizás de forma más razonable, en aumentos en las cifras
máximas que la población puede mantener (capacidad de carga, K). De hecho, a menudo nos
referimos a K como “capacidad del carga del hábitat”, aunque el modelo logístico mismo no dice nada
directamente del hábitat (sólo que existe un límite superior al crecimiento).
Con el fin de incluir el hábitat como factor que influencia a la población, precisamos de un
modelo explícito que relacione el hábitat (X) con un parámetro del modelo poblacional. En este
ejemplo hemos elegido especificar esta relación mediante un modelo lineal

donde K(X) indica que el parámetro K es ahora una función del hábitat X, que en este caso tomamos
como hectáreas de hábitat sumadas a (+) o restadas de (-) del nivel presente del hábitat (0). Los
parámetros
y
determinan la intercepción y la pendiente de la relación lineal. Por ejemplo,
y
determina que K será de 5000 sin más hábitat adicional, y aumentará
(disminuirá) en 50 animales por cada 100 hectáreas más (o menos).
Desde luego, una cosa es proponer un modelo que relacione el hábitat con la capacidad de
carga, y otra muy distinta demostrar dicha relación empíricamente. De momento dejamos el enfoque
empírico de lado, haciendo notar que, por ejemplo, simplemente demostrar que la abundancia es
mayor o menor en un hábitat que en otro no es relevante (¡véase fuentes-sumideros y el próximo
ejemplo!).
Se puede bajar este ejemplo del compañero electrónico del libro.

El mismo tipo de ideas puede extenderse al modelo logístico (Ecuación 2.7). En este
caso, podría tener sentido considerar el hábitat como un factor principal de influencia sobre la
capacidad de carga (K). Por lo tanto podríamos modificar la ecuación (2.7) como

⎡
N (t ) ⎤
N (t + 1) = N (t ) + N (t )rmax ⎢1 −
⎥
⎣ K ( X ) ⎦
donde otra vez K(X) especifica que K es una función del hábitat (véase Recuadro 4.5 para un
ejemplo). Podríamos adoptar otro punto de vista parecido con el modelo de fuente-sumidero,
donde N1* (capacidad de carga en el sumidero) podría aumentarse o disminuirse, dependiendo
del manejo del hábitat que se hiciese (Recuadro 4.6).
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Recuadro 4.6 Modelo simple para demostrar la dinámica de fuente-sumidero
Con una dinámica de fuente-sumidero, los efectivos de la población fuente (por definición, donde
) crecen exponencialmente hasta un límite
; más allá de dicho límite el exceso de
individuos se dispersan a hábitats sumidero (por definición, donde

). Y a la inversa, en ausencia

de animales fuente, las poblaciones sumidero disminuyen exponencialmente (eventualmente hasta la
extinción).
Hemos construido un modelo de hoja de cálculo que permite investigar la dinámica de fuentes
y sumideros. El usuario especifica
,
,
y los valores iniciales para las abundancias de la
fuente y el sumidero. Los valores iniciales se almacenan en las celdas B2 y C2 para la fuente y el
sumidero. La población fuente del año siguiente se calcula:
=IF(l_source*B2>Nmax,Nmax,B2*l_source)
y la población sumidero:
=IF(l_source*B2>Nmax,C2*l_sink+l_source*B2-Nmax,C2*l_sink)
(ello requiere estar algo familiarizado con la programación de disyuntivas “SI” (“IF”) en Excel). En la
hoja de cálculo ejemplo especificamos
,
,
y valores iniciales en cada
hábitat de 10. Las columnas B y C se proyectan desde esta abundancia a los niveles de equilibrio en
menos de 20 años. Una solución directa para el equilibrio también viene dada en las celdas J9-J11 a
partir de la ecuación (3.8):
= Nmax
por definición para la fuente y:
= Nmax * (l_source - 1)/(1 - l_sink)
para el sumidero.
Probemos toda una serie de valores para

,

, and

y valores iniciales. Veremos cómo

la población sumidero puede equilibrarse por encima – o por debajo – de población fuente, y lo
rápidamente que se llega al equilibrio. No obstante, asegúrese de que
,
o
(cualquiera de estas circunstancias sería contraria a los supuestos del modelo de fuentes-sumideros).
Se puede bajar este ejemplo del compañero electrónico del libro.

Uso de software de construcción de modelos “enlatado”
Desde hace unas pocas décadas, los biólogos de la conservación están utilizando cada vez más
diversos paquetes para ordenador destinados a la construcción de modelos poblacionales para la
conservación. Éstos han sido especialmente importantes en el área del análisis de viabilidad
poblacional en pequeñas poblaciones. Son notables ejemplos de ello VORTEX (Lacy y Kreeger
1992), RAMAS (Akçakaya et al. 1999) y WALEX (Possingham y Davies 1995), pero existen
muchos más. Típicamente, estos programas son razonablemente “fáciles de usar”, en cuanto a
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que proporcionan menús o interfaces gráficas, permitiendo que los usuarios que no son
particularmente hábiles con los ordenadores proporcionen los inputs con relativa facilidad.
Admiramos la creatividad de los que han desarrollado dichos programas, haciendo que
unas matemáticas tan complicadas sean accesibles a aquéllos que normalmente se asustarían de
los modelos de simulación. Efectivamente, nosotros hemos utilizado programas tales como
WALEX y VORTEX como instrumentos de docencia en los cursos sobre modelos poblacionales
para estudiantes y licenciados. Nuestras quejas no van dirigidas a estos programas per se, sino
más bien al hecho de que pueden abrigar una visión bastante ciega, y creemos también ingenua,
sobre la construcción aplicada de modelos poblacionales. A menudo estos programas
proporcionan poco sobre la comprensión en que se basan los supuestos de los modelos; es decir,
típicamente hacen gran cantidad de supuestos críticos “por defecto”. En algunos casos, los
vendedores de este software parecen animar el uso indiscriminado de estos paquetes, de una
forma que creemos que es contraproducente para la conservación científica (Conroy 1992).
En muchos, si no en la mayoría de los casos, creemos que la complejidad de los paquetes
“enlatados” para la construcción de modelos deja muy atrás la fiabilidad de los datos para
determinar el valor de los parámetros, a la vez que esconden los supuestos críticos dentro de la
proverbial “caja negra”. Estamos firmemente convencidos de que la mayoría de biólogos de la
conservación estarían mucho mejor servidos construyendo modelos simples y comprensibles,
cuyos supuestos (y deficiencias) fueran transparentes. Si un biólogo construye un modelo,
incluso una simple hoja de cálculo como las que se han discutido en este capítulo, dicho modelo
captará la comprensión del sistema que posee el biólogo. Y aún más importante, el biólogo estará
en posición de evaluar críticamente los supuestos utilizadas para construir el modelo, y si le es
posible, de recoger los datos adecuados para su parameterización. Si, más adelante, el biólogo
desea utilizar uno de los programas de construcción de modelos más “sofisticado”, él o ella lo
hará al menos con una buena base de comprensión de los supuestos en las que se basa el modelo
–y, esperamos, con un ojo crítico en cuanto a su capacidad para poner a prueba estos supuestos.
En este capítulo presentamos una idea general de algunos modelos bastante simples
utilizando datos inventados. Como biólogos de la conservación estamos mucho más interesados
en alejarnos de la teoría y en crear modelos que sean útiles para la descripción de un proceso
real. Por lo tanto, en el capítulo 5 trataremos de cómo diseñar estrategias de toma de muestras,
que nos permitan recoger datos de la forma más práctica y útil.
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CAPÍTULO 5
PRINCIPIOS BÁSICOS PARA EL DISEÑO DE ESTUDIOS Y SU
ANÁLISIS

Hasta ahora nos hemos dedicado en la construcción y uso de modelos, pero hemos prestado poca
o ninguna atención en cómo se derivaron dichos modelos. Es decir, esencialmente asumimos que
los valores para la abundancia u otras variables de estado, e importantes parámetros tales como la
supervivencia y las tasas reproductivas, estaban disponibles y eran precisos. Ahora empezaremos
a centrar nuestra atención en cómo obtener estos valores a partir de los datos de campo. En la
Parte II nos concentraremos en las especificaciones de cómo recoger y analizar los datos de
campo para obtener dichos valores. En este capítulo, exponemos algunos principios básicos para
el diseño de estudios y análisis que llevaremos a cabo en la Parte III.
Un diseño correcto en estudios de conservación, tal como sucede en cualquier disciplina
científica, precisa que las inferencias que se hagan sobre las poblaciones y las comunidades sean
fiables. Fiable significa que los resultados han de proporcionar evidencias que sean repetibles y
defendibles. Los estudios que no están basados en estos principios básicos se quedarán cortos:
tanto científicamente como con respecto al extremo de que sus conclusiones sean comparables a
las de otros estudios, o pueden utilizarse para apoyar decisiones de conservación.
Los biólogos de campo a menudo se fijan únicamente en los detalles y técnicas utilizados
en el campo para observar, capturar o cualquier otra forma de detectar la presencia de animales.
No queremos, por supuesto, minimizar la importancia de estas técnicas de campo: la
identificación, medición y cuantificación apropiadas de la presencia o sus atributos son una parte
esencial de la metodología de estudio. Sin embargo, los biólogos de la conservación a veces
cometen el error de no contextualizar correctamente sus observaciones de campo en el marco de
un sistema mayor. Difícilmente será de interés por si mismo que una especie de ave sea
detectada en un determinado lugar de muestreo en un determinado día. El significado de una sola
observación solo tiene sentido cuando se contextualiza, por ejemplo dentro de un estudio mayor
(p. ej., una serie de puntos de muestreo en un tipo de bosque seleccionado). Los biólogos, por el
contrario, casi siempre intentan generalizar sus observaciones de campo puntuales a un sistema
de interés mayor. De ese modo, una serie de detecciones o de ausencias de aves en los puntos de
muestreo son utilizados para esgrimir conclusiones sobre la presencia, abundancia u otros
parámetros de la especie en la región de muestreo. Independientemente del método de campo
utilizado para recoger los datos en cada muestra, los resultados sólo proporcionarán una
información fiable sobre el sistema mayor (p. ej. una población o comunidad) si se aplican
formando parte de un diseño de muestreo válido. El propósito de este capítulo es proporcionar
una guía de lo que constituye un diseño de muestreo válido, con ejemplos pertinentes para el
muestreo de la biodiversidad.
Es absolutamente esencial que los biólogos de la conservación apliquen estos principios
antes y no después de embarcarse en el muestreo de campo. Tal como hemos señalado más
arriba, no seguir los principios básicos del muestreo tiene como resultado la obtención de datos
que no resistirán el escrutinio científico, y pueden ser inútiles para los propósitos que se desean,
malgastando por tanto valiosos recursos que podrían haber sido usados en proyectos más
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provechosos. A parte de esto, se ha de ser consciente que los problemas creados con un muestreo
inadecuado no pueden ser solucionados aplicando inteligentes técnicas estadísticas. Por
desgracia, todavía es común que los biólogos recojan datos de campo sin tener ningún diseño en
mente (de hecho, a menudo sin ninguna pregunta científica real). Estos biólogos se ven entonces
decepcionados cuando llevan sus datos a una estadística, sólo para que se les diga que sus datos
son totalmente inadecuados para la aplicación que se desea realizar. Irónicamente, durante su
educación universitaria, la mayoría de estudiantes en biología de la conservación realizan en sus
primeros años cursos sobre análisis estadístico, y si con suerte realizan un curso sobre diseño
experimental, es ya cuando son estudiantes más avanzados. Debido a que la aplicación
estadística depende del diseño realizado, esta práctica en la realización de los estudios es un poco
como “poner la carreta delante del caballo” o “empezar la casa por el tejado”. Debido a que la
investigación en biología de la conservación es a menudo compleja, y la experimentación formal
es difícil, si los estudios de campo no se diseñan cuidadosamente, los resultados obtenidos van a
ser pobres y no van a poder ser analizados estadísticamente.

Modelos estadísticos
A lo largo de toda la discusión realizada hasta ahora, hemos trabajado como si los valores de los
parámetros de nuestros modelos fueran conocidos con certeza, o bien hemos aplazado el
problema de estimar estos valores a partir de datos. En esta sección consideraremos como
modelos estadísticos, a los modelos que utilizan datos muestrales para responder cuestiones
poblacionales. El nombre “estadístico” viene del hecho de que estos modelos se construyen
alrededor de valores al azar o estadísticas que son observados como datos muestrales (una
estadística es justo cualquier función de los datos muestrales, incluyendo las observaciones
individuales mismas). De momento asumiremos que nuestros datos provienen de un diseño de
muestreo válido; más adelante en este capítulo discutiremos cómo conseguir un diseño válido.

Distribuciones de frecuencia
Si observamos cualquier característica (digamos, longitud del cuerpo) en los individuos de una
población, dicha característica variará de un individuo a otro. El número de animales que tienen
un valor en particular (digamos, 500 kg) es la frecuencia de dichos valores, y la distribución de
frecuencias de todos los N (digamos, 10,000) animales de la población es la distribución de
frecuencias (Figura 5.1). Si tomamos una muestra al azar (de digamos 100 animales),
deberíamos esperar que las frecuencias relativas de esta muestra representen estrechamente la
distribución de frecuencias de la población (si no, ¡probablemente no tengamos un buen diseño
de muestreo!; véase la sección siguiente). Esta relación entre la población en la que estamos
interesados y las frecuencias muestrales de nuestros datos, es la base de todos nuestros modelos
estadísticos (Recuadro 5.1)
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Figura 5.1. Distribuciones de frecuencia. (a) Distribución del valor de masa corporal de 100
patos, (b) distribución del número de patos hembra en 10 muestras cada una con 10
individuos.

Estadísticas descriptivas
Aunque es una buena idea examinar los “datos brutos” (p. ej. con gráficos de frecuencias)
generalmente querremos, de alguna forma, resumir nuestros datos. Las estadísticas resumen son
útiles por varias razones. En primer lugar, porque normalmente proporcionan buenas
descripciones y resumidas de los datos y de las características de las poblaciones, tales como la
tendencia central y la variabilidad. En segundo lugar, las estadísticas maestrales a menudo son
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Recuadro 5.1 Ejemplo de hoja de cálculo de las distribuciones de frecuencias.
La distribución de frecuencias describe las frecuencias relativas en las que aparecen los distintos
valores de una muestra. Es una de las formas más básicas y útiles de describir los datos muestreados,
y es la columna vertebral de la mayoría de modelos estadísticos. Aquí ilustramos cómo funciona la
distribución de frecuencias con una muestra de 100 masas corporales (g). El primer punto a fijarnos es
que las masas están medidas con una precisión de 0.001 g, y que de hecho, no hay ninguna masa que
coincida con otra. Esta es una característica común en variables continuas. Por tanto, y con el fin de
ilustrar mejor la idea de distribución de frecuencias, tenemos que agrupar los datos en intervalos. En
este ejemplo tomamos intervalos de 50 g, lo que resulta en una tabla resumen como ésta:

Intervalo
<700
<750
<800
<850
<900
<950
<1000
<1050
<1100
<1150
<1200
<1250

Frecuencia
0
1
2
7
9
16
18
14
16
9
5
3

Los intervalos pueden establecerse manualmente después de ranquerizar los datos; Excel también
proporciona una útil función “histograma” que hace esto automáticamente. Los datos así obtenidos
pueden graficarse y ser examinados visualmente. Una rápida inspección (ya sea de la tabla o del
gráfico) revela que las observaciones más frecuentes aparecen alrededor de los 950 – 1000 g; con
pocas observaciones ya sea de <800 g o de >1200 g.
La hoja de cálculo completo se encuentan en el compañero electrónico del libro.

útiles para la construcción de un modelo más detallado, ya sea porque están directamente
relacionados con los parámetros que estamos interesado en estimar, o debido a que resumen los
datos en formas que son más eficientes para la construcción de modelos de lo que lo son las
observaciones en bruto. La media x de la muestra es una medida útil de la tendencia central, y
se calcula simplemente como el promedio de los valores observados de la población
n

x = ∑ xi
i =1

La media de la muestra es un estimador natural de la media de la población µ:
N

µ = ∑ xi
i =1
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que es simplemente el valor atributo promedio para todos los individuos de la población. La
media nos dice que el valor del atributo tiende a estar “en promedio” en tal punto. También
precisamos saber cómo los valores varían en toda la muestra (y la población). La varianza es una
forma estándar de expresar esto, y se calcula como:
n

∑(x − x )

2

i

s2 =

i=1

n −1

La varianza de la muestra es un estimador natural de la varianza de la población:
N

∑(x − µ )

2

i

σ2 =

i=1

N

La media y la varianza determinan completamente la forma de la distribución normal, uno de
los modelos estadísticos más comunes y familiares (Recuadro 5.2).
Existen otros muchos estadísticas descriptivas útiles. Entre ellos se encuentran la moda,
que describe el valor más frecuentemente observado, y la mediana, que describe el valor que se
halla a medio camino de los valores ordenados de los datos. A nivel más general, los percentiles
describen la localización de los valores ranquerizados p. ej. el percentil 35avo indica que el 35%
de las observaciones son iguales o menores que el valor indicado. El Recuadro 5.2 nos
proporciona ejemplos de cómo se calculan algunos de estas estadísticas comunes.

Principales modelos estadísticos
Una descripción completa de todos los modelos estadísticos esta fuera del alcance de este libro.
Los lectores que estén interesados en ellos pueden consultar Williams et al. (2002),
especialmente el Apéndice E. Aquí describimos unos pocos de los modelos estadísticos más
comunes e importantes.
La distribución normal, que ya hemos mencionado más arriba, se utiliza para modelar
atributos continuos que pueden tomar cualquier valores real (es decir, positivos o negativos). La
distribución normal asume la familiar curva en forma de campana, siendo simétrica alrededor de
la media (µ), determinando la varianza ( σ 2 ), la amplitud o dispersión de la distribución (Figura
5.2). Estos dos parámetros determinan completamente la distribución normal; la media también
es idéntica a la moda y la mediana (50avo porcentaje). Algunos atributos (p. ej. la masa corporal)
no pueden ser negativos; para ellos es apropiada la distribución log-normal (las observaciones se
distribuyen de forma normal cuando se transforman logarítmicamente).
La distribución normal y varios otros tipos de distribuciones modelan las observaciones
que son continuos y pueden tomar infinitos valores potenciales. Algunos tipos de atributos
asumen valores discretos (contabilízales).
La distribución de Poisson modela la variable al azar discreta x, donde x es un número
entero no negativo (x= 0, 1, 2,….). La distribución de Poisson es apropiada para contar sucesos
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Recuadro 5.2 Datos descriptivos básicos para datos tomados en el campo
En el Recuadro 5.1 introdujimos el concepto de la distribución de frecuencias, que en realidad es un
tipo de estadística descriptiva. La distribución de frecuencias puede utilizarse para obtener una
estadística a menudo utilizado para describir la tendencia central, la moda (la observación que aparece
con mayor frecuencia); en nuestro ejemplo la moda se sitúa alrededor de 1000 (pero este valor
cambiará dependiendo del intervalo utilizado).
Se pueden computar otras estadísticas, más o menos fácilmente, que vamos a ilustrar
utilizando los datos del Recuadro 5.1. Probablemente el más familiar para todos (y el más fácil) es la
media muestral, que se calcula simplemente sumando todas las observaciones y dividiendo por el
tamaño muestral. La mayoría de hojas de cálculo pueden llevar a cabo estos cálculos de forma fácil:
por ejemplo, con Excel® podemos obtener la media muestral con la operación:
= SUM(A2:A101)/100
con los datos en D2:D101. Excel® realmente nos lo pone aún más fácil ya que dispone de una función
“promedio”
= AVERAGE(A$2:A$101)
En el ejemplo de la hoja de cálculo la media se ha calculado de ambas maneras. La varianza es
también una estadística muy importante. Se calcula (i) restando la media de cada una de las
observaciones, (ii) calculando el valor al cuadrado, (iii) sumando todos estos valores, y (iv) dividiendo
por n-1 donde n en este caso es 100. Estos cálculos los hemos realizado en la columna D del ejemplo.
Al igual que con la media, existe en Excel® una función que calcula este parámetro con un solo paso:
= VAR(A$2:A$101)
La varianza es utilizada para calcular dos estadísticas adicionales, la desviación estándar (DE), que
se calcula simplemente como la raíz cuadrada de la varianza, y el error estándar de la media, que se
calcula dividiendo la DE por la raíz cuadrada de n; estas estadísticas se han calculado también en la
hoja de cálculo.
Nuestros estadísticas descriptivas finales se basan en la ranquerización de las observaciones
desde el valor más bajo al más alto. Se determinan entonces los valores, conocidos como percentiles,
por debajo de los cuales se encuentran unos porcentajes específicos de las observaciones. El percentil
más familiar a todos es el del 50 percentil, más conocido como la mediana. Cuando el número de
observaciones es impar, ésta es justamente la observación que se encuentra en medio; por ejemplo, si
hay 101 observaciones, la observación 51 tiene 50 observaciones por encima y 50 por debajo. Con un
número par, es un poco más complicado: la “mediana” se sitúa a mitad de camino entre las
observaciones 50 y 51, y se calcula simplemente como la media entre esas dos observaciones. Por
ejemplo, el percentil 25 tiene un 25% de las observaciones por debajo y un 75% por arriba. Excel®
dispone de una conveniente función para calcular los percentiles, que ilustramos con un ejemplo. Por
ejemplo, el percentil 25 en este ejemplo se calcula como:
=PERCENTILE(A$2:A$101,0.25)
donde el porcentaje se expresa como una proporción (i.e. 25%=0.25).
Se puede bajar este ejemplo del compañero electrónico del libro.
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Figura 5.2. Distribución normal. (a) µ = 0, σ = 1, (b) µ = 1, σ = 2 .

(número de aves o muertes durante un intervalo, por ejemplo) y, potencialmente, para modelar la
distribución de abundancia (por definición tomando un valor entero no negativo). Es interesante
que a medida que el valor medio de los datos que siguen esta distribución aumenta, entonces ésta
empieza a parecerse a una distribución normal.
Otro tipo de variable aleatoria discreta se define cuando existen dos o más resultados
mutuamente exclusivos, y x representa la frecuencia de n observaciones en uno de los resultados.
El caso más simple es la distribución binomial (Figura 5.3) en la que x representa el número de
“éxitos” (p. ej. caras al tirar una moneda al aire, o machos y hembras, o vivos o muertos) en n
intentos independientes, cada uno de los cuales con una probabilidad de éxito de p. Restando, n-x
es el número de “fracasos” (p. ej., cruces al lanzar la moneda al aire, mortalidad), cada uno con
una probabilidad p; p es el parámetro del modelo binomial, y x y n-x son los datos utilizados para
estimar p. La binomial se extiende fácilmente a la situación en que existen k>2 clases de
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resultado, con frecuencias x1 , x2 , x3 , x4 ,...., cada una con probabilidades π 1 , π 2 , π 3 , π 4 ,.... . Las
distribuciones binomial y multinomial nos serán particularmente importantes para la estimación
de la supervivencia y para la construcción de modelos de datos de captura-recaptura (Capítulos
10-12).

Recuadro 5.4 La distribución binomial
La distribución binomial es la distribución más adecuada cuando tenemos n sucesos cada uno de los
cuales puede tener como resultado 0 o 1 (fracaso o éxito, muerto o vivo, etc.), los sucesos son
independientes, y la probabilidad de éxito de cada suceso es la misma (p). Aquí mostramos como
calcular los valores estimados de p y sus errores estándares, así como dos métodos para calcular los
intervalos de confianza de p. Adicionalmente utilizamos el valor estimado con una función Excel®
para generar una distribución de probabilidad f(x) bajo el modelo binomial.
Para una muestra binomial con x éxitos en n sucesos, el estimador de máxima verosimilitud de
p es:

y el error estándar estimado es
.
Estas cantidades se calculan en las celdas I6 y I7 en la hoja de cálculo, dados los valores iniciales n y x
en las celdas I3 y I4.
Los intervalos de confianza se pueden calcular de dos modos. El primero es una aproximación
normal

donde

es la desviación normal estándar para un intervalo de confianza de

(1.96 para un

95% de intervalo de confianza). Estos valores se calculan en las celdas I8 y I9. El segundo método se
basa en la distribución binomial exacta para n y p y proporciona los valores críticos 2.5% más bajo y
95.7% más bajo para esta distribución. Estos se dividen luego por n para proporcionar los valores
asociados para p (inferior y superior); Los cálculos se realizan en las celdas K8 y K9. En este caso, la
aproximación normal y la solución exacta están muy próximas. Sin embargo, nótese que el límite
inferior para la aproximación normal es negativo, lo cual es imposible.. El valor exacto, aunque es
más difícil de calcular, evita este problema, y funcionará en general mejor con tamaños muestrales
pequeños y que se apartan de p= 0.5.
La hoja de cálculo completo se encuentan en el compañero electrónico del libro.
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Recuadro 5.3 La distribución normal. Este es solo uno de los tipos de distribuciones que puede
usarse para describir los datos obtenidos por los biólogos de campo
La distribución normal viene definida por dos parámetros: la media (µ) y la desviación estándar (σ).
Las tablas estadísticas estándar para la distribución normal se basan generalmente en lo que se llama
la distribución normal estándar, que tiene una media de 0 y una desviación estándar de 1; todas las
otras distribuciones normales pueden fácilmente obtenerse a partir de la normal estándar,
simplemente multiplicando por la desviación estándar deseada añadiéndole la media.
Muchos programas de hoja de cálculo contienen implementadas funciones normales que
hacen estos cómputos aún más simples. En nuestro ejemplo, utilizamos las funciones implementadas
para generar las densidades de probabilidades, probabilidades acumuladas, y cuántiles (percentiles)
para distribuciones normales seleccionadas por el usuario (de esta forma, el usuario selecciona µ y σ).
La densidad de probabilidad f(x) expresa la verosimilitud relativa de valores muestrales de x para la
distribución normal especificada. Se crea fácilmente con Excel® definiendo:
= NORMDIST(A3,mean,sd,0)
donde A3 etc. Son los valores para x (nosotros seleccionamos para el ejemplo valores en el rango de
–6 a 6; estos valores deberían ser cambiados para distribuciones con medias mayores o menores) y
“mean” y “sd” son el nombre de los valores para esos dos parámetros (de modo que el usuario puede
cambiarlos). La hoja de cálculo entonces dibuja el gráfico de f(x) en relación a x; el usuario puede
cambiar los valores de µ y σ para ver cómo ello afecta a la forma de la función.
Los cuántiles (percentiles) de la distribución normal se obtienen a partir del inverso de la
distribución normal, siendo los valores por debajo de los cuales se predice que estén un porcentaje
especificado de las observaciones (nótese que los percentiles observados, de la Recuadro 5.2, son las
observaciones reales asociadas con esos porcentajes). Podemos utilizar la hoja de cálculo para crear
varios cuántiles estándares para la distribución normal (0.01, 0.05, 0.25, etc.); por ejemplo
= NORMINV(0.25,mean,sd)
nos devuelve el cúantil del percentil 25 para la media y desviación estándar especificadas.
La distribución de probabilidades acumulada F(x) es también útil para muchos propósitos.
Expresa la probabilidad de que un valor muestral esté por debajo de un valor especificado.
Matemáticamente, F(x) se obtiene por integración (sumas a una variable discreta) a partir de la
función densidad, pero Excel de nuevo nos facilita el trabajo. Por ejemplo,
= NORMDIST(2,mean,sd,1)
nos proporciona F(2), la probabilidad de que un valor este por debajo de 2 (nótese que el cuarto valor
de la función es 1; esto nos distingue F(x) de f(x), donde este valor es 0). La función cumulativa
puede sernos útil en muchos casos. Por ejemplo, podemos utilizarla para evaluar de forma fácil la
probabilidad de que un valor muestral aparezca dentro de un cierto rango. Así, por ejemplo, la
probabilidad de que un valor proveniente de una distribución normal con µ=2 y σ=1 esté entre 2 y 3
viene dada por F(3) - F(2), que con el Excel® se calcula como
= NORMDIST(3,2,1,1) - NORMDIST(2,2,1,1)= 0.341.
La hoja de cálculo completo se encuentan en el compañero electrónico del libro.
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Métodos para la estimación de parámetros
Podemos pensar en los modelos estadísticos, incluyendo los que hemos descrito más arriba, con
2 enfoques distintos. Si asumimos un modelo en particular (digamos, la distribución binomial) y
un valor paramétrico (digamos p=0.7), tenemos un modelo que predice esencialmente lo que
deberíamos esperar si tomásemos muestras de una población que siguiera este modelo. En este
caso, esperaríamos, en una muestra de n=100, llegar a 70 “éxitos” (probablemente
conseguiríamos unos pocos más, o unos pocos menos debido al azar, y este resultado variaría
ligeramente de una muestra a otra).
Por otra parte, nosotros, como biólogos de campo, a menudo nos vemos enfrentados con
el problema opuesto: hemos observado el resultado (digamos, 69 éxitos de 100 intentos) y nos
gustaría describir el resultado mediante un modelo estadístico. En esencia, para conseguir esto
hay dos pasos. El primero es elegir un modelo apropiado. En este caso tan simple, existe una
elección obvia, la binomial. Hecha esta elección, el siguiente paso es seleccionar un valor para el
(los) parámetro(s) que mejor represente la distribución de frecuencias de los datos. La técnica
más común para ello se conoce como máxima verosimilitud, y esencialmente implica tratar los
datos como constantes y hallar el valor del (los) parámetro(s) que maximiza el modelo, ahora
conocido como la verosimilitud. La mayoría (pero no todos) los métodos estadísticos que nos
resultan familiares, incluyendo los que utilizamos en la Parte II, se basan en el método de
estimación de verosimilitud máxima. En realidad, los objetivos de la selección de modelos y la
estimación de valores se hallan estrechamente ligados, y típicamente utilizaremos los datos tanto
para estimar los parámetros en modelos que están compitiendo entre si, como para evaluar lo
bien que se comporta cada modelo (y por lo tanto, para elegir el “mejor “modelo). Para un libro
como este, estas ideas quedarán mejor ilustradas mediante ejemplos concretos, en cada uno de
los siguientes capítulos, pero aquí proporcionamos algunos ejemplos simples para ilustrar las
ideas básicas (Recuadro 5.5, Recuadro 5.6).

Puesta a prueba (“tests”) de hipótesis mediante la estadística
En este libro, enfatizamos la estimación de los parámetros de los modelos y quizás no prestamos
tanta atención a la comprobación formal de la hipótesis utilizando los datos. No obstante, a estas
alturas ya deberíamos habernos dado cuenta de que todos los modelos, incluyendo los
estadísticos, pueden ser vistos como hipótesis de cómo está estructurado o se comporta un
sistema. De hecho, los mismos métodos que hemos descrito más arriba para la estimación de
parámetros y la selección de modelos, pueden ser considerados desde el punto de vista de
comprobar una hipótesis. La idea más común -tanto si estamos utilizando tests tradicionales
como los t i los ANOVA, o reaproximaciones basadas en la teoría de la información tales como
el AIC (que nosotros preferimos)- es que nuestros modelos se utilizan para crear predicciones
alternativas, que entonces podemos apoyar (o no) mediante nuestros datos. Volveremos a estas
ideas más adelante, cuando utilicemos modelos alternativos para estimar parámetros (Parte II) y
para predecir las consecuencias de las decisiones sobre conservación (Parte III).
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Recuadro 5.5 La bondad de ajuste
Una vez hemos tomado los datos y estimado los parámetros del modelo estadístico, hemos de verificar
que el modelo representa adecuadamente a los datos. Una forma estándar para verificar esto es lo que
se llama la bondad de ajuste. Básicamente, el proceso implica (i) especificar un modelo estadístico,
(ii) estimar con los datos los parámetros para ese modelo, (iii) los valores estimados de los parámetros
se utilizan para predecir los datos muestrales bajo el modelo que asumimos, y (iv) comparamos hasta
qué punto los valores predichos se ajustan a los valores observados.
Para ilustrar este proceso, podemos utilizar datos similares a los ya muestreados en la Recuadro
5.1. Calculamos la media muestral de 995.95 y DE de 108.56. Utilizamos estos dos valores con la
función de distribución acumulada para generar las frecuencias esperadas para cada intervalo de datos
de los datos observados. Las frecuencias esperadas se calculan simplemente como

donde
,
son los límites superior e inferior de cada intervalo de datos, y n es el número total de
observaciones de la muestra. En la hoja de cálculo estos valores se calculan en la columna H, y en el
gráfico se comparan a las frecuencias observadas. Los valores observados se corresponden bastante
bien con los esperados para la mayor parte de los datos, están de acuerdo entre 1 o 2. Esto sugiere que
el modelo normal es bastante adecuado paro estos datos. Diferencias mayores entre lo observado y lo
esperado (que pueden testarse formalmente con una prueba de chi-cuadrado) pueden significar
violaciones de los supuestos del modelo normal, y que quizás debería buscarse un modelo alternativo
que se ajuste mejor.
Se puede bajar este ejemplo del compañero electrónico del libro.

Recuadro 5.6 La comparación de modelos utilizando AIC
Para muchos de los procedimientos que utilizamos para estimar la abundancia y otros parámetros,
existen varios modelos estadísticos disponibles que estiman el mismo parámetro (p. ej. la abundancia).
Típicamente, estos modelos implican distintos supuestos, por ejemplo, sobre las fuentes de variación en
las probabilidades de captura u otros tipos de detección. A fin de obtener estimas precisas de los
parámetros en los que estamos interesados, deberíamos utilizar modelos que se ajusten a los datos
(Recuadro 5.5), pero que no contengan un número innecesario de parámetros. Una forma estándar de
solucionar este problema es utilizar varios modelos y comparar como funciona cada uno de ellos.
Entonces, se selecciona el modelo que parece mejor apoyado por los datos, pero utilizando el menor
número de parámetros posible.
Una estadística muy útil para éste propósito es el criterio de información de Akaike, también
conocido como AIC. AIC se calcula utilizando la verosimilitud logaritmica para cada modelo:

donde LBiB es la verosimilitud (evaluada a partir de los valores estimados de máxima verosimilitud)
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Recuadro 5.6 Continuado
para cada modelo y ki es el número de parámetros del modelo. Los modelos se ordenan de menor a
mayor, y se calcula la diferencia entre cada modelo en su valor de AIC, con el del modelo con menor
AIC, computando los valores de
. Finalmente, se calcula el peso de cada modelo como

donde tenemos n modelos bajo valoración.
Ilustramos la aplicación de AIC a un ejemplo simple con 3 muestras binomiales
independientes, cada una de ellas con 100 pruebas. El número de éxitos en las 3 muestras es 50, 25, y
25, respectivamente. Utilizamos esos datos para comprobar el ajuste a 3 modelos alternativos: (i) un
modelo que asume que la probabilidad de éxito de cada muestra es diferente, con 3 parámetros; (ii) un
modelo que asume que los 3 tienen la misma probabilidad, con 1 parámetro; y (iii) un modelo que
asume que la muestra 1 tiene una probabilidad distinta que 2 o 3, los cuales tienen entre sí una
probabilidad idéntica (dos parámetros). Los valores estimados de los parámetros bajo los tres modelos
son:
modelo1
0.5
0.25
0.2

p1
p2
p3

modelo2
0.316667
0.316667
0.316667

modelo3
0.5
0.225
0.225

y el cálculo de AIC se resuelve como

Modelo
1
2
3

todos differentes
todos iguales
1 vs. 2&3

log
verosimilitud
-7.22863
-18.9395
-7.58764

Num.
parametros
3
1
2

.
20.45726
39.87909
19.17528

.
1.281977
20.70381
0

Peso
0.345016
0.000002
0.654963

En este ejemplo, el modelo 3 proporciona los menores valores de AIC (modelo con mayor peso) y
debería por tanto ser utilizado para hacer inferencias a partir de esas muestras. Sin embargo, el modelo
1 está también bastante apoyado por los datos, por lo que un buen procedimiento sería tener en cuenta
“la incertidumbre del modelo” calculando el promedio sopesado de los valores de los parámetros para
todos aquellos modelos con pesos importantes. En este caso concreto esto no es demasiado importante
porqué los modelos 1 y 3 producen las mismas estimas para los parámetros. En muchas situaciones sí
que será adecuado hacer estos cálculos, y también tener en cuenta la incertidumbre del modelo cuando
se calculen las varianzas y los intervalos de confianza.
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Figura 5.3. Distribución binomial (a) n = 10, p = 0.3 , (b) n=20, p=0.5.

Diseños de muestreo
Ahora que tenemos una idea básica de cómo hemos de enfocar la recolección de datos - es decir,
tomar datos que permitan sacar conclusiones fiables sobre las poblaciones – necesitamos discutir
algunos principios básicos que nos permitan este objetivo. Un buen diseño de muestreo asegura
que los datos recogidos puedan luego utilizarse para obtener inferencias válidas sobre nuestro
sistema de estudio. Por el contrario, los errores críticos hechos en esta fase del estudio no podrán
ya subsanarse: en otras palabras, ni toda la “magia” estadística del mundo podrá remediar un mal
diseño de estudio.
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Definición de los objetivos del estudio
El primer paso para desarrollar un diseño de muestreo es definir los objetivos del estudio. Como
mínimo ello requiere:
1. Definir las cantidades que se están estimando (p. ej., abundancia, densidad,
presencia/ausencia, y etc.),
2. Establecer el alcance temporal y espacial del estudio (p. ej., tamaño del área de estudio,
duración del mismo),
3. Establecer criterios de fiabilidad (p. ej., precisión),
4. Identificación de las limitaciones prácticas del estudio, tales como el costo, la
limitación de personal y la seguridad.
Por ejemplo, un estudio mal definido podría ser “cuantificar la abundancia de tigres (Panthera
tigris) en la India”. Un estudio mejor definido sería “obtener un valor estimado no sesgado de la
densidad de tigres en la Reserva de Tigres de Corbett (Figura 5.4a) durante el mes de julio de
2005, con un coeficiente de variación menor del 25% y con un coste menor de 5.000 dólares”. La

Figura 5.4. Poblaciones objetivo y muestreada y unidades de muestreo. (a) Reserva de Tigres de
Corbett (RTC)y áreas limítrofes. La línea más exterior oscura indica el límite de la hipotética área
de estudio en la que se ha de estimar la densidad de tigres. (b) Buen ajuste entre la población
muestreada y la población objeto del estudio. Las parcelas en las que vamos a contar los tigres se
seleccionan de entre la población muestreada (c) Mal ajuste entre la población muestreada y la
población objeto del estudio. Las inferencias que podamos sacar a partir de la población
muestreada no se pueden aplicar a la población objetivo. La inferencia de la muestra no es
aplicable a la población objeto del estudio. (d) La población objetivo del estudio se redefine para
pasar a ser la porción que denominamos RTC, a la que se puede acceder desde la carretera central
y es coincidente con la población muestreada. La inferencia realizada a partir de la muestra es
ahora relevante y aplicable a la población objetivo del estudio.
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primera afirmación deja una gran cantidad de detalles a la discreción del biólogo de campo,
sobre lo que está siendo medido (¿abundancia, densidad o presencia?), dónde (¿por toda la
India?), cuando (¿todo el año? ¿hoy?) y cuáles son los criterios del éxito. La segunda afirmación
no deja dudas en cuanto a ninguna de estas cuestiones, pero todavía se olvida de definir el
porqué del interés e importancia de tener un valor estimado de la densidad. Queremos sugerir y
enfatizar que especificar porqué se necesita un valor estimado concreto, tiene que ser en ella
misma parte fundamental de la pregunta científica o de manejo que se plantea. Si todo esto se
cumple, ahora sí que tenemos un excelente punto de inicio para desarrollar un diseño riguroso.
Es obvio que la primera frase que planteamos resume el punto de interés del estudio, ya que en
general, saber la abundancia de tigres en la India, con un cierto nivel de confianza, es importante,
y en definitiva, es el tipo de respuesta que los políticos y el público quieren saber. Sin embargo,
y de aquí nuestro énfasis, la clave es remodelar esta frase e idea de forma que podamos
“defender” las afirmaciones que podríamos querer hacer sobre los tigres en la India. Aún mejor,
con todo ello hemos definido claramente nuestro objetivo científico y de manejo, y el valor
estimado de la densidad de tigres es el primer paso para ayudarnos a alcanzar ese objetivo.

Poblaciones objeto del estudio, poblaciones muestreadas
A menos que una población y otro sistema de interés se muestra exhaustivamente y/o por
completo, las conclusiones (inferencias) sobre la población deben basarse en subconjunto
muestreado. La forma en que se tome la muestra es crítica para la validez de estas deducciones.
Nos referimos a la población de la cual estamos haciendo deducciones como población objetivo.
En el ejemplo anterior, la población objetivo fue “los tigres de la Reserva de Corbett en julio del
2005”. De esta forma el muestreo puede diseñarse para que cumpla con los objetivos del estudio,
asegurándose de que las muestras representan efectivamente a dicha población “objetivo”. Un
desajuste entre las poblaciones “objetivo” y las “muestreadas” es muy común y constituye un
serio problema en la conservación, teniendo como resultado que los datos que se recogen no son
aplicables a la población en la que estamos interesados. La Figura 5.4b ilustra una situación en
que la parte muestreada de la población se ajusta estrechamente a la población objetivo (en este
caso, la Reserva de Tigres de Corbett, RTC). Por el contrario, en la Figura 5.4c sólo se muestrea
la parte sudoriental de la RTC. Está claro que sería muy arriesgado basar nuestras deducciones
sobre toda la RTC a partir de muestras de sólo esa porción, que podrían no ser representativas de
la RTC como un todo. Desde luego, podría ser que no se pudiera muestrear toda la RTC, dado
los costes y los impedimentos logísticos. De hecho, gran parte de la RTC es inaccesible por
carretera. Una carretera atraviesa gran parte de la porción oriental de la reserva (Figura 5.4d), y
podría utilizarse para acceder a puntos de muestreo que estarían localizados dentro de una
distancia específica de la carretera. No obstante, sería necesario tener en cuenta estas
restricciones al extender la inferencia a la población objetivo, que debería ser redefinida de
forma que se acoplase a la población muestra. Los investigadores también deberían considerar
los efectos de la carretera en sí misma, tanto porque potencialmente altera la conducta de los
tigres, los hace más detectables, o ambas cosas a la vez.

Replicación y aleatorización
Una vez que las poblaciones objetivo y muestreada se han definido apropiadamente, deben
delinearse las unidades de muestreo, y diseñarse un método para el muestreo. A menudo las
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unidades de muestreo son unidades espaciales (p. ej. parcelas, segmentos de líneas, u otras
divisiones espaciales) cuyo número es finito y conocido o determinable (p. ej. 1000 parcelas
cuadradas de 1 ha en un área de estudio de 1000 ha). A veces las unidades de muestreo son los
animales mismos, en cuyo caso el número de unidades no se conoce con antelación. El muestreo
debe replicarse para asegurarnos que nuestra muestra se extiende por toda la población muestra,
y no representa condiciones en sólo puntos aislados. El objetivo del estudio es poder ser capaces
de aplicar lo que hemos aprendido de la zona muestreada, a aquellos lugares que no
muestreamos. La mayoría de modelos estadísticos también asumen que los datos de la muestra se
recogen según un esquema de aleatorización, en el cual una submuestra de unidades se extrae al
azar de la lista total de la población muestreada. Un diseño de muestreo es un método para
asegurar que se da la replicación y aleatorización adecuadas de las muestras, de forma que los
datos resultantes puedan utilizarse de forma válida para los parámetros estimados. Más abajo
trataremos de dos temas estrechamente relacionados. (i) la fiabilidad de los valores estimados de
parámetros basadas en muestras, y (ii) los diseños de muestreo para asegurar que los datos de la
muestra sean adecuados para la estimación de parámetros.

Fiabilidad del valor estimado
Los valores estimados de los parámetros tales como la abundancia, la densidad, la supervivencia,
etc. se calculan a partir de los datos tomados de la muestra. Las muestras se seleccionan de
acuerdo con un proceso de aleatorización, y por lo tanto la recolección de valores de la muestra,
y cualquier cálculo que utilice dichos valores, son también acontecimientos al azar. Dado que
los datos muestrales se utilizan para calcular valores estimados de los parámetros, los valores de
dichas valores estimados son también resultados al azar: si hubiéramos de repetir el muestreo y
calcular otro valor estimado, es casi seguro que obtendríamos un valor distinto. Es más, dicho
valor podría o no podría estar próximo al valor paramétrico verdadero.
Según hasta qué punto los valores estimados de los parámetros se hallen, en promedio,
cerca del valor paramétrico verdadero, se puede decir que son no sesgadas. Por otra parte, según
hasta que punto estén los valores estimados de las muestras cercanas unas de otras, se dice que
tienen una varianza baja (y por lo tanto, son altamente repetibles). Según hasta qué punto los
valores estimados de las muestras tiendan a estar en promedio próximas al valor verdadero del
parámetro (no sesgadas), y cerca unas de otras (repetibles), se dice que son exactas
Las relaciones del muestreo con el sesgo, la varianza y la exactitud pueden asemejarse a
la analogía de la probabilidad de acertar al dispararle a una diana (Figura 5.5), en la que el “ojo
de buey” representa el valor verdadero para el parámetro (Θ). Los valores estimados de la
muestra generalmente variarán de una muestra a otra, pero idealmente, en promedio estarán
cerca del valor del parámetro verdadero (Figura 5.5a, 5.5c). En ambos casos, el procedimiento de
estimación no estará sesgado. No obstante, en la Figura 5.5a los valores estimados están más
cerca unas de otras (y el valor del parámetro verdadero), mientras que en la Figura 5.5c los
valores estimados tienen una varianza alta, y cualquier individual puede estar bastante lejos del
parámetro verdadero. Por el contrario, en la Figura 5.5b, la varianza es bastante baja y los valores
estimados
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Figura 5.5. Relación entre las hipotéticas estimas muestreadas con el sesgo y la precisión.
En cada caso el procedimiento de muestreo y estimación se repite varias veces, y se
computa una media de los valores estimados muestreadas. (a) Los valores estimados en
promedio están próximas al verdadero valor del parámetro (bajo sesgo) y son altamente
repetibles (varianza baja). (b) La media de los valores estimados difiere del valor
verdadero del parámetro (esta sesgado) pero los valores estimados son altamente repetibles
(baja varianza). (c) Los valores estimados se aproximan en promedio al verdadero valor del
parámetro (sesgo bajo) pero presentan una alta varianza. (d) La media de los valores
estimados difiere del verdadero valor del parámetro (esta sesgado) y los valores estimados
presentan una alta varianza.

son muy repetibles, pero en promedio están lejos del parámetro verdadero. Finalmente, en la
Figura 5.5d, los valores estimados son altamente variables y sesgadas.
Generalmente tendremos una única muestra a partir de la cual estimar nuestro parámetro,
y es importante que este estimado tenga una alta probabilidad de estar cercana al valor verdadero
del parámetro, que desde luego será desconocido. Podemos incrementar la repetibilidad de
nuestros valores estimados mediante nuestro diseño de muestro, principalmente incrementando
el número de muestras tomadas, pero también mediante estratificación y otros métodos. El sesgo
se suele controlar cumpliendo los supuestos del modelo estadístico utilizado para estimar el
parámetro, y utilizando el modelo correcto, junto con datos que se han recogido adecuadamente
según un diseño de muestreo apropiado. Dos formas comunes por las cuales los valores
estimados pueden ser sesgados son (i) utilizar un diseño de muestreo inapropiado, y (ii) No tener
en cuenta los sesgos sistemáticos en nuestros datos de la muestra, tales como una detección
incompleta de los animales. Pronto veremos más abajo cómo ambos problemas pueden evitarse,
mediante un diseño de muestreo apropiado, una correcta toma de datos de campo, y un uso de
modelos estadísticos apropiados. Un punto final a observar a partir de la Figura 5.5 es que los
ecólogos cuantitativos sugerirían que en este caso el peor escenario sería la Figura 5.5b, que
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superficialmente podría parecer que va en contra de la intuición. No obstante, argumentarían que
los valores estimados muy repetibles y sesgadas implican que tenemos mejores datos de los que
en realidad tenemos, lo que posiblemente llevaría al investigador a confiar mucho en una
respuesta que de hecho es errónea. Cuando les preguntamos a nuestros estudiantes cual de entre
estos casos es el peor, la mayoría contestan ingenuamente que es el “d”. Sin embargo, cuando les
explicamos nuestros razonamientos les sugerimos que al menos en la Figura 5.5d sabemos que
tenemos unos malos datos.

Diseños de muestreo estándar
Volviendo a nuestro ejemplo de la RTC, una muestra única y no replicable (Figura 5.6a) sería de
poca utilidad para realizar inferencias, independientemente de cómo ésta sea seleccionada.
Igualmente, las muestras replicadas que no se seleccionan al azar, forzosamente pueden ser no
representativas de la población objetivo, produciendo valores estimados sesgados (Figura 5.6b).
La mayoría de planificaciones y esquemas de muestreo combinan la replicación con la
aleatorización. Aquí describimos los diseños de muestreo más importantes: el muestreo al azar
simple y el muestreo al azar estratificado.
Muestreo al azar simple
En el muestreo al azar simple, las unidades de muestreo se eligen al azar a partir de la
población de muestra entera, con la misma probabilidad. Esto se consigue en primer lugar
numerando todas las N unidades de muestreo potenciales, y luego eligiendo al azar n unidades,
cada una con la misma probabilidad n/N de ser elegida. Por ejemplo, supongamos que estamos
muestreando un estudio de 10.000 ha utilizado áreas de muestreo de 10 ha, y decidimos
muestrear n = 100 de estas áreas. Potencialmente, existen 1.000 de dichas áreas que podrían ser
muestreadas, cada una con una probabilidad de 100/1.000 = 0.1 de ser elegida. Un método
simple de seleccionar dichas áreas a muestrear sería reseguir la lista de las áreas y seleccionar un
número uniforme al azar entre 0 y 1; si este número es menor o igual a 0.1, seleccionaríamos el
área, si no pasaríamos a la siguiente, hasta que se hubieran seleccionado 100. Otra forma sería
ordenar al azar las 1.000 áreas, y luego seleccionar las 100 primeras. Cualquiera de las dos
formas debería producir una distribución espacial de las áreas de muestra al azar (Figura 5.6c), es
decir, aparecería dispersada por toda el área de muestra sin ningún patrón obvio (en contraste con
la Figura 5.6b).
Muestreo al azar estratificado
Frecuentemente, la población que debe ser muestreada es heterogénea, pero se pueden
identificaras regiones o estratos que son relativamente homogéneos. Por ejemplo, los tipos de
cubierta forestal pueden ser mapeados con anticipación utilizando fotografías aéreas u otras
técnicas. Las muestras al azar se asignan entonces a cada uno de los estratos, como por ejemplo
en el caso de la RTC (Figura 5.6d). El muestreo al azar estratificado puede proporcionar unos
mejores valores estimados de los parámetros poblacionales de interés, “absorbiendo” una parte
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Figura 5.6 Esquemas de muestreo. (A) Una única muestra no replicada, tomada al azar del
área de estudio. (B) Muestreo replicado pero no tomado al azar. (C) Muestras replicadas
seleccionadas a partir de un muestreo al azar simple. (D) Muestras replicadas
seleccionadas a partir de un muestreo estratificado al azar. (E) Muestreo sistemático; la
muestra inicial se toma al azar, y se va muestreando de forma sistemática cada 5 unidades.
(F) Doble muestreo. En todos los puntos de muestreo se toma una medida barata pero
imprecisa (ej. conteos aéreos) y en una submuestra de puntos, seleccionados al azar (puntos
oscuros) se toma una medida cara pero precisa (ej. estimas a partir de captura-recaptura).
de la variabilidad entre las unidades de muestreo de los estratos. Esta mejora se da cuando los
estratos son responsables de una cantidad significativa de variación entre las unidades
muestreadas; de otro modo, no existe mejora alguna con respecto al muestreo al azar simple. Una
idea que surge con el muestreo estratificado es cómo asignar la muestra entre los estratos.
Volveremos a esta idea cuando discutamos la determinación del tamaño de la muestra en las
secciones siguientes.
Muestreo sistemático
En el muestreo sistemático, las unidades de muestreo se seleccionan según algún esquema
ordenado regular, generalmente después de que la primera muestra haya sido seleccionado al
azar. Por ejemplo, en vez del muestreo al azar simple de la RTC (Figura 5.6c), la primera área
podría elegirse al azar, seguida de cada quinta área posterior (Figura 5.6e). El muestreo
sistemático generalmente tiene la ventaja de ser más fácil de emplear en el campo, debido a que
las unidades de muestreo típicamente están a intervalos regulares en la distancia o el tiempo. El
muestreo sistemático es equivalente al muestreo al azar cuando el atributo que está siendo
muestreado está distribuido al azar por toda la población de muestreo. De otro modo, los
gradientes u otros patrones causarán que los datos estén auto-correlacionados espacialmente. Los
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biólogos de campo a menudo “mienten” utilizando este tipo de muestreo debido a que en teoría
puede proporcionar resultados equivalentes a los del muestreo al azar. Sin embargo, sabemos que
en ecología la regla, más que la excepción, es el no azar, por lo que en general el muestreo al
azar debería preferirse al muestreo sistemático.
Muestreo doble
A menudo los atributos ecológicos en los que estamos interesados son muy difíciles o caros de
medir con exactitud, pero existen otros atributos correlacionados que son más baratos o fáciles
de medir. Por ejemplo, si estamos interesados en estimar el volumen ocupado por un bosque,
podemos hacerlo con mucha precisión mediante áreas de muestra, midiendo en cada una de ellas
el diámetro y la altura de cada árbol. Un valor estimado del volumen mucho menos caro (pero
menos preciso) podría ser estimarlo de una fotografía aérea. Igualmente, los conteos precisos de
los patos que nidifican son posibles por medio de la observación directa de los patos nidificantes
en el suelo, pero es mucho más barato (aunque también menos preciso) contar los patos desde
una avioneta. En ambos casos, un atributo primario de interés (Y) es predecible a partir de una
medición auxiliar (X). En el muestreo doble, aprovechamos estas características, mediante una
muestra solapada en la cual X se mide en todas las unidades de muestreo n, e Y también se mide
en una subserie ( n / < n ) de unidades. La unidades solapadas n / en las cuales se toman las
observaciones X, Y son entonces usadas para construir un modelos estadístico para predecir Y a
partir de X; a menudo se trata de un modelo lineal simple o aún más simple un modelo de razón.
Además de ser una solución eficaz cuando los recursos son limitados, el muestreo doble puede
solucionar directamente el problema de una detección incompleta, cuando Y y X son,
respectivamente, un valor estimado no sesgado y sesgado de la abundancia u otro atributo
(Figura 5.6f).

Determinación del tamaño de muestra preciso
Muestreo simple al azar
El tamaño de muestra preciso dependerá de la precisión requerida de los valores estimados de los
parámetros. Ello a su vez depende de los objetivos del estudio. Los valores estimados precisos
permitirán, bajo unos diseños de estudio apropiados, la detección de importantes diferencias
espaciales y temporales. A la inversa, los valores estimados que son muy imprecisas permitirán
únicamente deducciones descriptivas y de lo más toscas sobre los parámetros, e incluso éstas
estarán sujetas a una gran incertidumbre debido a los amplios intervalos de confianza. El cálculo
del tamaño de la muestra dependerá del método particular que se esté usando para el valor
estimado, y por lo tanto se tratará de ello en los capítulos individuales dedicados a cada uno de
los temas en particular. A menudo el tamaño de la muestra (n) se expresará como función de la
varianza o coeficiente de variación (CV= DE / x ), con n incrementándose al disminuir la DE o
el CV. Una típica relación entre la precisión y el tamaño de la muestra viene dado por el valor
estimado de la media de una variable continua (Figura 5.7). Un aumento rápido de la precisión se
consigue pasando de n = 1 o 2, a una n de alrededor de 30 (el CV disminuye de 1 a menos de
0.2). No obstante, un muestreo adicional que llegue hasta n = 100 no reduce el CV hasta 0.1. Una
precisión adicional más allá de un CV = 0.1 requeriría otras aproximaciones, por ejemplo la
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estratificación, dada la variabilidad subyacente en la población muestreada. Por supuesto,
téngase en cuenta que este es solo un mero ejemplo de las relaciones entre la precisión y el
tamaño de la muestra.

Figura 5.7. Relación entre la precisión (CV= SE/ x ) y el tamaño muestral. La Figura pone en
evidencia la no linealidad del efecto y el rápido aumento que se produce en el efecto del tamaño
muestral sobre el CV.

Las directrices específicas sobre el tamaño de la muestra a menudo dependerán de los
datos de campo reales recogidos y del modelo estadístico utilizado, y por lo tanto se discutirán en
los capítulos dedicados a la estimación de parámetros (Parte II). No obstante, aquí
proporcionaremos algunas aproximaciones básicas para la estimación del tamaño de la muestra
preciso para estimar la media µ con un nivel dado de precisión, basado en un muestreo simple al
azar. Más formalmente, deseamos asegurar que la media estimada se halle dentro de una fracción
r de la media real, con una confianza (1-α). Si asumimos que la media de la muestra y está
distribuida aproximadamente de forma normal, podremos utilizar la fórmula:
2
⎛ zα / 2 ) ⎞
n = ⎜
CV ⎟
⎝ r
⎠

(5.1)

donde r es la precisión deseada (como proporción de la media verdadera), CVˆ es un valor
estimado del coeficiente de variación de la población (σ/ µ), a menudo obtenido a partir de un
estudio piloto, y zα / 2 es generalmente el punto α superior de la distribución normal estándar. Si
estamos muestreando sin reemplazar en una población finita (como sería generalmente el caso en
un muestreo en un punto de muestreo), entonces se precisará un ajuste para el muestreo finito:
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n
(1 + n / N )

n' =

(5.2)

donde n se obtiene de la primera expresión y N es el número de unidades en la población
muestreada.
Muestreo estratificado al azar
Tal como hemos visto anteriormente, el muestreo estratificado puede significar una mejora sobre
el muestreo simple al azar, debido a que una parte de la variabilidad que de otro modo formaría
parte del error en el valor estimado de la media, es absorbida por los estratos del censo. Del
mismo modo como sucede con el muestreo simple al azar, el tamaño total de la muestra que
precisamos, puede aproximarse mediante un estudio piloto. El punto clave entonces es decidir
cómo vamos a asignar las distintas muestras a los distintos estratos. . Las dos aproximaciones
básicas son la asignación proporcional y la óptima. En el caso de la asignación proporcional, la
muestra se asigna a los estratos basándose en su tamaño, que viene determinado por el número
de unidades de muestreo disponibles (N i ) o, lo que es equivalente, al área total por estrato i. Así,
la fórmula para la asignación proporcional es:
B

B

ni = n

Ni
N

(5.3)

donde n es el tamaño total de la muestra y n i es el tamaño de la muestra para el estrato i, siendo i
= 1….., I estratos. La asignación óptima también tiene en cuenta las diferencias entre los estratos
en la variabilidad y el coste del muestreo
B

ni = n

N iσ i / Ci
I

∑

(5.4)

N mσ m / C m

m =1

donde σ i es la desviación estándar específica del estrato y C i es el costo del muestreo específico
de estrato.

Comparación del tiempo y el espacio (monitorización)
En el estudio de la conservación, en muchos casos estamos interesados no sólo en los valores
particulares de una población o comunidad en una localidad o un momento dados, sino también
en cómo éstas varían a lo largo del tiempo y en el espacio. Debemos ser muy cuidadosos
respecto a la forma con la que los datos de la muestra se recogen, a fin de que las
interpretaciones sobre las posibles variaciones de la población sean válidas. Dos principios
básicos deben seguirse a fin de asegurarnos poder interpretar los resultados obtenidos. En primer
lugar, los valores estimados del tamaño de la población u otros parámetros deben ser
comparables entre áreas de estudio y a lo largo del tiempo; para ello, los métodos de muestreo y
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estimación han de producir valores estimados que estén en las mismas unidades y cuya
comparación tenga sentido. La mayoría de los métodos que proponemos en este libro,
proporcionan directamente estimados de los parámetros no sesgados, y éstas por definición
deberían ser comparables a lo largo del tiempo y el espacio, si se cumplen los supuestos
apropiados. No obstante, en algunos casos los datos de la muestra no nos proporcionan valores
estimados insesgados, o debido a violaciones de los supuestos, no están consistentemente
relacionadas con los parámetros de interés. En estos casos, los valores estimados pueden o no ser
útiles para hacer comparaciones, dado que dichas comparaciones pueden quedar enmascaradas
por otros factores. En particular, creemos que una detección heterogénea de los animales objeto
del estudio es probable que confunda las comparaciones espacio-temporales, tal como
discutiremos en la próxima sección.
Las comparaciones en el espacio y en el tiempo requieren también de controles, para
estandarizar por el hecho de que algunas diferencias tienen lugar únicamente por azar. Por
ejemplo, podemos tomar muestras simples al azar de cada una de dos áreas de estudio y
comparar los resultados (p. ej., el valor estimado de una media de biomasa de presa/ha) (Figura
5.8a). No obstante, incluso si descartamos las diferencias dentro de la incertidumbre estadística,
las diferencias entre las dos áreas podrían ser de poco interés, y podrían no decir nada sobre la
naturaleza inherente de cada área, debido a una variación temporal incontrolada. Únicamente
observando las dos áreas a través del tiempo, para ver los rangos de variación temporal de cada
una, obtendremos una idea de las verdaderas diferencias entre las áreas. De forma similar, una
sola área de estudio puede observarse a lo largo del tiempo, y verse que varía, quizás en
respuesta de factores climáticos (Figura 5.8b). No obstante, sólo podremos obtener conclusiones
más generales sobre la variación temporal si se observaran también patrones similares en otras
áreas de estudio (Figura 5.8c). Estas ideas se extienden a situaciones prácticas en las que se
monitoriza el impacto del manejo. En este caso, es más útil si las áreas de estudio u otras
unidades pueden seguirse a lo largo del tiempo, tanto antes como después de la intervención
gestora, y medidas tomadas en unidades sujetas al manejo y en otras que no lo están (controles).
En la situación ideal, un diseño de este tipo implicaría unidades de estudio replicadas, y en el
mejor de los casos, implicaría la asignación al azar de unidades de estudio en los lugares
manejados y en los controles. Este último caso constituiría un diseño experimental bona fide, y
aunque a menudo es inalcanzable en la práctica, sigue siendo un “estándar de oro” para hacer
inferencias causales sobre los factores bajo control que estamos manejando. En la medida que un
programa de muestreo y monitorización pueda acercarse a este estándar, vía controles espaciales
y temporales, y con algún grado de replicación, las conclusiones serán inmensamente más fiables
que las obtenidas de cualquier otro modo.
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Figure 5.8. Ejemplos de controles espaciales y temporales: (a) Comparación entre dos áreas de
estudio en el mismo periodo de tiempo único. (b) Comparación de una única área de estudio al
largo del tiempo, y (c) Comparación entre dos áreas de estudio en múltiples periodos de tiempo.

Cómo tener en cuenta la detección incompleta
En prácticamente cualquier estudio con el que estemos familiarizados, es imposible asegurar que
se han detectado todos los animales que había en las unidades de muestreo. A lo largo de este
libro argumentamos que esto sucede muy raramente, y que generalmente no deberíamos
pretender que estamos llevando a cabo recuentos completos. Normalmente, si estamos llevando a
cabo recuentos de la población, no sólo no muestrearemos el área de estudio en su totalidad, sino
que en las áreas que muestreemos, seguro que una fracción de los animales presentes no serán
detectados (Figura 5.9a). A lo largo de este volumen, a la fracción no detectada se le asigna el
símboloβ; no obstante, en algunos casos (ej. en estudios de captura-recaptura), se utiliza el
símbolo p para designar a ese misma proporción incierta. Por desgracia, muchos diseños de
estudios de conservación ignoran esta detección incompleta de los animales en los muestreos, o
asumen que la probabilidad de detección es homogénea en el espacio y el tiempo, de forma que
los datos del estudio representen índices válidos de la abundancia u otras cantidades. Hacemos
hincapié en que tales aseveraciones es probable que no sean ciertas en la práctica, y conducen a
serios sesgos y a conclusiones potencialmente falsas, y que en todo caso son innecesarias. Estos
supuestos no se consiguen mediante técnicas de estandarización ni metodologías de campo. El
fracaso en tratar adecuadamente la probabilidad de detección ha sido una de las principales
debilidades en la investigación en conservación. Este es también un serio problema cuando el
biólogo de campo pide consejo al estadístico, ya que éste último, sin un buen entendimiento de
los problemas de la detección puede concluir que los supuestos básicos de los tests estadísticos
se cumplen cuando en realidad no es así.
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Si las tasas de detección son heterogéneas, entonces dos muestras tomadas en distintos
puntos del espacio no pueden ser comparables, a menos que se tengan en cuenta las tasas de
detección (Figura 5.9b). En este ejemplo, la comparación de los números totales de un animal
detectados en seis puntos seleccionados al azar produce un valor de tamaño de población de 23
en un caso y 8 en otro, lo que sugiere que la abundancia es mayor en la primera área muestreada.
No obstante, esta aparente diferencia se debe casi enteramente a diferencias en las tasas de
detección: el número presente en realidad es 28 y 27, respectivamente. A menos que se realicen
los ajustes apropiados para tener en cuenta las diferencias en detección, el muestreo realizado
puede “revelar” diferencias que no existen. En otros casos, la heterogeneidad de detección puede
enmascarar diferencias reales en el espacio y el tiempo. Dado que generalmente no se sabe si la
detección es homogénea a lo largo del espacio y el tiempo, es mejor asumir que no lo es y
utilizar los métodos descritos en la Parte II, para estimar la detección y proporcionar valores
estimados no sesgados de la abundancia y otros parámetros, al menos en las submuestras (como
en el doble muestreo).

Figura 5.9. Ejemplo que ilustra la detección incompleta. El primer dígito indica el número
de individuos que se cuentan en cada punto de muestreo, y entre paréntesis el número
realmente detectado. (a) Detección incompleta en una única, muestra simple al azar. (b)
Detección incompleta en dos muestras simples al azar, cada una con distintas tasas de
detección.
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Resumen
En este capítulo hemos tratado de los principios básicos subyacentes al diseño de estudios, con el
objetivo de obtener datos que permitan a los investigadores alcanzar conclusiones fiables (es
decir, repetibles y defendibles). Los métodos específicos para estimar los parámetros de la
población y las comunidades se tratarán en los capítulos siguientes, pero todos estos métodos
tienen en común los principios de que se ha tratado en este capítulo. En resumen, todos los
diseños de estudio requieren: (1) definición de los objetivos del estudio, incluyendo el alcance
espacial y temporal del trabajo, (2) una definición apropiada de la población objetivo y de la
población muestreada, (3) un método para seleccionar las muestras, generalmente al azar, a partir
de la población muestreada, y (4) medidas de fiabilidad para asegurar que los valores estimados
resultantes se refieren a parámetros de interés de una forma predecible. En relación con esta
última idea, la mayoría de muestras de campo sólo proporcionarán una detección parcial del
sujeto presente en los puntos de estudio o unidades de muestreo, y estas tasas de detección a
menudo varían con el espacio y el tiempo. En la Parte II haremos hincapié en los diseños de
muestreo y en los modelos estadísticos que permiten la estimación de las tasas de detección y la
corrección de los valores estimados de muestreo, con el fin de proporcionar valores estimados
más fiables de los parámetros.
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PARTE II. ESTUDIOS DE CONSERVACIÓN Y
PROGRAMAS DE MONITOREO
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CAPÍTULO 6
PRINCIPIOS GENERALES DE ESTIMACIÓN

En la Parte II de este libro desarrollaremos los principios básicos elaborados en la Parte I, para
obtener unos métodos específicos de cuantificación de poblaciones y comunidades, a utilizar en
programas de investigación, inventariado y monitorización. El capítulo 6 empieza tratando de los
principios fundamentales para estimar la abundancia. Nuevamente, tal como se enfatizó en el
capítulo 5, nuestros datos muestrales deben dar lugar a una información que se ajuste a los
objetivos del estudio; deben ser repetibles, y deben tener en cuenta las probabilidades de
detección de nuestra población objetivo.
Prácticamente todos los métodos de estimación se basan en recuentos u observaciones
binarias (detectado o no) de las unidades de muestreo. La extrapolación de estas observaciones a
conclusiones sobre la población implica tener en cuenta tanto la fracción del total del área
muestreada, como la probabilidad de detección en cada unidad de muestreo. También
consideramos “índices” en los que se asume que los recuentos u otras medidas están
proporcionalmente relacionados con la abundancia o la densidad. Mostramos aquí como es casi
seguro que las supuestos del índice en la práctica serán infringidas, y cómo la aplicación de
índices no calibrados para las comparaciones en el espacio y en el tiempo puede ser muy
engañosa. De nuevo, esto se relaciona con los supuestos sobre probabilidades de detección que
ya hemos discutido en el capítulo previo.
El capítulo 7 trata de los métodos usados para estimar la distribución de especies y los
estudios de ocupación a una escala más fina (presencia-ausencia). Las distribuciones de especies
generalmente se construyen basándose en “registros de presencia”, que catalogan las
localizaciones en las que los animales han sido observados durante un periodo de tiempo
definido. Generalmente, estos registros no se obtienen por medio de ningún tipo de
planteamiento de muestreo que asegure una cobertura representativa de las áreas donde puede
darse potencialmente la presencia de animales, ni tienen en cuenta los esfuerzos de búsqueda, y
por lo tanto las tasas de encuentro tienden a ser muy heterogéneas respecto del espacio y del
tiempo. Por lo tanto, en los mapas de distribución resultantes típicamente se confunden la
distribución real de los animales con la distribución del esfuerzo de búsqueda. Por ejemplo, la
distribución de muchas especies puede aparecer bajo estos métodos como muy abundante cerca
de los campus universitarios y de los museos, y menos abundante en áreas escasamente pobladas,
alejadas de los hábitats académicos. Este mismo fenómeno se da a una escala local, donde los
métodos de ocupación por presencia/ausencia se utilizan a menudo, en lugar de estimar la
abundancia. En cualquier caso la presencia es el resultado de dos procesos: la presencia del
animal en cierta región de interés y el descubrimiento del animal por parte del investigador.
Mientras que una “presencia” al menos produce información positiva sobre la existencia de 1 o
más individuos, el registro de “ausencia” es ambiguo: el animal puede efectivamente estar
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ausente, o puede estar presente y no haber sido detectado. Por lo tanto, la información de
presencia/ocurrencia es de un valor limitado, a menos que puedan ser tenidas en cuenta las
probabilidades de detección. En particular, no tiene sentido comparar la distribución o la
presencia de una especie sobre el espacio o el tiempo, sin tener en cuenta que la detección de ésta
puede ser heterogénea. Afortunadamente, con algo de planificación y cuidado, es posible tomar
datos de presencia para estimar las probabilidades de detección y proporcionar estimas válidas de
la presencia real. A lo largo de esta parte del libro proporcionaremos diversos ejemplos que
ilustran tanto enfoques válidos como no válidos para el uso de los datos de presencia; para ello
utilizaremos un software recientemente desarrollado y que es gratuito.
Los capítulos 8-10 tratan específicamente de la estimación de la abundancia. Algunos de
los métodos empiezan con el supuesto simple (pero no realista) de que todos los animales de la
unidad de muestra son detectados, pero evidentemente enfatizaremos aquellos métodos que
permiten estimar la probabilidad de detección y que proporcionan estimas de la abundancia no
sesgadas.

Censo frente a valor estimado
Un tema que debemos discutir aquí, y que crea mucha confusión entre los biólogos de campo, es
la distinción entre un censo y un valor estimado de la población. Incluso los distintos
diccionarios que hemos consultado proporcionan definiciones ambiguas y contradictorias. Es
curioso que parezca haber cierto grado de conflicto entre el uso británico y americano de estos
términos. Nosotros utilizamos la definición americana, que creemos que clarifica la distinción
entre el significado coloquial de la palabra “censo” y su significado técnico en la estimación de
la población. Definimos censo como el recuento completo de individuos. Por tanto, si existen
100 animales en una población, entonces deben contabilizarse exactamente 100 animales. Por
definición no existe ningún muestreo ni error de muestreo asociado con este número. En el
ámbito de la conservación de la naturaleza esto debería darse en rarísimas ocasiones,
simplemente debido a que los animales son difíciles de contar. Incluso los estudios llevados a
cabo por los biólogos, sobre los grandes ungulados que viven en cercados dentro de su hábitat
natural, encuentran que es casi imposible realizar un censo completo. No obstante, admitiremos
que existen ocasiones en que la población es tan pequeña que ello es posible y queda garantizado
que se cuentan todos los animales.
Para la mayoría de los biólogos, incluso para aquéllos que trabajan con especies raras o
en peligro de extinción, afirmaremos que el término correcto para nuestro informe de la
abundancia es de hecho un valor estimado de la abundancia o del tamaño de la población. De
hecho, si seguimos los protocolos definidos y no se violan los supuestos de las técnicas de
muestreo, veríamos que en realidad un valor estimado de la abundancia es mejor que un censo.
Un buen ejemplo de esta aparente ambigüedad es el caso de los censos de humanos. Incluso en
este caso, con una población relativamente dispuesta a cooperar y generalmente muchos más
recursos disponibles para realizar el trabajo, nos encontramos que difícilmente se consigue el
objetivo de un recuento completo. Un censo, por definición, no puede tener en cuenta a los
individuos no encontrados –esto es, no podemos realizar ningún valor estimado de la
probabilidad de detección si esta es < 1.0. Es interesante que la mayoría de censos humanos a
gran escala, tales como los llevados a cabo cada 10 años en EUA, hayan de intentar realmente
incorporar factores de corrección para la probabilidad de detección –exactamente lo que nosotros
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debemos hacer en el muestreo de nuestras poblaciones. Cuando utilizamos buenos diseños de
muestreo y estimas, estamos admitiendo que no podemos contar a todos los individuos. En vez
de ello recogemos datos que nos permitan estimar las probabilidades de detección, y que así nos
proporcionen valores estimados no sesgados de la verdadera abundancia. Otro punto importante
es que un verdadero censo no es la forma más inteligente ni eficiente de usar los escasos recursos
que se dedican a la conservación, ya que el intentar contar a todos los individuos, incluso en
poblaciones relativamente pequeñas, es una ardua y generalmente imposible tarea –que dilapida
los recursos que podrían utilizarse para otros proyectos de conservación.

Índices
En general, en la ciencia de la conservación los recursos y el tiempo para emprender y
desarrollar estimas de la abundancia de nuestra especie objetivo son limitados. Los
investigadores se enfrentan al dilema de tener que elegir entre los valores estimados cuantitativos
de la abundancia descritos en los capítulos siguientes o mediciones indirectas de la abundancia,
que pueden o no pueden proporcionarles una información fiable.
Un índice es cualquier medida o recuento de una especie basado en la observación
directa o en la observación de un signo de la especie, que nos proporciona una medida relativa de
la abundancia, basada en una cierta escala numérica de observación, sin una medida de la
probabilidad de detección (β). Ello significa que los resultados de los recuentos nos proporcionan
un número igual a o menor que el número de individuos presente. La relación real entre un índice
y la población verdadera puede tomar un número infinito de formas (damos unos ejemplos de
ellas en la Figura 6.1). Lo que a menudo asumen los biólogos es que esta relación es positiva y
lineal (Figura 6.1a); sin embargo, la relación puede en vez de ello ser no lineal (Figura 6.1c, d),
no monotónica (Figura 6.1e), o incluso no presentar ninguna relación (Figura 6.1b).
La clave para crear índices realmente útiles es relacionar los números observados en el
índice con algún valor estimado real de la abundancia o densidad. Desgraciadamente, esto se
consigue raras veces. Lo que es más común en el manejo es la aplicación del “índice sin
fundamento” con el supuesto de alguna distribución subyacente. Existe cierto número de formas,
tanto directas como indirectas, de realizar esta conexión entre los números del índice y la
abundancia. Probablemente lo mejor y más efectivo es utilizar el doble muestreo (véase el
capítulo 5) con uno de los estimadores cuantitativos descritos en los capítulos siguientes. En este
caso, un subgrupo de lugares de muestreo es utilizado para computar tanto el índice como un
estimador cuantitativo de la abundancia, permitiendo determinar la relación entre ellos. El
estimador cuantitativo se toma entonces como un valor estimado “verdadero”.

Relación general entre los recuentos y la abundancia u ocupación
Aquí tomaremos un breve pero importante desvío para explorar un poco más formalmente la idea
de que los recuentos de muestras pueden estar o no relacionados, exactamente, o incluso
consistentemente, con lo que estamos tratando de enumerar en nuestros lugares de muestreo: la
abundancia, o de forma más tosca, la ocupación.
Consideremos una muestra cualquiera tomada de una porción (p. ej. 1 ha) de nuestra área
de estudio en un momento dado (digamos, 1 de junio del 2006), y démosle a esta muestra una
etiqueta i. Podemos tomar una gran cantidad de estas muestras, digamos 100, en cuyo caso
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podemos etiquetar las muestras i = 1, 2, 3, …. 99, 100. En el capítulo 5 vimos cómo seleccionar
una muestra de este tipo, de forma que represente a la población de una forma válida.
Supongamos que estamos interesados en la abundancia en toda nuestra área de estudio, de forma
que en cada parcela de la muestra realizamos un recuento Ci de los animales presentes. De forma
similar, si estamos simplemente interesados en evaluar la presencia, crearemos un indicador Ii,

Figura 6.1. Varios ejemplos de posibles relaciones entre los valores de un índice y la abundancia
verdadera. (a) Proporcional lineal. (b) Relación al azar (nula). (c, d) No lineal, monotónica, (e) no
lineal, no monotónica.
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que podría ser 1 si Ci >0 y 0 si no lo es. Así, por ejemplo en las 10 muestras podemos obtener
valores de Ci de 10, 0, 2, 40, 1, 17, 0, 2, 1,0 para nuestros recuentos y por lo tanto Ii = 1, 0, 1, 1,
1, 1, 0, 1, 1,0 para nuestro indicador de presencia. Ahora supongamos que el número verdadero
de animales Ni, en estas muestras es en realidad Ni = 15, 2,4, 47, 3, 17, 6, 5, 3,0. Ello significa
que en nuestro muestreo detectado una fracción del número realmente presente que va de 0 al
100%, dependiendo de la parcela de muestra. Si tuviéramos que sumar los recuentos en todas las
parcelas de muestra, obtendríamos 73 detectados y 102 realmente presentes, o 0.72 (72%). En
términos de la evaluación de la ocupación lo hicimos algo mejor: los animales estaban realmente
presente en 9/10 muestras, pero los detectamos en 7/10, así que detectamos 7/9 (78%) de
presencias.
Utilizamos este ejemplo para hacer hincapié en dos puntos. En primer lugar,
generalmente no esperamos una detección perfecta, sino una probabilidad de detección de β <1.
Según nuestra experiencia, la mayoría de estudios sobre animales tienen probabilidades de
detección menores de 1, a veces muy por debajo de 0,5. En segundo lugar, a menudo esperamos
que la detección varíe entre una muestra y la otra, como en este ejemplo; es decir, esperamos que
la detección sea heterogénea. Cierto grado de heterogeneidad se explica simplemente por la
variación al azar debida al muestreo (capítulo 5), y puede tratarse aumentando los tamaños de la
muestra. No obstante, las probabilidades de detección también varían frecuentemente en el
especio, el tiempo, entre observadores, o incluso entre animales. De hecho, esta podría ser la
regla más que la excepción en muchas situaciones (Williams et al. 2002). Por ello, si estamos
utilizando un método que depende de la detección visual de los animales, podemos muy bien
esperar que las fracciones de detección difieran dependiendo de la cobertura vegetal, el tamaño o
el color de los animales, o la experiencia del observador. Además de añadir variabilidad a los
recuentos, ello puede crear serios problemas si estamos intentando utilizar recuentos no
corregidos para hacer comparaciones: quizás las diferencias que obtengamos en los recuentos no
se deban a diferencias reales de la abundancia, sino a factores tales como la cobertura vegetal, y
que se ven aumentados o disminuidos por nuestra habilidad para detectar a los animales.
Si conocemos cuáles son las probabilidades de detección, o bien tenemos una forma de
estimarlas, entonces podremos utilizar nuestros recuentos (o índices de ocupación) corrigiendo
según la probabilidad de detección. En el caso más simple, la detección es homogénea, es decir,
no varía de una muestra a otra (en el espacio, el tiempo, entre observadores, etc.). En este caso
podríamos esperar que nuestra muestra de recuentos esté relacionada con la abundancia real
mediante una relación muy simple:

E (C i ) = βN i
donde E (Ci ) es el valor promedio o esperado del recuento. Si C es el recuento promedio
muestreado a partir de varios estudios replicados, podemos utilizar esta relación para resolver la
abundancia promedio, siempre que sepamos que la detección es:

N=

C

β

Desde luego, generalmente no conocemos el valor de β ; no obstante, si podemos recoger datos
adicionales para estimar β , entonces tendremos una buena forma de obtener un valor estimado
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no sesgado de N (asumiendo desde luego que nuestro valor estimado de detección no esté
sesgada) con:

⌢ C
N=

β̂

De hecho, esta es la forma general que toman la mayoría de nuestros estimadores de abundancia
(y presencia): un valor de recuento muestral, dividido por un valor estimado de la detección.
Estas estimas pueden provenir de diversas fuentes, y generalmente requieren algo más de
esfuerzo que un simple recuento de animales. No obstante, a menudo estos datos adicionales
pueden obtenerse con sólo una pequeña cantidad adicional de esfuerzo. En el capítulo 7 nos
concentraremos en los diseños de muestreo y la obtención de estimas para ajustar los datos
muestrales a los valores de ocupación estimados. En el resto de la Parte II utilizamos los mismos
principios para estimar la abundancia y los parámetros demográficos.

Datos de conteos como índices
A menudo los biólogos no están tan interesados en estimar los números absolutos de presencia,
como en evaluar si los animales son relativamente más abundantes o prevalecientes en un área
que en la otra, o con el paso del tiempo. Por esta razón, a menudo son más relevantes los índices
de presencia o abundancia. ¿Cuáles son los supuestos de utilizar un índice? Ya hemos visto la
relación entre el recuento y el índice cuando la detección es homogénea. No obstante, de forma
más general, la relación es:

E (Ci ) = β i N i
de forma que la detección también varía potencialmente de una muestra a otra. Supongamos que
estamos interesados en comparar unas muestras de recuentos de dos áreas distintas, o quizás en
dos momentos distintos. Una idea muy sensata sería utilizar estos recuentos para indexar los
números relativos de animales en las áreas o a lo largo del tiempo. Así, por ejemplo, si tenemos
un recuento C1 en la zona 1, y otro recuento C2 en la zona 2, podríamos desear comparar estos
recuentos, por ejemplo mediante una tasa, para sacar conclusiones sobre la abundancia en las dos
zonas. ¿Podemos hacer esto de forma razonable? Resulta que sí que podemos; pero sólo si
estamos dispuestos a hacer (y de forma ideal, demostrar) que se mantienen algunas condiciones
muy especiales. .
Para ver esto, considérese que en lo que estamos realmente interesados en estimar con el
índice, es la diferencia relativa verdadera entre las dos poblaciones, es decir

R=

N2
N1

Así, si R = 1 las dos poblaciones son iguales en cuanto a la abundancia; si R = 2 entonces la
abundancia en el área 2 es el doble que en el área 1; y si R = 0.5, entonces la abundancia en el
área 2 es la mitad que en el área 1. Se mantiene la misma idea si “1” y “2”, más que ser las
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etiquetas de una zona, lo son de un momento dado. En este caso, “2” podría ser la abundancia del
próximo año, y 1 la del presente año, de forma que R representa la tasa de aumento de la
población entre dos años.
La idea del recuento como índice es que presumiblemente podemos utilizar Ci para
calibrar estos tipos de diferencias relativas, incluso aunque no podamos utilizarlos para calibrar
la abundancia o presencia absoluta. Esencialmente, la idea es que podemos estimar R mediante
Ci; para el ejemplo de más arriba

C
Rˆ = 2
C1
La idea es, por supuesto, que las diferencias proporcionales en el índice reflejan las
correspondientes diferencias proporcionales en la población. No obstante, como ya hemos visto,
el índice en su promedio está relacionado a la verdadera abundancia mediante:

E (Ci ) = β i N i
Debido a que la esperanza de una razón es aproximadamente igual a la razón de frecuencias
esperadas para el numerador y el denominador, ello significa que deberíamos esperar:

E (C 2 ) β 2 N 2 β 2
E ( Rˆ ) ≈
=
=
R
E (C1 ) β 1 N 1
β1
Podemos ver fácilmente que la esperanza de esta razón implica aquello en lo que estamos
interesados (R), pero también algunas cosas en las que no estamos interesados (las
probabilidades de detección para las dos áreas o tiempos). De forma ideal, β1 = β 2 , en cuyo caso
las probabilidades de detección se cancelan y tenemos:

E ( Rˆ ) = R
No obstante, si por cualquier razón las probabilidades de detección son desiguales
(heterogéneas), entonces el índice es muy confuso: los cambios reales de la abundancia no
pueden ser discriminados de la detección heterogénea. Por desgracia, lo que generalmente suele
suceder con los índices en la naturaleza, incluyendo los de los recuentos incompletos, es
precisamente esto: por mucho que deseemos la homogeneidad, es probable que la detección sea
heterogénea, o al menos que no pueda demostrarse su homogeneidad. Desde luego, más que
desear algo que es muy poco probable que pueda suceder, sería mejor enfrentarnos con esta
realidad tal como es. Esta es la causa de que generalmente no nos animemos a utilizar índices no
calibrados, prefiriendo recuentos que han sido calibrados para la verdadera abundancia, mediante
los métodos tratados en el resto de la Parte II.
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Estimaciones “cerradas” frente a “abiertas”
Otro tema importante que debemos tratar es si el muestreo tiene lugar en una población cerrada
–en la que la abundancia es constante durante el período de muestreo- o tiene lugar en una
población abierta –sujeta a cambios debidos a los nacimientos, muertes, inmigración o
emigración. Para los métodos estudiados en este capítulo, principalmente asumiremos que la
población es cerrada. En la práctica, ello significa que el muestreo tiene lugar durante un periodo
de tiempo o época del año, lo suficientemente corto para que el reclutamiento y la mortalidad
puedan ser insignificantes o desdeñables. Del mismo modo, significa que el área de estudio es lo
suficientemente grande para que los desplazamientos hacia dentro o hacia fuera del área sean
pequeños en comparación con la totalidad de la población. Que se consiga cumplir estos
supuestos dependerá del organismo estudiado y de la zona de estudio. Los animales de gran
tamaño y de vida larga, como los elefantes, tenderán a ser cerrados en cuanto a la mortalidad y el
reclutamiento durante largos períodos de tiempo, pero requerirán áreas mayores para estar
geográficamente cerrados. Las poblaciones migratorias pueden estar casi cerradas durante ciertos
periodos (p. ej. varios días o semanas durante el periodo en que no crían), pero obviamente serán
geográficamente abiertas durante los periodos de migración. Una selección cuidadosa del
intervalo de estudio y el ámbito del área de estudio permitirán que en algunos casos éste se
aproxime al supuesto de que se trata de una población cerrada. En otros, será necesario utilizar
métodos que permitan que la población sea tratada como abierta (capítulos 11-12).

Resumen
En este capítulo discutimos los principios generales para la estimación de la abundancia y otros
parámetros poblacionales basados en datos de campo. Enfatizamos métodos que tienen en cuenta
el hecho de que la mayoría de aproximaciones para el muestreo de poblaciones no nos garantizan
que se cuenten o detecten todos los animales presentes en el área de muestreo, o incluso que se
detecte una fracción consistente de animales. Por esta razón, ponemos especial atención a los
métodos de estimación que tienen en cuenta la detección incompleta o variable –las cuales
proporcionan valores estimados no sesgados que permiten comparaciones válidas sobre el
espacio o a lo largo del tiempo. En los capítulos siguientes continuaremos con los temas
introducidos en este capítulo. En el 7 nos concentraremos en la estimación de la tasa de
ocupación a partir de muestreos incompletos, teniendo en cuenta la detección imperfecta y
desigual. Al principio del capítulo 8 tratamos sobre los métodos que implican el muestreo de
poblaciones en un área finita, cuya detección se asume que es completa en cada unidad de
muestreo. Estos métodos se generalizan para permitir una detección incompleta, con
probabilidades de detección estimadas mediante datos auxiliares, posiblemente en un diseño de
doble muestreo. En el capítulo 9 estudiamos los muestreos y métodos de estimación conocidos
como “muestreos a distancia”, en los que las unidades de muestreo son líneas (‘transectos
lineales’) o puntos (‘recuentos puntuales’), en vez de polígonos o círculos. Los datos obtenidos
en este tipo de muestreo son los recuentos de animales detectados por observadores que se
desplazan a lo largo de líneas o que se hallan situados en puntos, junto con las mediciones de la
distancia perpendicular (radial) a partir de la línea (o punto) hasta el animal detectado. Los datos
de distancia se utilizan para estimar las funciones de detección, y por lo tanto para corregir los
recuentos incompletos a fin de obtener estimas de la densidad y la abundancia. En el capítulo 10,
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introducimos el muestreo de captura-recaptura. En la captura-recaptura, inicialmente se marcan
los animales (generalmente por captura, pero a veces mediante muestreo genético u otro tipo de
enfoque), y pueden ser recapturados una o varias veces después. En cada ocasión, el número
capturado puede ser considerado como un recuento incompleto de la población. Asumiendo que
no tiene lugar ninguna ganancia o pérdida de la población entre las muestras, y que existe una
posterior mezcla al azar entre los animales marcados y no marcados, las recapturas se utilizan
para estimar la probabilidad de detección (es decir, de captura) y por lo tanto para ajustar el
recuento de captura a la abundancia estimada. Para dos muestras (una ocasión de captura y una
de recaptura), pueden utilizarse para estimar la abundancia modelos simples tales como el
Lincoln-Peterson. Los diseños de múltiple muestreo, aunque más complicados, permiten una
estimación de la abundancia más robusta, modelando la heterogeneidad de la captura conductual
o de otro tipo. Estos diseños requieren el uso de programas de ordenador tales como CAPTURE
o MARK (de nuevo, disponibles sin costo alguno). También consideramos el caso especial del
muestreo por remoción o extracción, donde las capturas se eliminan (físicamente o marcándolas)
de la población, produciendo así un número decreciente de animales marcados que pueden ser
capturados. Ilustraremos estos métodos mediante ejemplos reales, utilizando diversos
vertebrados muestreados en distintas situaciones, y con toda una variedad de tecnología
disponible.
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CAPÍTULO 7
ANÁLISIS DE OCUPACIÓN (PRESENCIA-AUSENCIA)

En este capítulo nos concentraremos en los métodos utilizados para estimar la distribución de
especies y los estudios de ocupación a una escala más fina. Es importante resaltar aquí que el
término “ocupación” lo estamos utilizando para dar a entender que un organismo está “presente”;
no obstante, debido a que estamos muestreando, hemos de añadir la componente de que esto se
realiza con un cierto nivel de incertidumbre. Solucionar el problema de la incertidumbre no
debería ser a estas alturas ninguna sorpresa para los lectores de éste volumen. Esta área de la
conservación ha sufrido un rápido desarrollo durante estos últimos años, en tanto que los
biólogos han procurado no sólo sacar un mejor provecho de los datos de observación y de
recolección, sino también de proporcionar mejores oportunidades de evaluarlos mediante análisis
más sofisticados –y por lo tanto de proporcionarnos las metodologías adecuadas para un uso más
eficaz de los datos de campo. Recientemente MacKenzie et al. (2006) han publicado un
tratamiento mucho más en profundidad de toda esta clase de datos.
La distribución de especies a menudo se desarrolla a partir de “registros de presencia”,
que catalogan las localizaciones en las que se han observado los animales durante un cierto
periodo de tiempo definido (o a menudo mal definido). En general, estos registros no se obtienen
mediante ningún tipo de enfoque de muestreo que asegure una cobertura representativa de las
áreas donde pueden presentarse los animales, ni tampoco tienen en cuenta que el esfuerzo de
búsqueda, de modo que las tasas encuentro, tienden a ser muy heterogéneas a lo largo del tiempo
y el espacio. Por lo tanto, los mapas de distribución resultantes típicamente confunden la
distribución real de los animales con la distribución del esfuerzo de búsqueda. Por ejemplo,
muchos registros de distribución se encuentran cerca de las universidades o los museos, o
incluso en grandes ciudades o en zonas remotas donde es más fácil contratar “recolectores”,
mientras que se encuentran pocos registros en las zonas poco densamente pobladas, lejos de los
hábitats académicos –o simplemente, que la probabilidad de detección es función de lo difícil
que es llegar y prospectar una localidad en particular. El mismo fenómeno se da a una escala
local, donde a menudo se utilizan los métodos de presencia/ausencia en lugar de estimas de
abundancia, simplemente debido a que el esfuerzo requerido para obtener un verdadero valor
estimado de la abundancia es mucho mayor –o al menos es percibida como fuera del alcance de
los medios disponibles en un estudio típico. En cualquier caso, los registros de presencia son el
resultado de 2 procesos: 1) la presencia real del animal en una cierta región de interés, y 2) el
descubrimiento del animal por parte del investigador. Mientras que un registro de existencia
(“presencia”) expresa por lo menos una información positiva sobre la presencia de 1 o más
individuos, la falta de un registro es ambigua: efectivamente el animal puede estar ausente, o
puede que esté presente, pero simplemente no ha sido detectado o no es detectable. Por lo tanto,
los registros de presencia son de un valor limitado, a menos que puedan ser tenidas en cuenta las
tasas de detección. En particular, no tiene ningún sentido comparar los registros de presencia o
de distribución a lo largo del espacio y del tiempo, sin tener en cuenta la detección
potencialmente heterogénea.
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Una vez explicado esto, debemos añadir algunas advertencias. En primer lugar, no
estamos en ningún momento intentando fastidiar, desde nuestros cómodos despachos, a los
biólogos de la conservación, tirando piedras sobre sus tejados, porqué en definitiva, nosotros
también somos biólogos de campo y esos también son “nuestros” tejados. Únicamente les
estamos recordando a los lectores que este tipo de datos tienen algunos problemas; no estamos
sugiriendo que los registros históricos sean inútiles, sino más bien al contrario, estamos
sugiriendo que el investigador, al explotar estos registros, debe siempre tener en mente los
problemas potenciales que esta aproximación conlleva. En segundo lugar, sugerimos que al
publicar datos que son el resultado de registros antiguos, o de investigaciones faunísticas rápidas,
u otros tipos de datos, los autores sean bien claros al distinguir los verdaderos estudios de
presencia-ausencia, de los estudios de presencia-no medida y los de presencia-no detectada,
donde no se estiman las tasas de detección. Ello hará que la planificación de los temas de
conservación sea mucho más sencilla para los que quieren evaluar tanto el estado de
conservación de una especie, como también valorar la calidad de dicha evaluación.
Afortunadamente, con cierto grado de planificación y cuidado, es posible recoger datos
de presencia para estimar las tasas de detección y proporcionar estimas válidas de la presencia
real. Esta es un área de la conservación que se ha hecho bastante apasionante en los últimos años
y en la que el desarrollo de nuevas metodologías ha proporcionado a los biólogos de campo con
nuevas herramientas. Finalmente, ahora existen nuevos métodos que permiten que los datos de
simple ocupación puedan incluir la heterogeneidad en la detección, así como datos de recuento,
para extender estos análisis a los valores estimados de abundancia. A lo largo de este capítulo
vamos a proporcionar varios ejemplos que ilustran los enfoques válidos y también los inválidos,
en el uso de los datos de presencia; para los primeros utilizaremos software recientemente
desarrollado y que es gratuito.

Diseño y análisis de los estudios de ocupación
Los datos de ocupación pueden ser enormemente útiles para evaluar cuestiones relacionadas con
la conservación, siempre que los datos sean recogidos y analizados apropiadamente. Comparadas
con otros estimadores cuantitativos, estas técnicas tienden a ser menos intensivas y de mayor
eficacia en su aplicación, y por lo tanto en el futuro pueden ser una de las herramientas más
importantes de la investigación en conservación. Existen muchas formas para este tipo de datos,
y varios tipos de categorías además de la presencia y la ausencia –tal como hemos mencionado
más arriba. Empezaremos con algunas definiciones de los varios tipos de términos asociados con
los datos de presencia.
1. Presente y detectado –se refiere a la situación en la que un animal está presente en un
lugar y es detectado en una muestra en un lugar y un momento en particular.
Distinguimos detección de presencia por la importante razón de que los animales pueden
estar presentes, pero no ser detectados; o incluso no ser detectables. La detección puede
implicar la observación directa o la inferencia por medio de señales tales como llamadas,
pistas, guaridas, marcas, heces y/o partes del cuerpo desechadas (p. ej., una muda de
serpiente). Generalmente se considera que la detección está libre de error, es decir, en
general la detección implica la presencia, y por lo tanto generalmente se iguala a
“presencia”. Sin embargo, existen errores potenciales que pueden quedar incluidos en los
datos de detección. Por ejemplo, llevando a cabo un meta-análisis utilizando como datos
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los registros de museos, pueden darse errores en la información de las localidades de
recolección. De hecho, en especial en el caso de los ejemplares más viejos, esta tasa
puede ser bastante alta. Cuando la detección se determina en un estudio de campo
también se dan errores potenciales asociados a una identificación errónea de la especie
objetivo por parte del personal asistente de campo. Por ejemplo, tenemos un colega que
encontró en algunas de sus zonas de estudio a un pájaro conocido por sus grandes dotes
de mimetismo, que era experto en la llamada de la especie objetivo, de forma que le fue
difícil utilizar las voces para su identificación. Los estudios de esta especie, si fueran
llevados a cabo por personal de campo poco experimentado, podrían detectar la especie
donde en realidad no existiera –dado que estarían detectando al imitador. Finalmente, la
detección también puede depender del período de muestreo, dado que una especie puede
estar presente durante cierto periodo histórico, pero no ahora, o al contrario. Esto puede
darse también en escalas temporales más cortas, como por ejemplo cuando se estudia una
especie migratoria en sus lugares de reproducción o invernada.
2. Ausencia – se refiere a la ausencia real de una especie, no a la simple falta de su
detección. Esto es más difícil de evaluar y debe determinarse a partir de algún valor
estimado de la detección (β o algún otro símbolo dependiendo del estimador específico).
Podemos encontrar problemas aquí cuando confundimos la ausencia con el siguiente
concepto.
3. Presente, pero no detectada – Tiene lugar cuando intentamos encontrar la especie en
una localidad, pero no la hallamos. Una variante de ello es cuando una especie está
presente, pero no es detectable. Podemos llevar a cabo un estudio bastante exhaustivo de
una localidad y simplemente no encontrar al animal. O por error llevar a cabo nuestros
estudios en un momento del día o del año poco adecuados, cuando simplemente la
especie no es observable –p. ej. animales que podrían estar hibernando. Obviamente, no
podemos conocer absolutamente todos estos problemas, y esta es la razón de que toda
esta área de investigación se hace más complicada. Este resultado es especialmente
importante cuando estamos intentando determinar el estatus de una especie y delinear
algún estatus de protección del hábitat. Usando algunas de las técnicas descritas más
adelante en este capítulo podemos asignar una probabilidad de detección (β) a nuestros
estudios de campo, lo que nos permite estimar la probabilidad de los resultados
obtenidos. Obviamente, si β es baja, entonces nuestros resultados simples podrían estimar
a la baja la verdadera presencia de la especie. Si es alta, entonces podremos tener un alto
grado de confianza en que realmente conocemos dónde se encuentra realmente la especie,
para tomar decisiones con respecto a su conservación. Sugerimos que muchos de los
estudios rápidos que se realizan, aunque de bien seguro son valiosos en muchas áreas,
están plagados de este problema. A menudo, las áreas son estudiadas sólo una vez,
elaborándose listas de las especies que se han detectado, pero sin ninguna forma posible
de ligar estas detecciones con la dificultad de la especie en particular de ser encontrada, o
sobre cómo podrían estar sesgadas por las técnicas utilizadas por los investigadores.
4. No muestreado – nuevamente, este concepto es crítico en la investigación para la
conservación de las especies. Una especie no puede ser detectada en los lugares en que
los investigadores no han mirado. Nuevamente, ello crea una infra-estimación artificial
de la distribución o la presencia de la especie. Creemos que en las valoraciones de temas
de conservación, esta categoría es igual de importante en la presentación de los datos que
la presencia-ausencia.
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Tipos de datos
Los datos de incidencia y ocupación pueden darse en muchas formas, con una amplia gama en la
calidad de los datos. Muchos de los datos de los que disponemos no son de la mejor calidad, pero
nos ayudan a tener un conocimiento de base. Uno de los tipos comunes de datos de que
disponemos son los registros de los museos u otras colecciones. Dichos datos, aunque a menudo
son de baja calidad, son extremadamente importantes al proporcionar un contexto histórico de
una especie en particular. Aunque es raro que existan datos abundantes asociados con estos
registros, nos proporcionan una información valiosa sobre la presencia de una especie en un
lugar y un momento en particular. Estos datos son pobres, en el sentido de que generalmente no
tenemos información alguna sobre los esfuerzos del muestreo o los errores potenciales en cuanto
a la localidad, áreas estudiadas o no estudiadas, ni información sobre la probabilidad de
detección (β, véase Capítulo 6). Estos datos pueden estar y generalmente están solapados con el
hábitat ya conocido de una especie, y proporcionan una información incluso más útil que sin esos
datos sobre el hábitat.
Existen otras dos fuentes de información que también pueden ayudarnos a hacernos una
idea base sobre la presencia o ausencia de nuestra especie objetivo. Estos son simplemente
informaciones casuales o anecdóticas proporcionadas por investigadores que trabajan en una
zona en particular, y en el caso de los ornitólogos, los registros tomados por los aficionados a las
aves (“bird watchers”). En ambos casos generalmente estaremos obteniendo información más
reciente que los registros de los museos, pero con la misma debilidad común en cuanto a la
calidad de los datos. Dichos datos son débiles por diversas razones, incluyendo, pero no
limitándose a, la falta de un diseño de investigación, falta de controles del esfuerzo, falta de
estimas deβ, y en general, la falta de información sobre las áreas no estudiadas frente a las
estudiadas. Lo único que esta información nos dice es que la especie en cuestión ha sido hallada
en ciertas localidades. Algunas de estas informaciones ni siquiera cumplen con las preguntas del
control de calidad relativas a factores tales como las falsas identificaciones. Por ejemplo,
Gordillo-Martínez (2001) ubicaron los datos de localización históricos en Méjico, a partir de los
registros de museos, de la Codorniz de cresta dorada (Callipepla douglasii), relativamente poco
estudiada (Figura 7.1a). Si se mapean únicamente las localidades, se tiene la impresión que esta
especie se halla restringida del oeste al nordeste de Méjico. No obstante, también vemos que
existen muchos espacios en blanco que podrían representar distintas cosas. Vemos una
concentración de localizaciones cerca del extremo meridional de la distribución pretendida, y
una menor densidad de especímenes en el extremo septentrional en sólo unas pocas localidades
cerca de la frontera con los EUA. Ahora, en la Figura 7.1b, vemos la adición de datos que ayuda
a mejorar el valor de este mapa. Basándose en cierta información conocida sobre el hábitat de
esta especie Gordillo-Martínez (2001) superpuso un mapa de la vegetación que representaba el
hábitat adecuado. Ahora vemos más claramente que esta especie probablemente está limitada a
una franja de hábitat adecuado en el oeste de Méjico, y que la menor densidad de las
observaciones podría ser el resultado de ser áreas más remotas y/o de cambios más sutiles en el
hábitat. La reconstrucción de los datos llevada a cabo de este modo, aunque no es ideal, nos
proporciona cierta información de base sobre la probable distribución de la especie. Esta especie
en particular también pone de manifiesto el valor de este tipo de datos incluso tan débiles, debido
a que en un panorama de conservación de mayor alcance, es bastante
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Figura 7.1 (A) Ejemplo de distribución de la codorniz de cresta dorada (Callipepla douglasii) de
Méjico, a partir de ejemplares de museo. Esta especie, relativamente poco estudiada, inicialmente
parece estar restringida a una franja cercana a la costa occidental de Méjico hacia la frontera con
los EUA. (B) Posteriormente se utilizan algunos datos del hábitat, para inferir un modelo espacial
del hábitat adecuado y luego superponerlo a los datos. Es evidente de que una parte del
“empobrecimiento” de las observaciones en las partes septentrionales de la distribución representa
o bien una falta de esfuerzo o bien podría deberse a sutiles diferencias en cuanto al hábitat. Vale la
pena investigar ambas cuestiones cuando se emprenden estudios del estado de conservación de una
especie (a partir de Navarro et al. 2003).

poco probable que nunca se llevaran a cabo estudios dedicados a la Codorniz de cresta dorada.
Más allá de este tipo de métodos, encontramos los estudios biológicos de seguimiento de
especies rápidos, que ahora se realizan en muchas áreas, especialmente en relación a las aves.
Estos estudios potencialmente proporcionan información adicional sobre las áreas de estudio, y
una estandarización del esfuerzo, pero generalmente no vemos que esto se aplique. A menudo se
realizan utilizando algún tipo de estructura de muestreo, pero generalmente carecen de muestreos
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repetidos o de datos suplementarios, que podrían ayudar a desarrollar funciones de detección. De
nuevo hemos de insistir en el bajo valor de proporcionar datos de presencia sin las condiciones
que permitan separar los 4 resultados potenciales que hemos presentado más arriba. A menudo,
una simple mejora en el diseño del trabajo de campo permitiría que dichos estudios fueran
mucho más valiosos –nuevamente mejorando la calidad de los datos y la eficacia en la aplicación
de los limitados recursos dedicados a la conservación.

Estimación de la ocupación
Los datos más valiosos se dan cuando los datos de ocupación (más exactamente, detección-no
detección) se recogen utilizando los diseños de muestreo desarrollados en los capítulos
anteriores, y con las aproximaciones de estimación descritos más abajo y en los capítulos
siguientes. Los desarrollos teóricos y las técnicas analíticas han sufrido un cambio bastante
rápido a lo largo de los últimos años, y sin duda alguna, los lectores más avanzados deberían leer
MacKenzie et al. (2006). Estos métodos dependen del uso de criterios bien establecidos para
obtener estimas de detección, a las que nos referimos genéricamente como β en el Capítulo 6,
pero que en este capítulo designaremos con el símbolo d. Este es el paso crítico que permite que
este tipo de datos sean mucho más útiles y defendibles en la investigación dedicada a la
conservación.
Llegados a este punto, definiremos formalmente algunos términos y parámetros
utilizados en la estimación de la ocupación. Un lugar está ocupado si 1 o más animales se hallan
presentes en un momento específico; la probabilidad de ocupación es ψ. Un animal es detectado
si está presente en el lugar y además es detectado en al menos 1 de k muestras. La probabilidad
de detección es:

d = 1 − (1 − p) k
donde p es la probabilidad de detección en cada una de las muestras. Por lo tanto, la probabilidad
de que un animal este presente y sea detectado (“1”) es ψ × d . Un animal es no detectado (“0”)
si no está presente, o sí lo está, pero no ha sido detectado al menos en 1 muestra. La probabilidad
de que ello ocurra es (1 − ψ ) + ψ (1 − d ) .
Un escenario típico de este tipo de datos podría ser durante un muestreo de una serie de
reservas en busca de nuestra especie objetivo (Tabla 7.1). En este ejemplo tenemos 9 reservas en
las que hemos buscado a la especie. Realizamos 3 muestreos en cada una de las reservas y
hallamos a la especie en 7 de las 9 localidades. Un simple valor estimado de la ocupación (ψ) es
por lo tanto 7/9 o 0.778. No obstante, al mirar los datos, vemos que en una de los muestreos en
particular nunca detectamos la especie objetivo en ninguno de los lugares en los que finalmente
estaba presente. De hecho, utilizando uno de los programas descritos más adelante, encontramos
que nuestra probabilidad de detectar esta especie en un estudio es de sólo 0.570, que desde luego
es un infra-estimado bastante grande de la verdadera ocupación. A partir de los resultados de los
3 muestreos realizadas, podemos utilizar la tasa de detección que estimamos más arriba para
estimar la ocupación verdadera en 0.845 (+-0.164 DE), lo que sugiere que podríamos haber
perdido a esta especie en una o ambas de las reservas restantes. En estos datos inventados en
realidad tenemos unas tasas de detección bastante buenas, y de hecho nuestra especie objetivo es
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Tabla 7.1
Los muestreos de una especie hipotética en varias reservas demuestran que la
probabilidad de detección en cada muestreo es de <1,0. Esta estructura de datos es típica de los estudios
de presencia-ausencia, donde la ausencia generalmente se codifica como “0” y la presencia como “1”. El
valor estimado ingenuo de presencia para cada una de los muestreos es menos de la mitad que el valor
estimado ingenuo de presencia de los tres muestreos combinados, pero aún y así, este estimado
combinado va a subestimar la verdadera presencia de la especie en las distintas reservas. Simplemente
escudriñando visualmente los datos podemos ver que aunque la especie este presente, a menudo no la
detectamos en ninguna de los 3 muestreos. Aunque 7 de los 9 lugares estén ocupados basándonos en
nuestros datos brutos, podemos ver que cada una de los muestreos no llega a más de 5 detecciones. Estos
dos factores utilizados conjuntamente proporciona la base para los análisis de ocupación por presenciaausencia y para la estimación de las probabilidades de detección.

Reserva
1
2
3
4
5
6
7
8
9
Número de reservas en
las que se detecta

Muestreo1
S
S
N
N
N
N
S
N
S

Muestreo 2
S
N
N
N
N
S
S
S
N

Muestreo3
S
N
N
S
N
S
S
S
N

Combinado
S
S
N
S
N
S
S
S
S

4

4

5

7

probable que se encuentre en la mayoría o todas las reservas. En la Tabla 7.2 se proporcionan
una serie de datos más realistas, pero aún y así basados en una especie común que es
razonablemente fácil de detectar. En este caso se trata de muestreos del azulejo maicero o
azulejón (Guiraca caerulea), una especie asociada con hábitats de matorral y campos en el
sudeste de los EUA (J.P. Carroll y R.J. Cooper, datos no publicados). En este ejemplo, tenemos 3
muestreos realizados durante la estación de cría del 2001 en 41 campos que habían sido de
cosecha y de hierbas y que habían sido convertidos por medio de un programa gubernamental en
pinares de pino melis (Pinus palustris) . Dichos campos fueron estudiados durante los 2 primeros
años después de ser plantados los árboles. Encontramos que los azulejos maiceros se detectaron
en no más de 22 campos durante un muestreo cualquiera dada, y que los 3 muestreos
combinados revelaron que se detectaron en un total de 33 de los 41 campos, lo que supuso una
tasa simple de ocupación de 0.805. Revisaremos esta serie de datos de nuevo más adelante en
este capítulo, con el fin de demostrar el uso de los análisis de ocupación (véase Recuadro 7.1).
Los datos de observación no han de ser necesariamente directos, sino que también pueden
provenir, por ejemplo, de utilizar datos de captura mediante una cámara. En un ejemplo real,
Winarni et al. (2005a,b) encontraron un cierto número de especies de faisanes de los bosques de
las tierras bajas de Sumatra, Indonesia. A partir de esos datos calcularon las probabilidades de
detección y ocupación en especies estrechamente emparentadas de Galliformes en el bosque
húmido de las tierras bajas.
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Tabla 7.2
Detección del azulejo maicero (Giuraca caerulea) durante 3 muestreos de 41 campos
agrícolas abandonados in el sur de Georgia durante 2001. Los muestreos se realizaron durante la época
reproductora mediante un único transecto de 250 m. Estos datos se exploran en mayor profundidad en los
recuadros de ejemplo.
Campo prospectado

Muestreo 1

Muestreo 2

Muestreo 3

Combinado

A
B
C
D
E
F
G
H
I
J
K
L
M
N
O
P
Q
R
S
T
U
V
W
X
Y
Z
AA
AB
AC
AD
AE
AF
AG
AH
AI
AJ
AK
AL
AM
AN
AO
Número de campos
en que se detectó

1
1
0
0
1
0
0
1
1
1
1
0
0
0
1
0
0
0
0
0
1
0
1
1
1
0
0
0
1
0
0
1
1
1
0
0
0
0
1
1
0

1
1
0
1
0
0
0
1
1
1
1
0
0
0
1
0
0
0
1
0
0
1
0
1
1
1
0
1
1
1
0
1
0
1
0
0
1
1
1
0
1

1
0
0
0
1
1
1
1
0
1
0
0
0
1
1
1
1
0
1
0
0
0
0
1
1
1
1
0
0
1
0
1
0
0
0
0
0
1
1
1
0

1
1
0
1
1
1
1
1
1
1
1
0
0
1
1
1
1
0
1
0
1
1
1
1
1
1
1
1
1
1
0
1
1
1
0
0
1
1
1
1
1

18

22

20

33
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Recuadro 7.1 Analisis de ocupación de sola una temporada con probabilidad de detección
homogéneo.
El análisis de ocupación se aplica a las observaciones del azulejo maicero (Guiraca caerulea) en 41
antiguos campos plantados con el pino de hoja larga Pinus palustris en el sur de Georgia, EUA. Los
muestreos consistieron en transectos de 500 m a través de cada campo, y se llevaron a cabo 3 veces
durante la estación de cría del año 2001. Los datos se presentan en la Tabla 7.2 En este ejemplo
utilizamos el programa PRESENCE 2.0 para analizar los datos. Inicialmente utilizamos el modelo
básico de ocupación sin covariables y un único parámetro de detección homogéneo a fin de estimar la
ocupación a partir de las 3 prospecciones combinadas. El resultado que proporciona PRESENCE
aparece debajo En primer lugar, si ignoramos la detección, obtenemos un valor estimado ingenuo de
ocupación de 0.8049. El análisis de ocupación, sin embargo, nos indica que incluso esta especie, muy
común y fácil de encontrar, no es perfectamente detectada en nuestro muestreo (la probabilidad de
detección es de 0.553 para cada periodo de muestreo). Si tenemos en cuenta esta probabilidad de
detección obtenemos un valor estimado de ocupación de 0.8848 (+0.0764), que es considerablemente
mayor que nuestra primera ingenuo valor estimado.
A continuación vemos los resultados del programa PRESENCE:
Predefined Model: Detection probabilities are NOT time-specific
Number of groups = 1
Number of sites = 41
Number of sampling occasions = 3
Number of missing observations = 0
Number of parameters = 2
-2log(likelihood) = 168.189754
AIC = 172.189754
Naive estimate = 0.804878
Proportion of sites occupied (Psi) = 0.8848 (0.076390)
Probability of group membership (Theta) = 1.0000
Detection probabilities (p):
grp
srvy
p
se(p)
-----------------------1
1
0.551317
(0.059721)
Variance-Covariance Matrix
psi p(G1)
0.0058 -0.0021
-0.0021 0.0036
Bootstrap Variance-Covariance Matrix
psi p(G1)
0.0049 -0.0022
-0.0022 0.0041
Bootstrap estimate of SE for proportion of sites occupied = 0.069960

******************************************************************
Las entradas de datos (input) y los resultados (output) completos para PRESENCE para este
ejemplo se hallan en el Compañero Electrónico del libro.
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Extensión de la ocupación a la estimación de la abundancia
Un aspecto del análisis de ocupación que recientemente ha sido estudiado con mayor
profundidad, es la extensión de los datos de presencia-ausencia a la estimación de la abundancia.
Varios autores han publicado trabajos en ésta área, incluyendo modelos de heterogeneidad de
detección y datos de recuento. Royle y Nichols (2003) propusieron una aproximación para
utilizar la heterogeneidad de detección en las probabilidades de detección por muestra (p) para
proporcionar estimas de la abundancia. En este contexto estamos asumiendo que la abundancia
tiene una distribución de Poisson y que p está relacionada con la abundancia. Esto se ha
extendido a los datos de recuento, tal como podrían ser recogidos en los recuentos puntuales de
aves llevados a cabo por Royle (2004). En el Recuadro 7.5 proporcionamos un ejemplo
utilizando los mismos datos del azulejo maicero de más arriba, para demostrar la utilidad de
estos modelos para estimar la abundancia.

Supuestos y consideraciones importantes
Al igual que en todos los métodos que discutimos en este volumen, al utilizar los modelos y
análisis de ocupación existen algunos supuestos importantes que se han de tener en cuenta. Los
distintos autores que citamos a lo largo de este capítulo han investigado bastante extensamente
estos supuestos, y el impacto de violarlas. Existe una excelente revisión sobre el tema en
MacKenzie et al. (2006). Los supuestos claves a tener en cuenta en cualquier estudio de este tipo
son las siguientes:
1. Estos modelos asumen que estamos tratando con un espacio cerrado a los cambios en
ocupación. Es decir, durante un periodo o “estación” en particular, las localidades están
ocupadas o no ocupadas, pero no cambian de estatus a lo largo del periodo.
2. Se asume que la probabilidad de ocupación es constante en todos los lugares. No
obstante, si tenemos covariables que pudieran explicar las diferencias en la ocupación, se
considera que este supuesto se cumple.
3. La probabilidad de detección, aunque pueda ser modelada con covariables, el periodo de
muestreo, o cualquier otro factor, no varía a de un lugar a otro.
5. La detección entre lugares es independiente, a menos, por supuesto, que estemos
construyendo un modelo específicamente para testar este efecto.

Aplicación y programas
A continuación describimos varios estimadores distintos para su uso con los datos de presenciaausencia. Se desarrollaron para unos propósitos particulares, y por lo tanto tienen aplicaciones
ligeramente distintas en este campo. Todos tienen un enfoque en común, el de utilizar múltiples
muestreos de los mismos lugares a fin de poder proporcionar estimas de la probabilidad de
detección. Creemos que la mayoría de las aplicaciones que puedan necesitar los biólogos de
campo pueden funcionar bien con estos métodos. A pesar de sus continuos desarrollos, el
programa gratuito PRESENCE parece ser una herramienta valiosa y fácil de usar para los
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biólogos de campo. Nuevamente, los modelos más avanzados, tales como los que se ocupan de
una sola especie durante múltiples estaciones o años, o los que tratan de las interacciones de
múltiples especies, se describen mejor en la revisión ya mencionada (MacKenzie et al. 2006).

Recuadro 7.2 Estimación de abundancia utilizando muestreo de ocupación.
Finalmente retomamos de nuevo el ejemplo del azulejo maicero para ilustrar cómo, bajo ciertos
supuestos, los datos de ocupación pueden ser utilizados para proporcionar estimas de abundancia. El
análisis ahora incorpora, además de los datos para cada localidad de “detectado” o “no detectado”, los
recuentos del número de individuos detectados. Entonces aplicamos el modelo de heterogeneidad de
Royle y Nichols, que modela la variación en los recuentos, la heterogeneidad y la supuesto de que se
da una distribución de Poisson en el programa PRESENCE 2.0, para desarrollar un valor estimado de
la abundancia y de la ocupación del azulejo maicero. Aplicamos dos modelos, el modelo de recuento
repetido de Royle, y el modelo de heterogeneidad para una sola estación de Royle-Nichols (que no
incluye los recuentos como datos auxiliares, y por tanto presenta supuestos más restrictivos). La tabla
de selección de modelo de más abajo sugiere que el modelo de Royle gozaba de un mejor apoyo –
véase la columna de peso del modelo (wi). Por lo tanto, presentamos los resultados de este modelo.
Éste proporciona un valor estimado de 182.25 (46.29 – 318.21 95% IC) azulejos maiceros en las
662.4 ha de campo que estudiamos. Curiosamente, los métodos de muestreo a distancia que utilizan
más datos, proporcionar estimaciones de la abundancia similares, pero con intervalos de confianza
más estrechos (B.Gates, J. Carroll, R. Cooper, unpublished data).
Royle Model w/ species counts (k=200)
Number of groups = 1
Number of sites = 41
Number of sampling occasions = 3
Number of missing observations = 0
Matrix 1: rows=3, cols=3
p 1.000000 0.000000
lambda 0.000000 1.000000
========================
Number of parameters = 2
Number of function calls = 58
Final function value = 161.950321
-2log(likelihood) 323.900642
AIC = 327.900642
Naive estimate = 0.536585
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Recuadro 7.2 Continuado
Untransformed (beta) parameters:
Estimated parameter estimate std.err
beta0 = -1.3675
beta1 = 1.4918

0.4804
0.3806

beta var-cov matrix:
0.2307 -0.1749
-0.1749 0.1449
MODEL PARAMETERS:
Estimated parameter
Detection probability (c)
Avg. abundance/sample unit(lambda)

estimate
0.2030
4.45

std.err
0.0777
1.69

95% confidence interval
0.0507 - 0.3554
1.13 - 7.76

Derived parameter estimate
std.err
95% confidence interval
Occupancy (psi)
= 0.9883
0.0199
0.9493 - 1.0272
Total Abundance (N) = 182.25
69.37
46.29 - 318.21
-----------------------------------------------------*******************************************************************
Verosimilitud
Modelo
AIC
ΔAIC wi
No. -2*LogLike
Modelo

Datos recuento repetido
(biométrica de Royle)
Abundancia Inducida Modelo
de Heterogeneidad
(Royle/Nichols)

327.90 0.00

0.9920 0.9841

2

323.90

337.55 9.65

0.0080 0.0079

2

333.55

Las entradas de datos (input) y los resultados (output) completos para PRESENCE para este
ejemplo se hallan en el Compañero Electrónico del libro.

Estimación de la ocupación de una sola especie utilizando el programa
PRESENCE
El programa PRESENCE fue desarrollado por un grupo de biólogos cuando se enfrentaron con la
tarea de determinar la ocupación en los humedales de varias especies de ranas (MacKenzie et al.
2002, 2003). Este programa es de aplicación a varios tipos de datos que a menudo nos
encontramos, donde los hábitats son unidades fragmentadas a lo largo del espacio. Este método
mantiene el supuesto de que la población está cerrada. Ello significa que durante un periodo de
muestreo particular no existe cambio alguno en la ocupación entre los lugares. Además, también
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debemos admitir los supuestos de la independencia entre los lugares y que realmente estamos
identificando correctamente a nuestra especie objetivo.
Se trata de un programa bastante simple que permite al usuario estimar la probabilidad
de detección (d) y la ocupación del lugar (ψ). Además, pueden implementarse covariables para
examinar los impactos de diversos factores ambientales de otros tipos sobre la probabilidad de
ocupación. En algunas circunstancias el usuario puede permitir que la probabilidad de detección
varíe entre los distintos muestreos.
Los autores nos proporcionan una lista de supuestos de sus métodos. Obviamente, el
número mínimo de períodos de estudio es de dos. No obstante, sugieren que cuando los lugares
se visiten sólo dos veces, la ocupación real debería ser >0.7, y las probabilidades de detección
por muestra (p) deberían ser >0.30. Éstas pueden reducirse cuando se incrementa el número de
muestreos repetidos. La probabilidad general de detección (d) es una función de la detección por
muestra (p) y el esfuerzo de muestro total (k). Si p es constante a lo largo de k muestras,
entonces:

d = 1 − (1 − p) k
Por ejemplo, si p=0.3, entonces d=0.832 para 5 muestras, pero aumenta hasta 0.972 para 10
muestras. En el último caso, podríamos estar casi seguros de que si cualquier animal ocupa el
lugar, al menos 1 será detectado durante el transcurso del estudio. Del mismo modo podríamos
decir, con un alto grado de confianza, que si no se detecta ningún animal, en realidad no había
ninguno presente. Nótese que si p es baja (p. ej., p=0.10), se realizan solo unas pocos muestreos
(el esfuerzo es bajo), o ambos, el resultado podría ser mucho más equívoco. Por ejemplo, si
p=0.10, entonces d=0.65 para 10 muestras, sólo d=0.41 para 5 muestras, y un valor aún peor de
d=0.19 para 2 muestras. Los datos en este supuesto nos proporcionarían una certeza bastante baja
de detectar a los animales si éstos estuvieran realmente presentes, y a la inversa, no nos darían
una gran confianza en que los animales estuvieran ausentes, sólo porque no hubieran sido
detectados.
Puede existir heterogeneidad en la probabilidad de detección entre los lugares, que en
algunos casos puede ser modelada por el uso del hábitat u otras covariables. La detección
también puede estar relacionada con la abundancia relativa de los animales en los lugares, y
Royle y Nichols (2003) exploran dicha relación tanto para modelar la heterogeneidad de la
detección como para estimar la abundancia bajo ciertos supuestos. Los casos sin valor (“missing
values”) son comunes en este tipo de muestreo, y estos autores sugieren que la presencia de estos
casos hasta un 20% de la muestra total generalmente tiene sólo un pequeño impacto en la
precisión de la estima. MacKenzie y Royle (2005) y MacKenzie et al. (2006) depuraron la
estimación del número de visitas repetidas necesarias basándose en la tasa de ocupación y la
probabilidad de detección. Hemos creado una versión de sus resultados en la Tabla 7.3, que
muestra algunos de los factores implicados en la toma de la decisión sobre cuántos muestreos
necesitamos realizar, en relación al grado de esfuerzo necesario, para mejorar la probabilidad de
detección por muestreo. MacKenzie et al. (2006) tratan de cuestiones relativas al esfuerzo y los
enfoques de muestreo alternativos, con mucho más detalle de lo que podemos ofrecer aquí, y
Bailey et al. (2007) proporcionan software para explorar los diseños alternativos.
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Tabla 7.3 Versión simplificada de la tabla de Mackenzie y Royle (2005) en la que se representa el
número de muestras necesarias para maximizar la eficiencia del diseño de muestreo, según la
probabilidad de detección (p) y la ocupación (ψ). Existen varios puntos interesantes e importantes a
destacar. Primero, que la mejora en la probabilidad de detección es muy importante para un más eficiente
análisis de la ocupación. Esto se aplica tanto para bajas como para altas tasas de ocupación, aunque el
diferencial en el número de prospecciones es mayor para altas tasas de ocupación. Lo importante aquí es
el desarrollo de los mejores métodos para detectar la especie cuando está presente. Un factor muy
importante es buscar un buen equilibrio entre los costes y beneficios implicados en las distintas técnicas
de muestreo. Por ejemplo, si un método de muestreo barato y de fácil implementación produce una p de
0,5, y otro método más caro solo consigue una ligera mejora en p de 0,7, seguramente será más
aconsejable que adoptemos el primer método, especialmente si los recursos económicos son limitados.
Sin embargo, si esos valores se incrementan de 0,1 a 0,3, para una especie que es muy difícil de detectar,
entonces al planear el estudio deberíamos considerar de forma cuidadosa los costes y beneficios de
dedicar más esfuerzo en cada uno de las prospecciones o en vez de ello, dedicarnos a realizar un mayor
número de muestreos.

p
0.1
0.3
0.5
0.7
0.9

0.1
14
5
3
2
2

0.3
16
5
3
2
2

ψ
0.5
18
6
3
2
2

0.7
23
7
4
2
2

0.9
34
10
5
3
2

PRESENCE está disponible como programa individual, que se puede obtener de varias
fuentes de software que se hallan incluidas en el Apéndice C. Utilizando los datos de una especie
de paseriforme, el azulejo maicero o azulejón (Guiraca caerulea), encontrado en pinares de
repoblación reciente de Pinus palustris, podemos ver la aplicación de este tipo de datos y su
análisis con PRESENCE 2.0 (Recuadros 7.1 a 7.4). En este ejemplo prospectamos una especie de
ave bastante común en 41 campos en los que se habían plantado árboles. Incluso en el caso de
esta especie fácilmente detectable, es obvio que un solo muestreo habría infra-detectado a esta
especie. Además, la recolección de otros tipos de datos, tales como el tamaño de cada campo,
nos ha permitido examinar el efecto potencial de otros parámetros sobre la ocupación. Durante
los últimos años MacKenzie y colegas han desarrollado componentes particulares de estos
modelos para una sola especie, tales como el manejo de los casos sin valor, modelado de
covariables, violación de los supuestos, y la valoración del ajuste del modelo, que si bien son
importantes, están fuera del alcance de este volumen. Existen en la actualidad extensiones de este
programa que permiten estimar realmente la abundancia basándose en esta misma aproximación
–que se describen más adelante. De nuevo todo esto nos permite un uso más eficaz de los datos
que recogemos en el campo. Y nuevamente, animamos a los lectores que se encuentran a gusto
con estos conceptos a que exploren con mucho mayor detalle en MacKenzie et al. (2006).
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Recuadro 7.3. Analisis de ocupación de sola una temporada con probabilidad de detección
variable según el muestreo.
Aquí retomamos los datos del azulejo maicero (Tabla 7.2, Recuadro 7.1), utilizando ahora un modelo
ligeramente más complicado que permite que la probabilidad de detección varié entre prospecciones, y
no constante para todo el estudio. El valor estimado de ocupación (0.8827) es similar a la obtenida en
el Recuadro 7.1, pero ahora tenemos 3 valores estimados de detección: 0.4974, 0.6079 y 0.5526, para
cada una de las prospecciones respectivamente. El valor de estes estimados sugieren que las
probabilidades de detección variaban entre prospecciones Sin embargo, queremos hacer notar que el
valor de AIC para este modelo es de 175.295, mientras que el valor de AIC para el modelo más simple
en el recuadro 7.1 es 172.190; Ello sugiere que el modelo más simple debería ser preferido.
Igualmente, las probabilidades de detección individuales bajo el modelo estratificado tiene unos
intervalos de confianza muy grandes, lo que sugiere que las probabilidades de detección no varían
verdaderamente entre prospecciones.
********************************************************************
Predefined Model: Detection probabilities are time-specific
Number of groups = 1
Number of sites = 41
Number of sampling occasions = 3
Number of missing observations = 0
Number of parameters = 4
-2log(likelihood) = 167.295032
AIC = 175.295032
Naive estimate = 0.804878
Proportion of sites occupied (Psi) = 0.8827 (0.076187)
Probability of group membership (Theta) = 1.0000
Detection probabilities (p):
grp
srvy p
se(p)
1
1
1

1
2
3

0.497359
0.607883
0.552621

(0.089155)
(0.090230)
(0.090092)

Variance-Covariance Matrix
psi p1(G1) p2(G1) p3(G1)
0.0058 -0.0018 -0.0023 -0.0021
-0.0018 0.0079 0.0013 0.0012
-0.0023 0.0013 0.0081 0.0014
-0.0021 0.0012 0.0014 0.0081
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Recuadro 7.3 Continuado
Bootstrap Variance-Covariance Matrix
psi p1(G1) p2(G1) p3(G1)
0.0049 -0.0016 -0.0017 -0.0024
-0.0016 0.0074 0.0030 0.0020
-0.0017 0.0030 0.0091 0.0008
-0.0024 0.0020 0.0008 0.0070
Bootstrap estimate of SE for proportion of sites occupied = 0.070127
***************************************************************

Las entradas de datos (input) y los resultados (output) completos para PRESENCE para este
ejemplo se hallan en el Compañero Electrónico del libro.

Ocupación multiestacional
Hasta ahora, hemos descrito la estimación de la ocupación para un solo punto en el tiempo,
asumiendo que todos los lugares que actualmente están ocupados permanecen ocupados durante
el intervalo de tiempo que dura el estudio, y que ningún lugar no ocupado se convierte en
ocupado. Ello es análogo a los modelos de la estimación de poblaciones cerradas (capítulos 810), que asumen que no se dan nacimientos, muertes, inmigración o emigración durante el
periodo de estudio. En los estudios a más largo plazo, esto no será realista, y de hecho sería
interesante modelar la dinámica de la ocupación del lugar. De forma análoga a los modelos
dinámicos de poblaciones (capítulo 3), el modelado de la ocupación se puede ampliar bastante
fácilmente a múltiples períodos, donde la ocupación en el momento t depende de factores que
determinan las tasas de extinción local (ε) y colonización (γ). La idea básica consiste en que los
lugares inicialmente está ocupados o no, con unas probabilidades de ψ 0 y 1 − ψ 0 ,
respectivamente. Los lugares que están ocupados pueden pasar a estar desocupados, con una
probabilidad ε, o permanecen ocupados con una probabilidad de 1- ε .Del mismo modo, los
lugares que actualmente están desocupados pueden convertirse en ocupados (γ) o permanecer
desocupados (1- γ). Desde luego, la estimación de estos parámetros se ve complicada por el
hecho de que en realidad nosotros no observamos la ocupación, sino más bien si los animales son
detectados. Así, si observamos “1” en el momento 1 y “0” en el momento 2, sabemos que el
lugar estaba ocupado en el momento 1, pero en el momento 2 puede haberse convertido en
desocupado, o siguió ocupado, pero no tuvieron lugar detecciones. Estas posibilidades pueden
ser modeladas como

ε + (1 − ε )(1 − d )
de forma similar a la idea introducida antes para modelar un “0” para una ocupación durante una
sola estación. El modelado de la ocupación multiestacional puede ser muy complicado.
Proporcionamos un ejemplo de ello en el Recuadro 7.6, que es una extensión de 2 años de
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nuestro ejemplo del azulejo maicero. Todos aquellos que estén llevando a cabo estudios de
ocupación a largo plazo deberían consultar MacKenzie et al. (2006).

Otros análisis de datos de presencia-ausencia
Existen diversas variaciones de la misma premisa básica que encontramos en el programa
PRESENCE. Existe un programa de fácil uso desarrollado en Excel (Wintle et al. 2004) que
proporciona resultados similares a los del programa PRESENCE (véase Recuadro 7.1).
Otra variación es una extensión del modelado logístico llamado “binomial hinchada en el
cero” (Zero Inflated Binomial, ZIB) descrita por Tyre et al. (2003). Las aplicaciones de este
programa a los datos de campo son similares al programa PRESENCE. Los supuestos de este
programa incluyen un número mínimo de tres visitas a cada lugar. En el momento de decidir
entre prospectar más localidades y incrementar el número de muestreos repetidos, Tyre et al.
(2003) encontraron que cuando las tasas de falsos negativos son bajas (<50%, es decir, cuando
p>0.50), es mejor aumentar el número de localidades que el número de visitas. A la inversa,
cuando p<0.5, es mejor aumentar el número de visitas. También llevaron a cabo varias
simulaciones, y hallaron que tres visitas por lugar eliminaban el sesgo, pero que para obtener
más precisión de la estima, deberían hacerse 6 visitas. Existe un programa basado en R
disponible para llevar a cabo los análisis ZIB (Apéndice C).
Existen además diversas variaciones de los análisis de Cadena de Markov Monte
Carlo; Sargeant et al. (2005) utilizaron un estimador de restauración de imagen de Cadena de
Markov Monte Carlo para usarlo con ciertos tipos de datos de ocupación de presencia-ausencia.
Estos autores describen situaciones con las que a menudo se enfrentan los biólogos, cuando los
datos disponibles representan una recolección durante tiempos variables y con un esfuerzo
variable. Este es un caso especial, aplicable cuando las áreas de estudio pueden dividirse en
cuadrículas regulares de unidades de mapeo y la distribución de las especies dentro del área es
espacialmente contagiosa. Este método tiene la ventaja de su uso con datos que dependen del
espacio. Con sus simulaciones, estos autores encontraron que obtenían una buena precisión y un
sesgo mínimo cuando las tasas de detección para >1 visita eran >0.65. Augustin et al. (1996)
utilizaron un modelo auto logístico para intentar el mismo tipo de análisis.
En Peterson et al. (2004) se describe otra aproximación MCMC. En este ejemplo, los
autores estaban interesados en modelar la distribución de la trucha buey (Salvelinus confluentis)
en relación con varias clases jerárquicas de variables ambientales utilizando datos de ocupación.
Los autores relacionaban explícitamente la distribución de esta rara especie con un rango de
variables ambientales. Obviamente, este es el tipo de trabajos que más interesan a los biólogos de
la conservación, no sólo por el interés implícito de los resultados obtenidos sino también por la
elegancia y sofisticación que puede alcanzarse mediante un buen diseño experimental dentro del
contexto de los datos de presencia-ausencia.
La estructura binomial de los datos de ocupación permite fácilmente su implementación
con el programa MARK (v. 5.0) (White 2008). Esta versión de MARK incluye los mismos
modelos cubiertos en PRESENCE e incluye además el modelo de ocupación del Diseño
Robusto, los modelos mixtos de Pledger, el modelo de Royle & Nichols (2003), y los modelos
de Royle (2004) Poisson y binomial negativa. Además, MARK incorpora el modelo de
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Recuadro 7.4 Analisis de ocupación de sola una temporada con ocupación y detección modelado
utilizando covariables.
En este análisis de nuevo tomamos los datos del azulejo maicero (Recuadros 7.1 y 7.3), y
consideramos la relación entre la ocupación y dos variables específicas del lugar: el tamaño del campo
en ha, y la presencia de manejo adicional por parte de un programa de conservación financiado por el
gobierno (BQI). Construimos un modelo utilizando un valor estimado de probabilidad de detección
general única y dos covariables: tamaño del campo y manejo BQI. En este análisis no parece que
ninguna de las covariables explique con contundencia las diferencias en cuanto a la ocupación del
azulejo maicero, tal y como se puede juzgar por la comparación del valor del AIC del modelo con
covariable (175.114) con el valor del modelo simple obtenido en el Recuadro 7.1 (172.19). Podemos
también constatar la debilidad de la relación con las covariables examinando los coeficientes de las
covariables de lugar y observando cómo los valores estimados del error para cada uno de los valores
esta alrededor del cero (p. ej., el coeficiente del tamaño del campo de -0.23+- 2.68 ES).
*******************************************************************
Custom Model:
Number of sites
= 41
Number of sampling occasions = 3
Number of missing observations = 0
Number of parameters
=4
-2log(likelihood)
= 167.1138
AIC
= 175.1138
Model has been fit using the logistic link.
Naive estimate
= 0.8049
Untransformed Estimates of coefficients for covariates (Beta's)
============================================================
Estimate SE
Beta1 :occupancy
psi
2.892973 (2.764246)
Beta2 :occupancy
psifieldsize
-0.231087 (2.679067)
Beta3 :occupancy
psibqi
-1.317230 (1.704668)
Beta4 :occupancy
p1
0.211223 (0.246943)
Variance-Covariance Matrix of Untransformed estimates (Beta's):
Beta1
Beta2
Beta3
Beta4
Beta1 7.641058 -6.499217 0.385063 -0.005339
Beta2 -6.499217 7.177398 -2.247388 -0.145060
Beta3 0.385063 -2.247388 2.905894 0.137104
Beta4 -0.005339 -0.145060 0.137104 0.060981
------------------------------
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Recuadro 7.4 Continuado
============================================================
Individual Site estimates of Psi:
Site

Psi

Std.err

95% conf. interval

Overall proportion of sites occupied = 0.8827 (0.0781)
**********************************************************************
Recuadro 7.5 Comparaciones de modelos para la analisis de ocupación de sola una temporada.
Aquí resumimos los tres distintos modelos sobre la ocupación del azulejo maicero (Recuadros 7.1,
7.3 y 7.4), incluyendo el modelo sin covariables y detección constante (Recuadro 7.1), el modelo de
probabilidad de detección variable según el muestreo (Recuadro 7.3), y el modelo con las covariables
log del tamaño del campo, y si el campo sufre o no manejo por parte del BQI (Recuadro 7.4). Los
resultados sugieren que el mejor modelo es nuestro modelo de detección constante sin covariables. El
modelo de manejo por el BQI tiene un débil apoyo negativo, y el modelo con el tamaño del campo
muestra también una débil relación negativa. Esto último no es sorprendente, dado que esta es una
especie de borde que probablemente utiliza los campos para forrajear, mientras que anida en
superficies arboladas adyacentes a los campos.

Modelo
1 grupo, Constante P
psi(.),p(bqi)
psi(.),p(tamañocampo)
psi(.),p(tamañocampo,bqi)
1 grupo, EspecíficoMuestreo P

AIC
172.19
173.12
173.92
175.11
175.30

ΔAIC
0.00
0.93
1.73
2.92
3.11

wi
0.4012
0.2520
0.1689
0.0932
0.0847

Verosimilitud
del modelo
0.1609
0.1011
0.0678
0.0374
0.0340

No.
Pars.

2
3
3
4
4

-2 *
LogVerosimiltud
168.19
167.12
167.92
167.11
167.30

Las entradas de datos (input) y los resultados (output) completos para PRESENCE para este ejemplo
se hallan en el Compañero Electrónico del libro.

multiestado descrito por Nichols et al. (2007). Para los lectores que usualmente utilizan MARK,
éste proporciona la posibilidad de analizar los datos de ocupación con la ya familiar estructura de
éste programa. Finalmente, Mordecai (2007) utilizan las aproximaciones Bayesianas para
modelar relaciones jerárquicas, incluidas las de ocupación y uso.
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Recuadro 7.6 Analisis de ocupación multi-estacional
En este ejemplo añadimos los datos de tres prospecciones idénticas del 2002 a nuestro ejemplo del
azulejo maicero de los recuadros 7.2-7.4. Estos modelos de múltiples estaciones se concentran en la
ocupación, la detección, la extinción y la recolonización. Aquí, nos vamos a concentrar en una
cuestión ligeramente diferente, relativa al valor de esos lugares para el azulejo maicero y su uso
multiestacional para la cría – i.e., podríamos decir que si estos lugares son de una gran calidad para
esta especie, podríamos esperar que fueran detectados en ambas estaciones. Una calidad menor haría
aumentar las tasas de “extinción” y “colonización”. Lo que encontramos es que nuestro modelo no
podía tratar de la extinción debido a que en los datos no existía ninguna. Más abajo también veremos
que el uso de los datos de 2 años también aumenta la precisión de nuestras estimas de ocupación
durante una estación en particular. Lo que encontramos, utilizando este modelo, es que nuestra
ocupación con el valor estimado crudo ha aumentado a 40/41 lugares. Creemos que el efecto de
colonización descrito más abajo describe simplemente una predicción de que, efectivamente, todos
estos lugares pueden ser ocupados. Los siguientes resultados se obtuvieron con el modelo
multiestacional de PRESENCE 2.0, seleccionando la ocupación, la detección y la colonización.

Open Population Model:
Number of sites = 41
Total number of sampling occasions = 6
Number of primary sampling periods = 2
Number of missing observations = 0
Number of parameters = 3
-2log(likelihood) = 333.346777
AIC = 339.346777
Model has been fit using the logistic link.
Untransformed Estimates of coefficients for covariates (Beta's)
estimate
1.852108
5.364129
0.364697

Beta1 :occupancy
psi1
Beta2 :colonization
gam1
Beta3 :detection P[1-1]

std.error
(0.588368)
(10.471822)
(0.162977)

Variance-Covariance Matrix of Untransformed estimates:
Beta1
Beta2
Beta3
Beta1 0.346177
0.720249
-0.025629
Beta2 0.720249
109.659056
-0.746449
Beta3 -0.025629
-0.746449
0.026562
Individual Site estimates of Psi:
Site
1

Survey
1:

Psi
0.864374

Std.err
0.068975
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95% conf. interval
0.729183 - 0.999566

Recuadro 7.6 Continuado
Individual Site estimates of Gamma:
Site
Survey
Gamma
1
1:
0.995340

Std.err
0.048568

95% conf. interval
0.900146 - 1.090534

Individual Site estimates of p:
Site
Survey
p
Std.err
95% conf. interval
1
1:
0.590177
0.039419
0.512916 - 0.667438
***************************************************************
Las entradas de datos (input) y los resultados (output) completos para PRESENCE para este ejemplo
se hallan en el Compañero Electrónico del libro.

RESUMEN
En este capítulo hemos tratado algunos de los temas más importantes sobre la estimación de la
presencia-ausencia o la ocupación. Entender los conceptos sobre las probabilidades de detección
y ocupación, y también sobre cómo unos pequeños ajustes en la recolección de los datos pueden
mejorar substancialmente el valor de dichos datos, son clave para poder emprender un mejor
trabajo de campo que sirva como base para buenas acciones de conservación. En este capítulo,
principalmente hemos revisado los simples modelos de una sola especie; la extrapolación de
estos métodos para múltiples especies se estudiará en el Capítulo 14.
Creemos que los análisis de presencia-ausencia han sido significativamente
infrautilizados en el ámbito de la investigación de la conservación. Este es particularmente el
caso con el que nos encontramos ahora, que estamos viendo muchas evaluaciones a corto plazo o
“rápidas” de las comunidades salvajes, donde se podría obtener unos datos substancialmente de
mejor calidad, con la simple implementación de pequeñas modificaciones en el diseño. Esto
también se podría aplicar a muchos estudios de captación con la cámara, en los que estos
métodos podrían proporcionar estimas de la detección (d) con bastante facilidad; sin embargo, a
menudo esto no se hace. Creemos que, mediante los recientes avances en las técnicas analíticas
dedicadas a este tipo de datos, los investigadores que están estudiando la fauna salvaje en
muchos lugares del mundo se beneficiarán de su aplicación. Adicionalmente creemos que,
debido al gran valor y al incremento de este tipo de estudios, durante los próximos años veremos
grandes avances en el desarrollo de nuevos aspectos teóricos y analíticos. No obstante, queremos
de nuevo enfatizar que ningún método cuantitativo, por innovador o maravilloso que sea, puede
salvar unos malos datos recogidos sin orden ni concierto. Si hoy recogemos datos siguiendo los
principios de un buen diseño experimental, siempre podrán ser analizados, sea con los métodos
analíticos de hoy o con los que se desarrollen mañana.
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CAPÍTULO 8
ESTIMACIÓN DE LA ABUNDANCIA MEDIANTE RECUENTOS

Una de las formas más básicas de estimar la abundancia es por medio de los recuentos directos.
En unos pocos casos, muy raros, puede ser posible cubrir por completo el área de estudio y
contar todos los animales que se encuentren en ella. Sin embargo, como ya hemos visto en el
capítulo 6, esto raras veces será posible, y en la mayoría de los casos realmente será más exacto
seleccionar muestras del área de estudio para proceder a los recuentos, y utilizar los
procedimientos de estimación para extrapolar los valores obtenidos a la totalidad del área de
estudio. En primer lugar vamos a considerar la situación en que los animales pueden ser
detectados por completo en todas las áreas seleccionadas. Luego generalizaremos a la situación
más común en la que una parte de los animales que se hallan presentes en las muestras no son
detectados.

Suponiendo una detección total
Supongamos que tenemos un área de estudio de tamaño A, y la dividimos en M unidades de
muestreo posible, y tomamos una muestra al azar m de ellas (véase Capítulo 5). En el caso más
simple, cada una de esas unidades de muestreo ocuparía un área de a = A/M, pero también puede
generalizarse al caso en el que las unidades tengan áreas distintas, siempre que su tamaño sea
conocido. Ello resulta en una fracción del área de estudio = ma / A = ma/Ma = m/M. Si contamos
yi animales en cada una de las áreas i = 1,2,….m, podremos calcular un valor estimado de la
abundancia en toda el área de muestreo como

⌢
N = My

(8.1)

s2
⌢ ⌢
var( N ) = M 2 (1− m / M )
m
m

m

i =1

i =1

(8.2)

donde y = ∑ yi / m es el recuento medio de la muestra y s 2 = ∑ ( yi − y ) 2 /(m − 1) es la varianza
de los recuentos de la muestra. A partir de esta formulación podemos ver que la precisión con la
que N se estima depende tanto de lo variables que son los recuentos en las distintas las muestras,
como de la fracción del área muestreada; de hecho, si “muestreamos” toda el área, en la ecuación
(8.2) el término (1-m/M) es cero, al igual que la varianza de muestreo.
En el Recuadro 8.1 presentamos un ejemplo de la estimación de la abundancia bajo estos
supuestos tan simples. Esta aproximación se extiende fácilmente a la situación en que las áreas
de muestreo son variables, tal como se ilustra en el Recuadro 8.2. Por diversas razones, en la
práctica la variabilidad en el tamaño de los puntos de muestreo puede darse por varias razones,
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Recuadro 8.1. Estimación de N cuando la detectabilidad es perfecta y las áreas de muestreo son
iguales.
Podemos ilustrar la estimación de la abundancia de este caso simple con un ejemplo de los recuentos
de nidadas del codorniz cotuí en Georgia, EUA. Se seleccionaron al azar 20 parcelas de 10 ha (es
decir, 200 ha muestreadas en total), de un área de estudio de 2000 ha (así, M = 2000/10 = 200 parcelas
posibles de 10 ha, de las cuales se muestrearon m=20). Los biólogos prospectaron los cuadrados
seleccionados con el fin de detectar cuántas nidadas estaban presentes (así en este caso “abundancia”
es en realidad el número de nidadas, y no el número de aves). El recuento medio de las 20 parcelas de
muestreo es
con una varianza muestral
. El valor estimado de la abundancia para
la totalidad del área se obtiene mediante

a partir de la ecuación (8.1), con la varianza estimada a partir de la ecuación (8.2) como

.
Tomando la raíz cuadrada de la varianza y multiplicándola por 1.96 obtenemos un intervalo de
confianza normal aproximado de

o
(225, 435).
Los datos para este ejemplo se hallan en el compañero electrónico del libro.

sin crear problemas de estimación siempre que la superficie de las áreas de muestreo sea
conocida (o pueda ser determinada en el campo). No obstante, las áreas de muestreo variables
también tenderán a hacer que los recuentos sean variables, siendo todo lo demás igual, por lo que
en la medida de lo posible será mejor evitarlas.
El método que hemos descrito es apropiado para un muestreo simple al azar de m puntos
de una posible lista de M. Tal como se ilustra en el Capítulo 5, existen muchas situaciones en que
la estratificación del muestreo reduce la variabilidad del valor estimado de la media, y por lo
tanto, en este caso, del valor estimado de la abundancia. La estratificación se consigue primero,
dividiendo el área de estudio en estratos j = 1,…,s, cada uno con un área Aj, que contienen Mi
puntos de muestreo. El número y naturaleza de los estratos dependerá de hechos identificables
que pueden utilizarse para dividir el área de estudio (tal como una de tipo cubierta boscosa) y
que se cree a priori que pueden influir en la abundancia. Luego se toman mi muestras de cada
uno de los estratos hasta conseguir el tamaño de muestra y su distribución necesarios (Capítulo
5). La estimación a partir de un muestreo estratificado es una extensión bastante sencilla de la
simple estimación al azar, y se ilustra en el Recuadro 8.3.
105

Recuadro 8.2. Estimación de N cuando la detectabilidad es perfecta y las áreas de muestreo no
son iguales.
Este ejemplo proviene del estudio de las guaridas de la rata almizclera (Ondatra zibethicus)
prospectadas desde botes, en una muestra de m=10 de M=50 parcelas de superficie variable de un
pantano de 100 ha (Williams et al. 2002:249). Se resumen los datos
Recuentos

Área de la parcela

Covarianza entre recuentos y áreas

La abundancia se estima mediante:

con una varianza

Donde

Ello proporciona un intervalo de confianza del 95% en N de (458,614).
Los datos para este ejemplo se hallan en el compañero electrónico del libro.

Suponiendo una detección incompleta
Tal como vimos en el Capítulo 6, en la práctica no es probable que alcancemos el supuesto de
que la detección de los animales en una unidad de muestreo sea perfecta. Más aún, en ese
capítulo vimos que incluso la supuesto de que la detección sea constante a través del tiempo y el
espacio (y por lo tanto el índice sea homogéneo) a menudo no es válida. Por lo tanto, nuestros
valores estimados de la abundancia no sólo podrían estar sesgadas (a la baja, probablemente),
sino que ni siquiera son un indicador consistente de la abundancia relativa o la “tendencia”. En el
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resto de este capítulo y en los demás capítulos de esta sección del libro dedicaremos nuestra
atención a los diseños de muestreo y a los modelos que no requieren supuestos “heroicas” (y
generalmente no verificables) sobre la detección perfecta, sino que en vez de ello recogeremos
los datos apropiados para poder estimar la detección y por lo tanto poder estimar la abundancia o
la densidad directamente.
Describimos aquí 3 aproximaciones básicas que caracterizamos como (1) calibrado, (2)
estadísticas de recuento independientes, y (3) construcción de modelos. Estas distinciones son en
cierto modo artificiales, pero pueden ser útiles para describir los diseños básicos de muestreo y
las aproximaciones que requieren.
Calibrado de los recuentos
Según vimos en el Capítulo 6, la relación básica entre una estadística de recuento C y la
verdadera abundancia N es

E (C i ) = βN i
o en nuestro caso

E ( y i ) = βN i
donde yi son las muestras de recuentos en cada punto i. Si conociéramos cual era la abundancia
real en cada punto, o tuviésemos un método no sesgado para estimar la abundancia, podríamos
utilizar esta información para estimar la detectabilidad, β , y por lo tanto para ajustar nuestras
muestras de recuentos. Si podemos asumir (de momento) que la relación entre y y N pasa a través
del cero (así, cuando los recuentos son cero también lo es la abundancia, y vice-versa), entonces
el valor estimado de β sería simplemente
n

∑y

i

β̂ =

i =1
n

∑N

,

(8.3)

i

i =1

es decir, el total de la muestra dividido por el total de la población. También son apropiados
otros enfoques, tales como la regresión lineal, si no queremos asumir la intercepción del cero (p.
ej. el índice podría llegar a cero antes de que la población lo haga).
Obviamente, si tuviésemos una detección perfecta de nuestra unidad de muestreo, no
precisaríamos tratar ya más la cuestión de la detección. De forma similar, si pudiéramos calibrar
nuestros recuentos a un valor estimado no sesgado de N en todos los puntos de nuestro estudio,
podríamos limitarnos a utilizar el valor estimado. La verdadera utilidad del calibrado aparece
cuando, como suele ser el caso, es muy caro o difícil asegurarse una detección completa o un
valor estimado no sesgado de N. En estos casos, si establecemos una relación de calibrado entre
los recuentos y y la verdadera abundancia N, podremos entonces extender dicha relación a una
muestra mayor de la cual sólo se ha obtenido y (Recuadro 8.5). En otras palabras, calibrar
consiste en que a una parte de las muestras, además del muestreo estándar, se les aplica un
muestreo con otro método que aunque puede ser más caro o complicado, es mucho más preciso y
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Recuadro 8.3. Muestreo estratificado
Ilustramos el muestreo estratificado con otro ejemplo de las nidadas del codorniz cotuí en
Georgia, esta vez para un área de estudio de 2200 ha estratificada en 5 estratos geográficos
con tamaños que van de 330 a 600 ha.
Estadísticas resumen
Estrato
1
2
3
4
5

M
25
36
38
12
15

Recuento
M
5
5
5
5
5

A
400
500
600
300
400

4
1.2
1.8
5.4
3.2

2.5
0.7
0.7
4.3
1.7

Área
16
14
16
26
27

30
30
30
130
245

7.5
4
4
22
17

Existen 2 fórmulas alternativas para calcular el valor estimado de la abundancia total.
El estimador de razones por separado se calcula como:

con una varianza estimada

El alternativo, es el estimador de la razones combinadas que se calcula como:
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Recuadro 8.3 Continuado
con una varianza estimada

Nótese que los valores estimados separados y combinados son muy parecidas, pero que la
varianza del estimador separado es menor que la del combinado (206 vs. 246). Este será el
caso cuando las densidades varíen entre los estratos, tal como sucede en este ejemplo. Si las
densidades fueran similares entre los estratos, se debería utilizar el estimador combinado.
Los datos para este ejemplo se hallan en el compañero electrónico del libro.

próximo al verdadero valor de abundancia, como puede ser por ejemplo un estudio con animales
marcados con captura-recaptura o en el caso de muestreos aéreos, un muestreo terrestre que
aunque no es perfecto, es mucho más preciso que desde el aire. El valor del muestreo estándar es
entonces “calibrado” con el valor del muestreo más preciso. Esta aproximación, que incluye
ambos tipos de datos en el diseño, es lo que denominamos diseño de doble muestreo (Capítulo
5). Cuando los recuentos se han de repetir en distintos años o áreas, puede ser tentador llevar a
cabo un único valor estimado de calibrado, y luego aplicar el resultado a todas las futuras
muestras para las que sólo se ha obtenido y. Esto debería evitarse en la medida de lo posible,
dado que esta extensión depende de la supuesto de que la relación entre N e y, una vez
establecida, nunca cambia, y esto no tiene porque ser así. La experiencia con numerosos tipos de
estudios y taxones sugiere que ésta sería una supuesto demasiado atrevida, y que un enfoque
mucho más prudente sería diseñar un muestreo doble que permita repetir las calibraciones cada
vez que se realice un nuevo muestreo.

Estadísticas de recuento independientes
Tenemos aquí dos métodos que producen las estadísticas de recuento independientes x e y, cada
uno de los cuales se relaciona con la abundancia pero quizás de forma distinta. A diferencia de la
aproximación del calibrado, aquí no asumimos que cada uno de los dos métodos sea una
representación no sesgada de N, sino que cada uno está independientemente relacionado con N

E ( x) = β x N
y
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E ( y) = β y N
donde β x y β y son las tasas de detección específicas de cada método. También asumimos que
nuestros recuentos se realizan en el mismo periodo y en la misma área, de forma que los dos
representan a la misma población. Si asumimos que estas tasas se hallan entre cero y uno
(esencialmente lo mismo que asumir que con nuestro recuento podemos estimar a la baja pero no
sobreestimar N), podemos clasificar nuestros recuentos observados en el número detectado
mediante el método x pero no el método y ( n+− ), los detectados por y pero no por x ( n−+ ), y los
detectados por ambos métodos ( n++ ), y finalmente, si podemos asumir que los métodos son
independientes, entonces podemos esperar de nuestros datos que:

E (n+− ) = β x (1 − β y ) N
E (n−+ ) = (1 − β x ) β y N
y

E (n++ ) = β x β y N
Estas relaciones conducen a un estimador con un simple modelo de marcaje-recaptura (Capítulo
10)
⌢ (n +1)(n y +1)
N= x
−1
m +1

(n +1)(n y +1)(nx − m)(n y − m)
⌢ ⌢
var( N ) = x
(m +1) 2 (m + 2)

(8.4)

Donde

nx = n+− + n++
n y = n−+ + n++
m = n++ .
Los lectores podrán reconocer esto como el estimador de la abundancia de Lincoln-Peterson, que
trataremos cuando discutamos el muestreo de marcaje-recaptura (Capítulo 10). Los métodos más
complicados requieren múltiples métodos independientes u ocasiones de muestreo, y permiten el
modelado de probabilidades de detección heterogéneas. Un caso especial del enfoque de los
métodos independientes es cuando tenemos 2 o más observadores independientes (Recuadro
8.6). Este último método puede también modificarse para observadores dependientes (Recuadro
8.7).
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Recuadro 8.4 Calibrado de los recuentos y el muestreo doble.
Volvemos al ejemplo de la rata almizclera (Recuadro 8.2) se vuelven a llevar a cabo recuentos totales
c de las madrigueras.

Muestra de calibrado
Y
c
15
17
6
7
7
8
3
3
9
11

Estos datos se utilizan para obtener un valor estimado de la probabilidad de

como

con una varianza estimada

Podemos utilizar el valor estimado de

para ajustar

según:

con una varianza estimada

Nótese que esta es un valor estimado de
muy imprecisa (CV 100%), y por lo tanto también un
valor estimado muy impreciso de N, lo que no nos sorprende dado que se basa en sólo 5 muestras. A
menos que la relación entre los recuentos calibrados y no calibrados sea muy estable, las muestras
pequeñas tales como esta proporcionarán valores estimados de calibrado no fiables.
Los datos para este ejemplo se hallan en el compañero electrónico del libro.
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La aproximación de la construcción de modelos
En este caso no tenemos necesariamente ninguna forma de estimar directamente la
detectabilidad, pero en vez de ello intentamos hallar un factor que parezca estar relacionado con
las tasas de detección en aumento o disminución, y luego modelar recuentos incompletos como
una función de estos factores. Asumiendo que la población en si misma sea relativamente estable
(o haya sido adecuadamente muestreada a diferentes niveles) podremos ser capaces de inferir, a
partir de la relación entre los factores y los recuentos, que los recuentos ya no están aumentando
cuando los factores, que se supone que mejoran la detección, aumentan, y así, que se ha
alcanzado la detección perfecta, al menos aproximadamente. Como un simple ejemplo, está
demostrado que los recuentos aéreos se hacen cada vez menos exactos (sesgados a la baja) a
medida que aumenta la velocidad del avión y su altitud por encima de los objetos estudiados.
Para una densidad de población dada, se debería esperar un aumento de los recuentos al
disminuir la altura y la velocidad del aire. Una estabilización de los recuentos (Figura 8.1)
podría sugerir que se ha alcanzado la detección completa. En este ejemplo existen fallos obvios –
la velocidad del aire y la altitud sólo pueden disminuir hasta el punto de llegar a los límites de
seguridad y de las propias limitaciones del avión, y las velocidades muy bajas/lentas (o cambiar
de las avionetas, de alas fijas, a los helicópteros) podrían molestar a los animales y hacer bajar
las tasas de detección. El mayor fallo lógico es que los métodos asumen un punto en el cual se da
la detección perfecta, y que dicho punto quizás nunca sea alcanzado (o si existe, no es observado
en el estudio). Sin embargo, el enfoque de la construcción de modelos puede ser muy útil,
especialmente cuando se combina con otros métodos. Por ejemplo, una muestra de calibrado
puede utilizarse en una submuestra, que permitirá luego estimar las tasas de detección reales en
la submuestra. Esta relación se extiende luego a la muestra principal, por medio del muestreo
doble.

Diseño del estudio
Garantizando una población cerrada
Todos los métodos que describimos en este capítulo requieren del supuesto de que la población
sea cerrada. Ello significa no sólo que la abundancia (N) es constante durante todo el período de
estudio, sino también que no existen ganancias (nacimientos o inmigración) o pérdidas (muertes
o emigración) en la población. El supuesto sería transgredido si, por ejemplo, hubiera 100
animales durante todo el estudio, pero esta cifra se mantuviera equilibrando 25 muertes con 25
nuevos miembros. Tal como ya hemos indicado en el Capítulo 6, el supuesto de que la población
es cerrada implica que el muestreo debería tener lugar durante un periodo de tiempo lo
suficientemente corto, o durante un determinado período del año, de manera que tanto el
reclutamiento como la mortalidad fueran desdeñables. También implica que el área de estudio
sea lo bastante grande para que los desplazamientos hacia dentro o hacia fuera del área sean
pequeños en comparación con la población total. En ambos casos, tanto la naturaleza del
organismo estudiado como el área de estudio influenciarán a ambos factores, de forma que los
biólogos deberían tener cierta idea a priori, al menos relativamente, de cuáles deberían ser. Por
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Recuadro 8.5 Estimación de la detección, basada en métodos u observadores independientes.
Este enfoque es apropiado cuando 1) los métodos o los observadores son completamente
independientes (p. ej. no existe una comprobación cruzada entre los datos obtenidos por los
observadores), 2) las tasas de detección son homogéneas entre los animales y otros objetos detectados,
3) puede determinarse qué individuos son vistos mediante cada método (pero no mediante el otro) o
por ambos métodos u observadores, y 4) la población es cerrada entre las ocasiones
observador/método. Ilustramos aquí este enfoque con un problema de muestreado por 2 muestros
(métodos) independientes, pero se puede generalizar a muestras múltiples, lo que nos permite
estimación robusta de la abundancia (Capítulo 9).
Este ejemplo trata de la estimación de los nidos del águila pescadora (Pandion heliaetus)
utilizando observadores aéreos y terrestres independientes (Henry y Anderson 1979, Pollock y Kendall
1987, Williams et al. 2002:252). Desde el aire se detectó un total de nx = 51 nidos, y desde tierra ny =
63, con un m = 41 para ambos métodos. Al aplicar la ecuación (7.5) obtenemos

y un valor estimado de la varianza

Nótese que, a diferencia de la calibración, no se asume que
los muestreos aéreos se estima como

sea 1 para ninguno de los métodos. Para

y para los muestreos terrestres como

Los datos para este ejemplo se hallan en el compañero electrónico del libro.

ejemplo, un estudio diseñado para estimar la abundancia de los elefantes africanos (Loxodonta
africana) puede llevarse a cabo durante varios meses sin llegar a transgredir la premisa de que la
población sea cerrada, dado las bajas tasas de mortalidad y/o reproducción de esta especie, pero
requerirá una gran área (quizás muchos cientos de km2) para evitar transgredir el “cierre”
geográfico. Por el contrario, un estudio de las ratas algodoneras de Tolima (Sigmodon hispidus)
en Georgia podría llevarse a cabo razonablemente en una zona mucho menor (<1 km2) sin
transgredir el cierre geográfico, pero precisaría de un periodo de tiempo mucho más corto
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Recuadro 8.6. Estimación de la detección, basada en múltiples observadores dependientes
Se da una variación de los observadores independientes cuando en el muestreo están presentes
observadores, uno designado como observador primario y el otro como observador secundario (Cook
y Jacobson 1979, Nichols et al. 2000, Williams et al. 2002:254-255). El observador primario le
notifica al secundario sobre cada animal que ha detectado, y el observador secundario registra el
número de animales vistos en el muestreo primaria y además prospecta el área por sí mismo. Los
datos son animales (i) detectados por el observador primario y (ii) los pasados por alto por el
observador primario y detectado por el secundario. Luego se intercambian los papeles y el muestreo
continúo. Los datos son xij individuos contados por el observador i = 1,2 en las unidades de muestreo
cuando el observador j = 1,2 era el observador primario.
Ilustramos este método mediante muestreos aéreos de las aves zancudas de Florida. Los datos
obtenidos fueron

Estos datos se utilizaron para obtener estimas de las probabilidades de captura de los dos
observadores, se obtienen mediante un modelo binomial condicional,

y con la probabilidad de detección por al menos uno observador como

con una varianza condicional en la detección total de
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Recuadro 8.6 Continuado
Finalmente la abundancia se estima mediante

con una varianza estimada

Ello produce una aproximación normal para el intervalo de confianza en N de

Los datos para este ejemplo se hallan en el compañero electrónico del libro.

(quizás de unas pocas semanas) para evitar las transgresiones debidas a la mortalidad o la
reproducción. Desde luego, los biólogos nunca pueden saber con certeza si se darán pérdidas o
ganancias si no las cuantifican, así que sería ideal que se pudiera disponer de estos datos para
confirmar que se cumple con los supuestos, al menos aproximadamente. Si el estudio no puede
ser diseñado de manera que tanto el área como el lapso de tiempo sean apropiados para asumir
por lo menos un “cierre” aproximado, entonces deberían utilizarse métodos apropiados para
estimar poblaciones abiertas, tales como el de marcado-recaptura de poblaciones abiertas
(Capítulo 10), en vez de los métodos de este capítulo.

Forma, tamaño y emplazamiento de las unidades de muestreo
Existen muchos factores que pueden determinar el mejor tamaño y la mejor forma de las
unidades de muestreo, así que es difícil generalizar. En cuanto a la forma, la mejor elección se
halla entre las zonas circulares o rectangulares. En algunas situaciones son adecuadas las
parcelas circulares, dado que todo lo que se precisa es especificar el punto central y el radio.
Además, las parcelas circulares minimizan la longitud del perímetro con relación a la superficie,
y por lo tanto tenderán a minimizar los errores al determinar qué objetos están dentro o fuera de
la parcela. No obstante, un área fija no puede dividirse en M parcelas circulares no solapadas,
una ventaja que poseen las parcelas cuadradas o rectangulares. Las parcelas cuadradas poseen un
perímetro más reducido en relación con el área que las parcelas rectangulares, y a menudo son
más fáciles de trazar que estas últimas. No obstante, en algunas situaciones, sobre todo en los
estudios aéreos, las parcelas rectangulares son más fáciles (p. ej. estableciendo una distancia fija
a cada lado de una línea central a lo largo de la cual volaría el avión).
El tamaño de la parcela implica consideraciones contrapuestas. Por un lado, las parcelas
con una pequeña superficie a permiten tener más parcelas replicadas para estudiar la misma
población del área de estudio A, y por lo tanto se puede obtener una mayor precisión. No
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obstante, las parcelas pequeñas tienden a tener proporciones perímetro-área más grandes,
aumentando así el área de inclusión (el área en la que los animales, si están presentes y son
detectados, serán incluidos en la muestra). Además, las parcelas pequeñas a menudo contendrán
1 o 0 animales u otros objetos detectados, especialmente cuando las densidades son bajas,
aumentando con ello las varianzas del estimador. Por lo tanto, el tamaño óptimo de la parcela
dependerá también de la biología del organismo que se está estudiando; es obvio que una parcela
apropiada para el muestreo de elefantes (p. ej., con una probabilidad de encontrar >1 elefante en
una proporción razonable de parcelas) sería inapropiadamente grande para estimar la densidad de
aves coloniales que están anidando, y vice-versa.
El emplazamiento de las parcelas de estudio dependerá del área de estudio, el trazado
físico de las parcelas (cuadradas, rectangulares, circulares, etc.), de si el muestreo es
estratificado, y quizás de otros factores, pero el resultado final debería ser el conseguir lo más
posible, una distribución al azar de las parcelas, dentro de la totalidad del área de estudio, o
dentro de los estratos (Capítulo 5). Tal como se ha descrito en el Capítulo 5, la aleatorización
generalmente se consigue definiendo en primer lugar todas las M parcelas potenciales (p. ej.
dividiendo el área en M = A/a cuadrados de igual tamaño, p. ej. M = 1000/10 = 100= y luego
eligiendo m al azar (p. ej. utilizando un generador de números al azar con el ordenador, una tabla
de números al azar, u otro dispositivo que produzca un resultado próximo al azar). Si se hace
correctamente, cada parcela tendrá una probabilidad de m/M de ser seleccionada (p. ej.
10/100=0.10). Debe tenerse cuidado de que estas muestras no se sitúen simplemente de forma
fortuita, que generalmente no será realmente al azar, sino más bien siguiendo un esquema
concebido con anterioridad. Una vez seleccionadas las parcelas, pueden facilitarse las
instrucciones detalladas, incluyendo por ejemplo las coordenadas de GPS, a los equipos de
campo, que deberían seguirlas exactamente. Desde luego, por razones de seguridad y otras, a
veces será necesario trasladar algunas de las parcelas (MJC lo tuvo que hacer al menos en una
ocasión debido a los avisperos), pero esto debería ser una excepción a la regla del emplazamiento
al azar.
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Figura 8.1. Relación hipotética entre el esfuerzo de muestreo (velocidad del aire y altura por encima
del suelo) y recuentos, en el caso de un reconocimiento aéreo.

Tamaños de muestra precisos
Tal como dijimos en el Capítulo 5, es importante elegir un tamaño de la muestra adecuado para
la estima; si el tamaño de las muestras es demasiado pequeño, los valores estimados serán
imprecisas y por lo tanto no serán fiables, y si es demasiado grande, se habrá gastado un tiempo
y un dinero que podría haberse utilizado para otras cuestiones. A menudo, el propósito de un
valor estimado de la abundancia es alcanzar cierto nivel especificado de precisión al estimar N.
Siempre que sea posible, lo que necesitamos es una muestra piloto para tener alguna idea de la
variabilidad de nuestros recuentos, que puede ser luego usada para determinar cuántas muestras
más se precisan. Una simple fórmula (Cochran 1977) para hacerlo es

1 1 CV02 y 2
=
+
m M
s2
o

Ms 2
m= 2
s + MCV02 y 2

(8.5)
2

donde CV0 es el CV deseado (el error estándar dividido por la media) y y , s son la media y la
varianza del muestreo de mʹ′ parcelas. Esta fórmula se resuelve para encontrar el número total m
( m − mʹ′ adicional) de parcelas de muestreo necesarias para alcanzar CV0 . En el Recuadro 8.4
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presentamos un ejemplo que ilustra esta cuestión. Si el muestreo es estratificado, entonces este
tamaño de la muestra deberá ser distribuido a través de los estratos, según una distribución
óptima o proporcional (Capítulo 5).

Incorporación de las tasas de detección en el diseño del estudio
Tal como se estudió en el Capítulo 6, las tasas de detección (β) casi nunca pueden ser
consideradas perfectas (β = 1.0). No tener en cuenta que β <1.0 conduce a unas estimas de la
abundancia sesgadas, y a unas comparaciones no válidas a lo largo del espacio y el tiempo. Sin
embargo, las tasas de detección también deben ser consideradas al diseñar el estudio. En primer
lugar, siempre que sea posible se deberán utilizar los mismos métodos para detectar a los
animales (captura, métodos de recuento, etc.) en todas las muestras que se tomen. Ello ayudará a
reducir (pero no a eliminar) la variación en los datos de las muestras debida a que las tasas de
detección pueden variar de un método a otro. En segundo lugar, por regla general, los métodos
con una tasa de detección más alta producirán más datos, y los valores estimados de la
abundancia resultantes serán más precisas, que los métodos que tienen unas tasas de detección
muy bajas. En tercer lugar, la estimación de la detección debería estar integrada en el diseño del
estudio, de forma que también se recojan los datos necesarios para testar la detección
heterogénea, y de forma ideal para corregir la detección y producir valores estimados no
sesgados. En algunos casos ello implicará una aproximación de calibrado, por ejemplo utilizando
el doble muestreo (Capítulos 5, 6). En otros casos, los datos producidos permitirán
Recuadro 8.7 Estimación del tamaño de muestra.
Volviendo al problema del Recuadro 8.2, podemos tratarlo como una muestra piloto de m0 =
10 y utilizar la media y la varianza de la muestra para ayudar a diseñar un estudio con un
coeficiente de variación específico (p. ej., CV=0.10).
Resolvemos la ecuación (8.5) como

o 19 parcelas totales, requiriéndose por lo tanto 9 parcelas adicionales para alcanzar la
precisión deseada.

estimar con métodos más formales, tales como el muestreo a distancia (Capítulo 9) o la capturarecaptura (Capítulo 10). En cualquier caso, el momento para considerar las tasas de detección es
antes de recoger los datos de campo. Una vez los datos han sido recogidos, generalmente será
demasiado tarde para hacer nada más que no sea lamentarse de que no se hubieran recogido los
datos necesarios.
En este capítulo hemos introducido los primeros métodos destinados a estimar la
abundancia. Inicialmente éstos se basan en enfoques de un recuento simple en las unidades de
muestreo (típicamente parcelas u otras unidades espaciales), asumiendo que todos los animales
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presentes en las unidades muestreadas son perfectamente detectables. Estudiamos diseños de
muestreo que incluyen la determinación del tamaño de la muestra y la estratificación, para
asegurar que se alcanzan los objetivos del estudio. Luego hemos extendido estos métodos a
situaciones en las que no asumimos que la detección sea perfecta, sino que en vez de ello
intentamos recoger los datos que pueden ser utilizados para estimar la detección y corregir los
recuentos para obtener estimas de la abundancia no sesgadas. Se han descrito tres enfoques
distintos: (1) calibrado de los recuentos para conocer la abundancia, (2) métodos independientes
y solapados que son incompletos con respecto a la detección, y (3) modelado de las
probabilidades de detección en relación con las covariables.
Los capítulos siguientes continúan con este tema, explorando distintas aproximaciones de
muestreo en los que se utilizan distintos tipos de datos para suplementar los recuentos, con el fin
de obtener estimas fiables de la abundancia. En el Capítulo 9, describimos el muestreo a
distancia, en el que los datos son, junto con los recuentos de animales u otros objetos, distancias
medidas desde el observador hasta el objeto detectado. En el Capítulo 10 tratamos del marcadorecaptura, en el que los animales son marcados (físicamente o mediante cualquier otro método) y
reobservados en períodos posteriores, ya sea mediante captura, reobservación, o por cualquier
otro método de detección. Los capítulos restantes tratan de los valores estimados del
desplazamiento, parámetros demográficos, parámetros de comunidades y la selección del hábitat
mediante diversas aproximaciones de muestreo y estima, que principalmente tienen sus raíces en
la estimación de la población.
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CAPÍTULO 9
ESTIMACIÓN DE LA DENSIDAD Y LA ABUNDANCIA
MEDIANTE EL MUESTREO A DISTANCIA

En el Capítulo 8 introdujimos métodos para la estimación de la abundancia a partir de recuentos
en parcelas de muestreo. Inicialmente, asumimos que todos los animales presentes en las
parcelas de muestreo podían ser detectados perfectamente, de forma que la detectabilidad no era
un problema. Luego extendimos los enfoques de muestreo a la situación más realista en la que no
puede asumirse que la detección sea perfecta, y en consecuencia se proponía la recolección de
más datos a fin de poder estimar la probabilidad de detección y poder corregir los recuentos,
obteniendo así unas estimas de la abundancia no sesgadas. Los métodos que se tratan en este
capítulo son en realidad una extensión de estas ideas a una clase especial de muestreo y
estimación conocida como muestreo a distancia. En el muestreo a distancia, se muestrea
generalmente a partir de líneas o puntos, y los objetos (animales, nidos, etc.) son detectados
desde esas líneas o puntos. En ese muestreo, además de contar los objetos detectados, también
medimos la distancia desde donde se prospecta hasta el objeto detectado, y construimos modelos
para estimar las tasas de detección, y obtener valores estimados no sesgados de la densidad y la
abundancia. Existen dos métodos principales de muestreo: el del transecto lineal, que implica el
muestreo a lo largo de líneas que están situadas (generalmente al azar) a lo largo del área de
estudio; y el muestreo de transecto puntual, que implica muestrear a partir de puntos, también
situados (generalmente al azar) a lo largo del área de estudio. En este capítulo describimos cómo
este método, en cierto sentido, simplemente generaliza un muestreo de parcela ordinario,
ilustramos los procedimientos de muestreo y estima, y discutimos sobre el diseño del estudio.

Muestreo de transecto lineal
En el muestreo de transecto lineal, la unidad de muestreo es una línea de longitud L (p. ej. 1000
m), situada por el propio investigador dentro del área de estudio. Más adelante, cuando tratemos
del diseño del estudio, discutiremos cómo deberían situarse las líneas. El observador anda (o
conduce, o vuela, o navega) a lo largo de la línea y registra todos los animales detectados, y
también registra la distancia perpendicular desde la línea hasta el punto en el cual el animal u
otro objeto se detectó por primera vez. Nótese que el observador debe contar sólo aquellos
objetos que en realidad detecta a partir de la línea; si se hace necesario desplazarse hasta la
posición de detección del animal y se detectan otros animales por el camino, éstos no pueden ser
contados como parte de la muestra. La “detección” puede implicar un avistamiento real del
animal u objeto o la detección por otros medios (p. ej. vocalizaciones u otros sonidos), pero debe
permitir determinar la posición en la que se encuentra el objeto detectado, de forma que se pueda
determinar la distancia perpendicular a la que se encuentra. Las mediciones que se necesitan para
el muestreo de transecto lineal se ilustran en la Figura 9.1. Nótese que no es suficiente registrar
únicamente la distancia que separa al observador del animal, sino que debe medirse la distancia
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perpendicular entre el animal i la línea de transecto, o si se utiliza la distancia entre el animal y el
observador (línea de visión), debe registrarse además el ángulo de visión, mediante el cual se
podrá calcular trigonométricamente la distancia perpendicular. Este último método puede añadir
dos fuentes potenciales adicionales de error a nuestras mediciones: el error de estimar la
distancia y el error angular desde la línea.

Figura 9.1. Exposición de un ejemplo del muestreo de transecto lineal y de las mediciones de campo
requeridas para el análisis. El observador discurre por una línea de longitud L y va detectando a los
animales a una distancia perpendicular x de la línea. Alternativamente, el observador detecta a los
animales a una distancia r y a un ángulo θ, que puede utilizarse para calcular x a partir de la
relación x = r sin θ .

Ideas básicas subyacentes al muestreo de transecto lineal
El modelado estadístico de los datos de transecto lineal para estimar la densidad y la abundancia
puede ser muy complicado, y generalmente requiere de un software especializado. No obstante,
las ideas básicas son intuitivas y fáciles de comprender. Esencialmente, el muestreo de transecto
lineal puede verse como una generalización del muestreo en parcelas rectangulares. Supóngase
que la línea de transecto de longitud L es de hecho la línea central de una parcela rectangular, y
se cuentan n animales a partir de la línea. Si asumimos que podemos detectar perfectamente a los
animales situados a una distancia w a cada lado de la línea (Figura 9.2a), entonces un valor
estimado razonable de la densidad (Capítulo 6) es simplemente el valor del recuento dividido por
el área de la parcela definida por L y w

n
Dˆ =
2 Lw
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Figura 9.2. Relación entre los muestreos de transecto lineal y de parcela simple, asumiendo una
detección completa. (a) Se asume una detección del 100% desde la línea central hasta w. Área
efectiva del estudio = 2Lw, la misma que en el estudio de una parcela ordinaria. (b) Se asume que la
detección es constante pero <100% a partir de la línea central w. (c) Curva de detección que
muestra un descenso de la detección desde la línea central (x=0) hasta la distancia x=w. El área bajo
la curva µ representa la media-anchura del muestreo efectivo; el área efectiva del muestreo = 2Lµ.

También podemos considerar el caso en el que la detección no es muy perfecta, pero no varía
con la distancia a la línea central (es decir, es constante hasta w; Figura 9.2b), y finalmente el
caso más realista en el que la detección es imperfecta, y disminuye al aumentar la distancia desde
la línea central (Figura 9.2c). En los tres casos, el área bajo esta curva (cuya forma asumiremos
por ahora; más tarde veremos cómo estimar la curva mediante los datos) se conoce como
“anchura-media efectiva” de la parcela, µ (“effective half-width”). Para el primer caso (detección
perfecta), µ = w; en el segundo y tercer casos µ < w y se estima mediante la forma matemática
de la curva de detección. Asumiendo que podemos estimar esta cantidad, podremos pues estimar
la densidad como

n
Dˆ =
2 Lµ̂

(9.1)

Esta es la forma general del estimador de densidad que utilizaremos para el muestreo de
transecto lineal. Nótese que si µ = w obtendremos el mismo resultado que mediante el muestreo
de área fija, pero si µ > w nuestros recuentos no ajustados subestimarán la densidad real. El
problema es que generalmente no conocemos µ, y que ésta es probable que varíe de una especie
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a otra, entre hábitats, o incluso entre observadores. Así, en este capítulo haremos hincapié en
estimar µ utilizando los datos de la muestra, de forma que podamos obtener estimas de la
densidad no sesgadas.

Supuestos del muestreo de transecto lineal
Antes de que podamos estimar propiamente la densidad y la abundancia en un estudio de
transecto lineal, los datos obtenidos en el muestreo han de cumplir ciertos supuestos importantes:
1) Los animales u objetos que se hallan directamente sobre la línea se cuentan con certeza.
Tal como veremos, la violación de este supuesto tendrá como resultado un valor
subestimado de la densidad o de la abundancia. En algunos casos especiales la
probabilidad de detección sobre la línea podrá estimarse, pero en la mayoría de estudios
de campo esto no es posible.
2) Los animales no se desplazan antes del muestreo en respuesta al observador. Una
violación grave de esta supuesto puede hacer que el muestreo a distancia sea inapropiado,
tal como discutiremos más adelante en el Diseño del Estudio.
3) Las distancias (y, cuando sea preciso, los ángulos) se medirán con precisión. Las
implicaciones de esta supuesto se discutirán más adelante en el Diseño del Estudio.
4) Las líneas de transecto se situarán al azar con respecto a los animales u otros objetos.
Generalmente ello queda garantizado por el muestreo al azar, tal como se discute en
Diseño del Estudio.
5) Se asume que las observaciones (recuentos, distancias) de los animales u objetos son
independientes unos de otros. En algunas situaciones, los animales aparecen en grupos (p.
ej., bandadas de aves), y este supuesto es violado. En tales casos, la “observación” se
describe y modela más apropiadamente en base a grupos más que a individuos, tal como
discutiremos más adelante.
6) El número de muestras tomadas es suficiente para construir la función de detección. Es
esta función la que hace aumentar el número de muestras necesario. En general se acepta
un mínimo de detecciones de 60-80.

Modelos de estimación
De momento, consideraremos el caso más simple de transecto lineal, una sola línea de longitud L
en la cual se detectan n animales u otros objetos. Los datos de que disponemos para estimar la
densidad son:
•
•

n, el recuento muestreado en la línea
x1,x2,x3,….xn distancias perpendiculares (ya sea registradas directamente, o
calculadas mediante las distancias observador-a-objeto y los ángulos de
avistamiento).

Las distancias observadas pueden describirse mediante una distribución de frecuencias f(x), que
simplemente describe la frecuencia relativa con la que aparecen en la muestra las distintas
distancias x, medidas a partir de la línea central hasta los puntos de observación (véase capítulo 5
para recordar las distribuciones de frecuencias). La Figura 9.3 ilustra una distribución típica f(x)
de distancias de muestreo.
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Por el momento asumimos que tenemos una forma de modelar esta distribución, y
veremos aquí cómo f(x) se relaciona con la detección, ye el estimador de la densidad. En primer
lugar, tenemos que definir formalmente la función general de detección, ejemplos específicos de
la cual ya introdujimos (Figura 9.2). Definiremos esta función g(x) como la probabilidad de
detección de un animal a la distancia x, dado que está presente a una distancia x de la línea
central. Desde luego, nuestra distribución de muestreo f(x) es el inverso de esto: la probabilidad
de observar la distancia x, dado que el animal está presente y es detectado (¡obviamente no
podemos registrar una distancia de animales que no podemos ver!). La relación entre estas dos
distribuciones proviene de la teoría básica de probabilidad, dada el supuesto de que el transecto
se halla ubicado al azar:

g ( x)

f ( x) =

µ

donde µ es el área bajo de la curva de detección. En este punto, necesitamos invocar el primer
supuesto de la estimación del transecto lineal: la detección es perfecta para los animales que se
hallan presentes sobre la línea. Por definición ello significa que g (0) = 1 , lo que nos lleva a

f (0) =

1

µ

y

µˆ =

1
fˆ (0)

.

Esta última expresión muestra que si podemos estimar la distribución de muestreo f(x), y por lo
tanto podemos evaluar la función en x=0, entonces podemos estimar la “anchura-media efectiva”
(y área) del transecto lineal. Finalmente, lo reunimos todo substituyendo esta relación en la
ecuación (9.1) para obtener:
nfˆ (0)
Dˆ =
2L

(9.2)

Esta es la forma general para la estimación del transecto lineal. El problema es cómo utilizar en
realidad los datos de la muestra (p. ej. Figura 9.3) para estimar f(0), y en última instancia, la
densidad. En este proceso es especialmente importante seleccionar un modelo apropiado para
f(x), dado que el valor estimado de f (0) es extremadamente sensible a la forma del modelo.
Buckland et al. (1993, 2001) enfocan este problema mediante un procedimiento muy flexible que
comprende combinaciones de “funciones clave” y “ajustes de series” para el modelo f(x), según
la relación general

f ( x) = key( x)[1 + series( x)]
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(9.3)

Figura 9.3. Distribución de los datos de distancia en un estudio de transecto lineal.

La función clave es una forma básica para los datos de detección que describe la forma en que
cambia la detección como función del aumento de la distancia a partir de la línea central. Son
posibles muchas funciones distintas, pero cuatro son de uso común en la estimación de transecto
lineal y se aplican en el programa DISTANCE (Buckland et al. 1993, Laake et al. 1993). La
función uniforme, la medio-normal, la exponencial negativa y la función de riesgo arriesgada.
Estas funciones evidentemente describen la forma general en que se va moviendo la detección
hasta llegar a cero a medida que la distancia del objeto aumenta. Esta es también una de las
razones por las que el muestreo a distancia precisa de tantos datos. Piense en una curva medionormal basada solo en unas pocas observaciones, y verá como un par de puntos que se salgan de
la curva (outliers) puede cambiar por completo la función de detección y por tanto influenciar
críticamente nuestro valor estimado de abundancia. Luego al modelo se le añaden los ajustes en
serie para mejorar el ajuste de los datos. En DISTANCE se utilizan tres ajustes de serie básicos:
una serie de cosenos y dos tipos de series polinómicas (polinomios ordinarios o “simples”, y
polinomios de Hermite). Dejamos los detalles de estas funciones de serie (y en general la estima)
a textos tales como Buckland et al. (1993, 2001) y Williams et al. (2002), pero obsérvese que
pueden formarse un gran número de combinaciones entre las 4 funciones clave y las 3 funciones
de serie (cada una de las cuales implica elecciones como el número de términos de la serie,
incluyendo ningún término). El programa DISTANCE permite a los usuarios construir modelos
fácilmente, combinando las funciones clave y los ajustes de serie, y evaluar la bondad de ajuste y
la parsimonia de cada uno. La parsimonia del modelo se evalúa calculando el AIC para cada
modelo y clasificando los modelos de menor a mayor valor de AIC. Ilustramos este
procedimiento con un ejemplo (Recuadro 9.1), que también utilizamos para calcular los valores
estimados promediadas por modelo, que tienen en cuenta la incertidumbre del modelo (Recuadro
9.2).
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Figura 9.4. Principales formas funcionales (funciones de línea de base) utilizadas en el muestreo a
distancia. (A) Uniforme. (B) Exponencial negativa. (C) Media-normal. (D) Riesgo arriesgada.

Generalizaciones del muestreo de transecto lineal
Las descripciones que anteceden sobre el muestreo de transecto lineal consideran el estudio de
transecto lineal más básico posible, con distancias perpendiculares, registradas continuamente, y
un solo estrato del muestreo. En la práctica existen varias generalizaciones útiles del transecto
lineal que permiten su adaptación a situaciones especiales. Los detalles de dichas
generalizaciones se encuentran en Buckland et al. (1993, 2001), Laake et al. (1993) y Williams
et al. (2002).

Estimación de la varianza
El valor estimado de la varianza a partir de datos de muestreo es un aspecto importante del
muestreo de transecto lineal y se precisa para poder construir varianzas e intervalos de confianza,
y además tienen en cuenta la variación al azar debida al proceso de muestreo (Capítulo 5). En el
muestreo de transecto lineal existen dos componentes en la varianza de la muestra del estimador
de la densidad. En primer lugar, los recuentos varían de una línea a la otra debido a que, dado
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Recuadro 9.1 Muestreo de transecto lineal.
Ilustramos el muestreo de transecto lineal con un ejemplo de los faisanes Argo real (Argusianus argus)
investigado en Sumatra (Winari 2002). En un área de estudio de 800 ha, se situaron 144 transectos
lineales, cada uno de 2,220m de longitud. Los observadores andaban a lo largo de cada transecto y
detectaban los argos presentes, si es que había alguno. Durante el estudio, se detectaron estas aves en
45 de los 144 transectos. Combinamos estos datos de los transectos para mostrar la distribución
general de las distancias de detección (Figura 9.5a). Tras combinar algunas de las clases de distancias
de baja frecuencia, se obtuvo una distribución más suave (Figura 9.5b), pero uno puede ya adivinar
algunas dificultades para ajustar estos datos a las funciones de detección. Hemos utilizado los datos de
distancias y los recuentos de los transectos para ajustar una serie de modelos en el programa
DISTANCE. Obtuvimos los siguientes resultados para cinco modelos:
Model
Exp+cos
Hn+cos
Unif+cos
Unif+poli

No. de
parámetros
1
2
3
3

ΔAIC

AIC

ESW

Densidad

ICinf

ICsup

CV

0
3.44
4.71
6.96

496.22
499.66
500.93
503.18

38.54
42.58
41.54
49.48

0.023
0.021
0.022
0.018

0.016
0.014
0.014
0.012

0.035
0.032
0.033
0.027

0.204
0.211
0.215
0.199

El modelo exponencial + coseno se ajustó bien a los datos (Figura 9.6) y se comportó
considerablemente mejor de lo que se podría juzgar por su AIC y los otros 4 modelos; no obstante, los
cuatro modelos produjeron unos valores estimados de la densidad similares. Asumiendo una densidad
promedio constante por toda el área de estudio de 800 ha, el valor estimado de la densidad de 0.023
argo/ha (0.016 – 0.035) puede extrapolarse para producir un valor estimado de la abundancia de 18.4
(12.8 -28).
El archivo con los datos completo y analisis para este ejemplo se hallan en el compañero electrónico
del libro.

que las parcelas son una muestra al azar del espacio, también lo son las líneas situadas al azar.
Además, la densidad real de los animales presente en diferentes porciones del área de estudio
variará, y a veces mucho (si algo de esta variación puede atribuirse a los estratos, los valores
estimados resultantes serán más precisas). El segundo componente de la variación, que no se da
en los muestreos de parcelas en los que se asume que la detección es perfecta, se debe al modelo
de detección. Es decir, las distancias perpendiculares son una muestra al azar del modelo de
detección subyacente, y por lo tanto habrá un error estadístico al estimar este modelo. Estas
relaciones se resumen como

cv( Dˆ ) = CV (n) + CV ( fˆ (0))
Esta expresión tiene implicaciones para el diseño del estudio, ya que la precisión del valor
estimado de la densidad puede mejorarse tanto mejorando la precisión de los recuentos
(generalmente replicando las líneas o estratificando) o mejorando el modelo de detectabilidad
(generalmente dedicando un mayor esfuerzo (detección) a cada línea). También tiene
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Figura 9.5. Ajuste del modelo DISTANCE exponencial + coseno a los datos de distancia para el
estudio del gran Argus. (a) Distancias perpendiculares no combinadas. (b) Datos después de ser
combinados en cinco categorías de distancias.
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Figura 9.6. Ajuste de los modelos de distancia a los datos del picogordo azul (véase Recuadro 9.4).
(a) Ajuste exponencial y de coseno. (b) Ajuste normal-medio más coseno.
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Recuadro 9.2

Incorporación de la incertidumbre del modelo a la estimación.

Tal como mencionamos en el capítulo 5, recomendamos utilizar AIC para el cálculo de la parsimonia
del modelo. Esta estadística puede utilizarse para seleccionar el modelo “mejor”, sobre el cual se
harán todas los supuestos subsecuentes. No obstante, en muchas situaciones varios modelos tendrán
un cierto soporte (pesos de AIC muy semejantes), y es mejor tener en cuenta todos estos modelos
calculando un valor estimado promediado para todos los modelos. Esto se conoce como inferencia
multimodal (MMR; Burnham y Anderson 2002). Una ventaja adicional de este enfoque es que
permite incorporar la incerteza del modelo al cálculo de las varianzas y los intervalos de confianza de
los parámetros. Ignorar este tipo de incertidumbre conduce a unos intervalos de confianza de los
parámetros excesivamente “optimistas” (es decir, que son más estrechos de lo que debieran) y a una
falsa confianza en la precisión de las estimas.
Algunos programas llevan a cabo automáticamente la MMR, pero a menudo el usuario
necesitará llevar a cabo algo del trabajo, utilizando como ingredientes en bruto los outputs
proporcionados por programas tales como DISTANCE. Ilustramos aquí la MMR con el ejemplo del
argo real de Sumatra (recuadro 9.1). En este caso teníamos en consideración 4 modelos; cada uno de
ellos produce unas estimas ligeramente distintas de la densidad. Tal y como recomiendan Burnham y
Anderson (2002), los valores ΔAIC para cada modelo se utilizan para calcular el promedio ponderado
de la densidad en los 4 modelos como:
= 0.023(0.76642)+….+0.018(0.0236) = 0.0225
Entonces se calcula un error estándar no condicionado (tomando en consideración la incerteza del
modelo) como

Ello tiene como resultado un intervalo de confianza no condicionado de aproximadamente el 95% en
D de

En el compañero electrónico del libro puede obtenerse una hoja de cálculo que proporciona estos
cálculos.

implicaciones para la estimación de la varianza, dado que CV [ fˆ (0)] se basa en el modelo de
detección, que a su vez puede basarse en distancias que están separadas por una línea, o reunidas
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a través de las líneas o los estratos. Así, esta cantidad puede estimarse a partir de una sola línea
no replicada. Por el contrario, la CV (n) requiere ya sea la replicación de las líneas para la
estima, o supuestos sobre la relación entre la media y la varianza de los recuentos. Por lo tanto, si
las líneas no se replican, es típico asumir una relación media-varianza de Poisson, quizás con un
factor de inflación de la varianza en el rango de 1-3. En las situaciones en las que existen muchos
datos, la densidad puede estimarse para cada línea, y calcularse un valor estimado empírico de la
varianza (Buckland et al. 1993, 2001; Williams et al. 2002). Finalmente, puede utilizarse un
proceso conocido como de la navaja (“jackknife”) para calcular las varianzas, en el cual los
transectos se omiten del análisis uno cada vez, y los datos restantes se utilizan para predecir las
observaciones ausentes. El programa DISTANCE (Laake et al. 1993) proporciona a los usuarios
flexibilidad con respecto a la estimación de la varianza, permitiendo por ejemplo un valor
estimado de la varianza basada en el modelo, empírica o de tipo navaja, dependiendo de si se
utilizan líneas replicadas.

Datos a distancia agrupados
En los datos a distancia agrupados, los datos se dan en grupos (intervalos de distancia), ya sea
porque es así como se recogieron en el campo, o porque la medida de la distancia no es lo
suficientemente precisa para garantizar un tratamiento como datos continuos. Por ejemplo, en los
estudios de aves puede ser posible estimar la distancia a un ave que está cantando a intervalos de
10 m, pero es imposible medir exactamente la distancia con una cinta métrica o un telémetro (a
menudo las aves se pueden oír pero no se pueden ver). Se aplica la misma teoría estadística
básica a las muestras agrupadas y a las muestras de distancia continua, con algunas diferencias
en algunos de los detalles del cálculo (Buckland et al. 1993, 2001; Williams et al. 2002).
Relacionado con todo esto está el truncamiento de los datos en el que todas las observaciones
mayores de una determinada distancia se eliminan, de forma que la detección disminuye sin
llegar al cero. Esta aproximación es especialmente útil cuando tenemos unas pocas
observaciones a muy largas distancias –esto es, que tengamos una cola muy larga en las
detecciones. El programa DISTANCE (Laake et al. 1993) acomoda fácilmente tanto los datos
agrupados como los no agrupados, y aplica el análisis apropiado dependiendo del tipo de datos.
Remitimos a los lectores interesados a Buckland et al. (1993, 2001) y Laake et al. (1993) para
más detalles y ejemplos, respectivamente.

Objetos como grupos / detección sesgada por el tamaño
Otra variante frecuente del muestreo de transecto lineal se da cuando los objetos detectados se
dan en grupos en vez de individualmente. Por ejemplo, muchas aves se reúnen en grupos
(polladas o bandadas). Ello plantea varios temas desde el punto de vista de la estimación del
transecto lineal. En primer lugar, está claro que los individuos del grupo no son observaciones
independientes; por lo tanto no pueden ser tratados como tales en el análisis. Por ejemplo, si diez
aves emprenden el vuelo juntas, existe una sola distancia perpendicular al punto desde el que
fueron detectados (el centro del grupo). En segundo lugar, si tratamos a los grupos como los
objetos de detección, está claro que lo que hemos estimado es la densidad de los grupos, y no la
de los individuos. Si deseamos (como generalmente desearíamos) un valor estimado de estos
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últimos, deberemos también estimar el tamaño medio de las bandadas (y su varianza). En tercer
lugar, nadie debería sorprenderse de que los grupos pequeños (1 o 2 individuos) sean más
difíciles de detectar que los de mayor tamaño (digamos, 10 o más): es más fácil pasar por alto un
solo animal, y mucho más difícil no ver un grupo mayor. Desde un punto de vista más general, el
tamaño u otras medidas de la conspicuidad del objeto que está siendo muestreado puede
influenciar a las probabilidades de detección, y ello debe tenerse en cuenta durante la estimación.
La teoría del transecto lineal (Buckland et al. 1933 2001; Williams et al. 2002) y el
programa DISTANCE (Laake et al. 1993) tienen en cuenta estos factores, al permitir la inclusión
del tamaño del grupo en el modelado de la detección y la estimación de la densidad. En primer
lugar, el tamaño del grupo se incorpora como una covariable que potencialmente explique una
parte de la variación en las tasas de detección (así pues, p. ej., un grupo grande a 10 m de la línea
central es potencialmente más detectable que un solo animal). En segundo lugar, los tamaños de
los grupos se utilizan para estimar la media y la varianza de los tamaños de las agrupaciones.
Finalmente, el modelo de detectabilidad corregido según el tamaño se utiliza para estimar la
densidad de las agrupaciones, que a su vez se combina con el tamaño medio del grupo para
estimar la densidad de individuos.

Estimación estratificada
Cuando las muestras de transecto lineal siguen un diseño estratificado, aparecen dos cuestiones.
Primero, la estimación puede tener lugar ya sea bajo el supuesto de que las tasas de detección son
las mismas entre los estratos, o de que las tasas de detección varían, independientemente de si las
verdaderas densidades son distintas entre los estratos. En el primer caso, modelaríamos las tasas
de detección mediante un modelo común, juntando todas las distancias de detección de los
distintos estratos, pero aún trataríamos los recuentos específicos de los estratos por separado,
dado que estos pueden reflejar verdaderas variaciones de densidad (p. ej. debido a preferencias
del hábitat). En el segundo caso, modelamos la detección como si fuera diferente entre los
estratos. Ello sería de esperar en situaciones en las que los estratos mismos tienen atributos que
hacen a los animales más o menos detectables (p. ej., cantidad variable de cubierta vegetal; más
interferencia de ruido causado por la actividad humana en un estrato que en otro). A menos que
se tengan en consideración estas diferencias en el proceso de modelado, el modelado basado en
una tasa de detección común producirá estimas de la densidad poco precisas. El programa
DISTANCE permite examinar la detección modelando en base a detecciones específicas de
estrato o reunidas, y selecciona un modelo (reunido o no) basado en mediciones estadísticas tales
como AIC (Buckland et al. 1997, Burnham y Anderson 2002).
La otra cuestión es cómo combinar los valores estimados de densidad específicos de
estrato, ya estén basadas en un modelo de detección reunido o específico del estrato. En realidad
este es un problema bastante sencillo: los valores estimados se combinan tomando los promedios
ponderados a lo largo de los datos, siendo generalmente los pesos, los tamaños relativos de los
estratos (áreas). Nuevamente, el programa DISTANCE lleva a cabo automáticamente estos
cálculos, proporcionando estimas de la densidad tanto específica del estrato como general
(“globales”).

Estimación de la Abundancia
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Hasta ahora nos hemos referido a la estimación de la abundancia, pero no hemos mostrado cómo
puede usarse el muestreo a distancia para estimarla. En principio esto debería ser fácil, dado que
por definición A = N/A. Así, un valor estimado claro de la abundancia en un estudio no
estratificado podría definirse mediante

Nˆ = Dˆ A
donde D̂ es el valor estimado del muestreo del transecto lineal. Desde luego, está estimado
asume que el área de estudio está bien definida de tamaño A en la cual tiene sentido aplicar el
valor estimado de la densidad. En algunos casos, la abundancia per se no es de interés, o no
existe un área de estudio bien definida. En estos casos, aún tenemos un valor estimado fiable de
la densidad, y quizás no un área para aplicarla, y no es posible (o útil) intentar estimar la
abundancia. En otros casos, la abundancia también tiene interés, y tenemos un área de estudio
bien definida. En este caso se puede obtener un valor estimado de la abundancia como arriba,
obteniéndose la desviación estándar (SE) cómo:

SE ( Nˆ ) = SE ( Dˆ ) A
Más comúnmente puede haber estratificación, con estratos potencialmente de tamaño distinto. El
valor estimado de la densidad general se obtiene mediante
j

Nˆ = ∑ Dˆ i Ai
i =1

donde Dˆ i , Ai son las áreas y los valores estimados de densidad específicas de estrato.
Nuevamente, el programa DISTANCE acomoda fácilmente la estimación de la abundancia,
siempre que el usuario pueda especificar las áreas global y específica de estrato.

Diseño del estudio
Exactitud de las mediciones
En el muestreo de transecto lineal es muy importante que las mediciones de campo básicas de las
distancias perpendiculares (o de las distancias de avistamiento y los ángulos) sean muy precisas.
Dependiendo del caso, la precisión puede verse muy facilitada mediante el uso de transectos
rectos claramente marcados, y la utilización de aparatos de medición precisos (cintas métricas,
telémetros, unidades GPS, etc.). Obviamente, tanto la distancia perpendicular x como la longitud
del transecto L deben medirse cuidadosamente, dado que ambas son componentes clave de la
estimación de la distancia. Además, es de importancia crítica asegurarse que los animales que se
hallen directamente sobre la línea siempre sean detectados. De una manera realista, este supuesto
a veces no se cumple, con el resultado de que el valor estimado de la densidad debe ser un valor
subestimado de la verdadera densidad. Si la supuesto de una detección perfecta sobre la línea no
puede ser razonablemente aproximada, entonces el muestreo de transecto lineal se convierte en
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una forma de índice, y requiere calibrar la verdadera densidad mediante otro método (véase
Capítulo 6).

Ubicación del muestreo
Tal como se enfatizó en el Capítulo 5, una inferencia adecuada sobre una población requiere una
ubicación apropiada de las unidades de muestreo. Hemos visto en los Capítulos 5 y 8 cómo las
parcelas de muestreo replicadas pueden situarse en un área de estudio según diseños de muestreo
al azar simple o estratificado. Las mismas ideas de replicación, elección al azar y muestreo
representativo se aplican al muestreo de transecto lineal. Aunque es posible (y a veces tentador)
situar un solo transecto muy largo en el área de estudio, generalmente es una mejor idea asignar
al azar transectos replicados por toda el área de estudio (Figura 9.5a). La aleatorización puede
conseguirse seleccionando los puntos de inicio al azar (p. ej., de una tabla de coordenadas UTM)
y luego seleccionando una dirección del transecto a partir de una distribución uniforme (p. ej.,
pasando por los 360 grados de la brújula, o simplemente entre los puntos cardinales). De esta
forma pueden evitarse los sesgos sistemáticos en la ubicación y orientación de los transectos.
Desaconsejamos especialmente el uso de las carreteras como “unidades de muestreo” para el
muestreo de transecto lineal. Las carreteras, desde luego, no son representaciones al azar de la
población objetivo, y a menudo atraen (p. ej., en busca de comida, arcenes) o repelen (miedo a
los cazadores y furtivos) a los animales, y crean situaciones que alteran artificialmente las tasas
de encuentro. Desde luego, a menudo es necesario utilizar las carreteras para atravesar el área de
estudio, y puede que sólo sea posible acceder a áreas que se hallen a una distancia limitada de la
carretera (véase el ejemplo del Capítulo 5). En tales casos, aún recomendamos una forma de
aleatorización, en la que los observadores se desplacen para seleccionar al azar posiciones en la
carretera, y luego establezcan al azar orígenes y direcciones de transectos dentro de un radio
logísticamente factible. Por supuesto, restringir la elección al azar a una distancia fija a partir de
las carreteras limita necesariamente la deducción al área así delineada, tal como se discute en el
Capítulo 5.

Figura 9.7. Diseños de muestreo para un estudio de transecto lineal. (A) Ubicación simple al azar de
los transectos lineales en el área de estudio. (B) Ubicación estratificada al azar de los transectos
lineales en el área de estudio. Nótese que los transectos pueden, pero no necesariamente deben, ser
de igual longitud.
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Tal como se discutió previamente (Capítulo 5), las áreas de estudio a menudo son
heterogéneas, y a menudo es ventajoso algún tipo de estratificación, por ejemplo basada en los
tipos de hábitat. El muestreo de transecto lineal puede asignarse para estudiar los estratos,
siguiendo los mismos principios que se describieron en el capítulo 5. Como mínimo, la
asignación de muestras debería tener en cuenta los tamaños relativos de los estratos de estudio
(muestreo proporcional) y si fuera posible, las diferencias entre los estratos en el CV de densidad
y (cuando sea apropiado) los costos del muestreo.

Tamaño de la muestra
Existen dos fórmulas de tamaño de la muestra básica, basadas en resultados de estudios piloto.
Dependiendo de las circunstancias, una u otra serán de utilidad. El primer método asume que se
han recogido suficientes datos en la muestra piloto para permitir un valor estimado razonable de
la densidad, p. ej., utilizando el programa DISTANCE. En este enfoque tomamos un estudio
piloto de una longitud lineal total L0, y utilizamos los datos resultantes para calcular un valor
estimado de la densidad y su coeficiente de variación CV (Dˆ ) (recuérdese que CV es el error
estándar de la muestra dividido por la estima). Luego calculamos el esfuerzo total de muestreo L
necesario para conseguir el coeficiente de variación CV0 deseado, según:
2

⎡ CV ( Dˆ ) ⎤
L = ⎢
⎥ L0 .
⎢⎣ CV0 ⎥⎦

(9.4)

A menudo, no obstante, las detecciones de la muestra piloto son insuficientes para proporcionar
suficientes datos para los valores estimados de la densidad y el CV, así que puede usarse
alternativamente una fórmula aproximada basada sólo en los recuentos de la muestra piloto:

L=

3 L0
,
[CV0 ] 2 n0

(9.5)

donde n0 es el número de animales detectados en la muestra piloto de esfuerzo L0 (ver Recuadro
9.3).

Agrupación/covariables
Finalmente, se presentan muchas situaciones en las cuales los factores que pueden influenciar a
la probabilidad de detección pueden medirse durante el transcurso del estudio. En algunos casos,
éstos pueden anticiparse, y usarse para la estratificación (p. ej. condiciones del hábitat). En otros,
los factores no pueden conocerse con anterioridad, pero pueden medirse junto con la distancia y
otras variables mientras se están recogiendo los datos. Ya hemos visto un ejemplo de un factor
que influencia a la detección y que puede medirse durante el muestreo: el tamaño de los grupos
detectados. No obstante, otros atributos, tales como el tamaño físico del animal, la especie (en un
estudio de múltiples especies), el sexo (en las especies con dimorfismo sexual, particularmente
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cuando un sexo es más conspicuo, como sucede en los animales provistos de cornamenta o en los
pájaros de colores vistosos), o cualquier otro atributo. Drummer y McDonald (1987), Buckland
et al. (1993, 2001), y más recientemente Marques y Buckland (2004) tratan del uso general de
covariables.

Recuadro 9.3

Estimación del tamaño de la muestra en el muestreo de transecto lineal.

Utilizamos el ejemplo del argo (recuadro 9.1) para ilustrar el cálculo del tamaño de la muestra,
tratando los datos de este análisis como un estudio piloto. Supongamos que nuestra meta es estimar la
densidad con un coeficiente de variación de 0.10 (10%) o menor; ello tendría como resultado
intervalos de confianza de aproximadamente 0.2 veces la densidad media en cualquier dirección, que
es un buen grado de precisión para muchas aplicaciones. Aplicando el primer enfoque [ecuación (9.4)]
utilizamos nuestra muestra piloto de L0 = 316.8 km (144 transectos de 2200 m) y un CV no
condicional de 0.21 para obtener
km
que es aproximadamente 4.5 veces el esfuerzo llevado a cabo en la muestra piloto. Aplicando el
segundo enfoque [ecuación (9.5)] al recuento observado de 57 animales tenemos
=1667

o algo más de 5 veces el esfuerzo de la muestra piloto. La segunda fórmula tiende a sobreestimar un
poco el tamaño de la muestra, así que si disponemos de un buen valor estimado de CV, tal como
sucede en este caso, recomendamos utilizar la primera fórmula [ecuación (9.4)].

Muestreo de transecto puntual
En el muestreo de transecto puntual, la unidad de muestreo es un punto (o una línea de
longitud cero), situado por el investigador en el área de estudio. Los puntos deberían ubicarse
según un diseño previo del estudio, del que trataremos más abajo. El observador se desplaza
hacia el punto y (frecuentemente tras un periodo de ajuste) pasa una cantidad de tiempo
específica intentando ver, oír o detectar de cualquier otra forma a los animales que se hallan
cerca del punto. El observador registra el número de animales detectados, y también la distancia
en línea recta (radial) desde el punto en el que se sitúa hasta el punto en que el animal u otro
objeto fueron detectados por primera vez. Tal como sucede en el muestreo de transecto lineal, el
observador debe contar sólo aquellos objetos que en realidad detecta desde el punto. Las
mediciones necesarias para el muestreo de transecto puntual se ilustran en la Figura 9.6.
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Recuadro 9.4. Muestreo de transecto puntual
Ilustramos el muestreo de transecto puntual con el ejemplo del azulejo maicero (Guiraca caerulea) en
Georgia, EEUUA. Los puntos (1-2) se situaron al azar en 41 campos dedicados a la agricultura, que
estaban siendo incluidos en un programa de restauración del pino de hoja larga (Pinus palustris), y
que se prospectaron en tres ocasiones. Para los propósitos de este ejemplo, tratamos las ocasiones de
estudio como puntos independientes; un análisis más riguroso requeriría tener en consideración la
naturaleza repetida de estos estudios. Se registraron las distancias radiales desde los puntos hasta
cualquier ave detectada; en cada punto se detectaron entre uno y cuatro aves, con un total de 108
detecciones. Utilizamos los datos de la distancia y los recuentos de transecto puntual para ajustar una
serie de modelos del programa DISTANCE. Inicialmente consideramos modelos en los que la
densidad y la detección fueron estratificados para cada campo, pero lo desechamos dado que los datos
eran inadecuados, y en vez de ello utilizamos los datos combinados (a través de los campos) para
estimar los modelos bajo el punto de vista de cuatro funciones clave distintas; utilizamos el ajuste del
coseno para cada modelo.
Modelo
Uniforme
Al azar
Medio normal
Exponencial

Núm.
parametros
2
2
1
3

ΔAIC

AIC

ESW

Densidad

ICInf

ICSup

CV

0
1.18
1.99
2.00

966.64
964.82
965.62
965.63

76.36
78.33
73.58
76.37

0.746
0.709
0.804
0.746

0.393
0.517
0.607
0.393

1.416
0.972
1.065
1.416

0.332
0.161
0.143
0.332

El mejor modelo (función clave uniforme) sugiere un valor estimado de la densidad de
aproximadamente 0.750 aves/ha, pero con un intervalo de confianza amplio (0.39-1.46). Parece que
este modelo se ajusta razonablemente bien a los datos, pero nótese que existe un amplio vacío en las
detecciones de 0 a 10 metros (véase Figura 9.9), lo que sugiere que el supuesto de una detección
perfecta fue violada en este punto. Por lo tanto, debe considerarse que los valores estimados de la
densidad posiblemente estén estimando a la baja la verdadera densidad, y si fuera posible debería
calibrarse mediante otros métodos independientes.
Además de los posibles sesgos debidos a una detección incompleta en el punto, los valores
estimados de la densidad de este resultado son imprecisas (CV = 0.33). Si quisiéramos diseñar un
nueva muestreo para aumentar la precisión hasta CV = 0.10, por ejemplo, podríamos tratar estos
resultados como un estudio piloto basado en 79 puntos y aplicar la Ecuación (9.7):
=860
Ello sugiere que se requeriría más de 10 veces el esfuerzo de muestreo realizado, para conseguir esta
precisión (casi 800 puntos más). Si, por el contrario, el objetivo fuera CV = 0.25, ello podría
conseguirse con k = 138 o 59 puntos más.
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Modelado del muestreo de transecto puntual
Tal como sucede en el muestreo de transecto lineal, el modelado estadístico del muestreo de
transecto puntual generalmente requiere de un software especializado, pero el análisis se basa en
ideas intuitivas. Análogamente al muestreo de transecto lineal, el muestreo de transecto puntual
es una especie de generalización del muestreo de parcelas circulares. Supongamos que se
establecen k puntos y desde ellos se cuentan n animales durante el transcurso del estudio. Si
asumimos que a partir de los puntos y hasta una distancia w de éstos la detección es perfecta, el
valor estimado razonable de la densidad (Capítulo 6) será simplemente el recuento dividido por
el área acumulada de las k parcelas definidas por w

Dˆ =

n
kπw2

El muestreo a distancia tiene en consideración que las probabilidades de detección < 1 conducen
a la necesidad de estimar un “área efectiva” para los recuentos, igual que en el muestreo de
transecto lineal. La relación entre la función de detección y las distancias observadas es algo más
complicada en el caso del muestreo de transecto puntual que en el del muestreo de transecto
lineal, pero aún conduce a un valor estimado bastante simple de la densidad como:

nf ʹ′(0)
Dˆ =
2kπ

(9.6)

donde f ʹ′(0) es la derivada de la función f (r ) de las distancias radiales, evaluada en r=0, que a
su vez se basa en la función de detección h(r). Por lo demás, los enfoques del modelado básico
descritos más arriba para muestreo de transecto lineal, tales como el ajuste del modelo,
funciones clave y ajustes de series, la estimación de la varianza, la estratificación y otras
cuestiones, se aplican de igual modo al muestreo de transecto puntual (Recuadro 9.4).

Supuestos del muestreo de transecto puntual
Los principales supuestos para el muestreo de transecto puntual son similares a las del muestreo
de transecto lineal:
1. Los animales y objetos que se hallan directamente en el punto (r=0) se cuentan sin ningún
error. La violación de este supuesto tendrá como resultado un valor subestimado de la
densidad o la abundancia. Este supuesto en particular es algo más crítica que en el transecto
lineal, debido a la naturaleza estática, al contrario que dinámica, de las observaciones. En el
muestreo puntual el observador por definición se halla en un punto; en el transecto lineal,
en cambio, el observador va avanzando y al asustar a los animales que están en su línea de
avance tiene mayor certeza de su presencia, evitándose de ese modo este sesgo.
2. Los animales no se desplazan antes del muestreo en respuesta al observador. De nuevo,
debemos reconsiderar cómo un observador estático impacta en sus alrededores inmediatos.
3. Las distancias se miden cuidadosamente. Las implicaciones de este supuesto se discutirán
más adelante en Diseño del estudio.
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4. Los puntos se sitúan al azar con respecto a los animales u otros objetos. Generalmente esto
se garantiza mediante el muestreo al azar.
5. Se asume que las observaciones (recuentos, distancias) de los animales u objetos son
independientes unas de otras. Esto no se da cuando los animales están en grupos, lo que
puede corregirse utilizando un muestreo a distancia de tamaño variable y tratando a los
grupos como observaciones.

Figura 9.8. Presentación de un ejemplo del muestreo de transecto puntual y las mediciones de
campo que se requieren.

Diseño del estudio
Todas las cuestiones y enfoques principales del muestreo de transecto lineal tienen sus análogos
correspondientes en el muestreo de transecto puntual. Aquí haremos hincapié en las diferencias.

Exactitud de las mediciones
Tal como sucede en el muestreo de transecto lineal, las distancias deben medirse y registrarse
con precisión, y deben detectarse los animales que se hallan directamente sobre el punto (p. ej.,
aves situadas por encima del observador). Una medición precisa de la distancia puede ser
problemática en algunos estudios, p. ej., en las aves canoras, y en la práctica a menudo será
necesario registrar las distancias a intervalos. Esto, a su vez, pone límites al realismo de los
modelos de detección resultantes, dado que existen relativamente pocos intervalos de distancia
(p. ej., las aves sólo pueden verse hasta una distancia máxima de 100 m, y registrarse con una
precisión de 25 m, lo que tiene como resultado 4 intervalos) a los cuales pueden ajustarse sólo
los modelos de detección muy simples. El supuesto de una detección perfecta en el punto (h(0) =
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1) puede ser difícil de asegurar, teniendo como resultado un valor estimado a la baja de la
verdadera densidad. Como sucede en el muestreo de transecto lineal, si el supuesto de una
detección perfecta en la línea no puede ser razonablemente aproximada, entonces el muestreo de
transecto puntual se convierte en una forma de índice, y requiere calibrar la verdadera densidad
mediante otro método (véase Capítulo 6).

Figura 9.9. Diseños de muestreo para un estudio de muestreo de transecto puntual. (A) Ubicación
simple al azar de los puntos en el área de estudio. (B) Ubicación estratificada al azar de los puntos
en la zona de estudio.

Ubicación de las muestras
Puede parecer menos tentador que en el caso del muestreo de transecto lineal, pero es igualmente
una mala idea situar en el área de estudio un punto único muestreado muy intensamente. Es
mucho mejor asignar al azar puntos replicados por toda el área de estudio (Figura 9.7a) o recurrir
a un esquema estratificado al azar (Figura 9.7b). En realidad ello es más simple que en el caso
del muestreo de transecto lineal, dado que la aleatorización se realiza simplemente eligiendo los
puntos al azar (p. ej., de una tabla de coordenadas UTM). Tal como sucede en el muestreo de
transecto lineal, desaconsejamos el uso de las carreteras como “unidades de muestreo” para el
muestreo de transecto puntual.

Tamaño de la muestra
La determinación del tamaño de la muestra en el muestreo de transecto puntual es muy parecida
a la del muestreo de transecto lineal, siendo la principal diferencia que la cantidad necesaria de
puntos es el número k de puntos replicados. Por analogía directa con el caso del transecto lineal,
k puede determinarse a partir de un estudio piloto de k0 parcelas, mediante dos enfoques. Si
existe una muestra adecuada para permitir la estimación de la densidad y CV (Dˆ ) , entonces el
esfuerzo total de muestreo k necesario para conseguir un coeficiente deseado de variación CV0
viene determinado por:
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2

⎡ CV ( Dˆ ) ⎤
k = ⎢
⎥ k0 .
⎢⎣ CV0 ⎥⎦

(9.7)

Si en la muestra piloto las detecciones son insuficientes para proporcionar datos suficientes para
la estimación de la densidad y CV, puede utilizarse una fórmula aproximativa basada sólo en los
recuentos de la muestra piloto:

k=

3 k0
,
[CV0 ] 2 n0

(9.8)

donde n0 es el número de animales detectados en la muestra piloto de esfuerzo k0.

Agrupación/covariables
Al igual que con los transectos lineales, en un estudio muestreo de transecto puntual podemos
anticiparnos y registrar las covariables, que pueden influenciar a las tasas de detección,
mejorando de este modo la estima. Aconsejamos a los lectores los trabajos de Drummer y
McDonald (1987), Buckland et al. (1993, 2001), y Marques y Buckland (2004) para saber más
sobre este tema.

Redes de captura
El muestreo de transecto puntual está pensado para el recuento “activo”, en el que los
observadores intentan deliberadamente detectar a los animales u otros objetos, a menudo debido
a que éstos emiten algún tipo de “pista” visual o auditiva. Sin embargo, tanto el muestreo de
transecto puntual como el de transecto lineal pueden generalizarse a situaciones “pasivas”, en
las que los animales son capturados en trampas o se “marcan” ellos mismos en ubicaciones
conocidas, que se disponen de alguna forma geométrica predeterminada (Lukacs et al. 2004). El
más conocido de estos diseños es el de las redes de captura (Anderson et al. 1983), utilizado para
estimar la densidad en los estudios de captura-recaptura. Aunque esta es una técnica de
estimación a distancia, y por lo tanto en cuanto a los propósitos de modelado pertenece a este
Capítulo, la estructura de los datos y el problema de la estimación se relacionan más
estrechamente con los estudios de captura-recaptura, y por lo tanto trataremos de ella en el
Capítulo 10.
En este capítulo hemos extendido las ideas del muestreo de parcela (Capítulo 8) para
estimar la abundancia y la densidad al caso más general en el que no puede asumirse que la
detección sea perfecta, y se utilizan los datos a distancia para modelar las tasas de detección. Los
dos métodos principales de muestreo/estimación que tratamos aquí fueron los del muestreo de
transecto lineal y el muestreo puntual, y cada uno puede, si se cumplen los supuestos, producir
un valor estimado no sesgado de la densidad (y, para áreas de estudio bien definidas, de la
abundancia). Hemos mostrado cómo en cierto sentido cada método simplemente generaliza el
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muestreo en parcelas ordinarias (rectangulares o circulares), hemos ilustrado los procedimientos
de muestreo y estima, y hemos discutido sobre el diseño del estudio.
En el Capítulo 10 dejaremos los métodos basados en la observación (muestreos de
parcela, y muestreos de transecto lineal y puntual), y discutiremos los estudios que implican la
captura, el marcado y la recaptura de los animales para la estimación de abundancia y densidad.
Tal como veremos, estos estudios implican la captura física, el marcado y la recaptura de los
animales, pero también incluye las situaciones en que los animales están marcados de forma
“natural” (p. ej., mediante dibujos en su propio cuerpo, cicatrices o incluso el ADN), o en que el
“marcado” tiene lugar por medio de la detección mediante métodos i

142

CAPÍTULO 10
ESTUDIOS DE CAPTURA-MARCADO-RECAPTURA PARA
ESTIMAR LA ABUNDANCIA Y LA DENSIDAD

En este capítulo describimos métodos para estimar la abundancia y densidad que implican la
captura, el marcado y la recaptura de los animales. Dichos estudios implican la captura física, el
marcado y la recaptura de los animales, pero también los casos en que los animales están
marcados de forma “natural” (p. ej. mediante dibujos, cicatrices o incluso el ADN) o en los que
el “marcado” se realiza por medio de la detección por métodos independientes. El muestreo
remoción por eliminación, el esfuerzo por unidad de captura, el cambio en la proporción y las
redes de trampeo son todos ellos casos especiales. Tal como sucede en el muestreo a distancia,
ha habido un enorme desarrollo de éstas técnicas y del software de apoyo, por lo que no
intentaremos ofrecer un tratamiento exhaustivo de dichos métodos, y los lectores que deseen
profundizar más en el tema podrán hacerlo en Williams et al. (2002) y las numerosas citas
bibliográficas que allí aparecen.

Aspectos básicos de la captura-marcado-recaptura
La premisa básica de la captura-marcado-recaptura (CMR) es simple, y está relacionada con
la idea de que cualquier muestra de animales que se obtenga mediante la captura es simplemente
un recuento incompleto de la población. Si de alguna manera pudiéramos determinar la fracción
(p) de la verdadera población (N) que está representada por nuestra muestra (n), tendríamos un
medio de estimar la abundancia a partir de nuestra muestra.

N=

n
pˆ

(10.1)

Nótese que esta fracción de capturas (o probabilidad de captura) p en realidad es lo mismo que la
genérica tasa de detección (β) de la que hablamos en el capítulo 6 y en otros lugares pero en
otras formas. Para simplificar, no hemos indexado p, pero ésta puede variar en el tiempo, el
espacio o incluso con los animales individuales, tal como veremos.
La CMR implica un par de generalizaciones, sencillas pero importantes, de esta idea. En
primer lugar, “captura” y “marcado” pueden incluir la captura física real y el fijado de etiquetas
u otras marcas a los animales, pero no necesariamente debe ser así. La idea esencial es que una
muestra de N animales es marcada de algún modo, y nosotros tenemos la lista de dichas marcas.
Los animales pueden también incluirse en esta lista si tienen características individuales
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distintivas (cualquier cosa, desde una marca facial, a un genotipo) y somos capaces de
individualizarlos en base a esta característica. Por ejemplo, el tigre (Panthera tigris) cuyo rayado
único ha sido catalogado previamente por el investigador utilizando, por ejemplo, una trampa de
cámara fotográfica, puede considerarse que ha sido capturado (C) y marcado (M). Si este tigre es
detectado en un muestreo subsecuente, puede considerarse que ha sido recapturado (R), y esta
información es apropiada para un análisis de CMR (Karanth y Nichols 1998). De forma similar,
todos los animales están “marcados” de forma natural por su ADN, y si la firma genética de cada
individuo la podemos leer por métodos pasivos como en el muestreo de heces o pelos. En este
tipo de estudio de “marcado” aparecen problemas cuando es posible que las marcas se lean mal,
se confundan con otras marcas, o incluso sean “inventadas” (p. ej. una marca ha sido vista y no
existe), pero todos estos problemas (quizás exceptuando el último) se dan en los estudios de
CMR convencionales que implican etiquetas numeradas. El análisis de los errores de este tipo se
ha tenido en cuenta para algunos tipos de análisis de CMR, tales como la recuperación de anillas,
y un poco en el caso de las marcas “naturales” (ej. Lukacs y Burnham 2005); sin embargo, existe
todavía una importante falta de estudios que valoren el impacto de todos estos problemas
potenciales ya comentados, especialmente cuando se utilizan marcas naturales.
Como sucede en todos los casos en que se marcan animales, la marca, ya sea si marcamos
activa o pasivamente o utilizamos algún tipo de marcadores basados en el animal, debe tener un
impacto mínimo en nuestra muestra “marcada”. Ello incluye cualquier eventualidad, desde la
marca que causa cambios en la conducta animal (p. ej. haciéndolos más vulnerables a los
depredadores), a la pérdida de las etiquetas, y a cualquier sesgo en la identificación de
características que hacen a un individuo “único”. Trataremos algunas de estas cuestiones más
adelante en este mismo capítulo.
La otra generalización de la CMR tiene que ver con la variación de las probabilidades de
captura (p). En el caso más simple (y menos realista), p es constante a lo largo del tiempo, el
espacio y entre los animales, de forma que n es siempre una fracción constante (es decir, un
índice) de N. La experiencia ha demostrado que las probabilidades de captura varían con el
tiempo (debido a la meteorología y otros factores, tales como el esfuerzo de captura), el espacio
(debido al hábitat y otras condiciones), y entre los animales individuales (tanto intrínsecamente,
variando entre sexos o edades, como en relación con la experiencia de la captura previa). Esto es
especialmente cierto cuando se produce la captura y el marcado físico, pero también ocurre
cuando se utilizan métodos más pasivos. El no tener en cuenta esta fuente de variación puede
conducirnos a serios sesgos, si se utilizan estimas simples, basadas en tasas de captura
constantes. Afortunadamente, la captura de suficientes individuos bajo un diseño experimental
apropiado, junto con unos procedimientos estadísticos flexibles y fiables nos permite construir
modelos apropiados para cada situación.
Todos los métodos de este capítulo, como los de los Capítulos 8 y 9, asumen que la
población es cerrada en cuanto a nacimientos, muertes y desplazamientos, de forma que N no
cambia durante el intervalo del estudio. En el capítulo 12 relajaremos esta supuesto y podremos
estimar de las tasas vitales y de desplazamiento con datos de CMR.
Antes de embarcarnos en modelos de estimación particulares, introduciremos algunas
convenciones de la notación que nos podrán ser de utilidad.
• N es la abundancia (número total de animales) en la población cerrada durante el período
de estudio.
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•
•

•
•

•

k es el número de ocasiones de captura/recaptura durante el estudio; k debe ser al menos
2, para poder estimar N.
X ω es el número de animales que tienen un único historial de captura ω. El historial de
captura ω es simplemente un código de ceros y unos que describe si un animal es
capturado (1) o no (0) en cada una de las ocasiones k de captura del estudio. Por ejemplo,
ω = 101 significa que un animal es capturado en la primera y tercera ocasiones de un
estudio de CMR de k = 3.
ni es el número de animales capturados y marcados en cada ocasión de captura, i = 1,…,
k.
mi es el número de animales marcados capturados (recapturados) en cada ocasión de
captura, i = 1, …., k. Por definición, m1 = 0 (no existen animales marcados antes del
primer período, de forma que ¡no se puede recapturar ninguno!).
r es el número de individuos distintos capturados durante el transcurso del estudio.

Dos-muestras (Lincoln-Petersen)
La situación de muestreo más simple posible implica 2 muestras: una muestra inicial de marcado
y suelta, y una subsiguiente muestra de recaptura. Este planteamiento (y modelo estadístico) se
conoce como de Lincoln-Petersen (L-P), ya que fueron Frederick Lincoln y Gustav Petersen,
quienes popularizaron este planteamiento en el campo de la vida silvestre y de las pesquerías,
respectivamente. Sin embargo, la idea básica ha estado presente durante mucho más tiempo, y se
utilizó por lo menos en el siglo XVIII; lo hizo Laplace (1786) para estimar las poblaciones
humanas en la Francia prerrevolucionaria (¡sospechamos que no aplicaría métodos que
asumieran un modelo cerrado con respecto a la mortalidad!).

Supuestos
Existen 3 supuestos básicos para el desarrollo del modelo estadístico para la estimación mediante
el método de Lincoln-Petersen.
• Tal como sucede con todos los métodos de este capítulo, asumimos que la población es
cerrada en cuanto a nacimientos, muertes, inmigración y emigración. Infringir esta
supuesto puede conducir a estimas de la abundancia sesgadas, aunque en casos especiales
puede ser posible obtener valores estimados no sesgados si las pérdidas (muertes,
emigración) o ganancias (nacimientos, inmigración) de una muestra a la otra pueden ser
excluidas, de forma que se den ganancias o pérdidas, pero no ambas (véase Williams et
al., 2002).
• Se asume que todos los animales individuales tienen la misma probabilidad de ser
capturados en cada muestreo, y que las experiencias previas de captura no influencian la
probabilidad subsiguiente de recaptura. Si alguna de los dos supuestos es infringido,
pueden darse importantes sesgos en los valores estimados de la abundancia. No obstante,
las probabilidades de captura pueden diferir entre las muestras (debido al esfuerzo, los
métodos u otras razones), y por lo tanto existen 2 parámetros de captura (p1 y p2).
• No existe pérdida de las etiquetas u otro tipo de pérdida de marcas (tales como no
registrar las marcas). Infringir esta supuesto también producirá un sesgo en los valores
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•

estimados de la abundancia, y potencialmente pueden corregirse si pueden estimarse las
tasas de pérdida de las etiquetas, por ejemplo mediante un doble etiquetado (Williams et
al., 2002).
Debemos hacer notar aquí que las etiquetas o marcas de los individuos para L-P no
requieren que la marca sea única para cada individuo (ello sería el denominado marcado
por lotes). Los métodos de los que trataremos más adelante en este capítulo, como cosa
general, pueden requerir que cada etiqueta sea única para cada animal, para permitir
hacer historiales de captura.

Datos y modelo de estimación
Los datos para el modelo Lincoln-Petersen son muy fáciles de resumir. En términos de los
historiales de captura, existen sólo tres historiales posibles que se puedan observar: capturado en
el 1º pero no en el 2º muestreo (los datos se anotan como sigue = 10); capturado en el 2º pero no
en el 1º (01), o capturado en ambas ocasiones (11). Así, los datos elementales que son recogidos
en el Lincoln-Petersen son el número de animales que entran en cada una de las categorías
X10, capturados en la primera ocasión pero no en la segunda;
X01, capturados en la segunda pero no en la primera ocasión;
X11, capturados en ambas ocasiones;
para r = X 10 + X 01 + X 11 animales distintos capturados durante el estudio. Por supuesto, también
existen N – r animales que no se capturan nunca. En los estudios de CMR generales, si
pudiéramos estimar esta cantidad lo haríamos, dado que conocemos r (asumiendo que la
población es cerrada).
Esta descripción de los datos nos gusta, dado que deja claro que los animales entran en
cuatro categorías distintas: 10, 01, 11 y 00 (los nunca capturados). Esto puede muy bien
extenderse a ulteriores discusiones de otros métodos de CMR y como ya hemos visto, es el tipo
de notación utilizada en los estudios de ocupación. No obstante, tradicionalmente, los datos
básicos de Lincoln-Petersen generalmente se resumen de forma distinta, como números de
capturados o recapturados en cada ocasión.
•

•

•

n1 animales son capturados en la 1ª ocasión; también se incluyen a los animales
recapturados en la segunda ocasión, de forma que n1 = X10 + X11 . Por definición
ninguno de estos animales está marcado (m1= 0).
n2 el total de animales que son capturados en la segunda ocasión, que incluye a los
animales originariamente capturados en la primera ocasión y recapturados, de forma
que n1 = X 01 + X 11 .
Por lo tanto, n2 incluye tanto a animales marcados
(recapturados) como no marcados (capturados por primera vez).
m2 = X11 animales marcados son recapturados en la 2ª ocasión.

Dadas los supuestos de más arriba y los datos resumidos, el modelo estadístico de
Lincoln-Petersen puede deducirse de forma intuitiva o de manera más formal. Intuitivamente,
una vez que n1 animales son marcados y soltados en la población, la fracción de la población
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marcada es n1/ N; dado que estamos asumiendo que en la población no se están dando ni
pérdidas ni ganancias, esta fracción debería ser constante hasta el segundo muestreo. En ese
momento, si los animales marcados se han mezclado convenientemente en la población y se
toma una segunda muestra (n2), deberíamos esperar que la fracción de animales marcados en
dicha muestra representara la fracción en la población, es decir

n1 m2
=
N n2
Resolviendo esta relación para N obtenemos el estimador básico de Lincoln-Petersen

nn
Nˆ = 1 2
m2

`

(10.2)

No obstante, este estimador está ligeramente sesgado para pequeñas muestras de captura, y
típicamente se utiliza en vez de éste el estimador ajustado para el sesgo

~ (n + 1)(n2 + 1)
N= 1
− 1.
m2 + 1

(10.3)

La varianza del muestreo para este estimador se calcula como

~ (n + 1)(n2 + 1)(n1 − m2 )(n2 − m2 )
vâr( N ) = 1
(m2 + 1) 2 (m2 + 2)

(10.4)

que conduce a unos intervalos de confianza aproximados de

~
~
N ± zα / 2 vâr(N )
o

~
~
N ± 1.96 vâr(N )
para un intervalo de confianza del 95%.
El estimador de Lincoln-Petersen puede también derivarse, de una manera más formal,
mediante un modelo multinomial (Capítulo 5), en el que las probabilidades de los historiales de
captura son p1 (1 − p2 ) para (1,0), p2 (1 − p1 ) para (0,1), p1 p 2 para (1,1), y (1 − p1 )(1 − p2 ) para
(00). . Puede verse que la estimación de la máxima verosimilitud en este modelo nos conduce al
estimador básico de L-P (ecuación 10.2).
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Diseño del estudio
Cumpliendo con los supuestos de Lincoln-Petersen
Tal como se ha mencionado previamente, todos los métodos de este capítulo asumen que la
población es cerrada. Dado que es más probable que se den nacimientos, muertes y
desplazamientos en intervalos de estudio más largos, en general ello implica que el L-P y otros
estudios de CMR cerrados se lleven a cabo durante períodos de tiempo relativamente cortos,
dependiendo su duración exacta del organismo que se está estudiando. Si se dan muertes debido
al trampeo, se infringirá la supuesto de que el estudio es cerrado, y este tipo de mortalidad
debería minimizarse, por ejemplo proveyendo las trampas con suficiente alimento, comprobando
las trampas a primera hora del día para evitar el estrés del calor y la sequía, y evitando que las
trampas estén bajo la luz directa del sol. Es inevitable que ocurran algunas muertes. Si ello
sucede en el primer muestreo, el animal muerto debería quitarse de la estadística utilizada para
calcular la abundancia, es decir, debería tomarse n1ʹ′ = n1 − d , donde d es el número conocido de
muertes en las trampas. Una vez se ha calculado N̂ , los d animales muertos pueden volverse a
añadir al cómputo estimado, que ahora es un valor estimado válido de la abundancia antes del
primer muestreo; alternativamente N̂ se puede tomar como un valor estimado de N en la
segunda ocasión. Las muertes durante la captura en la segunda ocasión ya no afectan a la estima,
aparte de obviamente formar una remoción de la población que se tiene en cuenta (y obviamente
minimizada). Por otra parte, si el trampeo o el marcado influencian a la supervivencia de tal
manera que los animales marcados tengan en el segundo muestreo una menor probabilidad de ser
recapturados (dado que su tasa de mortalidad es distinta) que los animales no marcados,
claramente estaremos infringiendo la supuesto de “no influencia”, discutida más abajo, al igual
que la supuesto de población cerrada.
Un tipo muy común de violación de supuesto que tienen lugar en los estudios de CMR es
la desigual probabilidad de captura entre los animales que han sido previamente marcados y los
que no. El problema es que los animales marcados tienen una probabilidad menor (si evitan la
trampa, “trap shy”, por asociar ésta a una mala experiencia de captura) o mayor (si son adictos a
la trampa, “trap happy”, por ejemplo por asociar ésta a la presencia de comida) de ser
recapturados de la que podría predecirse por su fracción de la población, y por lo tanto se
infringe la supuesto clave que hace posible calcular el modelo L-P. Si los animales rehúyen la
trampa, la abundancia queda sesgada positivamente (N es sobreestimado por N̂ ), y cuando son
adictos a la trampa el sesgo es negativo (N es subestimado por N̂ ). La dificultad consiste en que
con sólo dos muestras de captura es imposible tener en cuenta la respuesta a la trampa en un
modelo estadístico, y por lo tanto es crítico reducir o eliminar su efecto en el diseño del estudio.
El miedo a la trampa puede reducirse hasta cierto punto acostumbrando a los animales a las
trampas, poniéndoles el cebo antes o permitiéndoles de cualquier otra forma la entrada libre en
las trampas antes de la captura real. El miedo la trampa por efecto del estrés de captura y la
posterior manipulación puede reducirse minimizando el tiempo de manipulación o utilizando
métodos de recaptura que no dependan de una captura física, como en nuestro ejemplo
(Recuadro 10.1). En algunos estudios, es imposible eliminar estos efectos, y tal como sucede con
la heterogeneidad de los individuos (de la que hablaremos más abajo) es mejor utilizar un diseño
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Recuadro 10.1 Captura-marcado-recaptura de dos muestras (Lincoln-Petersen).
Nuestro ejemplo ilustra el método Lincoln-Petersen cuando se utilizan dos métodos distintos, uno para
la captura y marcado inicial de los animales, y el otro para la detección de las marcas en el segundo
muestreo (“recaptura”). Se capturaron conejos (Sylvilagus nuttali) en Oregón central y se marcaron
tiñéndoles la cola y las patas traseras con ácido pícrico (marcado por lotes) (Skalski et al., 1983). En la
muestra inicial, se capturaron 87 animales y se tiñeron con ácido pícrico, siendo después soltados. En
la muestra de seguimiento, se contaron 14 por ojeo, y siete de ellos estaban marcados. Ello produjo las
siguientes estadísticas:
n1 = 87 conejos capturados en la primera ocasión (muestreo de captura),
n2 = 14 conejos detectados en la segunda ocasión (recuento de seguimiento),
m2 = 7 conejos teñidos detectados en la segunda ocasión (recuento de seguimiento).
Éstas se utilizan para el cálculo del valor estimado de Lincoln-Petersen, utilizando la corrección para
el sesgo,
=164

,

para un
. Esto proporciona un aproximado intervalo de confianza de del 95% de 93.8
a 234.2. También podemos estimar las probabilidades de captura mediante cada método, que serán
útiles para calcular el tamaño de las muestras.

del estudio y un procedimiento de estimación que permitan construir un modelo adecuado para
esta variación. Alternativamente, la respuesta al trampeo puede minimizarse o incluso eliminarse
utilizando un método completamente distinto para la recaptura, del que fue usado para la captura,
tal como se ilustra en el Recuadro 10.1, un ejemplo en el que la “recaptura” es un reavistamiento, y por lo tanto no se requiere una captura física.
Además de la posibilidad de que la captura afecte a la probabilidad de recaptura,
numerosos estudios han demostrado que los individuos difieren unos de otros en su
susceptibilidad a caer en las trampas. Una parte de esta heterogeneidad individual puede
atribuirse a la edad, el sexo u otras características identificables, y potencialmente se pueden
suprimir por medio de un estudio estratificado. Sin embargo, más habitualmente, la
heterogeneidad individual no puede predecirse mediante atributos individuales, especialmente
cuando algunos grupos de animales tienen una probabilidad de captura muy baja, y por lo tanto
se capturan pocas veces o quizás nunca. Tal como sucede con los efectos de la captura, el mejor
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planteamiento puede ser un diseño del estudio y un procedimiento de la estimación que permitan
un modelado adecuado de esta variación; requiere varias

Emplazamiento de los lugares de muestreo
En muchos estudios de CMR, la unidad básica del esfuerzo de muestreo puede ser una línea de
trampas, un entramado de trampas, una sucesión de redes japonesas (o de niebla), u otras
disposiciones espaciales de los dispositivos de captura. Tales disposiciones no son estrictamente
necesarias para la estimación de la abundancia de CMR, si resulta razonable asumir que los
animales se “mezclan bien” en la población para la recaptura en la segunda ocasión. No obstante,
la dispersión de las trampas u otros dispositivos por toda el área de estudio puede ayudar a
asegurar que la muestra inicial sea ella misma representativa del área de estudio, lo que podría no
ser el caso si el muestreo se confinara a una o dos localizaciones. Este segundo caso tendría
como resultado una muestra con una probabilidad de recaptura inusualmente alta o baja (lo que
contribuiría por lo tanto a la heterogeneidad). La Figura 10.1 proporciona diversos esquemas
posibles para colocar los dispositivos de captura en un área de estudio. Las líneas de trampas
(Figura 10.1a,b) son a menudo convenientes, pero pueden tener como resultado una dispersión
pobre de las trampas, a menos que se las haga serpentear a través del área de estudio. Los
entramados de trampas (Figura 10.1c,d) proporcionan una mejor dispersión, y potencialmente
pueden ser útiles para estimar la densidad, tal como veremos más adelante en este capítulo. Las
hileras o entramados repetidos (Figura 10.1d) pueden permitir un valor estimado de la

Figura 10.1. Posibles diseños para el emplazamiento de los entramados de trampas. (a) Una sola
línea recta de trampas, (b) una sola línea serpenteante de trampas, (c) distribución en entramado
uniforme por toda el área de estudio, y (d) subentramados replicados.
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abundancia en cada réplica, y el cálculo de las varianzas empíricas (parecido a las líneas
replicadas en el transecto lineal, Capítulo 9), si el tamaño de las muestras de recaptura en cada
replicado es lo bastante grande. Cada uno de estos esquemas puede combinarse con la
estratificación (Capítulo 5), que es aconsejable para áreas de estudio grandes y diversas.

Tamaños de las muestras
En el muestreo a distancia, existe una relación bastante directa entre el “esfuerzo de muestreo”
(longitud de la línea, número de transectos puntuales, etc.) y la precisión del estimador. Incluso
así, la precisión real de un estudio a distancia dependerá de la densidad verdadera (y por lo tanto,
del número de animales capaces de ser detectados) y de otros factores (la cautela de los animales,
las condiciones del hábitat, etc.). En los estudios de CMR, la precisión del estimador de L-P
dependerá de dos factores: (1) el número de animales marcados en cada muestra ( n1 , n2 ) y el
número de recapturas en la segunda ocasión (m2). A su vez, estos dos estarán influenciados hasta
cierto punto por el esfuerzo del investigador, tal como puede reflejarse en el número de trampas
colocadas. También están influenciados por factores que están más allá del control del
investigador, tales como la abundancia real, y la precaución de los animales para entrar en las
trampas o ser capturados de cualquier otra forma. Muchos estudios son particularmente
vulnerables a las tasas de recaptura bajas o incluso de cero, debido a las probabilidades bajas de
captura, o a una abundancia muy grande (de forma que se hace difícil marcar una fracción
sustancial de N). Los investigadores deberían de tener algún tipo de idea preliminar sobre el
rango de abundancia y las probabilidades de captura, para evaluar si un estudio de CMR tendrá
posibilidades de proporcionar resultados fiables.

p1 y p 2 , es sencillo obtener los resultados esperados de n1, n2 y m2, y
tratando estos datos, derivar los valores estimados de N y CV (Nˆ ) utilizando las ecuaciones
Dados N,

10.3 y 10.4. Estas relaciones pueden utilizarse para producir curvas que muestren la precisión de
las distintas combinaciones de N, p1 y p2 (Figura 10.3), que pueden utilizarse para guiar el diseño
del estudio (Recuadro 10.2). Como regla general, las probabilidades de captura deben conllevar
que una gran proporción de la población del área muestreada sea capturada en una o en ambas
ocasiones. Dado que los estudios con probabilidades de captura bajas generalmente tendrán
como resultado estimas con una precisión baja, a menudo es buena práctica llevar a cabo un
estudio piloto para tener una idea del esfuerzo que se precisará para producir unas estimas
fiables.

Métodos de CMR de muestras múltiples (Censo de Schnabel)
La CMR de muestras múltiples (el denominado Censo de Schnabel – no nos gusta este término
por obvias razones) en realidad es sólo una extensión del método de Lincoln-Petersen para
múltiples muestras (k>2). Ahora, en vez de un período único de captura-marcado, seguido por
una 2ª ocasión de recaptura, los animales del 2º período también son marcados (si no lo estaban),
soltados de nuevo en la población, y pueden ser recapturados en la 3ª o subsecuentes ocasiones.
Este diseño tiende dos ventajas sobre el de Lincoln-Petersen. En primer lugar, debido a que
existen varias (5, 10 o incluso más) ocasiones de captura, según progresa el estudio se van
acumulando más capturas y recapturas . Por lo tanto, incluso si las probabilidades de captura en
151

una sola ocasión son algo bajas, la probabilidad de captura durante el período de estudio puede
ser más alta que en un Lincoln-Petersen, debido a este efecto acumulativo a lo largo del tiempo.
En segundo lugar, la CMR de muestras múltiples produce una estructura de los datos más rica

Figura 10.2. Relación entre la probabilidad de captura en cada ocasión de muestreo, la abundancia
y el CV para un estudio de CMR de Lincoln-Petersen. (A) N=25, (B) N=100, (C) N=500. Las líneas
del contorno indican contornos con iguales CV (Nˆ ) para la estimación de la abundancia de
Lincoln-Petersen.

que el de Lincoln-Petersen, permitiendo un modelado más complejo y robusto de las
probabilidades de captura. Ello a su vez permite la relajación de algunas de los supuestos de
Lincoln-Petersen, que tiene en cuenta el modelado de los efectos conductuales y de la
individualidad de los animales en cuanto a la captura. Este aspecto es también su principal
desventaja, en cuanto a que los valores estimados ya no pueden ser calculados mediante fórmulas
relativamente simples, sino que requieren programas de ordenador especializados.
Afortunadamente, podemos obtenerlos gratis y son relativamente fáciles de utilizar.
Ahora debemos aclarar algunas cuestiones relativas al marcado y otros métodos.
Teóricamente, nuestra discusión de más arriba significa que debemos modificar las formas de
marcar, en comparación con el L-P. Aunque el marcado por lotes (en el que todos los animales
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de una misma sesión reciben el mismo tipo de marca) puede utilizarse en varios tipos de estudio,
limita significativamente los tipos de modelos que pueden aplicarse y nuestra capacidad para
identificar la posible variabilidad en nuestros historiales de captura (p. ej., heterogeneidad de
captura o de tiempo). Recomendamos por tanto que en cualquier estudio de CMR se utilicen
siempre marcas que permitan una identificación individual de los animales. El marcado por lotes
debería considerarse como una alternativa más pobre, cuando la anterior no es posible.
Recuadro 10.2 Tamaños de las muestras para el Lincoln-Petersen
Utilizamos el ejemplo del recuadro 10.1 como estudio piloto para el diseño de un estudio para obtener
. Podemos utilizar los gráficos de la Figura 10.2 para tener una idea del esfuerzo de
muestreo para alcanzar este resultado. Más abajo presentamos el gráfico para N = 100, que es el nivel
más cercano de abundancia. Siguiendo la línea de contorno para un CV = 0.1 obtenemos las
combinaciones de p1 y p2 para que se alcance este resultado. Por ejemplo, supongamos que hemos
realizado todo el esfuerzo posible para aumentar las tasas de captura de la primera muestra (p1 = 0.5).
Los resultados de la figura muestran que tenemos que aumentar las tasas de captura del segundo

muestreo también a aproximadamente un 0.5, lo que significa un número superior a 80 animales en
cada muestra (comparados con los 14 de nuestro estudio piloto). Pueden obtenerse resultados más
exactos utilizando la hoja de cálculo que proporcionamos (ver CD incuido y pagina ii de la pagina del
internet). Haciéndolo así se intuye que puede alcanzarse una CV = 0.1 para N = 164 con unas
probabilidades de captura de
= 0.53 y
= 0.3, o tamaños de muestra de 87 y 49 en la primera y
segunda muestras, respectivamente. También pueden explorarse otras combinaciones, incluyendo
algunas que pueden ser más efectivas en cuanto a los costos. Por ejemplo, si es más barato buscar
marcas que ponerlas, sería mejor disminuir la primera muestra en favor de la segunda. En este ejemplo,
un esfuerzo de
= 0.33 y
= 0.53 ( = 54 y
= 87) proporciona un CV = 0.1, y sería preferible
al diseño previo si, tal como parece probable, re-muestrear las marcas es más barato que aplicarlas.
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Los datos resultantes del estudio de CMR de muestras múltiples pueden resumirse
utilizando la notación ya desarrollada. Nuevamente, X ω es el número de animales con un
historial de captura único ω, pero ahora ω es una serie de unos y ceros de igual dimensión que el
número de ocasiones de captura (k). Por ejemplo, para k=5 algunos historiales de captura
posibles son
01000
11111
10101
10000
00001
En general, existen 2 k − 1 historiales de captura observables, de forma que para k=5 existen 25 –
1 = 31 historiales como los de arriba. No todos estos historiales de captura serán observados
necesariamente en un estudio dado. Además, desde luego existe un historial de captura que
nunca se observará: aquél en el que los animales nunca son capturados (p. ej., 00000). Las
frecuencias son X ω de animales con estos historiales de captura y son los datos fundamentales
en la CMR de muestras múltiples. Nuevamente ofrecemos algunas estadísticas resumen útiles:
•
•
•

ni es el número de animales capturados y marcados en cada ocasión de captura, i =
1,…., k.
mi es el número de animales marcados capturados (recapturados) en cada ocasión de
captura, i = 1,…., k. Por definición.
r es el número de animales distintos capturados durante el transcurso del estudio. r se
obtiene simplemente, con respecto a los historiales de captura única, añadiendo las
frecuencias:

r =∑X
ω

ω

En este punto, el lector debería ver las ventajas de la identificación individual. Podemos
utilizar aquellos patrones de historiales de captura individuales para evaluar los problemas
potenciales del método tradicional de L-P (p. ej. son los animales adictos a la trampa o la
rehúyen). Las dos secciones siguientes tratan con detalle sobre estas cuestiones.

Supuestos
Los principales supuestos de la CMR de poblaciones cerradas son:
•
•

Nuevamente, asumimos que la población es cerrada en cuanto a nacimientos, muertes,
inmigración y estima
No existe pérdida de etiquetas o la pérdida de otras marcas (tales como la omisión en
el registro de marcas).
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Ya no asumimos que todos los animales individuales tienen necesariamente la misma
probabilidad de ser capturados en cada muestreo, y que las experiencias previas de captura no
influyen en la probabilidad subsiguiente de captura. Estas situaciones se manejan mediante el
modelado de las probabilidades de captura y recaptura, tal como describiremos más abajo.

Modelos de estimación
La idea básica del modelado de CMR de muestras múltiples es que los patrones en las
frecuencias de los historiales de captura X ω dependerán de la variación subyacente en las
probabilidades de captura durante las ocasiones de captura j = 1, .., k, dependiendo de si los
animales han sido capturados previamente o no; y entre los animales individuales i = 1, .., N. Ello
nos lleva a pensar sobre las probabilidades de captura un una forma muy generalizada, en la que
la captura puede depender del tiempo, la conducta (así, haber sido capturado antes o no), o la
identidad del individuo. En teoría, tendríamos probabilidades de captura para cada ocasión y
animal

pij , j = 1,.., k ; i = 1,..N
y probabilidades de recaptura para cada ocasión de recaptura (k > 1):

cij , j = 2,.., k ; i = 1,..N
Entonces, los historiales de captura pueden modelarse dependiendo de los supuestos sobre cómo
varían las probabilidades de captura. Por ejemplo, si se asume que la probabilidad de captura
varía sólo con el tiempo (ocasiones de muestreo) asumiríamos que pij = p j y cij = p j .
Entonces modelaríamos la probabilidad del historial de captura:

ω = 101011

Pr(ω ) = p1 (1 − p2 ) p3 (1 − p4 ) p5 p6
Si en vez de ello asumimos que sólo hubo efectos conductuales (ni de tiempo ni individuales),
tendríamos

Pr(ω) = p(1 − c)c(1 − c)c c = p(1 − c) 2 c 3
Finalmente, si tenemos en cuenta las tres fuentes de variación, tendríamos un modelo muy
complejo

Pr(ω ) = pω 1 (1 − cω 2 )cω 3 (1 − cω 4 )cω 5 cω 6
donde tanto la captura como la recaptura son potencialmente distintas para cada historial de
captura. Asumiendo que puedan construirse tales modelos, se convertirían en la base para
estimar, por el método de máxima verosimilitud u otras formas, las probabilidades de captura y
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Recuadro 10.3. Captura-marcado-recaptura de muestreo múltiple
Nuestro ejemplo proviene de un estudio de metereo de prado (Microtus pennsylvanicus) llevado a cabo
en Maryland (Nichols 1984, en Williams et al., 2002). Se capturaron machos y hembras adultos del
ratón de campo durante cinco días consecutivos del mes de agosto de 1981; los datos que presentamos
aquí son sólo los de las hembras. Analizamos dichos datos mediante dos programas distintos. En
primer lugar, utilizamos la versión del programa CAPTURE de internet (Apéndice A) para seleccionar
entre modelos estándar de población cerrada, para realizar el test para verificar que la población es
cerrada, y calcular los valores estimados de los parámetros. Podemos ver los datos de entrada para este
análisis en el compañero electrónico de este libro (ver la pagina del internet). El test de población
cerrada no proporciona ningún indicio de que la supuesto de población cerrada fuese violado (z = 0.43, P = 0.33). El criterio de selección de modelo en CAPTURE nos proporcionó una fuerte
evidencia (P = 1.0 vs. P = 0.65 para el siguiente modelo adecuado) de que el modelo Mh, el modelo de
heterogeneidad estimado mediante el método de la navaja (jackknive model), era el mejor. El
estimador de dicho modelo era
= 65, con un intervalo de confianza del 95% de (58, 81). El
resultado completo proporcionado por CAPTURE también se halla disponible en el compañero
electrónico del libro (ver la pagina del internet).
Como alternativa, también utilizamos el programa MARK y el modelo de heterogeneidad de
Huggins. MARK tiene la ventaja de que todos los modelos se presentan dentro del contexto de la
máxima verosimilitud (el modelo de la navaja, por ejemplo, no es un modelo de verosimilitud), lo que
permite la comparación entre los distintos modelos via AIC. Para este ejemplo, con un problema
relativamente pequeño, sólo fuimos capaces de ajustar dos modelos distintos de verosimilitud, uno
para probabilidades de captura específicas del tiempo, y otro para una captura constante con el tiempo,
y ambos especifican una probabilidad fija de que un animal esté en uno de dos distribuciones de
“mezcla” de captura (el enfoque para modelar la heterogeneidad de captura).

Modelo
{pi(.) p(t) PIM}
{pi(.) p(.) PIM}

AICc
358.1073
369.2798

Delta
AICc
0
11.1725

Pesos
AICc
0.99626
0.00374

Los valores de AIC proporcionan evidencias de que la probabilidad de captura varía con el tiempo, y
los valores estimados de los parámetros son:

Parámetro
P
P(2)
P(3)
N

Estima
0.202661
0.852698
0.304797
62.0329

SE
0.096895
0.097057
0.057348
4.453235

CIinf
0.072761
0.560054
0.20505
56.91218

CIsup
0.451538
0.963402
0.427001
76.15779

Nótese que N no es realmente un parámetro en este modelo, pero se deriva de otros parámetros (pi y
p(t)).
Los datos de entrada y de salida completos de este modelo para MARK para este ejemplo se
encuentran en el compañero electrónico de este libro (ver la pagina del internet).
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recaptura y (de interés primario) la abundancia, N. Bajo la máxima verosimilitud, por ejemplo,
las frecuencias X ω y las probabilidades Pr(ω ) se utilizan en una verosimilitud multinomial para
obtener estimas de la máxima verosimilitud de las probabilidades de captura y recaptura, que
luego son usadas para estimar N por una extensión de las ideas en las que se basa el LincolnPetersen (básicamente permitiéndonos estimar la probabilidad de no capturar nunca un animal, y
por lo tanto ajustando nuestra muestra de capturas conocidas para estimar la abundancia).
Los detalles de cómo se construyen los modelos de estimación son complejos y están
fuera del alcance de este libro, pero puede encontrarse en Otis et al. (1978) y Williams et al.
(2002). Se han escrito programas para ordenador especializados (los programas CAPTURE y
MARK, entre otros) para llevar a cabo estos análisis, y pueden obtenerse gratuitamente
(Apéndice C). Estos programas se utilizan para evaluar los modelos bajo supuestos alternativas
sobre las probabilidades de captura y calculan la abundancia para cada serie de supuestos. Los
modelos esenciales que se consideran (con la notación similar a la de Otis et al., 1978) son:
•
•

•

•
•

Un modelo nulo (M0) que especifica que todas las tasas de captura y recaptura son
iguales, y no varían con el tiempo o entre los individuos.
Una variación temporal (Mt) en las probabilidades de captura, pero sin heterogeneidad
conductual o individual. El modelo de Lincoln-Petersen es en realidad un caso especial
de esto para k=2.
Un modelo (Mb) conductual especificando que las probabilidades de captura y recaptura
difieren (tales como la respuesta de adicción a la trampa o de su evitación, pero también
incluye los modelos de remoción), pero por lo demás no varían con el tiempo o con los
individuos
Un modelo de heterogeneidad (Mh) que especifique que las probabilidades de captura
varían entre los individuos, pero no con el tiempo o en respuesta a la captura
Combinaciones del tiempo, la conducta y la heterogeneidad, p. ej. permitiendo la
respuesta conductual y la heterogeneidad (Mbh), o la heterogeneidad y el tiempo (Mth).

Las ideas centrales de este planteamiento son (1) considere los modelos alternativos que
tienen en cuenta los supuestos sobre las probabilidades de captura, (2) utilice los datos del
estudio para comparar el soporte en favor de los distintos modelos alternativos, tendiendo a
seleccionar los modelos más simples (parsimoniosos) que se ajusten bien a los datos, pero (3)
reconociendo que algunos modelos (especialmente el modelo nulo) no son robustos y
proporcionarán estimas pobres si se infringen los supuestos; estos modelos deberían por tanto
ser evitados, a menos que estén fuertemente apoyados por los datos u otras pruebas.
Ilustramos la aplicación de la CMR para muestras múltiples en el Recuadro 10.3.

Diseño del estudio
Cumpliendo con los supuestos
Tal como sucede en el Lincoln-Petersen, debemos asumir que la población es cerrada. Infringir
esta supuesto sesgaría las estimas. Obviamente, debería tenerse en cuenta la mortalidad por
trampeo conocida, y quitarla de los cálculos estadísticos antes del análisis; algunos programas
como MARK permiten una codificación para manejar apropiadamente estas estadísticas.
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Nuevamente, la CMR de muestreo múltiple debería realizarse durante períodos de tiempo
relativamente cortos, dependiendo su duración exacta del organismo estudiado: aquí podemos
entrar en conflicto con el diseño del estudio. En lo que de otro modo sería un diseño muy bueno
Recuadro 10.4. Tamaños de muestra para un estudio de captura-marcado-recaptura de kmuestras.
Ilustramos el uso de la captura-recaptura para diseñar un estudio futuro utilizando los datos de Nichols
del recuadro 10.3. En este estudio, alcanzamos un CV de N de aproximadamente el 8%
(
), con un estudio con una probabilidad promedio de captura de aproximadamente
0.6. No obstante, dado que las probabilidades de captura parecen ser heterogéneas, tanto en el tiempo
como entre los animales, probablemente sea más seguro asumir una probabilidad de captura promedio
más baja, quizás de 0.4-0.5. Podemos consultar la Figura de más abajo (N = 100 es el gráfico más
aproximado que hemos creado) y ver que para alcanzar un CV de 0.01 (1%), precisaríamos del orden

de siete a nueve ocasiones de captura, aumentar la probabilidad de captura a 0.6 o mayor, o ambos.
Por otra parte, si estábamos satisfechos con un CV de 0.05 (5%), nuestro diseño actual, quizás con
unas pocas ocasiones más, nos proporcionaría un resultado satisfactorio. El cálculo de estimas del
tamaño de la muestra bajo la supuesto de una probabilidad de captura constante se lleva a cabo en una
hoja de cálculo que puede obtenerse del compañero electrónico del libro (ver CD incuido y pagina ii
de la pagina del internet).

(k grande) podrían presentarse problemas si resulta que el estudio es demasiado largo. Existen
tests para evaluar si la población es cerrada (p. ej., en el programa CAPTURE), pero no son tests
del todo específicos para testar si la población está cerrada. Si el estudio tiene lugar durante un
período de tiempo largo, sería aconsejable considerar métodos de la CMR abiertos (capítulo 12),
incluyendo el Diseño Robusto.
Tal como hemos visto antes, ya no tenemos que asumir una probabilidad de captura igual
entre los animales previamente marcados y los no marcados, ni la homogeneidad de la captura
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entre individuos. No obstante enfatizar que si el estudio puede llevarse a cabo de tal forma que se
puedan reducir estos efectos, los resultados mejorarán. Tal como sucede en el L-P, puede ser
posible reducir los efectos conductuales poniendo cebos previamente o utilizando métodos de
recaptura que no dependan de una captura física. De forma parecida, a pesar de que algunos
efectos temporales no pueden ser controlados, otros sí pueden serlo, o su impacto puede
reducirse. El efecto temporal más obvio que puede ser fácilmente controlado es el esfuerzo de
captura: número de trampas, cantidad de cebo, jornadas de trampeo, etc. El esfuerzo debería
mantenerse lo más constante posible durante el estudio, para reducir los efectos temporales.
Igualmente, el trampeo puede llevarse a cabo en condiciones parecidas, p. ej., siempre en noches
calmadas en vez de noches lluviosas o ventosas. Con estas precauciones puede ser posible
reducir la necesidad de modelar los efectos del tiempo, y concentrarse en los efectos que no
pueden reducirse fácilmente, tales como la heterogeneidad.

Figura 10.3. Relación entre la probabilidad de captura en cada ocasión de muestreo, la abundancia,
y el número de ocasiones de captura para un estudio de CMR de k-muestras. (a) N=25, (b) N=100,
(c) N=500. Las líneas de contorno indican contornos de igual CV (Nˆ ) para el modelo “nulo”,
asumiendo una probabilidad de captura constante en el tiempo y para todos los individuos, y sin
respuesta conductual a la captura.

Emplazamiento de la muestra
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El mismo diseño espacial básico del L-P puede utilizarse para la CMR múltiple. Los entramados
o alineaciones tienen la ventaja adicional de permitir un modelado de los desplazamientos entre
las muestras. Aunque no sea de interés directo para la estimación de la abundancia, tal
información puede ser útil para la estimación de la densidad (más abajo).

Tamaños de la muestra
Para la estimación del tamaño de la muestra, los mismos procedimientos generales que en el L-P
se aplican en la CMR de muestras múltiples. Se necesita tener algunas nociones de las
probabilidades de captura y de la abundancia, necesitándose generalmente un estudio piloto.
Adicionalmente, es muy útil tener alguna idea, ya sea a priori o a partir de los datos piloto, de
qué fuentes de variación de las probabilidades de captura y recaptura es probable encontrar. La
dimensión adicional en el diseño del muestreo es k, el número de ocasiones de muestreo. Si
podemos anticiparnos a las posibles causas de variación en las probabilidades de captura y
recaptura (y por lo tanto tener algunos estimadores candidatos), es posible obtener análogos de kmuestreos de los diagramas del tamaño de la muestra de la Figura 10.2. Proporcionamos toda
una serie de tales diagramas en la Figura 10.3, basados en el supuesto de una probabilidad de
captura constante (modelo M0). Otis et al. (1978) proporcionaron algunas “reglas de oro” para
estudios de CMR de muestreo múltiple
• Mínimo de 5 ocasiones de muestreo, mejor con k=7-10.
• Probabilidad de captura promedio >0.2 si N>200
• Probabilidad de captura promedio >0.4 si N = 50 o menor.
Esto sólo son pautas de referencia; siempre se insta a los investigadores a llevar a cabo
estudios piloto para obtener una información más fiable para sus circunstancias particulares.

Muestreo por remoción
En realidad existen dos tipos distintos de muestreo por remoción (o también llamado por
eliminación). El primero, que discutiremos aquí, asume que el esfuerzo de remoción para cada
ocasión de captura es constante, de forma que la disminución del número de animales nuevos
“no marcados” en la población se da debido a que previamente se ha capturado una proporción
de la población cada vez mayor. El segundo tipo de remoción se da cuando el esfuerzo de
eliminación varía para las distintas ocasiones, y la información de dicho esfuerzo se utiliza en la
estimación de la abundancia. Aquí discutiremos el primer tipo de remoción, y el segundo casi al
final de este capítulo, dado que, según nuestra opinión, es relativamente menos importante para
los estudios de conservación.
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Supuestos
Los principales supuestos del muestreo de eliminación son:
•
•
•

La población es cerrada (excepto por las remociones conocidas).
. Todas las remociones están correctamente anotadas (así que no se olvidan ni
pierden etiquetas, y se registran todas las eliminaciones).
El esfuerzo de remoción es constante con el tiempo.

Los métodos de remoción de esfuerzo constante pueden implicar una remoción
(eliminación) verdadera y física de los animales (p. ej., se captura y mata a los animales, o se
suprimen de la población de cualquier otra forma), o se “sacan” de la población no marcada,
marcándolos. En el primer caso, dado que estamos suprimiendo físicamente a los animales,
potencialmente estamos creando vacantes para que nuevos animales se desplacen hacia la
población. Si ello sucede en gran proporción, estaremos infringiendo el supuesto de población
cerrada, y nuestras estimas estarán sesgadas. Por lo tanto, es importante que el período de estudio
sea corto; a menudo, ello significa como mucho 5-6 ocasiones de muestreo.

Modelos de estimación
La idea básica que hay detrás de las estimaciones de remoción puede verse cuando consideramos
el número esperado de animales no marcados de la muestra en el caso simple en que existe una
tasa constante de remoción (captura), p. Antes del estudio, todos los N animales de la población
están sin marcar. Dada una tasa de captura constante de p, esperaremos capturar:
pN
de ellos en el primer muestreo, dejando (1- p) N animales marcados en la población. En el
segundo muestreo podemos esperar capturar p veces este número restante, o:
p(1-p)N
en la tercera muestra
p(1-p)2N
y así sucesivamente. Esto nos conduce a un modelo con un número de nuevos animales (no
marcados) que disminuye geométricamente, y la secuencia observada es lo que se utiliza para
estimar N. Puede que el lector avispado haya notado que en ninguna parte de esta discusión
hemos hablado sobre el modelado de las recapturas; de hecho, en el modelo de remoción simple
(Mb) sólo se usan las primeras capturas (remociones) para estimar N, y cualquiera de los dos
modelos de remoción (Mb o Mbh ) puede ajustarse únicamente con datos de remoción (primera
captura); esto es lo que hace que estos modelos sean robustos frente a animales con “adicción a
la trampa” o con “miedo” a ésta. No obstante, si disponemos de los datos de recaptura, deberían
incluirse, dado que ello permitiría el cálculo de las tasas de recaptura, y testar los modelos de
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Recuadro 10.5. Muestreo por remoción
Nuestro ejemplo proviene de un muestreo de insectos de los arroyos, en el que se tomaron muestras
por remoción de Efemerópteros, que dieron como resultado una secuencia de 181, 11, 4, 5, 3 insectos
capturados en las sucesivas muestras. Utilizamos la versión de CAPTURE de la red (Apéndice A) para
analizar dichos datos mediante los modelos de remoción. Para esta estructura de datos, eran adecuados
dos modelos de remoción de probabilidad variable, uno de Otis et al. (1978), y un modelo más reciente
de Pollock y Otto (1983). La entrada de datos en CAPTURE es bastante simple:
____________________________________________
task read population removal
5,'Ephemeroptera, stream insect. (data:u1,u2,u3,u4,u5)'
181,11,4,5,3
task population estimate removal
______________________________________________
Los datos de salida de CAPTURE proporcionaron valores estimados de parámetros e intervalos de
confianza. Por ejemplo, los datos de salida para Mbh:
_______________________________________________________
Population estimation with variable probability removal estimator.
See M(bh) or removal models of the Monograph for details.
Ephemeroptera, stream insect. (data:u1,u2,u3,u4,u5)
Occasion
j= 1 2 3 4 5
Total caught M(j)= 0 181 192 196 201 204
Newly caught u(j)= 181 11 4 5 3
_______________________________________________________________
k N-hat SE(N) Chi-sq. Prob.
Estimated p-bar(j),j=1,..., 5
_______________________________________________________________
1 204.00 0.209 70.87 0.0000 0.816 0.816 0.816 0.816 0.816
2 206.77 3.70 1.63
0.4422 0.875 0.403 0.403 0.403 0.403
3 208.43 8.37 1.07
0.3008 0.868 0.401 0.331 0.331 0.331
_________________________________________________________
Population estimate is 207 with standard error 3.6988
Approximate 95 percent confidence interval 205 to 224
Profile likelihood interval 204 to 233
Los modelos proporcionaron valores estimados muy similares; aquí proporcionamos el estimador de
Otis et al. (1978) bajo el modelo Mbh de 207 con un intervalo de verosimilitud de (204, 233). Dado
que este modelo es robusto con respecto a la heterogeneidad entre los individuos, y debido a la
“respuesta al trampeo” (p. ej., los insectos rehúyen ser atrapados), debería proporcionar estimas fiables
siempre que i) haya disponibles diversas muestras, cada una con suficiente esfuerzo para reducir la
cantidad de individuos restantes, no capturados, y ii) el esfuerzo de remoción se mantenga
relativamente constante con el tiempo.
Los datos de entrada y de salida completos de este modelo para CAPTURE para este ejemplo
se encuentran en el compañero electrónico de este libro (ver la pagina del internet).
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remoción frente a sus modelos competidores (M0, Mt, Mh, etc.). Naturalmente, si no se dispone de
recapturas, tal como sucede en la eliminación física, estos otros modelos no pueden ser
ajustados, de forma que se hace crítico cumplir con los supuestos de uno de los modelos de
remoción.

Diseño del estudio
Tal como sucede con la CMR “ordinaria”, los estudios de remoción deben diseñarse de forma
que proporcionen tamaños de muestreo adecuados, y evitando infringir los supuestos principales
de los modelos estadísticos. Más arriba aludimos al hecho de que la remoción física podía tener
como resultado una entrada de nuevos individuos en la población, de forma que los estudios de
remoción debían ser llevados a cabo durante períodos de tiempo cortos, y ser monitorizados
cuidadosamente para poner de manifiesto si el supuesto de población cerrada era infringido. Las
consideraciones sobre el tamaño de la muestra en el caso de los estudios de remoción son
similares a las de la CMR, pero obviamente concentrándose en la “1ª captura”. Además, es
absolutamente necesario que el número de animales “no marcados” disminuya de muestreo en
muestreo, tal como es de esperar con un esfuerzo de remoción constante. Si ello no sucede, los
resultados no serán fidedignos, incluyendo las estimaciones de la abundancia, que pueden ser
negativas. Para el modelo Mb, sólo se obtendrán resultados fiables en un estudio de remoción de
k-muestreos, con uj supresiones en cada muestreo, si
k

∑ (k + 1 − 2

j

)u j > 0 .

(10.5)

j =1

Si ello no puede conseguirse (generalmente debido a que la remoción es una fracción demasiado
pequeña de la población), los métodos de remoción no deberían utilizarse para estimar la
abundancia.

Estimación de la densidad mediante la CMR
Los biólogos a menudo están más interesados en la densidad de los animales (por definición, el
número por unidad de superficie) que en la abundancia absoluta de los mismos (N). De hecho, un
buen argumento sería que sin la referencia a un área geográfica definida (A) la abundancia es un
parámetro bastante carente de sentido (N = 100 animales concentrados en 10 ha significa algo
distinto al mismo número extendido por 100.000 ha). En el Capítulo 9, estimamos la densidad
directamente por medio de métodos de distancia, y luego (cuando era apropiado), extendíamos
este valor a un área de estudio de un tamaño A simplemente mediante la expresión:

Nˆ = Dˆ A
Parece que deberíamos poder aplicar la lógica inversa a la CMR: estimar N utilizando la CMR, y
aplicar este valor estimado al área de estudio de tamaño A para obtener un valor estimado de la
densidad:
163

Nˆ
Dˆ =
.
AG

(10.6)

El tamaño del “área de estudio” típicamente se toma como el área real AG cubierta por el
entramado o serie de trampas. El problema de esta lógica es que el muestreo de CMR, a
diferencia del de a distancia (transecto puntual o lineal), depende de un método en el que los
dispositivos de captura (p. ej., trampas provistas de cebo) tienen su influencia en una superficie
mayor que el área del entramado, ya sea debido al cebo o a otros atractivos, o debido a que las
áreas de acción (“home ranges”) de los animales pueden solaparse con el entramado sólo en
parte. Así, aparece la necesidad de estimar un área efectiva de entramado:

A = AG + A'
en la que A' es un área adicional de influencia.

Estimación basada en el desplazamiento
Las ideas de más arriba nos conducen a dos puntos de vista básicos para estimar la densidad
utilizando los datos de CMR. El primero se basa en el modelado de los desplazamientos de los
animales, generalmente utilizando información sobre la distancia a la que se han desplazado los
distintos individuos entre las sucesivas capturas. Obviamente, este punto de vista requiere un
número sustancial de recapturas, para poder modelar el desplazamiento. Una típica aproximación
(Williams et al. 2002) es asumir que ½ de la distancia máxima media desplazada es un buen
valor estimado del tamaño de banda adicional para añadir al entramado. Para un entramado
cuadrado con los lados de longitud L, esto nos conduce a

Aˆ = L2 + 4LWˆ + πWˆ 2

(10.7)

y

Nˆ
Dˆ =
Aˆ
donde Ŵ se estima a partir de los datos de desplazamiento (p. ej., ½ de la distancia máxima
media). Además asumir que una estadística arbitrario de desplazamiento (como ½ de la distancia
máxima media desplazada) es un valor estimado legítimo de W, este método asume que el
desplazamiento en el área de muestreo no se ve influenciado por las trampas mismas (por
ejemplo por la presencia de alimento), y por lo tanto dicho desplazamiento estimado representa
la actividad “normal” de deambulación. Probablemente esta supuesto es en la práctica infringida,
aunque los estudios de modelado más recientes de Efford (2004), pueden ser más robustos
respecto a esta supuesto.
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Estimación basada en un entramado
Una segunda aproximación se basa en la idea de que el valor estimado de la densidad “simple”
(como en la ecuación 10.6) está más sesgada cuanto mayor es la proporción del perímetro-al-área
del entramado (es decir, cuando los entramados se hacen menores). Así, el entramado se divide
en subentramados encajados (Figura 10.4) y la CMR se utiliza para estimar la abundancia y la
densidad simple de cada subentramado. Éstas son entonces modeladas para ver si existe un
“aplanamiento” de la densidad acumulada en relación a la estimación del área, para poder
extrapolar a un área de trampeo efectiva. Este método implica varios supuestos además de las
que son usuales en la CMR, particularmente que la densidad es uniforme por todo el entramado.
Quizás lo más importante es que este método requiere de muchos datos, dado que debe ajustarse
un modelo de CMR completo para cada subentramado. En la práctica, a menudo será imposible
construir un número suficiente de entramados con datos suficientes para que funcione esta
aproximación.

Figura 10.4. Distribución de las trampas para el diseño de un estudio de entramado de
trampeo encajado (“nested”) para la estimación de la densidad. Cada punto representa
dónde debería situarse una trampa.

Redes de trampeo
Un enfoque totalmente distinto a la estimación de la densidad se basa en aplicar la estimación de
la distancia a los datos de CMR. Este método requiere que las trampas u otros dispositivos estén
situados según una configuración geométrica que tienda a concentrar el esfuerzo (trampas por
unidad de superficie) cerca de un punto central, con un esfuerzo decreciente a medida que la
distancia a dicho punto aumenta (Figura 10.5). Típicamente, sólo se usan los datos de las
primeras capturas (“remoción”), que están estratificados a intervalos de distancia (i = 1, …m) y
se suman durante todo el período de captura
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k

u i = ∑ u ij
j =1

Estos datos se usan luego con estimación para distancias agrupadas (Capítulo 9, Buckland et al.,
1993, 2001; Williams et al., 2002) para estimar la densidad mediante

ufˆ ʹ′(0)
Dˆ =
2kπ
m

donde u i = ∑ u i y fˆ ʹ′(0) se estiman tal como se describe en el Capítulo 9.
i =1

Los supuestos del método de la red de trampeo son:
• Todos los animales situados en el centro de la red son capturados a lo largo del
estudio (parecido al supuesto de la detección perfecta en un punto de muestreo en el
muestreo de transecto puntual).
• No existe migración por la red, y las distancia desplazadas durante el estudio son
“pequeñas en relación con el tamaño de la red”.
• La distancia desde el centro hasta cada punto de trampeo se mide de forma exacta.
El primer supuesto probablemente no se cumple en muchos casos, lo que conduce a una
estimación a la baja de la densidad. La segunda supuesto puede ser razonable, si las redes han
sido dimensionadas apropiadamente para tener en consideración el alcance de los
desplazamientos de los animales, pero también es a menudo violada en muchos estudios. El
último supuesto se cumple si las localizaciones de las trampas se delimitan cuidadosamente, p.
ej. registrando las coordenadas espaciales con un sistema GPS.
Se necesita todavía investigar más sobre el tema de la eficacia de las redes de trampeo,
particularmente sobre su robustez en relación a los distintos supuestos, y en relación a las
distintas consideraciones a tener en cuenta para un diseño de muestreo óptimo (p. ej., véase
Lukacs 2002). Link y Barker (1994) utilizaron un enfoque algo distinto de la estimación de los
datos de red de trampeo, basado en la relación entre la geometría de la red y la competencia entre
las trampas, pero todavía basándose en las “primeras capturas”. Volviendo al punto de partida,
Efford (2004) aboga por el uso de las primeras capturas y las recapturas, junto con las distancias
inter-captura para modelar el desplazamiento, a pesar de que el enfoque de Efford no depende de
una configuración de red de trampeo para su ejecución. Se continúa trabajando en el área del
muestreo óptimo y en las aproximaciones de modelado para estimar la densidad mediante datos
de CMR, y aconsejamos a todos aquéllos que se plantean la posibilidad de estimar la densidad
mediante estos métodos, que se mantengan al día sobre dichos avances.
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Figura 10.5. Distribución de las trampas para el diseño de un estudio de red de trampeo. Cada
punto representa dónde debería situarse una trampa.

Otros métodos
Vamos a mencionar brevemente otros dos métodos incluidos dentro del marco general de
los estudios de “captura-recaptura/remoción”. El primero de ellos se conoce como método del
cambio-de-proporción (change-in-ratio, CIR), e implica una combinación de los datos de
remoción conocida de dos o más tipos de animales (p. ej., machos frente a hembras), y un medio
independiente de estimar el cambio en la proporción de estos tipos antes y después de la
remoción. A menudo se utiliza el CIR en el contexto de la remoción por cosechado y los estudios
de observación para detectar los cambios en las proporciones de cada sexo de una especie (p. ej.,
cambios en las proporciones del ciervo Cervus eldi antes y después de la época de caza). Este
método requiere que se suprima una proporción sustancial de la población por cosechado (u otro
método de remoción), y que el número de individuos suprimidos se conozca exactamente.
Generalmente esto último no es muy difícil, pero lo primero podría requerir fácilmente un 30% o
más de individuos suprimidos. Si estos supuestos no pueden cumplirse, los valores estimados
resultantes no serán fiables (p. ej., debido a que el cambio en las proporciones no puede
detectarse mediante la muestra de observación). El segundo método es el de captura por unidad
de esfuerzo (catch-per-unit effort, CPUE), y es un tipo específico de método de remoción basado
en la relación entre dos cantidades variables (pero conocidas) de esfuerzo de remoción, y el
esfuerzo por unidad de captura. Tal como sucede con el CIR, el CPUE depende para su éxito de
remociones sustanciales y exactamente cuantificadas, y quizás sea su mejor aplicación en
situaciones tales como las pesquerías. Sospechamos que la mayoría de los lectores de este libro
tendrán pocos motivos para utilizar el CIR o el CPUE, pero a los que los tengan los remitimos a
Williams et al. (2002).
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Resumen
Los métodos de captura-marcado-recaptura (CMR) son una importante herramienta para estimar
la abundancia y, potencialmente, la densidad. Los diseños simples basados en una sola muestra
de captura-marcado, y la subsiguiente detección de las marcas (“recaptura”) pueden estimar de
forma muy efectiva la abundancia, siempre y cuando se cumplan ciertos supuestos. El muestreo
múltiple de CMR con remoción proporciona más datos, y por lo tanto más precisión, y permite
un modelado robusto de las probabilidades de captura, importante para evitar los sesgos en la
estimación de la abundancia. Mediante los estudios de CMR es posible estimar la densidad, pero
debe tenerse cuidado en tratar apropiadamente el resultado de “área de trampeo efectiva”,
mediante diseños de entramado apropiados, un modelado de los desplazamientos, o redes de
trampeo con estimación de la distancia. En todos los casos, el muestreo debe tener en cuenta los
supuestos subyacentes y, además de cumplir con los objetivos de precisión, cumplir con los
supuestos críticos siempre que sea posible. En algunos casos es imposible cumplir con todas los
supuestos, y deberían usarse modelos estadísticos que sean robustos a una cierta desviación de
los supuestos. El lector debe tener en cuenta que cuando se investiga en relación a la biología de
la conservación de muchas especies silvestres, cualquier técnica de CMR requiere una inversión
de recursos bastante substancial. Debería haber quedado demostrado, a partir de algunos de los
ejemplos que hemos utilizado, y de la mayor parte de la literatura sobre el tema, que este
esfuerzo está muy relacionado con los taxones que están siendo estudiados. Lo que podría
constituir una serie de métodos muy eficaces para un taxón, podría ser completamente
inapropiado para otros. Ello subraya de nuevo la importancia de la planificación del diseño y el
tipo de investigación en conservación.
El Capítulo 10 es el último en que asumimos que la población que estamos estudiando es
cerrada a las ganancias (nacimientos, inmigración) y a las pérdidas (muerte, emigración). Ahora
consideraremos estudios dedicados a las poblaciones abiertas. En este caso, podríamos estar
interesados en estimar la abundancia (que ahora puede cambiar durante el estudio), pero también
estamos interesados en estimar los parámetros demográficos: tasas de nacimiento, muerte y
desplazamientos. En el Capítulo 11 consideramos estudios basados en el “destino conocido” de
los animales, nidos u otros sujetos, tipificados por los estudios de radiotelemetría y de éxito en la
nidificación. En el Capítulo 12, volvemos a aplicar la CMR a la estimación de poblaciones
abiertas, incluyendo la estimación de la abundancia, las tasas demográficas y los
desplazamientos.
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CAPÍTULO 11
ESTIMACIÓN DE LA SUPERVIVENCIA MEDIANTE
RADIOTELEMETRÍA, ÉXITO EN LA NIDIFICACIÓN, Y
DISTRIBUCIONES DE EDAD

En los capítulos 6 a 10 se ha hecho hincapié en la estimación de la ocupación, la abundancia o la
densidad de los animales. Para ciertas aplicaciones, es suficiente con tener esta información
descriptiva básica sobre las poblaciones. Para otras aplicaciones, también será importante saber
cómo varía la población con el espacio y el tiempo; mediante una estratificación apropiada, los
métodos de los capítulos 6 a 10 pueden proporcionarnos también esta información. Por supuesto,
las poblaciones varían con el espacio y con el tiempo por diversas razones, que hacen que nos
interesemos en construir modelos capaces de describir y predecir dicha variación. Así, ahora
centraremos nuestro interés en los modelos en los cuales asumimos que la población es abierta
en cuanto a nacimientos, muertes, emigración e inmigración. Consideraremos las variaciones
espaciales de las poblaciones en lo que concierne a los desplazamientos de los animales en el
capítulo 12, y lo relacionado con el uso y selección del hábitat en el capítulo 13. En el capítulo
presente, así como en el 12, nos concentraremos en la variación de las poblaciones a lo largo del
tiempo, con un énfasis especial en cuantificar parámetros demográficos importantes. Aquí nos
concentraremos en métodos que en su mayor parte se basan en el supuesto de que los datos
utilizados para cuantificar la supervivencia/mortalidad y la reproducción no están sesgados como
consecuencia de la detección. En el capítulo 12, trataremos explícitamente del caso más general
en el que la detección es imperfecta y posiblemente heterogénea, lo que implica unos
requerimientos de los datos y una construcción de modelos más complicados.
EL PROBLEMA BÁSICO DE LA ESTIMACIÓN
Recordemos la ecuación de equilibrio básico para el crecimiento de la población
(ecuación 3.1):

N (t + 1) = N (t ) + B(t ) + I (t ) − D(t ) − E (t )
Por el momento, ignoremos la inmigración (I) y la emigración (E); efectivamente, estamos
asumiendo que tenemos un área de estudio lo bastante grande que los desplazamientos hacia
fuera y hacia dentro de la población son relativamente pequeños, o que I y E se equilibran.
Concentrémonos ahora en el cambio de población per cápita, N (t + 1) / N (t ) . Entonces tenemos
la relación:
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N (t + 1)
B(t ) D(t )
=1+
−
= 1 + b(t ) − d (t ) = b(t ) + S (t )
N (t )
N (t ) N (t )

(11.1)

cuando b(t) y d(t) son discretas, las tasas per cápita de la reproducción y la mortalidad en el
intervalo t, t+1 (por ejemplo, entre el 1 de enero del año 1 y el 1 de enero del año 2); S(t) es (por
complementariedad) la tasa de supervivencia discreta per cápita en el mismo intervalo de
tiempo. En este punto, haremos una pausa para hacer diversas observaciones sobre estas
cantidades, que serán pertinentes cuando consideremos las formas de estimar dichas cantidades a
partir de los datos.
En primer lugar, y quizás el hecho más obvio de estas cantidades, es que conociendo el
tamaño inicial de cierta población N(t), y los recuentos del número de animales añadidos a la
población que sobreviven hasta t+1 [B(t)] (de los N(t). originales) que se pierden por mortalidad
D(t), podemos obtener b(t) y S(t) a partir de sus definiciones:
b(t ) = B(t ) / N (t )
S (t ) = 1 − D(t ) / N (t ).

Así, si podemos obtener valores estimados de B, D y N a partir de los datos de la muestra, en
principio podemos utilizar dichos valores estimados para estimar tasas vitales en las que estamos
interesados:

bˆ(t ) = Bˆ (t ) / Nˆ (t )
Sˆ (t ) = 1 − Dˆ (t ) / Nˆ (t ).
No recomendamos este enfoque, dado que creemos que en la práctica los datos del estudio pocas
veces son apropiados para proporcionar unos resultados fiables utilizando este método. El
problema principal de este enfoque es que depende de (1) valores estimados fiables y no
sesgados de la abundancia N al principio del intervalo de estudio, y (2) un buen ajuste entre las
poblaciones muestreadas para estimar N, B y D. Esto puede cumplirse en algunas situaciones,
pero creemos que raras veces sucede. Para empezar, tal como ya hemos visto, los valores
estimados de la abundancia absoluta son difíciles de obtener, y en muchos casos, no pueden
obtenerse en absoluto (o son muy poco fiables). En segundo lugar, incluso si N puede estimarse
de forma fiable, a menudo es estimada mediante métodos de estudio que operan a escalas de
resolución muy distintas de las utilizadas para estimar la reproducción y la mortalidad, haciendo
difícil, si no imposible, llegar a unos cocientes fiables. Por ejemplo, puede llevarse a cabo un
estudio de la abundancia del venado de cola blanca en una superficie de cientos de kilómetros
cuadrados, posiblemente utilizando métodos de distancia (capítulo 9), mientras que la
reproducción puede medirse a partir de muestras de venados individuales en áreas de estudio
seleccionadas. E incluso más grave, los valores estimados de B y D son en sí mismas y en
realidad sólo una forma de la estimación de la abundancia, es decir, requieren de la estimación de
números de animales (esta vez, cayendo en categorías específicas, es decir, nuevos animales
añadidos y animales iniciales perdidos). Los sesgos debidos a la detectabilidad y otros factores
que plagan la estimación de la abundancia se conservarán también en estos valores estimados, y
deberán ser tratados.
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Una alternativa a trabajar con las estadísticas en bruto de la reproducción y la mortalidad,
y luego ajustarlas (si es posible) a una base per cápita, es manejar directamente datos que nos
lleven a estimas de las tasas per cápita en las que realmente estamos interesados. Para ve cómo
podría funcionar esto, considérese el caso de la estimación de la supervivencia per cápita, S(t) .
Supongamos que tenemos una población de tamaño desconocido, N(t), para la cual nos gustaría
obtener un valor estimado de S(t). Por definición,

S (t ) = 1 − D(t ) / N (t ). = X (t ) / N (t )
donde X(t) es el número de animales supervivientes de t a t+1. En primer lugar, y dada una tasa
de supervivencia específica S(t) y un tamaño inicial de la población N(t), el número X(t) que
sobrevive durante el intervalo es una variable binomial al azar (capítulo 5). En segundo lugar,
dada cualquier muestra al azar n(t) de la población, el número x(t) que sobrevive al intervalo
también sigue el modelo binomial, pero con un tamaño de la muestra n(t) en vez de N(t). Ello nos
conduce a un estimador de S(t) muy simple (e intuitivo):

Sˆ (t ) = x(t ) / n(t )

(11.2)

A pesar de que no recomendamos necesariamente el modelo binomial para todas las situaciones
en las que se desean los valores estimados de las tasas de supervivencia (o de forma equivalente,
de mortalidad), se trata de la base de importantes modelos de los que hablaremos en la siguiente
sección. Además, el modelo binomial se extiende con facilidad a situaciones más generales, de
las que se trata en el capítulo 11, que incluyen la detección incompleta de los destinos de los
animales.
Se aplica una noción similar a la estimación de las tasas de reproducción. Por
definición,

b(t ) = B(t ) / N (t ).
Dada una tasa de reproducción especificada b(t) y un tamaño inicial de la población N(t), el
número Z(t) de animales añadidos a la población durante el intervalo es una variable al azar (por
ahora dejaremos su distribución sin especificar, como no sea para hacer notar que no es
binomial, dado que Z(t) puede exceder a N(t)). Nuevamente, para cualquier muestra al azar n(t)
de la población, el número z(t) que se añaden por reproducción durante el intervalo que sigue el
modelo subyacente a la muestra, se basa nuevamente en el tamaño de la muestra n(t) en vez de
en N(t). Ello conduce a un estimador de b(t) muy simple e intuitivo:

bˆ(t ) = z (t ) / n(t )

(11.3)

En la práctica, b(t) a menudo requiere de la estimación de componentes individuales de la
reproducción (tales como el esfuerzo de nidificación, el éxito de nidificación, y el tamaño de la
puesta), pero la expresión de más arriba capta la idea básica. Esta expresión es también la forma
utilizada (con los ajustes y advertencias apropiados) cuando se estima la reproducción
directamente, tal como sucede con el análisis de las tasas de edades en la población.
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Estudios de radiotelemetría de “destinos conocidos”
En este caso tratamos de una situación en la que una muestra de n animales puede seguirse
durante todo el intervalo de tiempo y pueden determinarse sus destinos. La forma más fácil de
conseguirlo es mediante radiotelemetría. Este tipo de estructura de los datos nos lleva
potencialmente a unas deducciones muy ricas sobre los animales. Entre ellas están (1) los
destinos (vivos o muertos, y si muertos, posiblemente la causa de la mortalidad), (2) los patrones
de desplazamiento y el uso del área de acción, (3) la selección del hábitat, y (4) otras conductas,
incluyendo en algunos casos deducciones sobre el éxito reproductivo. En este capítulo
discutimos el uso de los datos de radiotelemetría para el número (1), y brevemente para el (4);
discutiremos el (2) y el (3) en el capítulo 13.

Estimación de la supervivencia a partir de los destinos conocidos
Modelo binomial
Supongamos que tenemos una muestra de n animales u otros sujetos (p. ej., nidos). Asumiendo
que esta muestra representa a una población de N sujetos (generalmente ello se consigue
muestreando n a partir de N), el método de los destinos conocidos asume que en algún punto (p.
ej., al final del período de estudio) podemos clasificar a todos los sujetos en x que “tienen éxito”
(p. ej., sobreviven durante el intervalo definido de tiempo) y n – x que fracasan (p. ej., mueren
durante el intervalo). Tal como veremos, esta capacidad de clasificar sin ambigüedades a los
sujetos en uno de los dos grupos, es crítica; si se infringe seriamente este supuesto, aparecen
sesgos en el valor estimado y la interpretación es defectuosa. Si tenemos este tipo de datos,
puede tener lugar la estimación mediante el modelo binomial muy simple que hemos descrito
antes:

Sˆ = x / n

(11.4)

con una varianza estimada

vâr( Sˆ ) = Sˆ (1 − Sˆ ) / n.

(11.5)

Nótese aquí que estamos suprimiendo temporalmente el índice t, dado que estamos asumiendo
implícitamente que estamos operando durante un cierto intervalo de muestreo t, t+Δ. Este
estimador y su varianza, pueden utilizarse para formar un intervalo de confianza en S, así como
para llevar a cabo simples test de comparación de supervivencia (p. ej., entre áreas de estudio o
grupos de individuos; véase Recuadro 11.1).
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Recuadro 11. 1. Estimación binomial de la supervivencia y comparación de las supervivencias
entre grupos.
Este ejemplo proviene de un estudio de radiotelemetría de los ciervos mulos (Odocoileus hemionus) en
Colorado en dos áreas, una con unas instalaciones para la obtención de aceite de esquisto bituminoso,
y el área de comparación, que carecía de dichas instalaciones (White y Garrott 1990). En ambas áreas
se les pusieron a los ciervos collares con emisores de radio, y se les siguió durante todo el invierno.
Más abajo tenemos el resumen de los destinos de los cervatos dotados del collar, ignorando a 4
cervatos del área bituminosa cuyos collares fallaron (y cuyos destinos por lo tanto eran desconocidos).

Zona bituminosa,
Sin instalaciones
Reunidos

Soltados
57
59
116

Vivos
19
21
40

Muertos
38
38
76

Dichos datos se utilizaron en las ecuaciones (11.4) y (11.5) para estimar la tasa de supervivencia y un
intervalo del confianza del 95% para cada grupo y para los dos grupos reunidos. Por ejemplo, la
supervivencia estimada para el área bituminosa era de

con error estándar (SE) calculada como

Estos valores fueron luego utilizados para calcular un intervalo de confianza de aproximadamente el
95% como

El mismo procedimiento da como resultado un intervalo de confianza de (0.234, 0.478) para el área de
comparación, apareciendo una pequeña diferencia entre las áreas. Se hace un test de χ2 de bondad
utilizando las frecuencias, proveyendo un valor de (χ2=0.07, 1 df, P = 0.80) bajo el supuesto de
supervivencia igual entre los grupos. Este ejemplo sugiere que la supervivencia no es diferente entre
las dos áreas, y que efectivamente se puede reunir los datos pare obtener un valor estimado agrupado
de supervivencia.
Los datos y cálculos de estos ejemplos se hallan en una hoja de cálculo en el compañero electrónico
del libro (ver la pagina del internet).

Los dos supuestos principales de este método son (1) que se conocen los destinos de
todos los n animales, y que (2) que los destinos son independientes unos de otros. La infracción
seria de cualquiera de las dos significa que el modelo binomial y el estimador son inapropiados.
Generalmente, sin embargo, no nos preocupamos demasiado por el segundo supuesto: incluso si
los destinos no son independientes (como cuando varios animales viajan juntos, haciendo más
probable que estén sujetos a unos mismos riesgos de mortalidad), el impacto principal se da
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sobre los valores estimados de la precisión, no sobre los sesgos. El primer supuesto es bastante
más seria, y a menudo es probable que sea infringida. En los estudios de radiotelemetría, la
infracción ocurre porque algunos sujetos han sido “censurados” o desaparecen antes del final del
estudio, debido a un fallo de la radio, la emigración fuera del área de estudio, u otras razones; así
que no pueden conocerse sus destinos al final del estudio. Esencialmente, ello crea una tercera
categoría, de forma que los n sujetos caen dentro de los x “éxitos”, y “fracasos” y n-x-y
“censurados”. Desgraciadamente, este tipo de datos no se presta a un modelo binomial, dado que
existen 3 (y no 2) resultados mutualmente excluyentes. Y más importante aún, no queda claro
inmediatamente cómo modelar estos datos, dado que los n-x-y sujetos pueden haber sobrevivido
o muerto, de forma que no pueden ser asignados a un parámetro. Por lo tanto, si en un estudio de
radiotelemetría es significativo censurar, no debería utilizarse el modelo binomial. Además, el
modelo binomial es realmente más apropiado cuando todos los sujetos de la muestra están
expuestos a la mortalidad durante un intervalo de estudio común. Ello limita el uso de los
modelos binomiales simples a algunos estudios de nidificación, o cuando bajo algunas
circunstancias puede capturarse los animales al mismo tiempo.
Modelo de Kaplan-Meier
El modelo de Kaplan-Meier es en realidad una generalización del binomial, lo que permite la
flexibilidad para modelar la supervivencia a partir de los “destinos conocidos” cuando se da una
censura (la denominada censura derecha). Tiene el beneficio adicional de permitir entradas
escalonadas (también denominadas censura izquierda) en la muestra, tal como sucede cuando
los animales son capturados a lo largo de un período de tiempo (en vez de todos a la vez), o
cuando las muestras reducidas por la mortalidad y la censura son rellenadas mediante nuevas
sueltas. Este método se basa en la idea de una muestra “en peligro” r, y la tabulación de pérdidas
por la mortalidad (d) y la censura (c) durante sub-intervalos de tiempo. La idea es estimar la
probabilidad de supervivencia acumulativa en puntos específicos en el tiempo t durante el
período de estudio, utilizando los datos de más arriba, y se ilustra siguiendo una muestra inicial
marcada durante el intervalo de tiempo. Supongamos que empezamos en t=0 con una muestra
inicial de r0=100 animales soltados. Durante el primer período tras la suelta mueren d0=3
animales, y c0=1 son censurados. El valor estimado de la supervivencia es un valor estimado
binomial del número conocido de r0 que sobreviven en el intervalo de tiempo 1:
r − d 0 100 − 3
Sˆ (1) = 0
=
= 0.97
r0
100

El c0 = 1 animal censurado se suprime de la muestra en peligro – dado que ya no es observable
(es decir, no podemos determinar su destino), así como los tres animales muertos, dejando una
nueva muestra en peligro de

r1 = r0 − d0 − c0 =100-3-1=96
Luego, durante el siguiente período mueren d0 = 5 animales, 2 son censurados, pero se añaden
16. En esta muestra, la supervivencia se basa de la cifra en peligro que llega hasta el período (96)
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⎛ r − d 0 ⎞⎛ r1 − d1 ⎞ ⎛ 100 − 3 ⎞⎛ 96 − 5 ⎞
⎟⎟⎜⎜
⎟⎟ = ⎜
Sˆ (2) = ⎜⎜ 0
⎟⎜
⎟ = 0.97 × 0.947 = 0.919
r
r
⎝ 0 ⎠⎝ 1 ⎠ ⎝ 100 ⎠⎝ 96 ⎠
con el nuevo número en peligro para el siguiente período, teniendo en consideración las pérdidas
(muerte y censura) y las ganancias (nuevas sueltas)

r2 = r1 − d1 − c1 + n1 =96-5-2+16=105
Una expresión general que se extiende a cualquier período de tiempo t durante el intervalo de
estudio, y que tiene en cuenta tiempos desiguales entre los datos de muestreo (p. ej., 1 día para
algunos acontecimientos, varios para otros), es

Sˆ (t ) =

∏(
j|at <t

rj − d j
rj

)=

dj

∏ (1 − r
j|at <t

)

(11.6)

j

donde aj son los tiempos de las muertes (los únicos puntos de la muestra que nos proporcionan
información). La varianza de los valores estimados es

[

1 − Sˆ (t )
vâr[Sˆ (t )] = Sˆ (t ) 2
r (t )

]

(11.7)

(Cox y Oakes 1984, Williams et al. 2002). Ilustramos en este capítulo los cálculos de la
estimación de la supervivencia de Kaplan-Meier en Recuadro 11.2.
Vale la pena destacar que el modelo de Kaplan-Meier es en realidad sólo una
generalización del modelo binomial, y se convierte en dicho modelo bajo algunas condiciones
ideales, es decir, que todos los animales son soltados en la misma fecha, y que todos son
seguidos hasta que mueren o que el estudio termina en el tiempo t=T, es decir, no existe censura.
En tal caso, la supervivencia hasta T se estima mediante

⎛ r − d 0 ⎞⎛ r1 − d1 ⎞⎛ r2 − d 2 ⎞
⎛ r − d ⎞⎛ r − dT
⎟⎟⎜⎜
⎟⎟⎜⎜
⎟⎟.........⎜⎜ T −1 T −1 ⎟⎟⎜⎜ T
Sˆ (T ) = ⎜⎜ 0
⎝ rT −1 ⎠⎝ rT
⎝ r0 ⎠⎝ r1 ⎠⎝ r2 ⎠

⎞
⎟⎟
⎠

Dado que no existe censura, el número de animales en peligro es siempre el número previo en
peligro, menos cualquiera que muriese en el intervalo anterior. Por lo tanto
⎛ r − d 0
Sˆ (T ) = ⎜⎜ 0
⎝ r0

⎞⎛ r0 − (d 0 + d 1 ) ⎞⎛ r0 − (d 0 + d 1 + d 2 ) ⎞
⎛ r − (d 0 + d 1 + d 2 + d T −1 ) ⎞⎛ r0 − (d 0 + d 1 + d 2 + d T ) ⎞
⎟⎟⎜⎜
⎟⎟⎜⎜
⎟⎟........⎜⎜ 0
⎟⎟⎜⎜
⎟⎟.
r
−
d
r
−
(
d
+
d
)
0
0
0
0
1
⎠⎝
⎠⎝
⎠
⎝ r0 − (d 0 + d 1 + d T − 2 ) ⎠⎝ r0 − (d 0 + d 1 + d T −1 ) ⎠

Aquí vemos que el numerador de cada término es cancelado por el denominador en el término
sucesivo, lo que tiene como resultado que es simplemente el estimador de x éxitos en r0 intentos.
⎛ r − (d 0 + d1 + d 2 + d T ) ⎞ x
⎟⎟ =
Sˆ (T ) = ⎜⎜ 0
r0
⎝
⎠ r0
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Así, si tenemos datos que se ajustan a estas supuestos (lo que ciertamente es raro) no existe razón
alguna para utilizar el modelo de Kaplan-Meier, en favor del modelo binomial, a menos que
exista un interés específico en investigar los patrones de supervivencia durante los sub-intervalos
del período de estudio (al contrario que la simple supervivencia al final del estudio).
El modelo de Kaplan-Meier relaja el supuesto del análisis de “destinos conocidos”, de
que los destinos de todos los n animales son conocidos (=r0 si todos los animales son soltados al
mismo tiempo) y permite que los animales que han sido censurados sean incluidos en el cálculo
de las tasas de supervivencia hasta que ocurre la censura. Intuitivamente, esto tiene sentido, y
desperdicia menos datos que desechar todas las observaciones de un animal sólo porque éste
desaparezca (p. ej., en el antepenúltimo día del estudio). Este enfoque también debería usarse
(vía las entradas estratificadas) cuando los animales desaparecen y reaparecen en el estudio (p.
ej., dejan temporalmente el área rastreable, y luego vuelven), de forma que sólo los animales que
son monitorizados realmente por el investigador se incluyen en la muestra “en peligro”. No
obstante, este método asume que la censura es independiente de la supervivencia, de forma que
efectivamente los individuos “censurados” sobreviven según la misma tasa que los animales no
censurados. Dado que a menudo esto puede no ser cierto (por ejemplo por un fallo de los
transmisores de radio que en realidad fallan debido a que el depredador que está devorando al
animal de estudio muerde el dispositivo), es mejor si la censura se mantiene en un mínimo. Así,
cualquier estudio en el que la mayoría de los animales acaban siendo censurados en la primera
parte del período, puede no estar proporcionando una imagen muy realista de la mortalidad real
durante todo el período de tiempo.
El método de Kaplan-Meier y otros relacionados permiten también la investigación de los
patrones temporales de supervivencia durante el estudio, y hacer test de los efectos de grupo y
covariables. Aunque los valores estimados básicas de Kaplan-Meier pueden hacerse a mano o
utilizando hojas de cálculo, estos análisis más sofisticados se calculan mejor utilizando
programas especializados tales como MARK (White y Burnham 1999, Apéndice A). En el
Recuadro 11.3 proporcionamos una breve introducción del análisis de destinos conocidos
mediante MARK.

Diseño del estudio
Generalmente, en los estudios de radiotelemetría, el investigador captura y fija transmisores a
una muestra de n animales, y luego sigue a esta muestra durante un tiempo controlando el área de
estudio, utilizando receptores móviles o torres para localizar periódicamente y deducir el estatus
(vivo o muerto) de los animales individuales. Se aconseja a todos aquellos que desean utilizar la
radiotelemetría que consulten los textos que tratan específicamente de la información
tecnológica, logística y estadística de este enfoque (p. ej., White y Garrott 1990, Kenward 2001).
Aquí tratamos de algunos puntos básicos del diseño del estudio, cuando está relacionado
específicamente con el análisis de supervivencia. Es importante darse cuenta de que ningún
diseño de estudio ni método descrito en este libro puede compensar una aplicación pobre de las
técnicas de radiotelemetría, cuando influencian a la supervivencia del animal estudiado.
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Recuadro 11. 2. Estimación de supervivencia Kaplan-Meier basada en tiempos de fracaso.
Nuestro ejemplo se basa en codorniz cotuí seguidos por radiotelemetría en Carolina del Norte,
EEUUA, de noviembre de 1985 a marzo de 1986 (Pollock et al. 1989, Williams et al. 2002). Este
ejemplo ilustra tanto la censura derecha como la “entrada escalonada”, en la que los animales son
soltados durante el transcurso del estudio, y por lo tanto están en riesgo durante diversos períodos de
tiempo. Los datos se resumen abajo, por semanas:

Semana(t)
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17

Nº en
peligro
20
21
22
19
14
11
11
11
9
8
7
10
16
22
23
24
20

Nº de
muertes
0
0
2
5
3
0
0
2
1
0
0
0
4
4
4
4
2

Nº de
censurados
0
0
1
0
0
0
0
0
0
1
0
0
0
0
1
0
0

Nuevos
añadidos
1
1
0
0
0
0
0
0
0
0
3
6
10
5
6
0
0

Estos datos se utilizaron para calcular los valores estimados de S(t) y los intervalos de confianza del
95% de S(t). Ver al website para el gráfico por tiempo, que sugiere una tasa relativamente constante
del descenso de las tasas de supervivencia, lo que es equivalente a asumir un riesgo de mortalidad
instantáneo constante. El gráfico logarítmico lo confirma, mostrándonos que el log S(t) es casi una
línea recta.
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Recuadro 11.2 Continuado
Este podría ser un buen argumento para hacer un análisis con un modelo paramétrico (modelo
exponencial de supervivencia) o simplemente para asumir una tasa de supervivencia diaria constante
(como en MARK).

En un segundo ejemplo, se basa también en codorniz cotuí, se comparó la supervivenia sobre
dos períodos diferentes de 9 semanas- el otoño de 1985 y el mismo período un año después en el
otoño de 1986. Se usó un segundo spreadsheet para calcular las tasas de supervivencia para cada
período de 9 semanas, y además para los datos agrupados. La gráfica de los 2 años al principio
sugiere diferencias entre los años, pero tener en cuenta el error estándar para los valores estimados se
ve que no hay diferencias reales; se puede confirmarlo usando el programa MARK (Recuadro 11.3).
Los datos y cálculos de estos ejemplos se hallan en una hoja de cálculo en el compañero
electrónico del libro (ver la página del internet).

Recuerde que todos los métodos aquí bosquejados describen la supervivencia de una población
marcada por radio. Si resulta que ello es sustancialmente distinto de la supervivencia de la
población sobre la que usted desea hacer deducciones, entonces los resultados son problemáticos.
Generalmente, asumiendo una fecha inicial fijada, se considera que el estudio debe ser
completado tras cierto intervalo de tiempo especificado; a menudo éste se determina mediante el
tiempo de vida esperado de la batería de los transmisores (p. ej., 90 días), o cuando ha pasado
algún riesgo de mortalidad que sea de nuestro interés (p. ej. período invernal o de caza). Una
decisión básica que debe tomar el investigador es el número de sujetos a seguir en un estudio de
supervivencia. Ello será determinado en gran parte por la logística (disponibilidad y dificultades
de capturar los animales), costes del equipo de radio, y costes y dificultades de seguir a n
animales durante T días. En algunos casos simplemente no será posible capturar y seguir por
radio a un número suficiente de animales para proporcionar unos valores estimados significativos
de la supervivencia, y es mucho mejor hacer esta determinación antes, mejor que después, de
embarcarse en un proyecto caro (y finalmente infructuoso). Una idea básica sobre los tamaños de
las muestras necesarias puede obtenerse mediante un modelo binomial simple, y una idea de lo
que esperar en cuanto a la mortalidad durante el intervalo de estudio. Los estudios que
comprenden a demasiado pocos sujetos es poco probable que detecten mortalidades, a menos que
la tasa de mortalidad sea muy alta. Además, la precisión de la estimación dependerá tanto de n, el
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Figura 11.1 Ejemplo de una investigación de radiotelemetría donde se monitorizan un total de 13
animales. Los círculos representan el punto en que se censura un animal, los diamantes son
conocidos mortalidad y sombreado gris son periodos de tiempo cuando el animal estaba vivo, pero
no siendo monitoreados. Como con la mayoría de las investigaciones, no todos los animales pueden
ser marcados en el comienzo del estudio y aquí esos animales van de gris a líneas negras cuando son
capturados y radiomarcadas. Esto se conoce como la entrada escalonada y podemos ver cómo dejar
de tener en cuenta este sesgo las estimaciones. También vemos que no todos los 13 animales
murieron o sobrevivieron hasta el final del estudio; en este ejemplo, seis animales fueron
censurados antes el final del estudio (tres animales fueron estaban monitoreados hasta el final del
estudio, pero se consideran "censurados" en ese punto). Mostramos en gris el verdadero destino de
esos animales, a pesar de que en un estudio real, el investigador no sabría lo que realmente ocurrió.
Finalmente, esto pone de manifiesto la importancia de la contabilidad de tiempo de exposición en
cualquier método que se utiliza para estimar la supervivencia. Por ejemplo, los mismos principios
se aplicarían a los estudios sobre el éxito de anidación.

tamaño de la muestra, y S la verdadera tasa de supervivencia; en el Recuadro 11.4 exploramos la
combinación de estos factores que tienen como resultado estimaciones con la precisión deseada.
Aquí el punto principal es que en algunos casos será aparente que realmente no hay razón alguna
para llevar a cabo un estudio de supervivencia. Si se marcan demasiado pocos animales, es poco
probable que se recoja ningún resultado de valor para la estimación de la supervivencia. Aún es
útil seguir a estos animales por razones etológicas (a pesar de que se podría cuestionar la
aplicación de estas conclusiones a la población como un total), pero para estimar la
supervivencia deberán utilizarse otros métodos.
Tal como hemos sugerido más arriba, es importante intentar evitar la censura, incluso si
los análisis estadísticos pueden manejar a los individuos censurados. Ello tiene sus implicaciones
para el diseño del estudio, con respecto al tamaño del área de estudio, el intervalo de estudio, y la
frecuencia con la cual los animales son relocalizados para determinar su situación. De forma
ideal, nos gustaría ser capaces de relocalizar a los animales frecuentemente (p. ej., cada día), para
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Recuadro 11. 3 Análisis de los destinos conocidos utilizando MARK.
Introduciremos a los lectores que no están familiarizados con MARK, o los que necesitan más allá de
los ejemplos de familiarización de la población cerrada en el capítulo 10, a un análisis muy simple de
los mismos datos analizados en el recuadro 11.2. Estos datos se introducen en MARK utilizando un
formato de resumen que contiene sólo two columnas: el número que está en peligro en cada período, y
los números de las mortalidades de cada período (columnas B y C de la hoja de cálculo del recuadro
11.2). El usuario especifica “destinos conocidos” y el número de ocasiones (17) y luego introduce los
datos.
Un modelo de selección permite al usuario elegir entre 2 opciones: modelar S(t) especificando
el intervalo de supervivencia que varía con el tiempo, y modelar S(.) especificando que la tasa semanal
de supervivencia es constante (obsérvese que en MARK se hace referencia a la supervivencia entre la
semana t y al semana t+1, no a la supervivencia acumulativa desde el origen del estudio hasta el
momento t, como en Kaplan-Meier). Se seleccionan ambos modelos y se utilizan. El modelo S(.)
proporciona un valor de AIC de 194.01, y el modelo S(t) un valor de 197.75, sugiriendo con gran
énfasis que S(.) es el modelo superior; esta es la conclusión a la que llegamos gráficamente en el
recuadro 11.2. El examen de los valores estimados del modelo S(t) en MARK revela que éstas son
exactamente los valores estimados binomiales de la supervivencia para cada intervalo [p. ej., 1d(t)/r(t)], que a su vez se utilizan para formar los productos para los valores estimados de KaplanMeier de la supervivencia acumulativa. En otras palabras ¡la S(t) de MARK y la de Kaplan-Meier son
el mismo modelo!
Un segundo ejemplo nos revela una parte del poder de modelado de MARK, cuando hay dos
grupos. Este ejemplo también proviene del codorniz cotuí en Carolina del Norte de Pollock et al. 1989,
pero ahora para dos otoños, en 1985 y 1986, con 9 semanas para cada estación. Los datos se
introducen en MARK de la misma forma que en el ejemplo anterior, pero con los two grupos (años)
separados. Luego se puede utilizar MARK para construir cuatro (en realidad más, pero con cuatro nos
ceñimos a los cuatros modelos básicos): S(.), S(t), (Sg) y S(g*t), que especifican la supervivencia
semanal como una constante en los grupos y durante el tiempo, variando con el tiempo, variando con el
grupo, y variando tanto con el tiempo como con el grupo independientemente. Si ordenamos con
respecto al AIC, queda claro que el modelo S(g) cuenta con el mayor apoyo, con una supervivencia
semanal de 0.991 (EE=0.008) para 1985 y 0.944 (EE=0.022) para 1986.
Resumen del output de MARK para el ejemplo de codorniz cotuí estratificado por los grupo del otoño
de 1985 y otoño de 1986.
Modelo

AICc

S(g) PIM
S(.) PIM
S(t) PIM
S(g*t) PIM

62.03
64.816
71.749
81.032

Delta
AICc
0.00
2.79
9.72
19.00

Peso del
modelo
0.79607
0.19770
0.00617
0.00006

Verosimilitud
1.0000
0.2483
0.0078
0.0001

Número de
parámetros
2
1
9
18

Desvianza
16.156
20.977
11.117
0.000

Estos datos también pueden analizarse por medio de Kaplan-Meir, pero los efectos del modelado del
grupo se hacen más difícil. Por eso recomendamos fuertemente el programa MARK para analizar los
efectos de grupos y otros factores en relación de la supervivencia.
Presentamos los datos y cálculos tanto para el análisis MARK y el análisis comparable de
Kaplan-Meier en el compañero electrónico del libro (ver la pagina del internet).
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Recuadro 11. 4 Tamaños de las muestras en la estimación de supervivencia binomial.
Podemos hacernos una idea de los tamaños de muestra necesarios para un estudio de supervivencia
utilizando el modelo binomial. Este puede funcionar bien como primera aproximación, incluso si
acabamos utilizando un modelo más complicado (tal como el Kaplan-Meier) para llevar a cabo el valor
estimado real. Este enfoque se basa en utilizar la distribución binomial para evaluar el valor estimado
de supervivencia y el intervalo de confianza que deberíamos esperar de una muestra de n animales
marcados de una población con una supervivencia real S. Por ejemplo, una muestra de n = 100 de una
población con una verdadera S = 0.5, en promedio produciría x = 50 animales supervivientes, con un
intervalo de confianza del 95% de 42-58 (LICi, LICs); estos números se traducen en intervalo de
confianza de 0.42-0.58 en la supervivencia estimada. La tabla de debajo nos proporciona el ejemplo de
algunos resultados para n y S seleccionados; en la hoja de cálculo en el compañero electrónico del
libro (ver CD incuido y pagina ii de la pagina del internet) pueden obtenerse otros valores.

Supervivencia
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.9
0.9
0.9
0.9
0.9
0.9
0.9
0.9
0.9
0.9
0.9

n
5
10
20
30
40
50
60
70
80
90
100
5
10
20
30
40
50
60
70
80
90
100

LICi
0.2
0.2
0.3
0.366667
0.375
0.38
0.4
0.4
0.4125
0.411111
0.42
0.6
0.7
0.8
0.8
0.825
0.82
0.833333
0.842857
0.8375
0.844444
0.85

LICs
0.8
0.8
0.7
0.633333
0.625
0.62
0.6
0.6
0.5875
0.588889
0.58
1
1
1
0.966667
0.975
0.96
0.966667
0.957143
0.95
0.944444
0.95

A menudo se diseñan los estudios para que sean capaces de detectar alguna diferencia anticipada de la
supervivencia. Puede utilizarse el mismo enfoque básico, pero ahora necesitamos especificar las tasas
de supervivencia de ambos grupos, a menudo en términos de una supervivencia (línea de base) de
control y una diferencia anticipada (mayor o menor) con una diferencia de tratamiento.
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Recuadro 11.4 Continuado
Por ejemplo, si la supervivencia de base es de 0.5 y la diferencia anticipada es 0.10 (así S = 0.5 vs.
0.6), entonces en un estudio con n = 100 animales por grupo deberíamos obtener intervalos de
confianza del 95% de la supervivencia de (0.42-0.58) y (0.52-0.68). Dado que existe un solapamiento
considerable, no deberíamos esperar ser capaces de detectar este grado de diferencia con nuestro
diseño de estudio. Por supuesto, si la diferencia anticipada fuera de 0.2 (por lo tanto S = 0.5 vs. 0.7),
obtendríamos unos intervalos de confianza del 95% de la supervivencia de (0.42-058) y (0.62-0.77)
con el mismo diseño de estudio; dado que estos intervalos no se solapan, deberíamos esperar ser
capaces de detectar este nivel de diferencia. Proporcionamos una hoja de cálculo, que se halla en el
compañero electrónico del libro para calcular los resultados anticipados para otras combinaciones de
diferencia de supervivencia y tamaño de la muestra.

poder determinar claramente sus destinos (y evitar la censura). En algunos estudios, tal como en
los de animales no migratorios o animales con una movilidad relativamente baja, ello puede ser
factible logísticamente en un área relativamente pequeña y explorable. En otros estudios, los
animales pueden tener una gran movilidad, y puede ser imposible investigar diariamente el área
completa en la que podrían hallarse los animales; ello significa que los animales individuales
serán visitados menos frecuentemente, y podrá haber mayor error en la determinación de los
destinos y las muertes exactas, así como las causas de la mortalidad. Por otra parte, si hacemos el
área demasiado pequeña, se podrá investigar rápidamente, y los animales que la ocupen serán
localizados con frecuencia. No obstante, posiblemente la mayoría de los animales saldrán del
área en algún momento, lo que tendrá como resultado una censura mucho mayor. De forma
parecida, unos intervalos de estudio muy largos pueden tener como resultado que se censure a
muchos animales debido a fallos en la radio, pero si el intervalo es demasiado corto habrá fallos
en la detección de importantes patrones de mortalidad (o ninguna mortalidad en absoluto). Por lo
tanto, no existe ninguna combinación óptima del área de estudio, la longitud del intervalo y la
frecuencia de monitorización, y los investigadores deben tener en cuenta las metas del estudio, la
conducta del animal, y los medios logísticos de que disponen, para poder determinar estos
factores.

Estudios del éxito de nidificación
El éxito de nidificación es un componente importante de la reproducción de muchos animales
(aves, anfibios y muchos reptiles). El éxito de nidificación se define típicamente como la
probabilidad de que un nido sobreviva desde su inicio (para las aves, a menudo cuando se pone
el primer huevo), hasta que por lo menos uno de los jóvenes ya es un volantón o está
“emplumado” (tiene todas sus plumas). A veces el éxito de nidificación se define sólo justo
como el período de incubación (así, hasta que al menos eclosiona un huevo), particularmente
cuando los jóvenes son precoces (bien desarrollados y capaces de desplazarse y comer por su
cuenta) tan pronto como han salido del cascarón. En cualquier caso, el estudio típico de éxito de
nidificación implica en primer lugar localizar los nidos durante las búsquedas sistemáticas, y
luego revisar los nidos localizados hasta que el nido “ha tenido éxito” (ya sea por eclosión o por
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emplumado), o hasta que el nido es destruido. Los primeros investigadores estimaron el éxito de
nidificación simplemente como la fracción entre los nidos que tenían éxito (x) respecto al
número de los encontrados (n)

x
Sˆ =
n
que es muy atractivo intuitivamente, y de hecho un estimador binomial legítimo en ciertas
situaciones. No obstante, el problema con este enfoque es que los nidos generalmente se hallan
en distintas fases de desarrollo: algunos acaban de iniciarse, otros se hallan justo antes de la
eclosión, y algunos en momentos intermedios. Si se cuentan todos los nidos igualmente en x en
la fórmula de arriba, el estimador S estará sesgado positivamente: es decir, los nidos encontrados
desarrollándose más tarde no deberían contar lo mismo que los hallados antes, dado que no han
estado “en peligro” tanto tiempo (Mayfield 1961, Miller y Johnson 1978).
La solución a este problema es parecida a la utilizada para los estudios de telemetría, y de
hecho los modelos de éxito de nidificación están estrechamente emparentados con los de KaplanMeier y otros modelos de “destinos conocidos”. Un punto de vista, conocido como el método
Mayfield (Mayfield 1961, Johnson 1979, Hensler y Nichols 1981, Bart y Robson 1982,
Williams et al. 2002), se basa en la idea de una “probabilidad de supervivencia diaria” constante
dada por el símbolo p. Este método divide los datos en intervalos de distinta longitud,
representando el tiempo entre las visitas sucesivas a los nidos. Los datos son pues el número de
estos intervalos a través de todos los nidos ( nl ), divididos en intervalos en los cuales sobreviven
los nidos ( nl s ), y aquellos en los cuales los nidos fallan ( n l f ). Entonces toda la serie de datos es
la serie de estas observaciones durante todas las longitudes de intervalo que se dan durante el
estudio. El modelado estadístico se basa en la extensión del modelo binomial (Capítulo 5), donde
el “éxito” se define como “supervivencia en un intervalo de longitud l”, con una probabilidad
binomial de S = p l (dado que se asume que la supervivencia diaria p es igual para todos los
nidos). Dada una estimación de la supervivencia diaria p a partir del punto de vista de Mayfield,
la estimación de la supervivencia durante todo el período de nidificación de J días es

Sˆ = pˆ J
Los modelos del programa MARK toman el modelo de éxito de nidificación básico de Mayfield
y lo expanden a diversas situaciones. La primera, y quizás la más obvia, comprende la variación
específica del tiempo de la supervivencia diaria, y es parecida al modelo básico de Kaplan-Meier
en no forzar un supuesto de riesgo constante durante todo el período de estudio. Otras
extensiones incluyen el modelado utilizando efectos de grupo o covariable. Ilustramos el análisis
del éxito de nidificación en MARK utilizando un ejemplo de zenaidas huilotas o tórtolas
plañideras nidificantes (Zenaidura macroura), en el Recuadro 11.5
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Recuadro 11. 5. Análisis de los datos del éxito de nidificación utilizando el programa MARK.
Existen varios programas para llevar a cabo el análisis de los datos de éxito de nidificación, e incluso
algunos análisis pueden llevarse a cabo a mano, o utilizando hojas de cálculo. No obstante, el
programa MARK es una forma relativamente fácil de analizar dichos datos, y dado que ya hemos
presentado este programa en el Recuadro 11.3, continuaremos usando este programa para analizar el
éxito de nidificación.
El formato de los datos de entrada para MARK es parecido al de los destinos conocidos, con
algunas pequeñas complicaciones, que tienen en cuenta la naturaleza única de los datos de éxito de
nidificación. Cada hilera de datos de entrada (que, como en los destinos conocidos, están separados en
grupos, por ejemplo en áreas de estudio o años) contiene cincocolumnas. La primera columna es el día
(i) en que se halló o hallaron el nido o los nidos, seguido de (j), el último día que se sabe que éste o
éstos estaban presentes (para los nidos con éxito este debería ser el día de la eclosión), seguido de (k),
el último día en que se revisaron el o los nidos o cuando éstos deberían haber eclosionado (para los
nidos con éxito este debería ser también el día de la eclosión). El tiempo k es importante para los nidos
sin éxito, dado que delimita el intervalo en que el nido fue destruido. La cuarta columna contiene un
indicador para el destino del nido o los nidos: 0 significa éxito, y 1 significa destruido o sin éxito.
Finalmente, la última (quinta) columna es el número (frecuencia) de nidos que tenía este historial. Así,
por ejemplo
144061
se refiere a 61 nidos con éxito encontrados por primera vez el día 1, que se supo que el último estaba
presente el día 4, y que el último eclosionó el día 4.
11612
se refiere a two nidos sin éxito que se encontraron por primera vez el día 1, y que se supo por última
vez que estaban presentes el día 1, y que fueron comprobados o deberían haber eclosionado el día 6;
estos nidos fueron destruidos en algún momento entre los días 1 y 6.
Utilizamos un ejemplo de la nidificación de las palomas huilotas (Zenaidura macroura) de
Bart y Robson (1982). Estos datos se encuentran en el compañero electrónico del libro (ver CD
incuido y pagina ii de la pagina del internet) en dos formatos: uno es el descrito más arriba, y un
formato de “historial de hallazgo” que se utiliza más comúnmente para los datos de captura-recaptura
y otros datos de “encuentro”. Dichos datos se utilizan para estimar cuatro modelos en MARK:
teniendo en cuenta los efectos del tiempo y el grupo (g*t), sólo los efectos del tiempo (t), sólo los
efectos del grupo (g), y sin efectos del tiempo ni del grupo (.). El programa proporciona una
comparación de este modelo utilizando AIC:
Modelo
{S(g) PIM}
{S(.) PIM}
{S(t) PIM}
{S(g*t) PIM}

AICc
100.8841
102.1089
108.9177
111.6255

Delta AICc
0
1.2248
8.0336
10.7414

Pesos de AICc
0.6391
0.34642
0.01151
0.00297

Estos resultados sugieren que el mejor modelo es el S(g), que especifica los efectos del grupo pero no
del tiempo, y que proporciona un valor estimado de la supervivencia diaria de 0.99 (EE = 0.004) para
grupo 1 y 0.97 (EE = 0.01) para el grupo 2.
Recordamos a los lectores que en el programa MARK, “S” se refiere a la supervivencia diaria,
de forma similar a como se usa en Kaplan-Meier. Así, los modelos S(t) permiten una variación
específica del tiempo de las probabilidades de supervivencia diarias.
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Diseño del estudio
Tal como sucede con cualquier estudio de supervivencia, es importante tener unos tamaños de
muestra suficientes para poder conseguir los objetivos del estudio. Para los estudios del éxito de
nidificación, la unidad básica de observación es el nido, de forma que deseamos determinar el
número de nidos, n, que consiga algunas de las metas de precisión del estudio. No obstante, ello
es complicado por el hecho de que no todos los nidos contribuirán igualmente al análisis, dado
que generalmente serán seguidos durante distintas longitudes de tiempo. Bart y Robson (1982)
desarrollaron un enfoque para el valor estimado del tamaño de la muestra necesario para los
estudios de nidificación como

⎛ Z p l / 2 ⎞
⎟
n = ⎜ α / 2
⎜ 2Δ ⎟
⎝
⎠

2

(11.8)

en que p es un valor estimado avanzado de una supervivencia de nidificación diaria de 1,

Δ = 1 − p *l − 1 − p l , p* es el límite inferior de una CI* especificada en p, l es la longitud de
intervalo promedio, y Zα / 2 es la desviada normal asociada con un intervalo de confianza de
(1 − α ) × 100% . El Recuadro 11.6 nos proporciona un ejemplo del cálculo del tamaño de la
muestra utilizando esta fórmula.
En relación con el enfoque del muestreo (de nidos) está la frecuencia con la que los nidos
individuales deberían ser re-visitados. En general, los valores estimados de supervivencia más
precisos se darán si los nidos son controlados con menor frecuencia, pero se incluyen más nidos
en el estudio. Perturbar los nidos es también un factor a tener en cuenta, debido a que unas visitas
muy frecuentes pueden sesgar los datos en algunos casos, atrayendo a los depredadores al nido,
que no podrían haberlo hallado de otro modo. En cualquier caso, los investigadores deben poner
mucho cuidado en no dar pistas a los depredadores sobre la ubicación de los nidos. Por ejemplo,
en los estudios de nidificación de aves no deberían hacerse marcas visibles en los nidos ni en la
vegetación cercana, particularmente en hábitats abiertos o en el caso de aves que nidifican en el
suelo. Es mejor marcar un punto a cierta distancia y luego tomar la distancia con una brújula o
GPS desde dicho punto al nido.

Otros puntos de vista para estimar las tasas de reproducción
Componentes de la reproducción
Para muchas especies, las tasas de reproducción son difíciles de estimar por medios directos,
tales como el éxito de nidificación. Incluso cuando los componentes (tales como el éxito de
nidificación) pueden estimarse con precisión, éstos son sólo una parte de la ecuación total que
conduce a la reproducción. Por ejemplo, el reclutamiento por adulto a partir de la reproducción
en las aves implica al menos cinco componentes:
b = PB × r × NS × CS × S ʹ′
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(11.9)

Recuadro 11.6. Cálculo del tamaño de la muestra para estudios de nidificación.
Tratamos aquí los datos del recuadro 11.5 como estudio piloto para estimar los tamaños de muestra
necesarios para alcanzar el nivel de precisión deseado en un estudio de nidificación, utilizando la
ecuación (11.8). Supongamos que deseamos diseñar un estudio para estimar la tasa de supervivencia
diaria (p) con una precisión CV = 0.01. Precisamos varios ingredientes:
1. Un valor estimado avanzada de p; utilizamos 0.95 – algo más baja que la estimada en
nuestro estudio, pero Bart y Robson (1982) recomiendan que se usen estimas conservativas (más
bajas) para asegurar unos tamaños de la muestra adecuados).
2. Un valor estimado de la longitud de intervalo promedio entre las visitas a los nidos. De
nuestro estudio, estimamos que es de 2.24 días.
3. Un coeficiente de variación deseado, que tomamos como 0.01 (nótese que éste se refiere a
la tasa de supervivencia diaria; el CV resultante sobre la tasa de supervivencia general de los nidos
será sustancialmente mayor, tal como veremos más abajo).
Se utiliza estos valores para calcular
0.9318

y

Ello sugiere que deberían controlarse aproximadamente 300 nidos para alcanzar un CV = 0.01 de la
supervivencia diaria (que tendría como resultado un CV = 0.07 de la supervivencia general de los
nidos).
Para ver los efectos sobre la supervivencia general de los nidos, debemos especificar un
intervalo (p. ej., período de incubación) durante el cual se monitoriza el éxito de los nidos (J días).
Entonces, por definición, la probabilidad de éxito de nidificación en el intervalo es

Para las palomas huilotas tomamos J = 10, de manera que en el ejemplo tenemos
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Recuadro 11.6 Continuado
Usamos una fórmula de aproximación (Wiliams et al. 2002, Apéndice D: clave a la estimación de
abundancia y paramétros) para obtener CV(S) como
= 0.04.

Por el contrario, n = 85 nidos proporcionarían CV(p) = 0.05 y CV(S) = 0.08. Ello demuestra que,
como es usual, los tamaños de las muestras aumentan rápidamente con las demandas de precisión.
Proporcionamos una hoja de cálculopara el cálculo de los tamaños de las muestras para otras
combinaciones de la supervivencia diaria, la longitud del intervalo, y la precisión deseada en el
compañero electrónico del libro (ver la pagina del internet).

donde PB es la proporción de adultos que crían, r el número de nidos por individuo por estación,
NS el éxito de nidificación, CS el tamaño promedio de la puesta por nido, y S ʹ′ ’ es la
supervivencia hasta el emplumado. Por ejemplo, si PB =0.9, r =2, NS = 0.6, CS = 7, u S ʹ′ =0.45,
entonces la ecuación 11.9 nos da
b = 0.9 × 2 × .9 × 10 × 0.45 = 3.402

Hacemos esta observación por dos razones. En primer lugar, todos los biólogos (y nosotros no
somos la excepción) tienden a concentrarse en cosas que son relativamente más fáciles (o incluso
posibles del todo) de estimar, como el éxito de nidificación. Pero téngase en cuenta que éste sólo
es un componente del reabastecimiento; si deseamos la “línea del fondo” b, precisamos alguna
idea de los valores que asumen estos otros parámetros. Esto tiene relación con el segundo punto:
las incertidumbres de estos valores pueden abrumar a nuestro parámetro “fácil” (digamos que es
el éxito de nidificación). Podríamos llevar a cabo un excelente trabajo y tener NS = 0.6 como
valor de “pronóstico”. Nótese que si el tamaño promedio de la puesta es 5 en lugar de 7, b = 2.4;
si las aves sólo nidifican una vez en lugar de dos, b = 1.7; si la fracción que cría es de 0.9 en
lugar de 0.7 b = 1.9. Desgraciadamente, los valores como estas frecuencias son poco más que
adivinanzas, o están basados en estudios anticuados. Nuevamente, este es el caso cuando el
investigador debe tener en consideración los objetivos del estudio. Los estudios del éxito de
nidificación proporcionan una información valiosa sobre un componente clave de la
reproducción, incluyendo factores tales como el hábitat, el tiempo meteorológico, y los
depredadores que pueden elevar los riesgos de que el nido fracase. Identificar y cuando sea
posible controlar algunos de estos factores puede ser crucial para la conservación. No obstante, si
es importante ser capaz de estimar el reabastecimiento general para la reproducción, ello
implicará generalmente a muchos parámetros adicionales más allá del éxito de nidificación. Si
este es el objetivo primordial, otros métodos, tales como el de captura-recaptura (capítulo 12) o
el análisis de las proporciones de edades (próxima sección) pueden ser más eficaces y precisos.

Análisis de los datos de frecuencia de edades
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Estimación de la reproducción mediante proporción de edades
En esta sección ponemos un mayor énfasis en el uso de los datos de frecuencia de edades, para
estimar las tasas de supervivencia. No obstante, existe otro uso muy importante e intuitivamente
atractivo para utilizar los datos de las edades: estimar el reabastecimiento mediante la
reproducción. Esta aplicación surge de una aplicación muy simple de un modelo poblacional
a
parcial. Supongamos que empezamos con cierto número N 0 de adultos vivos en la población
justo antes de la cría (t=0). Para no complicar las cosas, confinaremos la discusión sólo a las
hembras, o de forma equivalente, asumiremos que los machos y las hembras sobreviven con una
misma tasa. Tomemos un período de muestreo posterior (t=1), de forma ideal justo después de
que los jóvenes han entrado en la población, pero mientras todavía pueden distinguirse de los
adultos (por su tamaño, plumaje, etc.). Asumamos de momento que nosotros podemos contar
a
y
exactamente los N 1 adultos N 1 , y que los adultos han sobrevivido con una tasa de S 0,1 y que
los jóvenes se han reproducido a una tasa b (incluyendo la supervivencia en t=1). Un modelo
razonable para estos resultados es
a

a

N1 = N 0 S 0,1
y
y

a

N1 = N 0 b
La tasa de jóvenes frente a adultos en t=0 puede escribirse como

A=

N1

y

N1

a

a

=

N0 b
a

N 0 S 0,1

=

b
.
S 0,1

Dada un valor estimado de S 0,1 , ello proporciona un valor estimado de b; asumiendo que S 0,1 es
constante con el tiempo (¡a menudo no es un buen supuesto!), ello proporciona un índice de la
variación anual en b. De cualquier forma, parece ser que estamos varios pasos más cerca de b de
lo que estábamos antes.
Naturalmente, esto era demasiado bueno para ser verdad, de forma que no lo es.
Nuevamente, es raro tener un recuento completo (el llamado censo) de una población, y esta no
es una excepción. Ello afecta al valor estimado de la proporción de edades, dado que a menudo
las técnicas utilizadas para el muestreo de jóvenes y adultos tienen una probabilidad desigual de
detectar a cada uno de ellos (el mismo problema general identificado en el capítulo 6). Por
ejemplo, los jóvenes y los adultos pueden ser capturados con distintas tasas en los muestreos de
trampeo, debido a que la edad y la experiencia llevan a que se eviten las trampas (o a la adicción
a la trampa, en algunos casos); por lo tanto, los muestreos de captura deben ser corregidos para la
vulnerabilidad relativa al trampeo. En las aves cinegéticas, generalmente los jóvenes son más
vulnerables que los adultos, de forma que aparecen en las muestras de cosecha en tasas más altas.
En tal caso, las tasas brutas de edad basadas en las frecuencias de edades de cosecha serán
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equívocas con respecto a la tasa de edades verdadera. Esto podemos verlo examinando la
relación esperada en una muestra de edades con respecto al número real de jóvenes y adultos

f x = β x N x , x = a, y
donde f x es la frecuencia de la muestra (p. ej., forma una muestra de cosecha) y β x es la
probabilidad de muestreo (detección) para cada clase de edad. Un valor estimado de la tasa de
edades basada en una frecuencia de muestreo es

fy
Aˆ =
fx
que tiene un valor esperado

E ( Aˆ ) ≈

βyNy
β x Na

Ello sólo estima la verdadera tasa de edades (A) cuando (1) la detección es perfecta ( β x =1, x = a,
y), o (2) la detección es la misma para los jóvenes que para los adultos ( β y = β a ). Dado que
generalmente ninguna de las dos supuestos es verdadera (ni generalmente es testada), la mejor
práctica estándar es recoger los datos adicionales necesarios para estimar β y , β x o por lo menos
la proporción r = β y / β a . Generalmente esta última cantidad debe ser estimada mediante datos
recogidos independientemente de las frecuencias de edades, tal como se ilustra más abajo.
Ilustramos esto mediante un caso de muestreo de cosecha para el ánade sombrío (Añas
rupribes; Zimpfer y Conroy 2006). En 1990, se obtuvieron 378 muestras de alas de una cosecha
de ánades sombríos en Canadá Oriental, 287 jóvenes primer año de vida ) y 91 adultos (segundo
año y después). Las frecuencias no ajustadas implicaban proporciones de edad del 0.76 de
jóvenes y el 0.24 de adultos. No obstante, a partir de estudios previos del ánade sombrío en
Norteamérica, se sabe que los jóvenes tienen una vulnerabilidad distinta en cuanto a la captura.
Con el fin de ajustar los datos para solucionar este problema, se utilizaron datos de recuperación
de bandadas para estimar la vulnerabilidad relativa de jóvenes frente a adultos. Ello tuvo como
resultado el siguiente r0 = β 0 / β1 = 2.77 . Lo que esto nos dice es que los jóvenes son 2.77 veces
más vulnerables a la captura que los adultos. Esta cifra puede utilizarse para ajustar las
frecuencias brutas mediante la ecuación (11.10). Luego se utilizaron las frecuencias ajustadas
para estimar las proporciones de jóvenes y adultos en la población como de 0.53 y 0.47. Nótese
que en este ejemplo, las proporciones de edades se utilizaron para obtener un valor estimado
indirecto de las tasas de reproducción, por medio de las tasas de edades otoñales, como
A = f 0 / f1 . . Esta estima, no ajustada respecto a la vulnerabilidad frente a la caza, hubiera sido
de 3.15; apropiadamente ajustada fue de 1.14. Por lo tanto, la falta de tener en cuenta el muestreo
diferencial hubiera tenido como resultado un sesgo de casi 3 veces en este valor estimado
demográfico tan importante.
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Estimación de la supervivencia por medio de las distribuciones de edad
Los datos de distribución de edad son unos de los más populares para el análisis de
supervivencia, particularmente para las especies cosechadas. Los datos de la distribución de edad
(y particularmente la escala de edades) tienen también aplicaciones en el valor estimado
indirecto de las tasas de reproducción, tal como se ha descrito en la sección anterior. Para
algunas especies, las edades son relativamente fáciles de determinar con una precisión razonable,
y puede disponerse de datos en grandes cantidades (por ejemplo determinando las edades de
muchas especies de ciervos cazados utilizando la erupción y el desgaste de la dentadura en las
estaciones de comprobación de la caza). Desgraciadamente, los datos de edad son también
algunos de los que más generalmente son mal utilizados, debido a que son relativamente fáciles
de obtener (y por lo tanto es probable que sean utilizados), pero también, y esto es más
importante, debido a que generalmente se utilizan con poca consideración por lo que
razonablemente se podría esperar –y también no esperar- que dichos datos proporcionaran.
Véase la discusión reciente de este tópico en un serie de artículos por Guthery y Lusk (2004),
Folk et al. (2007), Palmer et al. (2007), y Terhune et al. (2007). En primer lugar bosquejaremos
la idea básica de cómo los datos de edad podrían utilizarse para estimar las tasas de
supervivencia, y luego explicaremos algunos de los escollos que pueden hallarse al usarlos.

Idea básica del análisis de supervivencia mediante datos de edad
La noción básica que se halla tras el uso de los datos de edad para el análisis de supervivencia es
bastante simple. Empezamos con una cohorte de animales entrando todos en la población (edad
x=0) el mismo año t=0. Si hacemos que N x (t ) represente el número de animales de edad x en la
población en el momento t, entonces el número de esta cohorte es N 0 (0) , p. ej., N 0 (0) = 1000.
Hagamos que S x (t ) sea la probabilidad (o tasa) de supervivencia para los animales de edad x en
el momento t durante una años, es decir, desde la edad x a la edad x+1 durante un tiempo de t a
t+1. Los animales de la cohorte original sobrevivirán al tiempo 1 para tener una edad de x = 1:

N1 (1) = N 0 (0) S 0 (0)
por ejemplo, si S 0 (0) =0.25, deberíamos esperar 1000 X 0.25 = 250 animales de la cohorte
original que han sobrevivido hasta la edad de 1. En general la relación a lo largo del tiempo es

N x +1 (t + 1) = N x (t ) S x (t )
Desde luego, nosotros estamos interesados en la supervivencia, y esta ecuación puede ser
redistribuida para proporcionar

S x (t ) =

N x +1 (t + 1)
N x (t )
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(11.8)

que es la tasa del número de animales vivos en la cohorte en t+1 (cuando todos tienen la edad de
x+1) respecto al número de vivos en t (cuando todos tienen la edad x). Nótese que esto no es una
tasa de edad en el sentido más común del término, que sería la tasa de 2 edades en la población
al mismo tiempo
N x+1 (t )
(11.9)
N x (t )
Más bien, la ecuación 11.8 se aplica al seguimiento de una cohorte a través del tiempo (conocida
como una tabla vital vertical o de cohorte). La segunda expresión se refiere a la tasa de edad (o
distribución) en un momento específico (también conocido como una tabla vital horizontal o
estática). Esta tasa sólo puede estimarse para calcular la supervivencia bajo unas supuestos muy
específicas (y que pocas veces son comprobadas) sobre la dinámica de la población, como
discutiremos más adelante. Nótese especialmente que la tasa se deriva de distintas cohortes. Por
ejemplo si tomamos

N 3 (3)
N 2 (3)
podemos ver que los N3(3) animales todos tenían la edad 0 en el momento 0, pero que en N2(3)
animales entraron en la población 1 año más tarde (t=1). Esta distribución pronto se hará crítica.
La mayoría de análisis de los datos de edades son más bien del segundo tipo (11.9) que
del primero (11.8); es decir, la mayoría de análisis de edades son “distribuciones de edades
estática” que destinos de las cohortes. Además, la mayoría de datos de edad no implican ni un
recuento completo específico de la edad de la población que deseamos determinar Nx(t), ni un
muestreo al azar, no sesgado, para estimar las frecuencias de edad relativas. Más bien los datos
de las edades se obtienen generalmente a partir de estudios visuales, de cosecha, de captura u
otros esfuerzos que tienden a ser sesgados con respecto a ciertas clases de edad. Así, los datos de
edad a menudo son vulnerables a una o a ambas dificultades: 1) los datos mismos no representan
la distribución de edades vertical de forma no sesgada, 2) la distribución de edades vertical no
puede utilizarse para estimar la supervivencia específica de la edad, porque la población es una
“diana móvil” (p. ej., no tiene estabilidad de las edades, no está estacionaria, o ambas cosas).
Añadimos un tercer inconveniente, dado que a veces los investigadores utilizan datos
reconstruidos a partir de construcciones de modelos de poblaciones para “estimar” los
parámetros demográficos. Más abajo describiremos cada uno de estos temas con mucho mayor
detalle, dado que son de una importancia crítica y se aplican a menudo en la investigación de la
biología conservacionista.
Inconveniente 1 – Los datos de edad están sesgados
Tal como hemos dicho más arriba, los datos de las edades a menudo sólo están relacionados
indirectamente con la distribución de edades real de las poblaciones. Generalmente, los datos de
edad se obtienen mediante un proceso de muestreo tal como la caza, el trampeo, o el marcadorecaptura, que definitivamente pueden estar sesgados hacia o en contra de ciertas clases de edad.
Consideremos una población de N(t) con una distribución real de edades Nx(t) (x=0 a una cierta
edad máxima de k). Supongamos que tomamos una muestra de n animales para observar fx en
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cada clase de edad. Tal como sucede en la estimación de la tasa de edad, la relación esperada de
la frecuencia de la muestra con la distribución real es

fx = βxNx
donde β x son las probabilidades de muestreo específicas de la edad, y la muestra total es
k

k

x =0

x =0

n = ∑ fx = ∑βxNx

Sólo cuando β x =1 (el muestreo es perfecto), o β x = β (la fracción de muestreo es la misma en
todas las clases de edad) serán iguales las proporciones de la muestra y de la verdadera edad, es
decir

E ( f x / n) =

βN x N x
=
.
βN
N

En todos los demás casos, fx deberá ajustarse para el muestreo específico de la edad; a menudo
ello puede hacerse estimando las tasas de muestreo relativas rx y utilizándolas para ajustar las
frecuencias de edad brutas:

fx

adj

=

fx
,
rx

(11.10)

donde rx = β x / β * y β * es una tasa de muestreo de línea de base (a menudo para las clases
de edad más viejas, en las que se cree que las tasas de edades se han estabilizado). Típicamente,
rx debe obtenerse mediante medios independientes (es decir, que no sean parte del estudio de
cosecha). Ya proporcionamos un ejemplo de ello más arriba, para las tasas de edad a partir de
datos de cosecha usados para estimar las tasas de reproducción; la misma idea básica se aplica a
la estimación de la supervivencia.
Inconveniente 2 – La población es una diana móvil
Desde el capítulo 3 sabemos que cualquier población que presente tasas de reproducción y
supervivencia específicas de la edad que son constantes a lo largo del tiempo, en definitiva
alcanzará una distribución de edades estable. El problema es que no podemos saber a partir de
una sola muestra a la vez si se ha alcanzado la estabilidad de edad, o para lo que nos interesa, si
las tasas vitales son constantes con el tiempo. Por lo tanto, en la mayoría de los casos se
requieren muchos años de datos para evaluar la constancia de la estabilidad/tiempo, y para
proporcionar los datos necesarios para que se ajusten a los modelos realistas. Además,
generalmente no deberíamos asumir que una población permanece constante con el tiempo (λ
=1); incluso si la población se halla en una distribución de edad estable, la población puede estar
creciendo (λ >1) o decreciendo (λ <1) con el tiempo (capítulo 3).
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Desgraciadamente, se requieren ambas supuestos –distribución de edades estable y λ =1para calcular los valores estimados de la supervivencia de una distribución de edades estable y
única. El candidato más común para este valor estimado es

f adj
+1
Sˆ (t )ʹ′ʹ′ = xadj
,
fx

(11.11)

estando la tasa de las sucesivas frecuencias de edad ajustada, tal como se precisaba según la
sección anterior. Obsérvese que debidamente ajustada, ésta es idéntica a la ecuación (11.9), la
tasa del número en la clase de edad x+1 respecto de la clase de edad x en el tiempo t. Williams et
al. (2002) demostraron que está relacionada con la supervivencia específica de la verdadera edad
Sx(t) mediante

S (t )ʹ′ʹ′ =

S x (t − 1)c x (t − 1) N (t − 1)
c x (t ) N (t )

(11.12)

donde cx (t ) = N x (t ) / N (t ) es la proporción de la población en la clase de edad x en el momento t.
Ello significa que para que S (t )ʹ′ʹ′ sea igual a S (t ) , deben cumplirse dos condiciones. En primer
lugar, las proporciones de edades c x (t ) deben mantenerse constantes con el tiempo, de manera
que c x (t + 1) = c x (t ) = c x .; ello es simplemente la definición de la distribución de edades estable.
En segundo lugar, debe mantenerse N (t − 1) = N (t ) ; en otras palabras λ (t ) = λ = 1 ; es decir, la
población es estacionaria (no crece ni disminuye). Si λ ≠ 1 los valores estimados basados en la
distribución de la edad vertical (como la ecuación 11.11) van a estar sesgadas a la baja o la alta,
dependiendo del valor de λ . Si la población no tiene una distribución de edades estable, los
valores estimados ni siquiera estarán sesgadas consecuentemente con el tiempo, pero variarán en
cuanto al grado de sesgo con c x (t ) .
Ahora vamos a alejarnos un poco de las matemáticas y abordar la cuestión desde un
punto de vista más práctico. Afortunadamente, no hemos asumido estas “supuestos heroicas”
para utilizar los datos de edades para estimar las tasas de supervivencia. El precio que debemos
pagar en nuestro caso es recoger los datos requeridos de forma que estos supuestos puedan ser
validados – o estimar los parámetros “molestos” que invalidarían los resultados si no se incluyen.
En primer lugar, generalmente esto requerirá la recolección de datos merecedores de confianza
de edades varios años (y no sólo uno). Si la distribución de edades (apropiadamente ajustada para
el muestreo) indica que hay poco cambio en c x (t ) durante varios años, podrá garantizarse el
supuesto de estabilidad. En segundo lugar, deberían obtenerse estimas independientes de λ (a
partir de estudios de la población u otras fuentes), para confirmar que λ = 1. Bajo ciertas
circunstancias, podrá ser válida una de las supuestos de más arriba, y en tal caso la estimación
será posible bajo unas supuestos “relajadas” en cuanto a la otra. Por ejemplo, si se sabe que la
población se halla en una distribución de edades estable, entonces puede estimarse S (t )
f (t )λ
mediante S x = x +1
para λ ≠ 1 (cuando el valor de λ es conocido, o es estimado a partir de
f x (t )
los datos). Udevitz y Ballachey (1998) y Williams et al. (2002) muestran esta y otras variaciones
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que comprenden combinaciones de las estructuras de los datos (tales como edades-al-morir). En
el Recuadro 11.7 presentamos un análisis simple de los datos de edad, en el que otros estudios
proporcionan la evidencia de los supuestos de edades estacionarias o estables.

Recuadro 11.7. Análisis de los datos de frecuencia de edades, para tasas de supervivencia
específicas de la edad.
Nuestro ejemplo se basa en un ejemplo de datos de cosecha del alce (Alces alces) en New Brunswick,
Canadá (Boer 1988, presentado en Williams et al. 2002). El autor original (Boer 1988) no presentó la
distribución de edades de cosecha brutas reales, sino una ajustada para la vulnerabilidad diferencial.
Como aclaración, nosotros hemos reconstruido los datos con el supuesto de que los alces jóvenes (edad
x = 0) son 5 veces más vulnerables, y que los de un año (x = 1) dos veces más vulnerables que los
adultos (x > 1), con una vulnerabilidad constante tras x = 2. La tabla resultante de las frecuencias de
edades de cosecha ajustadas y brutas es pues
Clase
de edad
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14

Frec.
bruta
644
174
61
43
31
23
18
14
11
9
8
7
6
5
5

Vulnerabilidad
5
2
1
1
1
1
1
1
1
1
1
1
1
1
1
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Frec.
ajustada
129
87
61
43
31
23
18
14
11
9
8
7
6
5
5

Recuadro 11.7. Continuado
x
0
1
2
3
4
5
6
7
8
9

0.281365
0.190241
0.132514
0.094247
0.068605
0.051197
0.039468
0.030644
0.024572
0.02016

0.676137
0.696556
0.711225
0.727926
0.746259
0.770904
0.776425
0.801853
0.820444
0.840737

EE
0.093795
0.11648
0.141635
0.170732
0.203688
0.241334
0.276277
0.320906
0.364365
0.409473

LICi
0.492299
0.468254
0.43362
0.393291
0.347031
0.297889
0.234923
0.172877
0.106288
0.03817

LICs
0.859976
0.924857
0.988829
1.062561
1.145487
1.24392
1.317927
1.43083
1.5346
1.643303

En este estudio, el autor (Boer 1988) proporcionó pruebas de apoyo procedentes de otros estudios, de
que la población era estacionaria, y con una distribución de edades estable. No obstante, Williams et
al. (2002) observaron que las frecuencias de edad utilizadas estaban basadas en estadísticas de cosecha
ajustadas, y los sesgos o el error estadístico de dichos ajustes no estaba considerado en los valores
estimados de supervivencia.
Llevamos a cabo estos cálculos en una hoja de cálculo, obtenida en el compañero electrónico
del libro (ver la pagina del internet), que puede ser modificada fácilmente para otros ejemplos y de
datos.

Inconveniente 3 – Pretensión de que los datos reconstruidos son datos reales
La reconstrucción de la población se refiere al cálculo de la abundancia y la distribución de
edades de una cohorte (grupo de animales nacidos el mismo año) en cierto momento inicial.
Generalmente la reconstrucción se basa en “edades al morir”, siendo la idea que si somos
capaces de enumerar todas ellas, y conocemos las tasas de supervivencia específicas de la edad,
podemos ir hacia atrás hasta llegar al tamaño de la cohorte original a la edad de x=0, utilizando el
hecho de que el animal que tiene una edad x en el momento t tiene la edad x-1 en el momento t-1
(McCullough et al. 1990). Si fuéramos capaces de seguir una cohorte entera de animales nacidos
en t=0 y determinar las edades a las cuales todos los animales mueren, estas cifras se añadirían
por definición al tamaño original de la cohorte:

D0 (1) + D1 (2) + ....Dk (k ) = N 0 (0)
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Por ejemplo, supongamos que tenemos las siguientes edades al morir:
Edad (x)
0
1
2
3
4

0
50

1

Año (t)
2

3

4

150
105
245

Si estas son todas las muertes de esta cohorte, podemos deducir que el tamaño de la cohorte era
de 50+150+105+245=550 en t=0. De la misma manera, podemos retroceder en las edades al
morir hasta saber el tamaño de la cohorte en el caso de otras cohortes, asumiendo que las hemos
seguido durante un intervalo de tiempo suficientemente largo.
La reconstrucción es una idea simple y atractiva, pero tiene serios inconvenientes. Quizás
el más obvio sea el supuesto de que se han justificado todas las muertes. En la práctica, creemos
esto que raras veces ocurre, y la infracción de este supuesto nos llevaría a sesgos muy serios. Por
ejemplo, muchos investigadores intentan utilizar la reconstrucción para las muertes por cosecha,
ya sea ignorando la mortalidad por otras causas o haciendo supuestos arbitrarias sobre la tasa de
mortalidad no debida a la cosecha. Y aún peor, algunos investigadores intentan tratar la
información reconstruida de la población como “datos”, entrándolos en programas de modelado
y estimación en un intento de estimar los parámetros. Williams et al. (2002) discuten
concienzudamente esta cuestión de la reconstrucción de la población, y al igual que ellos,
nosotros desaconsejamos el uso de los métodos de reconstrucción, en favor de análisis más
directos de datos de muestreo reales.

Modelado de la variación de las tasas de supervivencia y reproducción
En este capítulo hemos puesto énfasis en la estimación de las tasas de supervivencia y
reproducción a partir de los datos de muestreo. El conocimiento de dichos datos, y de la
abundancia o la densidad, puede ser muy importante para la conservación. No obstante, en
muchos casos es igualmente, si no más importante, entender cómo varían estos datos entre
estratos demográficos o de otro tipo, con el tiempo, y geográficamente, y cómo los factores
ambientales o de otro tipo influyen en esta variación. En las tasas demográficas, el modelado de
la variación se hace particularmente importante cuando queremos aplicar los modelos
demográficos a la toma de decisiones (Parte III). Muchos de los métodos utilizados para modelar
esta variación requieren de una comprensión avanzada de los temas que aquí tratamos, y por lo
tanto están más allá del alcance de este libro. No obstante, aquí introducimos los conceptos
básicos de este modelado, utilizando algunas estructuras de datos y ejemplos simples. Para
ilustrarlo, nos centraremos en el modelado binomial de las tasas de supervivencia, pero estos
conceptos pueden extenderse fácilmente a otros ejemplos. Filosóficamente, estamos más
inclinados hacia la construcción y la estimación de modelos, que hacia la demostración de
hipótesis, de forma que haremos hincapié en la primera; no obstante, dichos enfoques pueden ser
complementarios, tal como veremos.
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Variación por grupos
En este caso la idea básica es que las tasas de supervivencia verdaderas S pueden o no pueden
variar entre los grupos de interés, ya sea que dichos grupos sean de animales parecidos, están
siendo comparados las áreas, los tratamientos experimentales, otras agrupaciones, o incluso los
animales individuales entre sí. Por ejemplo, supongamos que deseamos comprobar las tasas de
supervivencia por tipos de bosques, habiendo 5 categorías de bosques. Con la hipótesis de que
existen diferencias de supervivencia por tipo, tendremos para estimar 5 tasas de supervivencia
verdaderas, Sk, k=1,…., 5. Con un modelo alternativo de ninguna diferencia, tenemos una sola
tasa, S. Digamos que hemos fijado radiotransmisores en un número de n = 100 animales en cada
tipo de bosque, y monitorizamos el número que sobreviven durante 90 días xi y observamos x =
{40,50,50,60,90}. Podríamos construir modelos binomiales con cada hipótesis, y comprobar el
nulo frente a la alternativa; o podríamos utilizan un enfoque de la teoría de la información (tal
como AIC) y obtener estimas e intervalos de confianza para Sk . En cualquier caso, nuestro
modelo estadístico debería darnos una idea de (1) qué supervivencia es promedio para todos los
animales, (2) cómo es de variable la supervivencia entre los tipos de bosques. Si alguno de los
tipos de bosques está sujeto a una práctica de manejo particular, nuestro modelo podría
proporcionarnos alguna capacidad para predecir el impacto de dichas prácticas en otras áreas,
aunque debemos ser cautos si (como generalmente es el caso) no existe ningún control
experimental o aleatorización de los tratamientos. El programa MARK, que podemos utilizar en
muchos de tales casos, nos proporciona medios disponibles para demostrar los efectos de grupos,
modelos de comparación, y cálculos de estimas promediadas por el modelo (Recuadro 11.8).

Variación con el tiempo
A menudo los estudios se llevan a cabo durante días, semanas, meses o incluso años, durante los
cuales puede esperarse que varíen las condiciones del estudio, lo que puede influenciar la
supervivencia u otros parámetros. Algunos de los modelos que hemos considerado tienen en
cuenta dicha variación con el tiempo. El modelo más simple afirma que la supervivencia es
constante con el tiempo, es decir
S(t) = S, t =0, …., T
donde 0 es el inicio del estudio y T es el último día de éste. El extremo opuesto de este modelo
permite que el tiempo sea distinto en cada ocasión de muestreo (potencialmente cada día del
estudio). En tal caso deberíamos estimar las tasas de supervivencia de T + 1, y se encuentra en
algunos de los modelos específicos del tiempo que hemos considerado (p. ej., Kaplan-Meier, los
destinos conocidos, o el éxito de nidificación en MARK). A menudo no es importante conocer
cuáles son las tasas específicas en cada período, sino estimar la tasa promedio, y el grado de
variación temporal, algo que es imposible utilizando MARK o los modelos de efectos al azar
(Link et al. 2002). Incluso mejor aún, si podemos medir las covariables ambientales que
potencialmente reducen los cambios en la supervivencia o la reproducción con el tiempo,
podemos incluir directamente ésta en el modelo de estimación (Recuadro 11.9).
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Recuadro 11.8. Análisis de los efectos de grupo sobre la supervivencia utilizando
MARK.
Tomamos como ejemplo la comparación hipotética de la supervivencia de cada uno de cinco
tipos de bosques, donde se dotó de transmisores a 100 animales en cada lugar, y se observó
que el número de supervivientes era x = {40, 50, 50, 60, 90} . Entramos estos datos en el
modelo de destinos conocidos de MARK y construimos tres modelos: S(g) permitiendo a los
five tipos distintas supervivencias; S(.) especificando una supervivencia igual en todos los
lugares; y S(1-4,5) tratando los primeros cuatro tipos como un solo grupo, comparándolo con
el último tipo. La comparación AIC dio los siguientes resultados
Modelo
S(g)
S(1-4) vs S(5)
S(.)

AICc
621.6016
623.5585
682.3

ΔAICc
0
1.9569
60.6984

Peso de AICc
0.7268
0.2732
0

proporcionando valoroes estimados ponderadas para el modelo de los parámetros:
Parámetro
S(1)
S(2)
S(3)
S(4)
S(5)

Estima
0.5726801
0.5
0.5
0.4273199
0.1

EE
0.061766
0.04317
0.04317
0.061766
0.03

LICi
0.449695
0.416185
0.416185
0.312707
0.054653

LICs
0.687293
0.583815
0.583815
0.550306
0.17597

Ello sugiere un efecto muy pronunciado del tipo de bosque, particularmente para el último
grupo, y puede sugerir que este tipo sea apartado para más estudios. Los datos de entrada y
los archivos MARK para este ejemplo se hallan en el compañero electrónico del libro (ver la
pagina del internet).

198

Recuadro 11.9. Análisis de las covariables del tiempo utilizando MARK.
Ilustramos aquí la construcción de modelos que implica las covariables específicas del tiempo,
mediante un ejemplo que implica la radiotelemetría del ánade sombrío (Anas rubripes; Conroy et al.
1989). En un principio se soltaron 48 ánades sombríos con radiotransmisores, y fueron rastreados
durante 8 semanas en invierno. Entramos estos datos en MARK y construimos modelos que tuvieran
en cuenta la variación de la supervivencia en cada una de las 8 semanas S(t) y especificando que la
supervivencia era constante con el tiempo (S(.)). También creamos un modelo covariable utilizando la
función de diseño de matrices de MARK, especificando la relación

donde Xt era una medida de la severidad del invierno (número de días de 0-7 por semana con una
temperatura mínima <0ºC). La comparación de modelos basada en AIC proporcionó

Modelo
Covariate
S(.)
S(t)

AICc
143.5428
145.5521
150.7085

Delta AICc
0
2.0093
7.1657

Peso de AICc
0.71738
0.26268
0.01994

Lo que indica un fuerte apoyo al modelo covariable. Los valores estimados de este modelo fueron
(EE = 1.69) y
, lo que indica una relación negativa en la escala logarítmica
entre las temperaturas heladas y la supervivencia. Los datos de entrada y los archivos MARK para
este ejemplo se encuentran hallan en el compañero electrónico del libro (ver la página del internet).

Variación en relación con las covariables
Tal como hemos indicado más arriba, es posible medir variables que están relacionadas con las
tasas de supervivencia o reproducción, y usarlas en la construcción de un modelo estadístico.
Existen dos tipos básicos de modelos de covariables: los que se basan en covariables específicas
del tiempo (Recuadro 11.9), y las que se basan en los atributos individuales (ya sea
características o mediciones agrupadas, o mediciones continuas tales como el tamaño o la masa).
Los modelos de covariables pueden ser particularmente útiles para la conservación, cuando las
variables que influyen en la supervivencia, la reproducción y otros parámetros, pueden estar al
menos parcialmente sujetas al control del manejo. En estos casos, la construcción de un modelo
predictivo puede ser la parte crítica de un modelo de decisión (Parte III), en el cual estamos
intentando tomar decisiones que sean óptimas con respecto a algunos resultados
conservacionistas. Proporcionaremos más ejemplos de los modelos covariables en los siguientes
capítulos.
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Resumen
En este capítulo hemos introducido varios métodos de estimar las tasas de supervivencia y
reproducción en las poblaciones abiertas. Entre ellos se incluyen el análisis de datos de
radiotelemetría, estudios de éxito de nidificación, y el análisis de datos de edades para las tasas
de supervivencia y reproducción. En los dos primeros casos, y en gran parte del tercero, se
ignora la cuestión de la detección incompleta de muestreo en los modelos estadísticos. En el caso
de la radiotelemetría y en los estudios de nidificación, esto puede ser aproximadamente
razonable, dado que los sujetos (animales marcados con emisores o nidos marcados) pueden ser
revisitados a voluntad para determinar su estado. Con los datos de edad, a menudo no es
razonable hacer el supuesto de una detección perfecta u homogénea, y deben ajustarse los sesgos
incorporando datos independientes.
En el capítulo 12 volveremos a tratar de los métodos de muestreo, en los cuales las
probabilidades de muestreo deben formar parte del modelo estadístico. En este capítulo,
utilizaremos los métodos de captura-recaptura, esta vez en poblaciones abiertas. Dirigiremos
nuestra atención a la estimación de parámetros demográficos tales como las tasas de
supervivencia y reproducción, pero también nos ocuparemos de la estimación de la abundancia,
así como de las tasas de desplazamiento. Utilizaremos métodos que respondan apropiadamente
de la detección incompleta en las muestras de captura, y que, bajo las supuestos del modelo,
proporcionen valores estimados no sesgados de los parámetros demográficos y las relaciones
funcionales (p. ej., covariables).
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CAPÍTULO 12
RECUPERACIÓN Y RECAPTURA DE MARCAS PARA
ESTIMAR LAS TASAS DE SUPERVIVENCIA,
RECLUTAMIENTO, ABUNDANCIA Y DESPLAZAMIENTO

En el capítulo 11 hemos tratado de métodos tales como los estudios de radiotelemetría y
nidificación, en los cuales típicamente se asume que las probabilidades de muestreo son
perfectas. En tales estudios, los sujetos (animales, nidos, etc.) pueden re-observarse a voluntad, y
asimismo pueden determinarse sus destinos. En el capítulo 12 volveremos a los métodos de
muestreo, en los cuales las probabilidades de muestreo deben formar parte del modelo
estadístico. En este capítulo utilizamos métodos de captura-recaptura, ahora modificados para
poblaciones abiertas. Dirigiremos nuestra atención a la estimación de parámetros demográficos
tales como las tasas de supervivencia y reproducción. También estudiaremos los diseños y
modelos de muestreo que nos permitirán la estimación de la abundancia en las poblaciones
abiertas, así como aquéllos que nos permitirán la estimación de las tasas de desplazamiento y
fidelidad. Como siempre, haremos hincapié en los métodos que respondan apropiadamente de la
detección incompleta en las muestras de captura, y los que, bajo los supuestos del modelo,
proporcionen valores estimados no sesgados de los parámetros demográficos y las relaciones
funcionales.

Problema básico de la estimación
Al igual que en el capítulo 11, nos interesa lo que se refiere a la versión simplificada del
problema de la estimación general. En dicho capítulo vimos que un problema importante es la
estimación de la probabilidad de que un animal sobreviva durante un intervalo de tiempo que va
de t a t+1. Por convenio, etiquetaremos a este suceso como tasa de supervivencia (S). También
sabemos desde ese capítulo que si tenemos una muestra de n animales que podemos monitorizar
desde t a t+1 para determinar el número x de animales que sobreviven al intervalo, podemos
estimar S mediante

x
Sˆ = .
n
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Los métodos del capítulo 11 están basados en este modelo binomial básico, que asume que al
menos durante algunos sub-intervalos del estudio, pueden determinarse los destinos de todos los
animales (p. ej., con Kaplan-Meier, algunos de los n animales pueden llegar a censurarse, y no se
usan más para el cálculo de la supervivencia).
En lugar de ello, supongamos que tenemos una situación en la cual no esperamos una
detección del 100%, incluso durante periodos de tiempo relativamente cortos; es decir, de hecho,
es la situación de los estudios de CMR, tal como sucedía en las poblaciones cerradas (capítulo
10). Supongamos ahora que seguimos una muestra de animales etiquetados, Ri (que se refiere al
“número de animales soltados con una etiqueta”) y recapturamos un cierto número de ellos mi
(”animales marcados en la muestra de recaptura”). Podríamos estar tentados de utilizar la
fracción de estos animales recapturados de la muestra original como nuestro estimador de S:
m
Sˆi = i +1 .
Ri

No obstante, si reflexiona un poco, el lector se convencerá de que esto no es una buena idea. El
hecho más obvio es que a menos que la detección (recaptura) sea perfecta, algunos de los
animales marcados Ri no estarán en la muestra de recaptura, aunque estén vivos. Si utilizamos el
estimador incorregido de arriba, es seguro nos dará una S subestimada, dado que trata a los
animales no detectados (pero aún vivos) como si estuvieran muertos. Por concepto, podemos
pensar que Mi+1 de los originales Ri pueden estar aún vivos en t+1. Si conociéramos Mi+1 (tal
como sucedería en un estudio de telemetría), podríamos estimar S mediante
M
Sˆi = i +1
Ri

No obstante, sólo observamos mi+1, que es una fracción de pi+1 de los animales que realmente
están presentes:

E (mi +1 ) = pi +1 M i +1
Así, nuestro valor estimado de S requiere dos pasos. Primero, ajustamos mi+1 mediante un valor
estimado de p para obtener un valor estimado de Mi+1, esencialmente de la misma forma que
ajustamos la muestra de captura para obtener un valor estimado de N en el capítulo 10.
m
Mˆ i +1 = i +1
pˆ i +1

Luego, podemos utilizar Mˆ i +1 para estimar S mediante

Mˆ
Sˆi = i +1
Ri
o, combinando los dos pasos en una sola expresión
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m
Sˆi = i +1
pˆ i +1Ri

(12.1)

Con algunas elaboraciones, este será el enfoque básico que utilizaremos para estimar las tasas de
supervivencia con datos de CR.

Estimación de la supervivencia con datos de recuperación de etiquetas
(anillos, bandas)
Existen dos versiones básicas de CMR de poblaciones abiertas, que difieren en el tipo de
reencuentro que tiene lugar con los animales marcados. Ahora estudiaremos el primer tipo, en el
que los reencuentros son de la variedad “terminal”, es decir, recuperaciones muertas.
Típicamente, éstas tienen lugar cuando se caza o se pesca con anzuelo, y para ciertos grupos de
organismos (p. ej. aves de caza norteamericanas) ésta es la principal fuente de datos de las tasas
de supervivencia. Se precisan al menos dos períodos (típicamente, años) y generalmente cinco o
más sueltas seguidas de recuperaciones, para proporcionar estimas para los modelos de
recuperación de etiquetas. Ilustramos aquí cómo tiene lugar la estimación en el caso más simple
posible: dos años de suelta, seguidos por dos años de recuperaciones. Los datos para este estudio
serían:
R1

m11

R2

m12
m22

Aquí mij significa soltado en el período i y recuperado en el período j; nótese que m21 no existe
(¡un animal no puede ser recuperado antes de que lo suelten!). Por convenio, la “fracción de
muestreo” de los animales recuperados aún vivos se denomina tasa de recuperación (f). Con un
modelo simple de recuperación de etiquetas, los números esperados de recuperaciones son

R1

R2

R1 f1

R1 S1 f 2
R2 f 2

lo que refleja el hecho de que la recuperación no sólo implica la supervivencia, sino también la
probabilidad de recuperación (f). Siguiendo las ideas que nos llevaron a la ecuación (12.1),
podemos deducir un estimador de la supervivencia. Nuevamente, sería tentador utilizar
m
Sˆ1 = 12
R1
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No obstante, como ya hemos visto, esto no tiene en cuenta la probabilidad de muestreo
(recuperación). En vez de ello, estimaremos el número de animales marcados que se hallan aún
en la muestra, y basándonos en ello, estimaremos la supervivencia

Mˆ
Sˆ1 = 12
R1
En este caso, estimamos el numerador mediante
m
Mˆ 12 = 12
f2

Aquí vemos por qué precisamos el segundo año de sueltas y recuperaciones: para estimar f2:
m
fˆ2 = 22
R2

Estos pasos pueden muy bien integrarse en un solo paso como
m R
Sˆ1 = 12 2
m22 R1

(12.2)

A pesar de que este estimador es extremadamente simple, representa los fundamentos de todos
los modelos de recuperación de etiquetas (Brownie et al. 1985, Williams et al. 2002). Éste puede
generalizarse para permitir múltiples años de etiquetado y recuperación, modelos específicos de
la edad, la incorporación de variables y covariables de agrupación, y otras generalizaciones,
muchas de los cuales pueden utilizarse fácilmente con el programa MARK (White y Burnham
1999). Aquí describiremos unos pocos de los modelos de recuperación de etiquetas más
comunes, y un ejemplo en el Recuadro 12.1. Para un tratamiento más detallado del análisis de
recuperación de etiquetas, remitimos al lector a Williams et al. (2002).
Ponemos aquí de manifiesto que el parámetro f (tasa de recuperación) tiene una
interpretación que depende de la naturaleza del proceso que da lugar a la recuperación. En el
caso del estudio de las aves de caza norteamericanas, las recuperaciones se dan típicamente
cuando los cazadores disparan, recuperan e informan sobre aves portadoras de una banda. Las
aves que no son recuperadas pueden sobrevivir hasta el año siguiente, pueden morir por causas
distintas de la caza, o pueden ser cazadas por cazadores que no las recuperan o no informan de la
captura (Figura 12.1a). En muchos estudios europeos de anillado (o marcado con bandas), las
aves anilladas que pueden utilizarse en estos modelos son encontradas muertas y luego se
informa de ello, de forma que la recuperación implica tanto la probabilidad de mortalidad (1-S)
como la probabilidad de hallar el espécimen e informar del hallazgo (r) (Figura 12.1b). Esta
distinción tiene como resultado dos parametrizaciones alternativas en el modelo de recuperación
de bandas. En lo que resta de capítulo utilizaremos la definición de tasa de recuperación (f) de
Brownie (Brownie et al. 1985), como en la Figura 1a. La parametrización alternativa de Seber
(Seber 1970), Figura 12.1b, puede obtenerse mediante la relación
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f = (1 − S )r
de forma que, dada una parametrización, siempre se pueden obtener directamente los parámetros
del otro modelo. El programa MARK (White y Burnham 1999) proporciona ambas
parametrizaciones, y el usuario puede elegir la forma en que desea especificar la entrada o input
de datos.
Recuadro 12.1 Análisis de recuperación de etiquetas para grupos.
Nuestro ejemplo trata de ánades sombríos (Anas rubripes) adultos de ambos sexos, provistos con
anillos de la pata en las zonas occidental, central y oriental de su área de distribución en el Canadá
durante el período 1990-2003 (Conroy et al. 2004). Utilizamos el programa MARK y la
parametrización de recuperación de Brownie et al. para construir diversos modelos para examinar la
variación específica del área, el sexo y el tiempo de las tasas de supervivencia (S) y recuperación (f).
Algunos de estos modelos se obtienen utilizando los modelos “preseleccionados” de MARK. Otros se
especifican manipulando las matrices de índices paramétricos (que es mucho más fácil mediante la
interfaz gráfica). Por ejemplo los índices paramétricos para S(g) f(g), S(área) f(área) y S(sexo) f(sexo)
son:
Parámetro

Área

Sexo

Grupo de índice
(área x sexo)

Área

Sexo

S

W

F
M
F
M
F
M
F
M
F
M
F
M

1
2
3
4
5
6
7
8
9
10
11
12

1
1
2
2
3
3
4
4
5
5
6
6

1
2
1
2
1
2
3
4
3
4
3
4

C
E
f

W
C
E

en los que los parámetros que tienen el mismo índice se especifican como idénticos en el modelo
(implícitamente, en este caso todos los períodos de los grupos tienen el mismo parámetro). Para una
descripción más detallada de los PIMs y MARK, consúltese White y Burnham (1999).
Consideramos ocho modelos, con los resultados que se consignan más abajo.
Modelo
{S(g) f(g) PIM}
{S(.) f(g) PIM}
{S(g) f(.) PIM}
{S(sex) f(sex) PIM}
{S(area) f(area) PIM}
{S(t) f(t) PIM}
{S(.) f(.) PIM}
{S(g*t) f(g*t) PIM}

QAICc
8389.199
8402.09
8407.564
8419.043
8437.577
8460.274
8477.161
8546.968
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ΔQAICc
0
12.8906
18.365
29.8432
48.3781
71.0746
87.9612
157.7683

Peso de QAICc
0.99831
0.00159
0.0001
0
0
0
0
0

Recuadro 12.1 Continuado
Obsérvese que los valores de arriba del AIC están ajustados tanto para un tamaño de la muestra
pequeño como para una sobre-dispersión (casi-verosimilitud). Para este último caso, hemos utilizado
un valor de
= desvianza/df = 437.04/225, resultado de MARK. El modelo S(g)f(g) cuenta
con el mayor soporte por parte de los datos (QAIC peso >0.99), y más abajo presentamos valores
estimados para este modelo.
Parámetro
S

Área
W
C
E

f

W
C
E

Sexo
F
M
F
M
F
M
F
M
F
M
F
M

Estíma
0.649118
0.708682
0.545867
0.6092
0.548615
0.672929
0.029086
0.050962
0.044179
0.05399
0.032179
0.034896

EE
0.04402
0.021006
0.054159
0.034514
0.03363
0.022774
0.004477
0.004128
0.007309
0.005855
0.003302
0.002717

LICi
0.558815
0.66587
0.439245
0.539868
0.482233
0.626834
0.021485
0.043452
0.031874
0.0436
0.026299
0.029944

LICs
0.729872
0.748084
0.648441
0.674386
0.613312
0.715911
0.039269
0.059688
0.060935
0.066684
0.03932
0.040632

Los archivos con los inputs totales y los resultados de MARK para este problema se encuentran en el
compañero electrónico del libro (ver la pagina del internet).

Modelos de recuperación de una sola edad
Empezaremos con modelos en los que se asume que todos los animales tienen una tasa de
supervivencia y recuperación común cada año (p. ej., animales de la misma edad y sexo y una
distribución geográfica idéntica). Dado que típicamente la supervivencia varía con la edad, ello
significa efectivamente que estamos tratando con una clase de edad de adultos (o que asumimos
que las tasas de supervivencia y recuperación de adultos y jóvenes son idénticas). La estructura
de datos de este análisis es muy simple, y consta del número de ejemplares soltado en cada
período, clasificado en categorías según cuántos de cada cohorte soltada se recuperan en el
subsecuente período de recuperación. Por ejemplo, con tres períodos de suelta y recuperación, la
estructura de los datos sería
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Período de suelta
1

Número soltado
R1

2

R2

3

R3

1
m11

Período de recuperación
2
3
m12
m13

m22

m 23
m33

los resultados m11…….. , m33 de tasas de supervivencia y recuperación que son específicos de
cada período, pero por otra parte iguales en todos los animales. Por ejemplo, el número esperado
de recuperaciones del año 3 para los animales soltados en el año 2, se obtiene multiplicando el
número original de animales soltados por la tasa de supervivencia del año 2 al 3, y la tasa de
recuperación en el año 3. De este modo obtenemos los valores esperados para todos los
resultados:

Figura 12.1. Acontecimientos que han dado lugar a historiales de captura con el modelo de
recuperación de bandas (A) recuperaciones de cosecha y (B) recuperaciones de ejemplares
encontrados muertos.
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Período de suelta
1

Número soltado
R1

2

R2

3

R3

Período de recuperación
2
3
R1 S1 f 2
R1 S1 S 2 f 3

1
R1 f1

R2 f 2

R2 S 2 f 3
R3 f 3

Se utilizan los métodos de máxima verosimilitud para encontrar los valores del parámetro (f, S)
que son mejor tolerados por los datos. Una vez obtenidas los valores estimados, los valores
esperados pueden calcularse y compararse con los datos, para evaluar el ajuste del modelo
(capítulo 5).
Aunque (por ahora) estamos confinando el análisis a un solo grupo de edad, estos
modelos pueden acomodar a distintos tipos de estratificación, tal como el sexo o la localización
geográfica, en la cual la pertenencia de un animal a un cierto estrato no cambia con el tiempo. Un
tipo obvio de estratificación es la sexual. Por ejemplo, si tenemos hembras y machos que hemos
soltado y recuperado en cada uno de tres años, los datos serían:
Sexo
Hembra

Macho

Período de
suelta
1

Número soltado
R1

f

2

R2

f

3

R3

f

1

R1

m

2

R2

m

3

R3

m

Período de recuperación
1
2
3

m11

m11

f

m

m12

f

m13

f

m 22

f

m23

f

m33

f

m12

m

m13

m

m 22

m

m23

m

m33

m

Los números de recuperaciones esperados, mediante un modelo específico de sexo y de tiempo,
serían:

Sexo
Hembra

Macho

Período de
suelta
1

Número soltado
R1

f

2

R2

f

3

R3

f

1

R1

m

2

R2

m

3

R3

m

Período de recuperación
2
3

1
f

R1 f 1

m

R1 f 1

f

m

f

f

R2f f 2

f

R1 S1 f 2

m

m

R2m f 2

m

R1 S1 f 2

f

f

f

f

f

R2f S 2 f 3
m

R3f f 3

f

m

m

m

m

m

R1 S1 S2 f3
R2m S2 f3
R3m f 3
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f

R1 S1 S 2 f 3

m

f

m

El programa MARK (White y Burnham 1999) constituye un medio muy flexible de construir
modelos que implican diferentes supuestos sobre la variación de la supervivencia y la
recuperación entre los estratos a lo largo del tiempo, indicada por un sucinto etiquetado que
implica parámetros y los símbolos g, t u otras etiquetas que indican variación por grupo, tiempo
u otras dimensiones. Para el ejemplo de arriba, son posibles varios modelos, incluyendo:
•

S g *t f g *t –supervivencia y recuperación variando tanto con el grupo como con el tiempo,

•

S g f g –supervivencia y recuperación variando con el grupo, constantes con el tiempo,

•

S t f t –supervivencia y recuperación variando con el tiempo pero no con el grupo,
S . f . - supervivencia y recuperación constantes tanto con el grupo como con el tiempo.

•

También son posibles otras combinaciones (p. ej., S g f g *t , S g f t ). Para cada modelo construido
obtenemos valores estimados de máxima verosimilitud, evaluamos la bondad de ajuste, y
calculamos el (AIC, Akaike’s Information Criterion, Criterio de Información de Akaike), para
ayudar a la selección del modelo. Proporcionamos un ejemplo con 2 grupos en el Recuadro 12.1.
Existen muchas generalizaciones del modelo de recuperación de etiquetas de 1 edad,
incluyendo efectos de covariable, etiquetar más de una vez cada año para estimar la
supervivencia en el intervalo, e intervalos desiguales entre los períodos de etiquetado; la mayoría
de ellos es posible de construirlos en el programa MARK. Recomendamos a los lectores que
deseen construir modelos especializados de recuperación de etiquetas que lean el capítulo 16 de
Williams et al. (2000) y consulten los ejemplos que allí se incluyen.

Supuestos de los modelos de recuperación de bandas
Existen tres tipos de supuestos que son comunes a los modelos de recuperación de bandas, y
dichas supuestos se aplicarán también a los modelos de captura-recaptura de los que trataremos
más tarde. Williams et al. (2002) distinguen entre estos tres supuestos: (1) las relacionadas con el
diseño de estudio y los métodos de campo, (2) los supuestos sobre los efectos estocásticos, y (3)
los supuestos específicos de modelo. Con (1), se asume típicamente que el marcado es
representativo de la población de interés, que no hay ninguna pérdida de etiquetas, y que las
etiquetas se han registrado correctamente cuando se han colocado y se ha informado de ellas. Es
importante cumplir con las supuestos “representativas”, en cuanto a que una infracción seria
significa que nuestras estimas estadísticas pueden no aplicarse a la población en la que estamos
interesados (capítulo 5). Este supuesto podría ser infringido, por ejemplo, por un emplazamiento
escaso de las trampas por un área de estudio, de forma que los animales situados en algunas
partes del área de estudio prácticamente no tienen ninguna posibilidad de ser capturados.
También podría infringirse mediante métodos de trampeo que estén sesgados hacia o en contra
de una edad, sexo o clase de condición particular de los animales. Parece ser que la pérdida de
bandas se hace indistinguible de la mortalidad en los modelos de recuperación de etiquetas y
CMR, y si fuera significativa podría tener como resultado una seria estimación a la baja de la
supervivencia, especialmente en los animales de vida larga.
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Los supuestos estocásticos relevantes son que los destinos de los animales etiquetados
pueden modelarse como acontecimientos independientes y multinomiales. Ello a su vez permite
el modelado mediante modelos de máxima verosimilitud que requieren dichas supuestos. En la
práctica, probablemente se infringe el supuesto de independencia, dado que los animales viajan
juntos, p. ej., durante la migración, o como pareja sexual, familia u otro grupo social. La
desviación de este supuesto no sesga las estimas, pero puede tener como resultado una cierta
estimación a la baja de la variación de muestreo, siendo el extremo que los destinos dentro de los
grupos de tamaño k estén perfectamente correlacionados, teniendo como resultado más n/k que n
como tamaño de la muestra efectivo.
Finalmente, se requieren supuestos que sean específicas del modelo de estimación
particular que se está empleando para tener un valor estimado de máxima verosimilitud. Por
ejemplo, con el modelo S g *t f g *t , se permite la variación en las tasas de supervivencia y
recuperación con el tiempo, y entre los grupos identificados en el momento de la captura, pero no
dentro de un grupo en particular en un año específico. Por el contrario, el modelo S . f . requiere
que tanto la tasa de supervivencia como la de recuperación sean homogéneas entre los grupos y a
lo largo del tiempo. La infracción de estos supuestos, dados unos tamaños de muestra suficientes,
puede detectarse por el fracaso de los test de bondad de ajuste empleando el modelo candidato.
En el Recuadro 12.1 ilustramos cómo puede utilizarse la comprobación de la bondad de ajuste
junto con el AIC para la evaluación y la selección de entre los modelos con distintas supuestos.

Modelos de recuperación de múltiples edades
En muchos estudios, los animales son capturados en diversas edades o estadios identificables.
Debido a que las tasas de supervivencia y otros parámetros pueden cambiar con la edad (al igual
que con el tiempo por otras razones), es importante utilizar modelos estadísticos que tomen en
cuenta dicha variación. Siempre que puedan soltarse cantidades adecuadas de cada clase de edad
durante cada período, los modelos estadísticos que aquí describimos serán apropiados. En otros
casos, se requieren supuestos especiales (véanse Williams et al. 2002 y el capítulo 16 para más
detalles).
En teoría, puede especificarse cualquier número de clases de edad, siempre que puedan
cumplirse los criterios sobre el tamaño de la muestra (véase más arriba, y más abajo en Estudio
del Diseño). En la práctica, lo más común son los modelos de 2 edades, debido a diversas
razones. En primer lugar, muchos organismos no pueden identificarse fiablemente excepto
cuando son juveniles (año de nacimiento/eclosión) o adultos (tras el año de nacimiento/eclosión).
En segundo lugar, en muchas especies el riesgo de mortalidad a menudo varía poco con la edad
una vez se ha alcanzado la fase adulta –hasta la vejez, de modo que a menudo basta una simple
clasificación en grupos de jóvenes y adultos. En tercer lugar, muchos organismos tienen una vida
relativamente corta, y por lo tanto la mayoría de los animales son o bien juveniles o están en su
primer o segundo año de vida. Finalmente, incluso si muchas clases son identificables, a menudo
será difícil capturar suficientes animales de cada clase para proporcionar los datos de
recuperación para el análisis. Más que construir un complicado y asfixiante modelo, para el cual
no exista ninguna posibilidad de estimar los parámetros, a menudo es mejor empezar con un
modelo más simple para el cual se pueda disponer de datos. Naturalmente, incluso los “simples”
modelos de dos edades que aquí consideramos son todavía complejos, por el hecho de que
potencialmente pueden estimarse muchos parámetros.
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Para ver cómo los modelos de dos edades difieren del caso de una edad, considérese un
estudio de etiquetado para tres períodos que implicaba a una sola área geográfica, y a un sexo,
pero ahora incluyendo capturas de animales adultos (tras el año de nacimiento/eclosión) y
juveniles (año de nacimiento/eclosión). En este caso las edades se indican mediante números
entre paréntesis en forma de superíndices, es decir, (0) = juvenil, (1) = adulto.
Los números esperados de recuperaciones mediante un modelo específico de la edad y del
tiempo, serían:

Edad
cuando
soltado
Adulto

Juvenil

Período de
suelta

Número soltado

1

R1

(1)

2

R2

(1)

3

R3

(1)

1

R1

2

R2

3

R3

Período de recuperación
2
3

1
(1)

R1 f1

(1)

(1)

(1)

(1)

(1)

R1 S1 f 2
R2 f 2

(1)

(1)

(1)

( 1)

( 1)

(1)

(1 )

(0)

(0)

R2 S2 f 3
R3 f 3

( 0)

(0)

(0)

R1 f1

( 0 ))

(0)

(0)

R1 S1 f 2
(0)

R2 f 2

( 0)

(0)

( 1)

R1 S1 S2 f 3

(1)

(1 )

(1)

R1 S1 S 2 f 2
(0)

R2 S 2
(0)

R3 f 3

(0)

(1)

f2

(1)

(1)

(0)

En este caso podemos ver que los animales que son soltados de adultos siempre tienen una tasa
de supervivencia (1) de adulto; no obstante, estas tasas pueden variar con el tiempo. Los
juveniles siempre empiezan con tasas de supervivencia de juveniles (0), pero tras el primer
período son recuperados como adultos, y tras sobrevivir al siguiente año, sobreviven a los años
subsecuentes con tasas de adulto. En el Recuadro 12.2 proporcionamos un ejemplo de análisis de
recuperación de etiquetas de 2 edades.

Efectos de covariable y de grupo
Tal como hemos visto más arriba y en los ejemplos, es sencillo incluir los efectos de grupo
(estrato) en el análisis de recuperación de etiquetas utilizando el programa MARK. También es
posible incluir covariables específicas del tiempo (tales como los efectos del tiempo
meteorológico) o covariables individuales (tales como la masa corporal) que pueden predecir la
supervivencia u otros parámetros. Dado que el enfoque para estos análisis es básicamente el
mismo, los trataremos cuando hablemos de los modelos CMR de poblaciones abiertas, más
abajo.

Diseños de estudios de recuperación de etiquetas
Los datos para el análisis de recuperación de etiquetas deben tener diversas características, para
permitir que el análisis sea válido. Las características principales para el análisis de 1 edad son 1)
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Recuadro 12.2 Análisis de recuperación de etiquetas específico de la edad y del grupo.
En este caso tomamos los mismos datos que en el recuadro 12.1, pero ahora incluimos las sueltas y
recuperaciones anuales de los jóvenes (año de la eclosión) de ambos sexos. Nuevamente, utilizamos el
programa MARK y la parametrización de recuperación de Brownie et al. para construir modelos que
examinen la variación específica debida a la zona, la edad, el sexo y el tiempo, de las tasas de
supervivencia (S) y de recuperación (f). Nótese que estos modelos tienen ahora la complicación
adicional de la estratificación por edades. Aunque en MARK la edad puede ser identificada como un
grupo, el usuario debe decirle al programa exactamente (vía PIMs) cómo cambian con el tiempo los
parámetros específicos de la edad (p. ej., ¿cuándo empieza un joven a sobrevivir como adulto?). Para
ilustrar esto, supongamos que tenemos un solo estrato (1 área, 1 sexo), con sueltas como adultos (A) o
juveniles (J), e indexamos los parámetros de supervivencia como 1 (A) y 2 (J) en un modelo específico
de la edad. Los índices paramétricos serán, a lo largo del tiempo:
Año después de soltar
Edad al
soltarlo
A

Año de la suelta
1
2
3
4
5
1
2
3
4
5

J

1
1

2
1
1

3
1
1
1

4
1
1
1
1

2

1
2

1
1
2

1
1
1
2

5
1
1
1
1
1
1
1
1
1
2

lo que indica (i) los adultos tienen siempre la misma tasa de supervivencia (índice 1), (ii) los jóvenes
se hacen adultos durante el primer año tras la suelta, y después de ello sobreviven como adultos. En el
modelo específico del tiempo y de la edad, tendríamos índices de 1-5 para las tasas de supervivencia
de los adultos, y 6-10 para los jóvenes.
Año después de soltar
Edad al
soltarlo
A

J

Año de la suelta
1
2
3
4
5
1
2
3
4
5

1
1

2
2
2

3
3
3
3

4
4
4
4
4

6

2
7

3
3
8

4
4
4
9
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5
5
5
5
5
5
5
5
5
5
10

Recuadro 12.2 Continuado
Pusimos en funcionamiento seis modelos con diversas combinaciones con efectos del área, la edad, el
sexo y el tiempo. Las comparaciones del AIC de los modelos fueron (tras ajustar para QAIC):

Model
{S(area*age*sex) f(area*age*sex) PIM}
{S(area*age*sex*t) f(area*age*sex*t)}
{S(area*age) f(area*age PIM}
{S(g) f(g) PIM}
{S(area*sex) f(area*sex) PIM}
{S(.) f(.) PIM}

QCIAc
38670.48
38786.38
38796.29
39100.45
39309.19
39604.82

Delta
QAICc
0
115.9032
125.8079
429.9677
638.7098
934.341

Pesos de
QAICc
1
0
0
0
0
0

Núm. de
Par.
24
323
12
24
12
2

lo que indica un sólido soporte para el modelo S(área*edad*sexo) f(área*edad*sexo). Los valores
estimados con estos modelos fueron:

Parámetro
S
S
S
S
S
S
S
S
S
S
S
S
F
F
F
F
F
F
F
F
F
F
F
F

Área
W

Sexo
F
M

C

F
M

E

F
M

W

F
M

C

F
M

E

F
M

Edad
A
J
A
J
A
J
A
J
A
J
A
J
A
J
A
J
A
J
A
J
A
J
A
J

Valor
estimado EE
0.622526 0.026719
0.640587 0.092796
0.695148 0.015013
0.529321 0.042947
0.560515 0.039831
0.39114 0.078863
0.627007 0.024942
0.390972 0.050256
0.563291 0.020305
0.470501 0.048911
0.678892 0.013626
0.520498 0.038925
0.03082
0.00402
0.068978 0.004646
0.052805 0.003693
0.082245 0.004405
0.043 0.006509
0.113618 0.008726
0.052109 0.005115
0.117767
0.00671
0.031314 0.002815
0.08035 0.003037
0.034436 0.002284
0.085616 0.002791

LICi
LICs
0.568914 0.673299
0.447181 0.797039
0.664952 0.723753
0.44511 0.611895
0.481593 0.636491
0.251322
0.55145
0.576974 0.674462
0.297987 0.492612
0.523169 0.602601
0.376852 0.566275
0.651622 0.704994
0.44432 0.595735
0.023845 0.039753
0.06041 0.078659
0.046018
0.06053
0.074013 0.091302
0.031903 0.057727
0.097604 0.131876
0.042948 0.063095
0.105238 0.131569
0.026243 0.037327
0.074596 0.086506
0.03023 0.039203
0.080303 0.091246

Los archivos con los inputs totales y los resultados de MARK para este problema se encuentran en el
compañero electrónico del libro (ver la pagina del internet).
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suelta de los animales etiquetados cada año (u otro período), usualmente justo antes del período
de recuperación, 2) números adecuados de recuperaciones cada año, a partir de las sueltas. Si se
utilizan modelos de edades estratificadas, debe soltarse un número suficiente de animales de cada
clase de edad cada año, para permitir un estimador de un parámetro único. Además, todos los
animales muertos deben ser potencialmente recuperables, ya sea mediante los informes de los
cazadores o los pescadores de anzuelo, o por el descubrimiento de los investigadores de campo.
Estos requerimientos tienden a impedir el análisis de recuperación de muchas especies, ya sea
debido a que no es factible marcar un número suficiente de animales, a que las tasas de
recuperación de etiquetas (p. ej. la cosecha) son bajas, o a que el muestreo de recuperación se
halla confinado a las cercanías de los lugares de captura. Creemos que en dichas situaciones no
es recomendable el análisis de recuperación de etiquetas, y en lugar de éste aconsejamos utilizar
la CR (véase la sección siguiente). En el Recuadro 12.3 ilustramos el cálculo de tamaños de
muestras para el diseño de los estudios de recuperación de etiquetas de 1 edad y 2 edades.
Recuadro 12.3. Tamaños de muestras para el estudio de recuperación de etiquetas.
Para calcular los valores estimados de los tamaños de las muestras para el estudio de
recuperación de etiquetas, utilizamos las fórmulas utilizadas por Brownie et al. (1985). Dichas
fórmulas se hallan codificadas en una hoja de cálculo que proporcionamos en la página web
de este libro (Apéndice B y ver CD incluido y pagina ii de la pagina del internet). Las
fórmulas requieren que el usuario especifique:
• Los años del estudio (k), es decir, durante cuántos años u otros períodos se etiquetarán y
soltarán los animales.
• Un valor estimado de la tasa de supervivencia anual promedio ( ); ésta puede basarse
en un estudio previo o una conjetura. Por ejemplo, se debería esperar que las especies de
vida larga tuvieran
= 0.8 o mayor, mientras que podría esperarse que en las de vida
más corta <0.5.
• Un valor estimado de la tasa de recuperación de etiquetas promedio ( ), que a su vez
depende de las tasas de cosecha y las tasas de información para las especies de caza, o
tasas de mortalidad y de hallazgo de etiquetas para las especies que no son cinegéticas.
• Un objetivo de precisión específico. En estos ejemplos nos concentramos en un
coeficiente de variación de ;
se consideraría muy preciso, mientras que
proporcionaría unos intervalos de confianza muy amplios (y poco en la
forma de deducción de la supervivencia).
• Indicación de si se trata de un estudio de una edad (adultos sólo soltados cada año) o de
dos edades (adultos y jóvenes etiquetados y soltados cada año).
Como ejemplo de ello, consideraremos k = 5 años, estudio de una edad, con unos valores estimados
preliminares de la supervivencia y la recuperación de

=0.8 y

=0.08. Para alcanzar una meta de

, tendríamos que soltar R = 535 o más animales etiquetados cada año. También
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Recuadro 12.3 Continuado
recuperación. Por ejemplo, con

=0.8 podemos ver los efectos de variar

estudio de 5 años diseñado para alcanzar

:

R necesaria
cada año
1119
729
535
418
340

0.04
0.06
0.08
0.10
0.12
Con

=0.08, los efectos de variar

de 0.04 a 0.12, en un

de 0.5 a 0.9 son:
R necesaria
cada año
1081
812
645
535
461

0.5
0.6
0.7
0.8
0.9

Los tamaños de la muestra para un estudio de dos edades se estiman en primer lugar estimando
el número de adultos necesarios (como arriba), y luego estimando los números de jóvenes que
deben ser etiquetados y soltados cada año. Además de especificar k, y
y
para los
adultos, también debemos especificar un valor para las tasas de supervivencia de los jóvenes
(
). Tomando valores de
=0.8,
= 0.08, y
= 0.5, los tamaños de la muestra para
alcanzar
en un estudio de 5 años serían
=535 adultos y
= 2183 juveniles
soltados cada año del estudio.
Las fórmulas del tamaño de la muestra descrita más arriba se basan en estimar los
números necesarios para alcanzar las metas de precisión para la supervivencia promedio en un
estudio de k años. Si en vez de ello el objetivo es estimar las tasas de supervivencia anuales con
la precisión deseada, se necesitarán muestras más grandes. Williams et al. (2002) presentan el
enfoque general para obtener estos valores estimados de la muestra, y Jim Hines
(http://www.mbr-pwrc.usgs.gov/software.html.#a) proporciona programas para llevar a cabo
los cálculos necesarios. Los cálculos precisos para alcanzar las metas de precisión para una
supervivencia promedio se encuentran en las hojas de cálculo en el compañero electrónico del
libro (ver la página del internet). podemos ver que si sólo pueden etiquetarse R = 100 cada año, la
precisión alcanzada sería
, que podría no producir resultados de una fiabilidad suficiente
para justificar la continuación del estudio. También podemos ver los efectos de cambiar las tasas de
supervivencia o
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Estimación de la supervivencia con los modelos de captura-recaptura
(modelos CJS)
Este grupo de modelos, conocido como de Cormack-Jolly-Seber (CJS), toma su nombre de tres
de los pioneros del análisis de CR: Richard Cormack, George Jolly y George Seber. En los
modelos CJS, a diferencia de los de recuperación de etiquetas, los datos provienen de
reencuentros de animales vivos, potencialmente recapturados durante varias ocasiones. Por lo
tanto, el mismo animal puede aparecer en múltiples ocasiones en los datos, en vez de sólo dos
veces: una vez como ejemplar soltado, y una vez como reencuentro, tal como sucedía en la
recuperación de etiquetas. Una forma en la que podemos ilustrar este tipo de estructura de datos
es mediante los historiales de captura, que tienen el mismo significado que en el capítulo 9, pero
ahora en el caso de una población abierta. Por ejemplo, en un estudio de CR de 3 períodos, “111”
significa capturado en los tres períodos, “101” sólo en el primero y el último, “100” capturado
sólo en el primero, etc.

Figura 12.2. Acontecimientos que han dado lugar a historiales de captura con el modelo de
Cormack-Jolly-Seber.

En una población cerrada, sabíamos (por definición) que todos los animales marcados
estaban aún en la población. Así, “100” significa simplemente que el animal no fue capturado de
nuevo, pero sabemos (o asumimos) que aún está vivo, y podría ser recapturado. Es más,
sabíamos que no se estaban añadiendo animales nuevos (no marcados). En las poblaciones
abiertas, se infringen estos dos supuestos: los animales marcados pueden dejar la población (por
muerte o por emigración) y nuevos animales no marcados pueden entrar en la población (por
nacimiento o por inmigración). En los modelos CJS, nos dedicaremos a los animales marcados,
es decir, animales que han sido capturados al menos una vez. Nuestros historiales de captura
estarán formados por las recapturas de estos animales marcados, y pueden proporcionar
información sobre la supervivencia y otros procesos poblacionales. Ahora, si consideramos un
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historial de captura, tal como “101”, podemos decir “el animal fue capturado en el momento 1,
sobrevivió hasta el momento 2 y no fue recapturado, y sobrevivió hasta el momento 3 y fue
recapturado”. Por razones que discutiremos más tarde, utilizamos un signo ligeramente distinto
( φi ), para representar la probabilidad de que un animal vivo en la ocasión i sobreviva y no
emigre permanentemente de la población que es sujeto de captura. Ello se ilustra en la Figura
12.2 para el caso incluso más simple de una sola ocasión de captura seguida de una sola ocasión
de recaptura, generando los historiales “11” y “10”. Como en el caso de la población cerrada de
CMR, designamos a las probabilidades de recaptura en las ocasiones i = 2,….. k como pi (no
existe ninguna p1, dado que no existen animales marcados que recapturar). Utilizando esta
notación, el evento “101” tiene la probabilidad

φ1 (1 − p2 )φ2 p3
En un estudio de 3 períodos, existen cuatro eventos posibles de recaptura para cada animal,
siendo condición indispensable que haya sido capturado en la ocasión 1, y podemos transcribir
sus probabilidades:
Historial de captura
111
110
101
100

Probabilidad
φ1 p2φ2 p3

φ1 p2 (1 − φ2 p3 )
φ1 (1 − p2 )φ2 p3
(1 − φ1 ) + φ1 (1 − p2 )(1 − φ2 p3 )

Los historiales “110” y “100” demuestran que las cosas pueden complicarse, incluso para un
problema simple como éste. Con el historial “110” sabemos que el animal vivió hasta la ocasión
2 (dado que lo recapturamos entonces), pero no sabemos lo que sucedió después: puede que haya
muerto, o simplemente no haya sido recapturado (pero aún está vivo). Todo lo que podemos
decir es “no sobrevivió y fue recapturado”. No obstante, la probabilidad de este acontecimiento
puede expresarse en términos de parámetros del modelo ( φi , pi ). Así, un posible enfoque es
copiar todas las combinaciones de historiales de captura y transcribir la expresión para cada uno
– que resulta ser una gran cantidad de expresiones (2k-1 – 1, donde k es el número de ocasiones
de captura).
Afortunadamente, un supuesto bastante simple y razonable elimina la necesidad de esta
gran complejidad. Se trata de asumir que los animales que son recapturados y soltados, se
comportan de igual manera en la subsecuente captura y en cuanto a la supervivencia, que los
animales que son capturados por primera vez. Si podemos hacer este supuesto, esencialmente
descartemos todos los historiales previos a una recaptura, y empezamos de nuevo. Ello tiene
como resultado una notación muy conveniente basada en las estadísticas “mij”, parecidas a las de
recuperación de etiquetas. Por ejemplo, 3 períodos de suelta con 3 períodos de recaptura/suelta,
podrían resumirse como:
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Período de la Número soltado
última suelta
1
R1
2

R2

3

R3

Período siguiente recaptura
2
3
4

m12

m13
m 23

m14
m24

m34

Con este formato, por ejemplo R1 son soltados en el período 1, y ninguno de ellos había sido
capturado previamente (es decir, ninguno está marcado). Algunos (m12) de ellos son recapturados
durante el período 2, y (a menos que mueran durante la captura o sean sacrificados) serán
soltados como parte de la muestra R2, junto con algunos animales nuevos (no marcados). Los de
R1 y R2 que son recapturados en el período 3 (m13 + m23) serán soltados en R3, junto con cualquier
animal que sea capturado en ese momento.
Esta notación condujo a una forma muy simple de representar el modelo CJS básico en
términos de probabilidades (p) de captura y de supervivencia específica del tiempo ( φ ). Para los
datos de tres períodos de más arriba tenemos como valores esperados:
Período después de la recaptura
4

Período de
la última
suelta
1

Número
soltado

2

3

R1

R1φ1 p2

2

R2

R1φ1 (1 − p2 )φ2 p3
R2φ 2 p3

3

R3

R1φ1 (1 − p2 )φ2 (1 − p3 )φ3 p4
R2φ2 (1 − p3 )φ3 p4
R3φ3 p3

Así, por ejemplo, de los animales que son soltados en el período 1 que luego son recapturados en
el período 3, se sabe que han sobrevivido hasta el tiempo 3 ( φ1φ 2 ), que no han sido capturados en
el tiempo dos (1 − p2 ) y finalmente, que fueron capturados en el tiempo 3 ( p3 ) . El modelo de
más arriba puede generalizarse fácilmente a múltiples grupos (sexo, área y otras agrupaciones) y
edades utilizando matrices de índices de parámetros (PIMs) en MARK, de manera parecida a la
recuperación de bandas. Para el ejemplo de arriba, son posibles varios modelos, incluyendo:
•

φ g *t p g *t -probabilidades de supervivencia y recaptura variando tanto con el grupo como

•

con el tiempo,
φ g p g - probabilidades de supervivencia y recaptura variando con el grupo, constantes con

•

el tiempo,
φt pt - supervivencia y recuperación variando con el tiempo pero no con el grupo,

•

φ. p. .-supervivencia y recuperación constantes tanto con el grupo como con el tiempo.
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Nuevamente, podemos obtener para cada modelo estimadores de máxima verosimilitud, evaluar
la bondad de ajuste, y calcular el AIC para ayudar en la selección del modelo. En el Recuadro
12.4 proporcionamos un ejemplo con 2 grupos, y en el 12.5 uno de datos específicos de la edad.

Supuestos de los modelos CJS
Los supuestos de los CJS son fundamentalmente los mismos que las de los modelos de
recuperación de etiquetas, con respecto a los supuestos sobre el diseño del estudio, los métodos
de campo y los efectos estocásticos. Además, las supuestos específicas de los CJS son (1)
homogeneidad de las probabilidades de captura y supervivencia para los animales marcados en
cada ocasión de muestreo y cada grupo, (2) recaptura y suelta de los animales instantáneas, y (3)
toda emigración del área de estudio es permanente. El supuesto (1) puede conseguirse al menos
aproximadamente, si los factores que influencian a la supervivencia y la recaptura (p. ej., sexo,
área, edad) pueden identificarse y utilizarse para construir modelos específicos de grupo y de
tiempo. Desde luego, el supuesto (2) es infringida en la práctica, pero puede alcanzarse al menos
aproximadamente si el período de trampeo es corto en relación con intervalo entre las ocasiones
de trampeo. Por ejemplo, si se está llevando a cabo un estudio para estimar la supervivencia
anual, las ocasiones de trampeo de dos semanas separadas por doce meses serían adecuadas para
muchos organismos, particularmente si se espera que la mortalidad y los desplazamientos
durante el período de trampeo sean relativamente bajos. Contrastando con ello, si nos interesa
estimar la supervivencia mensual, entonces los períodos de trampeo de dos semanas con una
separación de 4 semanas casi se solaparían, con el riesgo de que algunos individuos soltados
durante el primer período estuvieran en peligro de un período > de 4 semanas, y otros con un
riesgo de < de 2 semanas; un diseño de este tipo podría sesgar seriamente la estimación de la
supervivencia.

Estimación de la supervivencia, la abundancia y el reclutamiento mediante el
modelo de Jolly-Seber
En la sección anterior tratamos de la estimación de las tasas de supervivencia utilizando datos de
CMR, utilizando modelos de CJS. Dichos modelos se conocen como modelos CMR
“condicionales”, dado que la construcción del modelo siempre depende de animales que
realmente han sido capturados, marcados y soltado. Los animales que no han sido capturados y
soltados (o vueltos a soltar) en la muestra i (Ri) no se utilizan en el modelo estadístico y no
contribuyen a estimar las tasas de supervivencia u otros parámetros.
Por el contrario, los modelos de los que trataremos ahora se conocen como modelos de
CMR “incondicionales”, ya que ahora la construcción del modelo considera tanto a animales que
han sido capturados y soltados como a aquéllos que no han sido capturados (pero están en la
población y pueden ser capturados en el momento del muestreo). Ahora, con los modelos de
CMR incondicionales podemos estimar, además de las probabilidades de supervivencia y captura
(como en CJS), la abundancia y el reclutamiento. El modelo original y más familiar es el de
Jolly-Seber (JS), que (junto con algunos casos especiales) estudiaremos aquí. No obstante,
también introduciremos brevemente dos alternativas al modelo JS, que tienen importantes
aplicaciones.
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Recuadro 12.4 Análisis CJS para dos grupos
Nuestro ejemplo se refiere a un estudio del mirlo acuático europeo (Cinclus cinclus), presentado
originariamente por Lebreton et al. (1992). Los mirlos se capturaron y anillaron durante 7 años y se
recapturaron durante los 6 años subsecuentes. Sólo se capturaron las aves adultas, pero debido a que
inicialmente se creía que la supervivencia era específica del sexo, los datos se estratificaron en sueltas y
recapturas de machos y hembras. Utilizamos el programa MARK para ajustar el modelo general
, teniendo en cuenta supervivencias específicas del tiempo y el sexo, y para probabilidades de
recaptura. Este modelo ajusta los datos (
, df,21, P=0.63), tal como fue valorado por el test
del programa RELEASE que se encuentra en MARK. No obstante, existía cierta evidencia de
sobredispersión (fracaso del modelo multinomial para explicar completamente la variabilidad de los
datos), y utilizamos un factor de sobre-dispersión
(proporcionado por MARK) para ajustar los
resultados de verosimilitud, las varianzas y los intervalos de confianza (estos ajustes los proporciona
automáticamente el programa, pero el usuario debe entrar manualmente el ajuste ). Este modelo tiene
24 parámetros −12 probabilidades de supervivencia y 12 de recaptura; no obstante, cuatro de dichos
parámetros están confundidos, es decir, las últimas tasas de supervivencia y recuperación para cada
sexo, de forma que sólo los productos de
y
para cada grupo son estimables por separado. Luego
procedimos a estimar los parámetros con 15 modelos más, con varias restricciones en cuanto a las tasas
de supervivencia o recaptura (parámetros iguales a lo largo del tiempo, según el sexo, o ambos). Los
resulatdos estan abajos:

Modelo
{Phi(.) p(.) PIM}
{Phi(.) p(g) PIM}
{Phi(g) p(.) PIM}
{Phi(g) p(g) PIM}
{Phi(t) p(.) PIM}
{Phi(.) p(t) PIM}
{Phi(t) p(g) PIM}
{Phi(g) p(t) PIM}
{Phi(t) p(t) PIM}
{Phi(g*t) p(.) PIM}
{Phi(.) p(g*t) PIM}
{Phi(g*t) p(g) PIM}
{Phi(g) p(g*t) PIM}
{Phi(t) p(g*t) PIM}
{Phi(g*t) p(t) PIM}
{Phi(g*t) p(g*t)}

QAICc
181.3788
183.236
183.3644
185.263
189.7281
190.9914
191.6534
193.022
197.3585
201.9476
203.0141
203.9952
205.1521
209.5781
209.828
220.4343

Delta
QAICc
0
1.8572
1.9856
3.8842
8.3493
9.6126
10.2746
11.6432
15.9797
20.5688
21.6353
22.6164
23.7733
28.1993
28.4492
39.0555

Pesos de
QAICc
0.51497
0.20347
0.19082
0.07385
0.00792
0.00421
0.00302
0.00153
0.00017
0.00002
0.00001
0.00001
0
0
0
0

Estos resultados pueden utilizarse para obtener valores estimados promedios del modelo para las
probabilidades de supervivencia y recaptura, que ahora tienen en cuenta la incertidumbre de seleccionar
entre modelos alternativos. Los valores estimados promediados para el modelo de la supervivencia de
los machos son aproximadamente de 0.563 (95% IC =0.451–0.668) y de las hembras 0.558 (0.448–
0.661) y de la recaptura de los machos 0.908 (0.701–0.976) y de las hembras 0.896 (0.685–0.972). Los
archivos con los datos de entradas y de resultados de MARK para este problema se encuenta en el
compañero electrónico del libro (ver la pagina del internet).
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Recuadro 12.5 Análisis CJS específico de la edad
Este ejemplo procede de un estudio sobre los verdecillos (Serinus serinus) anillados en España durante
diez períodos de seis meses durante 1986-1991 (Conroy et al. 2002). En cada ocasión se anillaron y
recapturaron machos y hembras, adultos y subadultos. Entramos estos datos en el programa MARK, e
inicialmente utilizamos matrices de índices paramétricos (PIMs) teniendo en cuenta la variación de las
probabilidades de supervivencia y recaptura específicas del tiempo, la edad y el sexo. Llevamos a cabo
100 simulaciones bootstrap de este modelo, que proporcionaron una desvianza media de 212.91, que
comparamos con los valores de nuestra muestra de 254, para obtener un valor estimado de la inflación
de la varianza de
, luego utilizamos MARK para obtener valores de QAIC
para la selección de modelo.
Comparamos ocho modelos alternativos, incluyendo el modelo general (global), tal como
vemos a continuación:
Modelo
{phi(edad*t)p(t)}
{phi(edad*sexo*t)p(sexo*t)}
{phi(edad*sexo)p(sexo}
{phi(edad)p(.}
{phi(edad*sexo)p(.}
{phi(sexo)p(sexo)}
{phi(sexo)p(.)}
{phi(.)p(.)}

QAICc
943.1251
950.4313
992.9108
993.3351
994.3769
1065.49
1068.316
1073.069

Δ QAICc
0
7.3062
49.7857
50.21
51.2518
122.3645
125.1913
129.9437

Pesos de QAICc
0.97474
0.02526
0
0
0
0
0
0

Estos resultados sugieren que existe un fuerte apoyo (peso >0.97) para el modelo con efectos edad *
tiempo para la supervivencia pero sólo efectos de tiempo para la recaptura. Los valores estimados
utilizando este modelo son:

Índice
1
2
3
4
5
6
7
8
9

Parámetro
Phi
Phi
Phi
Phi
Phi
Phi
Phi
Phi
Phi

Edad
Adulto

10
11
12
13
14
15

Phi
Phi
Phi
Phi
Phi
Phi

Subadulto

Año
1986
1987
1988
1989
1990
1986
1987
1988

Valor
Período estimado
1
0.973817
2
0.627637
1
0.520309
2
0.513747
1
0.755604
2
0.613572
1
1
2
0.272991
1
0.179048

EE
0.091164
0.090642
0.117531
0.137616
0.210068
0.168937
3.2E-06
0.113794
0.080355

LICi
0.032559
0.440761
0.30118
0.264109
0.249576
0.28208
0.999994
0.108777
0.069508

LICs
0.999976
0.782835
0.731893
0.75671
0.966377
0.865166
1.000006
0.536011
0.389042

1
2
1
2
1
2

0.0774
0.074216
0.04867
0.055826
0.049414
0.080502

0.125052
0.092006
0.013392
0.015304
0.005118
0.049726

0.42427
0.383348
0.252324
0.284215
0.306898
0.378612

0.24502
0.200628
0.063392
0.072836
0.045553
0.151507
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Recuadro 12.5 Continuado
Índice Parámetro

Edad

Año

Período

Valor
estimado

EE

LICi

LCIs

16
17
18

Phi
Phi
Phi

1989 1
2
1990 1

0.231353 0.126564 0.069418
0.271085 0.160402 0.070426
0.706553 0.087768 0.512251

0.548419
0.646095
0.846627

19
20
21
22
23
24
25
26

p
p
p
p
p
p
p
p

1986 2
1987 1
2
1988 1
2
1989 1
2
1990 1

0.567021
0.41418
0.385388
0.303957
0.340601
0.431114
0.34401
0.722494

0.708366
0.609754
0.607432
0.52175
0.570274
0.611169
0.647093
0.967833

0.07738
0.098167
0.109159
0.09883
0.108124
0.091287
0.144123
0.25034

0.413856
0.242375
0.202618
0.148792
0.167394
0.267598
0.130422
0.183863

Los archivos con los datos de entradas y de resultados de MARK para este problema se
encuentan en el compañero electrónico del libro (ver la pagina del internet).

Los datos en bruto utilizados para el modelado con JS son idénticos a los de CJS: la
matriz de historiales de captura usual con los “1” representando “capturado” y los “0”
representando “no capturado” para cada animal individual. No obstante deben calcularse algunas
estadísticas sumarias más, para estimar la abundancia y el reclutamiento. Así, en cada muestra el
número total de animales capturados ( ni ) está compuesto por animales que fueron previamente
marcados ( mi ) así como por aquéllos que nunca antes fueron capturados, y por lo tanto no están
marcados ( u i ). Entonces, las sueltas tras la muestra i igualarán al número de animales marcados
y no marcados capturados, menos cualquiera de cada grupo que se haya perdido debido a la
mortalidad durante la captura:

Ri = mi + ui − d i − d iʹ′
donde d i y d i ʹ′ son respectivamente el número de animales marcados y no marcados, que no son
soltados tras la captura (debido a la mortalidad de trampeo, al sacrificio o a otras razones). El
modelo JS se forma como el producto de dos distribuciones binomiales condicionales y una
multinomial (capítulo 5)

[P1 (ui | U i , pi )]× ⎡⎢P2 (d i , d i ʹ′ | mi , ni ,ηi ,ηi ʹ′ )⎤⎥ × [P 3 (mij |R i ,φi , pi )]
⎣

⎦
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Recuadro 12.7 Análisis de Jolly-Seber
En este caso analizamos datos de Nichols et al. (1984) sobre los meteoros del prado (que antes se
consideraban en Recuadra 10.3), que ahora consisten en datos de trampeo durante seis períodos, cada
uno separado por el intervalo de un mes. En cada uno de estos “períodos primarios” los meteoros del
prado eran atrapados durante 5 días consecutivos, pero en este caso ignoramos las recapturas durante
los cinco días, y sólo incluimos el historial de captura como “1” si el animal fue cazado al menos una
vez durante el período de cinco días. Utilizamos una versión de internet del programa JOLLY
(Apéndice A) para examinar tres modelos, llevar a cabo la bondad de ajuste, y proporcionar valores
estimados de supervivencia, recaptura y reclutamiento. Los input y output de este análisis se encuentran
en el compañero electrónico del libro ( ver CD incuido y pagina ii de la pagina del internet). Las
comparaciones del modelo de máxima verosimilitud y la bondad de ajuste sustentaron al Modelo
, que tiene en cuenta la variación específica del tiempo tanto en las probabilidades de
supervivencia como de captura; no obstante, aparentemente este modelo no ajustaba muy bien los
datos, con una bondad de ajuste de

= 13.3622, df=5, P = 0.02. Los valores estimados de las tasas

de supervivencia ( ), abundancia (N), reclutamiento (B) y recaptura (p) utilizando este modelo son:
EE( )

Período
1
2
3
4
5
Período
2
3
4
5

0.8462
0.5675
0.7003
0.5783

0.0552
0.0651
0.0726
0.0684

95%
0.7381
0.4399
0.5581
0.4442

0.9588
0.8222
0.911
0.828

EE(p)
0.0402
0.0715
0.0596
0.0696

95%
0.8801
0.682
0.7942
0.6915

P

intervalo N
0.9543
0.6951
73.38
0.8426
59.08
0.7125
61.94
54.87

EE(N)

95%

Intervalo

3.82
5.86
5.68
5.67

65.89
47.59
50.81
43.77

80.88
70.57
73.07
65.98

intervalo B
1.0376
17.43
0.9624
20.57
1.0279
19.05
0.9645

EE(B)
2.6
2.73
2.86

95%
12.32
15.22
13.45

Intervalo
22.53
25.92
24.65

En comparación, tomamos el modelo alternativo Pradel, basado en una simetría temporal hacia delante
y hacia atrás. Existen tres formas a elegir para la parametrización, dependiendo del énfasis en la
“vejez”, reclutamiento o crecimiento de la población. Elegimos la parametrización del “reclutamiento”,
que define a

, es decir, f es el número de adultos nuevos añadidos a la población en t + 1, por

número de animales vivos en t. Son posibles diversos modelos, dependiendo de los supuestos sobre la
variación temporal en los parámetros:
Modelo
{Phi(t) p(.) f(t) PIM}
{Phi(t) p(.) f(.) PIM}
{Phi(t) p(t) f(.) PIM}
{Phi(t) p(t) f(t) PIM}
{Phi(.) p(t) f(.) PIM}
{Phi(.) p(t) f(t) PIM}
{Phi(.) p(.) f(.) PIM}
{Phi(.) p(.) f(t) PIM}

AICc
987.0727
989.1215
989.7836
989.886
995.5147
1000.237
1006.894
1007.17
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Δ AICc
0
2.0488
2.7109
2.8133
8.442
13.1647
19.8212
20.097

Pesos de AICc
0.53249
0.19117
0.13729
0.13044
0.00782
0.00074
0.00003
0.00002

Recuadro 12.7 Continuado
La mayoría del peso del AIC estaba en un modelo que asumía unas tasas de recaptura constantes pero
una variación del tiempo en la supervivencia y el reclutamiento. Utilizamos MARK para calcular los
valores estimados promediados por el modelo y los intervalos de confianza incondicionales (teniendo
en cuenta la incertidumbre del modelo):

S(1)
S(2)
S(3)
S(4)
S(5)
P(2)
P(3)
P(4)
P(5)
P(6)
P(7)
f(1)
f(2)
f(3)
f(4)
f(5)

Valor
estimado
0.886005
0.567619
0.73368
0.590362
0.93587
0.848757
0.900227
0.858088
0.884772
0.855347
0.907537
0.35585
0.256322
0.375409
0.30834
0.554287

EE
0.058514
0.064892
0.069051
0.06893
8.970302
5.67052
0.04934
0.04984
0.041642
0.052518
10.18351
8.038942
0.093486
0.087258
0.081442
6.08132

LICi
0.714035
0.438787
0.5795
0.45185
0
0
0.754555
0.730527
0.775156
0.720154
0
0
0.116457
0.24702
0.174168
0

LICs
0.960307
0.687912
0.846321
0.715881
1
1
0.963612
0.930971
0.944705
0.931446
1
1
0.47404
0.554856
0.485152
1

A partir de ellos pueden obtenerse valores estimados derivados de la tasa de crecimiento de la
población (λ); alternativamente, puede especificarse una forma del modelo de Pradel en MARK que
incluya λ como parámetro (en vez de las tasas de reclutamiento). Las entradas y resultados completos
de MARK para este ejemplo se encuentran en el compañero electrónico del libro (ver la pagina del
internet).
Obviamente, no existe una sola forma “correcta” de analizar estos datos. Cuando se pone más
énfasis en las tasas demográficas que en la abundancia, recomendamos utilizar uno de los modelos de
Pradel; si sólo tenemos interés en estimar la supervivencia, entonces el mejor enfoque lo proporcionan
los modelos CJS (recuadros 12.4-12.6). El Jolly-Seber puede utilizarse cuando también nos interesa la
abundancia, pero debido a la preocupación por los sesgos en las tasas de reclutamiento y la abundancia
cuando las capturas son heterogéneas, nos inclinamos más por el uso del Diseño Robusto (Recuadro
12.8).

donde los parámetros incluyen las tasas de supervivencia ( φi ) y las probabilidades de captura
( p ) como en CJS, y dos parámetros adicionales, η y ʹ′ , las probabilidades de suelta de
i

i

ηi

animales marcados y no marcados. El primer término representa la relación del número de
animales no marcados de la muestra, con el de la población total, y es útil para estimar la
abundancia. El segundo término da cuenta de los no soltados (generalmente, mortalidad por
trampeo). El tercer término modela la supervivencia y recaptura de animales marcados, y
corresponde exactamente al modelo CJS; en esencia, podemos pensar en CJS como formado a
partir de JS, para facturado los primeros dos términos.
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En JS, el número desconocido de no marcados ( U i ), marcados ( M i ) y totales ( N i ) en la
población se tratan como variables desconocidas, que pueden ser estimadas una vez se han
estimado las tasas de captura y supervivencia. Por ello, la mayoría de las construcciones de
modelos en JS se centran en el modelado de la variación de φi y pi El modelo JS original (Jolly
1965, Seber 1965) tiene en cuenta la variación en el tiempo (de muestreo-a-muestreo) de ambos
parámetros, y dichos parámetros se estiman tal como lo fueron para los modelos CJS. La
abundancia se estima basándose en el mismo análisis fundamentado que en los de CR de
población cerrada, excepto en que ahora el número de animales marcados en la población se
desconoce, y debe ser estimada. Ello nos lleva a un estimador

n
n Mˆ
Nˆ i = i = i i
pˆ i
mi
que se parece mucho al Lincoln-Petersen (capítulo 10), y puede estimarse de los períodos del 2 al
k-1 si existen k períodos de muestreo. Finalmente, una vez que se han estimado φi , pi , y N i , el
reclutamiento (el número de animales que entran en la población entre el muestreo i y el i+1) se
estima mediante

Bˆi = Nˆ i +1 − φˆi ( Nˆ i − ni + Ri )
para los períodos del 2 al k-2.
El modelo JS general tiene muchos casos especiales. Un grupo de ellos puede estar
formado teniendo en cuenta circunstancias especiales, tales como una población parcialmente
cerrada. Por ejemplo, el muestreo puede tener lugar durante una época del año en que la
mortalidad es despreciable, pero aún puede darse reclutamiento, lo que conduce a un modelo de
“sólo nacimientos” ( φi =1). A la inversa, el muestreo puede tener lugar en un momento del año
en el que el reclutamiento sea despreciable pero la mortalidad aún pueda darse, lo que conduce a
un modelo de “sólo muertes” ( Bi =0). La estimación en estos modelos “parcialmente abiertos” se
describe con mayor detalle en Williams et al. (2002). Muchos otros modelos se forman
modelando la variación con el tiempo de las probabilidades de supervivencia y captura bajo
distintas supuestos; éstos pueden construirse del mismo modo que en CJS. Finalmente, JS puede
extenderse a múltiples clases de edad y a modelos multiestados (p.ej., para tasas de
desplazamiento); dichas extensiones se describen con detalle en Williams et al. (2002).

Supuestos de JS
El modelo JS incorpora todos los supuestos de los modelos CJS, pero con un añadido crítico con
respecto al supuesto de probabilidades de recaptura homogéneas. Tal como sucede en los
modelos CJS, debemos asumir que cada animal marcado de la población tiene la misma
probabilidad de ser recapturado; ahora también debemos asumir que cada animal –marcado o no
marcado- tiene la misma probabilidad de captura. Este supuesto tan importante es parecida a la
que se requería con el modelo de Lincoln-Petersen para una CR cerrada (capítulo 10), y
225

específicamente no tiene en cuenta un efecto del trampeo y de la manipulación en la probabilidad
subsecuente de recaptura (en la que sería más o menos probable que los animales capturados
previamente fueran recapturados, que los animales no marcados). Potencialmente, la infracción
de este supuesto tiene como resultado unos sesgos muy serios tanto en los valores estimados de
abundancia como de reclutamiento, a pesar de que los valores estimados de supervivencia
tienden a ser relativamente poco influenciables (robustas, consecuentes). Por suerte, tal como
veremos en la próxima sección, algo de creatividad en el diseño del muestreo, junto con un
modelado estadístico apropiado, pueden hacer que se supere este problema.

Otros enfoques
Aunque puede que los lectores estén más familiarizados con el modelo de Jolly-Seber, existen al
menos dos enfoques alternativos importantes de construcción de modelos, y ambos enfatizan el
valor estimado del reclutamiento. Uno es el enfoque de Schwarz y Arnson (1996), en el cual se
visualiza una “superpoblación” que sirve como fuente de individuos para la población en estudio.
El reclutamiento (la entrada en la población muestreada) es entonces modelada como un proceso
multinomial a lo largo del tiempo. El enfoque de Schwarz-Arnson se aplica en el programa
POPAN (apéndice C).
Un segundo enfoque, que se ha aplicado en el programa MARK (Apéndice C, White y
Burnham 1999), se basa en la simetría entre el modelado de los historiales de captura hacia
delante en el tiempo para estimar la supervivencia, y hacia atrás en el tiempo para estimar el
reclutamiento (Pradel 1996). El modelo de Pradel (1996) enfatiza la estimación de la
supervivencia, el reclutamiento per cápita y las tasas de crecimiento de la población, y de hecho
no proporciona explícitamente valores estimados de la abundancia. En muchos estudios, los
valores estimados de los parámetros demográficos serán suficientes, y la parametrización de
Pradel constituye un medio muy eficiente de estimar con modelos alternativos. No obstante, si
los valores estimados de la abundancia son importantes, entonces en vez de ello (o además)
recomendamos estimar con JS o (mejor aún) con el Diseño Consistente (más abajo).

Combinación de los modelos abiertos y cerrados: el diseño robusto
El Diseño Robusto (DR) es un diseño de CMR de 2 fases que implica períodos de muestreo
primarios, entre los cuales se asume que la población es demográficamente abierta, y períodos
secundarios durante los cuales se asume que la población es cerrada (Figura 12.3).
Originariamente, el DR fue desarrollado para realizar un modelado consistente de las
probabilidades de captura (que se hace mejor en un modelo cerrado) con la estimación de la
supervivencia, el reclutamiento y otros parámetros demográficos. El DR original se utilizó junto
con modelos de CMR cerrados para estimar la abundancia basada en los períodos secundarios;
modelos abiertos (CJS) para estimar la supervivencia; y una combinación de los valores
estimados para estimar el reclutamiento. Más recientemente, el DR se utilizó junto con modelos
de CMR de múltiples edades para permitir un valor estimado separada de la reproducción in situ
a partir de los inmigrantes, y con el modelado de tiempo inverso para permitir la estimación de
componentes del reclutamiento a partir de múltiples lugares, la propensión a la cría, y otros
parámetros (p. ej., Nichols et al. 2000). En el Recuadro 12.8 ilustramos el DR con un ejemplo.
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Figura 12.3. Diseño Robusto de Pollock, con la combinación de períodos de muestreo primarios
entre los cuales se asume que la población es demográficamente abierta, y períodos secundarios en
los que se asume que la población es cerrada.

Estimación de las tasas de desplazamiento a partir de la recuperación y datos
de captura-recaptura
Hasta ahora hemos hecho hincapié en el uso de la recuperación de etiquetas y los datos de CR
para estimar la supervivencia, y dicho énfasis será el apropiado para muchos estudios. No
obstante, en la mayoría de los estudios de localización espacial de los animales ésta viene
determinada por una captura inicial y una recaptura o recuperación subsecuente, y es natural
tener en cuenta el uso de estos datos para estimar la tasa y dirección de los desplazamientos. De
hecho, muchas de las aplicaciones más tempranas de los datos de aplicación de bandas
(anillado), especialmente para las aves, se enfocaron más hacia la determinación de las vías de
migración y otros aspectos de los desplazamientos, que hacia la estimación de parámetros
demográficos. El estudio completo de los valores estimados de los desplazamientos está fuera del
alcance de este libro, pero indicaremos brevemente algunas formas de utilizar los datos de CMR
y de recuperación con este propósito.
Tal como sucede con la estimación de las tasas demográficas, la de los desplazamientos
precisa explicar los procesos de muestreo implicados (p. ej., la recuperación o recaptura).
Podemos ilustrar esto con un simple ejemplo de recuperación de etiquetas, en el que los animales
son etiquetados en dos localizaciones (p. ej., lugares de cría) y son recuperados en dos
localidades subsecuentes durante la misma estación (p. ej., lugares de invernada; Figura 12.4).
Deseamos estimar la proporción que se desplaza desde cada lugar de cría hacia cada lugar de
invernada, basándonos en la frecuencia de recuperaciones en cada lugar de invernada. Podemos
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Recuadro 12.8 El Diseño Robusto
En este caso, volvemos a los datos de Nichols sobre Microtus, pero esta vez aplicamos el Diseño
Robusto con heterogeneidad que se encuentra en el programa MARK. La estructura del diseño de los
datos consiste en 30 ocasiones de captura: seis ocasiones primarias separadas por un mes, dentro de
cada una de las cuales existen cinco días consecutivos de trampeo. Ajustamos estos datos utilizando el
modelo de plena heterogeneidad del Diseño Robusto de MARK, especificando dos distribuciones
mixtas. Tras ajustar para el sobre-dispersión, los resultados de la comparación del modelo para los
nueve modelos considerados son:
Modelo
{S(.)gamma"(t) gammat) p(.) het(.)}
{S(.)gamma"(t) gammat) p(.)c(,) het(.)}
{S(t)gamma"(t) gammat) p(.)c(,) het(.)}
{S(t)gamma"(t) gammat) p(t,.)c(t,.) het(.)}
{S(.)gamma"(.) gamma(.) p(t,.)c(t,.) het}
{S(.))gamma"(t) gammat) p(t,.)c(t,.) het}
{S(t)gamma"(.) gamma(.) p(t,.)c(t,.) het}
{S(t)gamma"(t) gammat) p(t,.)c(t,.) het}
{Global}

QAICc
77.4796
80.7174
84.6896
115.2994
117.9831
121.4999
124.1231
125.6508
265.3646

Delta
QAICc
0
3.2378
7.21
37.8198
40.5035
44.0203
46.6435
48.1712
187.885

Pesos de
QAICc
0.81612
0.16169
0.02219
0
0
0
0
0
0

El modelo que ocupa la primera posición especifica una supervivencia constante, una
inmigración/emigración específica del tiempo, y unas probabilidades de captura constantes pero
heterogéneas (esencialmente equivalente al modelo Mh con una CR cerrada, ver Capítulo 10). Los
valores estimados con este modelo son:
Parámetro

Valor estimado

S

EE

LICi

LICs

0.89521

0.119108

0.414961

0.990375

Gamma''
Gamma''
Gamma''
Gamma''
Gamma''

2E-07
0.425791
0.199031
0.38398
0

0.000317
0.234198
0.259925
0.249604
0

0
0.10188
0.01007
0.073037
0

0.990316
0.828981
0.858557
0.831398
0.006693

Gamma'
Gamma'
Gamma'
Gamma'

0.00205
0.917306
1
0.945293

0
0.255265
8.93E-05
0.152732

0.00205
0.014929
0.999825
0.050252

0.00205
0.999877
1.000175
0.999823

pi Session 1

0.658812

0.128638

0.386114

0.855659

0.343228
0.853516

0.076435
0.082148

0.211897
0.616483

0.503911
0.954793

60.39561
77.79877
52.78142
61.48335
49.51797
78

7.415109
8.55388
6.883607
7.489144
6.647814
0

45.862
61.03317
39.28955
46.80463
36.48825
78

74.92922
94.56438
66.27329
76.16207
62.54768
78

p Session 1
p Session 1
N Session 1
N Session 2
N Session 3
N Session 4
N Session 5
N Session 6

Mezclada 1
Mezclada 2
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Recuadro 12.8 Continuado
Es interesante destacar que se estima que más de la mitad (0.66) de la población tiene unas
probabilidades de captura bajas (0.34), teniendo el resto (0.44) unas probabilidades de captura altas
(0.85). Si no se tiene en cuenta, este grado de heterogeneidad de las captura podría tener como
resultado grandes sesgos en el valor estimado de la abundancia. No obstante, relativamente los valores
estimados de la supervivencia no se ven afectadas por la heterogeneidad de las capturas, así que si la
supervivencia tiene una gran importancia, recomendamos los modelos CJS para un uso más eficaz de
los datos.
Las entradas y resultados completos de MARK para este ejemplo se encuentran en el
compañero electrónico del libro (ver la pagina del internet).

utilizar el modelo de recuperación de bandas post-estratificado (Williams et al. 2002) para
estimar los parámetros f ij , la proporción de animales marcados soltados en el área i que fueron
recuperados en el área j. Está claro que f ij depende no sólo del desplazamiento, sino también de
la intensidad de muestreo (p. ej., tasa de cosecha) en cada área de invernada. Por ejemplo, podría
ser razonable modelar la recuperación así

f ij = ψ ij h j
donde ψ ij es la probabilidad de desplazamiento del área i al área j, y h j es la probabilidad de ser
recuperado una vez allí. Además, vemos que algunos animales de cada área demarcado no son
recuperados (Figura 12.5); estos animales pueden estar vivos y simplemente no haber sido
recuperados, o pueden haber muerto. De hecho, no es posible con esta simple estructura de datos
estimar separadamente las tasas de desplazamiento, de recuperación y de supervivencia, y se
requieren modelos y estructuras de datos más complicados, o simplificar los supuestos.

Figura 12.4. Modelo de recuperación de etiquetas post-estratificado, en el cual los animales son
marcados en dos áreas y se desplazan entre las áreas 1 y 2, en las cuales algunos de ellos son
recuperados.
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Más arriba vimos que el modelo CJS básico, separando apropiadamente los
acontecimientos de captura y supervivencia, generalmente no puede distinguir entre un evento,
que un animal muriese entre dos ocasiones de muestreo, y otro, el hecho de que emigrase del
área de estudio (Figura 12.5). Si la emigración es permanente, desde luego no es posible una
recaptura futura, y dicho acontecimiento es tratado de forma idéntica a la mortalidad en el
modelo CJS. La emigración temporal hace aumentar la posibilidad de una futura recaptura, pero
crea unas dificultades adicionales que requieren de un modelado más complejo, tal como nos
proporciona el DR.
El problema de la emigración es muy serio en los estudios de CMR, en particular para las
especies móviles tales como las aves, para las cuales es prácticamente imposible establecer un
diseño de recaptura espacial que asegure que todos los animales están sujetos a recaptura.
Burnham (1993) desarrolló un enfoque para el análisis combinado de recuperación de anillas y
datos de CR que, bajo ciertos supuestos, permite separar la supervivencia demográfica de la
emigración permanente (que se confunden en los modelos CJS), y por lo tanto permite la
estimación de las tasas de fidelidad. El modelo de Burnham depende de supuestos críticas con las
que, a diferencia de las recapturas, pueden darse recuperaciones por toda la zona de distribución
de la especie. Este supuesto es razonable para muchas especies migratorias cosechadas (p. ej. las
aves acuáticas norteamericanas), en las que la mayoría de las recuperaciones tiene lugar por
medio de los informes de los cazadores, y la caza tiene lugar por toda la zona de distribución del
animal. Es menos probable que sea sostenible en el caso de muchas situaciones de recuperación
europeas, en las que la mayoría de las recuperaciones son informes de aves encontradas muertas,
y no existe ninguna seguridad de que el muestreo tenga lugar por toda la zona de distribución del
animal (Williams et al. 2002). El modelo de Burnham se halla incorporado en el programa
MARK (White y Burnham 1999).
Un enfoque más generalizado implica el uso de modelos multiestado (multiestrato), en
los cuales los animales son capturados, soltados y recapturados en dos o más “estados”.
Nuevamente, se refiere a cualquier atributo del animal, como la edad, las condiciones físicas, el
estatus de cría o la localización espacial. Estos datos se resumen de forma análoga al formato de
historial de captura que ya hemos visto, pero ahora los códigos numéricos o de otro tipo
significan el estado de cada captura. Por ejemplo, “20310223” significa que un animal fue
soltado en el estado 2 en la ocasión 1, recapturado en el estado 3 en la ocasión 3, estado 1 en la 4,
estado 2 en la 6 y la 7, y estado 3 en la 8, y no fue capturado en las ocasiones 2 o 5. Los modelos
multiestado requieren de la definición de muchos parámetros nuevos, notablemente de las
probabilidades de recaptura y transición específicas de estado, y se hallan fuera del alcance de
este libro; aconsejamos a los lectores interesados que consulten Williams et al. (2002) para una
discusión más completa de estos modelos.
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Figura 12.5. Problema de la supervivencia aparente con el modelo CJS convencional. Los animales
que estaban vivos en el momento 1 pueden estar vivos y presentes en el área de estudio en el
momento 2, vivos pero ausentes del área de estudio, o muertos. Los historiales de captura (“10”) de
animales muertos, vivos y presentes pero no capturados, y vivos pero ausentes no se pueden
distinguir entre sí.
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Recuadro 12.9 Tamaños de muestras para estudios CR abiertos
La consideración del tamaño de la muestra en estudios CR abiertos se ve complicada por el hecho de
que potencialmente existen muchos parámetros (supervivencia, abundancia, reclutamiento,
migración) a tener en cuenta. Pollock et al. (1990) desarrollaron una serie de gráficos que ilustran la
combinación de la probabilidad de captura, los números de ocasiones de captura y los tamaños de la
población necesarios para alcanzar diversos niveles de precisión (CV), para la estimación de JollySeber. Hemos incorporado aquí un enfoque basado en Pollock et al. 1990, pero poniendo énfasis en la
estimación de las tasas de supervivencia (según nuestro punto de vista, la estimación de la abundancia
debería basarse en modelos de poblaciones cerradas, capítulo 10, quizás tal como se incorporan en el
Diseño Robusto). Creamos un archivo de Excel que contiene dos hojas de cálculo: una para un
estudio de 5 años, y la otra para un estudio de 10 años. El usuario especifica las tasas de supervivencia
promedio (p. ej. = 0.8), las probabilidades de captura (p = 0.5), y los números de animales que se
sueltan cada año (R = 250); obsérvese que R es el número total de animales marcados y no marcados
soltados cada año, es decir, que tras el año 1, contiene recapturas. El programa produce los datos
esperados con estas condiciones, y de éstos calcula las varianzas de las tasas de supervivencia y CV
para las tasas anuales de supervivencia hasta k-1 años. Con estas condiciones, podemos ver que el
estudio de 10 años produce unos valores estimados más precisos (CV más bajos) que el estudio de 5
años. Esto se debe a que las tasas de supervivencia se basan, al menos en parte, en el número total de
animales recapturados de cada cohorte soltada, y este número generalmente será mayor cuanto más
largo sea el espacio de tiempo. Los usuarios pueden modificar estos programas para aplicaciones
particulares, o consultar los gráficos en Pollock et al. (1990). El ejemplo de hoja de cálculo se halla en
el compañero electrónico del libro ( ver CD incuido y pagina ii de la pagina del internet).

Resumen
En este capítulo utilizamos los datos de recuperación y recaptura para estimar la abundancia y
los parámetros demográficos de poblaciones abiertas. Nuestra atención se centró en estimar
parámetros demográficos tales como las tasas de supervivencia y reproducción, pero también
consideramos la estimación de la abundancia, el reclutamiento y las tasas de desplazamiento.
Hemos utilizado modelos estadísticos que tienen en cuenta apropiadamente la detección
incompleta en las muestras de captura, las cuales, con las supuestos del modelos, proporcionan
valores estimados no sesgados de los parámetros demográficos y las relaciones funcionales (p.
ej. las covariables).
En el capítulo 13 cambiaremos de enfoque y trataremos del importante tema de la
selección del recurso de cuantificación. Nuevamente, no obstante, consideraremos
cuidadosamente la naturaleza de nuestros datos, y de los que son apropiados, incluiremos
modelos del proceso de muestreo para evitar confundir las comparaciones de interés.
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CAPÍTULO 13
ANÁLISIS DEL HÁBITAT

En este capítulo nos centraremos en los métodos utilizados para estimar el uso del hábitat – o tal
como se describe a menudo en términos más generales – la selección o el uso de los recursos
por la fauna. Lo que estamos tratando de describir es la relación entre un animal y su medio
ambiente, y a diferencia de muchos autores, no vamos a estar pendientes de los matices de la
terminología. Este tema proviene principalmente del concepto de nicho ecológico de Hutchinson
(1950), con el que se intenta describir la serie de características medioambientales requeridas por
una especie en particular. Al igual que prácticamente en todos los temas que se tratan en este
volumen, trataremos aspectos de muestreo, escala y relaciones con otros tipos de datos. Tal como
hemos destacado, en todos los temas que tratamos aquí se aplican perfectamente los principios
básicos descritos en los Capítulos 1 al 6.
Manly et al. (1993) y Erickson et al. (2001) perfilan los tipos de estudios que podrían
hacerse para estudiar el uso de los recursos por parte de los animales. Describen el uso de los
recursos en términos de distintos tipos de análisis, dependiendo de que la unidad de muestreo sea
el animal o la población. Empezando en el primer nivel, que ellos denominan Diseño I, no se
marcan los animales individuales, y la disponibilidad del hábitat o de los recursos se define en
términos de cierto nivel de la población En el Diseño II, los animales se marcan individualmente,
y por lo tanto el uso se define en términos del individuo, pero el hábitat aún se describe a nivel
de la población. El Diseño III incluye estudios en los que los animales son marcados y en que la
disponibilidad del hábitat se define para cada animal, y el Diseño IV incluye estudios en los que
tanto el uso del hábitat como su disponibilidad se definen en términos de un punto particular en
el tiempo y para un animal en particular. A partir de este esbozo se hace patente que el tipo de
adquisición de datos y las técnicas analíticas utilizadas para cada uno de los diseños quedará
determinada por las estructuras específicas de los datos. Revisaremos algunos ejemplos comunes
de ello en las siguientes secciones. Por ejemplo, los estudios de radiotelemetría pueden tener
estructuras de datos que recaigan dentro de uno o más de los Diseños II, III y IV.

Unidades de muestreo y escala
Johnson (1980) describió una jerarquía de escalas para describir el hábitat de los animales
(Figura 13.1). El hábitat de primer orden incluía a aquellos factores ambientales que
determinaban la distribución de un organismo. Éstos son de particular interés en la conservación
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Figura 13.1. Escalas jerárquicas de la selección de recursos. En este ejemplo vemos un área de
estudio con hábitats bien definidos. Éstos podrían representar a un paisaje agrario con distintos
tipos de cosechas y otros hábitats naturales posibles o con bosques intercalados. Se encuentran
superpuestos una serie de áreas de acción poligonales convexas de alguna especie tal como el faisán
vulgar (Phasianus colchicus) que a menudo se encuentra en dichos hábitats. En este caso vemos que
las áreas de acción, que esperamos que representen una muestra al azar de la población de este
paisaje, no están distribuidas al azar (p. ej. representando el análisis de segundo nivel de Johnson),
y dentro de dichas áreas de campeo las observaciones reales no están distribuidas al azar
(representando el análisis de tercer nivel de Johnson). El objetivo de la mayoría de las técnicas de
análisis de hábitat es identificar la composición del hábitat disponible, y cómo ello está relacionado
con la composición de hábitats dentro de las áreas de acción y entre las radiolocalizaciones
individuales para cada animal que se está siguiendo.

de especies raras o poco estudiadas. El análisis de segundo orden es a menudo el objetivo de los
estudios de radiotelemetría, y se relaciona con la evaluación de cómo el hábitat podría impactar
en la localización que un animal en particular podría haber elegido como área de acción en un
paisaje. El hábitat de tercer orden está relacionado con el uso de los hábitats por parte de un
animal dentro de su área de acción. El hábitat de cuarto orden generalmente es análogo a las
características de microhábitat que se asocian con las localizaciones en que el animal se
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encuentra. Tradicionalmente, los análisis del hábitat, a estas escalas distintas, han sido realizados
por entidades distintas. Incluso cuando se trata de escalas tales como los órdenes de Johnson
(1980) segundo y tercero, que a menudo se describen utilizando animales marcados para
radiotelemetría, frecuentemente vemos que se las trata como unidades independientes (Aebischer
et al. 1993). Más recientemente, se han hecho intentos de relacionar estos diversos tipos de
escalas utilizando los puntos de vista jerárquicos o anididos para la evaluación del hábitat.

Evaluación del hábitat a partir de estudios de ocupación (Diseño I)
Obviamente, vincular la ocupación y las relaciones de hábitat tiene importantes consecuencias en
los estudios conservacionistas. Tal como discutimos en el capítulo 7, creemos que los estudios de
presencia-ausencia son una valiosa herramienta para la investigación de campo. Es lógico
extender los estudios de ocupación más allá de la simple etapa de presencia-ausencia.
Efectivamente, muchos de los estudios que han aplicado estos enfoques modelan la ocupación
basándose en características del hábitat. Tal como perfilamos en el Recuadro 7.3, en el ejemplo
que relacionaba los campos reforestados con pinos de hoja larga con la ocupación por los
azulejos maiceros, es fácil de ver cómo una serie de variables independientes del hábitat pueden
evaluarse de este modo.
La ocupación y la selección del hábitat pueden modelarse de diversas otras formas,
incluyendo los enfoques de regresión logística que se aplican comúnmente. El gran cambio que
es el resultado del desarrollo de los modelos con datos de la ocupación, es la comprobación de
que las observaciones que son falsos negativos (es decir, un animal está presente pero no es
detectado) pueden tener una influencia significativa en la evaluación del hábitat. Por ejemplo,
MacKenzie (2006) y MacKenzie et al. (2006) volvieron a analizar evaluaciones de regresión
logística de datos del berrendo (Antilocapra americana) que se habían publicado con
anterioridad. Teniendo en cuenta las distintas tasas de detectabilidad en relación con el hábitat en
que se encontraron los animales, demostraron que los resultados sobre la selección de recursos
que se presentaron originariamente, en los que la distancia al agua era el factor del hábitat más
potente, cambiaron para demostrar que la densidad de las artemisas era mucho más potente. La
conclusión es que las técnicas analíticas, sin importar lo apropiadas que sean en relación con el
diseño experimental, pueden desvirtuarse como resultado de factores que no tuvimos en
consideración –como los sesgos relativos a la detectabilidad.

Evaluación del hábitat utilizando animales marcados para radiotelemetría
(Estudios de diseño II, III y IV)
La telemetría de la fauna es una técnica ampliamente utilizada, que es útil para recoger datos que
a menudo son difíciles de obtener mediante otros métodos. No trataremos de los pros, los contras
y los desafíos del uso de los estudios de la radiotelemetría, dado que este tema se trata con
detalle en otros textos (Kenward 2001, Millspaugh y Marzluff 2001). Tal como hemos perfilado
más arriba, los biólogos generalmente describen el hábitat de los animales radio-marcados
utilizando los órdenes de escala segundo y tercero de Johnson (1980). En la mayoría de los casos
tenemos una muestra de individuos radio-marcados en una población, que son monitorizados en
un área de tierra definida durante un período específico de tiempo. Por lo tanto, nuestra unidad
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de medición para el análisis del hábitat por telemetría es el animal radio-marcado, o dicho animal
como un sustituto de cualquiera que sea el grupo al que pertenezca, o para localizar nidos, o
guaridas, jóvenes, etc.
La forma más común de evaluar el hábitat de animales radio-marcados es comparar el
uso de los hábitats particulares con la disponibilidad o composición de los hábitats disponibles.
En esencia, estamos utilizando las localizaciones (tercer orden) o localización del área de acción
de un animal en el paisaje (segundo orden) como medida del uso, y comparando ésta con la
disponibilidad de aquellos hábitats –comprobando la pregunta, ¿”Es el uso del hábitat distinto de
lo que sería de esperar al azar?” En la Figura 13.1 ilustramos algunas áreas de acción en los
paisajes, mostrando un uso del hábitat no al azar de segundo y tercer orden.
Aunque ésta parezca una pregunta fácil y directa, está llena de dificultades. Para empezar,
tenemos las preguntas usuales del diseño experimental y el muestreo. ¿Cuál es nuestra población
objetivo? ¿Estamos muestreando individuos al azar de esta población? ¿Es esta muestra
representativa? Estas son preguntas de difícil respuesta, dado que a menudo la definición
espacial de nuestras áreas de estudio se nos presenta de una forma bastante arbitraria. Podría ser
un parque o refugio u otro tipo de extensión de tierra definida más bien por la propiedad de las
tierras que por haber sido elegida para representar unas características ambientales – tales como
tener los desplazamientos delimitados por cierto tipo de barreras. Cuando capturando los
animales para marcar con radiotelemetría, los investigadores frecuentemente dan énfasis en
obtener la muestra en lugar de la aleatorización de la muestra, o como representativa sea la
muestra. Es muy obvio cuándo capturamos y marcamos animales en grupos. A menudo
capturamos animales del mismo grupo de la familia o (covey) o cualquier otro tipo de grupo
usando una trampa, y estos animales no representan muestras independientes.
Otra cuestión es el de la definición de cuáles son los hábitats de interés. Para aquellos de
entre nosotros que trabajan en paisajes que están dominados por la agricultura, esta parece ser
una cuestión algo más sencilla. Los hábitats en este tipo de hábitats a menudo están descritos por
líneas bien definidas y unidades definibles, no muy distintas del ejemplo de la Figura 13.2. En
cierto modo, estos paisajes son análogos al arte de “pintar siguiendo números” – mucho más
fáciles para aquellos de nosotros que somos artistas neófitos. En otros tipos de paisajes, los
distintos tipos de hábitats tienen un aspecto más parecido a las acuarelas abstractas de paisajes
marinos, en las que los objetos se funden unos con otros. Todos aquellos que trabajan
principalmente en ecosistemas forestales naturales reconocerán los problemas de definición
cuando de un hábitat se pasa gradualmente a otro a lo largo de grandes áreas. Además, no todas
las características del paisaje son definibles en forma de áreas unidad. Algunas características,
tales como los arroyos o cavidades con agua son características lineales o puntuales que no se
traducen muy bien en las de funciones de disponibilidad que se aplican a menudo, tales como la
cantidad de área. Además, en la mayoría de los estudios no se tiene en cuenta forzosamente la
distribución y el tamaño de las manchas de hábitat en el paisaje. La Figura 13.3 demuestra cómo
podemos tener un paisaje de las mismas proporciones que 2 hábitats, pero con distintos tamaños
y configuraciones de manchas que añaden más desafíos a nuestros análisis.
En los estudios de radiotelemetría también tenemos cuestiones de ejecución. Por ejemplo,
los investigadores que utilizan la radiotelemetría para localizar a animales que podrían ser
difíciles de ver, o que son fácilmente influenciables por la presencia de los investigadores,
podrían querer detectar por control remoto la localización de sus animales. La detección a
distancia de la localización de un animal, aunque es un objetivo muy valioso, a menudo tiene
como resultado gran cantidad de errores en la determinación del lugar en el que el animal se
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Figura 13.2. Uno de las áreas de campeo del ejemplo anterior mostrando más detalles de las
radiolocalizaciones individuales. En este caso vemos que las localizaciones están apelotonadas
alrededor de una esquina del hábitat azul, pero que el animal también deja este hábitat y vuelve
varias veces. También vemos que la mayoría de las localizaciones tienden a estar cerca del borde
del hábitat. Quizás se trate un hábitat para la percha para nuestro faisán hipotético en las áreas
matorral, mientras que los otros áreas se trate hábitats de alimentación en los campos alrededores.

halla ubicado realmente. A menudo ello se lleva a cabo mediante triangulación entre 2 o más
posiciones obtenidas a partir de localizaciones remotas. Cuando un error espacial asociado con la
localización de un animal incluye a múltiples hábitats, entonces la incertidumbre complica
cualquier análisis del uso del hábitat. Tal como han destacado diversos autores, se han revisado
con detalle las mediciones del error de localización y cómo podrían ser asignados los hábitats
(Withey et al. 2001). Se han presentado distintos métodos de evaluación de la forma del error
asociado con las triangulaciones (Springer 1979, Withey et al. 2001, Lenth 1991, Pace 1988).
Desde luego, el error de localización en los estudios de telemetría no es simplemente una función
del error asociado con las limitaciones del equipo estándar, en relación con la propagación de la
radiación electromagnética, sino también con las condiciones particulares asociadas con el medio
ambiente en el que se está llevando a cabo el estudio. Para aquellos biólogos que trabajan en
ambientes terrestres, los problemas más típicos incluyen a menudo impactos impredecibles de la
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topografía y los hábitats en el descubrimiento de la dirección. Desgraciadamente, aún vemos
autores que a menudo menosprecian las posibles consecuencias de estos errores. Todos los
estudios que utilizan la detección remota de la localización deben incluir alguna medición del
error, para permitir a los que los revisan dichos estudios juzgar hasta qué punto pueden confiar
en las clasificaciones del hábitat de cada estudio.
Las escalas espaciales que se utilizan más a menudo según Johnson (1980) suponen
varios desafíos para los biólogos de campo. En primer lugar, cuando pensamos en análisis de
orden mayor, a menudo tenemos dificultades para definir lo que es un hábitat disponible. A este
nivel, generalmente estamos comparando hábitats que se hallan en una misma área de acción
con otros que se encuentran en el paisaje. Tal como perfila más arriba nuestra definición de
población de muestra, si asumimos que la definición de los hábitats de dentro del área de
desplazamiento es bastante simple y puede describirse mediante uno de los índices de área de
desplazamiento comunes, entonces ¿con qué lo estamos comparando en realidad? Los biólogos
han utilizado muchos métodos distintos para definir el “paisaje” disponible para los animales de
sus estudios. En muchos casos eso se hace en términos de algo completamente independiente de
los animales, tal como un área de estudio predefinida, o un área definida en términos de la
propiedad de la tierra o de patrones de manejo. Otros han definido el paisaje disponible como un
conglomerado de todas las áreas de acción de los animales de su estudio. Otros lo han definido
en términos de áreas de acción con algún tipo de amortiguador, y otros aún han tenido en cuenta
los patrones de dispersión estacional para establecer una medida de las distancias promedio a las
que se puede desplazar un animal. Existen algunas técnicas tales como el uso de las Distancias
de Mahlanobis y la Regresión Logística Politómica, que no requieren ninguna medida de
disponibilidad (Erickson et al. 2001).
Lo que es importante recordar aquí es que a pesar de que la radiotelemetría es una técnica
útil, su uso implica muchos desafíos. Los investigadores que planean utilizar la telemetría tienen
que pasar mucho tiempo revisando las múltiples referencias sobre el tema (Kenward 2001,
Millspaugh y Marzluff 2001, White y Garrott 1990).

El muestreo en los estudios de radiotelemetría
Definición de las unidades del muestreo
Naturalmente, existen diversas cuestiones en relación con el diseño experimental y el muestreo
de los estudios de telemetría, como sucede con cualquier estudio de campo (Capítulo 5). No
obstante, el problema adicional de la recogida de datos repetida, de cada uno de los animales
radio-marcados del estudio, supone dificultades analíticas no muy distintas de las de muchos
estudios conductuales de observación. Tal como han destacado muchos autores, uno de los
errores importantes de muchos de los estudios de telemetría más antiguos era la asignación
incorrecta de la unidad de muestreo. Debería ser obvio y aparente que la unidad de muestreo es
el animal radio-marcado, pero con una advertencia importante. Si el animal que ha sido radiomarcado es parte de un grupo o está influenciado de alguna forma por otros animales que podrían
formar parte de nuestra muestra radio-marcada, entonces éstos no son independientes –un
supuesto de prácticamente todas las técnicas analíticas. Ello significa que si estamos marcando
animales con transmisores en un área de estudio en particular y tenemos varios animales radiomarcado que son miembros de bandadas, manadas o rebaños, tenemos que ser muy cuidadosos
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Figura 13.3. Paisajes hipotéticos, conteniendo cada uno las mismas proporciones de 2 hábitats, pero
con distintos tamaños de las parcelas. Aunque la mayoría de los análisis que emplean ahora los
investigadores de campo no diferencian entre éstos debido a que generalmente están midiendo la
composición, es fácil comprender que estos paisajes de muestra y el área de campeo superpuesta no
representan una misma cosa.

con la forma de tratar los datos. Tal como hemos mencionado anteriormente, Carroll et al. (1995)
dotaron de transmisores a muchos miembros de una serie de bandadas invernales de la perdiz
pardilla en Dakota del Norte. No utilizaron al animal como unidad de muestra para el análisis del
hábitat, sino que en vez de ello utilizaron a los individuos radio-marcados como sustitutos de una
bandada. Cuando tenían más de un individuo marcado en la misma bandada, no contaban las
localizaciones de los múltiples individuos por separado, sino como una sola observación.
Además, muchos autores han hecho hincapié en la importancia de la independencia temporal de
las localizaciones individuales por radio, en cada animal marcado. Es bastante irónico que
creamos que de hecho existe cierta confusión sobre la independencia de las localizaciones
individuales con respecto a la representación espacial de las radio-localizaciones individuales
(Erickson et al. 2001). Las localizaciones secuenciales de un animal en particular están
autocorrelacionadas, ya sean nuestras observaciones secuenciales a corto o a largo plazo.
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Creemos que por definición, las radio-localizaciones individuales de una animal en particular no
pueden ser independientes, pero menos autocorrelacionadas, pero el muestreo puede hacerse para
hacerlas más representativas. Por ejemplo, podríamos seguir a un animal durante el período de
un año. No queremos salir al campo un día al mes y obtener una serie completa de localizaciones
y proclamar que éstas representan al hábitat o los desplazamientos del animal en ese mes. Por lo
tanto, tratar esta cuestión es en realidad mucho más complejo de lo que permiten suponer
muchos autores. En la sección siguiente se describen diversas técnicas analíticas para intentar
solucionar esta cuestión, por diversos medios.
Tamaño la muestra
En los estudios de telemetría no tenemos un tamaño de la muestra, sino 2 tamaños de la muestra
distintos y que compiten entre sí. Tenemos la unidad de muestreo que en la mayoría de los casos
será nuestro animal objetivo del estudio. Existen varios autores que han intentado proporcionar
una guía sobre el tamaño de la muestra. Generalmente nos encontramos con cifras de más de 50
animales y a veces tamaños de la muestra de varios centenares, que se recomiendan como
mínimas –y dado que a menudo estamos intentando contestar preguntas sobre la supervivencia
de los animales y/o sus áreas de acción y sus desplazamientos, junto con mediciones del hábitat,
también tratamos con cuestiones de tamaños de la muestra. Una regla empírica bastante sensata
recomendada por Aebischer et al. (1993) cuando se está analizando el hábitat utilizando el
Análisis de Composición es utilizar en el análisis un mínimo de 10 animales por hábitat. Por
ejemplo, si tenemos 2 hábitats, entonces nuestra muestra debería ser mayor de 20 y si tenemos
cuatro hábitats debería ser mayor de 40.
Tenemos pues que decidir cuántas veces es observado un animal individual. Esto es
también importante en nuestros intentos de crear representación, y ello también será bastante
específico del estudio. Una composición del hábitat que sea bastante simple y tosca podría
requerir tamaños de muestra menores que un paisaje en el que el animal está utilizando diversas
parcelas de hábitats raros. La dificultad con que se tropiezan los investigadores es que a menudo
no están en situación de llevar a cabo estudios piloto para evaluar estas cuestiones. A menudo,
vemos que los investigadores utilizan curvas de área acumulativas para estimar los tamaños de
muestra necesarios en los estudios de área de acción. Y aún más interesante, muchos de estos
análisis dan como resultado valores de alrededor de 30 observaciones por animal. Sospechamos
que esta convergencia en realidad podría ser una función de alguna función matemática
subyacente o simplemente una función de los tamaños de muestra limitados que los
investigadores utilizan para derivar las curvas en primer lugar. Nuevamente, en este caso una
regla empírica podría ser de 10 veces el número de hábitats disponibles en el estudio.
Reuniendo las cuestiones de los 2 tamaños de muestra aparece el problema definitivo con
que se enfrenta la mayoría de los investigadores –unos recursos limitados para estudiar a sus
animales. Aumentar ambos tamaños de la muestra requiere unos recursos financieros en términos
de equipo y personal de campo –puede ser difícil maximizar ambos. Nuestra recomendación es
que cuando el lector tenga que llegar a un compromiso, dote de radiotransmisores a más
animales.
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Técnicas estadísticas utilizadas para evaluar el hábitat mediante animales
radio-marcados
Métodos más antiguos
Existen diversos métodos que durante años han ostentado un máximo de popularidad, y que
ahora son mucho menos utilizados que en el pasado. Los análisis de ji-cuadrado (χ2) (Neu et al.
1974, Byers et al. 1984) tuvieron un uso muy significativo durante la década de los setenta y los
ochenta. No obstante, la aplicación de la ji-cuadrado durante aquella época a menudo era
incorrecta, y en muchos estudios aparecían ejemplos clásicos de pseudoreplicación –
generalmente el uso de localizaciones individuales por radio, en vez de ser el animal la unidad de
medición.
El método PREFER de Johnson (Johnson 1980) es una técnica de mayor categoría que
soluciona muchos de los problemas de los métodos generalmente tuvo un uso limitado durante la
década de los ochenta. En este método los hábitats se alinean en términos de disponibilidad y de
uso. En el Recuadro 13.1 demostramos el uso de este método para una simple serie de datos,
utilizando PREFER. El método de Friedman (Friedman 1937) es un ANOVA no paramétrico, y
es aplicable a datos de telemetría. Nunca fue muy usado, pero lo fue preferentemente durante la
década de los setenta.
Métodos recientes
En el siguiente grupo de técnicas, una de las que han sido de las más aplicadas es el Análisis de
Composición (Aebischer et al. 1993). Este método se ha adaptado a partir de la geología, y de la
necesidad de comparar la composición de los minerales de las muestras geológicas.
Ampliamente aplicado y fácilmente adaptado durante los últimos diez años y más, esta técnica
soluciona muchos de los problemas de los métodos anteriores mediante el uso de una ecuación
bastante simple. La ecuación de la diferencia de log-ratio convierte las proporciones de uso y
disponibilidad de los hábitats individuales en una serie de relaciones de emparejamiento de
hábitat. Viendo dos hábitats, vemos esta relación descrita de la siguiente forma:

⎛ ⎛U 1 ⎞ ⎞
⎜ ⎜ U 2 ⎟ ⎟
⎠ ⎟
Diferencia de logratio = ln⎜ ⎝
⎜ ⎛ A1 ⎞ ⎟
⎜ ⎜ A ⎟ ⎟
2 ⎠ ⎠
⎝ ⎝
donde U es el uso del Hábitat 1 y 2 y A la disponibilidad del Hábitat 1 y 2, respectivamente.
No es difícil ver que el uso y la disponibilidad de cada hábitat están cerca de ser iguales,
es decir, que la proporción se acerca a 1.0, aproximándose el resultado de la ecuación de la
diferencia de log-ratio a 0.0 –y al hacerse estas proporciones más distintas, el valor del log-ratio
se hace mayor, ya sea en positivo o en negativo, dependiendo del hábitat utilizado como
denominador. Cuando esto se lleva a cabo para diversos individuos, una simple test estadística –
tal como un simple test t de un grupo, o la presentación de las Medias y los Intervalos de
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Confianza de un 95%- permite al investigador determinar la probabilidad de que este valor sea
diferente de 0.0. Esto puede extenderse a tantos hábitats como se disponga, y tal como
demostraron Aebischer et al. (1993), sólo es preciso utilizar un solo hábitat como denominador,
lo que permite la aplicación del análisis de varianza multivariable para probar todos los hábitats
simultáneamente. No obstante, debemos hacer algunas advertencias, al aplicar estos métodos
para análisis de los niveles segundo y tercero, como a menudo se hace. En el segundo nivel,
generalmente estamos comparando la disponibilidad de hábitats en algún paisaje definido, en
comparación a las proporciones en que estos hábitats se hallan dentro de un área de acción. En el
tercer nivel, la mayoría de los investigadores comparan dichas proporciones de hábitats dentro
del área de acción con las proporciones de radiolocalizaciones individuales en cada uno de los
hábitats. Lo que podemos hallar es que faltan algunos valores –generalmente en el tercer nivel,
debido a que para un animal en particular, su área de desplazamiento puede no incluir todos los
hábitats disponibles. Aebischer et al. (1993) demostraron una forma relativamente fácil de tratar
con estos valores que faltan, pero los lectores deben tener cuidado, dado que tal como describen
muchos autores, los valores ausentes deberían ser excepcionales, y no comunes. Tal como
señalan Bingham y Brennan (2004), el aumento de la sustitución de los valores ausentes aumenta
la probabilidad de un error de Tipo 1.
Modelado log-lineal y regresión logística
Erickson et al. (2001) proporcionan las bases para el uso de estas técnicas relacionadas para
evaluar el hábitat de animales radio-marcados. Opinan que estas técnicas ofrecen algunas
ventajas importantes sobre otros métodos, debido a que incorporan sólo el uso de datos, y no
existe ningún supuesto implícita en relación con los lugares en los que los animales no son
hallados. También argumentan que estos métodos pueden tratar las variables continuas. Estos
modelos proporcionan la base para analizar el hábitat para un solo animal. Llevan a cabo algunos
supuestos básicos sobre la independencia de las localizaciones para el animal, y algunos
opinarían que no se pueden hacer estas supuestos por definición. Ello se extiende a una muestra
de animales radio-marcados, considerando al animal como la unidad de muestreo.

Direcciones futuras
Cooper y Millspaugh (1999, 2001) argumentan de que aún existen problemas con la teoría básica
asociada con cómo los datos de telemetría se usan junto con el hábitat, y que estas limitaciones
tienen un profundo efecto en la deducción que podamos hacer a partir de los estudios del hábitat
basados en la telemetría. Opinan que los estudios de uso del hábitat son esencialmente modelos
de elección discreta, desarrollados para el análisis econométrico. Éste es similar al análisis
logístico, excepto porque la disponibilidad de recursos puede variar con el tiempo y el espacio.
Conroy et al. (en revisión) tienen un punto de vista ligeramente distinto, que también
trata algunas de las dificultades en los enfoques que comúnmente se aplican. Su método define
efectivamente cada localización para cada animal dotado de radiotransmisor, en forma de una
elección específica de un hábitat en particular. Lo que también sabemos es que si el animal es
localizado en un lugar en particular, no se encuentra en cualquier otro lugar, de forma que se
convierte en un ejercicio de probabilidades binario. Los autores extienden esta idea para incluir
el modelado jerárquico, permitiendo que se evalúen juntas múltiples escalas. Ello supera la
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forma bastante artificial en que se tratan las distintas escalas de Johnson (1980) –es decir,
generalmente como decisiones totalmente independientes tomadas por el animal en cuestión, y
análisis completamente independientes (Aebischer et al. 1993).

Recuadro 13.1. Data muestreal demonstrando el uso del análisis de composición (Aebischer et al.
1993).
Analysis 1: En este ejemplo tenemos dos hábitats disponibles y 10 animales. De los datos
proporcionales caculamos una diferencia de razón del logarítmos para cada animal. Luego podemos
aplicar un intervalo de confianza de 95% o prueba t de un grupo para determinar si el medio es
diferente d 0.0. En el ejemplo véemos que el intervalo de confianza incluye cero, por eso ´´uso´´ no es
diferente de ´´disposibilidad´´. Examinando la tabla es fácil observar que cuándo la disposibilidad es
casi igual al uso, la diferencia de razón del logarítmos es más cerca de cero. Adémas, notese que
cuándo el uso es más grande de la disposibilidad en Habitat 2 la diferencia de razón del logarítmos es
negativa.

Animal
1
2
3
4
5
6
7
8
9
10

Disponible
Hábitat 1
Hábitat 2
0.60
0.40
0.60
0.40
0.60
0.40
0.60
0.40
0.60
0.40
0.60
0.40
0.60
0.40
0.60
0.40
0.60
0.40
0.60
0.40

Hábitat 1
0.58
0.50
0.40
0.70
0.55
0.90
0.35
0.50
0.61
0.65

Uso
Hábitat 2
0.42
0.50
0.60
0.30
0.45
0.10
0.65
0.50
0.39
0.35
Media
IC de 95%

Log ratio differencia
-0.0827
-0.4055
-0.8109
0.4418
-0.2048
1.7918
-1.0245
-0.4055
0.0418
0.2136
-0.0445
0.4853

Analysis 2: En este ejemplo tenemos tres habitats disponibles y 10 animales. De los datos
proporcionales caculamos una diferencia de razón del logarítmos para cada animal. Porque hay tres
hábitats éste implica un análisis de MANOVA, probando las diferencias sobretodo en el uso de
hábitat. In este ejemplo el λ de Wilks es 0.115 y P =0.0002. Podemos aplicar un IC de 95% o pueba t
de un grupo para determinar si cada media es diferente de cero. En este ejemplo veemos que el IC de
95% no incluye cero, por eso el ´´uso´´ es diferente de ´´disposibilidad´´ para todo los tres
comparaciones pareadas. Usando la notación de Aebischer et al. (1993) ranqueriamos los hábitats de
uso más grande a más pequeño H3 >>>H2>>>H2.
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Recuadro 13.1 Continuado

Animal
1
2
3
4
5
6
7
8
9
10

Animal
1
2
3
4
5
6
7
8
9
10
Media
IC de
95%

Hábitat 1
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5

Disponible
Hábitat 2
0.3
0.3
0.3
0.3
0.3
0.3
0.3
0.3
0.3
0.3

Hábitat 3
0.2
0.2
0.2
0.2
0.2
0.2
0.2
0.2
0.2
0.2

Hábitat 1
0.42
0.50
0.60
0.30
0.45
0.10
0.65
0.50
0.39
0.35

Diferencia de la log razón
Habitat 1 vs. Habitat 2
Habitat 1 vs. Habitat 3
-0.9243
1.0498
-1.0986
0.6932
-0.8755
0.0408
-0.1823
1.5224
-0.3001
0.6650
1.2040
2.8622
-1.3609
-0.0392
-1.7918
0.8109
-1.5432
1.2781
-1.4351
1.4553
-0.8308
1.0338
±0.5467
0.5168
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Uso
Hábitat 2
0.10
0.10
0.15
0.15
0.20
0.20
0.10
0.05
0.05
0.05

Hábitat 3
0.48
0.4
0.25
0.55
0.35
0.70
0.25
0.45
0.56
0.60

Habitat 2 vs. Habitat 3
1.9741
1.7918
0.9163
1.7047
0.9651
1.6582
1.3218
2.6027
2.8214
2.8904
1.8646
0.4431

CAPÍTULO 14
ESTIMACIÓN DE LA RIQUEZA DE ESPECIES Y OTROS
PARÁMETROS DE LAS COMUNIDADES

Una prolongación lógica de los estudios de las especies individuales es el de las comunidades a
las cuales pertenecen. Los estudios de ecología de las comunidades han sido un ámbito
importante durante gran parte del siglo XX, dado que los biólogos pronto se dieron cuenta de que
las especies individuales no viven en el vacío, sino que están influenciadas por y a la vez tienen
influencia sobre otros miembros del ecosistema en el que habitan. En la biología
conservacionista, a menudo identificamos la degradación potencial de los ecosistemas por los
impactos no sólo sobre las especies individuales per se, sino también por los impactos generales
sobre los parámetros de la comunidad, tales como la diversidad y riqueza de las especies. En
los ecosistemas menos estudiados, a menudo nos vemos limitados a una investigación bastante
precipitada de todas aquellas especies que no sean la megafauna más carismática, dejando a otros
grupos que viven en los ecosistemas sin ser valorados como grupos. Ello tiende a ser bastante
común en los estudios de aves y anfibios de la selva tropical, donde la diversidad es alta y
nuestra comprensión de la biología de las especies concretas es relativamente pobre.
Aunque existe una larga historia sobre el desarrollo de los parámetros de la comunidad y un
temprano reconocimiento de algunos de los mismos problemas de detección que crean los
resultados de los estudios de especies singulares, a menudo vemos una aplicación bastante
primitiva de las estrategias de detección y muestreo a los estudios de las comunidades. No
obstante, algunos biólogos han reconocido este paralelismo entre los estudios de cosas tales
como la abundancia en una especie individual y los estudios de las comunidades, lo que ahora
tiene como resultado la aplicación de tipos parecidos de estimadores (Tabla 14.1). Por ejemplo,
debería quedar claro para los lectores que al muestrear comunidades, tal como sucede en las
especies singulares, cualquier estudio particular no detectará todas las especies de la comunidad,
lo que es parecido a nuestra incapacidad de detectar a todos los individuos de la especie
implicada.
Durante los últimos años, este reconocimiento nos ha proporcionado una oportunidad
excelente para el desarrollo de técnicas más sofisticadas para estimar parámetros tales como la
riqueza de una especie, que nos permite tener en cuenta las tasas de detección. Dependiendo del
tipo particular de estudios que estemos llevando a cabo, podemos basarlos en la teoría general
que se relaciona con los modelos de ocupación que se estudiaron en el capítulo 7, o con los
muestreos de la abundancia bosquejados en el capítulo 8. Por lo tanto, en este capítulo vamos a
perfilar la teoría y las métricas para el estudio de la riqueza y la uniformidad de las especies, pero
también la inmigración y la emigración, y extensiones para incluir componentes de extinción y
persistencia, y otros análisis de las metapoblaciones (Tabla 14.1).
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Tabla 14.1. Relación entre los parámetros de modelos de solo una especie, e extensiones a la
estimación de parámetros de comunidades.
Solo un especies
Animales individuos
Ocupación de 1 especies
Abundancia
Supervivencia
Inmigración

Comunidad
Especies individuos
Ocupación de los especies de la comunidad
Riqueza de especies
Persistencia local
Colonización

Detección y comunidades
Aquí defendemos que los resultados de la detección son tan críticos para los estudios de las
poblaciones individuales como lo son en los análisis de la comunidad. Siguiendo la misma lógica
que en el capítulo 8, en que estudiábamos los efectos de la detección sobre la estimación de la
abundancia de especies individuales, la extenderemos a las comunidades. Según la misma lógica
emprendemos un recuento de especies Ci, mientras que el número verdadero de especies es Si. Si
podemos detectar todas las especies, entonces

Ci = S i .
No obstante, ya sabemos que la situación probablemente es muy rara, por lo que precisamos
incluir un parámetro adicional pi, que es la probabilidad de detección de especies de Si que estén
incluidas en la estadística de recuento Ci . Por lo tanto, nuestra ecuación se convierte en

E (Ci ) = S i pi
Ello significa entonces que para obtener un valor estimado razonable de la riqueza de una
especie primero necesitamos un valor estimado de la detección. Podemos pues utilizar la
estimación de la detección, junto con nuestra estadística de recuento, para estimar el número de
especies:

Sˆi = Ci / pˆ i
Debería ser bastante obvio para el lector que esta ecuación es exactamente la misma que la de
nuestra introducción a la estimación de la abundancia, del capítulo 6. La extensión de esta misma
premisa básica será el eje común de este capítulo. Aunque no sea aquí nuestro objetivo, es
importante recordar que existen algunos resultados adicionales que pueden afectar a la detección
en los análisis de comunidades. Por ejemplo, las tasas de detección entre las especies pueden ser
heterogéneas y/o estar relacionadas con la abundancia de las especies en particular. Tal como
sugieren Williams et al. (2002), es probable que estas variaciones en las tasas de detección entre
las especies sean mucho mayores y más importantes que aquellos factores que causan la
heterogeneidad de la detección dentro de una misma especie.
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Estimación de la riqueza de una especia
En esta sección describimos los estudios sobre el muestreo de Nichols y Conroy (1996)
utilizando un muestreo por parcelas con replicación espacial, muestreando la misma localización
en múltiples ocasiones (replicación temporal) y muestreando sólo una vez incluyendo el número
de especies encontradas y el número de individuos de cada especie detectados, desarrollando una
distribución de la abundancia de las especies empírica (Burnham y Overton 1979).
Muestreo de parcelas
Tal como hicimos en el muestreo cuadrático de la abundancia de las especies, podemos crear una
subdivisión de un área de interés en varios cuadrados o pequeñas unidades de muestreo. Luego
tomamos una selección de una muestra al azar de dichos cuadrados. El investigador identifica el
número de especies que se encuentran en cada cuadrado seleccionado, y el número de especies
que comparten los cuadrados. En la siguiente muestra de 2 cuadrados es fácil ver hasta qué punto
esto es análogo a un estimador de Lincoln-Petersen simple (ecuación 10.2). En este contexto, la
probabilidad de detección es pi, si representa el número de especies detectadas en el cuadro i, y
m es el número compartido por las parcelas:

p̂1 = m / s2
por lo tanto S, o la riqueza de la especie, puede estimarse mediante

Ŝ = s1s2 / m
o incluso mejor, utilizando la versión corregida respecto al sesgo de L-P (ecuación 10.3)
Obviamente ello puede extenderse a cualquier número de cuadrados, lo que probablemente es
mucho más interesante para los biólogos conservacionistas. Más adelante, en esta misma
sección, daremos algunos ejemplos de estos métodos.
Debemos hacer algunas recomendaciones para el uso del muestreo de cuadrados para
estimar la riqueza de especies, incluyendo: 1) utilícelo sólo dentro de áreas en las que tenga un
sentido el concepto de comunidad. Por ejemplo, si es probable que la zona de interés tenga
múltiples estructuras, tales como bosques asociados con fondos de ríos y bosques de las tierras
altas, limítese a muestrear lo que lógicamente contenga una “sola comunidad”, 2) asegúrese de
que los cuadrados se seleccionan al azar en el área de interés, y 3) utilice métodos de estimación
que tengan en cuenta la heterogeneidad de las tasas de detección.
Ahora daremos cuenta de algunas consideraciones importantes en la aplicación de los
estimadores de la abundancia simples en el análisis de la riqueza de especies. Lo más importante
es considerar la homogeneidad de la detección entre las especies. El modelo simple que hemos
bosquejado más arriba no asume heterogeneidad alguna en la detección de las especies. Tal
como debería ser intuitivamente obvio para todo el mundo, es muy probable que este supuesto
sea infringido en casi todos los estudios, dadas las diferencias inherentes en el aspecto, la
conducta y la abundancia relativa de las distintas especies en prácticamente todas las
comunidades que queremos estudiar. El efecto general de la heterogeneidad entre especies en la
detección es un valor estimado a la baja de la verdadera riqueza de especies. La mayoría de
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Recuadro 14.1. Vamos a revisar parte de los datos procedentes de nuestros ejemplos de investigación
sobre el análisis de ocupación del capítulo 7. Esta serie de datos representan estudios de aves de
campos agrícolas que estaban siendo convertidos en pinares de hoja larga mediante un programa
gubernamental diseñado para hacer que los campos de cultivo dejaran de producir para volver a ser
una de los ecosistemas que antes estaban muy extendidos en la región. En el año 2001 completamos 3
muestreos (períodos de muestreo) de 41 campos (cuadrantes) del sur de Georgia. Nuestros estudios
individuales de cada cuadrante se completaron utilizando un transecto de 250 m para estandarizar el
esfuerzo. En ese estudio detectamos 31 especies, la mayoría de las cuales se clasifican como
nidificantes de las praderas o los matorrales.
Esta tabla muestra la estructura de los datos de todos los campos de pino de hoja larga que
investigamos en el sur de Georgia. Las columnas representan cada muestreo (o período de muestreo),
llevado a cabo durante la época de nidificación del año 2001. Sólo presentamos la primera parte de la
serie de datos, que incluía las 31 especies detectadas.

Especie
Corvus brachyrhynchos
Carduelis tristis
Hirundo rustica
Passerina caerulea
Cyanocitta cristata
Dolychonix oryzivorus
Toxostoma rufum
Molothrus ater
Bubulcus ibis
Chaetura pelagica
Spizella passerina
Geothypis trichas
Common Ground-Dove
Common Yellowthroat
Accipiter cooperi
Sialis sialis
Tyrannus tyrannus
Sturnella magna
Sayornis phoebe
Pipilo erythrophthalmus
Spizella pusilla
Ammodramus savannarum
Ardea alba
Myiarchus crinitus
Eremophila alpestris
Carpodacus mexicanus
Passerina cyanea

1
0
0
1
1
1
0
0
1
1
1
1
1
1
0
0
1
1
1
0
0
1
1
0
1
1
0
1

Muestra
2
0
0
1
1
1
0
0
1
1
1
1
1
1
1
0
1
1
1
0
0
1
1
0
0
1
1
1

Lanius ludovicianus
Zenaida macroura
Colinas virginianus
Cardinales cardinales

0
1
1
0

1
1
1
1
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3
1
0
1
1
0
0
0
1
1
1
0
1
1
0
0
1
1
1
0
0
1
1
0
1
0
1
1

1
1
1
1

Recuadro 14.1 Continuado
Especie
Mimus polyglottos
Stelgidopterys serripennis
Icterus spurius
Passerina ciris
Progne subis
Melanerpes carolinus
Agelaius phoenicerus
Archilochus colubris
Passerculus sandwichensis
Piranga rubra
Coccyzus americanus
Icteria virens

Muestra
2
1
1
1
1
1
0
1
0
0
0
0
0

1
0
0
1
0
1
0
1
1
0
0
0
0

3
1
1
1
0
0
0
1
0
0
1
0
0

El siguiente análisis proviene de someter los datos anteriores al programa CAPTURE. Luego le sigue
el resultado de usar este modelo. En este análisis asumimos a priori que el modelo Mbh es correcto.
Hemos truncado los resultados para demostrar únicamente los componentes más importantes.
(title='LLP Community line 2001'
task read captures occasions=3 x matrix
format='(a2,1x,3f1.0)'
read input data
10 001
11 010
12 010
13 100
14 001
15 110
16 110
17 101
18 110
19 011
20 011
21 011
22 011
23 011
24 110
25 111
26 111
27 111
28 111
29 111
30 111
31 111
32 111
33 111
34 111
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Recuadro 14.1 Continuado
35 111
36 111
37 111
38 111
39 111
40 111
41 111
task closure test
task model selection
task population estimate ALL
task population estimate NULL JACKKNIFE REMOVAL ZIPPEN MT-CH MH-CH MTH-CH
task population estimate APPROPRIATE
A continuación presentamos el criterio de selección de modelo de Otis et al. (1978) para seleccionar el
modelo que mejor se ajusta a los datos.
Model selection criteria. Model selected has maximum value.
Model
M(o) M(h)
M(b)
M(bh)
M(t)
Criteria 1.00
0.79 0.30
0.65
0.00
0.44

M(th)
0.31

M(tb)
0.71

M(tbh)

En este análisis asumimos a priori que el modelo Mbh es el correcto, pero también vemos que Mh lo es,
y por lo tanto incluimos los dos más abajo.
Model 1 Mbh
Population estimation with variable probability removal estimator.
See M(bh) or removal models of the Monograph for details.
Occasion
j= 1 2 3
Total caught M(j)= 0 23 30 32
Newly caught u(j)= 23 7 2
k
1

N-hat SE(N) Chi-sq. Prob. Estimated p-bar(j),j=1,..., 3
32.00 0.907 0.82 0.3640 0.744 0.744 0.744

Population estimate is 32 with standard error 0.9068
Approximate 95 percent confidence interval32 to 32
Profile likelihood interval 32 to 35
Histogram of u(j)
Frequency 23 7 2
-----------------------------Each * equals 3 points
24
*
21
*
18
*
15
*
12
*
9
*
6
* *
3
* * *

------------------------------
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Recuadro 14.1 Continuado
Model 2 Mh
Population estimation with variable probability of capture by animal.
See model M(h) of the Monograph for details.
Number of trapping occasions was
3
Number of animals captured, M(t+1), was 32
Total number of captures, n., was
76
Frequencies of capture, f(i)
i= 1 2 3
f(i)= 5 10 17
Computed jackknife coefficients
N(1)
1 1.667
2 1.000
3 1.000

N(2)
2.000
0.833
1.000

N(3)
2.000
0.833
1.000

N(4)

N(5)

The results of the jackknife computations
i N(i)
0
1
2
3

SE(i)
32
35.3
35.3
35.3

0.95 Conf. Limits
2.36
2.93
2.93

Test of N(i+1) vs. N(i)
Chi-square (1 d.f.)
30.7
40.0
0.000
29.6
41.1
0.000
29.6
41.1
0.000

Average p-hat = 0.7677
Interpolated population estimate is 33 with standard error
Approximate 95 percent confidence interval 33 to 46
estimate: 33.0906906 se: 2.38921213
Histogram of f(i)
Frequency
5 10 17
-----------------------------Each * equals 2 points
18
*
16
*
14
*
12
*
10
* *
8
* *
6
* * *
4
* * *
2
* * *
------------------------------
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2.3892

Recuadro 14.1 Continuado
Mirando nuestra serie original de datos vemos que nuestro valor estimado naive del número total de
especies es de 23. Nuestros modelos de CAPTURE sugieren 2 valores estimados de la riqueza de
especies, Mbh proporciona un valor estimado de 32 (con un rango de 32-33), mientras que Mh nos da
un valor estimado de 33 (rango 33-46).
A partir de los análisis, queda bastante patente que estamos razonablemente cerca de la
verdadera riqueza de especies del área de estudio con 3 estudios; no obstante, tal como veremos más
adelante, este análisis incluye sólo 1 año de datos. Veremos que nuestra riqueza de especies utilizando
datos de 2 años sugiere una información algo distinta.
El archivo con los datos completo y analisis para este ejemplo se hallan en el compañero
electrónico del libro (ver la pagina del internet).

estimadores que se han desarrollado para tratar estos resultados se basan en la heterogeneidad del
modelo de captura-recaptura de poblaciones cerradas (Mh, capítulo 10). La aplicación de
programas tales como CAPTURE (Recuadro 14.1) o MARK, a estos problemas, con una
aplicación específica de los modelos Mh y Mth para los valores estimados de dicha riqueza, es
bastante útil. Existe un programa gratuito diseñado para el modelo Mh de captura, denominado
SPECRICH2.
Muestreo en múltiples ocasiones
En estos ejemplos, el área individual, en vez de dividirse en cuadrados, es valorada ya sea
mediante un solo investigador a lo largo del tiempo, ya sea mediante múltiples observadores. En
estas situaciones nos estamos limitando a sustituir en nuestra matriz de datos, ya sea el tiempo o
el observador en cada cuadrado.
En el caso de un solo investigador, el observador se dirige al campo para una ocasión de
muestreo y desarrolla una matriz de observaciones de especies, que tendrá el mismo aspecto que
la columna Cuadrado 1 de la Tabla 14.3b. Luego el observador regresa al campo más tarde, para
muestrear nuevamente el área de estudio. Ello es análogo a la segunda columna o Cuadrado 2.
Lo que ahora probablemente es distinto es que podemos asumir que el observador será cada vez
mejor en la detección de especies con el tiempo –dado que una vez el observador ha hallado una
especie en particular por primera vez, le será mucho más fácil encontrar a la misma especie en
los estudios posteriores. El modelo más probable para dar cuenta de este tipo de detección es
Mbh . Este es un modelo general de sustracción del medio, y los datos que son críticos en este
caso son la ocasión de muestreo y que el observador vea primero las especies (Tabla 14.2b).
La variación de observadores múltiples trata la estructura de los datos de forma algo
distinta, dado que las columnas representan a los distintos observadores. Aquí el modelo a priori
es que probablemente existe una heterogeneidad entre los observadores, y la mejor manera de
tratarla es mediante Mth . Ello es particularmente útil cuando se utilizan técnicas distintas para
muestrear la comunidad de especies en cuestión por medio de distintos observadores. No
obstante, si es posible estandarizar el muestreo y la heterogeneidad de observadores puede
minimizarse, entonces podría ser posible utilizar el modelo Mh (Tabla 14.3a).
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Tabla 14.2. Muestreo generalizado para input en los programas CAPTURE para uso general, y
SPECRICH2 específicamente para probar el modelo de Mh cuándo estimamos riqueza de especies para a)
parcelas u observadores múltiples y b) solo un observador con ocasiones de muestreo múltiples En estas
tablas un “0” indica que el especies no fue detectado en esta célula y “1” indicada si detectado.

Especies
1
2
3
(a)
Número de parcelas u observador*
A
0
0
1
B
0
1
1
C
1
1
0
D
0
0
1
E
1
1
1
(b)
A
B
C
D
E

Ocasión de muestreo+
0
0
0
1
1
0
0
1

4

5

6

0
1
0
0
1

0
0
0
0
1

1
1
0
0
1

1
1

* Las columnas representa los datos del muestreo para cada uno de unas series de parcelas selectivos al azar (en este
caso 6 cuadros) de nuestra área del estudio, o de ocasiones múltiples por una serie de observadores (6 observadores).
Para este muestreo nuestros supuestos a prior de los modelos más probables son Mh y Mth. Preferimos el modelo
Mth para observadores múltiples porque asumimos que las probabilidades de detección entre especies serían
diferentes y esperamos que las probabilidades de detección varíen entre observadores.
+Esta estrategia de muestreo envuelve solo un observador utilizando muestreos múltiples en al área del estudios.
Cada columna representa una ocasión del muestreo. Cambiamos la tabla un poco para representar los datos
realimente utilizando para el modelo, basado en nuestros en nuestros supuestos a priori que una vez el
observador .ha detectado el especies, es más probable detectarlo de nuevo—por analogía al modelo de remoción
general (Mbh). En el campo un investigado probablemente completará la tabla como arriba. Por lo tanto, los datos
utilizando en este modelo son las ocasiones cuando la especie es detectada la primera vez.

Distribución empírica de la abundancia de especies
Una extensión de este punto de vista que requiere también de la recolección de cierto número de
individuos de cada especie, nos permite tomar un punto de vista ligeramente distinto de este
problema. Este trabajo, desarrollado por Burnham y Overton (1979) requiere que se cumplan
diversos supuestos. En primer lugar, cuando estudiamos nuestra área de estudio obtenemos
recuentos de cada especie sin repetición. Hacemos esto marcando, sacando o asegurándonos de
que no existe ningún recuento doble. Luego estos datos pueden convertirse en una distribución
de la abundancia de la especie empírica (Williams et al.). Luego la estructura de los datos se
convierte en el número de especies de las cuales observamos a 1 individuo, y luego el número
con 2 individuos, y así sucesivamente. También disponemos del número total de especies
halladas. Este tipo de datos puede analizarse utilizando los procedimientos de jackknife de
Burnham y Overton (1979) utilizando el programa SPECRICH.
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Riqueza de las comunidades utilizando modelos de ocupación
Tal como los análisis de más arriba reconocían que las especies de dentro de las comunidades
pueden tratarse de forma muy parecida a los individuos de los estudios de marcado-recaptura, se
ha reconocido que los modelos de ocupación pueden extenderse a las comunidades de especies.
Gran parte de este desarrollo ha tomado un camino algo distinto En este caso se hace clave el
concepto de riqueza de especies relativa. Esto sucede a diferencia de nuestro supuesto básica en
los modelos de marcado-recaptura, en los que no estamos haciendo ningún supuesto a priori
sobre la riqueza real de las especies de nuestra área de estudio. En vez de ello, en este caso gran
parte de nuestra discusión hará algunos supuestos sobre la lista posible total de especies que se
podrían hallar. De hecho esto tiene sentido para la mayoría de los estudios, dado que en realidad
no estamos interesados en estudiar la riqueza de especies, sino qué tipos de factores podrían estar
implicados en la riqueza de especies en una localización en particular, o cómo ésta cambia con el
tiempo, o la influencia de los factores humanos (MacKenzie et al. 2006).
Tal como sucede en el caso de los modelos m-r, tenemos que ser conscientes de la gran
probabilidad de heterogeneidad de las probabilidades de detección entre las especies en nuestra
comunidad. Afortunadamente, tal como ya vimos en los modelos de ocupación de más arriba,
podemos justificar la heterogeneidad, pero lo que es aún más importante, podemos ser capaces
de tratar con cierto grado de heterogeneidad en las covarianzas (MacKenzie et al.).

Estimación de los parámetros de la dinámica de las comunidades
Desde luego, la estimación de la riqueza de las especies debería ser considerada como el punto
de inicio de la evaluación de nuestras comunidades de especies. Surgen muchas preguntas
interesantes, una vez hemos estimado realmente la riqueza. Por ejemplo, podríamos desear
observar los cambios en la riqueza de especies, la extinción de especies o la colonización, y todo
ello nos llevarían a preguntas relativas a las tasas de rotación. También podríamos querer
considerar preguntas sobre la riqueza de las especies relativas a la similitud entre los lugares.
Existen dos direcciones generales en las que se han visto un desarrollo técnico. No es
sorprendente que sean parecidas a varios temas de los que hemos tratado previamente –un grupo
general se basa en la teoría de marcado-recaptura general, y el otro se basa en los modelos de
ocupación.
Dinámica de las comunidades
En todos nuestros modelos de más arriba generalmente hicimos el supuesto, y no
incorrectamente, de que nuestras comunidades son “cerradas”. No obstante, cuando queremos
mirar los resultados de las extinciones de las especies, sus ciclos, etc., debemos asumir que
estamos tratando con una situación análoga a una población abierta Podríamos aplicar muchos de
los modelos de captura-recaptura para poblaciones abiertas que con frecuencia se utilizan (p. ej.
CJS, JS). No obstante, éstos no tratan el problema de las probabilidades de detección
heterogéneas, y por lo tanto debemos tomar unos puntos de vista algo más sofisticados, basados
en el Diseño Robusto de Pollock (1982), basado en los modelos de captura-recaptura o la
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extensión de los modelos de ocupación esbozados en MacKenzie et al. (2005). También hemos
tratado de los fundamentos básicos de estos modelos en los capítulos 7 y 12, de manera que
saltaremos a describir el análisis de comunidades. Debido a que la mayoría de los modelos están
más allá de nuestras posibilidades en cuanto a un tratamiento extensivo, nos limitaremos a unos
pocos ejemplos, y recomendamos los lectores que estén interesados en un análisis más
sofisticado que se dirijan a Williams et al. (2002) y MacKenzie et al. (2006).
Tabla 14.3 Demonstración simple de la aplicación del estimador de Lincoln-Peterson como un ejemplo.
Observamos riqueza de especies en 2 parcelas e asumimos que las probabilidades de detección son
iguales para todos los especies.

______________________________________________________________________________
Número de especies detectado en parcela 1 (n1) = 17
Número de especies detectado en parcela 2 (n2) = 13
Número de especies detectado en ambas parcelas n1 y n2 (m) = 11

p̂1 = m / n2
= 11/13=0.846
N̂ = n1n2 / m
=17*13/11
=20.09
El estimador de Lincoln-Petersen ajustado por eso es
N̂ =

(n1 +1)* (n2 +1)
−1 = 20.00
m2 +1

Por lo tanto, nuestro estimador de riqueza de especies considerando detección incompleta es 20
especies en lugar del estimador incorregido de 18 especies (basado en las 11 especies detectadas
en ambos parcelas y los 5 detectado solo en parcela 1 y los 2 detectado solo en parcela 2.
_____________________________________________________________________________
Nuevamente, en el ámbito de la dinámica de las comunidades, podemos haceros
preguntas sobre el paso del tiempo y el espacio. Podríamos estar interesados en cómo cambian
las comunidades en un solo lugar con el tiempo o en cómo las comunidades varían en un
momento dado con el espacio. Una importante medida del cambio de una comunidad con el
tiempo es la tasa de cambio en la riqueza de sus especies. Se trata simplemente de una medida de
cómo cambia la riqueza de especies con el tiempo, pero no tiene en cuenta los cambios en la
composición de especies. Williams et al. (2002) proporcionan ejemplos más detallados de cómo
se calcula esto, y también ejemplos en los que se utiliza el Diseño Robusto de Pollock (1982).
No obstante, para tratar de esto último, podemos utilizar medidas de la extinción, los ciclos y la
colonización.
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Recuadro 14.2 En este ejemplo estimamos la riqueza de especies utilizando la distribución empírica
de la abundancia de especies. Utilizamos los mismos datos del pino de hoja larga de 2001, excepto en
que tomamos ventaja de nuestra información de los recuentos en vez de una simple presenciaausencia. Observamos la siguiente distribución de los recuentos:
Number of individuals observed in 3 surveys
1
2
3
4
5
Number of Species
5
1
2
1
4
K
N(JK) SE(N(JK))
T(K)
P(K)
1
37.
3.1623
1.6787 0.0932
2
41.
5.4772
1.5395 0.1237
3
46.
8.3666
1.2282 0.2194
4
53.
13.0384
1.2328 0.2176
5
66.
22.0907
0.0000 1.0000
INTERPOLATED N = 37.0000
STD ERROR OF INTERPOLATED N = 3.162
Los resultados de arriba son los de la riqueza de especies estimada mediante SPECRICH, con un
resultado de especies de 37±3.16 EE. Comparando con nuestros resultados obtenidos con CAPTURE
(Recuadro 14.1), con el que observamos un valor estimado de las especies de 33±2.39 EE con el
modelo Mh, vemos que el método sugiere que más especies deben ser encontrado en esta comunidad
que hemos observado o en el análisis de CMR o los modelos de ocupancia.

Extensiones de riqueza de especies
En nuestros últimos ejemplos incorporamos factores específica a los sitios en los modelos para
reorganizar los datos para contestar una pregunta diferente. Además podríamos tener tan interés
en como los datos de la comunidad de aves varía entre sitios como los valores estimados de
riqueza sobretodo (Recuadros 14.5 y 14.6). En el Recuadro 14.6 vemos que detectamos
aproximadamente 9 especies por sitio, sugiriendo que cada uno de los sitios representa poco del
área total, e en este caso riqueza de especies no varía entre los sitios. Además, este podría indicar
que hay muchos factores al alar o no medidos que influyen la ocupación de los sitios en un año.
Co-incidencia de las especies
A menudo los investigadores conservacionistas se interesan por la co-incidencia de especies al
tratar diversas cuestiones. Por ejemplo, puede que un investigador se interese en cómo la
conversión de una pradera en un campo agrícola podría afectar a las especies de aves
simpátricas. Es decir, si esta conversión influye más en una especie que otra. Nuevamente,
muchos de los modelos de ocupación y de captura-recaptura estudiados más arriba son útiles en
la superación de los problemas de detección que plagan las mediciones tradicionales de la
riqueza de especies u otras mediciones de la ocupación de las localizaciones.
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Recuadro 14.3 En este ejemplo utilizamos los mismos datos que en el recuadro 14.1, excepto en que
no estamos estimando la riqueza de la comunidad per se, sino la riqueza relativa de la comunidad
según MacKenzie et al. (2006). Por lo tanto, incluimos todas las especies detectadas en los campos
durante todo el estudio. En este análisis, cualquier especie que no fue detectada durante los tres
estudios llevados a cabo en 2001 recibió un historial de detección de “000”. En este ejemplo
utilizamos tres modelos, detección constante, detección variando según el estudio, y con asociación al
hábitat de cada especie como covariante (pradera, matorral y otros). El modelo de rango más alto fue
el de detección constante simple que encontraremos más abajo. En esta situación, nuestro modelos
sugiere que no estamos tratando con unas diferencias de detección importantes entre las especies (es
decir, si no están siendo detectadas, se debe a que no están ahí, más bien a que sean más difíciles de
detectar). Sugerimos esto dado que nuestra covariante de asociación con el hábitat no era importante –
algo que a priori habíamos creído que estaba relacionado con la detección.

Modelo

AIC

Δ AIC

Verosimiltud
del modelo
0.3028

Núm.
Par.
2

(-2*Log Verosimiltud)

0.00

peso
deAIC
0.5503

1 group, Constant P

150.54

1 group, Surveyspecific P
psi(.),p(habitat)

152.14

1.60

0.2473

0.1361

4

144.14

152.54

2.00

0.2024

0.1114

3

146.54

146.54

Nuestro modelo con un 55% del peso* del modelo fue la detección constante sin covariante. La
presentamos aquí debajo:
Predefined Model: Detection probabilities are NOT time-specific
Number of groups
=1
Number of sites
= 43
Number of sampling occasions = 3
Number of missing observations = 0
Number of parameters
=2
-2log(likelihood)
= 146.541815
AIC
= 150.541815
Naive estimate
= 0.744186
Proportion of sites occupied (Psi) = 0.7518 (0.067385)
Probability of group membership (Theta) = 1.0000
Detection probabilities
(p):
grp srvy
p
se(p)
--- ---- --------- ----------1
1 0.783650 ( 0.044349)
Variance-Covariance Matrix
psi p(G1)
0.0045 -0.0002
-0.0002 0.0020
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Recuadro 14.3
Las conclusiones a que nos lleva este modelo no son las mismas que cuando analizamos la ocupación.
En este modelo, la proporción del lugares ocupados ( ) representa nuestro valor estimado de la
proporción relativa de especies halladas en nuestros lugares durante una estación en particular (en este
caso 2001). Observamos 31 especies en 2001 y nuestro recuento total de especies durante el estudio
fue de 43, y por lo tanto el valor estimado de la riqueza relativa de especies (0.7518 ± 0.067) estaba
cercana a nuestro valor estimado crudo de 0.744.
El archivo con los datos completo y analisis para este ejemplo se hallan en el compañero
electrónico del libro (ver la pagina del internet).

Usamos cualquiera de estos puntos de vista cuando estamos interesados en la observación
de una especie en particular en una localización, frente a la incidencia de esta misma en otro
momento o localización o viceversa. Por lo tanto, tenemos 3 series de especies: las que se dan
sólo en un lugar y en un momento, las que se dan en otro lugar o momento que no comparten con
la primera, y finalmente las especies que sí comparten. Hines et al. (1999) desarrollaron el
programa COMODYN para utilizar los modelos de captura-recaptura, permitiendo a los
investigadores valorar los cambios en la composición de las especies a lo largo del tiempo y
entre los lugares. En el Recuadro 14.6 presentamos un ejemplo utilizando aves canoras de las
praderas y los matorrales de un estudio en el que unas tierras cultivables fueron reforestadas con
pinos de hoja larga (Pinus palustres) durante el período 2001-2001(OJO). En lo que se refiere a
los modelos de ocupación el desarrollo de las teorías es relativamente reciente, por lo que los
programas tales como PRESENCE no permiten evaluar modelos con más de 2 especies.
MacKenzie et al. (2006) sugieren que las interacciones de más de 4 especies se hacen muy
difíciles mediante estas metodologías.
Recuadro 14.4 En el siguiente modelo de ocupación durante múltiples estaciones investigamos los
cambios de la riqueza de especies con las estaciones. Esta serie de datos tiene sólo dos estaciones, y
por lo tanto su interpretación está algo limitada. Nuevamente estamos expandiendo los datos de la
comunidad del Recuadro 14.3 para incluir los años 2001-2002. Por lo tanto tenemos six muestras de
nuestras localizaciones durante el periodo de 2 años, con una covariante de asociación al hábitat.
Resultados de PRESENCE:
Open population model:
Number of sites
= 43
Number of sampling occasions = 6
Number of primary sampling periods = 2
Number of missing observations = 0
Number of parameters = 3
Number of function calls = 131
Final function value =137.916947
-2log(likelihood) = 275.833895
AIC = 281.833895
Model has been fit using the logistic link.
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Recuadro 14.4 Continuado
Untransformed Estimates of coefficients for covariates (Beta's)
A1: occupancy
B1: colonization
D1: detection

psi1
gam1
P[1-1]

estimate
0.162241
2.395083
1.27825

std.error
0.309622
0.587141
0.18758

Variance-Covariance Matrix of Untransformed estimates (Beta's):
A1
B1
D1

A1
0.095866
0.000551
-0.001878

B1
0.000551
0.344734
-0.010325

D1
-0.001878
-0.010325
0.035186

Individual Site estimates of psi:
Site
1

estimate
0.5405

Std.err
0.0769

95% conf. interval
0.3906-0.6833

Individual Site estimates of gamma:
Site
1

estimate
0.9165

Std.err
0.045

95% conf. interval
0.7763-0.972

Individual Site estimates of p
Site
estimate
Std.err
1
0.7822
0.032

95% conf. interval
0.7131-0.8383

Model

AIC

Δ AIC

psi,gamma(),eps(),p()
psi(.),gam(.),eps=1-gam, p()
psi(),gamma(),p()

278.96
281.83
288.60

0.00
2.87
9.64

Peso de
AIC
0.8025
0.1911
0.0065

Verosimiltud
de modelo
1.0
0.2381
0.0081

Num.
Par.
4
3
3

(-2*Log
Verosimiltud)
270.96
275.83
282.60

Lo que nuestro análisis está mostrando es que el modelo con el mayor peso incluye la
colonización. Cuando consideramos los constructos de los datos y nuestro análisis anterior del
primer año de datos, hasta un examen superficial de los datos muestra que la comunidad de
aves aumentó en número de 2001 a 2002. En este set de datos en particular, simplemente
podría significar que 2002 fue un año mejor que 2001, pero también podría significar que el
manejo que hicimos, es decir la sembra de árboles de pino de hoja larga en los campos
agrícolas antiguos, puede atraer más especies ya que tenemos un mayor desarrollo de la
comunidad vegetal. Desafortunadamente, tenemos sólo los dos años de datos o podría ser
capaz de separar algunos de estos temas tan importantes.
El archivo con los datos completo y analisis para este ejemplo se hallan en el compañero
electrónico del libro (ver la pagina del internet).
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Recuadro 14.5 Resumen de los 3 estudios, para cada cuadrante de pinar de hoja larga estudiado
durante el año 2001 en el sur de Georgia. Cada columna representa a uno de los cuadrados
muestreados, y la detección representa, en este caso, que la especie ha sido detectada durante
cualquiera de los 3 estudios llevados a cabo durante las épocas de reproducción.

Sitio de
muestra
C1
C2
F1
F2
G1
GM1
H1
H2
HA1
HA2
HO1
HO2
HO3
L1
L2
M1
M2
ME1
MM1
MM2
ETC.

Species
Corvus
brachyrhynchos

Carduelis
tristis
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

Hirundo
rustica
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

Passerina
caerulea
1
0
0
0
1
1
1
0
0
0
0
0
0
1
0
0
1
1
0
0

Cont.
1
1
0
1
1
1
1
1
1
1
1
0
0
1
1
1
1
0
1
0

1
1
1

Para este análisis podríamos utilizar los programas CAPTURE o SPECRICH2. En cada caso se
utilizaría el modelo M h como el análisis de modelo apropiado para nuestros datos, que asume la
heterogeneidad de la captura para estimar la riqueza de las especies para todos los cuadrantes de
nuestra muestra. La serie de datos de la muestra, con 41 lugares de estudio y 33 especies se bosqueja a
continuación, tal como está en el programa CAPTURE:
title='llp line 2001 by site '
task read captures occasions=41 x matrix
format='(a2,1x,41f1.0)'
read input data
10 00000000000000000000000000000000000010000
11 00000000010000000000000000000000000000000
12 00000000000000000000000100000000000000000
13 00000000000001000000000000000000000000000
14 00000010000000000000000000000000000000000
15 00000000000000000000001000000000000000000
16 00000000010000000000000000000000000000000
17 00000000000000000000000000000000000000010
18 00000000000010000100000000000000000000000
19 00100000100000000000000000000000000000000
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Recuadro 14.5 Continuado
20 00001100000010000000000000000000000000000
21 00000100010000000000000000000010000000000
22 00010000000000000000000000000010000011000
23 00000000100000000000000000100000110000000
24 00000000000000001111000000000000001000000
25 00000010000000000000000000001011000011000
26 00010111000100000000000000000000000000001
27 00001100000010010010000000000000101000000
28 01001110001000010000000000100100010000000
29 00001110010000101100000001000000100000000
30 00000000011100000011000100000000111010000
31 00001000001000000100000001101001000001110
32 10001110000001001100011000001000100001000
33 10000110000100010100110000010000001010100
34 10001110110000110001100000000110000000001
35 01100010101100100000000010001110001000110
36 01011100110000010000000001100111010000010
37 01010110101010101110000001100110111010010
38 00001101110100101101111111100001000000101
39 00110000111001101000111111111110000110101
40 10101111001010110110111111100110011000111
41 11011111111001111010111111111101110011111
task closure test
task model selection
task population estimate JACKKNIFE
Population estimation with variable probability of capture by animal.
See model M(h) of the Monograph for details.
Number of trapping occasions was
41
Number of animals captured, M(t+1), was 32
Total number of captures, n., was
275
Frequencies of capture, f(i)
i= 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41
f(i)= 8 2 2 2 1 2 1 0 2 2 0 2 1 2 0 0 0 0 0 2 0 0
1 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
Computed jackknife coefficients
1
2
3
4
5

N(1)
2.000
1.000
1.000
1.000
1.000

N(2)
3.000
0.000
1.000
1.000
1.000

N(3)
4.000
-2.000
2.000
1.000
1.000

N(4)
N(5)
5.000 6.000
-5.000 -9.000
5.000 11.000
0.000 -4.000
1.000 2.000
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Recuadro 14.5 Continuado
The results of the jackknife computations
i
0
1
2
3
4
5

N(i) SE(i) .95 Conf. Limits
Test of N(i+1) vs. N(i)
32
Chi-square (1 d.f.)
40.0
4.00
32.2
47.8
3.930
46.0
6.93
32.4
59.6
2.067
52.0 10.58
31.3
72.7
0.777
58.0 16.12
26.4
89.6
0.168
63.0 26.12
11.8 114.2
0.000

Average p-hat = 0.1677
Interpolated population estimate is
40 with standard error
Approximate 95 percent confidence interval
34 – 66
Estimate: 40.2885056 SE: 6.98204231

6.9820

Histogram of f(i)
Frequency
8 2 2 2 1 2 1 0 2 2 0 2 1
-------------------------------------------------------------------------------8
*
7
*
6
*
5
*
4
*
3
*
2
* * * *
*
* *
*
1
* * * * * * *
* *
* *
-------------------------------------------------------------------------------Este modelo sugiere que se estiman 40 (34-66 95% IC) especies en nuestros emplazamientos de
estudio.
Las entradas de datos (input) y los resultados (output) completos para este ejemplo se hallan
en el Compañero Electrónico del libro (ver la pagina del internet).
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Recuadro 14.6 Análisis de ocupación utilizando los mismos datos del Recuadro 14.5. No obstante, en
este ejemplo hemos incluido todas las especies detectadas durante el estudio, y por lo tanto los valores
estimados aquí son sobre la riqueza de especies relativa. Utilizamos 3 modelos, incluyendo la
detección constante, la detección variable (en este caso para cada lugar), y la detección constante con
una covariante de hábitat para cada especie. Nuestra tabla de resultados de PRESENCE 2.0 fue:
Model

AIC

ΔAIC Peso
de AIC
0.00
0.7311
2.00
0.2689
33.79 0.0000

Verosimiltud
de modelo
0.5344
0.1966
0.0000

Num.
Par.
2
3
42

(-2*Log
Verosimiltud)
1396.141405
1396.1414
1349.928371

1 group, Constant P 1400.14
psi(.), p(habitat
1402.14
1 group,Survey1433.93
specific P
Ahora proporcionamos los resultados del modelo con el CIA más bajo, para demostrar los resultados y
la interpretación.
Predefined Model: Detection probabilities are NOT time-specific
Number of groups
=1
Number of sites
= 43
Number of sampling occasions = 41
Number of missing observations = 0
Number of parameters
=2
-2log(likelihood)
= 1396.141405
AIC
= 1400.141405
Naive estimate
= 0.744186
Proportion of sites occupied (Psi) = 0.7442 (0.066549)
Probability of group membership (Theta) = 1.0000
Detection probabilities
(p):
grp srvy
p
se(p)
--- ---- --------- ----------1
1 0.209590 ( 0.011524)
Variance-Covariance Matrix
psi p(G1)
0.0044 -0.0000
-0.0000 0.0001
En este caso los resultados nos proporcionan dos valores estimados. El primero es lo que se describe
como probabilidad de detección. En realidad, en este análisis representa el número de especies
encontradas en cada lugar de estudio – en este caso 0.210 ± 0.012 o unas nueve especies en cada lugar
en particular. Nuestro modelo de la detección específica de estudio (en este caso específica para el
lugar de estudio) tuvo el ultimo rango y tenía un peso del modelo de 0.0, lo que nos sugiere que la
riqueza de las especies no varió entre los lugares. Nuestro valor estimado naive de la riqueza relativa
de especies fue de 0.744, que no es muy distinta de nuestro valor estimado predicha de la riqueza
relativa de especies de 0.744 ± 0.067. Estos resultados sugieren que de entre los 41 lugares de estudio
utilizados en este análisis, es probable que estemos observando a todas las especies que estuvieron
presentes en el lugar en el año 2001, lo que representa aproximadamente un 74.4% de la riqueza de
especies que observamos en el estudio.
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Resumen
La estimación de los parámetros de las comunidades que tradicionalmente se utiliza en ecología
está plagada por los mismos tipos de problemas de detección que causan problemas en la
estimación de la abundancia. Afortunadamente, muchos de los mismos métodos usados para el
desarrollo de los valores estimados de la detección de la estimación de la abundancia pueden
extrapolarse a la estimación de las comunidades. Hoy en día, los valores estimados básicos de
riqueza de las comunidades ya están disponibles, utilizando los modelos de captura-recaptura y
los modelos de ocupación. Se está prestando mucha atención a la extensión de estos modelos
para la evaluación de los parámetros de las comunidades, tales como la extinción, la
colonización, la rotación y las interacciones de las especies. En los próximos años el desarrollo
de modelos progresará muy rápidamente, a medida que la investigación solucione muchas de las
cuestiones del análisis de comunidades.
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PARTE III
INTEGRANDO MODELIZACIÓN Y MONITOREO
PARA LA CONSERVACIÓN
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CAPÍTULO 15
ELEMENTOS DE LA TOMA DE DECISIONES EN
CONSERVACIÓN

En las partes I y II desarrollamos las herramientas básicas para el análisis cuantitativo de los
problemas referentes a la conservación. Previamente, en general se presuponía que existía un
contexto de toma de decisiones conservacionista, pero quizás no se hacía explícito. En la parte II
ponemos de manifiesto esta conexión, introduciendo los elementos de la toma de decisión
cuantitativa en los problemas conservacionistas. Demostramos cómo ciertos problemas de
recursos bastante complicados, típicamente pueden desmenuzarse en componentes más pequeños
de más fácil comprensión (y comunicación). Una vez están en su forma “modular”, los problemas
de decisión pueden abordarse utilizando diversas herramientas, que van desde el simple análisis
gráfico, pasando por las hojas de cálculo, hasta los modelos más completos destinados a la
optimización dinámica, u otro tipo de herramientas igual de sofisticadas.
En este capítulo, asumiremos que los principales aspectos del problema de la decisión se
comprenden bien, y que por lo tanto los resultados del problema de la decisión conservacionista
pueden predecirse con certeza. En otras palabras, vamos a “suspender la incredulidad” sobre la
incertidumbre. En capítulos posteriores abordaremos en primer lugar la cuestión de la
incertidumbre, demostraremos cómo puede (y debe) tratarse la incertidumbre en la toma de
decisiones, y cómo puede ser reducida en algunos casos, lo que lleva a una mejor toma de
decisiones.
Antes de comenzar, reconocemos que algunos lectores pueden no estar familiarizados (y
quizás sean escépticos) con la idea de enfocar la conservación de esta forma tan formal y
estructurada. Por ejemplo, puede que argumenten que la conservación requiere de la síntesis de
conocimientos biológicos (y en algunos casos, sociopolíticos), experiencia e intuición que no
pueden capturarse fácilmente con un modelo. Sin negarles su importancia a estos elementos para
la conservación (o cualquier otra toma de decisiones), proclamamos que los biólogos
conservacionistas deben ser capaces de explicar, justificar y, en la mayoría de los casos, replicar
la solución del problema. Esto a su vez requiere de cierto grado de objetividad y rigor en el
proceso mismo. Además, considerando el problema de la decisión de forma estructurada y
organizada, a veces los biólogos conservacionistas pueden ver aspectos del problema que de otra
forma no hubiesen advertido.
Finalmente, debemos hacer notar que no existe una única forma de abordar el tema de los
problemas de la toma de decisiones. Tomamos partido por el punto de vista proactivo, en el cual
el que toma la decisión identifica los objetivos y una serie de posibles acciones (decisiones) y
luego estructura el problema de la decisión de forma que consiga sus objetivos (p. ej. Lindley
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1986, Clemen 1996). No obstante, otros abordan el problema de la toma de decisiones desde el
punto de vista opuesto (reactivo), que identifica en primer lugar la situación de la decisión y luego
identifica los objetivos que pueden alcanzarse. Aunque ambos enfoques son válidos, tomamos
partido por el punto de vista proactivo, dado que nos conduce a “ponernos por delante de”
(anticiparnos) los problemas, en vez de reaccionar continuamente (y esforzarse en alcanzar a) las
situaciones. Por desgracia, es frecuente que la biología conservacionista tienda más hacia esto
último que a lo primero.

Elementos de la toma de decisiones
Todos los problemas de decisión conservacionistas –y en realidad todos los problemas que
requieren soluciones- comparten diversos elementos. Entre éstos se cuentan, por lo menos, los
valores, el contexto de la decisión, los objetivos y las alternativas de decisión. Más abajo
definimos estos términos.
Los valores expresan lo que le importa al que toma la decisión (y, por poderes, a los
tenedores de apuestas (sic) que están siendo representados por el tomador de las decisiones). En
algunos casos los valores están representados mediante unidades de medición que nos son
familiares, tales como el dinero, el tiempo y los beneficios, mientras que en otros casos es más
difícil medir objetivamente los valores, pero aún pueden expresarse en términos relativos. Como
ejemplo del primer tipo de valor: supongamos que estamos manejando una reserva para conservar
aves, y cómo hacerlo de la forma más efectiva en cuanto a los costes. Asumiendo que nuestros
objetivos conservacionistas puedan alcanzarse de otra forma, las decisiones que nos conduzcan a
los costes más bajo serán más valiosas que las que nos produzcan unos dispendios más altos, y
nuestra medida del valor podría ser simplemente en euros o cualquier otra moneda. Para el
segundo tipo, con el mismo gasto en euros, algunas decisiones nos podrían llevar a unas tasas
altas de extinción local, y presumiblemente éstas serían decisiones de menor valor que las que
llevaran a la persistencia.
Los objetivos son afirmaciones de lo que el tomador de decisiones desearía conseguir, y
por lo tanto incorporan los valores del tomador de decisiones. Por ejemplo, el objetivo podría ser
maximizar la persistencia de las especies con el menor coste posible. Tal como queda implícito en
este ejemplo, los objetivos a menudo, y quizás generalmente, incorporan dicotomías: podría ser
posible maximizar la persistencia de la especie, pero con unos costes irrealmente altos, algo que
creemos que la mayoría de biólogos conservacionistas pueden imaginarse con facilidad. No
obstante, otra situación común, pero que a menudo no se tiene en cuenta, implica decisiones que
son beneficiosas para una especie pero pueden ser perjudiciales para otra. Según el punto hasta el
cual tengan valor ambas especies para el tomador de decisiones, al proponerse cualquier acción
habrá que tener en cuenta la dicotomía. Además, a menudo es útil distinguir entre lo que podrían
denominarse “objetivos fundamentales” y “objetivos medios”. Los objetivos fundamentales
expresan lo que desea conseguir el tomador de decisiones, basándose en sus valores, mientras que
los objetivos medios son objetivos intermedios que deben conseguirse a lo largo del proceso. Por
ejemplo, el objetivo fundamental podría ser asegurar la persistencia de algún grupo importante de
especies. La construcción de una reserva es el objetivo medio para llegar a esta meta, pero dicha
construcción no es por sí misma de valor.
Las alternativas de decisión son simplemente las acciones que el tomador de decisiones
tiene a su disposición, para tratar de alcanzar el objetivo. Éstas pueden incluir acciones positivas,
267

tales como la construcción de reservas y la manipulación de hábitats, y acciones reguladoras, tales
como establecer unas cuotas de cosecha y restricciones a la importación. En consecuencia “no
actuar” es también una decisión, y tiene implicaciones (más abajo) que deberían tenerse en
cuenta. Este último punto es importante dado que pone énfasis en que la decisión de sufragar una
acción –temporal o permanentemente- debería ser una decisión calibrada, y no la consecuencia
de la propia incapacidad de decidir.
Las consecuencias son los resultados que siguen a la toma de decisión. Por definición,
están directamente relacionadas con los objetivos del tomador de decisiones, y están influenciadas
al menos en parte por las decisiones que se han tomado. Además, cuando existen múltiples
objetivos (o decisiones), se darán múltiples consecuencias: construir una reserva conduce tanto a
algunas consecuencias biológicas (persistencia o no de algunas especies), como a consecuencias
económicas (gasto de más o menos dinero). Finalmente, en la mayoría de los casos los resultados
de la toma de decisiones están sujetos a la incertidumbre: por ejemplo, no podemos saber con
certeza que un grupo particular de especies persistirá si construimos la reserva. La incertidumbre
en la toma de decisiones es el tema central del capítulo 16.
Todas las decisiones tienen un contexto de decisión, que es el escenario en el que se da la
decisión. El contexto determina los objetivos que deben ser tomados en consideración, y, en
muchas situaciones, cómo las decisiones se afectan las unas a las otras. Esto último se hace
importante debido a que muchos problemas conservacionistas implican acciones que dependen
unas de otras secuencialmente a lo largo del tiempo, de forma que las primeras decisiones
influencian los resultados que puedan derivarse de decisiones posteriores. El contexto de decisión
también se relaciona con el horizonte temporal hasta el cual debe considerarse la toma de
decisión. En algunos casos son apropiados los horizontes de un corto espacio de tiempo, pero en
el caso de muchos problemas conservacionistas, los objetivos fundamentales (p. ej. la persistencia
o recuperación de especies) sólo se pueden conseguir (o tienen sentido) con un horizonte temporal
lejano.

Pasos de la toma de decisiones
Teniendo en mente las ideas de la sección anterior, vamos a presentar aquí una secuencia de pasos
que pueden darse para describir formalmente y crear un modelo de un problema de decisión
(Figura 15.1). Como primer paso, deberíamos definir los objetivos y el contexto del problema de
la toma de decisiones. También deberíamos, si fuera necesario, distinguir entre los objetivos
fundamentales y los medios, y determinar el horizonte temporal con el cual operará la toma de
decisiones. Una vez hayamos identificado los objetivos y el contexto de la decisión, podremos
considerar las alternativas que tenemos a nuestra disposición, y luego proceder a desarrollar el
modelo que describe cómo las decisiones alternativas podrían afectar a las consecuencias, que a
su vez afectarían al grado con el que cada decisión alternativa nos llevaría hacia (o lejos de)
nuestro objetivo. Llegados a este punto, deberíamos ser capaces de utilizar nuestro modelo para
seleccionar la decisión alternativa que parezca más probable que nos lleve a nuestro objetivo
deseado, al que nos referiremos como decisión óptima. Finalmente, una vez hemos seleccionada
la que aparentemente es la decisión óptima, ésta se pone en práctica. No obstante, en muchas
situaciones desearemos llevar a cabo análisis adicionales, una vez llegados a este punto (Figura
15.1b), particularmente dado que nuestro modelo de los resultados de las decisiones puede estar
sujeto a incertidumbre, el tema del capítulo 16. Dichos análisis pueden llevarnos a modificaciones
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del modelo de decisión, o en algunos casos a la consideración de otras alternativas de decisión, o
incluso a la modificación de los objetivos (como cuando, por ejemplo, ¡ninguna de las decisiones
que pueden tomarse nos lleve al objetivo deseado!).

Figura 15.1 (A) Diagrama de flujos* de los pasos en el desarrollo de un modelo de decisión. (B)
Diagrama de flujos del modelo de decisión con feedback proveniente de análisis estadísticos y de
sensibilidad.

Este es un esbozo muy simple, y se deja muchos detalles importantes, tales como de qué
forma específica pueden modelarse los resultados de las decisiones, y cómo seleccionar entre las
distintas decisiones alternativas. No obstante, pone énfasis en el punto principal que queremos
tratar aquí, que es que el modelo de decisión debe incorporar todos, pero sólo los aspectos del
problema que son pertinentes para hacer una decisión óptima (que definimos como “aquella
alternativa que mejor satisfaga el objetivo”). Así, por ejemplo, estamos interesados en todas las
decisiones alternativas de que disponemos, pero no estamos interesados en aquéllas de que no
disponemos. Del mismo modo, estamos interesados en los resultados que pueden aparecer
siguiendo a la decisión, pero no en aquéllos que no pueden darse, o aquéllos que de ningún modo
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están relacionados con nuestra decisión (a pesar de que un conocimiento de los factores más allá
de nuestro control es importante, dado que influyen en el contexto de la decisión).

Figura 15.2. Modelo de decisión para una decisión hipotética sobre construir o no una
reserva destinada a proteger especies. (a) Posibilidades de decisión-resultado. (b) Utilidades
bajo distintas circunstancias de decisión-resultado.
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Ejemplo – Construcción de una reserva
Nuestro primer ejemplo es una decisión conservativa muy simple. El contexto es que nos
enfrentamos con una pérdida potencial de una especie amenazada, que se sabe que existe en el
momento de nuestra decisión, pero que está bajo un peligro crítico. Nuestro objetivo es mantener
a la especie si ello es posible, pero debemos tener en cuenta los costes de nuestros esfuerzos (que
podrían incluir el hecho de que los recursos que gastemos deban retirarse de otros proyectos o
propósitos). Disponemos de dos decisiones alternativas: el diseño y manejo de una reserva de 100
km2, y la alternativa de “no hacer nada” (Figura 15.2b). Dada cada una de las decisiones
alternativas, existen dos resultados posibles: la población persiste y posiblemente aumenta su
abundancia (“persiste”), o la población disminuye hasta la extinción local (“extinguida”). Como
parte del contexto de decisión, asumiremos para este ejemplo que (1) esta es una decisión de unavez (p. ej., no será vuelta a visitar en el futuro), y (2) que las consecuencias de la decisión se
conocerán inmediatamente. Aunque estos supuestos no son realistas, nos sirven para mantener la
simplicidad del problema, de manera que podamos ilustrar muchos puntos.
Cada combinación de una decisión y un resultado viene asociado con sus costos
potenciales (p. ej. construcción de la reserva) y beneficios potenciales (p. ej., persistencia de la
especie), que se hallan incorporadas en una función de utilidad U que depende tanto de la
decisión como de su resultado (Figura 15.2b). Desde el punto de vista del manejo de especies en
peligro, la persistencia de la población siempre es preferible a la extinción, y la mejor situación
podría implicar la persistencia sin ninguna acción. Por otra parte, la peor situación podría implicar
no hacer nada y la extinción, dadas las ramificaciones (p. ej., publicidad negativa, pleitos) de la
no-acción seguida de la extinción. Los valores específicos que se requieren para cada
combinación de decisión-resultado variarán independientemente de la perspectiva del tomador de
la decisión. Hemos asignado los valores de este problema del modo siguiente:
Utilidad
Persiste
Reserva 70
Nada
100

Extinguida
20
0

mientras que las entradas pueden ser euros, o simplemente el valor relativo del resultado en una
escala del 0 al 100 (0 = lo peor, 100 = lo mejor).
En el caso de que los resultados específicos de la decisión sean seguros (p. ej., se conocen
las consecuencias de la conservación y de la no-acción), la determinación de la decisión óptima se
convierte en una comparación directa de las correspondientes utilidades. Por el momento,
asumimos que es seguro que el manejo tendrá como resultado la persistencia de la población,
mientras que la no-acción es seguro que lleve a la extinción. Por lo tanto, las combinaciones de
nuestro modelo de decisión-resultado son más simples:
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Reserva
Nada

Probabilidad
Persiste
Extinguida
1
0
0
1

dado que las utilidades respectivas son de 70 y 0 (en negrita en la primera tabla), está claro que la
decisión óptima es construir y mantener la reserva.
Tal como hemos destacado, esta es una representación muy simplificada y poco realista
del problema del diseño de una reserva, pero sin embargo contiene los puntos principales, y es un
punto de salida útil para los modelos más realistas. Volveremos a tratar este problema en el
capítulo 16, cuando tomemos en cuenta la incertidumbre en la toma de decisiones.

Ejemplo – Manejo del hábitat para dos especies
Como segundo ejemplo, consideramos un problema en el cual las decisiones implican la
manipulación de hábitats para aumentar la capacidad de carga para una especie que nos preocupa.
Este ejemplo tiene sus raíces en el trabajo (Moore y Conroy, en prensa) sobre la conservación de
los picos de Florida (Picoides borealis) amenazados en Georgia, EUA. Esta especie requiere
pinos (Pinus spp.) viejos para sus cavidades de nidificación, con un sotobosque disperso y
parecido a la sabana. Tales condiciones pueden crearse mediante prácticas de silvicultura, que
incluyen el aclarado para hacer descender la densidad del arbolado, y el fuego controlado. No
obstante, estas condiciones también pueden hacer desaparecer un substrato importante para el
forrajeo y la nidificación de otras especies que nos interesan, incluyendo el túrdido inmigrante
(Hylostichla mustelina). Cuando se presenta una situación de este tipo, el objetivo del manejo es
hacer mejorar los hábitats para los picos al mismo tiempo que se mantienen los hábitats para H.
mustelina. Realmente, éstos podrían considerarse los objetivos medios, mientras que los objetivos
fundamentales serían la conservación de la población de ambas especies, que a su vez puede
depender de muchos otros factores (la mayoría fuera del alcance de los gestores). Este ejemplo es
útil, dado que ilustra muy bien el tema de los valores que entran en conflicto, un tema común en
la conservación de recursos (Recuadro 15.1).
Naturalmente, puede no ser posible o deseable asignar valores a objetivos de recursos en
competencia. En vez de ello, otra forma de abordar el problema sería seleccionar un recurso como
objetivo primario, pero constreñir la toma de decisiones de manera que se mantenga el otro
recurso dentro de unos límites aceptables. Por ejemplo, los picos de Florida han sido clasificados
por el gobierno de EUA como especie amenazada, y por lo tanto gozan de una protección legal,
particularmente en las tierras manejadas por el gobierno. No obstante, todavía sería posible
mantener un hábitat bastante adecuado para los picos, sin eliminar por completo los hábitats
adecuados para H. mustelina, particularmente dada la tasa de disminución de mejoras del hábitat
cuando aumenta la intensidad de los incendios (Figura 15.3d). Alternativamente, se podrían dictar
unas condiciones mínimas del hábitat para los picos, y seleccionar de entre dichas condiciones las
que se ajustaran mejor a H. mustelina. Existen tipos similares de “negociaciones” entre los
objetivos de conservación y los costes, caso en el cual un objetivo pueda ser considerado el
limitante, mientras que se optimiza el segundo.
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Recuadro 15.1 Manejo del hábitat para dos especies.
En este ejemplo, las alternativas de decisión van desde la no acción (0% de incendios) hasta una
manipulación del hábitat muy agresiva (100% de quema y otro tipo de supresión de la vegetación del
sotobosque y de la capa intermedia de vegetación). La respuesta anticipada a este abanico de acciones
se representa gráficamente en la Figura 15.3 (¡recuérdese que un modelo gráfico sigue siendo un
modelo!). Por el momento, tomaremos este modelo como valor nominal; es decir, no consideraremos la
posibilidad de otras respuestas (más débiles, más fuertes, de distinta configuración) al manejo. En el
capítulo 16 consideraremos la posibilidad de que la respuesta pueda tomar muchas formas, bajo
distintas hipótesis biológicas.
Dado este modelo de conjeturas, es obvio que lo que es “bueno” para los carpinteros no es
igualmente idóneo para tordos. ¿Cómo podemos reconciliar ambos intereses? Una forma es asignar un
valor para cada especie, y seleccionar la decisión que optimice algún valor combinado. Por ejemplo,
podemos tomar como objetivo maximizar O, la suma ponderada de la respuesta numérica (idoneidad
del hábitat) para las dos especies:

Queda claro que el valor de O dependerá de los valores específicos v1 y v2 Por ejemplo, podríamos
valorar como iguales a los carpinteros (Red-cockaded woodpecker) y a tordos (wood thrush), de forma
que nuestro valor objetivo general sería simplemente

Ello nos llevaría a una decisión que es intermedia (aproximadamente el 50% de nivel de quema), que
en esencia divide la diferencia entre la ningún manejo (que favorece a tordos) y un manejo muy
agresivo (que favorece a los carpinteros; Figura 15.3b). Unos valores más altos para una de las especies
que sesgaría la toma de decisiones en la dirección de favorecer a una de las especies. Por ejemplo, dar
un valor más alto a los carpinteros (2) que a tordos (1.5) tendría como resultado la función objetiva

lo que nos conduce a un manejo más agresivo orientada hacia los carpinteros (es decir, más quema;
Figura 15.3c). La hoja de cálculo para este ejemplo se halla en el compañero electrónico del libro (ver
la pagina del internet).

Antes de empezar, hablaremos un poco de cómo se puede derivar* el modelo matemático
específico que describe esta relación entre la decisión conservativa y los resultados que siguen a
dicha decisión. En este ejemplo en particular, el modelo viene especificado por la relación
matemática entre los inputs (niveles de quema, X) y algún output, en términos de adecuación del
hábitat para los picos y H. mustelina (Y1, Y2). Las relaciones ilustradas gráficamente (Figura 15.3)
indican una relación generalmente en aumento (pero eventualmente decreciente) para los picos, y
una relación de descenso lineal para H. mustelina. La primera podría describirse mediante una
ecuación cuadrática:

Y1 = a + bX − cX 2
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Y2 = d − eX
Si fuera posible, los coeficientes (a-e) de este modelo estarían tanto motivados por la
comprensión biológica, como basados en estudios empíricos, utilizando los principios de la parte
I. Por lo tanto puede haberse llevado a cabo una seria de estudios sobre ambas especies, en
relación con toda una serie de intensidades de los incendios, para poder medir la respuesta (Y1,
Y2). Los datos generados por estos estudios podrían ser entonces usados (p. ej., mediante métodos
de regresión lineal) para estimar los coeficientes de los modelos de respuesta. Por supuesto, las
predicciones con estos modelos deberían tener en consideración cómo de bien se ajustan los
modelos a los datos (incertidumbre estadística), así como otras formas de incertidumbre (capítulo
16).

Ejemplo – cosecha sostenible
Ninguno de los ejemplos previos implicaba la toma de decisiones a través del tiempo, ni una
consideración explícita de cómo la toma de decisiones actual podría afectar a los resultados
conservacionistas futuros. No obstante, la toma de decisiones dinámica y secuencial es más la
regla que la excepción en la conservación, y queda muy bien ilustrada mediante el problema de la
cosecha sostenible (CS). En la CS, incluso cuando el objetivo se halla estrictamente en términos
de rendimiento (números, biomasa, euros) que pueden obtenerse mediante la explotación de un
recurso, las decisiones conservativas pueden ser sostenibles mientras que las oportunidades de
futuras cosechas sigan importando. Obsérvese que esta definición de sostenibilidad es diferente
de la que a veces invocan los economistas, que trata el recurso como una inversión monetaria.
Bajo este punto de vista, el rendimiento sostenible se refiere a réditos de la inversión, y no
rendimiento biológico, y puede tener como resultado situaciones en las cuales la decisión
“óptima” es liquidar el recurso e invertir el dinero en cualquier otro lugar (Hardin 1967).
Para ilustrar esta idea de la cosecha sostenible, consideraremos un simple problema de
cosecha, en el que la decisión es qué porcentaje de las existencias actuales de la población se debe
cosechar (Figura 15.4). Obviamente, la cosecha de este año tiene como resultado un rendimiento
que posee un valor inmediato. No obstante, si definimos el objetivo en términos de rendimiento
total, actual y futuro, es obvio que no podemos maximizar nuestro objetivo si cosechamos a la
población entera este año. En general, nuestra cosecha actual, además de proporcionarnos alguna
gratificación inmediata, también influenciará a la tasa de crecimiento de la población (o su
disminución) a lo largo del tiempo, que a su vez afectará al posible potencial de explotación. La
influencia real dependerá de varios factores, que incluyen el tamaño y las tasas de crecimiento
naturales de la población, y la relación entre la cosecha y la dinámica de la población, tema que se
tratará con mayor detalle en el capítulo siguiente. La idea principal es que la maximización del
rendimiento total siempre implica un equilibrio entre el presente y el futuro, pero (dado un
horizonte temporal lo suficientemente lejano), la única forma de maximizar el rendimiento total
es mantener poblaciones sanas –la esencia de la “sostenibilidad”. Véase el Recuadro 15.2 para un
ejemplo específico del equilibrio entre la “recompensa” actual y futura de una población que se
está cosechando.
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Figura 15.3. Modelo de decisión para la respuesta de la idoneidad del hábitat para prescribir niveles
de quema para los picos y H. mustelina. (a) Modelo de respuesta de la idoneidad del hábitat. (b)
Función objetiva que da iguales valores a los picos y a H. mustelina. (c) Valor objetivo con una valor
= 2.0 para los picos y de 1.5 para H. mustelina. (d) Respuesta de la idoneidad del hábitat para los
picos limitada por una idoneidad mínima para H. mustelina de 0.3 mientras que la segunda se
describe mediante una ecuación lineal.

275

Figura 15.4. Modelo dinámico de decisión para una cosecha sostenible óptima. El objetivo del
rendimiento total es la suma del rendimiento de la cosecha actual y del rendimiento futuro. El
rendimiento de la cosecha futura se ve afectado por las condiciones actuales de la población y por la
cosecha del año en curso. La estrategia óptima es un equilibrio entre la cosecha a corto plazo y el
potencial de cosecha a largo plazo.
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Recuadro 15.2. Balance de las recompensas de cosecha presentes y futuras para una población que
crece de acuerdo con el modelo de rendimiento de máxima sostenibilidad (MSY).
Consideramos aquí una población que crece de acuerdo con el modelo logístico del crecimiento de la
población (Capítulo 3) con parámetros de crecimiento rmax = 0.2 y K = 500. Esta población crecerá según
el modelo

Si cosechamos de esta población, con una tasa per capita de

, sabemos a partir del

capítulo 4 que la tasa que nos llevará al rendimiento de máxima sostenibilidad** es
.
Cosechar a una tasa mayor que 0.10, o incluso por encima de 0.2, puede proporcionar un rendimiento
alto a corto plazo, pero no es el rendimiento máximo, no es sostenible, o ambas cosas.
Para ver esto, presentaremos los rendimientos de cosecha por año y acumulativos, si se cosecha
con cinco tasas: 0, 0.05, 0.1, 0.2 y 0.3. Obviamente, cosechar a 0 no produce ningún beneficio, pero
tiene como resultado un crecimiento de la población de 500. Cosechar a una tasa de 0.05 permite que la
población crezca hasta 375 y produce un rendimiento acumulativo en cien años de 1842. Cosechar a 0.1
mantiene la población en 250 y produce un rendimiento de 2525, y cosechar a 0.2 o 0.3 produce unos
descensos de la población y valores acumulativos más bajos (de 1191 y 507, respectivamente), con la

población cosechada a 0.3 agotada hacia el año 100.
No obstante, en estos dos últimos casos (0.2 y 0.3) el rendimiento es mayor (2-3 veces mayor
inicialmente) durante unos pocos primeros años. Este resultado demuestra claramente que (i)
la sobreexplotación, aunque produce ganancias a corto plazo, no es adecuada a largo plazo, y
(ii) si situamos el objetivo en términos de largo plazo, el rendimiento acumulativo produce
tanto una cosecha sostenible, como un máximo beneficio a largo plazo. La hoja de cálculo
para este ejemplo se halla en el compañero electrónico del libro (ver la pagina del internet).
0
Año
0
1
2
.
.
.
.
100
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N
250
275
300

500

0.05
Rendimiento
0
0
0

0
0

N
250
263
274
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0.1
Rendimiento
0
0
0

18.75
1842.354

N
250
250
250

250

0.2
Rendimiento
25
25
25

25
2525

N
250
225
204.75

22.22827

0.3
Rendimiento
50
45
40.95

4.445655
1190.811

N
250
200
164

0

Rendimiento
75
60
49.2

0
507.1131

En general, podemos esperar que las decisiones conservacionistas que tomamos
influencien a nuestra toma de decisiones futura. Categóricamente, la mejora de los hábitats o de
las poblaciones hoy en día crea resiliencia y aumentan las futuras oportunidades; por el contrario,
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la degradación o la pérdida de los hábitats o poblaciones reducen la resiliencia, y reducen o
eliminan por completo las oportunidades futuras. El modelo conceptual que presentamos se
limita a formalizar un concepto que es de sentido común (Figura 15.5). Volveremos a estas ideas
en los capítulos siguientes, cuando tratemos sobre el papel de la incertidumbre, e introduzcamos
el manejo adaptativa.

Figura 15.5. Modelo de decisión dinámica genérica para la conservación de recursos naturales. Las
decisiones secuenciales (Dec 1 – Dec n) se toman a lo largo del tiempo (o el espacio) en respuesta a las
condiciones observadas del sistema de recursos naturales (Pobl 1 – Pobl n). Las primeras decisiones
tienen la capacidad de afectar a las condiciones del sistema posteriores, y por lo tanto al valor que
pueda ganarse con futuras decisiones.

Resumen
En este capítulo hemos introducido un punto de vista estructurado de la toma de decisiones, en el
cual se describe el contexto para la decisión, se hacen listas de las decisiones alternativas, y se
construye un modelo que puede utilizarse para predecir las consecuencias de cualquier decisión
en términos de alcanzar un objetivo de recursos. Por lo tanto, dicho punto de vista puede utilizarse
para elegir entre las alternativas que son candidatas a decisiones, o clasificar las decisiones en
términos de su deseabilidad. Consideramos decisiones simples que implicaban a un solo objetivo
de recurso, decisiones que implicaban el equilibrio entre dos o más valores de recursos, y
finalmente decisiones que se hallan vinculadas secuencialmente, en las cuales las opciones de que
disponen los futuros tomadores de decisiones estarán influidas por las decisiones actuales.
Los métodos y los ejemplos de este capítulo no han tenido en cuenta la incertidumbre en
su proceso de decisión, y en vez de ello se ha asumido que nuestro modelo de decisión describe
perfectamente cómo nuestro sistema de recursos responderá a la toma de decisiones. En el
capítulo siguiente relajaremos estas supuestos, y siendo más realistas permitiremos la acción de
las fuentes de incertidumbres ambientales, estadísticas y de cualquier otro tipo en el proceso de
decisión.
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CAPÍTULO 16
TENER EN CUENTA LA INCERTIDUMBRE AL TOMAR
DECISIONES EN CONSERVACION

En el capítulo 15 introdujimos modelos para la toma de decisiones, y perfilamos una propuesta
general para construir modelos en conservación. Dicha propuesta tiene en cuenta alternativas de
decisión que se comparan entre sí y pueden ordenarse, lo que lleva a la elección de la(s)
decisión(es) que mejor se ajusten al objetivo deseado. No obstante, hasta ahora no hemos tenido
en cuenta la incertidumbre en el proceso de la toma de decisiones, y en lugar de ello hemos
asumido que nuestro modelo de decisión describe perfectamente cómo responderá nuestro
sistema de recursos a la toma de decisiones.

Fuentes de incertidumbre
La incertidumbre surge a partir de varias fuentes, las cuales caen dentro de 4 categorías
principales. La incertidumbre ambiental incluye acontecimientos fortuitos, tales como el
tiempo meteorológico y otros factores que están fuera del alcance del manejo. La incertidumbre
debida a los procesos de cambio demográficos tales como los nacimientos o las muertes, aunque
es algo distinta, para nuestros propósitos puede considerarse también como una parte de la
incertidumbre ambiental. En cualquier caso, tenemos un modelo (mental, gráfico o matemáticos)
de cómo el sistema (poblaciones, hábitats, etc.) es probable que responda a nuestra decisión
(Figura 16.1a). Incluso si nuestro modelos es esencialmente correcto, la respuesta real, debido a
que está influenciado por otros factores fuera de nuestro control, diferirá un poco (o quizás
mucho) de nuestras predicciones (Figura 16.1b). Como promedio, nuestras predicciones pueden
ser buenas, pero cualquier resultado individual puede diferir en cierto grado de probabilidad.
Otro tipo de fuente de incertidumbre algo distinta surge debido a que nuestras acciones
conservativas a menudo se aplican de forma imperfecta; ello se denomina controlabilidad
parcial. Por ejemplo, supongamos que un área de 100 ha se dispone a ser tratada mediante un
fuego provocado. Debido a las condiciones meteorológicas o a otros factores más allá de nuestro
control, el área real quemada podría ser menor de 100 ha (p. ej. algunas áreas están demasiado
húmedas para ser quemadas, el viento cambia de dirección, los estándares de calidad del aire es

279

Figura 16.1. Ejemplo de modelo de decisión que ilustra las fuentes de incertidumbre. (A) Modelo
asumido de la respuesta de la población y del hábitat ante un incendio prescrito. (B) Influencia de
la incertidumbre ambiental o la controlabilidad parcial sobre la respuesta. (C) Influencia de la
observabilidad parcial sobre la respuesta observada. (D) Influencia de la incertidumbre estructural
sobre la respuesta.
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defectuosa), o mayor de 100 ha (el fuego escapa de control o quema un área demasiado grande).
Aparecen unas condiciones semejantes con respecto a las regulaciones de la caza y la pesca con
anzuelo, que intentan regular las tasas de cosecha. Las condiciones meteorológicas, los
desplazamientos de los animales y la economía pueden influenciar los números de animales
disponibles, los números de cazadores o pescadores en el campo, o ambas cosas, cambiando así
la cosecha real resultante (con respecto a la programada), (Figura 16.1b)
Los biólogos conservacionistas también tienen que vérselas con el hecho de que
generalmente nuestra visión de los recursos naturales es imperfecta, dado que se basa en datos de
muestra que contienen errores estadísticos (partes I y II). Ello tiene como resultado una visión
esencialmente “borrosa” de la respuesta del sistema a la conservación, reduciendo de algún modo
nuestra capacidad de ver si ha habido o no un impacto. Esta forma de incertidumbre se denomina
incertidumbre estadística u observabilidad parcial (Figura 16.1c), y puede reducirse mediante
unos mayores esfuerzos de monitorización y una estimación apropiada (parte II), pero nunca se
eliminará completamente.
Los biólogos conservacionistas generalmente son conscientes de la forma de
incertidumbre mencionada más arriba, aunque la traten o no de forma adecuada al tomar las
decisiones. Nos queda un cuarto tipo muy importante de incertidumbre que afecta a la
conservación, a la que denominaremos incertidumbre estructural. Entendemos como
incertidumbre estructural (1) cuando existe más de una explicación o predicción sostenible sobre
cómo puede responder el sistema ante las acciones conservativas, y (2) existe incertidumbre
sobre qué explicación es la “correcta” (si es que alguna lo es). Así, en el caso de un fuego
prescrito, una hipótesis (y quizás la favorita para la “sabiduría convencional”) es que el fuego
aumentará la calidad del hábitat, y por lo tanto, la capacidad de carga para nuestra especie
deseada. No obstante, es prudente tener en cuenta el punto de vista alternativo, es decir, que
dicho manejo tenga poco efecto o ninguno (Figura 16.1d).
Más abajo trataremos del tema de la incertidumbre expresándola en forma de
probabilidades, y luego utilizando una propuesta ponderada* de incertidumbre para tomar la
decisión. En el capítulo 17 consideraremos cómo utilizar la información de monitorización para
mejorar la toma de decisiones, con un manejo adaptativo.

La probabilidad como medida de la incertitumbre
Aunque existen muchas formas de expresar la incertidumbre, preferimos utilizar la propuesta
bien comprendida y aceptada de describir la incertidumbre en términos de probabilidades. Ya
tratamos de las probabilidades en nuestra discusión de los modelos estadísticos sobre modelos
de población estocásticos (partes I y II). Ahora nos concentraremos en el caso de los resultados
que siguen a una decisión conservativa. Podemos describir brevemente una noción basada en el
acontecimiento (vs. una noción basada en la frecuencia) de la probabilidad en una escala del cero
al uno, tal como sigue: si estamos seguros al 100% de que el acontecimiento sucederá, tendrá una
probabilidad de 1; si estamos seguros al 100% de que no sucederá, tendrá una probabilidad de 0;
y si estamos inseguros por un igual de que va a suceder o no, tendrá una probabilidad de 0.5. En
algunos casos, tendremos datos (frecuencias) basados en medidas de la probabilidad. Por
ejemplo, si en 100 estudios previos de quema prescrita bajo unas condiciones idénticas a las
nuestras, 75 tuvieron como resultado una mejora del hábitat y 25 no, podremos tomar (al menos

281

Recuadro 16.1. Calculo del valor esperado.
Los valores esperados se calculan como la suma ponderada de los valores de los resultados,
siendo los pesos de la probabilidad de cada resultado. La fórmula general para
acontecimientos discretos es

donde x es el resultado del acontecimiento, v(x) es el valor (utilidad) de x, y p(x) es la
probabilidad del resultado x. Para las distribuciones continuas se requiere un cálculo integral
para evaluar las expectativas:

Todos los ejemplos de este libro se basan en distribuciones de probabilidades discretas. Por
ejemplo, si tratamos del resultado de las tiradas de un dado no cargado (p(x) = 1/6), y si se
pagaran 2 dolares por un ‘1’ o un ‘3’ y 3 dolares por cualquier otra tirada, la suma obtenida
esperada sería

=($2 )(1/3)+($3)*(2/3)=$2.67
Estos cálculos también se hallan en el compañero electrónico del libro ( ver CD incuido y
pagina ii de la pagina del internet), , en la cual el lector podrá ver, por ejemplo, que si p(5) = 0
y p(x) = 1/5 para todas las demás tiradas (¡las p deben añadirse a 1!), el valor esperado cambia
a 2.6.
provisionalmente) la probabilidad de este resultado como de 0.75. Por supuesto, en muchos
casos no tendremos el lujo de 100 estudios previos, y por el contrario tendremos que confiar en
valores estimados basados en unos pocos o en un solo estudio, y en algunos casos en opiniones
subjetivas, aunque expertas. En el capítulo 17 trataremos más formalmente de cómo incorporar
nueva información provinente de estudios de campo y de programas de monitorización a la toma
de decisiones.

Valores esperados de los resultados
En la toma de decisiones, estamos interesados en la probabilidad de que un resultado en
particular se dé a continuación de la toma de decisiones, pero más particularmente, estamos
interesados en cómo afectará la incertidumbre al valor de nuestra decisión, es decir, qué decisión
es potencialmente la óptima. Tal como hemos sugerido más arriba, una forma de hacerlo es
mediante una medición ponderada en cuanto a la incertidumbre del valor o la utilidad,
denominada valor esperado. Ello se ilustra en este ejemplo del “cara o cruz” de una moneda
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lanada al aire. Supongamos que podemos apostar de forma que ganaremos 10 dólares si sale
cara, y perderemos 12 dólares si sale cruz. Nuestro modelo dictamina que existe una p=0.5 de
que salga cara, y de 1-p=0.5 de que salga cruz. No obstante, lo que nos preocupa es qué cantidad
de dinero podemos esperar perder o ganar. El resultado promedio (o esperado) será para nosotros
el valor resultante de cada tirada, ponderado mediante la probabilidad de que se dé un resultado
determinado. Es decir,

E (valor) = vheads pheads + vtails ptails =($10)(0.5)+(-$12)0.5= -$2
En este ejemplo, esperamos perder un promedio de 2 dólares al hacer esta apuesta; a menos que
sepamos que saldrá cara, seríamos tontos de aceptar esta apuesta. Desde luego, la apuesta podría
ser distinta si estuviésemos jugando con una moneda “cargada”, o si la recompensa por ganar
fuese mucho mayor que 2 dólares de diferencial (como en la lotería nacional). En el caso de la
lotería, estaríamos apostando por un resultado muy improbable pero con una gran recompensa.
Por ejemplo, la probabilidad de ganar en muchas loterías es del rango de 17 millones a 1. Si un
billete vale 1 dólar el premio debe ser > 17 millones de dólares. Si seguimos jugando las “leyes
de la probabilidad” estarán claramente a favor del estado (el tenedor de apuestas, la casa, etc.).

Uso de las probabilidades y los valores esperados en la toma de decisiones
Para ilustrar cómo pueden aplicarse estos conceptos en la toma de decisiones conservativas,
volveremos a nuestra simple decisión de una reserva, introducida en el capítulo 15.
Reproduciremos aquí las circunstancias, en las cuales la especie bien persiste o bien no lo hace,
siguiendo un tipo determinado de manejo (Figura 16.2a). Cada resultado-decisión tiene un valor
(utilidad) específico, cuyo rationale se discutió también en el capítulo 15 (Figura 16.2b).
Volvemos a este problema, pero esta vez en lugar de asumir que cada decisión se asocia
con un resultado con incertidumbre en particular, asignaremos probabilidades a cada resultado
bajo cada decisión. En el modelo inicial, asumimos que la extinción y la persistencia son
igualmente probables, y que la acción de construir una reserva no tiene impacto alguno en la
persistencia (Figura 16.2c). En estas circunstancias, el valor esperado de cada decisión se calcula
mediante valores resultantes ponderados respecto a e will have final schedule for youla
incertidumbre. Por lo tanto, el valor de construir la reserva es

E (reserva) = v persistente,reserva p persistente + vextinción,reserva pextinción
= (70)(0.5) + (20)0.5 = 45
con el valor para la no construcción de la reserva de

E (nada) = v persistente,nada p persistente + v persistente,nada pextinción

= (100)(0.5) + (0)0.5 = 50.
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Figura 16.2. Ejemplo de diseño de una reserva. (A) Combinaciones de decisión-resultado. (B)
Valores (utilidades) de las combinaciones decisión-resultado. (C) Probabilidades de resultados para
cada uno de los modelos de decisión 1. (D) Valores de decisión esperados, modelo 1. (E)
Probabilidades de los resultados para cada uno de los modelos de decisión 1. (F) Valores esperados
de la decisión, modelo 1.

Así, por ejemplo, si decidimos como “óptima” la decisión en la cual como promedio los
resultados tienen el valor más alto para el tomador de la decisión, la decisión óptima es no
construir la reserva (Figura 16.2d). Nótese que a pesar de que los resultados de la decisión por sí
mismos son esencialmente como lanzar una moneda al aire, está claro qué decisión es la óptima
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Por supuesto, este resultado podría cambiar, si cambiara cualquiera de los valores de los
resultados de la decisión, o las probabilidades del modelo fueran distintas de 50:50. Dado que
aquí nos interesa la incertidumbre, consideraremos este último caso, en el cual existe un segundo
modelo que predice que si se construye la reserva, la probabilidad de persistencia aumentará a un
0.65 (con el acontecimiento complementario, la extinción, cayendo a un 0.35; Figura. 16.2e).
Con este modelo, el valor esperado de construir la reserva es ahora

E (reserva) = v persistente,reserva p persistente + vextinción,reserva pextinción
= (70)(0.65) + (20)0.5 = 52.5
mientras que el valor de no construir la reserva es todavía de 50. Ello tiene como resultado que la
decisión óptima pasa de ser “no construir” a “construir” (Figura 16.2f).

Recuadro 16.2. Valores esperados para las decisiones
Se calcula el valor esperado de decisiones alternativas, de la misma forma como los valores
esperados en general, calculando incertidumbre-valores ponderados sobre los resultados
inciertos que siguen a la decisión. Es decir, el valor esperado
de la decisión i es

donde
y
son, respectivamente, los valores y probabilidades del resultado x, dada
la decisión i. Para las probabilidades y valores de los resultados de la Figura 16.2D obtenemos

y

Es decir, la decisión óptima es no construir la reserva.
Estos cálculos también se llevan a cabo en el compañero electrónico del libro (ver CD
incuido y pagina ii de la pagina del internet),, en la cual el lector podrá ver que la decisión
óptima cambia a “construir” cuando

Si supiéramos con certeza qué modelo era el óptimo, lo tendríamos en cuenta cuando
formulásemos nuestras decisiones: el modelo 1 dictamina “reserva no”, mientras que el modelo 2
nos dice que lo óptimo es construirla. Del mismo modo, si pudiéramos descubrir qué modelo es
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el cierto, lo haríamos –considerando que es limitante* en la toma de decisiones. Generalmente no
sabemos qué modelo es el verdadero, no más de lo que sabemos si lloverá mañana, o que
ocurrirá en cuanto a cualquier otro acontecimiento incierto. No obstante, podemos tener una
noción –nuevamente basada en las probabilidades- de lo probable que es que cada modelo sea
cierto. En un principio, le podemos asignar a cada modelo un peso igual de probabilidad, a
menos que tengamos cualquier razón empírica o a priori para favorecer a un modelo sobre el
otro. Luego podemos determinar qué decisión es la óptima mediante un “promediado doble” –
primero de los resultados inciertos de cada modelo, y luego en ambos modelos a la vez*

E(reserva) = v1,1π 1 + v1, 2π 2 = (45)(0.5) + (52.5)0.5 = 48.75
y

E(nada) = v2,1π 1 + v2, 2π 2 = (50)(0.5) + (50)0.5 = 50
en que los valores son los promediados* sobre los resultados inciertos de cada decisión para cada
modelo. Con un peso igual (0.5) para cada modelo, la decisión óptima recae ahora en “reserva
no” (Figura 16.3a). Si el peso del segundo modelo es mayor con respecto al primero, la situación
cambia

E(reserva) = v1,1π 1 + v1, 2π 2 = (45)(0.30) + (52.5)0.7 = 50.25
y

E(nada) = v2,1π 1 + v2, 2π 2 = (50)(0.3) + (50)0.7 = 50
dándose un cambio hacia la decisión de “reserva” (Figura 16.3b). Este ejemplo ilustra
contundentemente que la nueva información –tal como una prueba que favorezca a un modelo
frente al otro- puede afectar profundamente a la toma de decisiones. Volveremos a este tema en
el capítulo 17, cuando consideremos cómo incorporar la nueva información desde los programas
de monitorización a nuestros procesos de toma de decisiones.
Gran parte de la comunidad conservacionista podría considerar el ejemplo de más arriba
como trivial, dado que hemos tomado un valor igualmente bajo en algo tan serio como la
extinción o no de una especie. No obstante, el objetivo de este ejercicio es demostrar que todas
las decisiones conservativas tienen sus consecuencias, y que nosotros siempre actuamos bajo la
incertidumbre. Así, “construir una reserva” cuando no obstante se extingue la especie, tiene sus
consecuencias, dado que significa que esencialmente hemos malgastado unos recursos que
podríamos haber utilizado en otra cosa. A menos que sepamos que la reserva será un éxito en
conseguir nuestro objetivo –y no lo podemos saber- nuestra decisión precisará que hagamos
“apuestas compensatorias”. Creemos que este tipo de “transacciones” serán cada vez más
importantes en la conservación, a medida que los seres humanos sigan usurpando terreno a la
naturaleza, aumente el número de especies amenazadas, y nuevas necesidades humanas entren en
conflicto con los ya limitados recursos destinados a la conservación.
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Figura 16.3. Ejemplo de diseño de una reserva, con incertidumbre estructural. (a) Pesos* del
modelo iguales para los modelos 1 y 2. (b) Peso de 0.3 para el modelo 1, y de 0.7 para el modelo 2.

Resumen
En este capítulo hemos asumido con un mayor realismo que la toma de decisiones sobre los
recursos implica varias fuentes de incertidumbre, incluyendo la variación debida a circunstancias
ambientales o de otro tipo intrínseco, la incertidumbre estadística, la controlabilidad parcial de
las acciones de manejo y la incertidumbre estructural inherente. Hemos visto cómo puede
describirse la incertidumbre mediante mediciones de la probabilidad. Éstas, a su vez, pueden
utilizarse para calcular valores estimados ponderados respecto a la incertidumbre del valor de los
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resultados de la decisión, que pueden a su vez usarse para seleccionar de entre las alternativas de
decisión. En muchos casos, la incorporación de la incertidumbre puede afectar profundamente a
las decisiones que se toman, haciendo que su consideración sea crítica en la toma de decisiones.
En el Capítulo 17 veremos cómo la monitorización de la información puede integrarse en
la toma de decisiones, para proporcionar una retroalimentación de la información para reducir la
incertidumbre y mejorar la toma de decisiones.

Recuadro 16.3. Valores esperados promediados en los modelos
Para tener en cuenta la incertidumbre estructural o del modelo, debemos promediar los valores
esperados de cada decisión alternativa con respecto a los acontecimientos inciertos, dado cada modelo,
y también con respecto a los modelos inciertos (ponderados mediante la incertidumbre del modelo). Es
decir, para cada modelo el valor de cada decisión esperada es

donde

es la probabilidad específica del modelo de un resultado x dada la decisión i. Luego

promediando todos los modelos para cada decisión tenemos:

donde

son los pesos de la probabilidad para cada modelo j. Para el ejemplo de la Figura 16.3B,

tenemos

y

Estos cálculos también se llevan a cabo en el compañero electrónico del libro (ver CD incuido y pagina
ii de la pagina del internet), en la cual el lector puede ver que mientras que
modelo 2 apoya la construcción de la reserva,

=0.5 no lo hace.
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=0.7 a favor del

CAPÍTULO 17
APRENDIZAJE Y MANEJO ADAPTATIVO

En los Capítulos 15 y 16 introdujimos una propuesta para la toma de decisiones en la
conservación, y demostramos cómo diversas fuentes de incertidumbre pueden influenciar a una
toma de decisiones. En particular, en el capítulo 16 vimos cómo la incertidumbre sobre cómo
responderá su sistema conservativo ante el manejo –lo que a veces se denomina “incertidumbre
estructural”- puede afectar profundamente a los tipos de decisiones conservativas que parecen ser
óptimas. Por lo tanto, es crítico que tengamos en cuenta este tipo de incertidumbre en la toma de
decisiones, y si fuera posible, la redujéramos. En este capítulo mostramos cómo los datos que
son recogidos en el curso de los programas de monitorización pueden ser “retroalimentados” en
el bucle de la toma de la decisión, reduciendo la incertidumbre, y por lo tanto mejorando las
decisiones sobre los recursos.

Predicción y monitorización
Uso de los Modelos como Hipótesis Alternativas
Cuando tomamos decisiones conservacionistas, en realidad estamos haciendo una declaración
sobre cómo vemos nosotros la realidad. Es decir, estamos haciendo la hipótesis de que nuestro
sistema de recursos responderá de una forma determinada cuando llevamos a cabo determinadas
acciones, y estamos seleccionando (de forma prometedora) la acción que creemos que será la que
mejor nos conduzca a alcanzar nuestro objetivo. Considerado de esta forma, nuestro modelo de
decisión puede verse como una hipótesis. Tal como discutimos en el capítulo 16, generalmente
existe más de un modelo factible que describa cómo puede responder nuestro modelo al manejo,
y podemos considerar a estos modos como hipótesis alternativas (Capítulo 5). Este último punto
de vista de la realidad, y el modelo que se aproxima a él, resumen cómo aplicaremos más
adelante los modelos a la toma de decisiones.
Ilustraremos algunos de estos puntos con un ejemplo sobre el desarrollo de los modelos
de manejo de cosecha adaptativo (GCA) para el ánade sombrío (Anas rubripes; Conroy et al.
2002a, http://coopunit.forestry.uga.edu/blackduck/), pero generalizando, estas lecciones deberían
poderse aplicar a muchos sistemas. Por favor, téngase en cuenta que en los modelos específicos
de más abajo nos hemos tomado algunas libertades con los resultados de los datos reales (valores
estimados de parámetros, pesos* de modelos, etc.). Hemos hecho esto tanto para simplificar el
problema como para suprimir puntos específicos que podrían ser fuente de confusión si se
hubiera utilizado el análisis real.
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Las cuestiones principales y más controvertidas sobre el manejo del ánade sombrío
pueden resumirse como sigue (Conroy et al. 2002a). En primer lugar, se ha “culpabilizado” del
descenso de las poblaciones de dicha ave a dos factores esenciales que compiten entre sí: 1) la
cosecha y 2) la usurpación por parte de los ánades azulones (Anas platyrhynchos). En segundo
lugar, existe al menos cierto apoyo empírico para la contribución de ambos factores. En tercer
lugar, el grado de confianza en los modelos “cosecha” frente a “ánade azulón”, frente a “ambos”
y frente a “ninguno” afecta en gran medida en lo que parece ser lo óptimo para el manejo del
ánade sombrío. Finalmente y no debe sorprendernos, distintos grupos de “tenedores de
apuestas”, y (dado que se trata de un recurso internacional) de gentes de distintas naciones,
consideran a los “factores” que rodean a los ánades sombríos de forma distinta.
Antes de que nos dediquemos a los detalles del problema del ánade sombrío, nos gustaría
tratar de algunos temas más, referentes al papel de la construcción de modelos en la conservación
(y en la ciencia), respecto a esta cuestión.
Fe en los Modelos frente a Modelos como Herramientas
La gente que construye modelos y los utiliza a veces desarrolla un cariño paternal (o maternal)
por sus modelos. Y aún peor, empiezan a creer que sus modelos son reales. Han olvidado (si
alguna vez lo supieron) la advertencia de George Box, “Todos los modelos son erróneos, algunos
modelos son útiles”. El problema es que los constructores de modelos y los usuarios de éstos que
actúan de este modo a menudo causan que los biólogos (que lo saben mejor) desdeñen todos los
modelos –incluso cuando éstos pueden ser útiles.
En cuanto al problema del ánade sombrío, entre los aspectos “útiles” del modelo se encuentran:
•
•
•

Descripción sucinta de las principales hipótesis que entran en competencia sobre la
dinámica del ánade sombrío, en relación con el manejo.
Ser potencialmente “testables” (o al menos comparables) por los datos.
Permitir la formación de predicciones sobre las alternativas de conservación.

Modelos Plausibles frente a No plausibles
Para que un modelo sea útil, no debe necesariamente ser plausible. Ello significa que el
modelo debe tener al menos cierta base teórica, y de forma ideal, tener también el soporte de
estudios previos. Todas las hipótesis principales que consideramos en el caso de la GCA del
ánade sombrío tienen un soporte teórico (de la ecología de poblaciones básica), y por lo menos
cierto grado de pruebas que las apoyan, tal como vimos en Conroy et al. (Wildlife Monographs
150, 2002a).
Contrastando con ello, podríamos insertar deliberadamente un modelo que no fuera
plausible dentro de nuestra serie de modelos. ¿Cuál sería el propósito de este esfuerzo? Si no
tenemos ninguna fe en la biología que se halla tras el modelo, entonces seguramente no
podremos creer en ninguna de sus predicciones (sobre todo sobre el manejo). Si recogemos datos
en un experimento o estudio de observación, seguramente esperaríamos falsificar el modelo, y si
no, ¡probablemente sacaríamos la conclusión de que había algún error en nuestro experimento
(véase más arriba la discusión sobre los tests de hipótesis nulas tontas)!
Por favor, ¡no confundan “plausible” con “correcto”! Podemos pretender que existe un
modelo y sólo uno de la realidad (véase “fe” más arriba), y proclamar que existe sólo un modelo
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plausible. Además de no ser científico, esto es arriesgado, dado que ahora hemos ignorado
convenientemente las consecuencias de si erramos en nuestra aseveración. Un examen honesto
de casi todas las cuestiones sobre la ecología revelará al menos una, o varias, hipótesis
alternativas plausibles.
Tests de Hipótesis frente a Peso de la Evidencia
A pesar de que testar las hipótesis es un componente importante de la ciencia, puede que no
siempre sea la forma más eficaz de convertir el conocimiento científico en decisiones de manejo.
A menudo, lo que realmente queremos es (i) un valor estimado de cierto “efecto del tamaño” (en
esencia, una predicción sobre lo que se puede esperar en una manipulación similar), y (ii) una
medida de la fuerza de la evidencia a favor de hipótesis alternativas. Existen varias formas
estándar de conseguir el efecto tamaño y un punto de vista útil para examinar la evidencia
relativa basada en la teoría de la información (Capítulo 5). Utilizaremos estas ideas gemelas
sobre la ponderación de la predicción y la información en la discusión de más abajo, y las
ilustraremos mediante el problema de la GCA del ánade sombrío.

Construcción de los modelos
En el problema del ánade sombrío, en primer lugar teníamos dos modelos de desarrollo que
expresaban nuestros puntos de vista alternativos sobre lo que sucedía a las poblaciones de ánade
sombrío. Estábamos particularmente interesados en los puntos de vista que nos dicen cosas
distintas sobre los impactos del manejo sobre la población de ánades sombríos. Ello reduce a dos
los submodelos sobre la dinámica de los ánades sombríos: (i) un submodelo de producción y (ii)
un submodelo de supervivencia. El submodelo de producción describe las relaciones entre la
abundancia de ánades sombríos (dependiente de la densidad) y el número de ánades azulones
(competición) en proporciones de edad otoñales para los ánades sombríos. La forma general de
este modelo es:

log( At ) = β 0 + β1 N t + β 2 M t + β 3 X t
donde Nt y Mt son los números (en cientos de miles) de ánades sombríos y azulones en la
población de cría del año t, At es la proporción de edades predicha para los ánades sombríos en la
población otoñal, y Xt es un índice del tiempo (que describe la tendencia en descenso de la
productividad a lo largo del tiempo). El modelo de más arriba asume tanto la densidad como la
competencia; haciendo β 2 = 0 obtenemos un modelo alternativo de reproducción, que no incluye
la competición:

log( At ) = β 0 + β1 N t + β 3 X t
Ajustamos los datos del estudio sobre la abundancia histórico a ambos modelos, con el fin de
obtener valores estimados de los parámetros y valores del AIC. Los valores del AIC pueden
utilizarse para ambos propósitos. En primer lugar, pueden utilizarse para calcular valores
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estimados de parámetros promediados para el modelo. Por ejemplo, el valor estimado ponderado
y el error estándar incondicional para β1 (que aparece en ambos modelos) es de -0.14563
(EE=0.04683). En segundo lugar, los pesos del AIC dan una medida de la confianza real (datos
pasados hasta este momento) en cada modelo. Basándonos en nuestros análisis, obtenemos el
peso del modelo “sin competición” de 0.41, y el peso del modelo “con competición” de 0.59, lo
que sugiere al menos en principio que tenemos una evidencia más robusta para la competición
que para la falta de ella.
En cuanto a la supervivencia, el tema clave de la controversia es el impacto de la cosecha
sobre la supervivencia. Ello puede resumirse mediante el submodelo

S t = S 0 − αK t
que asume un impacto aditivo sobre la mortalidad por cosecha; es decir, empezando en S0, cada
incremento adicional de la mortalidad por cosecha Kt se aume que hace descender la
supervivencia anual por α . La forma extrema de ello hace de α = 1 (mortalidad
completamente aditiva, AMH) y α = 0 (completamente compensatoria, CMH, al menos hasta
alcanzar el umbral; asumiremos que las tasas de cosecha nunca exceden de este umbral. Debido a
varias razones técnicas, los valores estimados empíricos de α y S0 son insatisfactorias, y (i) aquí
utilizamos valores para ellas que están basados en características biográficas de los ánades
sombríos y (ii) asumiremos ya sea una compensación o una adicionalidad completas. Estas
supuestos tienen como resultado

S t = 0.6 − K t (AMH)
S t = 0.6 (CMH)
Además, debido a las cuestiones técnicas a las que hemos aludido, no tenemos pesos empíricos
fiables para estos dos modelos (en Conroy et al. 2002a se dan algunos pesos, que pusieron casi
todo su peso en AMH, pero aquí no utilizaremos esto). Dada la naturaleza discutible de la
cosecha, y dependiendo de los datos utilizados para “testar” AMH frente a CMH, se podrían
derivar los pesos de casi la totalidad de rangos desde 0 (sin pruebas para AMH, perfecto para
CMH) hasta 1 (lo contrario). Dadas estas circunstancias, elegiremos pesos que repartan la
incertidumbre por igual entre los modelos, de manera que se dé 0.5 para cada modelo.
Bajo el supuesto de que la evidencia a favor de competición/no competición es
independiente de aquélla a favor de AMH/CMH, nos podemos limitar simplemente a multiplicar
los pesos correspondientes de los modelos: p. ej., “no competición-AMH” = 0.41 X 0.5, etc.
Ahora podemos resumir las cuatro hipótesis (Recuadro 17.1). Nótese que en vez de probar
“rechazar” alguno de los modelos alternativos, estamos tomando los cuatro, pero aplicando pesos
de confianza/evidencia a cada uno de ellos. De este modo, podemos dar el siguiente paso:
predecir bajo cada modelo, y comparar estas predicciones con nuevos datos.

292

Recuadro 17.1 Valores estimados del AIC con cuatro modelos alternativos sobre el ánade
sombrío
Para ilustrar el cálculo y el uso de los pesos del AIC en la construcción de modelos predictivos,
utilizamos un ejemplo del ánade sombrío americano (Anas rubripes; Conroy et al. 2002a). La
construcción de modelos de decisión en el caso del ánade sombrío se basa en considerar cuatro
modelos alternativos, lo que representa combinaciones de las supuestos sobre sus tasas reproductivas
(afectadas o no por la competición con los ánades azulones) y sus tasas de supervivencia (mortalidad
aditiva frente a compensatoria), junto con pesos de modelos basados en el AIC para cada modelo. Se
usaron los datos históricos con los dos modelos alternativos de reproducción, no incluyendo el
primero los efectos de la abundancia de los ánades azulones sobre las clases de edades de los ánades
sombríos, e incluyendo el segundo dicho efecto de los ánades azulones.
Modelo 1.
Modelo 2.
donde
son las clases de edad otoñales de los ánades sombríos (representando tasas de
reclutamiento), Nt y Mt son los números de ánades sombríos y ánades azulones (en cientos de miles)
en los estudios llevados a cabo en el mes de enero anterior, y Xt es un índice del año, que representa
las tendencias de declive del hábitat. El análisis histórico produjo valores estimados de los
coeficientes con cada modelo, tal como sigue:
modelo
m1
m2

AIC
2.82
2.12

deltaAIC
0.7
0

peso
0.413382
0.586618

0.97578
1.23519

-0.1627
-0.1336

-0.0959

-0.01095
-0.0144

Los análisis históricos fueron menos útiles para proporcionar los pesos del AIC empíricos respecto de
los modelos de supervivencia aditivos frente a los compensatorios; por lo tanto asumimos, para
simplificar en este ejemplo, que estos pesos son idénticos (0.5 para cada modelo). Los pesos y los
modelos compuestos se forman combinando los respectivos submodelos de supervivencia y
producción y (asumiendo la independencia entre las hipótesis de producción y supervivencia),
multiplicando los pesos respectivos de los modelos
Modelos combinados
Modelo

mallards

Efecto de
cosecha

Peso del
modelo

1

no_comp

CMH

0.206691

2

no_comp

AMH

0.206691

3

Compet

CMH

0.293309

4

Compet

AMH

0.293309

Producción
Supervivencia

Estos valores estimados y pesos se utilizan en los recuadros 17.2-17.5 de más abajo, para la
predicción y la actualización. Los cálculos para los pesos de los modelos se hallan en el compañero
electrónico del libro (ver la pagina del internet).
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Predicción
Ahora podemos tomar los modelos de más arriba y utilizarlos para predecir el tamaño de la
población de ánades sombríos del año siguiente, dados los niveles actuales observados de ánades
sombríos y ánades azulones, las condiciones del hábitat y las tasas de cosecha. Mientras que
antes ajustábamos los datos a un modelo de estimación, ahora tomaremos parámetros valores
estimados y los aplicaremos a las tasas de edad, las tasas de supervivencia, y el tamaño de la
población predichos a partir de las condiciones actuales. Ello implicará tres pasos. En primer
lugar, una ecuación de predicción para

~
log( At ) = βˆ0 + βˆ1 N t + βˆ2 M t + βˆ3 X t
que predices el logaritmo natural de la proporción de edades, con valores estimados de
coeficientes βˆ j .. y predictores N t , M t , X t ; ¡nótese que esta predicción será distinta con cada

~

modelo! Una vez que tengamos log( A t ) podremos predecir fácilmente la proporción de edades
~
~
mediante la función exponencial A t = e log( At ) . Finalmente, nótese que estamos utilizando “~”
para representar la predicción, para distinguirla de la estimación “^”: con la estimación,
ajustamos la ecuación a los datos, mientras que con la predicción aplicamos la ecuación estimada
para predecir la respuesta, basada en valores específicos de los valores predichos.
Para la proporción de supervivencia simplemente

~
S t = 0.6 − αK t
con α = 1 con AMH y α = 0 con CMH. Finalmente, ponemos juntas las predicciones de
supervivencia y la producción, para predecir el tamaño de la población del año siguiente como

~
~
~
N t +1 = N t S t (1 + At )
con cada uno de los cuatro modelos (combinaciones de las supuestos de producción y
supervivencia). En el Recuadro 17.2 proporcionamos un ejemplo de ello.
Nótese que debido a que las predicciones se basan en valores estimados estadísticos,
tienen errores estándar. Además, se añadirán otras formas de incertidumbre (incluyendo la
incertidumbre ambiental) a la incertidumbre estadística. Los métodos de incorporar todas estas
fuentes de incertidumbre son complejos; aquí asumiremos que el error de predicción es
proporcional al tamaño de la predicción, por un coeficiente constante de variación, que
inicialmente es de 0.2 (20%).
Finalmente, podemos, si lo deseamos, obtener una sola predicción, con promedios sobre
los modelos alternativos. Ello se lleva a cabo de forma bastante similar al promediado de
modelos. En este caso, el modelo –predicción promediada (Recuadro 17.2)- proporciona una
predicción promediada para el modelo de aproximadamente 392,000 (EE=302,000). Nótese que
este EE es bastante grande –lo que refleja el hecho que existe mucha incertidumbre (debido tanto
a la incertidumbre del modelo como a la estadística).
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Recuadro 17.2 Predicción
Ilustramos aquí la predicción mediante el modelo del ánade sombrío a partir de las condiciones
actuales de 400,000 ánades sombríos y 300,000 ánades azulones, con un índice temporal de 32 (en
esencia, con ello se asumen las condiciones del hábitat a finales de la década de 1990, y se trata
efectivamente como un término de corte o intercepción). En términos del modelo del ánade sombrío,
. También asumiremos una tasa de mortalidad de cosecha de 0.2 (Kt =
0.02).
Estos valores se utilizan como entradas en cada uno de los modelos de producción alternativos
para predecir unas tasas de edad de 0.9749 con el modelo de “no competición” y de 0.9534 con el
modelo de “competición”. Del mismo modo, las tasas de mortalidad de la cosecha son inputs para cada
uno de los modelos de supervivencia alternativos, que tienen como resultado las predicciones de 0.6
con CMH y de 0.4 con AMH Finalmente, estas predicciones constituyen las entradas para los modelos
combinados para predecir las abundancias de los años subsecuentes, tal como sigue:
Modelo
1
2
3
4

Producción
No compet.
No compet.
Compet.
Compet.

Supervivencia
CMH
AMH
CMH
AMH

N predicho
4.73976088
3.15984059
4.68818457
3.12545638

Se obtiene una predicción de promedios de modelo de la abundancia del ánade sombrío ponderando
cada una de las predicciones de los modelos individuales mediante sus pesos de AIC respectivos
(recuadro 17.1). El ejemplo está codificado el compañero electrónico del libro (ver la página del
internet) y los usuarios pueden variar las entradas cambiando el número de ánades sombríos, de ánades
azulones y las tasas de cosecha para ver cómo dichos cambios afectan a las predicciones.

Comparación de Predicciones frente a Observaciones --- Verosimilitud de Predicción
Tal como vimos en el capítulo 16, la predicción de los resultados bajo supuestos alternativas
puede usarse para obtener incertidumbre-estimados ponderados del valor de los resultados
alternativos. En la próxima sección veremos más formalmente cómo pueden utilizarse estos
valores para influir en la toma de decisiones, pero aquí asumiremos que ya hemos tomado la
decisión óptima, hemos hecho predicciones con modelos alternativos, y ahora deseamos
incorporar nueva información de los estudios. Es decir, una vez hemos hecho algunas
predicciones, vamos a continuar (o al menos eso esperamos) monitorizando el sistema para ver
lo bien que nuestras predicciones se ajustan con las observaciones que obtuvimos por medio de
programas de monitorización. Para ver cómo podría funcionar esto, consideraremos el ejemplo
que acabamos de presentar, en el cual observamos 400 000 ánades sombríos y 300 000 ánades
azulones, y las tasas de cosecha eran de 0.2. Luego hicimos predicciones con cada uno de los
cuatro modelos, que iban de aproximadamente 313,000 (competición, AMH) a 474,000 (no
competición, CMH). En el Recuadro 17.3 mostramos cómo pueden utilizarse estos datos para
calcular una medida del acuerdo de cada uno de nuestros modelos con los datos denominados
una verosimilitud estadística (Capítulo 5).
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Recuadro 17.3 Cálculo de los valores de la versosimilitud en modelos alternativos.
Continuando con el ejemplo del ánade sombrío (Recuadros 17.1–17.2), supongamos que en los años
siguientes observamos 370,000 patos en nuestros estudios. Nótese que los modelos 2 y 4 parecen
predecir valores más cercanos a este que hemos observado, que los modelos 1 y 3 (Recuadro 17.2). No
obstante, ninguno de ellos está exactamente de acuerdo.
Lo que precisamos en una manera formal de medir esta adecuación de las observaciones a las
predicciones, que tenga en cuenta el error de predicción. Es decir, no vamos a alterarnos
excesivamente si un modelo se sale un poco en cuanto a sus predicciones, si había una gran cantidad
de error de predicción. Esto lo podemos hacer formalmente mediante una verosimilitud, que ahora
tiene un significado muy parecido a las versosimilitudes de las que hablamos en el valor estimado de
la máxima versosimilitud (Capítulo 5), excepto en que ahora estamos hablando de que la
versosimilitud de una observación (el valor del estudio) proporciona la predicción de un modelo en
particular. Aquí utilizaremos una forma de verosimilitud que se basa en una distribución normal, y es
muy adecuada dado que es muy fácil de ver cómo funciona. La expresión general para la
versosimilitud de la observación en el modelo i es:

donde
es el valor observado,
es la predicción con el modelo i, y σ es el error de predicción
referido al anterior.
Nótese que si el valor observado se ajusta exactamente a la predicción, la verosimilitud será de 1; en
todos los demás casos los valores serán más altos en los modelos que se acerquen más a la predicción
del valor observado, y viceversa. En nuestro caso el valor observado es de 3.7, y la versosimilitud con
el modelo 1 (no competición, CMH) es

Se utiliza un procedimiento similar para obtener las versosimilitudes con los otros tres modelos, de
manera que
Modelo
1
2
3
4

Versosimilitud
0.30026831
0.48164109
0.32931995
0.4296389

A partir de esto, podemos ver que en este ejemplo la observación de
=370,000 es más probable
bajo el modelo 2 (no competición, AMH) y menos probable con el modelo 1 (no competición, CMH).
No obstante, todos los modelos tienen unos pesos de sus verosimilitudes razonables, de forma que
deben ser tenidos en consideración el manejo.
Este ejemplo se halla en la hoja de cálculo en el compañero electrónico del libro (ver la página
del internet) y los usuarios pueden varias las entradas cambiando el número de ánades sombríos, de
ánades azulones y las tasas de cosecha (que están destacadas en amarillo) para ver cómo dichos
cambios afectan a las predicciones y las verosimiltudes.
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Actualización de la confianza: el Teorema de Bayes
Las medidas de verosimilitud que hemos calculado son útiles (Recuadro 17.3), pero en realidad
no nos proporcionan lo que precisamos, es decir, unas mediciones actualizadas de la confianza
en nuestros modelos. Existen dos razones para ello. En primer lugar, la verosimilitud no es una
escala de probabilidades (nótese, por ejemplo, que los pesos de la verosimilitud no suman una
unidad). Y aún más importante, la verosimilitud no toma en consideración la información
anterior sobre el modelo: nuestra confianza anterior relativa, que puede (o no puede) estar
fundamentada en los datos.
Podemos resolver ambos problemas recurriendo a uno de los teoremas más famosos –
aunque más simples- de la probabilidad, el teorema de Bayes (TB). En nuestro caso, el TB dice
que el peso del modelo de un modelo se obtiene mediante la verosimilitud de dicho modelo
(véase más arriba) ponderada mediante el peso del modelo anterior, y dividida por la suma de
esta cantidad respecto a todos los modelos:

wt i (t + 1) =

wt i (t ) Li ( N t +1 )
M

∑ wt

m

(t ) Lm ( N t +1 )

m

wt(t) es sólo el peso actual para cada modelo; inicialmente estos serán los pesos* de los modelos
que obtendremos cuando desarrollemos los modelos. Las verosimilitudes se obtienen mediante el
procedimiento que acabamos de describir, comparando las predicciones del modelo con los
valores observados y calculando una verosimilitud. Por ejemplo, los cálculos para el nuevo peso
del modelo, del modelo 3, se hallan en el Recuadro 17.4.

Manejo (Gestión) adaptativo
En esta sección combinamos los dos temas principales que se han tratado en esta parte del libro:
(i) el uso de los modelos para tomar decisiones óptimas para los recursos, y (ii) la reducción de la
incertidumbre por medio de la monitorización y la retroalimentación de la información en las
predicciones del modelo. Tal como sucedió anteriormente, estamos intentando tomar una
decisión óptima en cuanto al manejo, pero estamos enfrentados con dos o más modelos
alternativos sobre cómo funciona el sistema. Cuando hacemos esto, y también llevamos a cabo la
monitorización para seguir de cerca la respuesta de nuestro sistema al manejo y luego
retroalimentamos esta información para la toma de futuras decisiones, estamos llevando a cabo
un Manejo (Gestión) de Recursos Adaptativo (MRA).

•
•
•

La MRA presenta estas características clave:
Un objetivo explícito
Predicciones basadas en el modelo bajo dos o más modelos alternativos y pesos de
evidencia para cada uno
Un medio de obtener una decisión óptima considerando el objetivo y las predicciones y
pesos* del modelo
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•
•

Un programa de monitorización para comparar los estados futuros del sistema, con el fin
de modelar las predicciones y actualizar los pesos de los modelos
Incorporación de nuevos pesos de modelos en las futuras tomas de decisiones

Recuadro 17.4 Teorema de Bayes y actualización de Bayes, usando los pesos anteriores y la
verosimilitud.
El Teorema de Bayes (TB) proporciona una forma general de incorporar información nueva a los
modelos. Resumiendo, el TB dice que “la nueva información es proporcional a la vieja información
por la verosimilitud”. En el contexto de nuestro problema de predicción, esto quiere decir “el peso del
nuevo modelo es proporcional al peso del viejo modelo, por la verosimilitud de observar
con el
modelo”, o poniéndolo en forma de ecuación:

Para expresar esto en términos de probabilidades (que se añaden a 1 a lo largo de los modelos), nos
limitamos a normalizar por la suma del lado derecho a lo largo de los modelos, obteniendo

Para ver cómo funciona el TB en nuestro ejemplo, tomemos las predicciones y verosimilitudes de cada
modelo (del Recuadro 17.4) y calculemos el peso del nuevo modelo para el modelo 3 (el peso antiguo
era de 0.293). Obtenemos:

La tabla de más abajo resume las entradas y los resultados para nuestros cuatro modelos.
Peso del
modelo
0.206691
0.206691
0.293309
0.293309

Versosimilitud
0.30026831
0.48164109
0.32931995
0.4296389

Peso
actualizado
0.16152808
0.25909681
0.25139674
0.32797837

Podemos pues ver que el nuevo modelo 4 (competición, AMH) obtiene el peso máximo, basándose (i)
en nuestra creencia anterior (parcialmente informada por los datos) que ha sido (ii) modificado por los
datos (la verosimilituedrobabilidad). El ejemplo está codificado (ver la página del internet) en el
compañero electrónico del libro (ver la pagina del internet) y los usuarios pueden variar las entradas, lo
que ilustra de qué forma las verosimilitudes más fuerte o más débil, afectan como rápido cambian los
pesos de los modelos.
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Por lo tanto la MRA generalmente requiere algún tipo de proceso de toma de decisiones
secuencial. Es decir, si se va a tomar una decisión una vez, y luego nunca más, no existe
posibilidad alguna de adaptación. No obstante, ésta no es un supuesto particularmente restrictivo,
y de hecho la mayoría de los problemas de las decisiones sobre los recursos naturales pueden
considerarse secuencialmente, y por lo tanto la MRA es apropiada. Pero, si un problema de
decisión realmente es único (una sola vez), podemos (y debiéramos) usar aún las primeras tres
características:
•
•
•

Un objetivo explícito
Predicciones basadas en modelos bajo dos o más modelos alternativos y pesos de
evidencia para cada uno
Un medio para obtener una decisión óptima, considerando el objetivo y las predicciones y
pesos del modelo.

Estas son características comunes al problema de cualquier decisión sobre un recurso natural (o
de otro tipo), en el cual se da la incertidumbre. Así, incluso si su problema no es uno del 99% de
los problemas que son apropiados para la MRA, ciertamente se hallará dentro de una categoría
más amplia de problemas.
El problema de la cosecha de los ánades sombríos, tratada en la última sección, es desde
luego un buen candidato para la MRA, dado que (i) las decisiones se toman secuencialmente, (ii)
existen varios modelos alternativos de cómo podría responder la población al manejo, y (iii) la
monitorización de los datos tiene lugar cada año, y por lo tanto podemos utilizarlos para
actualizar periódicamente los pesos del modelo e influir sobre la toma de decisiones. No
obstante, una descripción completa del problema de la MRA de la cosecha requiere herramientas
matemáticas que están más allá del alcance de este libro. En lugar de ello, volveremos a una
ligera expansión del problema del diseño de la reserva que se consideró en los Capítulos 15 y 16,
en el que la cuestión era si construir o no reservas para proteger a una especie en particular de su
extinción a nivel local. Ahora, no obstante, la decisión, que se hace secuencialmente a través del
tiempo, es si construir cada una de las dos reservas. Tal como sucedió antes, actualmente la
especie existe en cada uno de los lugares, y tenemos modelos alternativos para llevar a cabo
predicciones distintas sobre si la especie persistirá o no a partir de cada una de las decisiones
(una proclama básicamente que no existe diferencia alguna, y la otra que la construcción de la
reserva hace aumentar la probabilidad de la persistencia). Siguiendo a cada decisión,
monitorizamos la población y observamos si persiste o se extingue localmente. Finalmente, cada
uno de estos resultados tiene un valor para el tomador de la decisión (véase Recuadro 17.5 para
más detalles).
El valor de la información
Tal como se sugirió en el Recuadro 17.5, la información (que definimos aquí como la reducción
de la incertidumbre en cuanto a qué modelo alternativo es verdadero) puede tener un valor. El
valor de la información depende de (i) los valores relativos de los resultados de la decisión, (ii)
las probabilidades del resultado de la decisión, y (iii) cuánta incertidumbre estructural (del
modelo) existe. Tomamos las probabilidades como nuestra medición básica de la incertidumbre
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Recuadro 17.5 Actualización adaptativa –Decisiones secuenciales de dos reservas candidatas.
Este ejemplo, tomado del Capítulo 16, trata del problema del “diseño de una reserva”. Ahora tenemos
dos candidatos a reservas, y cada uno de ellos puede detener potencialmente la extinción local de una
especie (para los propósitos de este problema, asumimos que las reservas actúan independientemente).
La primera decisión es si construir una reserva en el primer lugar, seguida por la decisión de si
construir una reserva en el segundo lugar. Tal como vimos en el Capítulo 16, existen dos modelos
alternativos: el Modelo 1 (que predice que no existe incremento alguno de la persistencia con la
reserva) y el Modelo 2 (probabilidad de persistencia tras construir la reserva, que aumenta de 0.5 a
0.65). Supongamos que en la primera decisión, tenemos (quizás basándonos en trabajos empíricos
anteriores) una creencia mayor (del 70%) en el Modelo 2 que en el Modelo 1. Dependiendo en los
resultados que siguen a la primera decisión, podemos cambiar los pesos de nuestros modelos. Dadas
las utilidades y probabilidades de los resultados (del Capítulo 16) y dichos pesos, los valores esperados
con cada decisión son:

y
,
de forma que construiremos la reserva.
Supongamos que luego observamos que la especie persiste tras la construcción de la reserva. Para cada
uno de nuestros modelos, tenemos una verosimilitud de los acontecimientos “persistir” y “extinguirse”
según el modelo. Éstas pueden utilizarse ahora con el Teorema de Bayes para actualizar los pesos de
los modelos.
Modelo
1
2

Peso
0.3
0.7

Verosimilitud
0.5
0.65

El nuevo peso del Modelo 2 es

El nuevo peso para el Modelo 1 puede hallarse reemplazando el numerador por el de dicho modelo, o
(dado que sólo existen dos modelos), simplemente restando de 0.248.
Esto cambia el valor esperado de las decisiones alternativas en la segunda reserva, dado que
ahora utilizamos los pesos del nuevo modelo. Utilizando los pesos del nuevo modelo tendríamos:

y

que de nuevo nos indica que la construcción de una reserva es la decisión óptima. El lector puede
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Recuadro 17.5 Continuado
utilizar la hoja de cálculo en el compañero electrónico del libro (ver CD incuido y pagina ii de la
pagina del internet), que contiene estos cálculos, para explorar nuevas situaciones.
Nótese que cuando la decisión es no construir la reserva (“nada”), las probabilidades para el
acontecimiento persistir/extinción son las mismas en los dos modelos. Así, la toma de decisiones en
esta dirección nunca nos puede llevar a una actualización del modelo. Generalmente, ello será cierto
cuando dos o más modelos hagan la misma predicción, o cuando la decisión óptima sea la misma, sin
importar qué modelo sea el cierto. Una consecuencia de ello es que las acciones de manejo a veces
tienen valor no porque produzcan necesariamente unos resultados deseados a largo plazo, sino porque
proporcionan un aprendizaje, que por sí mismo ya tiene un valor. Esta idea se explora en el Recuadro
17.6.

(Capítulo 16), y el simple caso de sólo dos modelos alternativos, el caso “más cierto” es cuando
todo el peso se halla en un solo modelo (y ningún peso en el otro). Y a la inversa, el caso “más
incierto” es cuando tenemos 0.5 del peso* en cada modelo. Todos los demás casos son
intermedios. Entonces una pregunta natural es: “asumiendo que sea posible eliminar por
completo la incertidumbre, ¿cuánto valor tendría esto en nuestra toma de decisiones?” Esta es la
esencia de lo que conocemos como valor esperado de la información perfecta (VEIP). En
otras palabras, VEIP es la ganancia esperada por tener una información perfecta o,
El valor esperado de la mejor decisión, dada una información perfecta
menos
El máximo de las utilidades esperadas dada una información incompleta
El Recuadro 17.6 ilustra el cálculo del VEIP para el problema de la decisión de la reserva que se
introdujo en el Capítulo 16.
Nótese que el VEIP es siempre por lo menos 0, y generalmente es positivo, de forma que
la información generalmente tiene un valor. Cuánto valor tiene depende, nuevamente, de las
utilidades, el grado de incertidumbre con cada modelo, y los pesos del modelo actuales. El lector
puede utilizar la hoja de cálculo del Recuadro 17.6, que contiene estos cálculos, por ejemplo para
confirmar que si los pesos del modelo son de 0.5 en este caso, el VEIP es de más del doble, de
2.5. Estas no parecen ser grandes cantidades para un VEIP, pero téngase en cuenta que las
decisiones conservacionistas típicamente son secuenciales (véase el Recuadro 17.5), y por lo
tanto las ganancias de utilidad también serán acumulativas a lo largo del tiempo: tales diferencias
pueden ser muy grandes cuando los horizontes de tiempo están muy lejanos (tal como sucede en
muchos problemas conservacionistas). No obstante, en algunos casos el VEIP puede estar cerca
de cero –o los gastos de los programas de monitorización pueden desbordar las posibles
ganancias de información. En tales situaciones, podría ser difícil justificar la monitorización, al
menos en términos de su potencial para ayudar en la toma de decisiones conservativa.
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Resumen
En el capítulo anterior hemos visto que la incertidumbre afecta a la toma de decisiones, y por lo
tanto que reducir la incertidumbre (vía, por ejemplo, la monitorización) puede tener un gran
valor. En este capítulo hemos demostrado más formalmente cómo la información de la
Recuadro 17.6 Los valores de la información
A modo de ejemplo, tómese el problema de la decisión de una reserva única del que hablamos en el
Capítulo 16, y asúmase que tenemos la incertidumbre expresada por unos pesos del modelo de 0.3 y
0.7 para los modelos 1 y 2, respectivamente.

y

La decisión óptima para este grado de incertidumbre es “construir la reserva”, y su valor esperado es
de 50.25; ello constituye la base para determinar la ganancia neta de posible información.
Si tuviésemos una información perfecta, sabríamos qué modelo es cierto, y tomaríamos la
decisión correspondiente a dicho modelo. Para el modelo 1, los valores de la decisión esperados son

de modo que la decisión óptima es “nada” con un valor esperado de 50. Para el modelo 2, los valores
de decisión son

de modo que la decisión óptima es “construir”. Si promediamos esto (dado que no sabemos cuál de
estos modelos es verdaderamente el verdadero) obtenemos (50+52.5)/2 = 51.25 . Finalmente, la
ganancia neta (EVPI) es
51.25-50.25= 1.00.
Este ejemplo está codificado el compañero electrónico del libro (ver la pagina de internet). Los
usuarios pueden modifcar este código para sus aplicaciones específicas.
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monitorización puede retroalimentarse en nuestros modelos de decisión, y (utilizando el Teorema
de Bayes) usarse para actualizar los pesos de los modelos, y reduciendo por tanto la
incertidumbre y mejorando la toma de decisiones. Dado que la toma de decisiones en el ámbito
conservacionista típicamente es secuencial, ello tiene importantes implicaciones para la mejora
del manejo a largo plazo. También hemos introducido la idea de “valor de información” y la
medida del VEIP, que puede utilizarse para calcular la ganancia máxima (en términos de valor
del recurso), que puede obtenerse reduciendo la incertidumbre. En la mayoría de los casos el
VEIP será significativo, dado que la incertidumbre es grande, pero en todos los casos las
mediciones de la información proporcionan una métrica para la comparación de la utilidad
relativa de los programas de monitorización, algo que tanto los administradores como el público
en general demandan cada vez más.
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CAPÍTULO 18
EJEMPLO DETALLADO DE UN ESTUDIO: MODELADO DE
LAS DECISIONES Y MANEJO ADAPTATIVO DE UNA
POBLACIÓN EN REGRESIÓN DE AVES DE PRADERA EN EL
SUDESTE DE EEUU DE AMERICA

En este Capítulo 18 analizamos un problema de recursos naturales en el que se aplican una buena
parte de los temas estudiados a lo largo del libro. En éste ejemplo, evidentemente no podemos
aplicar todos los componentes implicados en la estimación y modelado de poblaciones vistos a lo
largo del libro. Sin embargo, sí que podremos ilustrar cómo pueden integrarse en un problema de
toma de decisiones real, varios de los principios más importantes implicados en los procesos de
modelado. Deliberadamente hemos evitado también repetir un ejemplo con el que ya estemos
familiarizados, y que todos conocemos, como es el manejo adaptativo de la caza de las anátidas
norteamericanas. Dos razones nos han impulsada ello: Primero, este ejemplo ya está muy bien
descrito en otros lugares (p.ej., Williams et al. 2002, Capítulo 25). En segundo lugar, y que es
aún más importante, este ejemplo establece un estándar de programa de monitoreo in situ muy
alto, tanto por la complejidad de la investigación como por la sofisticación técnica que requiere,
pero que es casi imposible de ser replicarlo de nuevo, especialmente en el panorama actual de
desarrollo. En vez de ello, hemos escogido un ejemplo que nos puede resultar familiar y
próximo, pero que hemos de admitir que se queda corto en varios aspectos clave. No obstante,
con éste ejemplo esperamos demostrar cómo la recogida de datos adecuados bajo un buen diseño
de programa de monitoreo puede ayudarnos a solucionar un problema de toma de decisiones en
conservación. El ejemplo nos permite además identificar los puntos débiles del programa actual
que pueden comprometer su éxito, ayudándonos a plantear recomendaciones y cambios en su
planteamiento que aseguren la posterior aplicación del programa. Finalmente, aunque este
ejemplo refleja la experiencia de los autores en el manejo de las aves de caza en Norte América,
pensamos que los principios que se ilustran, junto con la identificación de sus deficiencias, serán
de gran utilidad para la resolución de problemas en otros grupos taxonómicos en otras partes del
mundo.
El sudeste de EEUU ha experimentado durante los últimos cientos de años unos cambios
muy drásticos en sus ecosistemas y en la utilización de la tierra. Antes del asentamiento de los
europeos, sobre el siglo XVI, estos ecosistemas estaban principalmente formados por bosques,
pero a partir de ése momento fueron altamente alterados, tanto por fenómenos naturales como
antropogénicos, ligados principalmente al fuego. Si el fuego era de origen natural o provocado
por el hombre no se sabe, aunque los debates sobre el tema son muy acalorados (!) (Frost
1993,1998). Pero sea cual sea la razón, lo que está claro es que estos ecosistemas sufrieron unos
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cambios muy dramáticos después de la llegada de los Europeos. Los hábitats que en un principio
mantenían un equilibrio entre el bosque, la sabana y el fuego, fue substituido por el estilo
Europeo (y luego Americano) de las pequeñas granjas. Hacia el siglo XIX la mayoría del
territorio eran granjas, y a principios del siglo XX las granjas alcanzaron su máximo, como
resultado de lo cual la mayor parte de los bosques fueron eliminados. Por ejemplo, el máximo de
tierra dedicado a la producción de cosechas en Georgia tuvo lugar justo antes de 1950. A partir
de ese pico, ha habido una tendencia general hacia el abandono de las cosechas a lo largo de todo
el Sudeste (Figura 18.1).
El sudeste de EEUU ha experimentado durante los últimos cientos de años unos cambios
muy drásticos en sus ecosistemas y en la utilización de la tierra. Antes del asentamiento de los
europeos, sobre el siglo XVI, estos ecosistemas estaban principalmente formados por bosques,
pero a partir de ése momento fueron altamente alterados, tanto por fenómenos naturales como
antropogénicos, ligados principalmente al fuego. Si el fuego era de origen natural o provocado
por el hombre no se sabe, aunque los debates sobre el tema son muy acalorados (!) (Frost
1993,1998). Pero sea cual sea la razón, lo que está claro es que estos ecosistemas sufrieron unos
cambios muy dramáticos después de la llegada de los Europeos. Los hábitats que en un principio
mantenían un equilibrio entre el bosque, la sabana y el fuego, fue substituido por el estilo
europeo (y luego Americano) de las pequeñas granjas. Hacia el siglo XIX la mayoría del
territorio eran granjas, y a principios del siglo XX las granjas alcanzaron su máximo, como
resultado de lo cual la mayor parte de los bosques fueron eliminados. Por ejemplo, el máximo de
tierra dedicado a la producción de cosechas en Georgia tuvo lugar justo antes de 1950. A partir
de ese pico, ha habido una tendencia general hacia el abandono de las cosechas a lo largo de todo
el Sudeste (Figura 18.1).
Este es el contexto sobre el que parte nuestro problema de conservación. Las especies de
aves ligadas a las praderas y a los ecosistemas de matorrales y arbustos han sufrido en el sudeste
de EEAA una continuada y dramática reducción (Saber et al. 2007). Los índices de abundancia
basados en los muestreos de aves nidificantes (BBS “Breeding Bird Survey”) (Sauer et al. 2007)
han disminuido para varias de estas especies, incluidas la codorniz cotuí (Colinus virginianus), el
Gorrión chapulín (Ammodramus savannarum), el pradero tortilla-con-chile (Sturnella magna), y
otras especies han reducido sus números hasta un 70% desde que empezaron los muestreos en
1966 (Tabla 18.1). Aunque podemos cuestionarnos si los datos del BBS cumplen los supuestos
sobre detección homogénea (Capítulos 6, 8) para que su utilización como índices de abundancia
sea válida, las tendencias observadas son de suficiente magnitud como para que puedan sean
debidas simplemente a cambios en las tasas de detección a lo largo de ese periodo. Por tanto, y
de forma resumida, existe suficiente información para concluir que esos ecosistemas se han
realmente degradado de forma alarmante a lo largo de un periodo de tiempo bastante corto, lo
que motiva la pregunta: ¿qué pueden hacer, si es que pueden hacer algo, los esfuerzos de
conservación para detener o revertir la disminución de estas especies?
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Figura 18.1. La cantidad de tierras dedicadas a la producción agrícola en Georgia se ha reducido
paulatinamente desde 1950. El número de condados con >25% de la tierra dedicada a la
agricultura disminuyó descendió desde estar casi todo el territorio dedicado a ésta en 1950 a tan
solo 25% hacia 1997.

Tabla 18.1 Descenso en el número de aves esteparias y de zonas arbustivas, basadas en el Seguimiento
de Aves Reproductoras (Breeding Bird Survey) en Georgia durante 1966-2006 (según Sauer et al.
2007).
Especies

Tipo de Hábitat
Arbustos-matorrales
Praderas

Descenso anual
promedio (%)
-4.17
-4.21

Descenso total
durante 40 años (%)
-81.80
-82.10

Codorniz norteña
Alondra de los prados del
Este
Escribano sabanero
Tórtola mañanera
Alcaudón testarudo
Escribano azulejo
Benteveo blanco y negro

Praderas
Arbustos-matorrales
Arbustos-matorrales
Arbustos-matorrales
Arbustos-matorrales

-5.76
-1.47
-1.78
-0.12
-2.29

-90.68
-44.70
-51.25
-4.69
-60.41

En Georgia al igual que en otras partes del sudeste de EEUUA, la mayor parte de
esfuerzos para detener o revertir esos descensos poblacionales se han centrado en la codorniz
norteña. Esta especie se escogió como especie modelo que representa al gremio de las aves de
pradera debido a la larga tradición en la caza de codornices en esta región (la codorniz es el ave
de caza oficial del Estado de Georgia) Debido a ello, se conoce mucho sobre la especie y existe
una gran cantidad de trabajos publicados sobre ella, a la vez que se han realizado muchos
esfuerzos para monitorear sus poblaciones y estimar sus tasas vitales (DeMaso et al 2002,
Brennan 2007, Cederbaum et al. 2008); sin embargo, tal y como se ha dicho antes, los resultados
de algunos de estos estudios son de fiabilidad cuestionable.
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Tal y como se ha sugerido, la disminución en el número de aves de pradera en general y
de la codorniz norteña en particular, se cree que están principalmente relacionadas con cambios a
gran escala en la composición de los ecosistemas y en los modos de utilización de la tierra. En
particular, el principal cambio ha sido pasar de unos mosaicos de sabana con bosque modulado
por los fuegos, a unos campos intensamente cultivados y con los restantes parches de bosque en
los que ya no existe el fuego. De este modo, la mayoría de lo que queda de hábitat para la
codorniz norteña y las otras aves esteparias esta en propiedades privadas para las que el principal
modo de manejo es la producción agrícola. Bajo las leyes de Georgia y EEUUA, los propietarios
disfrutan amplios derechos que les permiten decidir cómo manejar la tierra en su propio interés,
de modo que no pueden ser forzados a aplicar modos de manejo de la tierra que pueda beneficiar
a la vida salvaje. Por otro lado, existen un buen número de modificaciones a las prácticas
agrícolas que podrían mejorar de forma significativa el hábitat para las codornices norteñas y
otras aves de pradera, con impactos neutrales o incluso beneficiosos para la agricultura. Ello ha
dado lugar a la creativa idea de utilizar incentivos económicos para animar a los propietarios a
modificar el manejo de sus tierras de forma que puede beneficiar a esas aves.
El Estado de Georgia ha creado uno de esos programas de incentivos, llamado la
Iniciativa de la Codorniz Norteña (Bobwhite Quail Initiative –BQI). Investigaciones previas
sugieren que distintas opciones de manejo pueden potencialmente mejorar las condiciones del
hábitat para estas especies (Thackston y Whitney 2001). Estas opciones operarían, y tienen su
impacto, a distintas escalas espaciales. Por ejemplo, dentro de la escala de un campo agrícola, los
márgenes del campo, y aquellas otras partes que no son alcanzadas por la irrigación a partir de un
pivote central (cuando se utilizan patrones de irrigación circulares en campos generalmente
cuadrados o rectangulares) podrían mantenerse como hábitat en estadios de sucesión temprana.
De igual modo, conservación tillage y los cultivos de invierno (winter cover crops) podrían
proporcionar importantes hábitats de cobijo invernales en éste ecosistema moderadamente
templado. El pino tea (Pinus taeda) comúnmente ha invadido los terrenos alrededor de los
campos, o ha sido plantado en campos agrícolas abandonados durante gran parte del siglo XX.
Sin embargo, si esas zonas son aclaradas para permitir que entre suficiente luz del sol sobre el
suelo, estas zonas pueden imitar los ecosistemas nativos de bosque y sabana. Los propietarios de
las tierras que acceden a participar en estos programas reciben ayudas económicas para llevar a
cabo actividades de éste tipo convenientemente aprobadas.
Debido a los patrones de distribución de la propiedad en Georgia, un propietario medio
controlará en general una parcela de <100ha. En consecuencia, la escala sobre la que puede
aplicarse éste manejo para cada uno de los programas de incentivo será bastante pequeña. Sin
embargo, si se consigue que los propietarios que participan en un programa se agrupen, el
impacto puede ser mucho mayor (ver Figura 18.2 para las cuatro escalas utilizadas en la
modelización del impacto).
Resumiendo, el objetivo del BQI es utilizar incentivos económicos para estimular y
fomentar todas aquellas prácticas que pueden afectar a las condiciones del hábitat a nivel de
paisaje, a fin de reducir o incluso revertir la tendencia poblacional negativa de las poblaciones de
codorniz norteña y de otras especies de pradera. Sin embargo, como podemos suponer, estos
programas disponen de un apoyo financiero bastante limitado, que limita la cantidad de área y
propietarios que pueden participar. Por tanto, un objetivo adicional de nuestra aproximación es
maximizar la eficiencia con la que se subvenciona a los propietarios teniendo en cuenta las
distintas escalas de acción.
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Procedemos ahora con una descripción más formal y completa sobre cómo desarrollar el
modelo de decisiones para el programa BQI.

Figura 18.2. El Estado de Georgia sobre el que se ha marcado la parte del Estado donde se ha
implementado el manejo BQI. Dentro de esos condados el área se ha dividido mostrando
las escalas para las que se ha medido el hábitat, el manejo del hábitat y la abundancia de la
codorniz norteña (basado en Howell et al. 2006).
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Elementos para el modelo de decisiones sobre el BQI
Objetivos
Tal y como lo vemos, el objetivo fundamental (Capítulo 15) del programa BQI es incrementar
el tamaño poblacional de la codorniz norteña y las aves canoras asociadas a los hábitats de
sucesión temprana. El objetivo medio principal (Capítulo 15) para conseguir este objetivo es
incrementar la disponibilidad de hábitat adecuado para ese gremio de aves. Inmediatamente
podemos darnos cuenta que se están haciendo aquí toda una serie de supuestos implícitos. En
primer lugar, asumimos que la codorniz norteña va a responder a las modificaciones del hábitat,
y que las poblaciones no van a estar limitadas por otros factores. En segundo lugar, asumimos
que las modificaciones del hábitat que son beneficiosas para las codornices también lo serán para
sus especies simpátricas; dicho de otro modo, que la codorniz norteña puede servir de paraguas a
toda una serie de especies de aves de pradera y de zonas arbustivas. Para éste ejemplo,
tomaremos esta última supuesto como cierta, y nos vamos a concentrar en la primera. Esto va a
ser clave para guiar nuestros razonamientos sobre el desarrollo del modelo, las consideraciones
sobre la incertidumbre, y su reducción a partir del manejo adaptativo. Tomamos esta
aproximación no porque no consideremos interesante testar la aplicabilidad de la hipótesis del
paraguas, sino porque pensamos que el primer grupo de preguntas (1) establece una mejor
oportunidad de responder a ellas con unos esfuerzo de monitoreo previsibles, y (2) en cierto
sentido es la pregunta limitante: si la respuesta a la variación en el hábitat no puede ser
establecida para la codorniz norteña, es improbable que pueda ser establecida para otras especies.
Alternativas de decisión
Idealmente, los gestores de un programa como el BQI deberían de ser capaces de
seleccionar entre un abanico de opciones en relación a las prácticas de manejo de la tierra que
puedan afectar a las codornices norteñas y a otras especies de aves. En la práctica, existen
muchas constricciones, entre las que tenemos la cantidad total de recursos económicos
disponibles (determinados por la legislatura del estado y las ventas de una determinada licencia
de automóviles), las prácticas de manejo de la tierra y las consideraciones políticas. Dadas estas
constricciones, la decisión esencial en relación al programa BQI se puede resumir como:
“seleccionar la lista de parcelas a incluir en el BQI que favorezca el máximo número de aves por
parcela, dados los recursos disponibles y las prácticas de manejo de la tierra existentes”.
Modelo de decisión básico
Tal y como se discute en el Capítulo 15, un modelo de decisiones incluye una afirmación
(quizás matemática) sobre la relación que se predice entre una decisión candidata, y el resultado
que se predice dada esa decisión, que generalmente depende del estado actual del sistema que
está bajo manejo. Para el problema de BQI, esta idea se traduce de forma simple en un circuito o
“diagrama de influencia”, en el cual el estadio del sistema (calidad del hábitat, número de aves)
se presume va a ser alterado hacia un nuevo estadio a partir de alguna intervención de manejo, en
este caso la decisión de inscribir una determinada lista de unidades de terreno en el BQI (Figura
18.3), con un valor a asociado (utilidad), que en este caso será el número de aves producido, bajo
cada una de las decisiones candidatas. Más abajo vamos a ampliar este esquema con el objetivo
de desarrollar un modelo predictivo real que relacione nuestras decisiones candidatas con
resultados objetivos; de momento asumamos que este modelo existe. Luego, en principio, lo que
tenemos que hacer es utilizar el modelo para discriminar entre las distintas alternativas de
decisión, tomando la (d*) que aparentemente mejor consigue el objetivo (V*) (Figura 18.4).
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Figura 18.3. Diagrama de influencia que indica la relación entre la selección de una lista particular
de parcelas para su inclusión en el BQI, con el número predicho de codornices y la utilidad de ese
resultado.

Figura 18.4. Decisión óptima (d*) que conduce a la utilidad esperada más alta bajo los supuestos
actuales sobre la relación entre las prácticas de uso del suelo, la respuesta del hábitat y la
respuesta de la población.

Llegados a este punto, debemos reconocer que existe una incertidumbre fundamental
sobre qué cantidad de respuesta esperamos, incluso en promedio, cuando nos enfrentamos a una
decisión particular (qué parcelas incluir en la lista de incentivos). Incluso aunque asumamos que
la decisión a tomar respecto a una lista particular de parcelas en el BQI conduce al resultado de
mejora en el hábitat deseado (ver “Control Parcial”, Capítulo 16), es posible que algún otro
factor, y no el hábitat, esté realmente actuando de factor limitante sobre las codornices norteñas.
Esto potencialmente plantea escenarios en los que bajo dos hipótesis, esperamos respuestas
diferentes, que potencialmente conduzcan a distintas decisiones óptimas (Figura 18.5). Más
abajo veremos cómo este tipo de incertidumbre (“Incertidumbre estructural o de proceso,
Capítulo 16) puede ser reducida mediante el manejo adaptativo.
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Figura 18.5. Incorporación de incertidumbre del modelo (estructural) en el modelo de decisiones
BQI.

Construcción de un modelo predictivo para la toma de decisiones
En el texto anterior hemos expresado en términos amplios una posible conexión entre un
programa de decisiones BQI y los valores de respuesta / objetivo, pero no hemos proporcionado
ninguna predicción cuantitativa que pueda ser utilizada ya sea para discriminar entre distintas
alternativas, o para valorar el posible éxito a través del monitoreo. Howell et al (in prep.)
construyó modelos predictivos utilizando dos tipos de datos: (1) conteos de nidadas de codorniz
utilizando las técnicas estándar ampliamente aceptadas para el monitoreo de la abundancia de
esta especie, de mitades de Octubre a mitades de Diciembre, de 1999-2001, a partir de una
muestra de campos que son incluidos en el programa BQI, ajustado a las tasas de detección
descritas más abajo, (2) tipo de terreno y prácticas de manejo valoradas a partir de la
combinación de sensores remotos/ GIS y muestreos en el campo. Los primeros dieron lugar a
valores estimados de la abundancia de las codornices en unidades de terreno aproximadas de 1
km2; el segundo tipo de datos proporcionó atributos de utilización del hábitat y de la utilización
de la tierra a nivel local y de paisaje. Estos dos tipos de datos fueron utilizados para ajustar una
serie de modelos lineales jerarquizados utilizando los métodos de MCMC. Estos modelos
describen la relación entre efectos al azar a nivel de paisaje, variables de manejo (número de
campos, bordes del campo, setos, años en el proyecto, y acres implicados), y variables de hábitat
(acres dedicados a la agricultura y tipos principales de cobertura vegetal) a varias escalas de
resolución: Campo (1 km2), Complexos de 9 campos (9 km2), Agregación de 16 complejos (144
km2), y Región: 16 agregaciones (2304 km2). Los ajustes de los distintos modelos alternativos
para esos datos produjeron cuatro modelos predictivos con buen ajuste (respecto al AIC) (Tabla
18.2). Esos modelos fueron entonces utilizados para ranquerizar, mediante simulación
estocástica, combinaciones de 2 campos seleccionados de entre los 36posibles campos, teniendo
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en cuenta los predictores complejos y a nivel del lugar, la incertidumbre del modelo, y la
incertidumbre estocástica en las respuestas (Tabla 18.3).
Tabla 18.2 Comparación entre modelos que examinan el impacto de la escala y de factores del
hábitat en el número de nidadas de codorniz norteña (Howell et al. 2009).
Modelo
4
2
3
1

Efecto sobre
paisaje
Campo y Complejo
Complejo
Complejo
Complejo

Efectos manejo
Campo
Campo
Ausente
Campo

Efectos
Hábitat
Ausente
Ausente
Presente
Presente

ΔAIC
0
1.59
2.08
4.32

Peso
0.52
0.24
0.18
0.06

Los resultados se proporcionan de forma separada para las distintas predicciones bajo cada uno
de los modelos que mejor se ajustaban, y para las predicciones promediadas a partir de los cuatro
modelos. Estos resultados ilustran dos puntos importantes en relación a la toma de decisiones. En
primer lugar, para éste simple ejemplo, es posible utilizar esos modelos para ranquerizar los
campos candidatos que queremos seleccionar. Sin embargo, debemos darnos cuenta los valores
objetivos medios entre las distintas elecciones alternativas bajo cada uno de los modelos son
similares, de modo que las decisiones entre grupos candidatos de campos podría fácilmente
“perderse” (‘flip’) frente a una información ligeramente distinta. En segundo lugar, esos rangos
parecen altamente sensibles a la elección del modelo subyacente. Por ejemplo, la combinación de
variables [19, 24] ocupaba la posición tercera y cuarta bajo dos modelos, pero no estaba entre los
20 mejores bajo las otras dos. Por tanto, la incertidumbre en este sistema puede influenciar
fuertemente la toma de decisiones. Más abajo consideraremos como la incertidumbre puede
reducirse, mediante un monitoreo mejorado y manejo adaptativo, mejorando de este modo el
manejo a largo término. Un punto clave es que la reducción en esta incertidumbre, mediante las
mejoras en el monitoreo y el manejo adaptativo, tiene el potencial de mejorar la toma de
decisiones, y por tanto, tiene un valor conservacionista. Enfatizaremos aún más éste punto más
abajo.

Manejo bajo de la incertidumbre
Tanto para cuestiones de manejo, monitoreo e investigación, la integración de la incertidumbre
en los modelos es crucial para maximizar la eficiencia de los programas. La incertidumbre
ambiental se compone de toda una serie de factores que no podemos controlar, pero que reducen
la eficiencia del manejo. Por ejemplo, el tiempo, los predadores de la codorniz, las hormigas de
fuego (Solenopis invicta), las enfermedades, y/o los cambios climáticos pueden todos afectar a
los resultados de nuestros modelos, pero estos factores están fuera de nuestro control. Sin
embargo, muchos de estos factores pueden ser monitoreados o medidos de un modo u otro, de
forma que pueden ser incorporados en las predicciones del modelo si ello se hace necesario.
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Tabla 18.3. Resultados de las simulaciones para ordenar las combinaciones de campos incluidas en el programa de incentivos BQIa, tomando en
cuenta los predictores complejos y de nivel del lugar la incertidumbre del modelo, y la incertidumbre estocástica en las respuestas (Howell et al.
en revisión).

Rango
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20

Promedio
pareja
Mediab
(06, 19)
18.60
(03, 05)
18.49
(01, 03)
18.29
(01, 21)
18.19
(00, 01)
18.05
(05, 06)
18.03
(02, 05)
18.01
(00, 06)
18.01
(03, 21)
18.00
(00, 03)
17.95
(07, 08)
17.94
(01, 06)
17.88
(01, 07)
17.88
(04, 24)
17.88
(04, 21)
17.83
(18, 24)
17.78
(05, 08)
17.78
(01, 23)
17.75
(02, 19)
17.74
(05, 24)
17.65

1
pareja
(00, 08)
(01, 08)
(06, 08)
(05, 08)
(01, 06)
(02, 08)
(01, 03)
(01, 07)
(03, 06)
(06, 07)
(02, 03)
(03, 08)
(05, 06)
(01, 02)
(00, 01)
(03, 05)
(01, 04)
(04, 07)
(02, 04)
(00, 04)

Modelo (ver Tabla 18.2)
2
Media
pareja
Media
26.48
(08, 25)
21.77
26.45
(19, 21)
21.76
25.71
(01, 08)
21.65
25.58
(19, 24)
21.59
25.46
(02, 06)
21.58
25.41
(22, 23)
21.50
25.36
(01, 23)
21.41
25.35
(02, 18)
21.41
25.17
(00, 20)
21.39
25.13
(08, 19)
21.38
25.11
(00, 24)
21.31
25.04
(05, 23)
21.27
25.02
(04, 21)
21.26
25.01
(00, 19)
21.26
24.97
(04, 25)
21.24
24.97
(00, 08)
21.23
24.89
(02, 24)
21.20
24.86
(02, 26)
21.20
24.82
(21, 26)
21.19
24.80
(20, 24)
21.19

a

3
pareja
(01, 07)
(00, 07)
(03, 05)
(09, 11)
(01, 09)
(01, 08)
(15, 16)
(01, 02)
(05, 15)
(04, 10)
(01, 16)
(11, 17)
(10, 17)
(02, 07)
(07, 11)
(06, 13)
(09, 14)
(06, 09)
(01, 14)
(14, 16)

4
Media
9.97
9.92
9.87
9.82
9.82
9.82
9.81
9.80
9.77
9.76
9.75
9.72
9.71
9.71
9.71
9.70
9.68
9.68
9.67
9.66

pareja
(01, 26)
(06, 07)
(19, 24)
(01, 24)
(04, 22)
(20, 25)
(03, 06)
(24, 25)
(06, 24)
(20, 24)
(24, 26)
(06, 08)
(08, 19)
(01, 23)
(06, 21)
(01, 06)
(04, 26)
(06, 26)
(07, 20)
(01, 21)

Media
19.08
19.02
18.99
18.96
18.91
18.91
18.87
18.86
18.86
18.84
18.82
18.76
18.75
18.75
18.67
18.65
18.64
18.62
18.60
18.60

Características de las agrupaciones: mejor hábitat/más manejo (campos 0-8), mejor hábitat/menos manejo (campos 9-17), hábitat pobre/más
manejo (campos 18-26), hábitat pobre/menos manejo (campos 27-35).
b
Nidadas km-2
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Monitoreo de la respuesta al manejo
Tal y cómo hemos previamente enfatizado a lo largo del libro, estamos convencidos que
el monitoreo es una componente critica de cualquier programa de manejo. No solamente nos va a
permitir si el programa tiene algún efecto, sino que nos va a permitir retroalimentar a nuestros
modelos para determinar que componentes del programa de manejo tienen un mayor impacto y
qué componentes no tienen ningún efecto. Utilizando como principios las ideas que hemos
estado discutiendo previamente en el libro (Parte II), buscamos incorporar las mediciones
apropiadas para realizar un monitoreo dentro de un programa de manejo adaptativo para las
codornices norteñas. Para resumir estos principios, debemos buscar programas de monitoreo que:
Nos permitan monitorear la abundancia de las codornices de forma eficiente y con
suficiente resolución sobre la escala del paisaje objetivo del manejo del hábitat;
• que sea estadísticamente repetible y comparable entre áreas y a lo largo del
tiempo;
• que tenga en cuenta los problemas de las tasas de detección incompletas o
heterogéneas; y
• que haga un uso eficiente de los recursos disponibles (y que se pueda llevar a
cabo dadas las limitaciones de esos recursos).
Inmediatamente nos enfrentamos en éste proyecto con varios retos. Se han llevado a cabo
muchos intentos para estimar la abundancia de la codorniz norteña, utilizando una amplia
variedad de aproximaciones. Aunque algunas técnicas intensivas como la captura-recaptura
(Palmer y Wellendorf 2007, Terhune et al. 2007) y el muestreo a distancia (Guthery 1988) han
sido utilizadas en estudios intensivos en pequeñas áreas, la escala de los BQI cubre decenas de
millares de hectáreas, que hacen inviable la utilización de esas técnicas. En consecuencia,
adaptamos algunas técnicas para poder ser utilizadas en escalas más amplias que nos permitiera
determinar cuál podría ser aplicado con un mejor manejo de los costes, que se resumen en
Hamrick (2002). Adoptamos el método de los multi-observadores descrito en Hamrick (2002) a
conteos de cuadrados con el fin de estimar las tasas de detección y testar la homogeneidad de
detección (Figura 18.6).
Esta técnica se desarrolló originalmente en la Estación de Investigación y Conservación
de la Tierra de Tall Timbers en Florida, a fin de proporcionar un modo eficiente de estimar la
abundancia de las codornices en ecosistemas bajo manejo de sabana y pino, en el sur de Georgia
y en el norte de Florida (Wellendorf et al 2001, 2004). El método utiliza múltiples observadores
para monitorear un cuadrado concreto teniendo en cuenta la detectabilidad de las codornices
durante los conteos otoñales. Los observadores se sitúan sobre el terreno en 4 puntos
predefinidos que representan el punto medio de los 4 lados de un cuadrado de 0.25 km2
cuadrados. Se colocan antes de la salida del sol con relojes sincronizados y compases. A medida
que las nidadas de codorniz salen de sus dormideros a la salida del sol, empiezan a emitir una
distintiva llamada de grupo. Los observadores anotan la hora exacta y la dirección de las
codornices. Hay dos puntos relacionados con la detección. El primero se refiere a las nidadas sí o
no emiten sus llamadas –lo cual a veces sucede y se relaciona con la densidad de nidadas.
Wellendorf et al. (2001) desarrollaron modelos para esa tasa de detección. El segundo se refiere
a la habilidad del observador para detectar la llamada si esta se produce. Esto se trata utilizando
los 4 observadores simultáneos que cubren una pequeña área en la que los 4 pueden oír a la
nidada. Normalmente en esas pequeñas parcelas con 4 observadores, cuando la nidada emite su
•
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llamada dentro del cuadrado ésta es generalmente detectada por más de 2 observadores. El
sistema funciona porqué las nidadas casi siempre emiten sus llamadas por la mañana, y porqué
incluso a densidades bastante altas los observadores generalmente solo intentan detectar 0-5
nidadas y no a todas (S. Wellendorf, com. pers.).

Figura 18.6. Estimación con observadores múltiples de la abundancia de nidadas de codorniz
desarrollado en Hamrick (2002).

Sin embargo, cuando esta técnica se aplicó a parcelas mucho más grandes, con
densidades de codornices mucho menores y más heterogéneas, comprobamos que el método no
era demasiado eficiente para estimar la abundancia de las codornices (Hamrick 2002).
Encontramos que en la mayoría de cuadrados no se detectaba ni una codorniz (obteníamos
ceros), pero a menudo detectábamos nidadas fuera del cuadrado. Hamrick (2002) modificó la
técnica original para hacerla más efectiva en áreas más grandes pero manteniendo niveles
similares de detección (Figure 18.6). Nuestra cobertura efectiva era de 1.60 km2 la cual nos
permitía aumentar nuestra tasa de detección por cuadrado sin incrementar el esfuerzo humano.
Finalmente, y con el fin de que fuera aplicado a programas de monitoreo, creamos varias
modificaciones adicionales de la técnica para reducir el número de observadores hasta 2
(Hamrick 2002). Para este ejemplo, utilizamos los modelos de 4 observadores descritos en
Hamrick (2002). Los datos para estos modelos son historiales de detección similares a las de los
historiales de captura utilizados para estimar la abundancia mediante modelos de capturarecaptura (Capítulo 10). Para una visita dada a un cuadrado, los observadores se tratan como
“ocasiones de captura”, con el 1 para indicar que una nidada fue detectada por uno de los
observadores y el 0 para indicar que no hubo detección. Por ejemplo, el historial ‘1010’ indicaría
que los observadores 1 y 3 detectaron una nidada, pero los observadores 2 y 4 no la detectaron.
Estos datos fueron entonces procesados con el programa MARK para ajustar una serie de
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modelos que permitían la existencia de variación en las probabilidades de detección (el
equivalente a la probabilidad de captura para estos datos) entre observadores, entre localidades y
a lo largo de las distintas ocasiones temporales. Aunque existía alguna evidencia de que la
detección era heterogénea, en general el análisis apoyó el modelo de detección constante
(Hamrick 2002), que es el que hemos utilizado en el ejercicio de modelado de más abajo.
Para éste ejercicio de modelización vinculamos el monitoreo ajustado a la detección a
escalas locales (descrito antes) con el manejo del hábitat llevado a cabo bajo el programa BQI y
el mapa de cobertura de tierras de Georgia (Kramer et al. 2003). Queremos llamar la atención
que las localidades en las que se llevaba a término el manejo BQI no son asignadas al azar, lo
cual puede potencialmente crear un problema si se quiere extraer conclusiones sobre el impacto
del manejo BQI (Capítulo 5). Por tanto, el protocolo de monitoreo que recomendamos necesita
del apareamiento de las estaciones BQI con localidades sin BQI que sirvan de control. Tal y
como se discute luego, nuestras recomendaciones no han estado aún implementadas, pero para
los propósitos de este ejemplo, vamos a proceder como si este programa de seguimiento
estuviera funcionando. Ahora vamos a considerar como los datos de monitoreo como este puede,
a su vez, ser útil en un programa para reducir la incertidumbre y mejorar la toma de decisiones
realizada a través de un manejo adaptativo.

Manejo adaptativo
Durante el manejo adaptativo, tomamos acciones de manejo que pueden parecer óptimas (i.e.:
que tienen la mejor posibilidad de conseguir nuestro objetivo), dados nuestros conocimientos
actuales sobre el tema (Chapter 17). En nuestro muy simplificado ejemplo BQI, la decisión a
tomar es “¿cuáles 2 campos deberíamos seleccionar, a fin de tener el mayor número esperado de
nidadas?” Teniendo en cuenta las distintas fuentes de incertidumbre estadísticas, estructurales y
ambientales, obtenemos el resultado de que la pareja (06, 19) es la más adecuada. Nótese que
utilizamos la columna “promedio” de esta tabla porqué esa columna, además de la incertidumbre
estadística y ambiental, realiza la media a partir de nuestros 4 modelos alternativos, ponderando
las predicciones bajo cada modelo según nuestra confianza relativa en cada uno de ellos (los
pesos AIC de la Tabla 18.2).
Una vez hemos tomado esa decisión, podremos utilizar los datos de monitoreo para reajustar los
pesos de nuestro modelo a lo largo del tiempo. Supóngase que implementamos la decisión (06,
19), y subsecuentemente (por ejemplo, después de 5 años) observamos que el número de nidadas
en esos campos se ha incrementado de 10 a 18 km-2. Debido a que nuestros modelos realizan
distintas predicciones sobre la respuesta de las aves al manejo, el resultado “X=18” tiene mayor
probabilidad bajo unos modelos que bajo otros. Utilizamos nuestra aproximación de simulación
para evaluar una verosimilitud estadística de este resultado bajo cada uno de los modelos, que
también tiene en cuenta el hecho de que los muestreos de nidadas están sujetas a error estadístico
(para este ejercicio asumimos que este error era un coeficiente de variación constante de 0.2).
Esto conduce a una verosimilitud bajo cada uno de los 4 modelos de 2.75 X 10-6, 5.73 X 10-7,
3.82X 10-13, y 6.87 X 10-8 para los modelos 1, 2, 3, y 4, respectivamente. Posteriormente
utilizamos estos valores con el Teorema de Bayes (Capítulo 17) para computar probabilidades
posteriores nuevas para cada modelo. Por ejemplo, la nueva probabilidad para el modelo 2 se
calcula cómo:
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wt 2 (t ) L2 ( X t +1 )

wt 2 (t + 1) =

M

∑ wt

m

=

(t ) Lm ( X t +1 )

m

0.2352(5.73 X 10 −7 )
= 0.4013.
0.0601(2.75 X 10 −6 ) + 0.2352(5.73 X 10 −7 ) + 0.1841(3.82 X 10 −13 ) + 0.5207(6.87 X 10 −8 )
De forma similar, podemos calcular nuevas probabilidades del modelo bajo los otros modelos
como 0.4922, 0.00, y 0.1064 para los modelos 1, 3, y 4, respectivamente (nótese que las
probabilidades para todos los modelos han de sumar 1!). Estos cómputos se resumen en la Tabla
18.4, junto con los cómputos para los otros 2 posibles resultados, X =10 (no hay cambio), y X=25
(un cambio aún más grande). Nótese como estos resultados tan contrastados proporcionarían
distintos apoyos relativos para cada uno de los modelos alternativos.
Tabla 18.4 Verosimilitudes y probabilidades posteriores del modelo para 3 posibles resultados del
monitoreo después de la decisión de implementar manejo de decisiones óptimas para el BQI (rango
1, Tabla 18.3).
Modelo

1
2
3
4

Pesos
anteriores

0.0601
0.2352
0.1841
0.5207

Resultado observado (X= número estimado de nidadas km-2)
X=10
Verosimilitud
1.25E-11
4.06E-08
3.64E-08
8.46E-08

X=18
Posterior
0.0000
0.1583
0.1110
0.7306

Verosimilitud
2.75E-06
5.73E-07
3.82E-13
6.87E-08

X=25
Posterior
0.4922
0.4013
0.0000
0.1064

Verosimilitud
1.99E-08
2.13E-09
2.16E-15
2.46E-10

Posterior
0.6553
0.2746
0.0000
0.0701

¿Cómo podemos utilizar toda esta nueva información? Bajo la idea del manejo
adaptativo, lo que debemos hacer ahora es aplicar la nueva información recopilada para mejorar
nuestra toma de decisiones en el siguiente punto en el que deba tomarse una nueva decisión. En
este ejemplo, cuando nos encontremos de nuevo con una lista de localidades potenciales que
debemos escoger para aplicar el BQI, nuestra decisión estará basada en mejores parámetros. Esto
podría implicar también que nuestras decisiones para los tres siguientes años del programa BQI
sean distintas. Podríamos decidir por ejemplo eliminar una propuesta de un propietario para un
nuevo periodo de tres años. En este ejemplo, si después de las acciones de manejo hubiéramos
solo obtenido un resultado de X=18, las probabilidades de nuestro Nuevo modelo serían 0.49,
0.40, 0.00, y 0.11 bajo cada uno de los 4 modelos (nótese que el tercer modelo no es realmente
“cero”, sino que hemos tenido que redondear este número a dos posiciones decimales). Cuando
corramos ahora nuestra simulación par a ver qué par de campos serían óptimos (teniendo en
cuenta que nosotros ya habíamos incluido (06, 19), nuestro nuevo resultado sería (10, 33). Por
supuesto, en realidad tendríamos una lista mucho mayor de campos para incluir en nuestro
programa, pero el principio es exactamente el mismo: siempre utilizamos nuestro mejor modelo,
a partir de la información disponible, para seleccionar la lista de campos que mejor se adapta a
nuestros objetivos, teniendo en cuenta los recursos que tenemos disponibles.
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Desgraciadamente, todavía no hemos podido implementar un programa adaptativo para el
proyecto BQI, debido a las decisiones gubernamentales de reducir la financiación de las
investigaciones y el programa monitoreo. Desde nuestro punto de vista, tales decisiones son a
menudo muy estrechas de mira y van en contra de sí mismas: Lo que hemos hecho hasta ahora
nos permite ciertamente tomar decisiones sobre cómo gastar el dinero (el programa BQI se
continúa aplicando), pero no tenemos ni idea de su grado de éxito ni hemos tenido oportunidad
de aprender. Nos gustaría argumentar aquí que un programa de monitoreo adaptativo bien
diseñado nunca sale caro.

Resumen
En este capítulo hemos ilustrado varios de los principios de este libro bajo el hilo conductor de
un ejemplo de conservación real. En este ejemplo hemos mostrado como los datos de monitoreo
y la utilización de modelos predictivos pueden ser utilizados en conjugación para evaluar la
utilización de prácticas de manejo óptimas, teniendo en cuenta las distintas fuentes de
incertidumbre. Sugerimos que la mayoría, sino todos, los problemas de conservación en el
mundo pueden ser atacados utilizando estos principios básicos, si bien los métodos exactos de
monitoreo y de modelización puedan diferir. Animamos a los lectores a dar un vistazo a sus
problemas de conservación locales bajo esta perspectiva, y que luego adapten estas
aproximaciones a sus necesidades específicas.
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CAPÍTULO 19
RESUMEN Y RECOMENDACIONES

A lo largo de todo este libro hemos intentado dotar a los lectores de una mezcla de nociones
básicas y métodos avanzados que pueden serles útiles en toda una serie de estudios
conservacionistas. Dichas cuestiones, aunque a menudo son relativamente simples, requieren de
una comprensión básica de los principios estadísticos y científicos, y una cierta práctica en el uso
de la notación matemática. Continuamente nos hemos estado debatiendo entre la necesidad de
mantener el rigor –que intenta llevarnos a descripciones más cuantitativas y complejas- y la
necesidad de que este material continúe siendo accesible y legible para los biólogos
conservacionistas. Esperamos que el uso que hemos hecho de ejemplos de la vida real, reforzado
mediante nuestro glosario (Apéndice A), el sitio web y otros materiales de libre uso en internet
(Apéndices B y C), les proporcionen a los lectores un contexto suficiente para aplicar estas ideas
a sus propios estudios.
En el proceso de mantener este libro relativamente corto, legible y accesible, hemos
tomado muchas decisiones sobre lo que debíamos incluir o excluir. Además, en muchos casos
(particularmente en cuanto a la construcción de los modelos estadísticos) hemos tomado un
punto de vista informal (pero, esperamos, aún esencialmente riguroso) de la descripción. Los
lectores que deseen un tratamiento más completo y matemáticamente riguroso de estos temas,
pueden buscarlo en textos tales como Williams et a. (2002), MacKenzie et al. (2006), o las
referencias referidas.
En este capítulo no intentamos ni mucho menos hacer un resumen de este libro, sino más
bien enfatizar algunos de los temas principales, y proporcionar algunas ideas de cómo los
estudios conservacionistas pueden beneficiarse de cada uno de ellos.

Uso de los modelos
Obviamente, los modelos constituyen el núcleo central de este libro. Estamos en conocimiento
de que muchos biólogos conservacionistas evitan usar los modelos debido al temor, o porque
creen que son irrelevantes en cuanto a su trabajo, o por ambas cosas. En cuanto a lo primero,
esperamos que les hayamos dotado de una cobertura lo suficientemente “impermeable” para
permitirles superar hasta cierto punto su turbación.
En cuanto a lo segundo, hacemos hincapié en que los modelos no están destinados a
reemplazar los enfoques de la observación, la historia natural o a cualquier otro bastión
tradicional de la biología de campo. Por el contrario, estos métodos –y son sólo métodos- pueden
ayudar a los biólogos de campo a situar su trabajo, y a sus datos resultantes, en un contexto más
amplio. Así, por ejemplo, los modelos de poblaciones pueden ser muy útiles para considerar el
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significado evolutivo y ecológico de los patrones temporales, espaciales e individuales de la
abundancia, la supervivencia y la reproducción. Además, estos patrones a menudo sólo tienen
sentido si se consideran en un contexto teórico y predictivo más amplio –para los cuales son
perfectamente adecuados los modelos.
Los modelos, además de ser instrumentos para la explicación y la síntesis, también son
herramientas muy poderosas para la predicción y la comprobación. Generalmente, en la biología
conservacionista no estamos interesados sólo en lo que está pasando en un lugar en particular y
en un momento determinado: también estamos interesado en lo que esto podría significar para
otros lugares con unas condiciones idénticas o similares. En particular, esto sucede cuando
algunos de los datos de entrada del modelo se relacionan con factores que están directa o
indirectamente bajo el control humano, tales como la cosecha, la manipulación de los hábitats (o
su destrucción), las introducciones y demás. En esos casos, es frecuente que los biólogos deseen
(o necesiten) hacer predicciones de “qué pasaría si”: ¿qué sucedería con la abundancia
(composición por edades, distribución, ocupación del hábitat) de la especie X, si hacemos Y (o
Z, que yo no puedo controlar, sucede)? Por lo menos, los modelos son una forma de formalizar
las creencias del biólogo sobre lo que podría suceder y -particularmente si se incluyen datos
recogidos bajo una serie de condiciones, incluyendo los controles experimentales- los modelos
pueden tener al menos un cierto apoyo empírico provisional. Desde luego, los modelos son sólo
eso –únicamente modelos- y puede ser erróneo al menos en parte (lo mismo que puede suceder
con la intuición del biólogo). Ello hace surgir la perentoria necesidad de considerar modelos
(explicaciones) alternativos, cuestionarse rigurosamente (y si fuera posible, comprobar) las
supuestos subyacentes, y si se pudiera, validar las predicciones del modelo con datos
independientes.

Diseño apropiado de los estudios de campo
Ahora que hemos mencionado a los “datos” varias veces, es importante recordar que la calidad
de éstos depende del muestreo que se ha llevado a cabo o del diseño experimental bajo el cual se
han recogido dichos datos (capítulo 5). Eso a su vez, desde luego, depende de los objetivos del
estudio, que pueden ser desde unas aseveraciones puramente descriptivas (valores estimados de
la abundancia y tasas vitales), hasta una construcción de los modelos predictiva o mecánica. En
todos estos casos, es de una importancia crítica tener en cuenta los objetivos del estudio, que
dictarán la naturaleza del diseño del muestreo. Un diseño del muestreo apropiado tendrá como
resultado unos datos que pueden utilizarse para llevar a cabo predicciones sobre la población
blanco que nos interesa, y a la inversa, un diseño inapropiado tendrá como resultado
deducciones inválidas o inapropiadas. Es demasiado frecuente que los biólogos reúnan
observaciones según la proximidad, la conveniencia o una casualidad afortunada –todas ellas
consideraciones que pueden reducir los costos de un estudio, pero que pocas veces tendrán como
resultado datos que puedan generalizarse dando un sistema de interés.
Las afirmaciones de más arriba son aplicables a cualquier situación de muestreo, pero el
muestreo para la conservación de vertebrados implica algunos puntos de vista más, que en cierto
modo son únicos. Una característica importante de la mayoría de los muestreos de vertebrados es
que la selección de una muestra en particular de tiempo o espacio en los cuales puede aparecer el
animal –o incluso aparecer con certeza- no es una garantía de que todos, o incluso ninguno, de
los animales presentes sean detectados. Se ha visto que la falta de incorporar la detección en el
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diseño de muestreo tiene como resultado, repetida y convincentemente (para nosotros), datos que
nos dan valores estimados sesgadas de los parámetros, y que no pueden utilizarse ni siquiera para
hacer afirmaciones relativas sobre la ocupación, la abundancia y las tasas vitales, o de otros
parámetros, sin el supuesto de que son inestables e indemostrables. Sin embargo, a menudo nos
encontramos con datos recogidos por unos investigadores que parecen haber sido sublimemente
descuidados con estos principios. Desgraciadamente podemos hacer muy poco con unos datos de
este tipo. Por el contrario, los estudios que implican la recolección de datos de detección
auxiliares, típicamente al menos permiten comprobar las supuestos críticas, e idealmente
permiten la estimación directa de los datos de detección, y por lo tanto, comprobaciones y
valores estimados no sesgados.

Análisis apropiado de los datos
Asumiendo que los datos hayan sido recogidos según un diseño apropiado, y con las
consideraciones apropiadas sobre las tasas de detección incompleta, nos queda la tarea del
análisis apropiado de dichos datos para obtener valores estimados de los parámetros y hacer
comparaciones. Este es el tema central de la parte II de este libro, en la cual hacemos hincapié en
los métodos basados en supuestos identificables y testables, que hacen el uso más eficaz posible
de los datos. Dichos métodos implican tanto a tipos específicos de datos (y de diseños de
muestreo) como a sus modelos acompañantes, y por lo tanto, en realidad su denominación más
adecuada sería “esquemas de muestreo”, más que sólo diseños o análisis. Estos métodos cubren
una amplia gama de tipos de datos de muestra, incluyendo los recuentos de muestreos (capítulo
8) como el muestreo a distancia (capítulo 9), el muestreo de ocupación o de “presencia-ausencia”
(capítulo 7), y métodos que implican el marcado y la recaptura, la monitorización o la
recuperación de animales marcados (capítulos 10, 11 y 12). Estos métodos se solapan con
respecto a los parámetros estimados, por ejemplo, con la estimación de la abundancia que
tratamos en los capítulos 8 a 11. Obviamente, no todos los puntos de vista serán apropiados para
un problema determinado; así, por ejemplo, obviamente la captura-recaptura sólo puede
utilizarse con animales que puedan ser capturados (o marcados de cualquier otro modo), de una
forma predecible (o segura), y el muestreo a distancia sólo es adecuado para animales que
pueden detectarse por la vista o por medio de otros medios de registro a distancia. En el apéndice
F proporcionamos una “clave” para la estimación de parámetros que puede ser útil a los lectores
para elegir entre los múltiples y solapados métodos que estudiamos aquí. En la parte II también
tratamos de los diseños de muestreo y análisis apropiados para resolver cuestiones sobre la
selección de recursos (capítulo 13) y la estimación de las comunidades (capítulo 14).

Enfoque sistemático de la toma de decisiones
En este libro se ha hecho hincapié en las aplicaciones de los modelos y los datos en los
problemas conservativos. Creemos que es absolutamente indispensable que los biólogos
conservacionistas tengan en cuenta la aplicación final de los datos y la construcción de modelos,
cuando diseñen estudios y desarrollen los modelos. Es muy frustrante (para todas las partes)
cuando se completa un estudio conservacionista, sólo para darse cuenta de que los datos
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recogidos o los modelos desarrollados no pueden solucionar el problema de la decisión
conservacionista que tenemos entre manos.
Puede evitarse gran parte de esta frustración, si los problemas de las decisiones
conservacionistas se enfocan de forma sistemática y organizada. Incluso la construcción de un
modelo poblacional puede ayudarnos a organizar las ideas sobre cómo se comporta la población,
de forma que un modelo puede ayudarnos a tener un punto de vista sistemático en cuanto a un
problema conservacionista. En el modelo decisorio, describimos formalmente –de forma ideal
en términos matemáticos- las relaciones entre los objetivos del tomador de decisiones, y las
decisiones alternativas de que dispone. Generalmente, ello requiere algún tipo de modelo de
sistema biológico que atraiga nuestras creencias de cómo es probable que el sistema responda al
manejo. El modelo decisorio debería también detectar fuentes clave de incertidumbre,
incluyendo la incertidumbre en nuestro modelo del sistema biológico. Ahora, con el modelo
decisorio en mano, nos es posible buscar objetivamente la alternativa de decisión que nos
parezca más adecuada para el objetivo conservacionista (la decisión óptima), teniendo en cuenta
lo que sabemos del sistema. En los capítulos 15 y 16 se trató de estos temas.
Organizados de este modo, empezamos a tener más claro cómo y dónde la
monitorización de los datos y la investigación entran en el marco de la toma de decisiones. La
monitorización de los datos no sólo nos puede decir lo bien que lo estamos haciendo en cuanto a
cumplir con nuestros objetivos, sino que puede también decirnos lo bien que nuestros modelos
están funcionando en la predicción de los impactos sobre la conservación. Desde luego, tal como
hemos destacado, en la toma de decisiones también es importante tener en cuenta los modelos
alternativos. Es decir, aunque podemos tener un modelo que nosotros creemos que describe los
resultados más probables de nuestra decisión, no hay duda de que existen posibles alternativas
que podrían predecir resultados distintos. Una toma de decisiones prudente tiene en cuenta este
tipo de incertidumbre, pero intenta reducirla. En el capítulo 16 explicamos cómo puede hacerse
esto mediante la retroalimentación o feedback de la información de monitorización, lo que nos
lleva a un manejo de recursos adaptativa.
Intentamos agrupar todos los temas en nuestro estudio de caso (Capítulo 18) en lo que
hemos seleccionado deliberadamente un problema bastante difícil en conservación. En este
capítulo empezamos para construir un contexto de tomar decisiones (Parte III), que motiva el
desarrollo de unos modelos simples relacionando decisiones en conservación a sus resultados.
Estos modelos, por supuesto, tienen parámetros que se necesita estimarlos con datos, y sus
predicciones tienen que validarse contra observaciones del mundo real, el enfoque de las Partes I
y II. Finalmente, volvemos a la Parte II para mostrar como un programa de monitorización
puede mejorar tomar decisiones por tiempo, sobre manejo adaptativo.
Finalmente, este libro tiene la misión de ser una herramienta “de transmisión”.
Recomendamos encarecidamente a nuestros lectores que se lean todos los ejemplos; el apéndice
B proporciona las hojas de cálculo o los input/output para ordenador de todos los ejemplos
principales que se incluyen en este libro. Desde luego estimulamos a nuestros lectores que vayan
más allá de estos ejemplos, y apliquen los conceptos y herramientas que hallarán en este libro
para el diseño, el análisis y la toma de decisiones de sus propias aplicaciones. Hemos
proporcionado muchos ejemplos, entre los cuales los lectores pueden encontrar algunos que se
ajusten bastante bien a su propio problema. No obstante, no podemos haber anticipado (o si lo
hicimos, quizás no los incluimos) todos los posibles problemas que pueden surgir en los estudios
conservacionistas. Esperamos, no obstante, que los conceptos y ejemplos que hemos incluido en
este texto proporcionarán bastante información a los lectores motivados, para que puedan buscar
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soluciones en otros lugares. Hemos proporcionado otras fuentes de información adicionales en
los apéndices C-E, y recomendamos a los lectores que busquen dichos recursos, que
generalmente son gratuitos. Finalmente, damos la bienvenida a todos los posibles comentarios,
preguntas y sugerencias de los lectores, y hemos establecido un vínculo de internet (véase
apéndice B) que esperamos que sea de gran utilidad a los lectores (y a nosotros) cuando
intentemos avanzar en la conservación científica.

323

REFERENCIAS
Aebischer, N.J., R.A. Robertson, y R.E. Kenward. 1993. Compositional analysis of habitat use
from animal radio-tracking data. Ecology 74:1313-1325.
Akçakaya, H.R., M.A. Burgman, y L.R. Ginzburg. 1999. Applied Population
Ecology: Principles and Computer Exercises using RAMAS EcoLab 2.0. Sinauer
Associates, Sunderland, MA.
Allee, W. C., A. E. Emerson, O. Park, T. Park, y K. P. Schmidt. 1949. Principles of animal
ecology. W. B. Saunders Co., Philadelphia, PA, USA.
Anderson, D. R., K. P. Burnham, G. C. White, y D. L. Otis. 1983. Density estimation of smallmammal populations using a trapping web and distance sampling methods. Ecology 64:
674-680.
Augustin, N.H., M.A. Mugglestone, y S.T. Buckland. 1996. An autologistic model for spatial
distribution of wildlife. Journal of Applied Ecology 33:339-347.
Bailey, L. L., J. E. Hines, J. D. Nichols, y D.I MacKenzie. 2007. Sampling design trade-offs in
occupancy studies with imperfect detection: examples y software. Ecological
Applications 17:281-290.
Bart, J. y D.S. Robson. 1982. Estimating survivorship when the subjects are visited periodically.
Ecology 63:1078-1090.
Beier, P. H. Quigley, M. R. Vaughan, M. J. Conroy, y H. Quigley. 2006. Evaluating scientific
inferences about the Florida Panther. Journal of Wildlife Management 70:236-245.
Beverton, R.J.H. y S.J. Holt. 1957. On the dynamics of exploited fish populations. Her Majesty’s
Stationery Office, London.
Boer, A.H. 1988. Mortality rates of moose in New Brunswick: a life table analysis. Journal of
Wildlife Management 52:21-25.
Box, G.E.P. 1979. Robustness in the strategy of scientific model building, in Robustness in
Statistics, R.L. Launer y G.N. Wilkinson, Editors. Academic Press: New York
Brennan, L.A. 2007. Texas quails: Ecology and management. Texas A&M Press, College
Station, TX, USA.
Brownie, C., D.R. Anderson, K.P. Burnham, y D.R. Robson. 1985. Statistical inference from
band-recovery data: a handbook. Second edition. U.S. Fish and Wildlife Service
Resource Publication 156.
Buckland, S.T., D.R. Anderson, K.P. Burnham, y J.L. Laake. 1993. Distance sampling:
estimation of biological populations. Chapman y Hall, New York, USA.
Buckland, S.T., K.P. Burnham, y N. H. Augustin. 1997. Model selection: an integral part of
inference. Biometrics 38:469-477.
Buckland, S.T., D.R. Anderson, K.P. Burnham, J.L. Laake, D. L. Borchers, y L. Thomas. 2001.
Introduction to distance sampling: estimating abundance of biological populations.
Oxford University Press, Oxford, UK.
Buckland, S.T., D.R. Anderson, K.P. Burnham, J.L. Laake, D. L. Borchers, y L. Thomas. 2004.
Advanced distance sampling: estimating abundance of biological populations. Oxford
University Press, Oxford , UK.
Burnham, K.P. 1993. A theory for combined analysis of ring recovery and recapture data. In
“The study of bird population dynamics using marked individuals. J.D. Lebreton y P.M
North, eds. Pp. 199-213. Birkhauser-Verlag, Berlin, Germany.

324

Burnham, K. P. y D. R. Anderson. 2002. Model selection and multimodel inference: a practical,
information-theoretic approach. Springer-Verlag, New York, USA.
Burnham, K. P. y W.S. Overton. 1979. Robust estimation of population size when capture
probabilities vary among animals. Ecology 62:927-936.
Byers, C.R., R.K. Steinhorst, y P.R. Krausman. 1984. Clarification of a technique for utilizationavailability. Journal of Wildlife Management 48:1050-1053.
Carroll J.P., R.D. Crawford, y J.W. Schulz. 1995. Gray partridge winter home range and use of
habitat in North Dakota. Journal of Wildlife Management 59:98–103.
Caswell, H. 2001. Matrix population models. Construction, analysis, and interpretation. 2nd
edition. Sinauer Associates, Sunderland, Mass., USA.
Cederbaum, S., B. Faircloth, T. Terhune, J. Thompson, and, J. Carroll, eds. 2008. Gamebird
2006: Quail VI y Perdix XII. Warnell School of Forestry y Natural Resources, University
of Georgia, Athens, GA, USA,
Clemen, R.T. 1996. Making hard decisions: an introduction to decision analysis. 2nd edition.
Duxbury Press, Belmont, California, USA.
Cochran, W. 1977. Sampling techniques. Wiley, New York, USA.
Conroy, M. J. 1992. RAMAS/Space. Spatially-structured population models for conservation
biology. Quarterly Review of Biology 67:252-253 [Software review].
Conroy, M. J., G. R. Constanzo, y D. B. Stotts. 1989. Winter survival of female American black
ducks on the Atlantic coast. Journal of Wildlife Management 53:99-109.
Conroy, M.J., M. W. Miller, y J. E. Hines. 2002. Identification and synthetic modeling of factors
affecting American black duck populations. Wildlife Monographs 150.
Conroy, M. J., P. Beier, H. Quigley, y M. R. Vaughan. 2006. Improving the use of science in
conservation: lessons from the Florida Panther. Journal of Wildlife Management 70:1-7.
Conroy, M.J., J.P. Carroll, K.L. Cook, C.J. Fonnesbeck, y J.T. Peterson. In prep. Hiearchical
modeling of resource utilizations using Markov Chain Monte Carlo.
Cooper A. B., y J. J. Millspaugh. 1999. The application of discrete choice models to wildlife
resource selection studies. Ecology. 80:566–575.
Cooper A. B., y J. J. Millspaugh. 2001. Accounting for variation in resource availability and
animal behavior in resource selection studies. Pages 243–274. In J. J. Millspaugh, J. M.
Marzluff, editors Radio tracking y animal populations. Academic Press, San Diego,
California, USA.
Cox, D. R. y D. Oakes 1984. Analysis of survival data. Chapman y Hall, London.
DeMaso, S.J., M.J. Peterson, J.R. Purvis, N.J. Silvy, y J.L. Cooke (eds). 2002. Quail
V:Proceedings of the Fifth National Quail Symposium. Texas Parks y Wildlife Dept.,
Austin, TX, USA
Drummer, T. D., y L. L. McDonald. 1987. Size bias in line transect sampling. Biometrics 43:1322.
Efford, M. 2004. Density estimation in live-trapping studies. Oikos 106:598-610.
Folk, T.H., J.B. Grand, W.E. Palmer, J.P. Carroll, H.L. Stribling, D.C. Sisson, T.M. Terhune, y
S.D. Wellendorf. 2007. Estimates of survival from radio-telemetry: a response to
Guthery and Lusk. Journal of Wildlife Management 70:1027-1033.
Freidman, M. 1937. The use of ranks to avoid the assumption of normality implicit in the
analysis of variance. Journal of the American Statistical Association 32:671-701.
Frost, C. C. 1993. Four centuries of changing landscape patterns in the longleaf pine ecosystem.
Proceedings of the Tall Timbers Fire Ecology Conference 18:17-43.
325

Frost, C. C. 1998. Presettlement fire frequency regimes of the United States: a first
approximation. Proceedings of the Tall Timbers Fire Ecology Conference 20:70-81.
Gordillo-Martínez, A. 1998. Patrones de distribución de la Familia Pahsianidae (Aves:
Galliformes) en la Republica Mexicana. Unpubl. Bach. Diss, UNAM, Fes-Zaragoza,
México., D. F.
Guthery, F. S. 1988. Line transect sampling of bobwhite density on rangeland: valuation y
recommendations. Wildlife Society Bulletin 16:193-203.
Guthery, F.S. y J.J. Lusk. 2004. Radio telemetry studies: Are we radio-handicapping northern
bobwhites. Wildlife Society Bulletin 32:194-201.
Guthery, F. S. 1988. Line transect sampling of bobwhite density on rangeland: valuation and
recommendations. Wildlife Society Bulletin 16:193-203.
Hamrick, R.G. 2002. Evaluation of northern bobwhite (Colinus virginianus) population
monitoring methods and population trends in agricultural systems in the Upper Coastal
Plain of Georgia. M.S. Thesis, University of Georgia, Athens.
Hardin, G. 1968. Tragedy of the commons. Science 162:12443-1248.
Hensler, G. L. y J. D. Nichols. 1981. The Mayfield methods of estimating nesting success: a
model, estimators, and simulation results. Wilson Bulletin 3:42-53.
Hines, J. E., T. Boulinier, J.D. Nichols, J.R. Sauer, y K.H. Pollock. 1999. COMDYN: Software
to study the dynamics of animal communities using a capture-recapture approach. Bird
Study 46(Suppl): S209-S217.
Howell, J.E., C.T. Moore, M. J. Conroy, J.P. Carroll, R. Hamrick, y R. J. Cooper. Conservation
of northern bobwhite on private lands under uncertainty about landscape-level habitat
effects. Landscape Ecology 24:405–418
Hutchinson, G.E. 1957. Concluding remarks- Cold Spring Harbor Symposia on Quantitative
Biology. 22:415-427. Reprinted in 1991: Classics in Theoretical Biology. Bulletin of
Mathematical Biology. 53:193-213.
Jolly, G. M. 1965. Explicit estimates from capture-recapture data with both death and
immigration- stochastic model. Biometrika 52:225-247.
Johnson , D.H. 1979. Estimating nest success: The Mayfield method and an alternative. Auk
96:651-661.
Johnson, D.H. 1980. The comparison of usage and availability measurements for evaluating
resource preference. Ecology 61:65-71.
Karanth, K. U. y J. D. Nichols. 1998. Estimation of tiger densities in India using photographic
captures and recaptures. Ecology 79:2852-2862.
Kenward, R.E. 2001. A manual for wildlife radio tagging. Academic Press, London, UK, y San
Diego, USA.
Kramer, E.A., M.J. Conroy, M.J. Elliott, W. Bumback, y E. Anderson. 2003. The Georgia Gap
Analysis Project: Final Report. University of Georgia, Athens.
Laake, J. L., S.T. Buckland , D. R. Anderson, y K. P. Burnham. 1993. DISTANCE User’s Guide.
Colorado State University, Fort Collins, Colorado, USA.
Lacy, R.C. y T. Kreeger. 1992. VORTEX Users Manual. A stochastic simulation of the
extinction process. IUCN SSC Captive Breeding Specialist Group, Apple Valley,
Minnesota, USA
Laplace, M. 1786. Sur les naissances, les marriages et les morts. Hist. Acad. Royale Sci., Anne
1783:693-702.

326

Larkin, P.A. 1977. An epitaph for the concept of maximum sustainable yield. Transactions of
the American Fisheries Society 106:1-11.
Lenth, R.V. 1981. On finding the source of a signal. Technometrics 23:149-154.
Lindley, D.V. 1986. Making decisions. Wiley, New York, USA
Link, W. A. y R. J. Barker. 1994. Density estimation using the trapping-web design: a geometric
analysis. Biometrics 50:733-745.
Link, W. L., E. Cam, J. D. Nichols, y E. Cooch. 2002. Of BUGS y birds: Markov chain Monte
Carlo for hierarchical modeling in wildlife research. Journal of Wildlife Management
66:277-291.
Lukacs, P. M. 2001. Estimating density of animal populations using trapping webs : evaluation
of web design and data analysis. M.S. Thesis, Colorado State University, Ft. Collins,
Colorado, USA
Lukacs, P. M., y K. P. Burnham. 2005 Estimating population size from DNA-based closed
capture-recapture data incorporating genotyping error. Journal of Wildlife Management
69:396-403.
Lukacs, P. M., A.B. Franklin, y D.R. Anderson. 2004. Passive approaches to detection in
distance sampling. Pp. 260-280 In: Buckland, S.T., D.R. Anderson, K.P. Burnham, J.L.
Laake, D. L. Borchers, y L. Thomas. 2004. Advanced distance sampling: estimating
abundance of biological populations. Oxford University Press, Oxford, UK.
Manly B., L. McDonald, y D. Thomas. 1993. Resource selection by animals: statistical design
and analysis for field studies. Chapman y Hall, London, UK.
Marques, F. F. y S. T. Buckland. 2004. Covariate models for the detection function. Pages 31-47
in Advanced distance sampling, S. T. Buckland, D.R. Anderson, K. P. Burnham, J. L.
Laake, D. L. Borchers, y L. Thomas, eds. Oxford University Press, Oxford, UK.
Mayfield, H. 1961. Nesting success calculated from exposure. Wilson Bulletin 73:255-261.
MacKenzie, D.I. J.D. Nichols, J. E. Hines, M. G. Knutson, y A.B. Franklin. 2003. Estimating
site occupancy, colonization, and local extinction when a species is detected imperfectly.
Ecology 84:2200-2207.
MacKenzie, D.I., J.D. Nichols, G.B. Lachman, S. Droege, J.A. Royle, y C.A. Langtimm, 2002.
Estimating site occupancy when detection probabilities are less than one. Ecology
83:2248-2255.
MacKenzie, D.I. J.D. Nichols, J.A. Royle, K.H. Pollock, L.L. Bailey, y J. E. Hines. 2006.
Occupancy estimation and modeling: Inferring patterns and dynamics of species
occurence. Elsevier, Inc., Oxford, UK. 324pp.
MacKenzie, D.I. y J.A. Royle 2005. Designing occupancy studies: general advice and
allocating survey effort. Journal of Applied Ecology 42:1105-1114.
McCullough, D. R., D. S. Pine, D. L. Whitmore, T. M. Mansfield, y R. H. Decker. 1990. Linked
sex harvest strategy for white-tailed deer. Wildlife Monographs 112: 1-41.
Miller, H. W. y D. H. Johnson 1978. Interpreting the results of nesting studies. Journal of
Wildlife Management 42: 471-476.
Millspaugh, Joshua J., y J. M. Marzluff, editors. 2001. Radio tracking and animal populations.
Academic Press, San Diego, California, USA.
Moore, C. T. y M. J. Conroy. 2006. Optimal regeneration planning for old-growth forest:
addressing scientific uncertainty in endangered species recovery through adaptive
management. Forest Science 52:155-172.

327

Mordecai, R. S. 2007. Ecological patterns of occupancy and use: new methods for analysis y
applications to species and communities. Ph.D. Dissertation. University of Georgia,
Athens, Georgia, USA.
Navarro, A. G., A. T. Peterson, y A. Gordillo-Martínez. 2003. Museums working together: the
atlas of the birds of Mexico. Bull. B.O.C. 123A: 207-225.
Neu, C.W., C.R. Byers, y J.M. Peek. 1974. A technique for analysis of utilization-availability
data. Journal of Wildlife Management 43:760-765.
Nichols, J. D. y M. J. Conroy. 1996. Estimation of species richness. En: Measuring and
monitoring biological diversity. Standard methods for mammals. D.E. Wilson, F. R.
Cole, J. D. Nichols, R. Rudran, y M. Foster, eds. Pp. 226-234. Smithsonian Press,
Washington, DC, USA.
Nichols, J. D. , J. E. Hines, J.-D. Lebreton, y R. Pradel. 2000. The relative contribution of
demographic components to population growth: a direct approach based on reverse-time
capture-recapture. Ecology 81:3362-3376.
Nichols, J. D., J. E. Hines, D. I MacKenzie, y M. E. Seamans, y R. J. Guttierrez. 2007.
Occupancy estimation and modeling with multiple states y state uncertainty. Ecology
88:1395-1400.
Otis, D. L., K. P. Burnhmam, G. C. White, y D. R. Anderson. 1978. Statistical inference from
capture data on closed animal populations. Wildlife Monographs 62:1-135.
Pace, R.M. III. 1988. Measurement error models for common wildlife radio-tracking systems.
Minnesota Wildlife Reports 5:1-19.
Palmer, W.E. y S.D. Wellendorf. 2007. The effects of radiotransmitters on bobwhite survival and
recovery rates. Journal of Wildlife Management 70:1281-1287.
Pearson, O.P. 1960. A mechanical model for the study of population dynamics. Ecology 41:494508.
Peterson, J. T., R. F. Thurow, y J. W. Guzevich. 2004. An evaluation of multi-pass electrofishing
for estimating the abundance of stream-dwelling salmonids. Transactions of the
American Fisheries Society 133:462–475.
Pollock, K. H. 1982. A capture-recapture design robust to unequal probability of capture.
Journal of Wildlife Management 46:757-760.
Possingham, H. P. y Davies, I. 1995. ALEX: A population viability analysis model for spatially
structured populations. Biological Conservation 73:143-150.
Pradel, R. 1996. Utilization of capture-mark-recapture for the study of recruitment and
population growth rate. Biometrics 52:703-709.
Pulliam, H. R. 1988. Sources, sinks, y population regulation. American Naturalist 132:652-661.
Robinson, J. G. y K. H. Redford. 1991. Sustainable harvest of neotropical forest mammals. Pp.
415-429 in J. G. Robinson y K. H Redford (editors). Neotropical wildlife use y
conservation. University of Chicago Press, Chicago, Illinois, USA.
Royle, J.A. 2004. N-mixture models for estimating population size from spatially replicated
counts. Biometrics 60:108-115.
Royle, J.A. y J.D. Nichols. 2003. Estimating abundance from repeated presence/absence data or
point counts. Ecology 84:777-790.
Sahai, H. y J. Berríos. 1981. A dictionary of statistical, scientific, and technical terms. EnglishSpanish, Spanish-English. Wadsworth Interacional/Iberoamérica. Belmont, California.

328

Sargeant, G.A., M.A. Sovada, C.C. Slivinski, y D.H. Johnson. 2005. Markovchain Monte Carlo
estimation of species distributions: a case study of the swift fox in western Kansas.
Journal of Wildlife Management 69: 483-497,.
Sauer, J. R., J. E. Hines, y J. Fallon. 2007. The North American Breeding Bird Survey, Results y
Analysis 1966 - 2006. Version 10.13.2007. USGS Patuxent Wildlife Research Center,
Laurel, MD, USA.
Seber, G. A. F. 1965. A note on the multiple-recapture census. Biometrika 52:249-259.
Seber, G. A. F. 1970. Estimating time-specific survival y reporting rates for adult bids from band
returns. Biometrika 57:313-318.
Schwarz, C. J. y A. N. Arnason. 1996. A general methodology for the analysis of capturerecapture experiments in open populations. Biometrics 52: 860-873.
Skalski, J.R., D. S. Robson, y M. A. Simmons. 1983. Comparative census procedures using
single mark-recapture methods. Ecology 65:1006-1015.
Springer J. T. 1979. Some sources of bias and sampling error in radio triangulation. Journal of
Wildlife Management 43:926–935.
Terhune, T.M., J.B. Grand, D.C. Sisson, y H.L. Stribling. 2007. Factors influencing survival of
radiotagged and banded northern bobwhites in Georgia. Journal of Wildlife
Management 70:1288-1297.
Thackston, R. y M. Whitney. 2001 The bobwhitequail in Georgia: History, biology, and
management. Georgia Department of Natural Resources, Social Circle, GA, USA.
Thomas D. L., y E,. J.Taylor. 2006. Study designs y tests for comparing resource use y
availability II. Journal of Wildlife Management 70:324–336.
Tyre, A.J., B Tenhumberg, S.A. Field, D. Neijalke, K. Parris, y H.P. Possingham. 2003.
Improving precision and reducing bias in biological surveys: Estimating false-negative
error rates. Ecological Applications 13:1790-1801.
Udevitz, M. S. y B. E. Ballachey. 1998. Estimating survival rates with age-structure data. Journal
of Wildlife Management 62:779-792.
Wellendorf, S. D., W. E. Palmer, y P. T. Bromley. 2001. Effect of call stimulation on rates of
covey calling by northern bobwhite. Proceedings of the International Galliformes
Symposium 2:191-195.
Wellendorf, S. D., W. E. Palmer, y P. T. Bromley. 2004. Estimating calling rates of northern
bobwhite coveys and censusing populations. Journal of Wildlife Management 68:672682.
White, G. C. 2008. Program MARK v.5.0. Colorado State University, Fort Collins, Colorado,
USA
White, G. C. y R. A. Garrot 1990. Analysis of wildlife radio tracking data. Academic, San
Diego, California, USA
White, G. C. y K. P. Burnham. 1999. Program MARK: Survival rate estimation from both live
and dead encounters. Bird Study 46(Suppl.) S120-S139.
Williams, B. K., J. D. Nichols, y M. J. Conroy. 2002. Analysis and management of animal
populations. Academic Press, New York, USA.
Winarni, N.L., J.P. Carroll, y T.G. O’Brien. 2005. The application of camera traps to the study of
Galliformes in southern Sumatra, Indonesia. Fuller, R.A. & Browne, S.J. (eds) 2005.
Galliformes 2004. Proceedings of the 3rd International Galliformes Symposium. World
Pheasant Association, Fordingbridge, UK.

329

Wintle, B. A., M. A. McCarthy, K. M. Parris, y M. A. Burgman. 2004. Precision and bias of
methods for estimating point survey detection probabilities. Ecological Applications
14:703-712.
Withey J. C., T. D. Bloxton, y J. M. Marzluff. 2001. Effects of tagging and location error in
wildlife radiotelemetry studies. Pp.43–75 in Radio tracking and animal populations (J.
J. Millspaugh y J. M. Marzluff, eds.). Academic Press, San Diego, California, USA.
Zimpfer, N.L. y M.J. Conroy 2006. Models of production rates in American black duck
populations. Journal of Wildlife Management 70:947-954

330

APÉNDICE A. HERRAMIENTA ELECTRÓNICA PARA EL LIBRO
https://sites.google.com/site/quantconscompanion/home/en-espanol
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QUE SE ENCUENTRAN EN INTERNET
https://sites.google.com/site/quantconscompanion/home/software
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APÉNDICE D: NOTACIÓN ESTADÍSTICA Y DE CONSTRUCCIÓN DE MODELOS
Símbolo

Definición(es)

B

Número de nacimientos, generalmente Capítulo 3
en un intervalo de tiempo
Específico
Tasa de nacimientos per cápita,
Capítulo 3
generalmente en un intervalo de
tiempo específico
Coeficiente de variación
Capítulo 5
Número de muertes, generalCapítulo 3
mente en un intervalo de tiempo específico
Tasa de muertes per cápita,
Capítulo 3
generalmente en un intervalo
de tiempo específico
Tasa finita del aumento de la
Capítulo 3
población
Número de animales cosechados,
Capítulo 4
generalmente en un intervalo
de tiempo específico
Tasa de cosecha per cápita geneCapítulo 4
ralmente en un intervalo de tiempo
específico
Límite superior para el crecimiento
Capítulo 3
de la población (p. ej., en un modelo logístico
Número de sesiones, en un estudio
Capítulos 7 y 13
de ocupación
Media de la población
Capítulo 5
Tamaño de la muestra
Capítulo 5
Número de animales detectados
Capítulos 9, 10 y 12
por muestra (muestreo a distancia)
o capturados por sesión (estudios
de captura-recaptura)
Abundancia, tamaño de la poblaCapítulos 2
ción
Probabilidad de extinción (geneCapítulo 4
ralmente en un período de tiempo
específico)
Tasa instantánea de crecimiento
Capítulos 2, 3 y 4
de la población

b
CV
D
d
λ
H
h
K
K
µ
n

N
P0
r

Referencia de capítulos
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rmax
s2
σ2
DE
t

TE
x̄

Tasa instantánea máxima del crecrecimiento de la población (p. ej en
un modelo logístico)
Varianza de la muestra
Varianza de la población
Desviación estándar
Índice de tiempo (p. ej. años) en
los modelos de crecimiento de la
población; puede cambiar de forma
continua o discreta.
Tiempo esperado para la extinción
Media de la muestra

333

Capítulo 3
Capítulo 5
Capítulo 5
Capítulos 3 y 5
Capítulos 2, 3 y 4

Capítulo 4
Capítulo 5

APÉNDICE E: CLAVE PARA LA ESTIMACIÓN DE PARÁMETROS Y DE LA
ABUNDANCIA*
Responda “sí” a todas las preguntas en que sea pertinente:
I.
¿Es el objetivo de su estudio, dar respaldo a una decisión sobre la conservación?
a. SÍ –véase la Parte III; véase más abajo para los métodos de estimar los
parámetros específicos del modelo.
b. NO –vaya a II.
II.
¿Es el objetivo del estudio estimar la abundancia o la densidad?
a. SÍ -véase F.1 y más abajo.
b. NO –vaya a III.
III.
¿Es el objetivo del estudio estimar la ocupación (presencia/ausencia)?
a. SÍ –véase F.2 y más abajo.
b. NO –vaya a IV.
IV.
¿Es el objetivo del modelo estimar la supervivencia, la reproducción y otros
parámetros demográficos, para evaluar el estatus de la población (viabilidad)?
a. SÍ –véase F.3 y más abajo.
b. NO –véase I y II.
V.
¿Es el objetivo del estudio investigar el uso del hábitat y la selección de recursos?
a. SÍ –véase CAPÍTULO 13 y más abajo.
b. NO –Vaya a IV.
VI.
¿Es el objetivo del estudio estimar la riqueza de la especie/parámetros de la
comunidad?
a. SÍ –véase CAPÍTULO 14 y más abajo.
F.1 ESTIMACIÓN DE LA ABUNDANCIA
I.

¿Se puede observar y contar a los animales con facilidad?

A.

SÍ –véase más abajo y II.
Situación: grandes o conspicuos, generalmente diurnos, visibles desde el aire o
audibles/visibles desde tierra.
¿Es posible contar cada individuo de la unidad de recuento?
1. SÍ, pueden contarse todos los individuos de la unidad de muestra.
Situación: mamíferos grandes, conspicuos y diurnos que ocupan hábitats abiertos;
los grupos se cuentan con facilidad y sin errores (grupos no demasiado
numerosos) Método: rellenar recuentos (censos, a menudo llevados a cabo desde
un avión). CAPÍTULO 8
2. NO, durante el recuento se pierden algunos individuos.
Situación: animales diurnos y relativamente conspicuos, pero es probable que se
den algunos errores de subestimación (p. ej. debido a la obstrucción por el
hábitats o a errores de recuento).
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A.

¿Es posible contar a todos y cada uno de los individuos de una pequeña
subunidad de la unidad de muestreo?
a. SÍ –véase más abajo.
Situación: los errores de subestimación son probables mediante el método de
estudio primario (p. ej., recuentos desde un avión), pero mediante métodos de
recuento alternativos (p. ej., métodos intensivos como los efectuados desde
tierra) pueden proporcionarnos recuentos exactos.
Método: muestreo doble para estimar la observabilidad – CAPÍÚLO 8
b. NO.
¿Está disponible una submuestra de animales marcada, o bien es fácil de
obtener?
a. SÍ –véase más abajo.
Método: submuestra marcada CAPÍTULO 8
b. NO –véase más abajo.
¿Pueden determinarse con facilidad las distancias entre el investigador y cada
uno de los animales detectados?
a. SÍ –véase más abajo
Método: muestreo a distancia – CAPÍTULO 9
b. NO –véase más abajo
Métodos: múltiples observadores; modelos de probabilidad de avistamiento CAPÍTULO 8
NO –vaya a II, III, IV o V.

II.

¿Pueden capturarse los animales?, o si no, ¿pueden ser marcados?

A. SÍ –véase más abajo, y también I, III, IV y V
Situación: los animales pueden capturarse, marcarse, soltarse y más adelante recapturarse
para el examen de las marcas con facilidad. A menudo esta técnica no es adecuada en el
caso de animales de gran tamaño que son difíciles de manejar o de depredadores o de
animales con una distribución muy espaciada, y que son difíciles de capturar, a menos
que dichos animales puedan identificarse mediante marcas naturales, y que puedan
fotografiarse fácilmente utilizando cámaras-trampa (p. ej., véase Karanth 1995).
¿Es el estudio a corto plazo (es decir, pueden ignorarse la mortalidad, el reclutamiento y
los desplazamientos de entrada y salida del área de estudio)?
1. SÍ –véase más abajo.
Situación: puede llevarse a cabo el trampeo, el marcado y la recaptura/reavistamiento
durante un corto período de tiempo (p. ej. durante varios días) durante los cuales
puede asumirse que la población es cerrada. Esta técnica a menudo es apropiada para
mamíferos muy abundantes, que se pueden capturar con trampas con facilidad (p. ej.
los microtinos).
Métodos: estimadores de Lincoln-Petersen; estimadores de captura-recaptura múltiple
(programa CAPTURE); estimadores de redes de trampas (que no requieren
recapturas). - CAPÍTULO 10
2. NO –véase más abajo.
Situación: el trampeo, marcado y recaptura/reavistamiento tiene lugar durante un
período de tiempo (p. ej., meses o años) durante el cual la mortalidad y el
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reclutamiento no son negligibles. Hay que estimar las tasas de mortalidad (y a veces de
reclutamiento), además del tamaño de la población durante cada período de muestreo.
Métodos: modelos de poblaciones abiertas de Jolly-Seber y relacionados (programas
POPAN, JOLLY, JOLLYAGE). - CAPÍTULO 12
B. NO –véase I, III IV y V.
III.

¿Se pueden cosechar animales en números conocidos?

A. SÍ –véase más abajo, I, II y IV.
Situación: los animales son extraídos de la población por causa de la cosecha comercial o
deportiva. En general, para un funcionamiento razonable, estos métodos requieren que se
haya extraído una porción sustancial de la población, y una buena documentación sobre
el tamaño de la cosecha. Ejemplos: capturas deportivas permitidas o controladas del
ciervo de cola blanca o Virginiano; algunas situaciones en las pesquerías comerciales.
¿Hay 2 o más clases identificables de animales, cuyas frecuencias relativas puedan
observarse antes y después de la cosecha?
1. SÍ –véase más abajo y 2.
Situación: p. ej., 2 clases distinguibles (p. ej., sexos) que pueden observarse antes y
después de la cosecha; se conocen las cantidades extraídas de ambos o de uno de los
dos.
Método: cambio de la tasa (si el tamaño de la cosecha es lo suficientemente grande
para esta técnica – de otro modo, vaya a 2). CAPÍTULO 10
2. NO –véase más abajo.
¿Se cuantifica (o es cuantificable) el esfuerzo llevado a cabo en la cosecha?
1. SÍ –véase más abajo y b.
Situación: se mide el esfuerzo de cosechar con respecto al tiempo (p. ej., días de cada
cazador, noches de trampeo), el dinero (p. ej., gastos de las pesquerías comerciales ) o
cualquier otro indicador.
Método: estimadores de captura por unidad de esfuerzo. - CAPÍTULO 10
2. NO –véase más abajo.
¿Es el esfuerzo de cosechar, constante a lo largo del tiempo?
1. SÍ –véase más abajo
Situación: la “cosecha” suele ser una extracción controlada por parte del investigador.
Método: modelos de extracción (p. ej., modelos Mb y Mbh) - CAPÍTULO 10
B. NO –véase I, II, IV y V.
IV.

Modelos basados en la ocupación

¿Implica el estudio estudios replicados de presencia-ausencia (detección/no detección), en
los cuales se registran los recuentos del número de animales seleccionados por unidad de
muestra?
A.
SÍ –Método: modelos de ocupación-abundancia (Royle-Nichols) - CAPÍTULO 7
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V.

Índices de abundancia

¿Es la abundancia relativa (p. ej., a lo largo del tiempo, del espacio o con la especie) de
gran interés, y se sabe que la relación del índice con la abundancia es constante o depende
de variables conocidas de forma conocida?
A.
SÍ –véase más abajo.
Situación: (muy rara): los experimentos o las experiencias anteriores han validado
que el índice es estrictamente proporcional al tamaño o la densidad de la población, o
que la relación entre el índice y la abundancia depende sólo de ciertas variables (que
se conocen y pueden medirse), de forma conocidas.
Métodos: índices de recolección/estadísticas de recuento (p. ej., utilizando rutas
estandarizadas). Es deseable incluir covariables que es probable que influyan en el
índice de variabilidad (p. ej., la experiencia del observador, el tiempo meteorológico,
etc.). - CAPÍTULO 8
B.
NO - véase más abajo.
Situación (común): la experiencia sugiere que el índice y la densidad de la población
están relacionados, quizás de forma monocorde. Ejemplos: estudios de huellas y
señales para los ciervos; para los coyotes, respuestas vocales, llamadas de aflicción o
aullidos; para los zorros, linces rojos o gatos monteses, etc., estaciones de marcado
por el olor.
¿Es posible estimar o hacer un censo de la abundancia, para utilizarlo en el
calibrado del índice?
1 SÍ - véase más abajo.
Método: calibración del índice con los censos de la población o métodos
estimativos con sesgos limitados o conocidos (p. ej., marcado-recaptura), y luego
utilizar un diseño de muestreo doble para estimar la densidad de la población a
partir del índice - CAPÍTULO 8
2 NO – véase más abajo.
Método: usar el índice (con la replicación, la estratificación y el registro
adecuados de las variables de molestia como en A) reconociendo que podría o no
podría estar correlacionado con la abundancia real. (OPCIÓN DEL ÚLTIMO
RECURSO - ¡SE BASA EN LA SUPUESTO NO TESTADA!) - CAPÍTULO 8
F.2. ESTIMACIÓN DE LA OCUPACIÓN
Véase CAPÍTULO 7.
I.
II.

¿Es el objetivo del estudio estimar el número de lugares ocupados, o la probabilidad
de ocupación durante una sola estación?
¿Es el objetivo del estudio estimar la ocupación del lugar/probabilidad de ocupación
durante varias estaciones, durante las cuales los lugares pueden estar no ocupados o
ser ocupados de nuevo?

F.3. ESTIMACIÓN DE LOS PARÁMETROS DEMOGRÁFICOS
I.

¿Es el objetivo del estudio estimar las tasas de supervivencia o mortalidad?
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A. SÍ - véase más abajo.
¿El estudio de supervivencia/mortalidad, implica intervalos de tiempo relativamente
cortos (de una semana a varios meses), o el interés es la mortalidad específica de causa?
1. SÍ - véase más abajo.
¿Pueden capturarse los animales o puede dotárseles de transmisores de radio, o
pueden monitorizarse de cualquier otra forma a través del tiempo para determinar
los destinos individuales?
SÍ – método: radiotelemetría/destinos conocidos - CAPÍTULO 11
2. NO - véase B y más abajo.
B. NO – véase II, III y IV
¿Pueden capturarse los animales o marcarse de cualquier otra forma?
1. SÍ - véase más abajo.
¿Pueden recapturarse los animales o volverse a detectar visualmente o de cualquier
otra forma?
a. SÍ - véase más abajo.
Método: captura-recaptura - CAPÍTULO 12
b. NO – véase más abajo.
¿Pueden ser recogidas las etiquetas, por parte de cazadores, pescadores o por otros
medios?
SÍ –método: recuperación de etiquetas - CAPÍTULO 12
2. NO - véase más abajo.
¿Pueden estimarse las frecuencias de edades a partir de las cosechas u otros datos,
debidamente ajustadas para los sesgos, en forma de probabilidades de detección
específicas de las edades?
a. SÍ – método: análisis de las frecuencias de edades - CAPÍTULO 11.
Obsérvese que se requieren supuestos muy fuertes (p. ej., estabilidad de la edad). Antes de
utilizar este método, deberían recogerse datos para testar estos supuestos.
II.

¿Es el objetivo del estudio estimar las tasas de reproducción?

A. ¿Pueden monitorizarse periódicamente los nidos, las guaridas otros lugares
reproductivos, para determinar el éxito reproductivo?
1. SÍ –método: éxito de nidificación/destinos conocidos - CAPÍTULO 11
2. NO - véase más abajo.
B. ¿Pueden capturarse, marcarse y recapturarse los animales durante períodos, cuando la
población es abierta en cuanto al reclutamiento reproductivo?
1. SÍ – método: captura-recaptura de población abierta, incluyendo el Diseño Robusto y
el modelo de simetría temporal de Pradel - CAPÍTULO 12
2. NO - véase más abajo.
C. ¿Pueden estimarse las proporciones de edades post-reproductivas por medio de estudios
de la población, estudios de cosecha u otros métodos?
1. SÍ –estimación de las tasas de reproducción mediante las proporciones de edad CAPÍTULO 11.
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Nótese que se precisan supuestos muy fuertes (p. ej., tasas de detección homogéneas). Los
datos deberían recogerse de tal forma que permitieran testar estos supuestos o estimar la
detección específica de la edad, con el fin de eliminar sesgos.
III.

¿Es la finalidad del estudio las tasas de crecimiento de la población?

A. ¿Se dispone de estimadores no sesgadas de la abundancia, por medio de la
monitorización a lo largo del tiempo?
1. SÍ –método: estimación directa del crecimiento mediante las proporciones de
abundancias (véanse CAPÍTULOS 8, 9, 10 y 12 para los métodos de estimación de
la abundancia).
2. NO –B y C, más abajo.
B. ¿Pueden capturarse, marcarse y volverse a capturar los animales durante períodos de
tiempo, cuando la población puede estar creciendo o disminuyendo?
1. SÍ –método: captura-recaptura de población abierta - CAPÍTULO 12 (diseño robusto
de Jolly-Seber).
2. NO - véase más abajo.
C. ¿Disponemos de índices del tamaño de la población para los cuales las tasas de
detección sean homogéneas a lo largo del tiempo?
1. SÍ –método: estimación del carecimiento de la población como la proporción de los
índices - CAPÍTULO 8.
Obsérvese que se requiere una supuesto muy robusta. Si fuera posible se recogerán datos
para testar/evitar la supuesto de una detección homogénea.
IV

¿Es el objetivo del estudio estimar las tasas de desplazamiento?

A. ¿Pueden capturarse, marcarse y volverse a capturar los animales durante períodos de
tiempo, cuando la población es abierta en cuanto a los desplazamientos?
1. SÍ - véase más abajo.
¿Pueden recapturarse los animales, o volverse a detectar visualmente o de cualquier
otra forma?
a. SÍ – véase más abajo.
método: modelos de captura-recaptura multi-estado - CAPÍTULO 12 y más
abajo.
b. NO - véase más abajo.
¿Es posible a recuperar marcas de los cazadores, pescadores, o por otras maneras?
a. SÍ – véase más abajo.
método: modelos de desplazamiento de recuperación de etiquetas - CAPÍTULO
12.
b. NO - véase más abajo.
2. NO –véase B.
B. Utilice métodos alternativos (p. ej. trazadores isotópicos) o revise los objetivos del
estudio.
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APÉNDICE F: TABLA DE EQUIVALENTES ENTRE INGLÉS Y ESPAÑOL.
INGLÉS
Abundance
Accuracy
Adaptive harvest management
Adaptive resource management (ARM)
Additive model
Age distribution
Age-specific death rate
Age-specific fertility rate
Age-specific survival rate
Age structure
Akaike’s Information Criteria
Algorithm
Alpha level
Alternative hypothesis
Analysis of covariance
Analysis of variance
A priori
Area sampling
Assumption
Aymptotic distribution
Aymptotic normality
At random
Autocorrelation
Autoregression
Average

ESPAÑOL
Abundancia
Exactitud
Manejo (Gestión) de cosecha adaptativo
Manejo (Gestión) de recursos adaptativo
Modelo aditivo
Distribución de edad
Tasa de mortalidad por edad
Tasa de fecundidad por edad
Tasa de supervivencia por edad
Estructura de edad
Criterio de Información de Akaike
Algoritmo
Nivel de alpha
Hipótesis alternativa
Análisis de covarianza
Análisis de varianza
A priori
Muestreo por áreas
Supuesto
Distribución asintótica
Normalidad asintótica
Al azar
Autocorrelación
Autoregresión
Promedio

Bayes' theorem
Bayesian inference
Bell-shaped distribution
Bernoulli distribution
Bernoulli random variable
Bernoulli trials
Best estimator
Best linear estimator
Bias
Biased estimator
Biasedness

Teorema de Bayes
Inferencia bayesiana
Distribución campanular
Distribución de Bernoulli
Variable aleatoria de Bernoulli
Ensayos de Bernoulli
Estimador óptimo
Estimador lineal óptimo
Sesgo
Estimador sesgado
Sesgadura
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Binomial random variable
Biometrics
Birth rate
Birth and death process
Bivariate normal distribution
Block
Blocking
Bootstrap

Variable aleatoria binomial
Biometría
Tasa de nacimiento
Procesos de nacimiento y muerte
Distribución normal bivariable
Bloque
Formación de bloques
Bootstrap

Capture-mark-recapture
Capture-recapture sampling
Capture-release sampling
Carrying capacity
Census
(to) Censor
Chance
Chi-square statistic
Closed population
Coefficient of variation
Cohort
Colonization
Compile
Compiler
Components of variance
Conditional distribution
Conditional probability
Confidence interval
Confidence limits
Continengy table
Continuous distribution
Continuous random variable
Correlation
Count
(Point) count
Count data
(Point) count data

Captura-marca-recaptura
Muestreo de captura-recaptura
Muestreo de captura y liberación
Capacidad de carga
Censo
Censorar
Casualidad
Estadística ji cuadrado
Población cerrada
Coeficiente de variación
Cohorte
Colonización
Recopilar
Recopilador
Componentes de varianza
Distribución condicional
Probabilidad condicional
Intervalo de confianza
Límites de confianza
Tabla de contingencia
Distribución continua
Variable aleatoria continua
Correlación
Conteo
Conteo por puntos
Datos de conteo
Avistamientos

Decision making under uncertainty
Decision space
Decision theory
Degrees of freedom
Demography
Density

Toma de decisiones bajo incertidumbre
Espacio de decisiones
Teoría de decisión
Grados de libertad
Demografía
Densidad
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Dependent variable
Detection
Detection probability (rate)
Discrete random variable
Distance sampling
Distribution
Double sampling
Dynamic programming

Variable dependiente
Detección
Probabilidad (tasa) de detección
Variable aleatoria discreta
Muestreo por distancia
Distribución
Muestreo doble
Programación dinámica

Effective grid area
Efficiency
Efficient
Eigenvalue
Encounter history

Área efectiva de la cuadrícula
Eficiencia
Eficiente
Valor propio
Historial de conteos
Historial de capturas
Estimación
Estimar
Valor estimado
Estimador
Evento
Espacio de eventos
Eventos exhaustivos
Frecuencia esperada
Valor esperado
Valor esperado de información perfecta (VEIP)

Estimation (the process)
(to) Estimate
Estimate (result of estimation)
Estimator (equation or algorithm)
Event
Event space
Exhaustive events
Expected frequency
Expected value
Expected value of perfect information
(EVPI)
Experiment
Experimental design
Experimental unit
Explanatory variable
Extinction
Factor
Factorial
Failure
Failure rate
Failure-time distribution
F-distribution
Finite population
Finite population correction
Finite rate of increase
Frequency data

Experimento
Diseño experimental
Unidad experimental
Variable explicativa
Extinción
Factor
Factorial
Fracaso, falla
Tasa de fallas, tasa de fracasos
Distribución de tiempo de fallas
Distribución F
Población finita
Corrección de población finita
Tasa finita de incremento
Datos de frecuencias
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Frequency distribution
F-test

Distribución de frecuencias
Prueba F

Geometric average
Goodness of fit
Grade
Graph
Graph (v.)

Promedio geométrico
Bondad de ajuste
Grado
Gráfica
Hacer la gráfica

Heterogeneity of variances
Heteroscedasticity
Hierarchical
Histogram
Homogeneity of proportions
Homogeneity of variances
Hypothesis testing

Heterogeneidad de varianzas
Heterocedasticidad
Jerárquico
Histograma
Homogeneidad de proporciones
Homogeneidad de varianzas
Prueba de hipótesis

Independence
Independent random variables
Independent samples
Independent trials
Index
Inference
Inferential statistics
Infinite population

Independencia
Variables aleatorias independientes
Muestras independientes
Ensayos independientes
Índice
Inferencia
Estadística inferencial
Población infinita

Joint distribution
Joint probability function

Distribución conjunta
Función de probabilidad conjunta

Key function
Known fates

Función clave
Destinos conocidos

Latent root
Life table
Likelihood
Likelihood function
Likelihood ratio test
Line sampling
Line transect sampling
Linear constraint
Linear model
Linear regression

Raíz latente
Tabla de mortalidad
Verosimilitud
Función de verosimilitud
Prueba de razón de verosimilitud
Muestreo en líneas
Muestreo en transectos lineales
Restricción lineal
Modelo lineal
Regresión lineal
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Logic
Log-odds ratio
Marginal distribution
Markov-Monte Carlo chain
Maximum
Maximum likelihood estimate
Maximum sustained yield
Mean
Mean square error
Median
Metapopulation
Minimax regret principle
Mode
Model
Modeling
Model average
Mode average (v.)
Monitoring
Monte Carlo method
Movement
Mortality rate
Multinomial distribution
Multi-season
Multi-state model
Multivariate analysis of variance

Lógica
Logaritmo de razón de posibilidades
Distribución marginal
Cadena de Markov Monte Carlo
Máximo
Estimado de verosimilitud máxima
Rendimiento sostenible máximo
Media
Error cuadrado media
Mediana
Metapoblación
Principio de pesadumbre mínimax
Moda
Modelo
Modelización
Promedio de modelos
Calcular el promedio de modelos
Monitoreo
Método de Monte Carlo
Desplazamiento
Tasa de mortalidad
Distribución multinomial
Multiestacional
Modelo de estados multiples
Análisis de varianza multivariable

Naive estimate
Natality rate
Nest success
Noise (as in random interference)
Noncentral t-distribution
Noncentrality parameter
Nonparametric inference
Null hypothesis

Valor estimado crudo/ Valor estimado no
corregido
Tasa de nacimientos; natalidad
Éxito de anidamiento
Ruido
Distribución t no central
Parámetro de no centralidad
Inferencia no paramétrica
Hipótesis nula

Occupancy
Occurence
One-sided alternative hypothesis
One-sided test
Open population
Optimal sample size
Optimal allocation

Ocupación
Ocurrencia
Hipótesis alternativa unilateral
Prueba unilateral
Población abierta
Tamaño óptimo de la muestra
Asignación óptima
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Order statistics
Over-all estimate
(an) Overestimate
Overestimate (v.)
Overestimation

Estadísticas de orden
Estimado total
Valor sobreestimado
Sobreestimar
Sobreestimación

Paired comparisons
Parameter
Parameter space
Parametric test
Percent
Percentage
Percentile
Pilot sample
Pilot survey
Plot
Plot (v.)
Point y interval estimates
Point estimation
Point transect
Pooled estimate
Population
Population analysis
Population density
Population distribution
Population dynamics
Population estimate
Population size
Population statistics
Population viability analysis
Posterior probability
Power
Precision
Predator-prey
Prediction
Prior distribution
Probability
Probability density function
Probability distribution
Probability of survival

Comparaciones emparejadas
Parámetro
Espacio paramétrico
Prueba paramétrica
Por ciento
Porcentaje
Percentilo
Muestra piloto
Muestreo piloto
Parcela
Graficar, trazar
Valores estimados puntuales y por intérvalos
Estimación puntual
Transecto por puntos
Valor estimado combinado
Población
Análisis poblacional
Densidad poblacional
Distribución de poblacional
Dinámica poblacional
Valor estimado poblacional
Tamaño de la población
Estadísticas de la población
Análisis de viabilidad poblacional
Probabilidad posterior
Poder, potencia
Precisión
Depredador-presa
Predicción
Distribución a priori
Probabilidad
Función de la densidad de probabilidad
Distribución de la probabilidad
Probabilidad de supervivencia,
Probabilidad de sobrevivencia
Proporción

Proportion
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Proportional allocation

Asignación proporcional

Quadrat

Cuadro

Random
Random (adj.)
Random number
Random sampling
Random variable
Randomization
Randomize
Rank
Rank (v.)
Rate
Rate of change
Ratio
Raw data
Recovery
Recruitment
Regression analysis
Regret function
Reliable
Removal sampling
Repeated samples
Repeated trials
Replicate
Replicate (v.)
Replication
Resident population
Risk
Robustness
Robust
Robust Design

Azar
Aleatorio, al azar
Número aleatorio; número al azar
Muestreo aleatorio; muestreo al azar
Variable aleatoria; variable al azar
Aleatorización
Aleatorizar
Rango
Ranquerizar
Tasa
Tasa de cambio
Razón
Datos crudos, datos brutos
Recuperación
Reclutamiento
Análisis de regresión
Función de pérdida de oportunidad
Confiable
Muestreo con eliminación
Muestras repetidas
Ensayos repetidos
Réplica
Replicar (v.)
Replicación
Población residente
Riesgo
Robustez
Robusto
Diseño Robusto

Sample
Sample (v.)
Sample data
Sample design
Sample estimate
Sample frame
Sample size
Sample space

Muestra
Muestrear
Datos muestrales
Diseño muestral
Valor estimado muestral
Marco muestral
Tamaño de la muestra
Espacio muestral
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Sample statistic
Sample survey
Sample unit
Sample variance
Sampling bias
Sampling error
Sampling frame
Sampling fraction
Sampling ratio
Sampling survey
Sampling variance
Sensitivity analysis
Series adjustments
Set
Sex-ratio
Sex structure
Sex distribution
Significance level
Significance test
Significant difference
Site occupancy
Source-sink
Spatial distribution
Species richness
Split plot design
Stable age distribution
Stage
Staggered entry
Standard deviation
Standard error
Standard error of estimate
Standard error of the mean
Standardize
Standardization
Standardized random variable
State
State variable
Statistic
Statistical hypothesis
Stochastic
Stratification after selection
Stratified random sample

Estadística muestral
Muestreo
Unidad de muestra
Varianza de la muestra
Sesgo de muestreo
Error de muestreo
Marco de muestreo
Fracción de muestreo
Proporción de muestreo
Muestreo
Varianza del muestreo
Análisis de sensibilidad
Ajustes de la serie
Conjunto
Número relativo de los sexos
Estructura de cada sexo
Distribución de cada sexo
Nivel de significación
Prueba de significación
Diferencia significativa
Ocupación del sítio
Fuente-sumidero
Distribución espacial
Riqueza de especies
Diseño de parcelas subdivididas
Distribución de edades estable
Etapa
Entrada por etapas
Desviación estándar
Error estándar
Error estándar del valor estimado
Error estándar de la media
Estandarizar
Estandarización
Variable aleatoria estandarizada
Estado
Variables de estado
Estadística
Hipótesis estadística
Estocástico
Estratificación postselectiva
Muestra aleatoria estratificada
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Stratum
Student's t
Sufficient statistic
Survey
Survival
Survive (v.)
Survival rate (probability)
Sustainable harvest
Systematic error
Systematic sample
Systematic sampling

Estrato
t de Student
Estadística suficiente
Muestreo
Superviviencia, sobrevivencia
Sobrevivir
Tasa (Probabilidad) de supervivencia
(sobrevivencia )
Cosecha sostenible
Error sistemático
Muestra sistemática
Muestreo sistemático

Table
t-distribution
Test statistic
Toss a coin
Transformation
Treatment effect
Treatment mean square
Treatment sum of squares
True mean
t-test
Type I error
Type II error

Tabla
Distribución t
Estadística de la prueba
Lanzar una moneda
Transformación
Efecto de tratamiento
Cuadrado medio del tratamiento
Suma de cuadrados del tratamiento
Media verdadera
Prueba t
Error de tipo I
Error de tipo II

Unbiased
Unbiased estimate
Unbiased estimator
Unbiased sample
Uncertainty
Underestimation
Underestimate
Underestimate (v.)
Union
Unreliable
Unreliability
Utility

Insesgado
Valor estimado insesgado
Estimador insesgado
Muestra insesgada
Incertidumbre
Subestimación
Subestimado
Subestimar
Unión
Desconfiable
Desconfiabilidad
Utilidad

Validation
Validity
Variable

Validación
Validez
Variable
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Variance
Variance-covariance matrix
Variation
Vector

Varianza
Matriz de la varianza-covarianza
Variación
Vector

Weight
Weight (v.)
Weighted average
Weighted mean

Ponderación, peso
Ponderar (v.)
Promedio ponderado
Media ponderada

x-axis
x-bar
x-intercept

Eje x
x-barra
Intersección con x

y-axis
y-bar
y-intercept

Eje y
y-barra
Intersección con y

z-score
z-transformation
Zero inflated binomial

Puntaje z
Transformación z
Binomial inflada en cero

349

Dr. Michael J. Conroy tiene más de 35 años de experiencia

en el desarrollo de técnicas de muestreo, métodos de estimación
estadística y modelaje para una amplia variedad de problemas
de manejo de recursos naturales. Es autor de numerosas
publicaciones sobre aproximaciones cuantitativa al estudio
aplicado de poblaciones animales y es coautor del volumen
ampliamente aclamado de Williams et al. (2002). Actualmente
es investigador científico emérito en la Universidad de Georgia
después de haberse jubilado en 2009 como Profesor Adjunto
de Ecología de Vida Silvestre y Líder Asistente de la Unidad de
Investigación Cooperativa de Pesca y Vida Silvestre de Georgia.
Tiene amplios conocimientos de español y ha impartido cursos
de corta duración sobre métodos cuantitativos en los EE.UU.,
España, India y América Latina.

Dr. John P Carroll ha estado involucrado en la conservación y la investigación de los Galliformes

durante más de 25 años. Está en la junta del grupo de especialistas de Galliformes de la UICN-SSC.
Es autor de numerosas publicaciones sobre Galliformes u otra fauna silvestre y está particularmente
interesado en los efectos de uso del suelo en la vida silvestre, en particular la agricultura. Ha dirigido
más de 50 estudiantes de posgrado y ha impartido clases previamente en la Universidad de Georgia y
en la Universidad de California en Pennsylvania. Actualmente es Profesor y Director de la Escuela de
Recursos Naturales de la Universidad de Nebraska.

Dr. Juan Carlos Senar tiene más de 20 años de experiencia en estudios de dinámica de poblaciones
aplicados a la gestión de poblaciones plaga y en trabajos de ecología evolutiva, centrados en el estudio
de aves. Es autor de numerosos artículos científicos sobre esta temática. Es Editor Jefe de la revista
Animal Biodiversity and Conservation, y editor asociado en varias revistas del ámbito de la ornitología.
Actualmente es jefe de investigación en el Museo de Ciencias Naturales de Barcelona. Ha impartido
numerosos cursos sobre captura-recaptura en España y Suecia.

Dr. Jeffrey J. Thompson ha estado llevando a cabo investigación ecológica en América Latina durante

más de 20 años, sobre todo en Sudamérica austral en Argentina y
Paraguay. En términos generales sus intereses de investigación y
conservación se centran en los efectos del uso de la tierra en las
poblaciones de vida silvestre y el papel de depredadores superiores
en el control de las relaciones tróficas en los ecosistemas. Más
específicamente se concentra sobre la ecología y la conservación
de aves neotropicales de caza y el jaguar, el puma y sus especies
presa en el contexto de la producción agropecuaria. Está en la junta
del grupo de especialistas de Galliformes de la UICN-SSC y ha
impartido clases sobre ecología cuantitativa y el manejo adaptativo
en América Latina y en China.
ISBN 978-1-56161-051-8

