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ABSTRACT 
TIlls thesis describes the development of a large eddy simulation code for low-Mach 
number variable density non-reacting and reacting flows. Governing equations for 
large eddy simulation of variable density flows have been derived based on low-Mach 
number approximation. Mixture fraction conserved scalar method has been adopted 
for variable density non-reacting flows and turbulent non-premixed combustion flows, 
with a subgrid PDF method for turbulence-mixing and turbulence-chemistry 
interactions. Reaction progress variable method with an algebraic flame surface 
density model has been used for turbulent premixed combustion flows. Explicit 
. numeriCal solution procedure has been developed, with modified' convective outflow 
boundary condition to ensure global mass conservation and feedback method to 
generate fully developed turbulent inflow field. For turbulent reacting flows with 
large density ratio, relaxation method has been adopted to remove unphysical. 
high-frequency fluctuations and to maintain numerical stability. The code has been 
validated against a number of experimental test cases, including: non-reacting variable 
density confined jets over a large range of non-isothermal Craya-Curtet number and 
initial density ratio, turbulent non-premixed combustion in a simplified axisymmetric 
combustor geometry, and turbulent premixed combustion in the ORACLES dump 
combustor. The good results obtained. in these simulations have demonstrated the 
robustness and accuracy of the large eddy simulation code developed in present study. 
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Chapter 1 Introduction 
1.1 Turbulent Flow 
Turbulent flow is ubiquitous in nature and in engineering applications. Many 
meteorological and oceanographical phenomena are examples of turbulence, e.g., air 
. currents in the atmosphere and water currents in the ocean. Most flows encountered in 
engineering practice are also turbulent flows, e.g., airflow around cars and airplanes, 
mixing flows in chemical reactors, and combusting flows in internal combustion 
engines and gas turbine combustors. For this reason,. turbulent flow has been the 
object of study over centuries and is one of the most intriguing problems in classical 
physics. 
Turbulent flow has many important properties (Tennekes and Lumley, 1974; Hinze, 
1975; Ferziger and Peric, 1999): (a) turbulent flow is a highly unsteady phenomenon, 
the time history of the velocity or any scalar fluid property. at a point within a 
turbulence field will be seemingly random or chaotic; (b) turbulent flow is diffusive, 
i.e., turbulence increases the rate at which spatial variations in fluid properties are 
smoothed out, turbulent flows transport momentum, heat and mass much more rapidly 
than if only molecular diffusion processes were involved; (c) turbulent, flow is 
dissipative; turbulence reduces the kinetic energy of the flow, which is irreversibly 
converted into heat via viscosity at molecular· scales; (d) turbulent flow is inherently 
. three-dimensional and rotational, turbulence always contains many vortices or eddies. 
The three-dimensional process of vortex stretching is important in increasing the 
intensity of turbulence. Even in flows that are nearly two-dimensional on large scales, 
small-scale fluctuations are generally three dimensional, finally: (e) turbulent flow is 
composed of motions over a broad range of length and time scales, and the range of 
scales present in a turbulent flow is greater at increased Reynolds number of the flow. 
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These complex features of turbulent flow make it an extremely challenging problem. 
, 
Three approaches are available: experimental investigation, theoretical analysis and 
numerical simulation. Experimental investigation is the traditional and fundamental 
one, and also serves as a supporting element of theoretical analysis and numerical 
simulation. Although able to provide valuable data, experimental methods are always 
quite expensive, time-consuming and difficult to provide all necessary details. The 
. theoretical approach is based on the governing equations of fluid motions, i.e., the 
Navier-Stokes (N-S) equations which have been introduced more than one century 
ago. The N-S equations are a set of non-linear partial differential equations, which 
describe conservation of mass, momentum and energy. Unfortunately, analytical 
solutions, in general, only exist for simple laminar flows. Analytical solutions do not 
exist even for the simplest turbulent flows (Moin and Mahesh, 1998). After the 
invention of modem digital computers in the 1950s-1960s, it became possible to solve· 
the N-S equations numerically. With continuous improvements in computer capability 
and developments in numerical methods, the numerical simulation technique has 
become an attractive and important alternative for turbulence analysis and research. 
Numerical methods for turbulent flow modelling can be divided roughly into three 
categories: Direct Numerical Simulation (DNS), Large Eddy Simulation (LES) and 
Reynolds-averaged Navier-Stokes (RANS) equations methods. Before comparing 
these three methods, it is especially important to consider a few details on length and 
time scales of turbulence. 
1.1.1 Turbulent Scales and the Energy Spectrum 
There are generally three main scales which can be identified in a turbulent flow, -. 
these are the largest scales, the integral (energyCcontaining) scales, and the 
Kolmogorov scales. Details about scales of turbulent motion can be found in 
textbooks on turbulence (e.g., Tennekes and Lumley, 1974; Hinze, 1975; Mathieu and 
Scott, 2000; Wi1cox, 2004). 
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Figure 1-1 Thrbulence Kinetic Energy Spectrum as Function of Inverse Length 
Scale 
The largest scales present are determined by the flow domain geometry. The largest 
eddy length scale, L, depends on the size and shape of the flow domain (e.g., the 
radius or diameter of a pipe, or the chord length of an airfoil). IfU is the characteristic 
velocity of the flow and v is the kinematic viscosity of the fluid, the large-scale 
Reynolds number will be: 
UL ReL =-
v 
(1.1) 
The integrailength scale, £, represents the length scale beyond which the velocity 
fluctuations at two separate points become predominantly uncorrelated. It is defined 
as: 
(1.2) 
where R is the normalized two-point velocity correlation function (Tennekes and 
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Lumley, 1974), which indicates the degree that turbulent properties at two points, with 
. separation distance r, influence each other. 
Based on the integral length scale, a turbulence Reynolds number can be defined as: 
u'£ 
Re, =-;- (1.3) 
where u' is a scale for the turbulent velocity fluctuation. u' and £. represent the 
scales of the energy containing vortices in a turbulent flow. 
The integral time scale, T, which· is proportional to the turnover time of an energy 
carrying eddy, is given by: 
k 
T=-
F: 
where k is the turbulence kinetic energy: 
k 1-,-, =-u ·u. 2 I , 
and F: is the turbulence kinetic energy dissipation rate. 
(1.4) 
(1.5) 
The Kolmogorov scale denotes the scale of the smallest eddies which can be present. . 
At this scale, viscous forces dominate, thereby converting the kinetic energy of the 
smallest vortices into internal energy. The Kolmogorov scale can thus be described 
using only two physical parameters, the kinematic viscosity v and the turbulence 
kinetic energy dissipation rate F:. Determined by dimensional analysis, the· 
Kolmogorov length scale can be written as: 
_(V3)1/4. 
7]- -
F: 
(1.6) 
Similarly, the Kolmogorov time scale, Ir" which is proportional to the turnover time 
of the smallest eddies, can be constructed as: 
_ (V)1I2 I - -
Q & 
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(1.7) 
The Kolmogorov velocity scale is given as the ratio of Kolmogorov length scale and 
Kolmogorov time scale: 
. . 17 . ( )114 
Uq =t= ve 
q 
(1.8) 
The Reynolds ~umber defined using the above Kolmogorov length and velocity scales 
equal unity: 
U17 Rek =-q-=I 
v ' 
(1.9) 
The turbulent scales introduced above are qualitatively compared in terms of spatial 
wavenumber (k, inversely proportional to scale size) in figure 1.1, which shows a 
turbulence kinetic energy spectrum of a high Reynolds number turbulent flow .. 
1.1.2 DNS vs. LES vs. RANS 
Direct Numerical Simulation DNS is the most straightforward numerical approach 
from the conceptual point of view. The N-S equations are solved directly in DNS 
without averaging or approximation. DNS simply involves numerical analysis to 
construct an efficient implementation of an appropriate N-S equations solution 
procedure. Since the N-S equations completely describe turbulent flows, DNS does 
not need any modelling of turbulence. The DNS results represent all spatial and 
temporal scales of motions contained in the flow, as shown in figure 1-1. To achieve 
the high numerical accuracy required, high-order schemes (e.g., Runge-Kutta schemes) 
for temporal discretisation and high-order (e.g., fourth-order central difference 
scheme) or even spectral methods for spatial discretisation are always used in DNS in 
order to reduce discretisation errors. Therefore, DNS is unrivaled both in the level of 
description provided and in accuracy. 
DNS is an ideal method when it can be applied, but the extremely high computational 
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cost of DNS limits its application. Valid DNS calculations demand sufficient spatial 
and temporal resolution.· In order to ensure that all the significant structures of 
turbulence have been captured, the calculation domain must be at least a few times the' 
integral length scale, f, in each direction (Ferziger and Peric, 1999). At the same 
time, in order to capture all of the kinetic energy dissipation, which happens at small 
scales according to Kolmogorov's theory (Kolmogorov, 1941a, 1941b), the grid size 
must be equal to or smaller than the Kohnogorov length scale, 17. Therefore in each 
coordinate direction the number of necessary grid points, N, must at least be equal to 
the ratio of integral length scale and Kohnogorov length scale: 
(1.10) 
Thus, the total number of grid points, NDNS , needed to perform a three-dimensional 
DNS scales as: 
N ,,; N 3 > Re 9/4 
DNS - I (1.11) 
When the number of time steps needed for temporal integration is also considered, the 
. total computational cost of DNS will scale as Re/ (pope, 2000). Present computer 
resources limit the application of DNS to flows with turbulence Reynolds number 
Re, = 0 (104) (piomelli and Balaras, 2002). The Re/ dependence of the number of 
grid points makes it uurealistic to expect that DNS can be· used for high Reynolds 
number engineering applications in the near future. 
The above discussion is for DNS of isothermal turbulent flows. When applying DNS 
to turbulent reacting flows, there is a further requirement to the computational mesh, 
i.e., the mesh must be fine enough to resolve the inner structure of the flame. The 
number of necessary grid points in each coordinate direction then needs to satisfy the 
following expression (Poinsot and Veynante, 2001): 
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(1.12) 
where D. is the Damkoehler number to be defined later, and Q is the number of 
grid points required to resolve the inner structure of the flame (Q '" 20). To reach the 
reasonably high Damkoehler numbers typical of turbulent combustion, the DNS 
calculation has to be limited to flows of even lower turbulent Reynolds number, Re,. 
From the above discussion, it may be concluded that the major role. that DNS can fill 
is as a research tool, rather than an aid to. engineering design. It can be used to 
understand the important mechanisms of turbulence, to understand the production of 
aerodynamic noise, to explore turbulence control strategies, and to construct 
lower-order turbulence models (Moin and Mahesh, 1998). For turbulent combustion, 
DNS can be used to understand ignition and extinction mechanisms, to study the 
topology of flame surfaces, and to validate modelling hypothesis (Vervisch and 
Poinsot, 1998). 
Reynolds-averaged Navier-Stokes The most commonly used tUrbulence simulation 
approach in practical engineering applications is still the solution of the RANS 
equations. The RANS approach is a statistical approach, in which the instantaneous 
flow variables which satisfy the exact N-S equations are decomposed into a mean and 
a fluctuating part, as introduced by Reynolds (1895). The transport equations for 
instantaneous quantities can be averaged to obtain transport equations for the mean 
values. Time averaging (for statistically stationary turbulent flows), or ensemble 
averaging (over an imagine~. set of equivalent flow realizations) can be used for the 
averaging process. Applying the Reynolds averaging procedure to the N-S equations 
provides the RANS equations, which resemble the original N-S equations. Howe~er 
due to the non-linearity of the convective terms in N-S equations, ·additional terms 
(Reynolds stresses) arise after averaging. These terms are new unknowns for which 
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· closure needs to be obtained by means of a turbulence model. Because essentially all 
details of turbulence must be modelled, as shown in figure I-I, Reynolds averaging 
imposes an extremely difficult modelling task for RANS. A large variety of turbulence . 
models has been derived over the years, which can basically be divided into two 
categories. The first category adopts the turbulent viscosity assumption proposed by 
Boussinesq (1877), while the second category does not. Mixing length models (e.g., 
Prandtl, 1925), one-equation models (e.g., Prandtl, 1945) and two-equation models 
(e.g., Kolmogorov, 1942; Launder and Spalding, 1972) belong to the first category. 
Reynolds stress models (e.g., Donaldsonand Rosenbaum, 1968; Launder, Reece and 
Rodi, 1975) and algebraic stress models (e.g., Lakshminarayana, 1986) belong to the 
second category .. 
One decisive advantage of RANS is its favourable computational cost at high 
Reynolds number. Since only the mean flow needs to be resolved numerically and all 
the turbulence scales are modelled, the total computational cost of RANS is at most a 
weak function of Reynolds number. As a consequence, RANS can be applied to 
complex flows at realistic high Reynolds number still at a reasonable computational . 
cost. On the other hand, the RANS approach has a lot of undesirable disadvantages. 
Due to the extensive modelling requirements, and the need to calibrate the constants 
appearing in the model equations (carried out previously against data from 2D shear 
flows). RANS generally can only give rough approximations of the flow. In many 
cases, critical important flow quantities like the Reynolds stresses are approximated 
poorly by RANS models. In RANS, the main requirement is to be robust and stable 
on the (often poor quality) mesh resulting from the 3D complex geometries. Therefore, 
most RANS codes use stable but diffusive low-order schemes (e.g., upwind schemes), 
which can compromise the simulation accuracy. Another drawback of RANS is that 
none of the existing turbulence models is suitable for a wide range of applications. 
The quality of the simulation results depends to a large extent on the appropriateness 
of the selected turbulence model to cope with a particular flow configuration, 
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stressing thus the importance of experience and practice in the choice' of the best 
modeL The model constants are often found to require ad-hoc adjustments from one 
flow to another (WiIcox, 2004). This may be due to the fact that the large, 
energy-carrying eddies are much affected by the boundary conditions, and universal 
models that account for their dynamics may be impossible to develop (Piomelli and 
Balaras, 2002). Finally, an important disadvantage of RANS is that it is inherently 
difficult to adapt to predict unsteady phenomena. Even though the so-called unsteady 
RANS (URANS) technique exists for capturing slow variations with time in the mean 
flow, based on an assumption of scale separation, very few unsteady flows of 
engineering interest are guaranteed to satisfy this condition (WiIcox, 2004). 
Large Eddy Simulation In the hierarchy of methods for. the solution of fluid flow 
problems, LES occupies an intermediate position between DNS and RANS. LES is 
based on the fact that turbulent flows contain eddies of different scales and large scale 
eddies have features different from those of the small ones. The large vortices are 
generally much more energetic than the smalI.vortices (see figure 1-1), and thus are 
responsible for most of the transport of mass, momentum, energy and species 
concentrations. The large eddies interact strongly with the mean flow, therefore they 
are highly anisotropic and tend to be geometry and flow dependent. Modelling large . 
eddies is a very challenging task. On the contrary, the small eddies are determined by 
the viscosity and tend to be more universal, as well as isotropic (Tennekes and 
Lumley, 1974). They also' react more rapidly to perturbations, and recover equilibrium 
quickly. Thus, the modelling of the small scales can be significantly simpler than that 
of the large scales, and can be more accurate (Piomelli et al, 2001). Based on the 
above considerations, in LES, the large energy-carrying eddies and the small ones are 
separated using filtering, with the filter size normally related to the grid size. Those 
scales larger than the filter size are explicitly resolved in the numerical calculation, 
while the scales smaller than the filter size are modelled using a subgrid scale (SOS) 
model. 
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The principal advantage of LES over DNS is that LES does not suffer from the same 
strict resolution requirements of DNS. The goal in LES is to directly simulate only . 
into the inertial subrange, and not all the way to the dissipation scales as must be done 
in DNS. Practically however the level of eddy size which can be resolved and hence 
the amount of required modeling in LES is set by the amount of resolution that can be 
afforded computationally. LES is computationally significantly l~ss expensive than 
DNS. It allows one to compute flows in which the Reynolds nuinber is high and the 
geometry is complex that is currently not feasible for DNS. The present state-of-art is 
that LES can successfully simulate moderate to high Reynolds number flows in 
three-dimensional geometries. 
The major advantages of LES over RANS are on aspects of predictability, accuracy 
and modelling requirement. Unlike RANS, in which only the mean flow is solved and 
the entire turbulence is modelled, LES models only the small-scale turbulence and the 
filtered variables contain thus much more information than the RANS variables. As 
spatial and temporal resolutions are refined, the RANS approach does not inherently 
increase the dynamic range of scales that is resolved, while the LES approach resolves 
even smaller spatial and temporal scales. A consistent LES methodology converges to 
an exact solution of the unfiltered Navier-Stokes equations, i.e., DNS. The inherent 
unsteady feature is a distinct advantage of LES as compared with RANS. Finally, 
. since classic theory suggests that the small-scale structure of turbulence should be. 
more universal than the large-scale structure, and LES modelling only concerns a 
much smaller part of the turbulence spectrum, LES turbulence models are expected to 
be more general, more accurate and much easier to construct than RANS models. 
After the pioneering work of Deardorff (1970) to apply LES to turbulent channel 
flows, LES calculations have been conducted for turbulent flows of various types and 
to flows of increasing complexity: isotropic homogeneous turbulence (Chollet and 
Lesieur, 1981), anisotropic homogenous turbulence (Bardina et al, 1983), plane 
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channel flow (Moin and Kim, 1982), plane mixing layer (Comte et al, 1992), 
boundary layer (Mason and Brown, 1994), round jet (Fatica et al, 1994), confined 
coannular jet (Akselvoll and Moin, 1996), flow over a backward facing step (Sagaut 
" et aI, 1996), jet in crossflow (Yuan et al, 1999), and ~any others. However, most of 
these works have been performed in relatively siinple geometries. LES of realistic 
engineering flows in complex geometry was scarce until the 1990s. Recently, the 
. tremendous increases in the speed, memory and storage of computational devices (e.g., 
the advent of massively parallel computers and affordable workstation clusters) have 
made more intensive computing feasible and stimulated industry interest in applying 
LES to engineering flows. The LES approach represents the most promising future 
methodology for modelling the unsteady and intermittent behaviours of large scale 
turbulent vortices present in many industrial flows involving both complex physics 
and complex geometries. The engineering application of primary interest in this thesis 
is flow inside a gas turbine combustor which has received significant· attention using 
the LES approaches (Mo in, 2002). 
In many conventional gas turbine combustors, combustion occurs predominantly in 
the non-premixed diffusion flame regime (fuel and air enter the combustor separately) 
and turbulent" mixing exerts a dominant influence. The flow field inside the combustor 
is highly turbulent and unsteady, with many complex features such as strongly 
swirling flow, occurrence of multiple recirculation regions, and mixing of hot 
" , 
combustion products with secondary cooling air in the form of jets in cross-flow. The 
flow field dynamics and the mixing cannot be described with sufficient accuracy by 
RANS methods (Pitsch and lhme, 2005). 
As environmental pollution issues, particularly NOxemissions, become an ever more 
important design driver for gas-turbine combustors in both industrial and aerospace 
applications, the Lean-Premixed-Prevapourised (LPP) combustion regime is 
becoming increasingly popular, because of its potential to achieve low emissions 
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perfonnance. NOx emissions from LPP combustors, however, are extremely sensitive 
to the spatial nonhomogeneity of fuel-air premixing (Snyder et al, 1996), which may 
be caused by temporal variations in fuel-air ratio of the mixture. LPP combustors are 
also prone to combustion/acoustic instabilities (e.g., flashback), which may also 
strongly influence the control and efficiency of LPP combustors. Due to the highly 
unsteady nature of these problems, it is unlikely that steady-state RANS method will 
provide completely adequate simulations. 
Hence, the optimised design of both traditional and next generation gas turbine 
combustors demands accurate, high fidelity prediction methods for complicated 
unsteady turbulent reacting flows in complex geometries. LES methods are probably 
the only satisfactory CFD route for this purpose (Tang et ai, 2000). 
LES provides substantial advantages over RANS for turbulent combustion modeling 
due to the paramount importance of scalar mixing processes to chemical reaction 
(Pitsch, 2006). In non-premixed turbulent combustion, fuel and oxidizer will firstly be 
incompletely mixed by large scale turbulent eddies and then fully mixed at molecular 
level by molecular diffusion. In premixed turbulent combustion, large scale motions 
firstly stir the unbumt mixture with hot combustion products, then molecular transport 
increase the temperature of reactants to the required value for chemical reactions. 
From a modelling point of view, the first step of large scale mixing is of an unsteady 
. convective nature, while the second step of molecular mixing is. of diffusive nature 
(Kim and Syed, 2004). In RANS, these two processes of different characteristics are 
modelled together with a single turbulent diffusion model, which leads· to poor 
perfonnance. Nevertheless, in LES the large scale mixing is resolved explicitly, thus 
LES should predict the turbulent mixing important to combustion more accurately. 
During the last. decade, significant advances have been made in LES of turbulent 
reacting flows, particularly in developing subgrid scale models. However, these 
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models wait to be tested for the truly complex heterogeneous turbulent flows as those 
in the gas turbine combustors, in order to identify the need for improvements and . 
further research. Fundamental advances in numerical methods are needed before this 
testing can take place and LES can be applied as an engineering design tool (Moin 
and Apte, 2006). The goal of the present study is to develop, validate and test a 
numerical algorithm suitable for LES of turbulent reacting flows in gas turbine 
combustor geometries . 
. 1.1.3 Numerical Methods for LES 
LES of realistic engineering flows, including turbulent reacting flows in gas turbine 
combustors, is still a big challenge, because most of those flows involve complex 
geometries which are not readily described with Cartesian grids. Much of the early 
work on LES in the 1970s and 1980s showed the importance of good grid quality in 
achieving good LES predictions and was carried out using Cartesian grids. Thus, in 
addition to good subgrid scale models, it requires reliable, robust, accurate and 
efficient numerical algorithms to solve the three-dimensional governing equations in 
general curvilinear coordinates. 
, 
The properties of numerical algorithms for LES are related to many issues, including 
choice of coordinate system, choice of velocity components, arrangements of variable 
on the grid, discretisation methods and mesh topology. For the numerical solution of 
the differential flow equations, a suitable coordinate system that also forms the 
numerical grid has to be chosen if a structured mesh CFD approach is adopted. 
~()undary-fitted curvilinear coordinates enable better resolution than Cartesian grids 
for complex geometries. In boundary-fitted curvilinear coordinates, the grid lines 
follow the.boundaries so that the boundary conditions are more easily implemented. 
Curvilinear coordinates can be orthogonal or non-orthogonal. In practice 
non-orthogonal coordinate grids are much easier to generate than orthogonal 
. coordinate grids, especially for three-dimensional situations. However, 
non-orthogonal coordinates introduce additional terms such as cross-derivatives 
which may reduce both convergence rate and stability and thereby increase the 
computing time. Additionally, because the cross-derivative terms need additional 
discretisation approximations, the accuracy of the method is decreased; Therefore, it 
. is desirable to use orthogonal coordinate grids if at all possible. 
Storage arrangement for flow variables in general coordinates can be either staggered 
or non-staggered (Ferziger and Peric, 1999). The non-staggered arrangement leads to 
non-physical oscillations or the so-called red-black checkerboard splitting of pressure 
and velocity fields and associated difficulties inobtaining a'converged solution. It is 
established from RANS calculations that with a non-staggered arrangement artificial 
stabilising terms (pressure smoothing) are required. It is not clear how . large the 
effects can be and what the best way is to treat 'pressure smoothing'in the case ofLES 
since so far little work has been reported to demonstrate this. The staggered 
arrangement removes the necessity for an interpolation of pressure in the momentum 
equation and of velocity in the continuity equation. Strong coupling between 
velocities and the pressure gradient can be achieved in the staggered arrangement, 
thus leading to inherently stable and accurate discretisation. Additionally, when a 
staggered arrangement is used with the standard seCond-order accurate central 
difference scheme, fully conservation pr?perty (i.e., simultaneously conserve mass, 
momentum, and kinetic energy) can be achieved (Morinishi et al, 1998). This 
important property is very helpful to LES, because it ensures robustness without 
numerical dissipation. Due to the above good features, the staggered arrangement has 
been widely used in the LES community. 
In a general curvilinear coordinate system the governing equations may be expressed 
using Cartesian or grid-oriented contravariant velocities as dependent variables .. The 
choice of grid-oriented contravariant velocities facilitates the specification of 
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boundary conditions, especially when, in the case of complex geometries, the 
boundaries are not aligned with the Cartesian directions. Contravariant velocities are 
, 
particularly convenient in association with grid staggering. The use of Cartesian· 
velocity components in this case makes the specification of boundary conditions more 
difficult and accuracy in near-boundary relPons may be affected. If grid-oriented 
velocity Components are used, due to grid line curvature, additional body-force terms 
appear in the momentum equations. These additional terms account for the 
redistribution of the momentum between the components. In .these terms. the so-·called 
Christoffel symbols occur, which involve the second derivatives of the coordinate 
mapping. The grid is thus required to be sufficiently smooth to reduce numerical 
errors, i.e., the change of grid direction from point to point must be small. These extra 
terms can be numerous for non-orthogonal meshes, but necessarily sinlpler for 
, 
orthogonal grids, another reason for preferring orthogonality for the underlying 
co-ordinate system. 
For spatial discretisation, choice needs to be made between upwind schemes and 
central differencing schemes. The use of upwind schemes is prevalent in RANS 
approaches, because upwinding provides numerical dissipation which makes the 
. solution-procedure robust. However, upwind schemes (even the higher-order ones) 
were judged inappropriate for performing accurate LES of turbulent flow, since they 
introduce a dissipative numerical error, mainly acting at high resolved wavenumbers, 
which can contaminate or even overwhelm the modelled subgrid stress (Beaudan and 
Moin, 1994; Mittal and Moin, 1997). Since the purpose of using LES is to capture 
more details on the turbulence structures, which are not available from RANS, then 
the numerical methods used in LES must be sufficiently accurate in representing their 
dynamics, rather than removing them by artificial dissipation. Central differencing 
schemes, in contrast, are non-dissipative. Generally speaking, higher-order central 
differencing schemes are desirable. However, the application of higher-order schemes 
to complex configurations is rather difficult. It is also difficult to construct high-order 
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energy conserving schemes (Morinishi, 1995). The second-order central differencing 
scheme is therefore very popular in the LES community, because it conserves global 
kinetic energy on uniform Cartesian grids. Although this energy conservation property 
has not been proven for non-uniform meshes, it is stilllike1y that with increasing use 
of LES on boundary-fitted curvilinear grids for applications to flows of engineering 
interest in complex geometry, the second-order central differencing scheme is going to 
be widely used (Tang et aI, 2004). , 
Computational meshes for LES application to practical gas turbine combustors should 
represent their complex geometry accurately and efficiently. An unstructured mesh is 
perhaps desirable in this respect due to the flexibility it offers in handling complex 
configurations (Moin and Apte, 2006). The time required for generating unstructured 
mesh is also significantly less than that for structured mesh. Thus, there are a few 
groups in the world which are working on numerical schemes with unstructured 
meshes for LES of complex engineering flows, following the pioneering work by 
Jansen (1996). However, a variety of problems appear when unstructured grids are 
used in LES. Constructing high-order schemes on unstructured grids is a much more 
difficult task than on structured grids, and defining filter sizes on a highly anisotropic 
irregnlar grid is another open research issue (Sagaut, 2000). LES numerical schemes 
with unstructured mesh also appear to be very memory and CPU intensive at present 
for the relatively large number of gnd points needed for turbulence simulations in 
complex geometries. Hence, for most applications of LES to complex engineering 
flows in the last decade, numerical schemes based on a multi-block structured mesh 
approach have been chosen as these provide a compromise between flexibility and 
computational cost. 
The Loughborough University in-house code LULES (Tang et al, 2004) is an LES 
code which has been developed after consideration of the above numerical issues for 
modelling engineering turbulent flows within reasonably complex geometries. The 
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code is based on boundary-fitted curvilinear coordinates with grid-oriented 
contravariant velocity components discretised on a staggered multi-block orthogonal 
grid. To avoid excessive memory requirements due to the Christoffel symbols related 
to using contravariant velocity components in general curvilinear coordinates, the 
initial curvilinear mesh transformation is restricted to a two-dimensional plane and in 
the third. dimension this grid can be either translated (z direction) or rotated (8 
direction) to form a fully 3D mesh. In this way, many complicated practical 
. engineering geometries, ~specially relevant to gas turbine combustors which in 
practice are usually annular in shape can be represented. 
Other features of the LULES code are (see chapters 2 and 3 for details): use of 
conservation forms of the governing equations, a multi-block structured grid, the 
Adams-Bashforth scheme for time stepping and a multi-grid method for accelerating 
the solution of the Poisson equation of pressure, a Smagorinsky model for simulation 
of subgrid scale stresses, and a wall function approach for the treatment of the wall 
layer. 
Validation of the LULES code has been conducted extensively using various test 
cases, including high-Reynolds number fully developed plane channel flow (Tang et 
al, 2004), fully developed swirling pipe flow (Tang et al, 2002a), flow in a 1800 bend 
square duct (Tang et al, 2004), impinging jet in crossflow (Tang et al, 2002b), 
non-swirling flow in lean premixed prevapourised (LPP) combustor geometries (Tang 
et al, 2000, 2001), isothermal confined swirling flow with recirculation (Tang et ai, 
2002a), dump diffuser flow involving separation and reattachment (Tang et ai, 2004) .. 
All of the above tests used were for constant density flow and for the aerodynamic 
field only. 
The LULES code has recently been extended to include a scalar transport equation 
(Dianat et ai, 2005). Total variation diminishing (TVD) scheme has been employed 
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for scalar convection discretisation to preserve the boUnded, non-negative nature of . 
the scalar. The code was then validated against several scalar mixing test cases, 
including low-Reynolds number heated channel flow, scalar mixing in co-axial. jet 
flow (Dianat et ai, 2006), as well as fluid mechanics and scalar mixing in gas turbine 
fuel injectors (Dianat et ai, 2007). However, the scalar mixing problems have so far 
been restricted to constant density flows. 
The good simulation results obtained in the above extensive validations have proven 
that LULES is a robust, efficient and reliable LES code. It is found that good 
simulation results caD. be obtained using LULES, even on relatively coarse grids. For 
example, the simulation results of the low-Reynolds number heated channel flow 
using LULES on a 72 x 58 x 41 grid showed excellent agreement with the DNS 
simulation (Debusschere and Rutland, 2004) on a much finer grid of 231 x 200 x 64 
nodes. The good performance of the LULES code makes it therefore worthwhile to 
consider extending this code to LES of variable density flows, including combusting 
flows in gas turbine combustors, and this is the major focus of the present work. 
1.2 Literature Review of Relevant Previous Studies 
In the majority of gas turbine combustors, fuel enters the combusting device in liquid 
form. Turbulent combustion flows in gas turbine combustors hence involve 
complicated processes of liquid fuel spray dynamics and multiphase flows. The liquid 
fuel does not always completely vaporize and mix before combustion occurs, 
resulting in persistent rich and lean pockets into which the turbul~t flame propagates. 
Since the mixture composition exhibits spatial and temporal variations, turbulent 
combustion can also occur in the partially premixed combustion regime. Studies on 
LES of liquid fuel spray dynamics has only recently been initiated (e.g., Mahesh et ai, 
2002, Pozorski, 2004) and most researches on turbulent combustion take into account 
specific regimes of gaseous fuel combustion only, i.e., fully premixed or 
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non-premixed turbulent combustion. The present study is intended to extend the 
LULES code to modelling of gaseous turbulent combustion in both fully premixed 
and noncpremixed regimes. 
Before applying LES techniques to turbulent reacting. flows, it was considered a 
useful first· step to study LES of turbulent nonreacting vanable density flows. 
Compared with nonreacting constant density flows,' turbulent combustion flows 
involve density variations coupled with chemical reactions .. Nonreacting variable 
density flows form a logical bridge between constant density and turbulent 
combustion flows (Schefer and Dibble, 2001). Such flows provide a simplified flow 
situation in which the complexity of variable density remains without the complex 
coupling between turbulent mixing and chemical heat release. Thus the effects of 
variable density on turbulence can be isolated from chemical reactions. 
In the following, previous studies on nonreacting turbul~nt variable density flows, 
premixed turbulent reacting flows, and non-premixed turbulent reacting flows will be 
reviewed. Due to the vast amount of research in these areas, reviews will be limited to 
only the relevant LES applications and related experimental work. 
1.2.1 Nonreacting Turbulent Variable Density Flows 
In nonreacting low Mach number variable density flows, the density variation can be 
due to either thermal gradients or mixing of fluids of different composition. Thrbulent 
variable density flows .have been studied utilizing numerous experimental 
technologies under wide-varying flow conditions and geometries (Gouldin et aI, 1986). 
A major test .case for turbulent variable density flows is the round jet discharging into 
surroundings of different density, which provides a simplified flow geometry that is 
well suited to modelling. 
Some previous experimental' studies on turbulent variable: density round jets are 
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· provided in Table 1-1. The experiments presented in Table 1-1 correspond to a round 
jet of density PieJ flowing into either a quiescent or a coflowing gas of different 
density Poof/ow. In the studies of a heated air jet into a surrounding air coflow, 
temperature is the measured scalar. The range of density ratio studied varies from 
helium jets flowi~g into air (density ratio Pi"/ Pcof/ow = 0:14) to a propane jet into air 
(density ratio 1.52). The range of flow Reynolds number also varies considerabiy 
from 2950 to 160900. Various diagnostic techniques have also been employed for the 
measurements. In the study of Aihara et al. (1974), velocity was measured by a 
hot-wire probe, while both hot-wire probe and sampling probe were used for the 
measurements of concentration. Lockwood and. Moneib (1980) measured the 
temperature distribution throughout the flowfield of a heated air jet. using 
thermocouples. Birch et al. (1978) used nonintrusive laser-Raman scattering to 
measure detailed radial profiles and the axial profile of the mean methane 
concentration and higher moments. Rayleigh scattering was used to measure jet fluid 
concentration in recent studies (Pitts and Kashiwagi, 1984; Richards and Pitts, 1993). 
Two-color laser Dopplervelocimetry systems were used to measure velocity fields 
(AmieJh et al., 1996; Schefer and Dibble, 2001). 
Besides the experimental works mentioned above, there are two other experimental 
studies which are of great value to the present investigation, i.e., Steward and Guruz 
(1977) and Pitts (1991). Steward and Guruz (1977) introduced a similarity parameter 
called the non-isothermal Craya-Curtet number (Ctni) for confined turbulent variable 
density jet injected into a duct of constant cross section, and also measured velocity" 
temperature and tracer concentration profiles in such a system with flow patterns 
varying from substantial recirculation to no recirculation. This data set is very suitable. 
for validating simulations of confined variable density flows, which are relevant to the 
confined flows in gas turbine combustors. Pitts (19~1) provides measurements of 
time-averaged concentration and unmixedness along the centreliile of variable density . 
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round jets fonned from six pairs of jet and ambient gases. The jet to ambient density 
I 
ratio covers a substantial large range from 0.14 to 5.11. This data set is ideal for 
validating a simulation code's numerical stability and sensitivity to variable density 
effects. Details of these two experimental works will be provided in corresponding 
sections of Chapter 4, where they are used for validation purpose. 
Table 1-1 Experimental Studies on Variable Density Round Jets 
Reference Flow P ld / P ccf/ow ' U rofIow / U jet Re 
Aihara et ai, 1974 He/Air 0.14 
-
0 I 2,950 
. 
Antonia et ai, 1975 Air/Air 0.95 0.15 38,000 
Chevray and Tutu, 1978 Air/Air 0.94 0 34,100 
.. 
Birch et ai, 1978 CRJAir 0.55 0 160,000 
Dyer, 1979 C3HS/Air 1.52 0.033 9,790 
Lockwood and Moneib, 1980 Air/Air 0.54 0 50,000 
. . 
" 
Pitts and Kashiwagi, 1984 CHJAir 0.55 0.08 4,130 
He/Air 0.14 0 4,000 
. 
, 
Richards and Pitts, 1993 CRJAir 0.55 0 25,000 
C3Hs/Air 1.52 0 25,000 
He/Air 0.14 0.031 7,000 
Amielh et ai, 1996 
C02/Air 1.40 0.1 32,000 
Schefer and Dibble, 2001 C3HslAir 1.52 0.174 68,000 
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Nwnerical simulation methods have also been applied to investigate the properties of 
turbulent variable density round jets, dominantly by RANS approaches. Singh et al 
. (1999) simulated entrainment· and mixing in a confined turbulent jet of variable 
density, and compared their results with experimental data of Steward and Guniz 
(1977). A simple turbulent model based on mixing length theory was adopted. 
Essential pow features of the confined turbulent variable density jet flows were 
captured and the level of ambient fluid entrainment was predicted fairly accurately. 
Sanders et al (1996) investigated variable density effects in turbulent round jets using 
both the standard k- & model and a second-order Reynolds stress transport model. 
It was found that the Reynolds stress model predicted fairly well the magnitude of . 
centreline profiles of normal stresses, while the k - & model failed to predict the 
turbulence anisotropy. Both models predicted that, after certain' axial distance, 
centreline unmixedness reached asymptotic value which is independent of the density 
ratio between jet and ambient fluids. The Reynolds stress model predicted a slight 
peak in the near field before the unmixedness reaches its final value. Gharbi et al 
(1995) also applied a second-order Reynolds stress model to the study of a turbulent 
round jet with variation in density. It was found that the quality of numerical 
predictions for the rate of axial decay of both longitudinal velocity and concentration 
was acceptable in the case of constant jet density, but deteriorated somewhat when the 
density ratio between two gases moved away from unity. 
Numerical modelling of variable density round jet by LES approach is rare. 
Tyliszczak and Boguslawski (2006) conducted LES simulations of isothermal and 
non-isothermal low Mach number round jets. The influence of the density ratio 
between jets and ambient fluid on the flow field evolution has been analysed 
numerically and compared with experimental data (Russ and Strykowski, 1993; Kyle 
and Sreenivasan, 1993). The LES simulation predicted that, when the density ratio 
decreases, the axial velocity decays faster and the maxima of fluctuations increase and 
move closer to the jet inlet. This is consistent with experimental observations. 
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Additionally, the influence of external excitation was investigated. 
1.2.2 Premixed Turbulent Combustion 
Prernixed turbulent combustion is composed of chernical reaction~ and flow motions 
with a wide range of length and time scales, spanning several orders of magnitude. 
Since the prernixed flame propagates in turbulence, there are also very complicated 
interactions between turbulence and chemical reactions. Therefore, the description of 
prernixed turbulent combustion and the derivation of combustion models must be 
based on a comprehensive understanding of the mechanisms by which turbulence and 
chemistry interact. The physical analysis and comparisons of the various time and 
length scales involved in combustion phenomena lead to turbulent combustion 
diagrams, where the flame structures are classified into various regimes, depending on 
a small number of non-dimensional characteristic parameters. 
1.2.2.1 Regimes of Premixed Combustion 
Diagrams defining regimes of prernixed turbulent combustion are based on a set of 
non-dimensional parameters, defined by comparing the characteristic time and length 
scales of the chemistry to those of the turbulent flow. 
For a prernixed flame, the turbulent Reynolds number Re, can be written as: 
u'£ 
Re,=--
SL1F 
(1.13) 
by assuming a unity Schmidt number, Se = vi D = 1, and defining the diffusion 
coefficient D of a laminar premixed flame as: 
(1.14) 
in which SL is the laminar buming velocity, and £ F is the flame thickness, which 
represents the size of the entire laminar prernixed flamelet structure. 
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For the largest eddies, the Damkoehler number D. can be defined, which corresponds 
to the ratio of the integral time scale T to the flame time scale tF: 
D =..:...= SL£ 
• '£ tF U F 
(1.15) 
Furthermore, two turbulent Karlovitz numbers can be defined for the smallest eddies. 
The first one is the ratio of the flame time scale t F , to the Kolmogorov time scale tq:, 
(1.16) 
where e is turbulent dissipation rate, and T/ is Kolmogorov length scale. The 
second Karlovitz number, Kaa, relates the. laminar flamelet inner reaction layer 
thickness, £ a' to the Kolmogorov length scale, T/ • It is defined as: 
(1.1 7) 
Figure 1-2 shows the premixed combustion regime diagram proposed by Peter (2000) 
based on the turbulent Reynolds number R~ and two Karlovitz numbers, Ka and 
Kao. In this diagram, four different premixed turbulent combustion regimes can be 
identified: wrinkled flamelets regime, corrugated flamelets regime, thin reaction zones 
regime and broken reaction zones regime. 
The wrinkled flamelets regime occurs when Re, >1 and U'/SL <1. It corresponds to 
the condition where the turbulence velocity is too small to cause any significant 
deformations of the flame front, therefore only small wrinkling of the flame front can 
be observed. This is an extreme situation and seldom encountered in practical 
applications where higher levels of turbulent intensity ar~ common to enhance mixing 
and the combustion process. 
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Figure 1-2 Diagram ofPremixed Combustion Regimes (peter, 2000) 
The corrugated flamelets regime occurs when Re, >1, U'/SL >1 andKa<1. In this 
regime, turbulent velocity fluctuations are large, thus eddies are able to. corrugate the 
flame front. However, the smallest eddies of size 1] are still larger than the laminar . 
flame thickness e F' so that they cannot penetrate into the laminar flame structure. The . 
interaction between eddies of all sizes and the laminar flame structure is thus purely 
kinematic, so that the chemical and transport processes within the flame structure 
remain essentially unmodified. 
The thin reaction zones regime occurs whenRe, > 1, U'/SL:> 1, Ka > 1 andKa6 <1. 
In this regime, the size of the smallest eddies are smaller than the laminar flame 
thickness, but larger than the thickness of the inner reaction layer. Therefore, these 
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eddies can penetrate into the bulk of the flame structure and enhance the local 
transportation of chemical species and energy in the preheat zone, but they cannot 
penetrate into the inner reaction layer. The chemical reactions that sustain the flame 
are essentially uninfluenced by turbulence. 
The broken reaction zones regime occurs whenRe, >1, U'/SL >1, andKaa :>1. In 
this regime, the Kolmogorov eddies are very small and can penetrate into even the' 
inner reaction layer and alter the chemical reactions within the inner reaction layer. 
The flame may be extinguished locally because eddies within the inner reaction layer 
enhance heat loss towards the preheat zone and thus cause a temperature decrease and 
subsequently a loss of radicals. 
The above diagram of premixed combustion regimes is very useful for combustion 
model development. In fact, many premixed combustion models are developed with 
explicit consideration of the combustion regimes. For example, flamelet models 
assume that, combustion is in either the corrugated flamelets regime or the thin 
reaction zones regime, where inner reaction layer of the laminar flame structure is not 
affected by turbulence. 
1.2.2.2 Premixed Combustion Models for LES 
LES application to prernixed turbulent combustion is still being developed and a 
, variety of different inodeling approaches have been proposed, which can be roughly 
classified into two categories: flame1et and non-flame1et models (Huang etal, 2003). 
The flamelet models include flame surface density models (Boger et ai, 1998; Hawkes 
and Cant, 2000 and 2001), flame wrinkling models (Weller et al, 1998; Tabor and 
Weller, 2004), turbulent flame speed models (Flohr and Pitsch, 2000), G-equation' 
approach models (Kim and Menon, 2000; Pitsch et aI, 2002), and linear eddy model 
(Chakravarthy and Menon, 2001). The non-flamelet models include eddy-break-up 
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models (Fureby and Lofstrom, 1994; Fureby and Miiller, 1995) and thickened-flame 
models (Colin et aI, 2000). 
All the above models have merits and demerits and it is at present not evident which 
approach is the best. For example, in the thickened· flame model, the 
chemistry-transport interaction is artificially modified to broaden the flame thickness, 
so that the flame front can be resolved on a LES grid. The Arrheniuslaw and complex 
chemistry can be used, thus various transient phenomena such as ignition, extinction, 
flame-wall interaction can be treated without the ad-hoc submodel. However, the 
interaction between the turbulence and chemistry is modified when the flame front is 
artificially thickened and some unknown effects may be introduced on combustion 
dynamics. 
In many combustion systems, especially gas turbine combustors, flamelet burning is 
believed to be prevalent (Peters, 2000; Eggenspieler and Menon, 2004). Therefore, the 
flamelet models seem to be more preferable for the present work. Among the flamelet 
models, the linear eddy model is perhaps the most sophisticated one. A 
one-dimensional model is used in each computational cell to treat the subgrid scale 
tUrbulent processes and chemical reacti~ns, so the linear eddy model approach is 
complex and time-consuming (Huang et ai, 2003). The G-equation approach is 
popular for LES ofpremixed turbulent combustion. The flame thickness is assumed to 
be negligible and the flame front is described as a propagating surface tracked using a 
field variable G. The flame surface is represented with a constant value Go of the G 
function, while the value of G away from the surface is not uniquely defined and 
chosen for convenience. One challenge to the G-equation approach is that the 
turbulence flame speed is not· a well defined quantity and no universal model is 
currently available (Poinsot and Veynante, 2001). There are also numerical and 
theoretical difficulties related to the G-equation: artificial diffusivity is added to avoid 
flame cusps, and coupling between displacement and consumption speed (Piana et ai, 
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1996). The flame surface density models, flame wrinkling models, and turbulent 
flame speed models are similar. In these models, a filtered progress variable is usually 
solved, while the unclosed. reaction source term is modelled by introducing 
respectively the SOS flame surface density, the SOS flame wrinkling factor or the 
SOS turbulent flame speed. In general, modeling of these three terms is closely related 
to flame wrinkling effects caused by unresolved turbulent motions. In the present 
stUdy, the flamesunace density models are preferred. Their details are introduced in 
the following. 
In flame surface density models, the premixed turbulent flame is viewed as an 
ensemble of smalllaminar flame elements, i.e., flamelets with structure assumed to be 
similar to a laminar stagnation point flame. The dynamics of the premixed turbulent 
flame are described by the transport equation for the reaction progress variable, c, 
which is zero in unburned gases and unity in burnt gases. The filtered form of the 
reaction progress variable transport equation Can be expressed as: 
(1.18) 
The three left hand side terms in the above equation correspond respectively to 
unsteady effects, resolved convective fluxes, and unresolved transport. The two right 
hand side terms denote respectively filtered molecular diffusion and filtered reaction 
rate. There are three terms need to be closed: unresolved transport, filtered molecular 
diffusion and filtered reaction rate. 
The general idea behind the flame surface density model is that the volumetric 
consumption of the unbumed gases can be expressed by the product of two quantities: 
the flame surface density (Le., the available flame surface area per unit volume) and 
the reaction rate per unit area of the flame surface. Therefore, the filtered molecular 
diffusion and filtered reaction rate are jointly modelled as a single flame front 
propagation term: 
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(1.19) 
where p, is the fresh gases density, wL is the surface-averaged flame consumption 
speed along the flame surface, L is the (SOS) flame surface density (i.e., the flame 
surface density per unit volume at the subgrid scale level). In this way, chemical 
reactions are separated from turbulence-flame interactions. The chemistry is 
incorporated into the surface-averaged flame consumption speed wL ' which can be 
calculat~ with complex chemistry using a simple model for laminar planar stagnation 
point flames. The flame surface density L on the other hand represents the flame' 
front convolution, with a high local flame surface density corresponding to a high 
local turbulent reaction rate. A model is therefore required for the flame surface 
density L (i.e., flame surface area in unit volume). 
Boger et al (1998) introduced an algebraic model for the flame surface density. The 
filtered molecular diffusion, V· (pDV c), filtered reaction rate, to, and flame front 
propagation term, p, wL L, were extracted and analyzed from DNS data of a 
premixed flame interacting with a time evolving three-dimensional homogenous 
isotropic turbulence; The filtered reaction rate, to, and the resolved convective fluxes, 
. V . (i5iic) , were found to be of the same order, while the filtered molecular diffusion, 
V.(pDVc), and the unresolved transport, V'(i5(!;;;-iic)), were found to be of the 
same order. The extracted flame surface density was found to exhibit a parabolic 
shape. Accordingly, the flame front propagation term was modelled by an algebraic 
expression which is similar to the Bray-Moss-Libby (BML) formulation widely used 
in the RANS context: 
(1.20) 
where !1 is the filter width, and P is a model constant. 
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The algebraic model proposed by Boger et al (1998) has been employed by several 
authors for LES simulations of premixed turbulent combustion in different flow 
configurations. LES of a V-shape premixed propane/air turbulent flame stabilized 
behind a triangular flame holder has been performed by Boger and Veynante (2000). 
It was demonstrated that complex phenomena can be taken into account even using a 
simple algebraic model. The simulation results showed that counter-gradient turbulent 
transport, which is very difficult to predict in RANS simulations, can be easily 
recovered in LES, at least at the resolved scale level. Kirkpatrick et a1 (2003) and 
Masri. et al (2006) applied the algebraic model to LES simulations of a turbulent 
premixed flame propagating through a chamber containing a square obstruction. The 
simulations were found to be in good agreement with experimental results for the 
, 
flame speed, the flame structure, the overpressure and its rate of increase. Stein et al 
(2007) performed LES simulation of lean premixed methane/air combustion in 
turbulent· opposed jets at moderate Reynolds number. LES results obtained are 
promising with a good agreement of both mean and fluctuating velocity components 
and a mean profile of the progress variable reflecting the corresponding recent PIV 
measurements. In view of the remarkable performance of the algebraic model for 
flame surface density as demonstrated in previous studies, it is believed worthwhile to 
investigate it further. 
Hawkes and Cant (2000) developed a transport equation for the filtered flame surface 
density and provided models for unc10sed terms. The transport equation can be 
(1.21) 
where (u/ ): = [( u/ ), - u/ ] is the surface velocity fluctuation, S ... a. is the resolved 
strain source term, Sh, is the heat release strain source term, S,. is the residual stain 
source term, Pm",. is the resolved propagation term and P,. is the subgrid destruction 
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tenn due to effects of flamelet propagation. All the above tenns need to be modelled. 
The. LES formulation of the modelled transport equation is similar to the typical 
RANS models in the subfilter tenns. However the LES formulation includes the 
resolved contributions associated with effects of propagation, curvature and strain, 
which are typically neglected for RANS. 
The transport equation FSD model has been tested by Hawkes and Cant (2001) for a 
simply freely propagating prernixed turbulent flame. The model. behaviour for 
different turbulence intensities at the inflow plane and different values of the filter 
size has been examined. It was shown that the process of flame propagation involves 
complicated interactions between many competing processes of flame surface area. 
destruction and production, and it was supposed that a modelled transport equation is 
more likely to be able to represent transient effects. The level of modeling complexity 
is, however, significantly increased when the filtered transport equation for the flame 
surface density is used, as compared with the algebraic model. To the best knowledge 
of the present author, the transport equation FSD' model proposed by Hawkes and 
Cant (2001) has not been widely validated against experimental results in complex 
flow configurations relevant to practical applications. It is also not sure presently 
whether significant improvements can be generally obtained by adopting a more 
complicated and computational costly transport equation. FSD model rather than an 
algebraic model. 
As a result of above discussions, the algebraic model of Boger et al (1998) was 
chosen in the present study for investigating LES of premixed turbulent combustion 
flows. 
1.2.2.3 Experiments for Premixed Combustion 
There are many experimental test cases available for validating LES approaches for 
premixed turbulent combustion, e.g., reacting shear layer at a rearward facing step 
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(Pitz and Dail, 1983), premixed dump combustor (Poinsot et al; 1987), premixed 
flame past a triangular-shaped bluff body (Sjunneson et ai, 1991), turbulent Bunsen 
burner (Chen et ai, 1996), swirl-stabilized gas-turbine combustor (Broda et ai, 1998). 
Recently, experiments have been conducted on the ORACLES test rig, which is 
specially designed to provide accurate experimental data to assess LES approaches for 
both premixed and partially premixed turbulent combustion (Besson et ai, 2000; 
Nguyen and Bruel, 2003). For the present study, this experiment's potential to support 
further research on partially premixed turbulent combustion is an attractive feature. 
This experimental rig has relatively simple geometry and boundary conditions, which 
, 
benefit the modelling. Detailed measurements of velocity fields are available for both 
non-reacting and reacting cases. This configuration has been used by Domingo et al 
(2005) to validate the FSD-PDF model for LES of turbulent premixed combustion. It 
has also been used by Duchamp and Pitsch (2001) and Safta et al (2006) to test the 
level-setlflamelet approaches for LES of partially premixed combustion. It has 
therefore been selected for the present work as the test case for premixed combustion. 
1.2.3 Non-premixed Turbulent Combustion 
For non-premixed combustion, unlike in premixed combustion" identification of . 
combustion regimes, is a difficult and controversial subject, because the laminar 
diffusion flame does not possess a unique thickness and a propagation speed, and the 
'estimation of time scales is ambiguous. Different diagrams introducing various 
parameters may be found in literature (Borghi, 1988; Bray and Peters, 1994). Since 
strong assumptions have been introduced in the derivation and these diagrams should 
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be used with great care (Poinsot and Veynante, 2001), they are not introduced here. 
1.2.3.1 Non-premixed Combustion Models for LES 
For LES of non-premixed turbulent reacting flows, there are two major groups of 
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approaches: mixture fraction based, and Filtered Density Function (FDF) transport 
equation based approaches. The FDF transport equation approach was introduced by 
Pope (1990), and later developed by Gao and O'Brien (1993), Colucci et al (1998), . 
Jaberi et al (1999), and Lu et al (2004). The FDF is essentially the joint probability 
densityfunctionofthe subgrid scale scalar quantities, which depends on space, time 
and all independent scalars. Solution of the modelled FOP equation generally requires 
the use of a Monte Carlo method. The transported FDF approach has potential to be 
applied to turbulent reacting flows where finite-rate chemistry is of importance. 
However, the challenge for applying these approaches to LES of practical turbulent 
reacting flows is the computational cost. As chemical kinetic mechanisms become 
more complicated, the number of dimensions in which the transport FDF equation 
must be solved increases, making solution increasingly expensive. Therefore, these 
approaches will not be considered further in this study. 
The mixture fraction based LES approaches have been developed to the point where 
they can be used with confidence in both research and applications for certain classes 
of problems (Riley, 2006). For these approaches, the commonly used combustion 
. models, including mixing-controlled models and steady/unsteady flamelet models, 
will be introduced below. The recently developed Conditional Moment Closure (CMC) 
models in the LES context (Steiner and Bushe, 200 I, Kim and Pistch, 2005) will 
again be omitted due to their high computational cost. 
The earliest and simplest models for non-premixed turbulent combustion are 
mixing-controlled models, including the fast chemistry model and the equilibrium 
chemistry model. 
In the fast chemistry model, chemical reactions are assumed to be infinitely fast and 
irreversible. Since chemical reactions are infinitely faster than other processes (e.g., 
mixing by molecular diffusion) in the flow, the mixture is always completely reacted . 
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Also, because of the irreversible assumption, the fuel and oxidant cannot be found 
together at the same location, i.e:, if fuel is in excess, the mixture consists of products 
and excess fuel; if oxidant is in excess, the mixture consists of products and excess 
oxidant. The flame is situated at the surface where fuel and oxidant are in 
stoichiometric proportions. On both sides of the flame, the temperature and species 
profiles are linear functions of mixture fraction but their slopes are discontinuous at 
the flame front. This flame structure is known as the Burke-Schumann structure. 
The equilibrium chemistry model is similar. to the fast chemistry model since it also 
assumes chemical reactions are infinitely fast. But in the equilibrium chemistry model, 
the chemical reaction is assumed to be reversible and in a state of chemical 
equilibrium, leading to a more complex flame structure. Since high temperature 
dissociation is accounted for, the concentrations of intermediate species and radicals. 
(e.g., H, OH, and· 0) can be included. However, analysis of experimental data on 
laminar diffusion _ flame indicates that equilibrium chemistry state cannot be 
approached at low strain rate condition and some sort of metastable state is involved 
(Bilger, 1977). Therefore, the equilibrium chemistry model tends to overpredict the 
CO concentration and underpredict the temperature in the fuel rich part of diffusion 
flame. 
Both fast chemistry and equilibrium chemistry models do not include any chemical 
kinetics information and thus cannot account for the effects of turbulence on chemical 
reactions. Phenomena such as ignition and extinction cannot be described by these 
models. However, because· of the simplicity and easy of implication, mixing 
controlled models have been adopted in many LES calculations, for example, planar 
non-premixed shear layer (Jimenez et aI, 1997), hydrogen jet diffusion flames (Forkel 
and Janicka, 2000; Branley and Jones, 1997, 2001), confined coaxial jet diffusion 
flame (Pierce, 2001), swirling confined coaxial jet diffusion flame (pierce and Moin, 
1998), and turbulent buoyant jet diffusion flames (Zhou et aI, 2002). 
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The laminar flamelet model was originally developed by Peters (1983, 1984). It is 
assumed that the time scales of the chemical reaction are much smaller than those of 
the turbulence and the chemical reactions occur in thin layers (flamelets) around the 
stoichiometric mixture. The structure of the flamelet is essentially the same as those 
of a laminar flame subjected to the same flame stretch (scalar dissipation). By 
neglecting terms involving gradients parallel to the instantaneous surface of 
stoichiometric mixture, the species conservation equation can be locally and 
instantaneously transfonned into· a laminar flamelet equation in which mixture 
fraction is used as an independent coordinate. The laminar flamelet equation may be 
written as: 
(1.22) 
where T is the time, p is the density, d>, is the chemical production rates of species i. 
In Peters (1983), the steady laminar flamelet model was developed by assuming the 
flame structure is in steady state, i.e., neglecting the time derivative term in the 
flamelet equation. The solution of the flamelet equation then only depends on the . 
scalar dissipation rate and the boundary conditions. Quantities such as species mass 
fraction, temperature and reaction rate can be pre-calculated and tabulated as 
functions of mixture fraction and scalar diSSipation rate. Detailed chemical reaction 
mechanisms and molecular diffusion can be used for generating the library. The 
computational overhead of the steady flamelet model in LES calculations is small. 
With the above advantages, the steady flamelet model has been used in several LES 
calculations. For example, Cook and Riley (1998) and De Bruyn Kops et al (1998) 
have carried out a priori studies of this model using results from DNS and found that 
the model works well for moderate to high Damkoehler number diffusion combustion 
without extinction. Raman and Pistch (2005) applied the steady flame1et model to a 
bluff-body-stabilized non-premixed flame and predicted the flame structure quite 
accurately. 
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The steady flamelet model is based on the assumption that chemistry is in steady state, 
which does not hold when the Darnkoehler number· is low. Therefore; a steady 
flamelet model is inaccurate in cases where reactions are slow (e.g., fonnation of 
pollutant such as NO and CO), or where local extinction and re-ignition happens. In 
these cases, the full unsteady flamelet equation needs to be solved. Pistch and Steiner 
(2000) have developed an unsteady flamelet model from a Lagrangian viewpoint. The 
unsteady flamelet equations are solved coupled with the LES calculation to provide 
filtered density and species mass fractions using a presumed PDF of mixture fraction. 
A cross-sectional conditionally averaged value of the scalar dissipation rate is 
determined from the LES calculation and provided to the flamelet equation. Pitsch 
(2002) has rewritten the flamelet equation into Eulerian fonn and developed the 
Eulerian flamelet model, which avoids the cross-section average and enables 
consideration of resolved fluctuations of the scalar dissipation rate. This model has 
been applied to LES simulation of Sandia Flame D. It was found that layers of high 
scalar dissipation rate alternate with those of low scalar dissipation rate and 
accounting these local fluctuations of the scalar dissipation rate substantially 
improved the prediction of CO fonnation. The disadvantage of the unsteady flamelet 
model is that the computational overhead can be much greater compared with using 
steady flamelet model, because the dynamic equations for species conservation and 
temperature must be solved coupled with the LES calculation. For the purpose of the 
present thesis the steady flamelet model will be considered, but not at this stage the 
unsteady flamelet approach. 
1.2.3.2 Experiments for Non-premixed Combustion 
There are many experimental test cases that have been used for, the validation of LES 
approaches for non-premixed turbulent combustion, e.g., turbulent piloted 
methane-air jet diffusion flame (Barlow and Frank, 1998), turbulent hydrogen-air jet 
diffusion flame (Stamer and Bilger, 1983), turbulent planar diffusion reacting jet 
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(Mungal and Dimotakis, 1984), bluff-body stabilized diffusion flame (Dally et aI, 
1998), and confined coaxial jet diffusion flame (Owen et aI, 1976; Spadaccini et al, 
1976). Among these experimental configurations, the confined coaxial jet diffusion 
flame is most relevant to turbulent combustion in gas turbine combustors. This 
experiment has complex flow pattems resembling those in a gas turbine combustor, 
but its relatively simple geometry and boundary conditions are beneficial to the 
modelling. Detailed measurements of species, temperature, and velocity fields are . 
, 
available for the validation. This experiment has been used by many researchers to 
validate different LES approaches for non-premixed turbulent combustion, e.g., 
flamelet/progress variable approach (pierce and Moin, 1998; Pierce, 2001, Mahesh et 
ai, 2006, Moin and Apte, 2006) and unsteady flameletlprogress variable approach 
(pitsch and lhme, 2005). The confined coaxial jet diffusion flame test case will hence 
be adopted in the present study to validate LES predictions of non-premixed turbulent 
combustion. 
1.3 Objective of the Current Study 
Given the goal stated in section 1.1 and the literature reviews in the previous sections, 
. the following main objectives were set for the present study: 
• Extend the incompressible LULES code to LES of nonreacting variable density 
turbulent flows 
Develop the numerical algorithm suitable for LES of nonreacting variable 
density turbulent flows, based on the low-Mach number approximation and 
using the conserved scalar methodology. 
Develop the sas model to account for subgrid scale .mixing in both 
isothermal and non-isothermal conditions. 
Validate the extended code by conducting simulations for two test cases and 
comparing the simulation results with experimental data. The first test case 
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(Steward and Guruz, 1977) is to access the code's performance in predicting 
confined variable density flows. The second test case (pitts, 1991) is to 
access the code's sensitivity to density variation and numerical stability. 
• Extend the LULES code further to LES of non-premixed turbulent reacting flows 
Based on the study on LES of nonreacting variable density turbulent flows, to 
develop further the numerical algorithm suitable for LES of non-premixed 
turbulent reacting flows using the conserved scalar methodology. 
Adopt mixing control models and steady-state flamelet model to account for· 
chemical reactions, generate the interpolation libraries for non-premixed 
turbulent. combustion. 
Validate the extended code by conducting simulations for the confined 
coaxial jet diffusion flame (Owen et al, 1976) and comparing the simulation 
results with experimental data. 
Assess the numerical aspects that influence the accuracy, stability and 
efficiency of the simulations, e.g., grid resolution, boundary conditions, et al. 
• Extend the LULES code to LES ofpremixed turbulent reacting flows. 
Develop the numerical algorithm suitable for LES of premixed turbulent 
reacting flows using the reaction progress variable methodology and an 
algebraic flame surface density model. 
Validate the extended code by conducting simulations for inert flow and 
premixed turbulent combustion flow in the ORACLES test rig (Besson et al, 
2000; Nguyen and Brue1, 2003) and comparing the simulation results with 
experimental data. 
1.4 Outline of the Thesis 
The rest of the thesis consists of six chapters. The mathematical formulations for 
low-Mach number variable density flows, non-premixed combustion flows and 
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premixed combustion flows will be derived in chapter 2. Numerical issues, such as 
. spatial and temporal discretisation of the governing equations, boundary conditions, 
as well as the subgrid models for turbulence and combustion, will be provided in 
chapter 3.' The application of above mathematical and numerical methods to 
non-reacting variable density flows will be discussed in chapter 4. The methods 
described in chapters 2 and 3 were also applied to simulations of non-premixed 
. 
turbulent combustion and premixed turbulent combustion, which will be shown 
respectively in chapter 5 and 6. Finally, conclusions from the present studies will be 
summarised in chapter 7, which also includes suggestions for future work. 
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Chapter 2 Mathematical Formulation 
This chapter includes' six sections. The complete set: of governing equations for 
multi-species reacting flows is first summarised in section one; then, assumptions to 
simplify these go~erning equations are introduced in 'sections two. Section three 
describes simplifications specifically to treat chemical reaction, and provides models 
for non-preririxed combustion, prernixed combustion, and non-reacting variable 
density mixing flows. The final form of the simplified governing equations is then 
summarised in section four. Filtering and LES formulation are discussed in section 
c, five, whilst turbulence-chemistry (or mixing) interaction sub-grid scale (SOS) models 
are presented in section six. 
2.1 Governing Equations for Multi-species Reacting Flows 
A full description of multi-species reacting flows requires the continuity equation; 
species mass transport equations, momentuin equations, energy equation" and 
equation of state. ,The derivation of these equations can be found in classic books on 
combustion (Williams, 1985; Kuo, 1986). These governing equations are summarised 
below: 
Continuity Equation: 
(2.1) 
Species Mass Transport Equations: , 
Momentum Equations: 
(2.3) 
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Energy Equation: 
o (ph) +....:0 (,-=-pu....!.,h...i..) 
at Ox, 
Dp oq, ou,' ~. ---+Ty-+Q+PL..~h·Vk 
Dt· Ox, Ox) k=1 
(2.4) 
Equation of State: 
(2.5) 
In the above equations, N is the total number of species present, . p is density, u, is 
. the flow velocity component in the i direction, . ~ is the mass fraction of species k, 
v;, is the mass diffusion velocity of species k, Vk,l is the component of v;, in the i 
direction, wk is the mass rate of production of species le, p is pressure, Ty is the 
viscous stress tensor, C7 y is the total stress tensor, h is the volume force acting on 
species k, h,l is the component of h in the i direction, h is enthalpy per unit 
mass, q, is the heat flux in the i direction, Q is the rate of heat added by a heat 
source (e.g., electric spark radiation), M k is the molecular weight of species k, R,. 
, . 
is the universal gas constant, and T is the temperature. 
The viscous stress tensor T y can be written as: 
(2.6) 
where p is the dynamic viscosity. 
Enthalpy h is defined as: 
(2.7) 
where the specific enthalpy of specie k is: 
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(2.8) 
in which Ml;,k is the standard heat of fonnation of species k at reference 
temperature TO, and C p,k is the mass hea(capacity of species k at constant pressure. 
The heat flux component ql can be expressed as: 
< • 
(2.9) 
where A, is thermal conductivity, Xn is mole fraction of species n, am is thermal 
diffusion coefficient of species m, andDmn is binary diffusivity for species m and n. 
The three right-hand side (RHS) terms are respectively: conduction heat flux, 
enthalpy flux caused by inter-diffusion processes and heat flux due to species mass 
fraction gradients (Dufour effect). The mole fraction of species k can be related to the 
mass fraction of species k by: 
(2.10) 
The conduction heat flux term can be expressed in terms of enthalpy using following 
identity: 
ah =~(i)'A)= i(~ ahk +hk a~) 
aX1 &1 k·t . . k-t &1 &1 
_ ~Y.C aT ~h a~ 
- L.. k p,k + L.. k a 
k"'l 8xj k.,l Xi / 
=C aT + ih a~ 
p &1 k.t k &1 
. where Cp = 2::.t Cp,k~ is mass heat capacity of mixture at constant pressure. 
Substituting equation (2.11) into equation (2.9) gives: 
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(2.11) 
I 
I, 
(2.12) 
The mass diffusion velocity ~ is governed by the diffusion equation: 
(2.13) 
The equation above states that species concentration gradients are supported by 
diffusion velocities, pressure gradients, the differences in body force acting on 
different species, and thermal diffusion effects (Soret effects). 
For some applications (i.e., premixed combustion), it is more co~venient to express 
the energy equation in the form of temperature: 
(2.14) 
in which the RHS terms are an acoustic term, conduction heat flux term, heat flux 
term due to inter-diffusion processes, heat release term due to chemical reaction, heat 
flux term due to Du/our effect, viscous dissipation term, thermal radiation term, and 
body force work term, respectively. 
In the complete governing equations for multi-component reacting flows with N 
species, there are (5N+6) unknowns: p, T, p, u, v, w, ~, X k, v;"x' Vk,y' Vk ,. 
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with k = 1,2,; .. ,N. Correspondingly, there are (5N+6) equations: one continuity 
" 
conservation equation, three momentum equations, one energy equation, one equation 
of state, N species mass conservation equations, 3N diffusion equations, and N 
equations relating X k to r;.. 
The above set of full compressible governing equations provides a complete 
description of multi-component reacting flows. It is very complex, and numerical 
solution is costly and difficult. In many cases, a number of effects included in the 
above equations are negligible and the governing equations can thusbe simplified. 
These simplifications can be divided into two parts: simplification of the fluid ' 
dynamics, and simplification of the chemical reactions using combustion models. 
Details of these two aspects will be described in the following sections. 
2.2 Simplifications of Fluid Dynamics 
2.2.1 Fick's Law of Diffusion 
Pick's law of diffusion, in terms of the mass diffusion flux, can be written as: 
(2.15) 
where Dk is the binary diffusion coefficient of species k into the mixture. This 
, ' 
equation states that species k diffuses into the mixture in the direction of decreasing 
mass fraction of species k. Pick's Law is a convenient approximation for diffusion 
velocities because diffusion coefficients of, individual species usually vary only 
slightlyin flames (Poinsot and Veynante, 2001). With Pick's Law, the species mass 
transport equations become:' 
r 
I 
) 
a ( D ar;.] . P k- +lVk Bx, ax, 
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for k=1,2, ... ,N (2.16) 
One specific issue related with Fick's Law is global mass conservation. When all the· 
species transport equations are summed, this gives: 
(2.17) 
The RHS term equals to zero only if all diffusion coefficients are equal. Otherwise, 
. global mass is not conserved. There, are two ways to overcome this problem. For 
laminar flows, usually a correction velocity is computed and added to the convection 
velocity at each time step, so as to ensure both species mass conservation and global 
, ' 
mass conservation. For turbulent flows" it can be assumed that all diffusion 
coefficients are equal, because turbulent diffusion overwhelms molecular transport 
and the error associated with the assumption is negligible. 
With Fick's law, the system of governing equations can be simplified considerably. 
For multi-component turbulent reacting flows with N species, there are now only 
(N+6) Unknowns left in the simplified governing equations: p, T, p, u, v, w, 1';., 
, with k = 1,2, ... ,N. Correspondingly, there are only (N+6) equations to be solved: one 
continuity .equation, three momentum equations, one energy equation, one equation of 
state, and N species mass conservation equations. 
2.2.2 Low Mach Number Approximation 
The full compressible form of the governing equations contains vorticity, entropy, and 
acoustic modes (Chu, 1958). When the flow speed is much lower than the local speed 
of sound, the time scales of acoustic modes are much smaller than those of the other 
two modes, and there is thus no strong coupling of acoustic fluctuations with either 
. vorticity or entropy modes. If the full compressible form of the governing equations is 
, , 
used, extremely small time-steps have to be adopted to resolve the high-frequency , 
acoustic waves. With low Mach number approximation, the acoustic interaction term 
and viscous dissipation term in the energy equation are neglected. 
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2.2.3 Other Assumptions and Simplifications 
Several other phenomena are unimportant for a large class of combustion problems 
and thus can be ignored. These include: 
(1) Body forces 
(2) Heat flux due to species mass fraction gradients (Dufour effect) 
(3) Thermal radiation 
(4) Diffusion of mass due to temperature gradients (Soret effects) 
With all the above assumptions and simplifications, the governing equations become: 
(2.18) 
for k = 1,2, ... ,N (2.19) 
o (~( oh -~(:thk~)J+ P~(:t~hkDk)J (2.20) ox, C p ox, ox, k-1 Ox, k.1 
o(pu,) o (pu,u) ) 
---"--=.!..+ ~--.:....:..!.. at ox) (2.21) 
P=P,,+p (2.22) 
If a low Mach number approximation is adopted, acoustic interactions and 
compressibility effects are neglected, and it is assumed that the therrnochemical . 
variables such as density, temperature, enthaIpy, and entropy can be decoupled from . 
the local variations in static pressure, p, whose spatial gradients are sources of 
momentum. The gas composition, temperature etc. are only related to a pre-specified 
background therrnodynamicaIly constant pressure field, Po, which is spatiaIly uniform. 
The momentum equation then becomes: 
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(2.23) 
With this approximation, only Po is coupled to the thennodynamic variables and 
enters into the equation of state. For the open systems considered in this study it is 
also assumed that Po is also constant in time. The change of density is therefore only 
related to changes in temperature and species composition .. 
(2.24) 
. Assuming a unity Lewis number, that is, 
A Le= 1 for k=1,2, ... ,N 
pCpDk 
(2.25) 
the species transport equation and energy equation become respectively: 
a(p~) a(pui.~) a ( D· a~) . 
-"'--""-+ - p - + liJk at &:1 ax, ax, 
for k = 1,2, ... ,N (2.26) 
(2.27) 
whereD = Aj(pcp ) =Dk is the diffusion coefficient. 
Written in temperature form, the simplified energy equation is: 
DT a (pT) a(pu;T) 
p-= + Dt . . at ax, 
a (PD aT) __ l f,dJt,.hO 
ax, ax, Cp k-l k. I,k 
(2.28) 
2.3 Combustion Models 
The representation of chemical reactions includes the choice of the chemical reaction 
schemes for the chemical processes, and incorporation of the chemical reaction 
schemes into the description of the fluid flow. In the above fundamental approach for 
. describing turbulent reacting flow, the chemical dynamics (are expressed explicitly by . 
the non-linear source terms in the species transport equations. For any practical 
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hydrocarbon fuel, a detailed chemical reaction scheme will involve dozens of species 
and hundreds of reaction steps. To incorporate such chemistry schemes into CFD, the 
demands on memory storage and computation capacity will be huge. Therefore, the 
chemical reactions have to be expressed in much more simplified forms in order to be 
applied practically, i.e., combustion models have to _ be developed to describe the 
chemical reactions with fewer variables. Both the prernixed turbulent combustion 
models and the non-premixed turbulent combustion models for LES applications have 
been revIewed in chapter 1. In the present study, the mixing-controlled model and the 
steady laminar flamelet model have been implemented for non-prernixed combustion. 
. -
For prernixed combustion, the progress variable approach with an algebraic flame 
surface density model has been adopted. 
2.3.1 Mixing-controlled Model for Non-premixed Combustion 
The mixing-controlled model is a basic model for diffusi~n combustion. It was 
proposed originally by Hawthore et al (1948). The main idea is that, assuming the rate 
of chemical reaction is much faster than the rate of mixing, diffusion combustion will 
-be mixing controlled. The instantaneous temperature and composition of the mixture 
can be related uniquely to a variable which describes the stoichiometry of the mixture. 
The following shows details of this idea. 
We can express the combustion process of fuel by a global, one-step reaction: 
lkg ofFuel + s kg of Oxidant => (1 +s) kg of Products 
where s is the stoichiometric fuel/air ratio. 
(2.29) 
The transport equations for the fuel and oxidant mass fraction may be written as: 
a (PYfo ) + a (pYfou1 ) 
at Oxl 
(2.30) 
a ( D ay.x) s -p ox-·- + ox Oxl Ox, - _ (2.31) 
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where S fu and S ox are source tenns due to chemical reactions. Define tP = s Yfu - Yox 
and assume unit Lewis number, i.e., D fu = D ox = D , equation (2.30) and equation (2.31) 
can be combined to give a transport equation for tP as: 
(232) 
From the one-step reaction assumption we conclude that s . S fu - S ox = 0 , thus 
a (PtP) + a (ptPu, ) 
at ox, (2.33) 
. Here tP becomes a passive (conserved) scalar, which obeys the transport equation 
. . 
without a source term. We can nonnalizetP by its values in the oxidant stream, tPox' 
and fuel stream, tP fu : 
z tP -tPox 
tPfu -tPox 
[sYfu -Y",J-[sYfu -Y",l. 
[sYfu -Y.xJfu -[sYfu -YoxL 
[sYfu -Y.xJ-[o-YoxL 
[sYfu -0 Jfu -[O-YoxL 
s Yfu - Yox + Y.x.", 
s Yfu.fu + Yox."; 
(2.34) 
The variable Z defined above is the mixture fraction, which has value 1 at fuel stream 
and value 0 at oxidant stream. Since Z is linearly related to tP, it is also a passive 
scalar and obeys the conserved transport equation: 
a (pz) + ---.:0 (~pZ_u~,) 
at ox, (2.35) 
Since the elements are neither created nor destroyed by chemical reactions, the mass 
fraction Y.'e of a given element is also a conserved scalar. Therefore the mixture 
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fraction can also be defined as (Jones and Whitelaw, 1982): 
Z Y:le - ~/e,ox 
!ere,jU - ~le.ox 
(2.36) 
whereY.le,jU and Y.le,<>% are the element mass fractions in fuel and oxidant streams, 
respectively. 
Similarly, because inert species do not take part in the chemical reactions, the mass 
fraction of inert species in the mixture 1'; • .,., can also be used to define the mixture 
fraction (Kuo, 1986): 
Z = ~nerl - Y;nert ,ox 
Y;nert,jU - Y,nerl,Qx 
(2.37) 
where 1';'erl,jU and 1';.erl,." are the mass fractions of inert species in the fuel and 
oxidant streams, respectively. Therefore, at any location where the fuel and oxidant. 
streams only mix without reaction, we obtain: 
(2.38) 
Y =1':"Z 
<>% (2.39) 
When thermal radiation and heat transfer to the boundaries is negligible, the energy 
equation has the same boundary condition as the transport equation for mixture 
fraction, thus the two equations are linearly related. Therefore, the temperature, 
density and all the chemical compositions are unique functions of mixture fraction, Z .. 
y; = Y; (Z); T = T(Z); P = p(Z) (2.40) 
For an assumption of fast chemistry (chemical kinetics are infinitely fast compared to 
other processes in the flow; chemistry described by irreversible, one-step, global 
reaction), and assuming also that the above chemical state relationship functions are 
shown in figures 2-1 to 2-3 for a methane/air reaction. 
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It can alternatively be assumed that the chemical kinetics are infinitely fast compared 
to other processes in the flow, but all chemical reactions are in a state of chemical 
equilibrium (equilibrium chemistry). The concentrations of intermediate species and 
radials, such as H, OH, and 0, can be estimated. In this equilibrium chemistry model, 
chemical equilibrium is the fast chemistry limit and the reaction rate is proportional to 
the rate of scalar dissipation (Bilger, 1976). Temperature, density and those main 
chemical compositions for the equilibrium chernistry model as a function of mixture 
fraction are shown in figures 2-4 to 2-6. Equilibrium chemistry predicts much.lower 
temperatures than fast chemistry in the fuel-rich region. This is caused by the 
endothermic breakdown of hydrocarbon fuel into CO and H2; however in reality, the . 
chemical' kinetic mechanisms to achieve this conversion are slow. For example, 
analysis of experimental data on laminar diffusion flames (Bilger, 1977) found that 
the equilibrium state was not approached at low strain-rate (a quantity linearly related 
, to the scalar dissipation of the mixture fraction). Nevertheless, the fast chemistry 
'equilibrium model is a common assumption in many RANS models for turbulent 
flows, and will be used here for LES predictions as well as the mixing controlled 
model. 
2.3.2 Steady Laminar Flamelet Model for Non-premixed Combustion 
The flamelet approach was originated by Peters (Peters, 1983). It was found that the 
transport equations of species mass fractions can" locally and instantaneously, be 
transformed into the stationary laminar flamelet equations by assuming terms 
involving transients and those involving gradients parallel to the instantaneous surface 
of the mixture fraction to be negligible. This requires that species mass fractions must 
vary slowly in directions perpendicular to the mixture fraction gradient and chemical 
reactions must be in balance with species diffusion along the mixture-fraction gradient, 
so that the flame is locally one-dimensional and steady. Thus, in each region of the 
flow, all chemical species are given by unique functions of the mixture fraction. 
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Derivatives of chemical species can then be related to derivatives of mixture fraction. 
The species transport, equations can be transformed from physical space to 
mixture-fraction space, and are expressed via the steady flamelet equations: 
(2.41) 
with 
(2.42) 
where % is scalar dissipation rate, andD. is a representative diffusion coefficient. 
It is assumed that the flame zones in turbulent diffusion combustion are thin, and their 
structures are essentially the same as those of laminar flames subjected to the same 
scalar dissipation. Experimental evidence (Bish, 1996) suggested that mixing and 
reaction take place in local regions of steady, one-dimensional, laminar counterflow. 
Detailed chemical reaction mechanisms and molecular diffusion processes can be . 
included in the laminar flame calculations. 
Temperature,. density and all the chemical compositions can now be uniquely 
described by two parameters: mixture fraction, Z, and scalar dissipation rate, % • The 
effects of the local turbulent straining field are contained in Z and % . 
Yk = Yk(Z,%); T = T(Z,%); p = p(Z,%) (2.43) 
The scalar dissipation rate is a m~asure of flame stretch, which has the dimension S·l 
and can be interpreted as the inverse of a characteristic diffusion time. When the 
scalar dissipation rate approach zero, the chemistry tends to equilibrium, and as- it 
increases due to turbulent straining, the' non-equilibrium level increases. At large 
values of scalar dissipation rate, the flamelet quenches. However, it is argued that the 
flamelets are relatively insensitive to variations in scalar dissipation and adequate 
predictions are sometimes obtained by assuming a constant mean value of scalar 
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dissipation rate (Bray and Peter, 1994). Mare et al (2004) found that in RANS-based 
methods it appears that the advantage gained from including the influence of scalar 
dissipation rate is small. Hence this simplified approach has thermochemical variables 
(tabulated for a specific constant value of X) varying as a function ofz only. 
The steady laminar flamelet model is valid in cases where turbulence scales are 
sufficiently large and turbulence intensities are low enough and combustion chemistry 
close to irreversible. But in cases of intense turbulence, where length and time scales 
are small relative to those ,of the laminar flame, the laminar flamelet model may not 
be' suitable. It is also clear that the laminar flamelet model is not valid in the presence 
of local extinction and re-ignition. For extinction, the reaction rate is lower than the 
mixing rate, while for re-ignition the reaction rate is higher than the mixing rate. Here 
the chemical reactions in the laminar flamelet model are assumed to be always in 
balance with the rate at which reactants diffuse into the flame. Temperature, density 
- 57-
and major species of single-flamelet as functions of mixture fraction are shown in 
figures 2-7 to 2-9 for the relatively high strain rate Z = 140.0 S~l. 
2.3.3 Model for Non-reacting Variable Density Flows 
Similar to non-premixed combustion flows, two-stream non-reacting variable density 
flows can also be represented by a single scalar variable, (Le., mixture fraction), as 
. shown by equations (2.38) and (2.39), which express fuel and oxidant mass fractions 
. as functions of mixture fraction. These relations, together with the equation of state, 
lead to expressions of density and temperature as functions of mixture fraction, as 
shown below . 
. For the mixing of two streams, based on the low Mach number approximation, the 
thermodynamic pressure can be assumed to be constant. Therefore, we have the 
identity: 
(2.44) 
where M fo' is the average molar mass of the fuel stream, M ox is the average molar 
mass of the oxidant stream, Pfo is the density of fuel stream, Tfo is the temperature 
of the fuel stream, Pox is the density of oxidant stream, and Tox is the temperature 
of the oxidant stream. 
From equation (2.44), with some rearrangements, we get the relation between density 
and mixture fraction: 
1 Z l-Z 
-=--+--
pT P foTfo PoxT.x 
(2.45) 
For the general caseTfo *1'.x' both density_and temperature are functions of mixture 
fraction. 
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The enthalpy of the mixture can be written as: 
N 
h= ~)~hk(T)=Zhfo(T)+(I-Z)hox(T) (2.46) 
k",,1 
Since enthalpy and mixture· fraction are linearly' related, based on previous . 
assumptions, it can be showrt that: 
(2.47) 
Therefore, 
The mixture temperature T can be solved once the expressions of hfo (T) and 
hox (T) are known. In turn, the mixture density can be calculated from equation 
(2.45). 
For two streams of the same temperature, equation (2.45) reduces to: 
1 Z l-Z 
-=-+-- (2.49) 
P Pfo Pox 
2.3.4 Combustion. Models for Turbulent Premixed Combustion 
In fully premixed combustion, the reactants, fuel and oxidizer, are assumed to be 
completely and unifonnly mixed before entering the combustion chamber so that the 
mixture is ready to burn at any time and at any place. Once ignited, the premixed 
flame propagates towards the fresh mixture through diffusion/reaction mechanisms, as 
shown by the species and temperature conservation equations. The flame therefore 
separates the fresh mixture upstream and the burned mixture downstream. A suitable 
way to determine the chemical state of the mixture at each point uses the so-called 
progress variable, c , which is essentially a nonnalized fuel mass fraction: 
c=l- YF 
~o 
F 
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(2.50) 
where YF . is the local fuel mass fraction and· Y; is the fuel mass fraction in the fresh 
mixture. 
The progress variable c thus quantifies. the extent of conversion from reactants to 
products within the flame. It has a value between zero and unity, zero in the fresh 
mixture and unity in the fully burnt products. The transport equation for the reaction 
progress variable c takes the form: 
o(pc) +_o(,,:-pu....:.,c-,-) 
ot Ox, (2.51) 
When adiabatic boundary conditions are assumed for the energy equation, the 
conservation equations for species mass fractions, temperature and progress variable 
will be of the same form and boundary conditions. Therefore, species mass fractions 
and temperature can be expressed as unique functions of the progress variable: 
T=T(c) (2.52) 
Thus, species mass conservation equations and energy equation can be replaced by 
conservation equation for progress variable. 
2.4 Simplified Governing Equations 
With the simplifications on fluids dynamics and combustion models for chemical 
reactions (or relations between state' scalars and mixture fraction for non-reacting 
mixing flows), the governing equations for non-prernixed combustion flows and 
non-reacting variable den~i~y flows can be simplified as: 
(2.53) 
(2.5~) 
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o(pZ) + a (pZu,) ="'£"'(PD OZ) 
ot Ox, ox, ox, 
(2.55) 
Yk =Yk(Z,x); T=T(Z,X); p=p(Z,X) (2.56) 
(2.57) 
The governing equations for premixed combustion can be simplified as: 
op + o(pu,) 0 
at ox, (2.58) 
(2.59) 
(2.60) 
T=T(c) (2.61) 
(2.62) 
2.5 LES Formulations and Subgrid Models 
In LES calculations, the instantaneous governing equations are spatially filtered. In 
LULES, the governing equations are filtered using a volumetric grid filter (box filter). 
Since in the combustion process of interest here, the chemical reaction processes 
normally have length scales much smaller than· the grid size, combustion models as 
described before have to be used to describe these subgrid combustion processes and 
. thermal states of the reacting flow. The equation of state is enforced during the 
generation of the interpolation library (for non-premixed combustion) or calculation 
parameters (for premixed combustion) to relate the chemical reactions with the 
thermodynamic state. For the filtered equations, mass-weighted averaging similar to 
the Favre-average in RANS modelling is used to reduce the terms arising from the 
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. spatial filtering operation. In the following, the filtered governing equations and 
subgrid models will be described in detail. 
The fluid dynamics is described by the filtered continuity and momentum equations: 
Continuity: 
op 0 (-) 0 
-+- pu. = ot ox, . (2.63) 
Momentum: 
(2.64) 
In the filtered momentum equation, TU is the spatially-averaged resolved molecular 
stress tensor, and If u is the residual or SOS flux of momentum: 
(2.65) 
The molecular properties in 1';, are considered constant ~d the flux is evaluated using 
a linear relationship with the resolved scale strain rate tensor Su : 
S =!(au, + au')_!8 auk 
u 2 ox) ox, 3 U Oxk (2.66) 
in which P is the fluid molecular viscosity: 
To close the filtered momentum equation, the standard Smagorinsky model 
(Smagorinsky, 1963) has been employed to model the SOS flux of momentum: 
. 1 - . 
Ifu -'38ijlf kk = -2ps",Su (2.67) 
where Ps", is the SOS eddy viscosity, whose form·· is derived by dimensional 
arguments. The eddy viscosity is assumed to be proportional to the SOS characteristic 
.. length· scale, I, and to a characteristic turbulent velocity us", based on the second 
invariant of the filtered-field deformation tensor. It is natural to use the filter width as 
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the length scale, hence settingl = cs"3. ,here Cs is a dimensionless coefficient named 
as Smagorinsky coefficient, Cs takes a value 0.1. Similar to Prandtl's mixing length 
model, the velocity scale is related to the gradients of 'u, by: 
(2.68) 
which yields: 
(2.69) 
where Is. I is the magnitude of the Favre-averaged strain rate tensor: 
(2.70) 
The filter width t:. is assumed to be the cube root of the local finite-volume cell size, 
obtained from the local cell size t:.x, t:.y and l!.z in x, y and z directions: 
(2.71) 
Close to the wall, a Van Driest damping function d further modifies the length scale 
and gives: 
(2.72) 
. where, 
d =l-exp( -~:) (2.73) 
in which A+ is a constant whose value is 25, and y+ is the wall unit: 
(2.74) 
The closed filtered momentum equation can be written as: 
(2.75) 
where the isotropic components of turbulent stress have been added to the pressure: 
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(2.76) 
For non-premixed combustion or non-reacting variable density flows, the filtered 
mixture fraction is determined from its filtered transport equation: 
opZ +~(-- Z) =~(D )-~(J ) at Ox
i 
Pu, oX, Z) Ox, z.' (2.77) 
in which DZ•i is the spatially-averaged resolved molecular·· diffusion flux for the 
conserved scalar Z in the i direction, andJZJ is the residual or SGS flux of mixture 
fraction: 
(2.78) 
The molecular properties in Dz, are considered constant and the flux is evaluated 
using a linear relationship with the resolved scalar gradient 02 : 
ox, 
The molecular Prandtll Schrnidt number Se is given the value 0.7. 
(2.79) 
To close the filtered transport equation for mixture fraction, a gradient transport SGS 
model with a constant turbulent Schrnidt number has been used to model J Z , : 
. .'
J =_fJ,", (oz.) Z.' S "-. ct U"\j (2.80) 
TheSGS Prandtll Schrnidt number Set is given the value 0.7. 
For premixed combustion, the density-weighted filtered transport equation for' 
progress variable can be written as: 
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O(pcu,- pc;;') 0 ( OC)-. 
. +- pD- +wc 
. OX, OX, OX, (2.81) 
where pi Se = pD, the three RHS tenns in the filtered progress variable conservation 
equation correspond respectively to unresolved subgrid transport, filtered molecular 
diffusion and filtered reaction rate. The sum of filtered molecular diffusion term and 
filtered reaction rate term corresponds to flame front propagation (Boger et ai, 1998). 
All these three RHS terms need to be modelled. A simple gradient expression is 
assumed to model the unresolved subgrid transport: 
-- --- Pt OC pcu, - pcu, = ---
Sc, OX, 
where p, is the subgrid turbulent viscosity. 
(2.82) 
Following Boger et.al (1998), the flame front propagation (sum of filtered molecular 
diffusion term and filtered reaction rate term) is modelled using an algebraic flame 
. surface density model: 
( 
-cC (>-.l-_c..!..) r. = 4fJ-
!1 
where p. is density of fresh mixture, and SL is the laminar flame speed. 
2.6 Turbulence-Chemistry Interaction Models 
(2.83) 
(2.84) 
For non-premixed combustion, the chemical state relations in equations (2.40) and 
(2.43) describe the instantaneous relationship between mixture fraction and species 
mass fraction, density and temperature as given by fast chemistry, equilibrium, or 
laminar flamelet models. For premixed combustion, equation (2.61) describes the 
instantaneous relationship. between progress variable and species mass fraction, 
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· derisity and temperature. In the LES fonnulation, filtered values of these fluctuating 
scalars are used. Because of the non-linearity of the thennochemical relationships, the 
assumed PDF method was used to relate the instantaneous values in the chemical state 
relationships to the filtered values required by the LES method. 
2.6.1 Turbulence-Chemistry Interaction for Non-premixed Combustion 
For non-premixed combustion, in the case of fast chemistry as shown in equation· 
(2.40), species mass fractions, density, and temperature are unique functions of Z. By 
presuming the subgrid scalar PDF of the mixture fraction, F(Z) , the filtered species 
mass fractions, density and temperature can be obtained: 
( 
I . )-1 P = f-F(Z)dZ 
o p(Z) 
Y, = r; Y,(Z)F(Z)dZ 
f = r; T(Z)F(Z)dZ 
(2.85) 
(2.86) 
(2.87) 
In practice, P(Z) is expressed as a mathematical function that approximates the PDF 
shapes that have been observed in experiments. Frankel et al(1993) and Cook and 
Riley (1994) proposed modelingp(z) by a beta-function, parameterised by the first 
two moments of the mixture fraction, and expressed as: 
(2.88) 
where the SGS variance of mixture fraction Z;g/ can be obtained from an 
equilibrium hypothesis: 
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(2.89) 
where Cv is a constant set to 0.1 in the present simulations. 
The validation of modelingp(Z) by Beta-function has been investigated by many 
authors (Cook and Riley, 1994, 1997, 1998; Madnia and Givi, 1993; Jimenez et al, 
1997). It is found that the Beta-function accurately represent the subgrid scale mixture 
fraction distribution. 
To avoid the PDF convolution at run-time, the integrations can be pre-calculated and 
stored in look-up tables as a so-called interpolation library. For adiabatic flows, the 
table has two dimensions: mixture fraction and its variance. To facilitate linear 
interpolation during use of the look-up table, the variance of mixture fraction is 
normalized as: 
Z" 2 
Z" = 0.25 'Il' 
S Z(l-Z) (2.90) 
Using the normalised variance of mixture fractionZ; can avoid the non-uniqueness 
problem encountered when using variance of mixture fraction Z;1l' 2 • Because the 
conserved scalar in the scalar conservation equation is pZ , at each time step the time 
integration yields the new value of pZ , instead of Z . A proper way should be found to 
split the conserved scalar pZ into mixture fractionZ and density p. As shown in 
figure 2-10, when Z and Z;1l' 2 are used to split pZ into 75 and Z , the result is not 
unique, i.e., for a given value of pZ , there may be more than one point on the line of 
constant Z;1l' 2 • When the normalized variance of mixture fraction Z; is used together 
with mixture fraction Z to split pZ , the result is unique. As shown in figure 2-11, the 
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0.25 
line for a constant Z; is monotonic in the space of pZ and Z. 
The density and temperature data in the fast chemistry library are shown in figures 
2-12 and 2-13 separately. While those for the equilibrium chemistry library are shown 
in figures 2-14 and 2-15 respectively. 
In the case of the steady laminar flamelet model, when a single flamelet at a given 
scalar dissipation rate was used to generate the flamelet library, the whole procedure 
is similar to the fast chemistry case. The flamelet library will contain only two 
dimensions: Z and Z; . The density and temperature data in the steady single-flamelet 
library used here are shown in figures 2-16 and 2-17. 
If multiple flamelets, corresponding to different scalar dissipation rate, are used in 
generating of the flamelet library, the filtered variables can be detennined by 
integration: 
lip = [- [ ' _I_p(Z X )dZdx 
Jo Jo p(Z) ' " " 
Y, = r f>-;(Z)P(Z,X" )dZdX,, 
l' = r f~ T(Z)P(Z,X" )dZdX,, 
(2.91) 
(2.92) 
(2.93) 
where %" is the scalar di ssipation rate at the stoichiometric position, which is 
assumed to be statistically independent to Z. Thus we get: 
P(Z,%,,) '" P(Z)P(X,, ) (2.94) 
111 which P(Z) IS assumed to be beta-function, and P(X,,) IS assumed to be 
log-nonnal function , which is specified by its first two moments: scalar dissipation 
rate and the its SOS variance (which can assumed to be constant). Therefore the 
multi-flamelet library has three dimensions: Z, Z; and %" . 
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2.6.2 Turbulence-Mixing Interaction Model for Variable Density Flows 
In the general case (Tfi' '" T.x) of non-reacting variable density flows, similar to 
non-premixed combustion flows, the assumed PDF method is also needed to relate the 
instantaneous values in the state relationships equation (2.38) and (2.39) to filtered 
values required by the LES method, so that the fluctuation of mixture fraction in the 
subgrid scale can be accounted for. An interpolation library needs to be generated, 
which contains two dimensions: Z and Z; . The density and temperature data in the 
interpolation library for a mixing flow (CHJ Air mixing, TCH• = 293(K ), TAl, = 600(K )) 
are shown in figures 2-1 8 and 2-1 9. 
When the two streams are of the same temperature (T = Tfi, = T.J, the fluctuation of 
mixture fraction in the subgrid scale has no effects on value of the filtered density: 
~ = f~(~ + I- Z ) p(Z)dZ 
P Pi Pox 
I r' - I r' - i 1- i 
=-J, ZP(Z)dZ+-J, (I -Z )P(Z)dZ=-+-
Pi 0 Pox 0 Pi P", 
(2.95) 
Therefore it is not necessary to generate an interpolation library and the filtered 
density can be calculated directl y from the filtered mixture fraction, according to 
. equation (2.95). 
2.6.3 Turbulence-Chemistry Interaction Model for Premixed Combustion 
For turbulent premixed combustion, because of the non-linearity of thennochemical 
relationships, the assumed PDF method was used to relate the instantaneous values of 
temperature, species mass fractions and densi ty to filtered value required by the LES 
method . By assuming the subgrid PDF of progress variable, P(e) , the filtered species 
mass fraction, temperature and density can be obtained : 
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Y, = S>, (e)P(e)de 
f = S: T(c)P(e)de 
p = S>(e)P(e)de 
(2.96) 
(2.97) 
(2.98) 
A thin flamelet assumption was adopted here for modelling the subgrid chemical 
reactions. The premixed flame was assumed to be thin and represented by the steady 
laminar flamelet under the same strain condition. The subgrid PDF of progress 
variable was assumed to be a two-delta function located at c = 0 and c = 1, and all 
intermediate conditions between unburnt mixture and burnt products have 
zero-probability to occur. The presumed subgrid PDF, P(e) , can be written as: 
(2 .97) 
where P" is the subgrid probability for c=O, and i\ is the subgrid probability for 
c=l . They are related to the fi ltered progress variable by the following relation: 
(2 .99) 
P = l -c 
" 
(2.100) 
Thus: 
P(e) = (l -e)c5 ( e)+ ec5(I- e) (2.101) 
Therefore, the filtered specIes mass fractions, temperature and density can be 
expressed in tenn of filtered progress variable, c, as: 
(2.102) 
T =T,, (I- e) +7;,e (2.103) 
p = p" (I - e)+ Pbe (2.104) 
where Y,." is mass fraction of species k in fresh mixture, Y'.b is mass fraction of 
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species k in burnt gas, 1'" is temperature of fresh mixture, T" is adiabatic flame 
temperature, Pb is density of burnt gas. 
The filtered progress variable c can be related to the densi ty-weighted filtered 
progress variable c using following relation: 
_ pc 
c =--=-
P 
_ __---,c;-P.!!"---:-_ c= 
cp" + (I-c) Pb 
(2 .105) 
(2.106) 
The burnt state values, in equations above, i.e. , Pb ' T" , Y,.b and SL can be 
obtained by solving one-dimensional steady f1amelet equations with detailed 
chemistry. 
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Chapter 3 Numerical Methods 
Numerical methods play an important role in combustion modelling. Suitable 
numerical methods have to be identified to meet requirements such as numerical 
stability, solution accuracy, and calculation efficiency. The numerical methods used in 
LULES code are described in this chapter. 
3.1 Curvilinear Coordinates 
The LULES code available as the basic constant density LES methodology adopted at 
the outset of the present work is a finite volume LES code based on body-fitted, 
orthogonal curvilinear co-ordinates and a staggered grid. The staggered grid 
arrangement has the advantage that velocities are at stored at the exact locations 
where they are needed for the scalar transport calculations. Since no interpolations are 
used for the calculation of flux terms, the conservation is more easily achieved on a 
staggered grid . Therefore, a staggered grid method was adopted in LULES. 
In curvilinear orthogonal coordinates, the filtered continuity equation and the scalar 
transport equation have the same forms as in Cartesian coordinates. The filtered 
momentum equations become (Pope, 1978): 
with 
_. _ 2 ati, I 
P = P+-Il-+ -V'kl< 
3 ax, 3 
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(3 .2) 
I 8h. 
H i(J)=--' 
hi (}xj 
(3 .3) 
(3.4) 
where iil is the filtered grid-oriented contravariant velocity vector components, 
Hi(J ) are coordinate variation tenns, p , is the effective eddy-viscosity which is the 
swn of the molecular viscosity and the sub-grid eddy-viscosity obtained through the 
Smagorinsky model with the van Driest Damping function, hi is a grid matrix that 
converts differences in computational co-ordinates into physical length, and X j are 
the curvi linear orthogonal coordinates: 
(3.5) 
where ; j are the base vectors (unit vector) of the curvilinear orthogonal system. 
In the LULES code, general curvi linear coordinates are allowed in the x, and x, 
directions, whi le the third coordinate .xc. is restricted to be either a direction nonnal 
to the x, / x, plane or a rotation about an axis located in the x, / x, plane. 
Accordingly, onlyH,(2) , H, (l) , H3(1) andH3(2) are non-zero. If the x,/ x, plane 
is translated along the X 3 direction, H , (I) and H , (2) will also be zero. 
3.2 Spatial Discretisation 
The spatially filtered transport equations described above are discretised using the 
finite volume method on staggered grid. 
A finite volume method discreti sation involves di viding the continuous domain into 
discrete cell s (contro l volumes or CV) via grid lines. Numerical integration of the 
conservation equations over each CV leads to a set of simultaneous algebraic 
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equations, whose solution is an approximation to the solution of the continuous 
equations at a set of discrete points or computational nodes. There is one node in each 
cell and the solution found for each node is considered representative of the solution 
wi thin the cell. Figure 3- 1 shows a typical control volume and its neighbours in 
curvilinear orthogonal coordinates, where P refers to the control volume for which the 
integrals are to be calculated. The neighbouring cells are labelled as: East(E), 
West(W), North(N), South(S), Up(U) and Bottom(B), with E, N and U represent the 
positive directions of X" x" and xJ respectively, while W, S and B correspond to 
the negative x,, x" and X, directions. Lower case letters e, w, n, s, u and b refer to 
the points at the centre of the respective cell faces. 
w 
~---+--. 
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Figure 3-1 Control Volume at Node P in the Curvilinear Orthogonal 
Coordinates 
A multi-block method has been used, since this is necessary for representing complex 
geometry using a structured mesh. Figure 3-2 shows the placement of staggered grid 
points and control volumes for a single block in the x, / x, plane in computational 
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space. The grid lines define the boundaries of the cell s (cell faces). Velocities are 
stored at velocity nodes at the centres of the scalar cell faces, while pressure and other 
scalar quantities are stored at scalar nodes at the geometrical centre of each cell. The 
control vo lumes for scalar, u velocity component and v velocity component are 
therefore di fferent and staggered with respect to each other. 
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Layout and Indexing of Cell Centres and Control Volumes 
In fi gure 3-2, the solid lines denote the physical domain while the dashed lines 
represent fictitious contro l vo lumes used for the implementation of boundary 
condi tions or connection of multi block interfaces. In the i direction, u, v and scalar 
nodes are all indexed from I to ni p !, while in the j di rection they are all indexed 
from I to njp I. The same holds in the k direction. Bes ides using the 
triple-index (i , j , k) , the code also adopts a single-index ijk to identi fy the control 
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volume faces or central nodes. The single-index ijk is related to the triple-index 
(i , j,k) in any block by: 
ijk = i +(j - 1) * nipl +(k - I) * nApl (3 .6) 
The transport equations for momentum and scalar variables presented in equations 
(3 .1), (2 .77) and (2.81) are all in similar form and hence may be represented by a 
generic transport equation: 
a(plI;tP) +~(D atP)+s 
ax. ax. ax. ; , , , 
(3 .7) 
where tP is a generic variable, D is an effective diffusion coefficient and S; IS a 
source term. 
Fonnal integration over a control volume gives: 
~J PtPdv=- J plI.tPdS +f DatPdS+ J S.dV 
at vs' sax. v· , 
(3 .8) 
where S is the surface bounding the volume V, and dS is the differential surface 
area vector which has a magnitude equal to the discrete area of the segment of surface 
and direction corresponding to the direction of outward normal to the segment. The 
left hand side is the unsteady term, whi le the tenns on the right hand side are the 
convection term, the diffusion tem1 and the source term. Spatial discretisation 
involves approximating the volume and surface integrals in this equation and applying 
this approximation to each cell to give a set of simultaneous linear algebraic equations 
for tP . 
3.2.1 Volume Integrals 
Unsteady tenns and source terms in the integral fonn of the transport equations are 
volume integrals. Volume integrals require the value of integrand q(tP) over the 
whole volume of Cv. The simplest approximation is to replace the vo lume integral by 
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the product of the mean value, which is in turn approximated by the value at the node 
qp«(i) and the volume of the CV: 
Qp = f q«(i)dV = ijV ~p«(i)V (3.9) 
v 
The above approximation becomes exact when q«(i) IS a constant or a linear 
function within the CV, otherwise, it is of second order accuracy (Ferziger and Peric, 
1999). This can be demonstrated easily in 1 D, with extension to 3D being 
straightforward. In I D case, q«(i) can be expressed as: 
q«(i) = qo + Ax + 0 (x' ) 
Therefore, the integration can be written as: 
x, 
Qp = Hqo +Ax+O(x' ))dx 
= ~[qO + A (x, ; x,) + ~ (x,' +.\j' + x,x,)] 
= ~[qp -o( x, ;x,), + ~ (x,' +x,' +x,x,)] 
=~[ qp + ~ (~), ] 
(3 .10) 
(3.11 ) 
An approximation of higher order requires the value of q«(i) at more locations than 
just at the CV centre. These values have to be interpolated from nodal values. In 3D 
calculation, higher-order approximations of the volume integral is much more 
complex to implement than lower-order one. Thus, in the LULES code, the volume 
integrals are approximated simply by the product of the CV volume and the integrand 
value at the CV centre. 
3.2.2 Surface Integrals of Diffusive Flux 
The integral of diffusive flux across a CV face is approximated by the product of the 
area of the face and an averaged variable gradient across the CV face, while the 
variable gradient is approximated using a central differencing scheme, i.e. , by li near 
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interpolation between values at the centres of the local CV and a corresponding 
neighbouring Cv. Take the diffusive scalar flux across the east face ofa CV (as shown 
in figure 3-3) as an example, the surface integral of the di ffusive flux can be 
approx imated as: 
(3. 12) 
where !vi is the area o f the east face, and I'>.xf.' is the distance between the centres 
of scalar control volume P and contro l volume E, measured along the curved 
computational coordinate line. 
wO w 
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o 
n 
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volume 
O P 
s 
o 
s 
e O E 
Figure 3-3 Control Volume of Scalar Variable 
The central diffe rencing scheme is formall y second order accurate for a uniform mesh. 
For both the scalar transport equation and momentum equations, the di ffusion temlS 
are approximated using the central di ffe rencing scheme. 
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3.2.3 Surface Integral of Momentum Convective Flux 
The approximation of the surface integral of the momentum convective flux includes 
two successi ve steps. 
In the first step, the integral is approx imated as a product o f the integrand value at the 
cell face centre and the area of the cell face. Take the east face of the U velocity CV 
(shown in fi gure 3-4) as an example: 
(3. 13) 
, 
This approx imation is named as the midpoint rule (Ferziger and Peric, 1999) and is of 
second order accuracy. 
o 
o 
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volume 
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o 
o 
e o E 
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Figure 3-4 Control Volume of U Velocity Component 
In the second step, the integrand value at the CV face centre needs to be interpolated 
from the integrand value stored at the centres of the Cv. This is also done fo r 
momentum by the central di ffe rencing scheme, i.e., linear interpolation between 
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values at the local node and its east neighbour node. In figure 3-4, for location e, we 
have: 
(3.14) 
where B is the weighting factor for interpolation, this is defined as: 
(3 . I 5) 
in which Ill, is the curvilinear distance from the node P to the centre of the CV face 
e, and Ill£ is the distance from the node P to the east neighbour node E. For a 
uniform grid, B = 1/2 and thus equation (3.14) becomes: 
~p +~£ 
2 
(3. I 6) 
When the grid is non-unifonn but with small expansion ratio, equation (3. I 6) is sti ll a 
good approximation to equation (3. I 4). 
For all momentum equations, surface integrals of the convective fluxes are calculated 
using this second order central differencing scheme. 
3.2.4 TVD Discretisation of Surface Integral of Scalar Convective Flux 
The spatial discretisation of the convective terms in the scalar transport equation 
needs special attention. Since many scalar properties (e.g., species mass fj'actions Y, , 
mixture fraction Z , and progress variablec) are bounded variables with physically 
imposed limits (e.g., 0 $ Z $ 1) and often coupled with the velocity field through 
density, it is important to preserve their bounded, non-negative nature to avoid 
unreali stic results. Although central differencing is preferred for spatial discretisation 
of the momentum equations due to its non-dissipative property, it is not suitable for 
spati al discretisation of the convection temlS of the scalar transport equations, because 
it does not guarantee the scalars remain bounded by their physical limits. In the 
present work, a second-order Total Variation Diminishing (TVD) scheme (Sweby, 
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1984) is used for spatial discretisation of scalar convection (Dianat et aI, 2005). 
The TVD type schemes can be viewed as central differencing plus a limited amount of 
anti-diffusive flux that ensures the scalar bounds are not violated. This approach can 
be illustrated by considering a transient one-dimensional pure convective flow with 
positive velocity, u: 
(3.17) 
With a TVD scheme, the above transport equation can be discretised as: 
where the superscript 'n ' means the value at the n time step, the subscripts '; + 1/2 ' and 
'; -1/2 ' indicate respectively the east and west faces of CV 'i', and 'f/ is a limiter 
function, which is intended to detect the formation of spurious local extrema and 
suppress these. The first terms within each square bracket may be considered as first 
order upwind contributions, while the second tenns within each square bracket are 
anti-diffusive components. When'f/ = 0, there is no anti-diffusive flux, and the scheme 
reduces to the upwind scheme. When 'f/ = 1, the anti-diffusive flux cancels the 
diffusive flux introduced by the upwind contribution, and the scheme becomes a pure 
central differencing scheme. 
In general cases, in order to avoid instabilities and maintain boundedness, the limit 
function 'f/ is made sensitive to the ratio of the scalar gradient across the cell: 
(3 .19) 
where 
(3.20) 
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in which the grad ients at CV faces are calculated using central differencing. 
According to Sweby (Sweby, 1984), any second order scheme relying onl y on points 
(U'_2' U,_l' u, and U,.l) must be weighted average of the Lax-Wendroff scheme (Lax 
and Wendroff, 1960) and Warming and Beam upwind scheme (Warming and Beam, 
1976). Therefo re, fo r second order TVD schemes, the limit funct ion 'I' should be 
confined within the coloured region shown in fi gure 3-5. 
3.0,---------------------, 
2.5 
2.0 
1.5 
1.0 
0.5 
0.0 -I"---.--,----.--,----.---,----.---,-----.---,-----.-----i 
0.0 0.5 1.0 1.5 
Y 
2.0 
Figure 3-5 Second Order TVD Region 
2.5 3.0 
[n fi gure 3-5, the upper boundary of the TVD region is equivalent to Roe's superbee 
TVD scheme (Roe, 198 1), while the lower boundary is equi valent to Roe's minmod 
TVD scheme (Roe, 198 1). For Roe's TVD schemes, the limit function 'I' can be 
expressed as: 
{
max (0, min (2r, I) , min (r, 2)) 
'I'( r ) = . 
max(O,mm(r, I)) 
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superbee 
minmod 
(3 .2 1 ) 
In the present study, TVD scheme of Branley and Jones (1997) was adopted as 
indicating optimum performance in previous study (Dianat et al, 2006). For Branley 
and Jones'TVD scheme, the limit function can be written as: 
\fI(Y) = max( 0,min(2y,I)) (3.22) 
It equals to upwind differencing for y~1/2 ~ 0 and central differencing for Y':1/2 ~ 0.5 , 
while within the range 0 < Y':1/2 < 0.5, the value of the limiter defines the weighting 
between first order and second order accurate schemes. 
3.3 Pressure Equation 
To solve for all unknown flow variables in varying density flows, velocity, density . 
and pressure have to be determined at each time step. The momentum equations may 
be used to determine the velocity components, if the density is assumed known. The 
fluid density in a low speed flow is determined from solution of a scalar transport 
equation and the relation between the scalar variable (e.g., mixture fraction or 
progress variable) and density. This leaves only the continuity equation (which does 
not contain the· pressure) to determine the fluid static pressure. In order to do this, the 
continuity equation is combined with the momentum equations to generate a pressure 
equation. The pressure equation is derived here appropriate to the time-marching 
Adams-Bashforth scheme which was adapted for calculation of the flow variables (see 
section 3.4 for details). 
The Adams-Bashforth scheme is based on a Taylor expansion: 
<1In+1 _ <1In .ll (a<1l)n. (Ilt)2 (a2<11)n 
- + t at + 2 at2 + ... 
(8<IJ)n (8<IJ)n-1 
""<1In+llt(8<IJ.)n + (llt)2 Tt at 
at 2 llt 
3 (8<IJ)n 1 (8<IJ)n-1 
",,<1In+-llt - --llt-
2 at 2 at 
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(3.23) 
-------- ------~-----------------------
Let <l> = pii, and apply to the momentum equations: . 
B(pu,) 
Bt 
- BP H--
, Bx, 
. where il, represent both convection and diffusion terms. 
This then gives: 
. -.+j:-.+I _ -.-. 3 A (H-' BP.+I ) 1 A't(.H-.-1 BP') p u, - P ui + 2 I.>t '---a.;- - 2 I.> i - Bx 
. I, i 
(3.24) 
(3.25) 
These are the discrete momentum equations which need to be satisfied in marching 
the n -+ n + 1 time step. We can split equation (3.25) into two steps, i.e. an 
intermediate step and a pressure correction step: 
-.+1-' -.-n 3 AH-' 1 A (H-.-1 BP') P u,=pu'+2 Llt '-"2Llt ., -Bx 
, 
3 B(r;·+1 
-n+l-n+1 -n+l-· A T P u, = P u, -"2Llt--a.;-
, 
(3.26) 
(3.27) 
where 15.+1 is the value of density at the end of the n -+ n + 1 time step obtained 
from the scalar field solution (see section 3.4 for details). 
Applying 3... to both sides of equation (3.27) gives: 
Bx, 
B(p·+lii,·+I) 
BXi 
B(pn+W) 
Bx, 
(3.28) 
For the (n+l) time step, the exact continuity equation needs to be satisfied, this is: _. 
(3.29) 
From equations (3.28) and (3.29), we get: 
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(3.30) 
Thus the Poisson Equation for the pressure pn+1 is: 
(3.31 ) 
The next section explains how the RHS of equation (3.31) is calculated and the 
equation solved. 
3.4 Solution Procedure 
As indicated above, an explicit Adams-Bashforth scheme has been adopted for 
time-marching. Even though implicit schemes allow large time steps, large time steps 
are unlikely to be used in LES calculations in order to ensure time accurate 
simulations of the smaIlest resolved scales, which implies a smaIl time step and hence 
small CFL number. Therefore, explicit schemes seem more suitable for LES. The 
following explains how the Adams-Bashforth scheme has been implemented in the 
current LES code. Since different scalar ,equations are solved for non-premixed 
combustion (or non-reacting variable density flow) and premixed combustion, the 
solution procedures will be introduced separately for clarity. 
The coupled governing equations for non-premixed combustion and non-reacting 
variable density flows are solved in the following sequence: 
(1) The subgrid eddy viscosity is calculate? at each grid node u~ingthe Smagorinsky 
model, and the available values of density and strain rate from the last time step. 
(3.32) 
(2) The density weighted filtered mixture fraction, pZ , is then first solved for the 
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(n+1) time step, using mixture fraction, velocity, density and sas viscosity 
infonnation from the (n) and (n-l) time steps. 
( -)"+1 ( _)" pZ = pZ +,M (3.33) 
(3) An intennediate (or predictor) value of mixture fraction and its variance may now 
be calcUlated. 
-, (pit Z =~.l....-
15" 
(3.34) 
Z· 2' =c t;.21vi'12 sgs y (3.35) 
-, 
(4) After obtaining the predictor value of i' and Z;gs 2 ,these are used as entries into 
the flamelet library to calculate an estimated value of density at the (n+ 1) time step. 
-"+1 = [J-l-P(Z')dZ,.]-1 
p"" p(Z') . 
z .. 
(3.36) 
(5) For combustion with large de~sity variations, a relaxation method, to be described 
in detail in the next section, is now applied to the estimated density value to improve 
computational stability. After updating .the density at the (n+l) time step using this 
relaxation method, mixture fraction has to be updated accordingly in order to retain 
consistency. 
i"+1 =..>...( p_i"",r_+1 . 
p"+1 
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(3.37) 
(3.38) 
(6) After correcting mixture fraction for the (n+l) time step using equation (3.38), the 
variance is updated for the (n+ 1) time step. The species mass fractions and 
-"" 
temperature are then evaluated from the flamelet library using Z·+I and Z;", 2 . as 
entries. 
(3.39) 
, 
(7) The momenturnequations are now solved for the (n+1) time step to get an 
intennediate velocity field, using the Adam-Bashforth scheme expressed as follows: 
3... ( adv. + diff.)" 
2 
+1 • (). 1 ( ·).-1 p' u, = Pili +~t -- adv.+diff· 
2 
1 ap' 
+--
2 Ox, 
(3.40) 
A convective outflow boundary condition is applied after solving equation (3.40). 
(8) A multigrid solver (Zeng and Manners, 1996) is used to solve the Poisson equation 
to get the pressure field at the (n+ 1) time step. 
(3.41) 
where 
Op'+1 p.+1 - p' 
--= 
at M 
(3.42) . 
(9) The intermediate velocity field is then updated using the new pressure field to get 
the velocity at (n+ 1) time step. A convective outflow boundary condition is again' 
applied. 
u.+1 =_l_[-.+Iu' _ 3~t OP.+I] 
, -.+IP., 2 "-. 
. p. U"", 
•• 3M Op·+1 (3.43) 
=U -----
, 2p·+l ox, 
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The coupled governing equations for premixed combustion are also solved using the 
explicit Adams-Bashforth scheme as shown below: 
(1) The subgrid eddy viscosity is calculated using the Smagorinsky model. 
(3.44) 
(2) The density weighted progress variable, pc , is solved at the (n+ 1) time step, using 
velocities and density at the (n) and (n-l) time steps. 
3( '<'7 (-.-.-.) '<'7 (p,.:J'<'7-' S ~.) 
--v·puc +v'--vc+p '" 2 . Sc • L , 
(pcr 1 = (pc)" +!it _.!.[-V '(P':~;'-IC'-I)+ 1 
. 2 v. (p,., Jvc'-1 + El S ~.-1 
. S ru L 
C, 
(3.45) 
where 
(3.46) 
c· c· Pu (3.47) 
(3) An intermediate value of progress variable is calculated to find the density at the . 
(n+ 1) time step. 
. ( __ )'+1 
_. pc 
C = 
p' 
(3.48) 
(4) After obtaining the predictor value of c', it is used to calculate an estimated value 
of density at the (n+ 1) time step. 
-.+1 (1 -' ) _. Pes, = Pu -c + PbC (3.49) 
(5) For combustion· with large density variations, a relaxation method has to be 
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applied for density to guarantee computational stability. After updating the density at 
the (n+!) time step using this relaxation method, progress variable has to be updated 
accordingly in order to retain consistency. 
( _~)'+1 c.+1 = pc (3.51) 
_ pll+1 
(6) The species mass fractions and temperature are then evaluated usingc·+1: 
Y. =Y..u(l-c)+Y..bc (3.52) 
i n+1 = r. (l_cn+1)+ ~cn+1 (3.53) 
where 
-n+l 
-n+l C Pu c = 
cn+1pu +(I-Cn+1)Pb (3.54) 
The momentum and pressure Poisson equations are now solved as in steps (7) - (9) of 
the method for non-premixed combustion discussed above. 
3.5 Relaxation Method 
. In flow with strong combustion, large density gradients exist due to intense heat 
release and expansion. Particularly in region where the shear layers are very thin and 
perhaps under-resolved by the mesh, these large gradients changing from time step to 
. time step can cause instabilities in the simulation behaviour which have to be damped 
. 
out. 
A relaxation of density is used to damp these instabilities, as suggested by Forkel and 
Janicka (2000): 
pn+1 = (l_a)p;;1 +ap' (3.55) 
where a is the relaxation factor and is defined as: 
(3.56)" 
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in which M = t"+1 - t" is the time step and Trelax is a chosen relaxation time. 
The above relaxation· corresponds to discrete integration of density with an 
exponential decaying weighting function: 
. (,'+1_,) 
J tn+l . e Tre1ax pn+1 = p (t) dt -00 est, T· 
. relax 
(3.57) 
Setting t' = t"+1 - t , from equation (3.57) we get: 
(3.58) 
This is in fact the filtering convolution of P .. ,(t) with a low-pass filter. The 
convolution kernel or filter kernel is: 
e -t'/Tfflta 
h(t') . 'I'(t') 
1',.elax 
in which 'I'(t') denotes the Heaviside unit step function, i.e., 
, {I, t';::O 
'I'(t ) = 0, t' < 0 
(3.59) 
(3.60) 
The filter kernel represents the impulse response of the filter in the time domain. 
The transfer function of this low-pass filter in the frequency domain can be described 
by a Laplace transfonn of the impulse response, 
H(s)=L{h(t')} = Gce);' =. 1 2 e1bm-i(-.,T.",,) 
~1 +( OJT,'lax) . . (3.61) 
where OJ is the frequency, S = jOJ is the complex variable, Gc = 1/ ~1 + (OJT,'la,S 
is the gain of the transfer function, and rpc = tan-I (-OJT,'lax) is the phase angle 
(Bogart, 1982). 
From the property of Laplace transfonn, Laplace transfonn of convolution of two 
signals in the time domain equals to multiplication of Laplace transfonns of these two 
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I 
.1 
signals in frequency domain. Therefore, the Laplace transform of 15"+1 will be equal 
to product of Laplace transform of Pes, (t"+1 - t') and L~place transform of the 
low-pass filter kernel h(t'), Le., 
(3.62) 
Accordingly, if we know the frequency spectrum of p"+I, we can derive the 
frequency spectrum of Pes,' The Power Spectral Density of the low-pass filter kernels 
with different characteristic relaxation time is shown in figure 3-6. 
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Figure 3-6 Power Spectral Density of the Low-pass Filter Kernel 
3.6 Multigrid Poisson Solver 
Since an explicit scherne is used to solve the momentum and scalar equations, the 
CPU time spent on advancing the velocity components and scalar is small compared 
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to that of solving the pressure equation. In the case of incompressible flows, the 
, 
solution of the pressure equation consumes typically more than 80% of the total CPU 
time (Zeng and Manners, ,1996). For variable density flows and combustion flows, 
since the additional CPU time spent on explicit. scalar advance. and library 
interpolation is not significant, the above estimation of CPU budget still holds 
approxiInately. Therefore, efficient solution of the. pressure equation plays a vital r()le. 
in the overall computational efficiency of LULES. 
In the present study, the pressure equation is solved using the multigrid solver . 
developed by Zeng and. Manners in order to increase the computational efficiency of 
the LES. The logic of the multigrid method lies in the fact that the iterative error can 
be divided into two parts: high frequency and low frequency. The high frequency error 
. can be removed more easily than the low frequency one through common iterative 
methods like Gauss-Seidel iteration. If several grid levels are used, the low frequency 
errors on the fine grid can be regarded as high frequency error on the coarse grid 'and 
thus be removed quickly. 
The principle of the multigrid method can be illustrated by considering a two-grid 
method: 
• On the fine grid, perform iterations with a smoother and give the smooth error 
• \ Calculate the residual on the fine grid 
• Restrict theresidual to the coarse grid using a restriction operation . 
• On the coarse grid,. perform iterations on the correction equation with the 
smoother 
'. Interpolate the correction to the fine grid 
• On the fine grid, update the solution using the correction 
• Repeat the whole procedure until the residual is reduced to the desired level 
- 97-
Usually more than two'multigrid levels are employed and thus the way by which the 
different grid levels are visited (referred as multigrid cycle or muItigrid schedule) 
I) 
needs to be designed. In figure 3-7, the commonly used muItigrid cycles (i.e., V-cycle, 
F-cycle and W-cycle) are iIIustrat~d. Each dot represents a smoothing procedure, and 
each line connecting the dots represents a transfer procedure between two grids, i.e., 
restriction or prolongation. It is found that the V-cycle has almost the same 
convergence rate as the other two methods, but does the least work and thus uses less 
CPU time during one work unit (Zeng and Manners, 1996). Therefore, the V-cycle has 
been used in the calculations of the present study. 
Grid Level 
V-Cycle F-Cycle W-Cycle, 
, 
Figure 3-7 Multigrid Cycles 
3.7 Boundary Conditions 
The five most frequently encountered boundary conditions, i.e., inflow, outflow, 
centreline, rigid wall and periodic conditions are used in the code. 
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Inflow Condition . 
At the inflow planes, the values of the scalar variables (such as mixture fraction, 
progress variable, density and temperature). are prescribed according to physical 
conditions of the test cases. While the velocity field at the inlet boundaries are 
prescribed by different ways for different test cases. For calculations of variable 
density inert jet flows in present study, mean velocity and white-noise perturbations 
are specified to describe the inlet velocity condition. For calculations of both inert and 
reacting premixed combustion flows in the ORACLES rig, the velocity field at inlet . 
boundary is specified using a 'feedback' method (see chapter 6 for details), which 
, 
. provides a good representation of the incoming fully developed tube flow. For 
non-premixed combustion flows, both white-noise method and 'feedback' method 
have been investigated in the calculations. 
Outflow Condition 
Convective boundary condition is used for unsteady flow calculations. If we assume 
the outflow is along the x direction, the convective boundary condition can be 
expressed as follows: 
a(PUI) + u a(PUI) 0 
at ox (3.63) 
where U is the bulk velocity. In LULES, the outflow boundary condition is carried 
out in two steps in order to be compatible with the Adams-BaShforth scheme. 
, 
pn+lu; _ p"u; 3 - o'P'u' 1 - 0'P·-1U·-1 U I +-U I 
M 2 ox 2 ox 
. pll+1u7+1 - pn+lu; . 0 
I1t 
o 
(3.64) 
(3.65) 
In addition, a velocity scaling is used for intermediate velocities at the outlet boundary 
to ensure global mass conservation before solving the Poisson Equation, 
(3.66) 
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(3.67) 
where M,. is the inflow rate and M out is the calculated outflow rate, M chg is the 
rate of mass change within the numerical domain. 
M =IIJ~v 
chg at (3.68) 
Here the expression of ap/ at should be consistent with that in the source term of 
Poisson equation for pressure. 
The scalar variables are assumed to be of zero-gradients at the outlet boundaries. 
Centreline Treatment 
It was found that numerical stability problems can arise in LULES computations if the 
centreline values are not treated properly. The centreline treatment in LULES is 
different from that in the RANS code, because of the unsteady nature of LES 
calculations. In RANS calculations, when the flow field is axisynunetrical, it is 
reasonable to assume the flow field to be synunetrical about the centreline, and thus 
no flux across the centreIine. In LES predictions, it will be non~physical to assume the 
flow field to be axisynunetrical, since instantaneously it is possible to have radial flux 
across the centreline. Therefore, the centreIine treatment in LES should allow radial 
flow communication through the centreline. It is designed as: 
1 . , 
V(r = 0,8) =-[V(b,8) + V(i1r,Bu)] 
2 
(3.69) 
(3.70) 
(3.71) 
The centreline treatment is illustrated in figure 3-8, where the solid lines denote the 
j 
physical domain while the dashed lines represent fictitious control volumes used for 
the implementation of boundary conditions. The U velocities and W velocities are all 
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staggered in the radial direction with respect to the centreline. The fictitious axial 
velocity U 1 is decided by assuming zero-gradient boundary condition. The fictitious 
tangential velocity W 1 is decided based on the fact that the tangential velocity on the 
centreline should be zero. Centreline boundary condition for radial velocity is 
obtained by averaging corresponding values across the centreline (Akselvoll and 
Moin, 1995), which allows radial flow conununication through the centre line without 
undue influence to or from points at neighbouring azimuthal locations (pierce, 2001). 
On the centre line, zero-gradient boundary conditions are applied for pressure, mixture 
fraction, progress variable, density and temperature. 
Centreline 
I Wl UI 
4 ® ® [® 
l_______________ _______________ _ ____________ 1 
Figure 3-8 Illustration of Centreline Treatment 
Rigid Wall 
The rigid wall boundary condition is illustrated in figure 3-9 for the X-Y plane. 
If the first grid point next to the wall is in the log-law region (y+ ~ 11.3), the 
approximate wall boundary conditions (Schumann, 1975) will be applied: 
I ii(x,~y,t) ( ) Txy y.o (ii(x,~y,t)} Txy (3.72) 
(3.73) 
where < > denotes time averaging and superscript '-' stand for filtering, T xy is the 
-101-
wall shear stress in the x direction. Equation (3.72) means that the instantaneous wan 
shear stress is in phase with the instantaneous velocity at the first grid point close to 
the wall. Equation (3.73) is the impermeability condition. The time averaged value 
(fl(x, tJ.y,t)} can be computed from the log-law: 
(3.74) 
where K=0.41 is the von Karmann constant, c is another constant whose value is 
taken to be 2.3, and u, is the friction velocity. 
u 
y o o o 
x v 
i 
I 
o o : o 
l ______________________________________ L. ____________________________________ 1 __________________________________ M_MOl 
Figure 3-9 Illustration of Wall Boundary Condition 
If the first grid point next to the wall is within the laminar sub-layer (y+ < 11.3), the 
wall shear stresses will be calculated as: 
I - flex, tJ.y,t) l' xy y.o - fJ tJ.y (3.75) 
Near the wall; zero-gradient boundary conditions are applied for pressure, mixture 
fraction, progress variable, density and temperature. 
The rigid wall boundary condition in the Z-Y plane is treated in the same way. 
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Periodic Condition 
The treatment of periodic boundary conditions is very similar to the coupling of 
interfacing blocks. Take the i direction as an example, the values of velocities and 
scalar variables (including mixture fraction, progress variable, pressure, density and 
temperature) at node i=l and i=nipl are copied from i=ni and i=2 locations 
respectively, as shown in figure 3-10. For pressure, a given pressure jump will be 
added to the copied values. 
------_ .. f ~t--- .--,- ~ ---------··---~--~tJ 
-}E-l \, (,) 1+ 0 0 (l) !.t I \ ~~ 
I 
-
_.J 
---- c----- --
center 
l 2 i m nipl 
I I 
I I 
I I. I I 
1 2 3 ni nip 1 face 
Figure 3-10 Illustration oCPeriodic Boundary Condition 
3.8 Solution Process Control 
Since explicit schemes are used, a small enough time step t:.t is needed in order to 
ensure numerical stability. Two control parameters are employed to maintain 
numerical stability: CFL (Courant-Friedrich-Levy) number for convection stability 
and DFS number for diffusion stability. 
The CFL number is defined as: 
(3.76) 
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The DFS number is defined as: 
D,D'S',(,u+,u, .. ). (1 '1 1)' T, ,-,tmax --+--+--
p (,ix)2 (~yt (&f (3.77) 
Both CFL and DFS numbers must be less than critical values « 1) to maintain 
numerical stability for convective terms and the diffusive terms. If a fairly fine grid is 
used (e.g., near the wall or at shear layer), the time-step demanded by the DFS 
condition can be much smaller than that demanded by the CFL condition. 
Some other parameters are defined to control the operation of the multi grid solver: ' 
nmg, nsc, npre, npost, tolc, tolf, error, where nmg is the maximum 
nUmber of multi grid iterations (cycles) to be used, nscis the number of iterations on 
the coarsest grid, "npre and npost are the numbers of smoothing operations before 
and after visiting the coarsest grid, tolc and tolf' are solution accuracy tolerance on 
, 
the coarsest grid and the finest grid, and error is the ratio of the norm of the residual 
to the norm of the RHS of the equation to be solved. The multigrid iteration will 
, terminate when nmg is reached or solution accuracy requirement error! < tolf is 
satisfied. The iteration of the smoother (used as coarsest grid solver) on th,e coarsest 
grid will terminate when ,nsc is reached or solution accuracy requirement 
error. < tolc is satisfied. 
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Chapter 4 Variable Density Confined Jet Flow 
. In diffusion controlled combustion within industrial equipment, large spatial density 
variations appear due to gas expansion caused by intense heat release. In 
, . 
non-premixed combustion, near the interface between pure air and pure fuel streams, .. 
the density of combustion products is much lower than for pure air or pure fuel. 
Therefore, large density gradients will appear in the flow field, which from a 
numerical point of v!ew is an additional challenge and can lead to calculation stability 
problem. In order to model combustion flows, the simulation code must first be 
. demonstrated to have a good numerical scheme capable of handling variable density 
flow. In this chapter, the applications of the variable density modifications to the 
LULES code described earlier in this thesis are tested first for non-reacting variable 
density fluid flow. 
, 
4.1 Variable Density Confined Jet Flow 
. To demonstrate the ability of the LULES code to perform variable density fluid flow 
calculations, a variable density confined jet' problem was chosen as a test case. The 
. confined jet flow is of interest due to its close relation to geometrically more complex 
but fluid mechanically similar flows found near the fuel injectors of the gas turbine 
combustors. A sketch of a confined jet flow is shown in figure 4-1. 
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Figure 4-1 Confmed Thrbulent Jet System 
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. This test case consists of a single round jet of velocity ul, radius rl, and 
density PI discharging coaxially into a cylindrical duct with coflowing fluid of 
. velocity U2, radius r2, a11d density P2' 'fh:e density, velocity and radius ratios fonn the 
important parameters of the flow. The Reynolds number is high and the flow is 
considered fully turbulent. 
1\vo experimental data sets for variable density confined jet have been chosen for 
validation of the calculation results. One was perfonned by Steward and Guruz (1977) 
and the other by Pitts (1991). Further details of these two test cases will be introduced 
separately when compared with the calculation results .. 
4.2 Self.similarity 
The concept of self-simil8rity is very useful in understanding and analysing turbulent 
. 
axisymmetric jets. When an axisymmetric jet is self-similar, its velocity (density and 
associated turbulence statistics) profiles can be collapsed by choosing suitable 
velocity (and density-controlling scalar,e.g., concentration or temperature) and length 
scales for nonnalisation purpose. The number of independent variables is then 
reduced by one and the governing equations can thus be transfonned to a set of 
ordinary differential equations (Richards and Pitts, 1993). It is common for 
predictions ofturb~lentjets to be analysed in term of this self-similarityconcept. 
The physical meaning of self-similarity is that, a dynamic equilibrium or asymptotic 
state of the flow has been reached in which the mean and high-order statistical 
moments evolve together (Townsend, 1976). According to the traditional 
self-similarity theory for a single turbulent jet (e.g., Monin and Yaglom, 1975; 
Tennekes and Lumley, 1974; Townsend, 1976), the asymptotic condition of 
self-similarity flows depends only on the rate of initial momentum inflow by the jet 
but not on any other initial conditions. As described below, this has, however, been 
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questioned more recently. In the following, self-similarity will firstly be discussed for 
I ' 
constant density axisymmetric free jets, and then for variable density and confined 
jets. 
4.2.1 Constant Density 
Experimental observations have shown that, in general, a turbulent free jet may be 
considered to be geometrically long and narrow (thin shear layer theory). The 
I 
longitudinal. component of the mean velocity in a jet considerably exceeds the 
transverse component, while the longitudinal gradients of flow variables are much 
smaller than their transverse counterpart. Therefore a turbulent free jet may be 
analysed using boundary layer (or thin shear layer) approximations (Schlichtling, 
1960). After using this simplification, the governing mean flow equations for a steady 
constant density axisymmetric turbulent jet can be written in a cylindrical coordinate 
system as (Monin and Yaglom, 1973): 
Continuity Equation 
ou 1 B(rii) 
-+---=0--. 
Bx r Br ' 
(4.1) 
Momentum Equation 
(4.2) 
where x is the axial coordinate directed along the jet axis, r is the radial coordinate, 
ii and v are the axial and radial components of the mean velocity. The contribution 
of molecular effects in the momentum equation has been neglected based on the 
assumption that the Reynolds number is sufficiently high: 
By integrating equation (4.2) across a plane perpendicular to the jet axis, we' obtain: ' 
w 
27T f ii2rdr = M = const! 
o 
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(4.3) 
which expresses the conservation of axial momentum flux in term of its initial value 
M. 
If jet development is self-similar, we seek the following solutions: 
ii - f(_r J 
U, (x) - ". (x) (4.4) 
u'v' (r J 
muv(x) g ". (x) (4.5) 
where U, (x) is a scale for. the mean velocity normally taken as the local mean 
, velocity on the jet axis, muv (x) is a scale for the. second order moments of the 
velocity fluctuations' (Reynolds str~sses) and ". (x) is the length scale: the velocity 
half-radius (radial distance at any downstream station x where the mean velocity is 
equal to half its centreline velocity). Note these scales are functions of x only, not r. 
Substituting equation (4.4) into equation (4.3), we find: 
00 
U; (x~,,~ (x)27r f f2 (r;)r; dr; = const1 
o 
where r -t;=-
".(x) (4.6) 
For the above equation to be valid, it is necessary that, U, (x) ". (x) be independent 
of x, i.e., , 
U, (x)o. (x) =const2 ' (4.7). 
where,the value of const2 depends in theory only on M, the initial momentum flux. 
Substituting equations (4.4), (4.5) and (4.7) into equation (4.2) and using equation' 
(4.1), leads to the following equation (Hussein et aI, 1994): 
It is easy to show that this equation requires: 
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U; (x) do. (x) 
muv (x) dx const. (4.9) 
where const. is a constant. Since the theory argues that the only constraint to be 
satisfied by the solution is conservation of momentum flux which depends only onM , 
const. must be a universal constant. The next step in traditional similarity theory is 
to assume U; (x) =muv (x) (e.g., Moniri and Yaglom, 1973), which implies: 
do (x) . 
• const 
. dx • (4.10) 
This means that the velocity field of the jet will spread linearly. at a universal 
spreading rate in the self-similar regime. Considering equation (4.7), we find that 
self-similarity then. also requires an X-I axial decay of the jet centreline mean velocity. 
A similar approach may also be followed when considering the self~similar 
implications for the density field in variable density flows, which efficiently means 
considering the transport equation for the density-controlling scalar, say species 
concentration field (Lubbers et al, 2001): 
_Dc _Dc l o(rc'v') 
u-+v-+ 0 
Ox orr or 
(4.11) 
Similar to the velocity field, the following form of solutions are assumed to exist for 
the mean concentration field and the turbulent scalar flux: . 
(4.12) 
(4.13) 
where c, (x) is a scale for the mean concentration (normally taken as the value of 
, . 
the mean concentration on the jet axis), muc (x) is a length scale appropriate to the 
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scalar flux and t5c (x) is the concentration half-radius (radial distance where the 
mean concentration is equal to half the centreline concentration). 
By integrating equation (4.11) across a plane perpendicular to the jet axis, we obtain: 
~ 
2n J CS· iirdr = Qc = const3 
o 
which expresses the conservation of concentration flux. 
Substituting equations (4.4) and (4.12) into (4. 14}, we can find that: 
Cs (x}Us (x) 15; (x)2n[ h( s ::~:~ )f(S)SdS = const3 
(4.14) 
r 
S=-.( ) (4.15) Du x 
which shows that self-similarity firstly requires the spreading rate of concentration be 
proportional to that of the velocity, so that the integral in this equation has the right 
properties: 
Dc (x) =const 
15. (x) 4 (4.16) 
Since it has already been shown that self-similarity requires the velocity field of the 
jet to spread linearly, equation (4.16) means that self-similarity also requires the mean 
concen,tration field of the jet to spread linearly (although not necessarily at the same 
value) . 
. Secondly, according to equation (4.15), for self-similarity to be valid, it is also' 
necessary that: 
Cs (x) Us (X)D; (x) ~ consts (4.17) . 
which, together with equation (4. 7) gives: 
(4.18) 
which implies that self-similarity also demands an X-I axial decay of the jet 
centreline mean concentration. 
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Substituting equations (4.4), (4.12) and (4.13) into the mean scalar transport equation 
(4.11), and using relationships deduced before, we can find (Lubbers et al, 2001): 
u,(x)\!lu,(x) d(F(~)h(~)) 
c,(x)\Ruv(x) 'd~ 
For self-similarity to be valid, it is necessary to have: 
u,(x)\Ruc(x) 
c, (x)\Ruv (x) (4.20) 
where const
u2 is another universal constant. If the traditional assumption 
u; (x) = \Ru> (x) is adopted, the 'above equation leads to: 
\Ruc (x) 
c, (x)U, (x) (4.21) 
which means that normalised scalar flux in the far field is independent of initial 
conditions. 
Note that this analysis then also implies that other statistics of the scalar turbulence, 
when fully developed, will be independent of initial conditions in the far field. One 
quantity specifically that is interested here is the 'unrnixedness', defined as c're, i.e., 
scalar rrns normalized by the mean value of scalar. This analysis implies that this is a 
unique asymptQtic value to the developed scalar variance or unrnixedness. whether 
these asymptotic far field values are truly unique are recently questioned (George, 
1989; Hussein et al, 1994; Boersma et aI, 1998; and Lubbers et al, 2001). For example, 
the assumption of U; (x) = \R"" (x) adopted in traditional self-similarity theory for 
turbulent free jets has recently been challenged. This assumption is considered to be 
not suitable. In the analysis of George (1989), it is not assumed U; (x) = \Ru, (x) and 
. the self-similarity requires: 
(4.22) 
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This means that spreading rate of velocity field does not need to be univerSal for all 
the jets of self-similarity. It is possible for self-similarity to be established for each 
individual experimental result but details of self-similarity may differ from one 
experiment to another (Boersma et al, 1998). For concentration, it means that the 
asymptotic value ofunmixedness in the far field does not have to be universal. 
4.2.2 Variable Density 
For flows in which density varies appreciably, Chen and Rodi (1980) have shown that 
an exact similarity can not be attained, i.e., self-similar solutions to the governing 
equations are only an approximation. In an axisymmetric variable density jet, the 
initial density of the jet differs from that of the surrounding fluid. Due to the 
entrainment processes of the jet, however, density gradients decrease rapidly with 
downstream distance. In the far field, the local density of the jet will always approach 
the density of the ambient fluid. As long as buoyancy effects due to density difference 
are ~egligible, the governing equations become identical to those for a constant 
density flow jet (Richards and Pitts, 1993). In this case, approximate self-similarity 
may exist. Tbring and Newby (1952) introduced the concept of an effective jet 
diameter to help 'collapse' profiles of centreline mean velocity decay of variable 
density jets onto a single curve. Kataoh (1986) also showed that the radial spreading 
and radial profiles of axial velocity and concentration in the fully-developed region of 
variable density axisymmetric free jets -are approximately self-similar. 
4.2.3 Confined Jet 
The flow pattern of a confined jet may differ considerably from that of a free jet. In a 
confined jet, the quantity of entrainable fluid is limited. The presence of the duct wall 
also restrains the expansion of the jet and both of the above facts may give rise to 
recircu1ation. Craya and Curtet (1955) and Curtet (1958) provided the first rigorous 
analysis of turbulent constant density confined jets -and enunciated the criterion 
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governing the similarity of these flows. In their study, it was assumed that the radial 
profiles of axial velocity were self-similar. The experimental studies of Becker (1961) 
and Becker et al (1963) have shown that the flow and mixing characteristics of a 
constant density confined jet arennique functions of a dimensionless similarity 
parameter Ct, the Craya-Curtet number, derived by Curtet (1958). Steward and Guruz 
(1977) extended the definition of the constant density similarity parameter Ct to the 
variable density confined jet case, and proposed a 'non-isothermal Craya-Curtet 
number', Ctni, defined as: 
(4.23) 
where the kinematic mean velocity Uk and the dynamic mean velocity lid are defined 
as: 
(4.24) 
(4.25) 
in which UI and U2 are the mean velocities of the primary (central) jet and the 
secondary surrounding stream respectively, rl is the central nozzle radius, and r2 is the 
radius of the confining tube, PI is the density of the central jet fluid, P2 is the density 
of the surrounding fluid stream, and Po is the mean density of the fully mixed fluid. 
defined from a mass balance: 
(4.26) 
4.3 Initial RANS Predictions of Variable Density Confined Jet 
Before running the developed variable density version of the LULES code in 'LES 
mode', it was decided to demonstrate the statistical behaviour of the variable density 
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modification by running the code in RANS' mode initially. This is easily done by 
using a simple RANS turbulence model to calculate the SOS viscosity and any coding 
errors would be much easier to find when running RANS predictions. 
4.3.1 Test Case for RANS 
The experiment, of Steward and Ouruz (1977) was chosen as the validation test case 
for the RANS calculations. In this study, the non-isothermal Craya-Curtetnumber was 
varied over a range of 0.22 to 1.2, which was observed in the data to correspond to 
flow patterns of substantial internal' duct recirculation to of no recirculation. As 
explained above, this experimental study is chosen for two purposes: firstly as a 
primary test case to . check the numerical correctness and stability of the code, 
secondly to check, whether the code can predict some basic features of the' flow 
pattern of variable density flow correctly. 
Table 4-1 Experimental Conditions ofRANS Validation Test Cases 
, 
Nozzle Temperature 
Temperature CO2 
Surrounding of Con. In 
Case velocity of nozzle Clni 
velocity (ffi/s) surrounding Nozzle (m/s) fluid (K) , 
i fluid (K) % 
VI 24.1 0.747 297 297 0.0 1.2 
V2 126.9 0.652 297 297 3.33 0.22 
V3 30.8 0.481 297 297 100.0 0.51 
In the experiments of Steward and Ouruz (1977), the primary jet stream enters into the 
mixing tube through a nozzle located at the centre of the inlet end of the tube, as 
shown in figure 4-1. The secondary stream enters the mixing tube through the armular 
section of the inlet end around the jet nozzle. The primary stream is of higher velocity 
than the secondary stream and thus entrains the secondary stream to form the 
, downstream confined jet. The two streams mix and finally leave the tube through the 
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outlet. The tube is 0.241m in diameter and 0.66m in length. The experimental study 
consisted of fourteen test cases conducted under various operating conditions, among 
which three cases have been chosen for validation purposes in the present study. All 
three experiments were carried out using a 0.64cm diameter nozzle. The jet stream 
was composed of slightly heated air (297K), with in some test cases carbon dioxide 
also injected into the, central nozzle fluid. The second stream was supplied into the 
tube through a fibre metal porous plate in order to keep a uniform velocity profile and 
consisted of slightly heated pure air. The outlet end of the tube' was open to the 
, atmosphere without restriction, thus the system was operated at atmosphere pressure. 
The conditions for the three test cases are summarised in Table 4-1. Note that by 
adjusting both stream velocities and the central jet density, Ctni values over a range 
from 0.22 to 1.2 were adjusted. 
4.3.2 Numerical Methods 
Since a RANS turbulence model is required for. the present predictions, a simple 
model used previously for variable density jet mixing was selected. Following Singh 
(1999), the Ferri-Kleinstein mixing length model was adopted to calculate the 
turbulent kinematic viscosity: 
. kr'il2l . I 
v, = -- pmum - P2U2 
P 
(4.27) 
where kr is a turbulence model constant taken as kr =0.025, 'i/2 is the radius at which 
Pu = (Pmum + P2U2)/ 2, Pm is the mean density at centreline, and Urn is the mean 
streamwise velocity at centreline. 
The computational grid is a cylindrical grid that consists of 8192 cells with 32x32x8 
grid nodes in the (x, r, 8) directions respectively. The computational domain covers 
the region: O.Om !> x!> 0.66m,' O.Om !> r!> 0.1205m, O.O!> 8 !> 27f. Figure 4-2 shows 
the numerical grid in x-r planes. The mesh is uniform in both axial and tangential 
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directions, but is non-unifonn in the radial direction, with a finer grid near the wall 
and near the centerline. 
. 
~ 
Figure 4-2 Computational Mesh for RANS of Confmed Jet 
The calculation results are compared with the experiment data for the following 
, 
aspects of the mean flow field: axial decay of the jet velocity, axial decay of the 
concentration, radial velocity profiles and radial concentration profiles. 
4.3.3 Overall Flowfield Predictions 
(a) Ctni = 1.20 
(b) Ctni = 0.22 
Figure 4-3 Streamline of Confmed Jet Flow with Different Ct.l Number 
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As noted above, the value of Ct., determines the overall flow pattern of the confined 
jet. Its range is from zero to infinity, where Ct., = 0 implies a strong recircu1ating 
flow is present and Ct., = r:JJ implies a uniform flow through the duct. Experiments 
show that recirculation onset occurs when Ct., S; 0.9 (Barchilon and Curtet, 1964). 
Of the three test cases used in the present study, case VI has Ctni=1.2 and corresponds 
to confined jet flow with no recirculation, while case V2, with Ctni=0.22, corresponds 
to confined jet flow with substantiiU recirculation. The predicted flow fields (in term 
of streamlines) oftest case VI and V2 are shown in figure 4-3. It can be seen that the 
calculation results are entirely consistent with the experimental findings. 
4.3.4 Axial Decay of Jet Velocity 
According to Steward and Guruz (1977), the decay of the axial velocity along the jet 
centreline can be expressed by a dimensionless excess velocity as a function of the 
normalised downstream distance and the non-isothermal Craya-Curtet number: 
(4.28) 
(4.29) 
X. = 5.95exp(3.54Ct.,) (4.30) 
where U f is the· surrounding stream velocity, um is the mean velocity on the 
centerline, X is normalised downstream distance. 
The calculation results for the axial decay of jet velocity are plotted in figures 4-4 to 
4-6, together with the experimental data and empirical curve fits provided by Steward 
and Guruz (1977). It can be seen that in general the calculation results agree well with 
the experimental data. For all three cases, the calculations gave better predictions 
closer to the nozzle. For large downstream distances, the centreline velocity was 
under-predicted slightly. One possible reason is that the mixing parameter in the 
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Ferri-K.leinstein model was originally calibrated for a free jet, and may need to be 
adjusted for the confined jet flow in order to match the experimental results better. 
However, this was not done as this was not the main purpose of these initial RANS 
calculations. 
-) 
. 
4.3.5 Axial Decay of Concentration 
Based on their experimental data, Steward and Guruz (1977) proposed an empirical 
curve fit for the axial decay of concentration as: 
(4.31) 
where Y; is the concentration (in term of mass fraction) in the nozzle fluid, Ym is 
. the tractor concentration at the centreline, and d l is the nozzle diameter. 
The calculation results obtained for the axial decay of the concentration are compared 
against the experimental data of Steward and Guruz (1977) in figure 4-7. It can be 
seen that there is a relatively large scatter in the experimental data, especially close to 
the outlet. These data are well correlated by the straight line defined by equation (4.31) 
on a least squares basis. The present calculation results agree very well with both the 
. experimental data and the empirical curve fit formulation, except near the outlet, 
where entraimnent of external air is the probable cause of the large scatter. 
4.3.6 Radial Profiles of Velocity and Concentration 
Steward and Guruz (1977) found that the measured radial profiles of axial velocity of 
variable density confined jets did obey self-similarity. This was expressed as: 
(4.32) 
in which R" = r / ru/2 is the normalised velocity radius, and ru/2 is velocity-half radius, 
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v 
which is a characteristic radius defined as the radius of the position where the excess 
velocity is one half its centerline value. 
Similarly, radial profiles of concentration were also observed to have the attribute of 
self-similarity, be described as: 
[ ' 182J exp -0.693 (Re) , (4.33) 
where Yf is the concentration of the fluid in the surroUnding stream, Ym is the 
concentration on the centerline, Re = r / rel2 is the nonnalised radius, rel2 is the 
concentration-half radius defined as the radius of the position where the excess 
concentration is one half its centerline value. 
Figures 4~8 and 4-9 show the predicted radial profiles of mean axial velocity and 
concentration at three different nonnalised axial positions for test case VI (Ctni = 1.2). 
It was found that, near the centreline, both the calculated velocity and concentration 
profiles matched exactly the curves given by the self-similar fonnulation. At larger 
radial distances, however, the derivation from similarity behaviour is higher. This 
behaviour was also observed in the RANS predictions of Singh (1999). 
4.4 LES of the Variable Density Confined Jet 
4.4.1 Test Case for LES 
In the RANS validation, it was demonstrated that the developed code was able to 
behave in a numerically acceptable manner and to predict accurately the flow pattern 
. -
of a variable density confined jet. However, the, density ratio in the RANS test cases 
was relatively low (1:::; Rp :::; 1.556). To test the code's numerical stability further and 
-its capability in LES mode, LES calculations were perfonned and the results were 
compared against the experimental data of Pitts (1991), which has reported 
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concentration measurements along the centreline of variable density confined jets 
formed by a jet flow of one gas into a slower coflow of a second gas. The jet to 
ambient density ratio iri these experiments ranged from 0.14 to 5.11, and this test case 
is thus ideal for further validation of the code's numerical stability and capability to 
simulate density effects. 
In the experimental study ofPitts(1991), the primary jet gas was injected through a 
. tube with an exit nozzle of inside diameter 0.635cm. The pipe feeding the nozzle was 
long enough to ensure fully developed pipe flow at nozzle exit. The jet flow was 
centred within the coflow, confined by a duct of large square cross section (O.lm x 
O.1m). The length of the duct was 0.56m. 
Table 4-2 Properties of Confmed Jets for LES Validation 
Jet/Coflow 
Nozzle velocity Coflow velocity 
Re Ctnl Rp Ky (m/s) (m/s) 
. 
CH.Ii'Air 10.22 0.347 3950 0.89 0.55 0.154 
C3Hg.lC0 2 2.69 0.116 3960 0.85 1.02 0.113 
CFJAir 2.97 ·0.219 3960 0.82 3.01 0.055 
Among the six test cases in the experimental study of Pitts (1991), three test cases 
have been chosen for validating LES results in the present study. For all three test 
cases, thecoflow velocity was chosen such that complete entrainment of the cofl?w 
and recirculation occurred at· distances which were at least 50% greater than the 
furthest downstream position for which measurements were recorded. The features of 
these three test cases are summarised in Table 4-2. The Reynolds number in the table 
is defined via Re = uA/vl , with dl being the primary jet diameter and VI the 
kinematic viscosity of the jet gas. 
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4.4.2 Calculation Setup 
Since the LULES code onl y support 3D meshes generated by rotating or translating a 
20 mesh, in the ca lculations reported here the square enclosure was approx imated by 
a circular tube with the same cross sectional area. The corresponding inner radius of 
the outer confining circular tube, r2 , was 0.0564 m. The computational domain 
covered the range: -6.31', !> x !> 631'" O!> I' !> 1'2' and O!> B !> 21f , as shown in figure 
4- 10. The calculations used 100 x 60 x 40 grid points in the ax ial, radial and 
azimuthal directions, respecti vely. The mesh was uniform in both ax ial and azimuthal 
di rections, but non-uni form in the radial direction. A finer grid was used near the 
centreli ne in order to have a good reso lution of the nozzle and to resolve the fine 
structures in the initial region of the shear layers between the jet and annular flows. 
Figure 4-10 Computational Mesh for LES of C onfi ned Jet 
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The axial velocity profile of inlet j et stream was represented using a 1/7 power law, 
while the axial velocity of the coflow stream at the inlet was assumed to be uniform. 
Turbulence at the inlet was represented by white noise. Convecti ve boundary 
condition was applied at the downstream exit. 
4.4.3 Axial Decay of Concentration 
Figure 4-11 shows the predicted axial decay of the mean concentration in term of 
mass fraction of primary nozzle fluid . In figure 4-11 , values of Y, IY
m 
are plotted as a 
function of X = xl D , with D being the central jet diameter. The subscript I and m 
refer to conditions at the jet exit and on the jet centreline, respectively. Also shown are 
the lines for centreline concentration decay according to equation (4.31) provided by 
Steward and Guruz (1977) as noted above. To benefit comparison of the concentration 
decay rate with experimental results, line from LES calculations and predictions by 
equation (4.3 1) were shifted along Y, IY
m 
direction, so that at location xl D = 20 
each line has value Y,/Y
m 
the same as corresponding experimental data. This is done 
because the present study places emphasis on the concentration decay rate (i.e., slope 
of the curve) in the far field, not on the initial region. In figure 4-11 , the experimental 
data show tendency of linear decay of concentration along the centreline. This 
tendency was predicted accurately in the LES simulations for all three density ratios. 
The concentration axial decay can be approximated by straight line expressed as: 
2L=K x-xo 
Y Y D 
m 
(4.34) 
The experimental data also show a dependency of the rate of linear decay of 
centreline concentration on the density ratio Rp (i .e., Ky depends on Rp). It is 
observed that for a jet of lower density ratio Rp the concentration along the centreline 
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Figure 4-11 A.,xia1 Decay of Concentration 
decays much faster, i.e., the slope of the line, K y, has a higher value. LES calculation 
resul ts agree well with this experimental fmding and reveal the san1e density ratio 
dependency. Approximat ion of the experimental data using least squares fitting 
gives Ky = 0. 154 , Ky =0.11 3 and Ky =0.055 for density ratios Rp = 0.55 , 
Rp = 1.02 and Rp = 3.01, respectively. The equivalent values of Ky provided by 
the LES simulations are 0.124, 0.087 and 0.049, respectively. The li near decay rates 
predicted by LES are slightl y lower than those from experiments. The LES 
predictions, however, are in very good agreement with the curve fit of equation (4.3 I) 
provided by Steward and Guruz (1977) for variable density confined jets. 
4.4.4 Radial Spreading of Concentration 
Predicted concentration half-radi us profi les of the three test cases are shown in fi gure 
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4-12. In the near field (x l D ::;10), all three jets spread non-linearly and light jets 
spread faster than heavier jets. In the far field , all three jets spread approximately 
linearly. The linear spreading can be expressed as: 
R)'t -s x - xo 
-- --D )' D (4.35) 
where S, is the concentration spreading rate. Consistent with the observations of 
Fulachier et al (1990), the jet spreading rates in the far field are found to depend on 
the density ratio Rp only weakly. Approximation of the current LES calculation 
results between 10::; x I D::; 30 using least squares fitting give S, = 0.083 , 
S, = 0.077 and S, = 0.076 for density ratios Rp = 0.55 , Rp = 1.02 and Rp = 3.01 , 
respectively. The coflow jet (Rp =1.52) study of Schefer and Dibble (2001) give 
Sy = 0.06 , the coflow jet (Rp = 1.0) data of Antoine et al (2001) giveS)' = 0.074 , and 
the coflow jet (Rp = 1.0) of Steward and Guruz (1977) giveS, = 0.1 02 . The spreadi ng 
rates predicted in the present calculations agree with the range reported in literature. 
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Figure 4-12 Radial Spreading of Concentration Field 
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4.4.5 Radial Profiles of Concentration 
Predicted radial profiles of mean concentration at three axial locations are shown in 
figure 4-13 for the CFJAir jet. The concentration profiles demonstrate self-similarity, 
with the curves at three axial locations collapsing together. Equation (4.33) given by 
Steward and Guruz (1977) provides an excellent fit to the predicted profiles 
for R / Ry! $ 1 . In the tail region the predicted profiles drop off slightly faster than the 
Gaussian form, as observed by others (Pitss and Kashiwagi, 1984; Schefer and Dibble, 
1986; Richards and Pitts, 1993). The radial concentration profiles for C3HS/C02 and 
CH4/ Air jets are very similar to those of CF J Air jet, as shown in figure 4- 14. All three 
profiles also agree well with the experimental data of Becker et al (1963) and 
Dowling and Dimotakis (1990). 
4.4.6 Radial Profiles of Concentration Fluctuations 
Radial profiles of predicted concentration fluctuation for all three test cases are shown 
in figures 4-15 to 4-17. It can seen that, for each jet the radial profiles of concentration 
fluctuation at all three axial locations are very similar and the similmity increases as 
the downstream distance increases. It is concluded that self-similarity of the 
concentration fluctuation is established for the LES predictions for all three test cases 
of vari able density turbulent confined jets. Normalised radial profiles of the 
concentration fluctuation at the axial location x / D = 26 are shown together in figure 
4-18, compared with measured results reported in the li terature. The concentration 
fluctuation is nonnalised by its value on the centreline. The figure shows that the 
predicted curves for all three test cases agree very well with all experimental data for 
radial locations R / Ry! > 1.5 . Around a radial distance of equal to the concentration 
half-radius, profi les of all results reach their maximum values. Peak values of the 
reported experimental data vary between 1.08 and 1.4 1. Peak values of all current 
LES results are within this range. 
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4.4.7 Centreline Unmixedness 
Figure 4-1 9 shows the centreline unmixedness Y~ /Ym for all three test cases, 
compared with the experimental data of Pitts ( 1991). Experimental results in other 
studies reported in the literature are also shown. The experimental data of Pitts ( 1991) 
show a tendency of approaching an asymptotic va lue with downstreanl distance. A 
common asymptotic va lue was estimated in the li terature as (Y~/Ym t ,., 0.23 . The 
experimental data, however, show considerable scatter within a range of 
0.2:<:; Y,;';Y,,, :<:; 0.254. The LES calculation results also show this tendency of attaining 
asymptotic values. Beyond downstream location xl D, = 15 , all predicted curves are 
within tbe range 0. 154 :<:; Y~ /Ym :<:; 0.2. This range of scatter is similar to that of the 
experimental data. For all the three LES predicted curves, the common asymptote can 
be estimated as 0.1 8. 
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The experimental data of Pitts (1991) also show a feature of density ratio dependency. 
The downstream distance required to attain the asymptote also depends on the density 
ratio . It is fo und that the smaller the density ratio, the earl ier centreline unmixedness 
reaches its asymptotic value. For density ratio 0.55, 1.02 and 3.01 , the di stances 
estimated from experimental data are respectively xl D = 10 , xl D = 12 and 
xl D = 25. This density ratio dependency was again well captured by the LES 
calculations, as shown in figure 4-1 9. 
Table 4-3 Properties of Round Jets Reported in Literature 
Authors Date Rp Re ( Y.:/ Y" Lmp 
Wilson & Danckwerts 1964 0.598 20,000 - 40,000 0.18 
Becker et al 1967 1.0 54,000 0.20 
Birch et al 1978 0.56 16,000 0.25 
Lockwood & Moneib 1980 0.537 50,400 0.2 1 
Dalun 1985 1.0 1,000 - 20,000 0.205 
Dowling & Dimotakis 1990 0.92 - 1.01 5,000 - 40,000 0.23 
Pitts 199 1 0.55 - 3.0 1 3,960 0.23 
Table 4-4 Numerical Simulation of Round Jets in Literature 
Authors Date Method Rp Re (Y~ /Ym ) asmp 
Ruffin et al 1994 RA S 2nd order 0. 14-5. 11 8,000 - 256,000 0. 17 
Gharbi et al 1996 RANS 2nd order 0. 14-1.4 7,000- 32,000 0.1 7- 0.18 
Sanders et al 1997 RANS 2'><1 order 0.25- 20.0 
--------
0.22- 0.24 
Suto et al 2004 LES 1.0 1,200- 1,000,000 0.19- 0.21 
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It can be seen from figure 4-19 that experimental data from other reference al so show 
the tendency to approach the final asymptotic value far downstream. However 
experimental results from different studies approach different asymptotic values 
between 0.18 and 0.25. The initial density ratio, Reynolds number and the asymptotic 
value of all reference experimental data are summarised in Table 4-3. Results of 
previous numerical studies for ro und jets are shown in Table 4-4. The predicted 
asymptotic values are between 0.17 and 0.24, very similar to that of the experimental 
works. The present LES predictions of asymptotic value of centreline unmixedness 
agree with both experimental and numerical resul ts reported in literature. 
As discussed previously in section 4.2, traditional self-similarity theory for turbulent 
free jets implies that there is a unique asym ptoti c far field value of centreline 
unmixedness. However, whether tlus asymptotic far fi eld value is tru ly unique is 
questionable, because the assumption of U; (x) = 91,~ (x) adopted in traditional 
self-similarity theory for turbulent free jets may not be valid. More recent studies (e.g., 
Boersma et aI, 1998) have shown that it is possible for self-similarity to be established 
for each individual experimental result but details of self-similarity may differ from 
one experiment to another. For concentration, it means that the asymptotic value of 
centreline unmixedness in the far field does not have to be universal. The asymptotic 
value may depend upon the initial conditions. It is possible to investigate this question 
further by performing LES calculations using different inlet boundary conditions. 
However, it is computational costly and time-consuming. Since the code's correctness, 
numerical stability and capability to simulate density effects have already been 
suffi ciently demonstrated, and the uniqueness of the far field asymptotic value is not 
the main point of the present study, it is decided not to carry out additional LES 
calculations for this purpose. 
In sUlmnary, all the RANS and LES validation calculations of confined jet flows have 
demonstrated that the theoretical and numerical methods developed in present study is 
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suitable for simulating low-Mach number variable density flows. On this basis, the 
LULES code can then be further developed for simulating turbulent non-premixed 
combustion and turbulent premixed combustion in low-Mach number flows. 
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Chapter 5 Turbulent Non-premixed Combustion 
In this chapter, the mathematical and numerical methods for non-premixed 
combustion introduced earlier were applied to the experimental test case of a methane 
fuelled coaxial jet combustor. Firstly, the effects of the relaxation method were 
investigated. Then grid-dependency was stud ied by considering predictions on three 
different grids. Finally, results on the fi nest grid were compared with experimental 
data and LES results of Pierce (2001). 
5.1 Experimental Configuration 
The experimental test case used for validation of the LES simulation was the coaxial 
jet combustor configuration of Owen et al (1976) which has been used previously as 
an LES validation test case in Pierce and Moin (1998) and Pierce (200 1). This 
configuration has a low velocity (0 .93mJs) central fuel jet, and a high veloci ty 
(20.6mJs) non-swirl ing annular air jet. The temperature of the fuel stream is 300K; 
and of the air stream is 750K. The worki ng pressure of the combustor is 3.8 atm. 
R2 
R3 ......... _ ... \... flame (/' 
{ - .-.- . - . - ~ - --. - . - . - . - . -.- . - . - . - . - . - . - .-. 
R4 
CH4_ V1 ~ : 
... ......... _7---- re ci rc ul ation zone 
Air_ V2 
Figure 5-] Schematic of the Coaxial Jet Combustor (pierce, 2001) 
The geometry of the combustor is shown in figure 5-1 . The geometry parameters of 
the combustor are: central pipe rad ius (R I) is 3.1 57 cm, annular inner and outer rad ii 
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are R2 = 3.175 cm and R3 = R = 4.685 cm, the wall thickness (R2- RI ) is 0.018 cm, and 
the combustor radius (~) is 6.115 cm. 
5.2 Calculation Setup 
The computational domain was chosen to extend from 34.8 cm ('" 7.43R) upstream of 
the combustor mixing plane to 40 cm ('" 8.5R) downstream of this plane. The annular 
wall thickness was assumed to be infinitely thin in the calculations, i.e., the central 
pipe radius (RI ) was also used as the annular inner radius. Three grid arrangements 
have been used in the calculations, as described in Tables 5-1 to 5-3. The total cell 
numbers for the three grids are respecti vely: 135,680 (Grid-A), 1,085,440 (Grid-B) 
and 2,170,880 (Grid-C). It is worthy to note that the total cell nwnber of the finest 
grid (Grid-C) approaches the total cell number 2,457,600 used in the predictions of 
Pierce and Moin (1998) and Pierce (2001). Grid-A and Grid-B are both composed of 
25 blocks, while Grid-C is composed of256 blocks. The mesh for Grid-B is shown in 
figure 5-2. 
Figure 5-2 Grid for Non-premixed Combustion Simulation 
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Table 5-1 Details of Grid-A 
Axial direction [-7.43R, 0.0] [0. 0,8 .5R] 
Cell Number 70 80 
Radial direction [0.0,0.674R] [0.674R, R] [R, 1.305R] 
Cell Number 16 8 8 
Azimuthal direction [0.0, 2n ] 
Cell Number 32 
Table 5-2 Details of Grid-B 
Axial direction [-7.43R,0.0] [0. 0,8.5R] 
Cell Number 140 160 
Radial direction [0.0,0.674R] [0.674R, R] [R, 1.30SR] 
Cell Number 32 16 16 
Azimuthal direction [0.0 ,2n] 
Cell Number 64 
Table 5-3 Details of Grid-C 
Axial direction [-7.43R,0.0] [0. 0,8.5R] 
Cell Number 280 320 
Radial direction [0.0, 0.674R] [0.674R, R] [R, 1.30SR] 
Cell Number 32 16 16 
Azimuthal direction [0.0, 2n ] 
Cell Number 64 
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A feedback method (see chapter 6.2 for detail s) was used to generate the 
instantaneous turbulent inflow field. The inlet section [-7.43R,-2.85R] was used in the 
feedback calculations. Radial profiles of mean axial velocity and turbulent kinetic 
energy (TKE) at location x = -3.0R are shown in figures 5-3 and 5-4, respectively. It 
can be seen that all three grids provide similar mean axial velocity profiles, while 
Grid-B and Grid-C provide better resolution of the turbulent. boundary layers in the 
annular pipe than Grid-A. 
The influence of the inflow boundary condition was also investigated. Inflow 
boundary generated by a white-noise method was also tried for simulations on all 
three grids. It was found that simulation results on Grid-A and Grid-B were not 
sensitive to inflow boundary conditions. On Grid-C, simulation with the feedback 
method predicted a stable diffusion flame, while the flame simulated with the 
white-noise method was found to blow off. 
Convective outflow boundary conditions were specified at the outlet. All the solid 
boundaries, including the annular splitter plate, were assumed to be ad iabatic and 
impelmeable. A periodic boundary condition was applied in the azimuthal direction. 
Calculations with either Grid-A or Grid-B were perfom1ed on a local PC-cluster using 
24 CPUs, while calculations with Grid-C were perfonned using 254 CPUs on 
supercomputer HPCx, which is the UK 's national high-perfonnance computing 
service provided by EPCC at the University of Edinburgh and by CCLRC Daresbury 
Laboratory. The total time needed for initial flow development as well as statistical 
sampling was about 2600 flow through time (2,075,000 time steps) for simulation on 
Grid-A, 1500 flow through time (2,840,000 time steps) for simulation on Grid-B and 
2100 fl ow through time (4,995,000 time steps) for simulation on Grid-C. Note that in 
Pierce (2001) each simulation was run for only 500 flow through time. 
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5.3 Results and Discussions 
5.3.1 Relaxation Method and Energy Spectrum 
For combustion flows with strong density variation, a relaxation method was found 
essential for ensuring calculation stability, as already mentioned in earlier chapters. 
However, its influence on calculation accuracy has to be considered. For thi s purpose, 
three calculations were carried out on Grid-A using the same time step (!!.I = 
0.0026ms), but with different relaxation times Tre1nx , i.e. , 0.005ms, 0.02I11 S, and 
0.05ms. 
The density and ax ial velocity power-spectral-densities at four different locations in 
the flow fi eld were investigated, i.e., point A (x/R=-1.1 2, y/R= 0.3 16, e = n/8), point 
B (xlR= 0.0534, y/R= 0.3 16, e = 3n/8 ), point C (xlR= 0.77, ylR=0.85, e = 7r/2), and 
point 0 (x/R= 4.8, ylR=0.85, e = 37r/2), as shown in fi gure 5-5. The background in 
fi gure 5-5 is an instantaneous contour of mixture fraction. 
x 
Figure 5-5 Locations for Energy Spectrum Investigation 
Effects of the relaxation method were found similar at all these locations. Therefore, 
onl y the predicted density and velocity power-spectral-densities at point Care 
presented. The predicted power-spectral-density of density is shown in fi gure 5-6, and 
the power-spectral-densities of the ax ial, rad ial and azimuthal velocity components 
are shown in fi gures 5-7 to 5-9, respecti vely. 
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Figure 5-9 Energy Spectrum of Azimuthal Velocity at Point C 
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Figure 5-10 Combustion and Mixing Energy Spectra at Point C 
It is interesting to note that the energy spectra of ax ial, radial and azimuthal velocity 
components are very simi lar, in aspects of both curve shape and anlplitude. Each 
velocity energy spectrum can be considered of consisting three ranges : a flat low 
frequency range (roughl y 20Hz to 500Hz), a mid frequency range (roughly 500Hz to 
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2000Hz) with sharp descending slope, and a gradually descending high frequency 
range (roughly 2000Hz to ISO,OOOHz). The energy spectra of density also possess the 
above three-range characteristic, but perhaps not so obviously. 
It can also be seen that the effects of relaxation on the energy spectra of different 
velocity components as well as density are very similar. For different relaxation times, 
it is seen that the predicted energy spectra are different only in the high frequency 
range where the energy levels have fallen by around 3 orders of magnitude from the 
energy level in predominant energy-containing low frequency range, with longer 
relaxation time providing stronger damping of high frequencies, while the low 
frequency range remains unaffected. Compared with the results for relaxation time 
O.005ms, results for a relaxation time 0.02ms show noticeable additional decay only 
after about 4000Hz, while those for relaxation time 0.05ms show noticeable extra 
decay after about 1500Hz. This is consistent with the predictions of the low-pass filter 
theory introduced in chapter 3.5. It also demonstrates that the relaxation method is 
able to promote numerical stability without undermining the simulation accuracy. 
Note the increase in energy at high frequency obtained with the smallest relaxation 
time (5xI0'6s) ; it is the growth in these high frequency fluctuations which would make 
the calculation catastrophically unstable ifleft undamped. 
In figure 5-10, the predicted density and axial velocity power-spectral-densities fiom 
a combustion simulation with relaxation time of 0.05ms are compared with those from 
a pure non-reacting mixing simulation. Geometry and the boundary conditions of the 
mixing simulation are exactly the same as those of the combustion simulation, but it is 
assumed that the fuel stream and air stream only mix without chemical reactions. lt 
can be seen that the amplitude of density fluctuations in the combustion case is much 
larger than that of the non-reacting case. The amplitude of axial velocity fluctuations 
of both the reacting and non-reacting cases are at the same level in the low frequency 
range. In the mid and high frequency ranges, however, the amplitude of the axial 
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velocity energy spectrum in the combustion case becomes increasing larger than that 
of the non-reacting case. At the highest frequency, the energy spectrum amplitude 
under combusting conditions is more than 8 orders larger than that of ~on-reacting 
flow. These increases of turbulent energy in the mid and high frequency ranges is 
related to the chemical reactions that happen at small spatial and temporal scales. 
After reaching a statistically stationary state, calculations with the above three 
different relaxation times provide essentially the same time-averaged results. 
Therefore, a relaxation time of O.02ms was used for all the following calculations of 
diffusion flame combustion. 
5.3.2 Mean Flow Field 
The time-averaged axial velocity fields of diffusion flame combustion on Grid-A, 
Grid-B and Grid-C are shown in figure 5- 11 , also shown are results from a pure 
mixing (non-reacting) calculation on Grid-A . COlTesponding time-averaged mixture 
fraction fields are shown in figure 5-12. 
As shown in figure 5-11 , in the mixing case, the high axial velocity of the annular air 
jet decays quickly. The flow field includes a strong central recirculation region close 
to the fuel inlet port and a long, fl at recirculation region near the step corner. The fuel 
and air streams mix very efficiently. In the reacting case, heat release forces the flow 
to accelerate. The high axial velocity regions continue until the outlet. Since the 
reacting fluid expands, the high speed arulUlar air jet is pushed outward to the wall of 
the combustion chamber. The central recirculation region is shifted downstream and 
elongated as the fl ow accelerates, while the recirculation region near the step corner 
becomes much smaller. Mixing efficiency of fuel and air is substanti ally reduced 
compared wi th the non-reacting case, and there is an identifiable potential core of fuel 
downstream of the fuel inlet port. 
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Figure 5-11 Time-averaged Fields of Axial Velocity 
Top to Bottom: Mixing (Grid-A), Combustion (Grid-A), Combustion (Grid-B), 
Combustion (Grid-C), Velocity in Unit (m/s) 
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Figure 5-12 Time-averaged Fields of Mixture Fraction 
Top to Bottom: Mixing (Grid-A), Combustion (Grid-A), Combustion (Grid-B), 
Combustion (Grid-C) 
- 148-
For combustion cases, calculation results on Grid-A, Grid-B and Grid-C were 
compared to study the grid-dependency of the simulation. From both figures 5- 11 and 
5- 12, it can be seen that the time-averaged flow fie lds predicted on the three grids 
show similar structures: a large central recirculation zone close to the fue l inlet port, 
an annular high speed air stream surrounding the central recirculation zone, and a 
small recirculation region in the step corner. The location and size of the potential 
core of mixture fraction are closely related to those of the central recirculation zone in 
the velocity field. The main differences between the simulation results on the three 
different grids are the location and strength of the central recirculation zone 
(correspondingly the location and size of the potential core of mixture fraction). As 
the mesh is refined , the central reci rculation zone becomes larger and stronger, but 
shift further downstream. The small recirculation region near the corner of the step 
al so moves downstream slightly, but becomes weaker. As a result, the mixing between 
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fuel and air streams is delayed and happens further downstream. The potential core of 
mixture fraction becomes longer. 
The effects of grid resol ution can be investigated quantitatively using time-averaged 
radial temperature profiles at four downstream locations on the three grids, as shown 
in figure 5-13. It can be seen that the profiles become increasingly similar as the mesh 
is refined. The difference between results on Grid-B and Grid-C are much smaller 
than that between results on Grid-A and Grid-B, in terms of shapes of the profiles as 
well as location and width of the peaks. As the downstream distance increases, the 
similarity between profiles predicted using Grid-B and Grid-C increases. At the x = 
5.2R location, the difference between temperature profil es predicted on Grid-B and 
Grid-C becomes very small. This indicates that grid-independent results are 
approached on Grid-C. 
The results on Grid-C were then used to compare with the experimental data and LES 
results of Pierce (200 I), as shown in figures 5-14 to 5-17. 
Since density, temperature and species mass fractions all depend on mixture fraction, 
it is important to predict mixture fraction profiles accurately. Figure 5-14 shows the 
radial profiles of time-averaged mixture fraction compared with the experimental data 
at four different axial locations. The LES results of Pierce (200 I) with fast chemistry 
are also shown for reference. It is found that the present simulation is in good 
agreement with Pierce's results at all axial positions. The results agree with the 
experimental data better as axial distance increases. At axial posi tion xIR = 0.21 , the 
simulation results agree poorly with the experimental data by predicting unbumt 
mixture. This was also shown in Pierce's (Pierce, 200 I) calculations. It is believed that 
the difference is due to the very rapid changes which took place in the ax ial direction 
and the invalidity of the simple chemistry model used here to cope with these. It is 
also noticed that, in the mid and far downstream region, the calculated mixture 
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fraction is higher than that of the experimental data. This is believed to be caused by 
the fast chemistry model , which over predicts the heat release rate and thus leads to a 
lower mixing rate. 
Figure 5-15 shows radial profiles of time-averaged product mass fraction compared 
with the experimental data at four axial locations. The product mass fraction is 
defined as the sum of the mass fractions of CO2 and H20. It can be seen that the 
simulation provides good results at three downstream axial positions. The discrepancy 
between the prediction and the experimental data at the x = O.21R location is 
consistent with that of the mixture fraction and can be explained by the steep gradient 
near the fuel inlet port. Near the inlet, the product mass fraction is due mainly to 
recirculation of products from reactions happening downstream. It is also apparent 
that the fast chemistry model consistently overpredicts the levels of product 
concentration in the irmer regions. 
The radial profiles of time-averaged temperature at four different axial locations are 
shown in fi gure 5-16. The results show fair agreement with the experimental data. It 
seems that the prediction of temperature profiles is generally better than those for the 
product mass fraction; however, it has to be pointed out that the temperature profiles 
are measured at four axial positions which are different and further downstream than 
those for product mass fraction measurements. 
The radial profiles of time-averaged axial velocity and axial fluctuation intensity are 
shown in figure 5-17. The agreement between the simulation and experiment is good, 
except for an under-prediction in the inner region near the outlet. The simulation 
successfull y captures the peaks of axial fluctuation intensity within the shear layer 
between the fuel and ai r streams. However, the predicted turbulence level is lower 
than in the experimental results. 
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5.3.3 Flame Structure 
In LES the large eddies are solved explicitly, therefore global characteristics of flow 
and flame dynamics can be revealed. Variables used here to represent flow dynamics 
include vorticity, velocity and kinematic eddy viscosity. Variables used to represent 
flame dynamics include mixture fraction, density, temperature and product mass 
fraction. For flow dynamics variables, instantaneous contours within the central axial 
plane are shown in figure 5-18, whi le contours within x = 2R, x = 4R and x = 6R 
cross sections are shown in figure 5-19. In these figures, velocities are normalized by 
the bulk illlet velocity of the annular air stream (20.6m/s). The units for vorticity and 
kinematic eddy viscosity are respectively: (S-I ) and (m' s·I) . For flame dynamics 
variables, instantaneous contours within the central axial plane were shown in figure 
5-20, wh ile contours within three transverse cross sections are shown in figure 5-21. 
In all these figures, distance is nonnali zed by the air stream outer radius (R). 
In figure 5-18, it can be seen that the general structure of instantaneous axial velocity 
field is similar to that of the time-averaged ax ial velocity: i.e., there is a large central 
recirculation region and a small corner recirculation region. The major difference is 
that the high speed air stream breaks down into small eddy fragments just downstream 
of the inlet nozzle, while in the time-averaged results, the high speed stream is 
continuous. Located between the counter-rotating central recirculation and the comer 
recirculation, the high speed air stream is bent towards the wall and stretched. It 
breaks down around downstream location 2.0R. Then the separate zones of high axial 
velocity move downstream along the wall and spread out towards the centreline as 
downstream distance increases. It is interesting to see that the two shear layers on both 
sides of the annular air stream are identified clearly in the vorticity field. A region of 
strong vorticity is created on both the inner edge and outer edge of the annu lar air 
stream nozzle, rotating in opposite directions in the X-Y plane. Then those two sets of 
vOltices are mixed up as they move downwards. The location of strongest vortex 
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mlxmg is at about 2.0R downstream of the nozzle, which is coincident with the 
location of high speed air stream breakdown. Further downstream, vortices of 
opposite rotation directions coexist in the fluid near the wall, but become weak as they 
move downstream. The radial velocity fi eld is also shown in figure 5- 18, where radial 
velocity of positive value is towards the wall , whi le that of negative value is towards 
the centreline. Since the fuel steam is at the center and air stream is near the wall, the 
intensity of the radial velocity represents the intensity of mixing between air and fuel. 
It can be seen that near I .OR downstream of the nozzle, there is a strong movement of 
fuel into air stream, while between downstream ranges 2.5R to 6.5R, the air moves 
strongly into the fuel stream. These movements are related to both the central 
recirculation and the corner recirculation, which means these recirculation regions 
play an important role in the mixing of reactants. In the contours of kinematic eddy 
viscosity, the origins and the merging of the two shear layers can also be identified 
clearly. It was found that the strongest subgrid scale turbulent motions appear within 
the shear layer near the inlet nozzle. This is consistent with the fi nd ings from the 
velocity and vorticity fi elds. 
In figure 5-19, contours within x = 2R and x = 4R cross sections show interesti ng 
features. It is found that at these cross sections, the rotation around the axial direction 
is strong. Vortices that rotate oppositely around the axis are found to coexist and are 
evenly distributed in the azimuthal direction. There is a large fl ow region of negative 
axial velocity, corresponding to the central recirculation. From movies generated 
using successive snapshots of instantaneous fields, it is found that fluid and the 
vorti ces are drawn towards the centreline by the central recirculation and then 
transported upstream. This is also shown by the large negative radial velocity regions 
pointed to the centreline within x = 4R cross section. In figure 5-1 9, we can see that 
the high ax ial velocity regions are broken and di stributed evenly along the azimuthal 
direction. As the downstream distance increases, the ax ial vorticity component 
becomes smaller, the high axial velocity regions become smeared and spread towards 
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the centreline, the radial movement becomes weaker, and the subgrid eddy viscosity 
becomes smaller. These observations are consistent with those from figure 5-1 8. 
In figure 5-20, it can be seen that fuel and ai r mixed up in the central reci rculation 
region. As the fue l stream moves downward along the centreline, it becomes leaner 
and thinner. The snapshots of either the predicted instantaneous temperature fi eld or 
products mass fraction field can serve to illustrate the flame structures, i.e., region of 
high temperature and high products mass fraction which represent the location of the 
fl ame. In figures 5-20 and 5-2 1, we can see that the annular air stream is pushed out 
forwards the wall and creates a lower temperature layer surrounding the inner higher 
temperature reacting region. This layer gradually disappears as ax ial di stance 
increases. The flanle is located near the interface between fuel and air streams. The 
diffusion fl ame is found to be attached and composed of separate hi gh temperature 
zones within the circular region of fuel-air shear layer. Near the inlet, the size of the 
high temperature zones is small. As ax ial di stance increases, the high temperature 
zones become larger and begin to connect. Near the outlet, high temperature zones 
become full y connected and occupy the whole azimuthal direction. 
z 
6( 
X 
Figure 5-22 3D View of Instantaneous Diffusion Flame Structure 
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A three-dimensional view of simulated instantaneous diffusion flame structures was 
shown in figure 5-22. The contours in the cross-sections show the instantaneous 
temperature field. The iso-surface of instantaneous temperature of 2400K identifies 
the zones of strong chemical reactions and represents the flame in three-dimensional 
domain. The very complex structure of the diffusion flame has been revealed, which 
is composed of separate reaction zones of various sizes and shapes. This demonstrates 
the capability and merits of LES technology. 
5.3.4 Effects of Chemistry Schemes 
The effects of chemistry schemes on prediction results have been investigated by 
three simulations using respectively the fast chemistry model, equilibrium chemistry 
model and steady flamelet model. The software PrePDF4.1 (in Fluent6.1) was 
employed to generate the flamelet libraries, with detailed chemistry mechanism for 
methane oxidation (18 species and 58 reversible reactions) used for equil ibrium 
chemistry model and steady flamelet model. A single flamelet at scalar dissipation 
rate X = 140.0 S·I (the highest value obtained from simulation using the fast chemistry 
model) was used to generate the flamelet library for the steady flamelet model, based 
on the simplified approach as discussed in chapter 2. Due to the high computational 
cost of calculation on the fine grid, all above three simulations were performed on 
Grid-A. 
The laminar flame temperature profiles given by three different chemistry schemes 
are compared in figure 5-23, while those for the products mass fraction are presented 
in figure 5-24. It can be seen that the fast chemistry always predicts the highest 
temperature and products mass fraction for any value of mixture fraction. Equilibrium 
chemistry model predicts the lowest temperature during the mixture fraction range 
0.096 to 0.609, and provides the lowest products mass fraction for mixture fraction 
between 0.092 and 0.5. 
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Figure 5-27 Radial Profiles of Time-averaged Products Mass Fraction by Fast 
Chemistry, Equilibrium Chemistry and Steady Flamelet Calculations 
Radial profiles for time-averaged mixture fraction , temperature and products mass 
fraction obtained from the above three simulations using different chemistry schemes 
are provided for four axial locations in figures 5-25 to 5-27, respectively, together 
with the experimenta l data. 
In figure 5-25, it can be seen that the time-averaged mixture fraction profiles 
predicted by the equilibrium chemistry model and the steady flamelet model are very 
similar. In contrast, simulation using the fast chemistry model predicts much richer 
fuel/air mixture in the region near the centreline. In figures 5-26 and 5-27, it is found 
that equilibrium chemistry model performs quite poor in the predictions of 
temperature and products mass fraction. ear the centTeline (i.e., on the ri ch side of 
the flanle), simulation using the equilibriwll chemistry model provides the lowest 
predictions of the time-averaged temperature and products mass fraction . Except at 
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the first downstream location, simulation using the equilibrium chemistry mo4el 
always under-predicts the time-averaged temperature and products mass fraction, in 
comparison with the experimental data. The under-prediction of temperature can be as 
large as 600 (K). As also shown in figure 5-26, the time-averaged temperature profiles 
for both the fast chemistry model and the steady flamelet model agree quite well with 
the, experimental data. The predicted time-averaged temperature using the fast 
chemistry model is always higher than that using the steady flamelet model. However, 
since there is considerable scattering in the experimental data, it is difficult to tell 
which one performs better. In figure 5-27, it can also be seen that simulation using the 
fast chemistry model turns to over-predict the products mass fraction in rich mixture 
near the centreline, while calculation using the steady flamelet model provides better 
predictions at all the four axial locations. 
The above results have shown that steady flamelet model performs generally better 
than both the fast chemistry model and the equilibrium chemistry model. However, 
this preliminary conclusion based onsimulations on the coarse grid needs to be 
confirmed in future by simulations on the fine grid. 
In summary, an incompressible variable density version of the LULES code is 
developed for low-Mach number turbulent non-premixed combustion flows. The 
mixture fraction conserved scalar method is used with the chemical state relationships 
described by one combustion models: a fast chemistry model, an equilibrium 
chemistry model or a steady flamelet. model. The code is validated against 
experimental data (Owen et al, 1976) and Pierce's LES predictions (Pierce and Moin, 
1998; Pierce, 2001) for the turbulent non-premixed combustion in a simplified 
axisymmetric combustor geometry. Good agreement is found for all time-averaged 
. radial profiles of mixture fraction, product mass fraction, temperature, axial velocity 
and axial fluctuation intensity at four different axial positions. The LES method is also 
shown to be capable of revealing the unsteady nature of turbulent diffusion flame 
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combustion. The relaxation method is found to perform like a low-pass filter in the 
frequency domain, and helps to remove the high frequency oscillations and keep the 
calculations stable, while at the same time leaving the low frequency energy 
containing components unaffected, thus allowing high accuracy of LES calculation. 
The effects of combustion models are compared, with steady flamelet model found to 
be superior to the other two models. Inconc1usion, the development of LULES code 
for low Mach number non-premixed combustion is considered successful. 
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Chapter 6 Turbulent Premixed Combustion 
The premixed combustion model described in previous chapters has been validated 
against experimental data from the ORACLES test rig (Besson et ai, 2000; Nguyen 
and Bruel, 2003). The feedback method for generating fully developed inflow data is 
introduced. Simulations have been carried out for both inert and reacting flows. 
6.1 Test Case for Premixed Combustion 
The ORACLES experimental rig is used to test the ability of the developed LULES 
code to capture the flow and combustion characteristics of turbulent premixed 
combustion flows. 
29.9 
70.8 
~----? :30.4 70.4 J x ~ 130.6 ~ ~ Stream 1 
Stream 1 ,. ----? :30.4 
'. 
29.9 
Figure 6-1 Sketch of the ORACLES Test Rig 
The ORACLES experiment has been specifically designed to provide accurate 
experimental data for validation of different approaches in LES of turbulep.t premixed 
and pactiaIIy-premixed combustion, indicated by its name 'ORACLES' (One Rig for 
Accurate Comparisons with Large-Eddy Simulations). A sketch of the ORACLES test 
rig is shown in figure 6-1, with all dimensions in millimetres. 
The experimental setup consists of two fully developed turbulent duct flows that are 
emerging just before a sudden expansion. The two incoming ducts are' of constant 
I 
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rectangular cross section and long enough (3m long) to ensure fully developed 
turbulent rectangular-duct flow in each stream. These two ducts of fully premixed 
mixtures are separated by a splitter plate which is recessed with respect to the 
.. 
expansion to avoid possible anchoring of the flame at its trailing edge. The 
combustion chamber is located after· the sudden expansion and is 2m long with 
thermally insulated walls. In the spanwise (z) direction, the depth of the test rig is 
150.5mm throughout. For the reacting case, the flame is stabilised by the recirculation 
zones which occur behind each backward facing step and located in ·the shear layers 
that develop after the sudden expansion. 
The test rig is operated at atmosphere pressure and the temperature of each incoming 
stream is equal to 273±IOK. The mass flow rate of each stream can be varied· 
between 0.05 and 0.2 kg/so The equivalence ratio of each stream can be varied 
between 0.6 and 1.0. 
This test rig has relatively simple geometry and boundary conditions, which benefit 
the modelling. Detailed measurements of velocity fields are available for both. 
non-reacting and reacting cases. This experimental configuration has therefore been . 
selected for the present work to validate the premixed combustion LULES code. 
Previous LES of this experiment under different conditions of equivalence ratio have 
been reported in literature. A premixed combustion test case with equivalence ratio 
. 1ft = 0.75 in both streams was chosen by Domingo et al (2005) to validate their 
FSD-PDF model for LES of turbulent prerriixed combustion, coupled with a fully 
compressible LES code. Since a specific acoustic mode with large-scale fluctuations 
at a characteristic frequency of the order of 50 Hz was found in this case, it is not 
suitable for validation of an incompressible variable density LES code. Duchamp de 
Lageneste and Pitsch (2001) chose another test case to validate the level-set model in 
their LES procedure for partially premixed combustion, with equivalence ratio of 0.9 
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and 0.3 for the upper and lower streams. To test the ability of a level-set/mixture 
fraction flamelet approach coupled with a high-order, fully compressible flow solver, 
Safta et al (2006) used a different partially premixed combustion test case with 
equivalence ratio of 0.85 and 0.65 for the upper and lower streams. In all the above 
'three studies, the nonreacting (inert air) flow test case was used as a reference case. 
However, very limited simulation results were reported for the inert flow. In both 
'Domingo et al (2005) and Safta et al (2006),. only the transverse profiles of 
time-averaged streamwise velocity were provided. In Duchamp de Lageneste and 
. Pitsch (2001), the transverse profiles of time-averaged streamwise velocity and 
turbulent kinetic energy at only three axial positions were reported. Also, only limited 
simulation results and brief discussions were provided for the reacting flows. 
In the present study, the prernixed combustion test case where the upper and lower 
streams have the same mass flow rate and the same equivalence ratio r/J = 0.65 are 
considered. The strong acoustic instabilities that have been detected in most cases 
with constant equivalence ratio are a problem which has been avoided here. Therefore, 
this test case is suitable for validation of LES code for low-Mach number premixed 
combustion flows. The inert flow is used as a reference test case. 
Table 6-1 Main Parameters ofthe Flows Considered 
Case m (gls) Rech . V.xis (mls) r/J 
. 
Stream 1 52.8 24556 12.0 NA 
Inert 
Stream 2 52.8 24966 12.2 NA 
. 
Stream 1 52.8 24556 . 12.0 0.65 
Reacting 
Stream 2 52.8 25784' 12.6 0.65 
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The main panl~eters of these two test cases are provided in Table 6-1. The definition 
of Rech is based on the height of the inlet ducts (Rduct), the mean streamwise 
component of the velocity measured on the inlet ducts centreline at x = -170 mm . 
(Uaxi,), and the kinematic viscosity of the incoming flow. 
6.2 Turbulent Inflow Generation Method 
A challenge to LES of spatially inhomogeneous turbulent flows is the need to specify 
time-dependent turbulent inflow conditions at the upstream boundary. Since the 
downstream flow field is dependent on and sensitive to the inlet boundary conditions, 
it is necessary to provide inflow data possessing realistic turbulent characteristics in 
order to guarantee the correctness and accuracy of calculated downstream results. 
The simplest way to specify turbulent inflow conditions is to superpose random 
fluctuations on a desired mean velocity profile. The energy spectrum of the inflow 
signal generated by standard random data procedures, however, is approximately a 
horizonta1line. The energy of this pseudo turbulence is equally distributed over the 
whole frequency nmge, and will be damped to zero after a very short downstream 
distance. More sophisticated random fluctuation methods exist, e.g., the digital filter 
method (Klein et aI, 2003; Veloudis et ai, 2005), which can reproduce statistical 
quantities obtained from experiments, including first and second order one-point 
statistics using a locally specified autocorrelation function. This method, however, 
requires length and time scales to be supplied which are usually not available in most 
cases. Another more elegant way of generating turbulent inflow data is the auxiliary 
simulation approach, in which an auxiliary simulation is used to generate the inflow 
data. The auxiliary simulation produces its own .inflow conditions by extracting a 
velocity field from a downstream location and introducing it back to the inlet. The 
auxiliary simulation can either run in advance and save a time series of inflow data to 
disk which will later be fed into the main simulation, or run in parallel with the main 
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simulation to generate inflow data on-the-fly. Spalart's method (Spalart, 1988) and its 
modified version by Lund et al (1998) all belong to this approach. The auxiliary 
simulation approach is able to provide inflow data with realistic turbulence 
characteristic. 
In the present work, a turbulent inflow generation method (named the 'feedback' 
method) was used. This method is similar to the auxiliary simulation approach, but 
instead of running a separate auxiliary simulation, the inflow generation calculation is 
merged together with the main simulation. In the feedback method, both the inflow 
generation simulation and the main simulation share a unified calculation domain. 
The inflow velocity field is obtained by recycling the velocity field extracted from a 
downstream location back to the inlet and scaling it to ensure the desired inflow mass 
rate is maintained. Compared to the auxiliary simulation approach, the feedback 
method has the advantage of avoiding a separate auxiliary simulation. 
Flow Direction 
Inlet Plane Recycling Plane 
Figure 6-2 Feedback Method for Turbulent Inflow Generation 
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The feedback method is illustrated in figure 6-2, where part of the inflow duct is 
shown. The inflow is assumed to be along the I direction. The instantaneous velocity 
components in the inlet plane are denoted as Uln , Vln , 11\n' while those in the 
recycling plane are denoted as u, .. , v"e" w"e .' The feedback method can be 
expressed as: 
Uln(j,k) = ~In u,ec(j,k) 
m, .. 
vin (j,k) = v"e (j,k) 
win (j,k) =w, .. (j,k) 
(6.1) 
where m'n is the experimental inflow mass flow rate and m,.. is the mass flow rate . 
calculated by integration of the streamwise velocity over the duct cross-section at the 
. recycling plane. Due to numerical error, there will be a difference between the 
integrated and experimental inflow mass flow rate. The scaling operation in equation 
(6.1) was found necessary to prevent the accumulation of this error after many 
iterations and thus to ensure the accuracy of the inflow mass flow rate. 
The feedback method was applied to calculations of both the inert and reacting flow 
test cases. The computational domain and mesh used for simulation of the inert flow 
test case is shown in figure 6-3, the Y-Z plane cross-section of one inlet dilct is shown 
in figure 6-4(A), while the Y-Z plane cr?ss-section of the combustion chamber is 
shown in figure 6-4(B). 
The computational domain of the inert flow test case extends from 0.45m (15 H, 
where H is the step height) upstream to 0.45m (15 H) downstream of the expansion. 
There are 176x32x82 grid points in the streamwise, transverse and spanwise 
directions for each inlet duct and 160 x 128 x 82 grid points for the combustion . 
chamber, corresponding to total cells of 2.6 million. Note that the mesh size is 
128x96x32 in Domingo et al (2005) and 256x128x64 in Duchamp de Lageneste 
and Pitsch (2001). 
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Figure 6-3 Computational Domain and Mesh for Simulation of Inert Flow Test 
Case 
(A) (B) 
Figure 6-4 Y-Z Cross-section of Inlet Duct (A) and Combustion Chamber (8) 
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For the inert flow test case, the recycling plane was located at 5 H upstream of the 
expansion. With such a distance from the expansion, flow fi elds in the inlet ducts feel 
no influence from downstream. It was fo und that after the inflow data generating duct 
flow becomes fully developed, it possesses turbulent characteri stics identical to those 
of a separately calculated fully developed duct fl ow. For the reacting flow test case, it 
was found that the downstream influence at location 5 H upstream of the expansion 
was not negligible and the recycl ing location was moved to 13 H upstream of the 
expansion to eliminate the downstream influence, and correspondingly the 
computational domain of reacting flow test case was extended to 0.8m (26.8 H) 
upstream of the expansion. Therefore each inlet duct was solved with 312 x 32 x 82 
grid points and total cell s were increased to 3.3 million. 
One important issue for the inflow data generating method is the stream wise distance 
between the inlet and the recycling locations, which must be larger than the 
characteristic length of the longest turbulent structures in the stream wise direction. In 
their DNS of turbulent flow in a square duct, Huser and Biringen (1993) found that 
the two-point velocity correlation coefficient was close to zero with a distance of 3.2 
H and thus the domain length should be at least 6.4 H. For simulation of rectangular 
duct fl ows, Rokni et al (1998) used domai n length of 8H, while Rembold and Kleiser 
(2003) used domain length of both 10H and 20H. In the present study, the duct length 
involved in the feedback inflow data generation was 10H for the inert fl ow and 13.5 H 
fo r the reacting fl ow. 
Another important issue for the inflow data generation is the grid resolution. For the 
wall-bounded duct flow, it is important to resolve the turbulent motions in the 
near-wall region. Therefore, the mesh was refined near the wall in both span wise and 
transverse directions with minimum mesh size ~Ymi" = ~mi" '" 3 in wall units. The 
mesh size was then increased exponentially fTo m the wall towards the centre. The 
streamwise resolution is also impoltant. It is fo und that a streamwise mesh size of 
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tu = 80 in wall units was necessary to ensure a correct centre-plane stream wise 
velocity profile, since a coarser mesh predicted a flatter profile. These findings are 
consistent with those of Kaltenbach et al (1999). In their LES of fl ow in a planar 
asymmetric di ffuser, KaItenbach et al found a strong dependence of the simulation 
results on the quality of the inflow which in turn depends on the streamwise grid 
resolution provided in the inlet duct. Their results show that reduction of the 
streamwise spacing can drastically improve the shape of mean velocity and 
fluctuation profiles. 
The predicted flow fields within the inlet duct are shown in figure 6-5 . It can be seen 
from figure 6-5(A) that the time-averaged secondary flow velocity field is quite 
symmetrical, and four pairs of counter-rotating vortices near the corners were clearly 
resolved. The maximum magnitude of the secondary mean flows was 2.7% of the 
bulk velocity, agreeing well with the reported value of 2.6% for LES of turbulent flow 
in square duct (Ham et ai, 2000). The secondary flows are directed from the central 
region to the wall s along the corner bisectors and then move along the wall s before 
being directed back to the central region near the wall bi-sectors. As a result, the 
contour of the stream wise velocity bulges towards the corners, as shown in figure 
6-5(B). From the instantaneous streamwise velocity contour in figure 6-5(C), we can 
see that the complex turbulent motions near the walls were well resolved, including 
the bursting of low momentum fluid from the wall and the impingement of high 
momentum fluid on the wall. 
The predicted profiles of inlet streamwise mean velocity and its fluctuation on the 
central plane (z=O) of the duct were compared with experimental data in figures 6-6 
and 6-7 respecti vely. It can be seen that the simulation results have excellent 
agreement with the experimental data. The shape and magnitude of both mean and 
nns values of streamwise velocity are well predicted. The centre-to-bulk velocity ratio 
Uj Ub = 1.28 also agrees with the experimental and numerica l results of Rokni et al 
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(1998) for turbulent fl ow in a rectangular duct with aspect ratio I :8, where the 
centre-to-bulk velocity ratio was found to be 1.25. The large turbulence fluctuations 
near the wal l were a lso predicted well , due to the refinement of mesh in the near wall 
region . 
In summary, the feedback method IS an excellent approach of generating fully 
developed turbulent inflow data. 
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Figure 6-5 Mean Seconda ry Velocity Vectors (A), Mean Streamwise Velocity 
Contour (B), and Instantaneous Strcamwise Velocity Contour (C) in 
Cross-section Plane of a Inlet Duct 
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Figure 6-6 Transverse Profiles of Inlet Streamwise Mean Velocity Component 
1.4 
f\ - . - Expt Inlet_1 - e - Expt Inlet_2 - A - LES Inlet 1 - "f - LES Inlet 2 1.2 
en 1.0 
--E 
-
:::J 0.8 
0.6 
0.4 -I--~-~-~-~-~-~~-~-~---1 
0.0 0.2 0.4 0.6 0.8 1.0 
Y 
norm 
Figure 6-7 Transverse Profiles of Inlet Streamwise Velocity Fluctuating 
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6.3 Inert Flow Test Case 
In the inert flow test case, the fluid in both inlet streams is air. The inert flow test case 
was simulated at first in order to confirm the predictive capability of the LES model 
and feedback inflow data generation method for the simulation of isothennal flow 
within the ORACLES test rig. The inert flow simulation can reveal some basic 
features of flow within this test rig and provide an improved understanding of the 
reacting flow. 
The inert flow test case was simulated using the mesh shown in figure 6-2, which 
includes 124 blocks. Feedback inflow data generation method was used for inlet 
boundary conditions, convective outlet boundary conditions was used for outlet 
boundary condition, and adiabatic non-slip wall boundary condition was applied for 
all solid surfaces. The calculation was performed using 122 CPUs on HPCx. The 
calculation has been run for 14640 CPU hours, corresponding to 72 flow through 
times for the flow field to reach a statisti cal steady state and 9 flow through times for 
generating the time-averaged results. 
6.3.1 Mean Flow Field 
The properties of inert flows behind sudden expansions have been extensively studied 
from both experimental and numerical point of views (Abbot and Kline, 1962, 
Gagnon, 1993). Abbot and Kline (1962) show that in the case of a symmetrical 
sudden expansion, tbe inert mean flow after the sudden expansion is asymmetrical if 
the area expansion ratio A, = (H">a"'''' + 2H"ep )/ H",a",,,' is greater than 1.5. For the two 
stream incoming flow cases, Besson et al (1999) defined the area expansion ratio A,., 
In consistent with the defmition of Abbot and Kline (1962), as 
A, = (2H" .. """, + H,p + 2H,,,p )/( 2H">a""" + H,p ) , where H,p is the thickness of the 
wall separating the two channels. The area expansion ratio of the ORACLES test rig 
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can be evaluated to be A, = 1.84 , indicati ng an asymmetrical mean flow. 
The time averaged flow fields in plane z = 0 are shown in fi gure 6-8, including 
contours of strearnwise velocity and turbulent kinetic energy, k. As can be seen, the 
LES simulation captured the important feature of the inert mean fl ow. The transverse 
asymmetry of the mean flow was well predicted, which is in good agreement with 
both the measured mean velocity fi eld and that predicted by Duchamp de Lageneste 
and Pitsch (200 I). It is shown clearly the presence of a shorter upper mean 
recirculation zone and a much longer lower mean recirculation zone. The predicted 
upper reattachment posi tion is 4.5 H and the lower reattachment position is 12.5 H. 
The length of the longer reci rculation bubble is about 2.8 times that of the shorter one. 
The predicted maximum mean reverse velocity is 0.335 Uo, whereUo is the averaged 
inlet velocity at plane z = O. The value is very close to 0.33 Uo reported by Pitz and 
Daily (1983) for turbulent inert mixing layer after a backward fac ing step. 
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Figure 6-8 Contours of Mean Streamwise Velocity (Top) and Turbulent Kinetic 
Energy (Bottom) 
From the contour of turbulent kineti c energy, we can see two large zones of high 
turbulent kinetic energy, wh ich correspond to the upper and lower shear layers 
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developing from the edge of the two expansion steps. The small narrow region of high 
turbulent kinetic energy around the symmetric axis of the combustion chamber is also 
well captured, which correspond to the mixing layer between the two incoming 
streams and the wake of the splitter plate. The intensity of the turbulent kinetic energy 
generated by the central mixing layer is much lower than that associated with the 
shear layers behind the steps. This is consistent with the experimental finding that the 
mixing layer is not found to modify the overall structure of the mean flow when 
compared with a one-stream sudden expansion. 
Another interesting and important issue is the separation of the high speed inlet flow 
streams from the inlet duct walls. From the mean stream wise velocity field , it can be 
seen that the two inlet streams bend towards the symmetric axis after the splitter plate 
because of the geometrical change. This causes the inlet streams to separate from the 
duct walls. Instantaneous reverse flow can be found in this narrow region near the 
wall. This separation phenomenon can also be noticed in the simulation results of 
Duchamp de Lageneste and Pitsch (200 I). The separation leads to two small narrow 
regions of high turbulent kinetic energy, while the intensity of the turbulent kinetic 
energy is much lower than in the shear layers. The separation also causes the passive 
scalar variable to be convected upstream along both the upper and lower walls up to 
the location of x'" -3.SH. The effects of this will be discussed further in the reacting 
case. 
6.3.2 Instantaneous Flow Field 
The instantaneous contour of streamwise velocity in plane z = 0 is shown in figu re 
6-9. From the instantaneous streamwise velocity contours, we can see the merging of 
two high speed inlet streams after the splitter plate and the breakdown of the high 
speed region in the far downstream. 
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Figure 6-9 Instantaneous Contours of Streamwise Velocity 
6.3.3 3D Nature of the Flow Field 
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Although in Besson et al (1999) the mean flow field is said to be of two-dimensional 
(20) nature in the width, there is no experimental data provided to validate this claim. 
The assum ption of 20 nature of the fl ow fie ld was not investigated by a ll previous 
numerical work on the ORACLES test case. Safta et al (2006) even perfonned a '20 
LES' simulation of the ORACLES test case based on the above assllmption. 
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Figure 6-10 Time-averaged Contour of Streamwise Velocity in Y-Z Cross-section 
at 10H Downstream of Expansion 
To clarify tillS issue, contour of time-averaged streamwise velocity is shown in fi gure 
6- 10. It can be seen that beside the asymmetry along the transverse (Y) direction, 
there are also considerable wall effects along the span wise (Z) direction. The 
streamwise velocity fie ld is far from being homogeneolls in the spanwise (Z) direction. 
Therefore, it can be concluded that the flow field wi thin the ORACLES test case is in 
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fact a flow of fully 3D nature. Results from the reacting test case which will be shown 
later also support the same conclusion. This conclusion is also consistent with 
experimental findings ofPitz and Daily (1983) and Escudier et al (2002) on backward 
facing step. In their experiments, aspect ratios are 6.9 and 5.33 respectively (very 
close to present value of 5.0) and the flow fields are found to be of fu lly 3D 
characteristics. 
6.3.4 Cross-Stream Profiles 
Figure 6-11 shows transverse profiles of the mean streamwise velocity at five 
different streamwise locations, where symbols represent experimental data and lines 
represent LES simulation results. There is a very good quantitati ve agreement 
between the LES results and the experimental data. The shape and magnitude of 
profi les are predicted very well for the lower stream. The bending of the flow, 
however, is slightly overpredicted. There is a general tendency that stream wise 
velocity profiles shift towards the upper wall . This effect becomes more obvious when 
the stream wise distance is increased. 
Figure 6-12 shows transverse profi les of the mean nonnal velocity at five downstream 
locations. Compared with the streamwise velocity, the magnitude of nonnal velocity 
is much smaller. The agreement between the LES results and the experimental data is 
good. The shape and magnitude of tbe profiles, the locations of the peak value are 
well predicted for all five downstream locations. The overprediction of bending, 
however, causes the magnitude of the nonnal velocity in upper stream to be 
overpredicted. 
Profi les of the mean streamwise velocity nns and the nonnal velocity nns are shown 
in figures 6-13 and 6-14 respectively. These two figures have some conunon features. 
The velocity fluctuations reach maxima in the shear layers between the central j et and 
the two recirculation regions. The location and width of the peaks of velocity rms are 
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precisely predicted by LES for the lower stream. For the upper stream, the peaks are 
shifted towards the upper wall , which is consistent with the bending effect found 
above from mean velocity profil es. The magnitude of the max imum values ill the 
shear layers are predicted accurately for the first two upstream locations, but 
underpredicted a little for the three downstream locations. The local maximum around 
the centreline created by the mixing layer between two inlet streams is also captured, 
but the magnitude of velocity fluctua tions is overpredicted. The overprediction of 
turbulence intensity within the mixing layer was also reported for LES calculations of 
Duchamp de Lageneste and Pitsch (200 I) and Duwig et al (2007). 
6.4 Reacting Flow Test Case 
For the reacting case, the fuel is commercial pro pane, which includes the fo llowing 
composition (in vo lume) : 0.80% C2H6, 86.40% C3Hg, 10.55% C3H6, and 2.25% C4H1o, 
leading to the global formula C3.OlS H7.8 1g. 
The parameters needed by the fl ame surface density model were calculated uSing 
CHEMKfN, using the San-Diego mechanism (46 species and 2 16 reactions) fo r 
chemical reactions. For a steady-state freely propagating premixed laminar flame with 
stoichiometric ratio ~ = 0.65 , a calculation using the premixed fl ame speed reactor of 
CHEMKIN gives the results: p, =1.305654 (kglm\ Ph =0.1 9407 13 (kglm\ 
T" = 1789.433 (K), and S, = 0.1623 (m/s). In the combustion model, fJ was set as 0.2. 
The reacting flow test case was simula ted using a mesh with 252 blocks, as shown in 
figure 6-1 5. The feedback inflow data generation method was used for inlet boundary 
conditions, a convective outlet boundary condition was used at the outlet boundary, 
and adiabati c non-slip wall boundary condition was applied for all solid surfaces. The 
calculation was perfo rmed using 250 CPUs on HPCx. The calculation has been run 
fo r 30000 CPU hours, corresponding to 44 flow through times for the fl ow field to 
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Figure 6-15 Computational Domain and Mesh for Simulation of ORACLES 
Reacting Flow Test Case 
reach a statisti ca ll y stati onary state and 6.23 flow through times fo r generating the 
time-averaged results. 
6.4.1 Mean Flow Field 
Time-averaged flow fi elds at the symmetrical plane (z = 0) are shown in fi gure 6-1 6. 
The simulati on results show clearly that the symmetry of the fl ow is recovered when 
the flow is reacting, as indicated by the experimental data. 
It can be seen from the contours of mean temperature and mean fi ltered progress 
variable (d isplaced here to show its relati o n w ith the temperature) that the space 
within the combusti on chamber can be classifi ed into three zones according to their 
the rmal-chemical status. The first zone is the potenti a l core of the cold fres h reactants, 
which is at the centre of the combusti on chamber and extends fro m the inlet plane to 
approximate ly 10 H downstream of the expansion. The second zone is located near 
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the walls of the combustion chamber and is composed of high temperature gas of fully 
burnt products. The outside boundaries of the second zone are approximate ly para ll el 
to the upper and lower walls. Between the above two zones is the third mixing layer 
zone, where the co ld reactants mix with the hot reaction products. The mixing layers 
start from the edges of the expansion on both upper and lower sides and grow as they 
move downstream. Finally, the two mixing layers on both sides merge together where 
the potential core fini shes. 
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Figure 6-16 Contours of Mean Temperature, Mean Progress Variable, Turbulent 
Kinetic Energy and Mean Streamwise Velocity (from Top to Bottom) 
From the contours of mean streamwise velocity, it can be seen that two recirculation 
zones of the same size are found respecti vely on the upper and lower sides. The 
predicted reattachment points of both recirculation zones are at 3.0 H downstream 
location. Compared with the inert flow case shown in figure 6-8, the reacting flow 
case exhibits much shorter recirculation zones . The shortening of the recirculation 
zones is due to gas expansion and strong fl ow acceleration in the stream wise direction 
caused by the heat release of reactions. Since the influence of heat release 
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accumulates with the increase of downstream distance, beyond the recirculation zones, 
the streamwise velocity increases along the streamwise direction. Near the exit, the 
mean stream wise velocity has reached the maximum value of 21.8 rn/s, which is about 
twice the maximum mean streamwise velocity (1 2.35 rn/s) in the inert case. This is 
consistent with the experimental finding that the flow regions close to the wall 
experience strong flow acceleration where values of streamwise velocity can be 
multiplied by a factor of two. 
Similar to the inert flow test case, in figure 6-16, two small narrow regIons of 
separation can be found within the inlet duct near the expansion plane. This separation 
may cause transient events such that a small amount of fluid from the comhustion 
chamber penetrates into the inlet duct along the duct walls. [fthe fluid was assumed to 
keep reacting after entering the separation regions, strong veloci ty fluctuations will be 
generated in these regions, which if allowed to couple with the feedback inflow 
boundary condition, will eventually cause the calculation to di verge. Therefore, no 
reaction was allowed within the inlet ducts. It can be argued that since the wall of the 
inlet ducts are not thennally insulated , the effects of cold walls on the reactions have 
to be considered. The predicted maximum thickness of the separation zones is onl y 
abo ut 1.5 mm, the potential large· temperature gradients and heat loss to the cold wall 
may make existence of a fl ame in thi s region imposs ible. Furthel1l10re, no fl ashback 
phenomenon has been reported in the experimental paper. 
From contours of turbulent kinetic energy in figure 6-16, we can see that the 
turbulence regions near the inlet duct walls are well resolved. The turbulence level 
increases on approaching the separation regions, where a local maximum of turbulent 
kinetic energy can be found. The splitter plate also causes a high turbulence region in 
its wake. The turbulent kinetic energy in the mixing layers is quite high, with the 
maximum value found within it near the recirculation zones. 
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Figure 6-17 Contours of Mean Temperature (a), Mean Streamwise Velocity (b), 
Turbulent Kinetic Energy (c) and Mean Velocity Vectors (d) in Y-Z Plane at 2" 
Downstream of Expansion 
Figure 6- 17 shows the time-averaged fl ow fie lds in the Y-Z plane 2H downstreanl of 
the expansion. From the contours of the mean temperature, it can be seen that the high 
temperature zone exists along all the wa ll s of combustion chamber, separated from the 
potential core zone by a thin mixing layer. At the 21-1 downstream location, the high 
temperature zone along the wall s in the transverse direction is thin , but it is found 
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penetrating towards the chamber centre along the X-Y symmetrical plane. Two pairs 
of large counter- rotating vortices are found in the centre of Y-Z plane near the upper 
and lower wa ll s. These vortices wil l help to bring hot reacting products towards the 
cold reactants. 
6.4.2 Instantaneous Flow Field 
The instantaneous contours of temperature, reaction rate and streamwise velocity are 
shown in fi gure 6- 18. The structures shown by the instantaneous temperature and 
stream wise ve locity fi eld are sim ilar to those found in the time-averaged counterparts. 
The fl ame brush represented by the iso-temperature line is corrugated due to 
turbulence. In the contours of reaction rate, regions of high reaction rate are found 
wi thin the mixing layer. 
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Figure 6-1 8 Instantaneous Contours of Temperature, Reaction Rate and 
Streamwise Velocity (from Top to Bottom) 
Figure 6-1 9 shows the instantaneous fl ow fie ld in Y-Z plane at 2H downstream of 
expansion. The region of high reaction rate co incides with the mixing layer in the Y-Z 
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Figure 6-19 Instantaneous Contours of Progrcss Variable (a), Tcmpcraturc (b), 
Reaction Ratc (c) and Strcamwise Velocity (d) in Y-Z Plane at 2H Downstream of 
Expansion 
plane as well. The highest reaction rate is fo und at fo ur corners of the narrow reaction 
layer. The instantaneous velocity vector fi eld shows complex turbulent motions and 
vOltices of different scales in the Y-Z plane, and reveals the three-dimensional nature 
of the reacting fl ow. 
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Figure 6-20 Three-dimensional Views of Time-averaged Flame Surface (Top) and 
Instantaneous Flame Surface (Bottom) 
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6.4.3 Three-dimensional View of Flame Structure 
To gain a deeper understanding of the flame structure, the fully three-dimensional 
views of both mean and instantaneous flame surfaces are shown in figure 6-20. The 
flame surfaces were generated based on iso-surfaces of mean and instantaneous 
progress· v~able of value 0.6, respectively. The mean and instantaneous flame 
surfaces possess general similar structures.· The mean flame surface looks quite 
smooth, while the instantaneous flame surface looks much more corrugated, full of 
convex and concave regions. This corrugation is the result of interaction between the 
flame surface and the turbulence motions. It is clear that the turbulence motions 
increase the flame surface area and thus can increase the total reaction rate. 
6.4.4 Cross-stream Profiles 
Figure 6-21 shows transverse profiles of mean streamwise velocity at five different 
streamwise locations, where symbols represent experimental data and lines represent 
LES simulation results. There is an excellent agreement. between the current LES 
results and· the experimental data. Beside a slightly overprediction at . x = 90 mm 
location and a slightly underprediction at x = 250 mm location, the predicted 
, 
.. 
. streamwise velocity profiles almost collapse with the experimental data. The strength 
of the recirculation was ~derpredicted slightly. Compared with the profiles of inert 
flow in figure 6-11, it is found that for y between -25 mm and 25 mm, the profiles of 
reacting flow do not exhibit significant flow acceleration, since no significant 
combustion occurs in this region. While the profiles for y larger than 25 mm (or 
smaller than -25 mm) show strong flow acceleration of reacting flow in this region, 
which is related to the lower density of the reaction products. 
Figure 6-22 shows tr~sverse profiles of mean normal velocity at five different 
streamwise locations. These profiles exhibit feature of anti-symmetry about the y axis, 
as experimental data indicate. The quantitative agreement between the predicted and 
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experimental profiles is also very good. The shape of the profiles and the locations of 
the maximum values are all predicted accurately. The magnitude of the normal 
" 
velocity was' overpredicted at x = 50 mm location and underpredicted slightly at 
further downstream locations. 
Transverse profiles of' streamwise. velocity rms are shown in figure 6-23. The 
agreement between the simulation results and experimental data is good. The 
streamwise velocity fluctuations in the potential core region are predicted very 
accurately. The fluctuations in the near wall region were predicted well at x = 90 mm, 
but were underpredicted at x = 50 mm, x = 210 mm and x = 250 mm locations. 
Figure 6-24 show transverse profiles of normal velocity rms of the reacting flow; The 
prediction is very good for three downstream locations x = 90 mm, x = 210 mm and 
x = 250 mm. At x = 0 mm and x = 50 mm, the normal velocity fluc~ations were 
overpredicted after the wake of the splitter plate and underpredicted near the walls. 
From both figures 6-23 and 6-24, it can be been seen that, in the range of x = 0 mm to 
x = 250 mm, the general trend of diminishing turbulence level with increasing 
downstream distance is well reproduced. This can also be seen from contour of 
turbulent kinetic energy in figure 6-16: 
In . sununary, an incompressible variable density version of the LULES code is 
developed for low-Mach number turbulent premixed combustion flows. The code is 
validated against experimental data (Besson et ai, 2000) for the turbulent premixed 
.' combustion in the ORACLES test rig. The 'Feedback' method is proven to be an 
excellent approach to generate fully developed turbulent inflow boundary conditions, 
which is vital for ac~ate simulations of both the inert and the reacting flows. The 
code is able to successfully predict the asymmetrical inert' flow after a geometrically 
symmetric sudden expansion. This code is also found able to predict correctly the 
effects of heat release, Le:, the symmetry of the flow field is recovered for the reacting 
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flow' and the recirculation zones become shorter due to strong flow acceleration fn 
. streamwise direction. The LES predictions' for the reacting flow have been 
time-averaged over more than 6 flow-through times to generate the mean profiles of 
streamwise velocity, transverse velocity and their fluctuation intensities. The 
agreement of the LES predictions with the experimental data is good for all the above 
quantities at five different streamwise positions. The complicated unsteady 
three-dimensional nature of the turbulent premixed combustion and the interactions 
. between the flame and the turbulence field are also successfully revealed by the LES 
simulation. It is demonstrated that the reaction progress variable method coupled with 
an algebraic flame surface density model is sufficient for accurate LES predictions of 
low-Mach number turbulent premixed combustion flows. Therefore, the development 
of LULES code for turbulent premixed combustion is considered successful. 
I, 
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Chapter 7 Conclusions 
This thesis has described the development of a LES code for low-Mach number 
variable density non-reacting and reacting flows. In the present study, a well-tested 
finite volume constant density LES' code has been modified to handle variable density 
flows, turbulent non-premixed combustion flows, and turbulent premixed combustion 
flows. 
The study includes both theoretical and numerical aspects. The governing equations 
for LES of variable density flows have been set out based on the low-Mach number 
approximation. The mixture fraction conserved scalar method has been adopted for 
variable density non-reacting flows and turbulent non-premixed combustion flows. 
The subgrid scale turbulence-mixing and turbulence-chemistry interactions are 
modelled by a sub-grid PDF method. Interpolation. libraries using equilibrium 
chemistry, fast chemistry and steady flamelet combustion have been generated. The 
reaction progress variable method with an algebraic flame surface. density model has 
been used for turbulent premixed combustion flows. 
An explicit numerical solution procedure has been developed for solving the 
governing equations. The Poisson equation for pressure has been extended to include 
variable density effects. The convective outflow boundary condition' was also 
modified to ensure global mass conservation, which is essential for stable solution of . 
the Poisson equation. A feedback method was developed to generate fuIIy developed 
turbulent inflow boundary conditions as an integrated part of the main LES solution 
domain. Finally, for turbulent reacting flows with large density variations, a relaxation 
method has been adopted in order to damp unphysical high-frequency fluctuations 
. which are a treat to numerical stability. Its influences on numerical accuracy have 
been analysed and investigated. 
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The code has been validated against a number of experimental test cases. For 
non-reacting variable density flows, two sets of experimental· data for confined jets· 
were chosen for validation: one with a large range of Ctni number and another with a 
J 
large range of initial density ratio. Turbulent non-premixed combustion in a simplified 
axi-symmetric combustor geometry and turbulent premixed combustion in the 
ORACLES dump combustor have also been simulated. Good results were obtained in 
all these simulations which demonstrated the robustness and accuracy. of the LES 
code developed in the present study. 
Future work should be conducted in the following areas. Firstly, more sophisticated 
subgrid scale combustion models should be implemented in the code. For turbulent 
non-premixed combustion, the steady flamelet combustion model has already. been 
studied but at present primarily using a coarse grid. Calculations on finer grids need to 
be carried out to fully investigate its merits. Comparison with the unsteady flamelet 
model would be worthwhile for a carefully chosen test case, e.g., a flame close to 
extinction. For turbulent premixed combustion, the transport equation for flame 
surface density should be added to improve the accuracy of the predicted reaction rate. 
The dynamic determination of parameters for flame wrinkling factor using 
information from the resolved flow field is another option. Secondly, the code should 
be extended for LES of partially premixed combustion flows. Based on the concept of 
the flame index, governing equations and numerical solution procedures for partially 
premixed combustion can be coded and tested. Finally, the present incompressible 
code for Iow-Mach number variable density flows could be extended as a 
compressible code in order to capture acoustic/thermo-acoustic· waves, for example, 
using the coupled LES-wave equation approach as suggested by Duwig et al. (2005). 
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