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Committee Chair:   Dr. Upkar Varshney 
Major Academic Unit:  Computer Information Systems 
This manuscript documents the creation and evaluation of a taxonomy for mobile health 
(m-health) evaluation and a method for m-health evaluation. M-health as a field within 
IS has seen significant amounts of growth in recent years due to improvements in 
technology leading to more affordable and portable computing power. The application of 
these technologies to the healthcare domain has created many new opportunities and 
benefits for patients and providers alike. This research seeks to study how these m-
health projects are being evaluated and to determine what the characteristics of these 
evaluations are. 
To accomplish this goal, the research process is conducted as design science and the 
research outputs of taxonomy and method are presented as design science artifacts. 
The two artifacts are evaluated during their creation and once more afterwards to 
determine their utility. The taxonomy is created by collecting and analyzing 
documentation on m-health evaluation and using that information to generate 
descriptive categories by following a series of guidelines for creating a classification 
system. After evaluation of the artifact, a method is created for conducting m-health 
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evaluation. This method is a series of guidelines built upon constructs and relationships 
derived from the taxonomy. 
Evaluation of the artifacts consists of expert surveys, cluster analysis, and attribute 
analysis. After evaluation of both artifacts, a descriptive theory explaining the selection 
of m-health evaluation types is created and presented. Theory development is based on 
the idea of kernel theories and their transferability to the information systems (IS) and 
design science domains. Contributions of this research are as follows: a classification 
system for m-health evaluation, a series of guidelines for individuals working on 
evaluations in the field of m-health, and a descriptive theory on the selection of 
evaluation type in an m-health context. 
Keywords: Mobile healthcare, design science, project evaluation, health information 
technology
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Chapter 1. Introduction 
Section 1.1 Dissertation Outline 
The dissertation is organized into 6 chapters. Chapter 1 introduces the problem being 
addressed by the work as well as the research question. Chapter 2 is the literature 
review which establishes the domain this work is set in. Chapter 3 is a description of the 
chosen methodology of design science and covers how the research process relates to 
established techniques for conducting design science research. Chapter 3 also covers 
the scope of the research and provides a list of potential contributions. Chapter 4 
describes the creation and evaluation of the taxonomy artifact. Chapter 5 describes the 
creation, evaluation, and theorization of the method artifact. Chapter 6 is a discussion 
on the insights and contributions generated throughout the research process. The 
chapter also discusses limitations as well as avenues for future work in this domain. The 
final section of chapter 6 concludes the dissertation by circling the conversation back to 
the original problem described in chapter 1 and how the work has addressed it. 
Section 1.2 Problem Significance 
The field of mobile health (m-health) has grown significantly in the last ten years to 
become a multi-billion-dollar industry. Recent market reports have appraised the global 
m-health market at over $10 billion USD (Ben-Zeev et al. 2015, Silva et al. 2015). The 
m-health Economics 2016 report predicts that the m-health application market alone will 
grow by 15% to reach $31 billion by the year 2020, with the entire m-health market 
projected to be worth $59.15 billion (Jahns et al. 2016). Despite the growth of industry, 
effective evaluation of m-health projects has remained an area of limited focus in the 
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research field. This research project seeks to create a meaningful classification of 
existing mobile health evaluation and guidelines for future evaluation of m-health 
projects. 
Research has shown that lack of effective project management techniques leads to a 
higher rate of project failure (Dasgupta et al. 1972; Harberger 1972; Frechtling 2002). 
Many projects tend to emphasize the implementation stage at the expense of evaluation 
(Alexander and Faludi 1989; Michie et al. 2011; Steckler et al. 2002). Studies on the 
topic of evaluation in m-health either cover the topic on a case-specific basis or address 
the issue within a very specific medical context (Whittaker 2012; Kumar et al. 2013; 
Mookherji et al. 2015). As the field of m-health continues to grow, effective evaluation 
will continue to play a role both in determining and increasing the value of the field. 
Section 1.3 Research Question 
The primary research question is as follows: “What are the characteristics of m-health 
evaluations?” The main research contributions of this study are the organization of m-
health project evaluation into a taxonomy and method for guiding evaluation of m-health 
projects and research.  
The goals of this research project are to create a categorization system of m-health 
evaluation and to create actionable suggestions for researchers and practitioners in the 
m-health domain. The research is based in the literature of m-health, taxonomy 
development, and project management. The main contributions of the research are 
presented as design science artifacts.  
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Chapter 2. Literature Review 
The review covers five areas of research: project evaluation, m-health, design science, 
taxonomies, and methods. From this survey, opportunities are identified and form the 
basis for the problem definition and proposed contribution of the research project.  
Section 2.1 Project Management 
Project management as a field of study in the behavioral sciences has existed for over 
fifty years. The project management discipline seeks to achieve an optimum balance 
between the competing constraints of cost, time, and scope (Gray 2008, Burke 2013). 
Projects that are managed effectively confer many benefits to stakeholders, including, 
but not limited to: better control of financial and human resources, shorter development 
times, lower costs, higher quality, improved productivity, higher internal coordination, 
and increased worker morale (Meridith and Mantel 2011, Kerzner and Kerzner 2017, 
Heagney 2016).  
The Project Management Institute, established in 1969, created the project 
management body of knowledge (or PMBOK) guide as an educational standard for 
project managers (Duncan 1996). The bulk of the project management literature is 
based on the PMBOK guide and its division of a project into the stages of initiating, 
planning, executing, controlling, and closing (Duncan 1993). Most frameworks 
describing a project life cycle have adhered to these stages and commonly define a 
project as having a planning stage, an implementation stage, and an evaluation stage; a 
beginning, middle, and an end. Within the planning stage, the objectives and constraints 
are presented and analyzed, typically by a team planning the project such as a steering 
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committee. The actualization of the planning takes place in the implementation phase 
with evaluation usually occurring after implementation to measure the effects of the 
project and determine if the goals established during the planning stage were achieved 
(Schwalbe 2015).  
Subsection 2.1.1 Evaluation and Project Management 
The main goal of evaluation is to determine the success of a project (Baccarini 1999, 
Munns et al. 1996). Evaluation provides information to stakeholders on whether 
established goals are being met and generates new insights from project outputs 
(Frechtling 2002). Project managers and other stakeholders will often create metrics of 
success during the planning phases that will later be used to measure outcomes and 
performance during evaluation (Liu and Walker 1998, Cooke-Davies 2002). Individuals 
working in projects often have difficulty determining metrics that are both agreed upon 
by a majority of stakeholders and are an accurate representation of the stated goals of a 
project (Bryde 2003). This problem is compounded by the fact that metrics of success 
and stakeholder motivations have a propensity to change throughout the duration of a 
project and rarely remain static (Kinsella 2002). 
In response to these issues, writings on evaluation during the last 20 years have 
focused on the connection between the evaluation and implementation stages of a 
project lifecycle. New techniques promote more evaluation taking place throughout the 
implementation phase. This is contrary to the more traditional role of evaluation only 
taking place after planning and implementation which often causes the changes that 
happened during those stages of the project lifecycle to be missed by the evaluation. 
Techniques such as developmental evaluation have emerged from the idea that the 
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three cycles of implementation, planning, and evaluation are inherently linked and 
should be conducted simultaneously and repeatedly throughout a project (Patton 1994, 
Bryde 2003).  
Another crucial role the evaluation stage plays is communicating information to a variety 
of stakeholders.  Projects need to provide some form of information about their impacts 
to effectively measure success. This data is then fed back into the planning loop to 
provide insights for future projects. The information being passed through the cycle 
needs to be standardized and made understandable to the relevant stakeholders 
involved for it to be meaningfully applied. The volume and quality of the information 
generated during this stage has been changing at an accelerated pace in the past 30 
years (Blomquist et al. 2010). Because of this deluge of new information, more 
evaluation techniques are emerging for determining what metrics are important and 
calculating the appropriate level of granularity of project information (Cicmil et al. 2006). 
These trends are unlikely to reverse, growth in information availability has led to 
increased complexity in designing effective project management approaches (Svejvig 
and Anderson 2015). 
Subsection 2.1.2 Evaluation and Information Technology 
Information technology (IT) has changed the way many activities are conducted in 
business and project management is no exception. IT has introduced new systems and 
overlapping layers of complexity which demand new tools for analysis and 
measurement. Seminal papers on measuring success in IT identify the quality of the IT 
system, the quality of the information passing through the system, the usage of the 
technology, and the satisfaction of users as key factors for predicting the individual and 
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organizational impacts of an IT implementation (DeLone and McLean 1992). As the field 
of information systems developed in line with the growing technological capabilities of 
early IT systems, ideas such as the technology acceptance model and the role of the 
user became factors in measuring success (Delone and McLean 2003). Updated 
models include context and the intentions of users to utilize the technology as additional 
indicators of a system’s effectiveness (Venkatesh and Bala 2008; Petter et al. 2008). 
IT projects also have unique characteristics that differentiate them from projects that 
were conducted before the emergence of the information systems discipline. IT enables 
a myriad of different stakeholders to oversee and participate in a project with diverse 
technologies on a global scale (Schwalbe 2015). The increased capabilities brought 
about by inclusion of IT adds additional complexity and exacerbates the existing 
challenges of performing effective evaluation in a project setting (Pich et al. 2002; 
Cooke-Davies et al. 2007; Thomas and Mengel 2008). Analysis of projects utilizing IT 
have uncovered many challenges common to these projects such as user inexperience 
with new technologies, the absence of technical specifications, and rapidly changing 
scope and objectives (Tesch et al. 2007, Schmidt et al. 2001). To address these issues, 
project planning techniques including agile, rapid application development, extreme 
programming, and more emerged from the software development field (Beck and 
Gamma 2000, Beck et al. 2001, Wysocki 2011, Fernandez 2008). These methodologies 
espoused relatively fast iterations with built in evaluation cycles and frequent testing and 
communication between stakeholders as an answer to the changing landscape of 
evaluation. Recent studies have explored the idea of applying these project 
management techniques beyond the realm of software engineering (Conforto et al. 
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2014, Hobbs et al. 2017). As IT becomes increasingly ubiquitous, the challenges of 
managing technological complexity and evaluating effective usage of technology by 
users have become intertwined with the extant difficulties of the project management 
discipline. 
Subsection 2.1.3 Evaluation and Healthcare  
Healthcare as a discipline has existed for much longer than IT, but it also presents its 
own set of unique challenges to the evaluation domain. Technical challenges and 
complexities are exacerbated by the fact that for many stakeholders, the outcome of 
success is measured in impacts to quality of life and, depending on context, decisions 
made during the project can mean the difference between life and death for individuals 
(Viney et al 2002, Heeks 2006). When combined with IT, healthcare can be 
conceptualized as healthcare information technology (HIT). HIT carries all the difficulties 
inherent to IT including the complexity of systems, the importance of technology usage, 
and the necessity for information quality and relevance (Ammenwerth et al. 2003). 
Research in the field of HIT has revealed that project risks and failures can be attributed 
to themes that are commonly observed in IT and project management. Such themes are 
as follows: failure to properly address context, gaps between requirements and their 
metrics, lack of communication between stakeholders, and underestimating the 
complexity of systems (Heeks 2006, Littlejohns et al. 2003, Ranmuthugala 2011).  
Many healthcare projects overlap with the public health and policy fields. The 
implementation of these projects has caused an increased focus on the economic 
component of evaluations. Evaluation studies in the field of healthcare have examined 
the interaction between stakeholders in the health environment, assessed the variability 
   
8 
 
of cost effectiveness within the context of healthcare implementations, and determined 
the economic value of patient data (Sculpher et al. 2004, Curtis and Netten 2012, 
Drummond et al. 2005). Economic aspects of projects are often underexamined and are 
one of the reasons why many healthcare IT projects fail (Anderson 2010). 
Section 2.2 Mobile Health 
m-health is defined as any system enabled through a wireless infrastructure that 
provides healthcare to individuals in a manner that decreases spatial and temporal 
constraints (Varshney 2014; Varshney 2007). Other names for this phenomenon include 
E-health, wireless-health, and pervasive healthcare (Eysenbach and Group 2011). 
Common consumer applications of m-health include the use of smartphone applications 
to improve healthy behaviors or simple message service (SMS) to shorten 
communication times and coordinate tasks between individuals.  
Ideal m-health environments fulfil certain characteristics. The well-being of the users 
within the system, particularly the patients, is generally agreed to be the top priority 
(Barton et al. 2012; Demiris et al. 2008). The next major issue is that of data security 
and privacy protection (Kotz et al. 2009; Doukas et al. 2010). The third qualification of 
an ideal m-health environment is that the various components of the system, particularly 
the devices operated by the users, are functional, reliable, and usable (Asangansi et al. 
2010). Finally, the wireless infrastructure that the system is built upon needs to fulfil the 
same requirements of reliability and functionality to provide a consistent quality of 
service to users (Varshney 2014).  
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Definitions for the ideal m-health environment begin to diverge when expanding upon 
the four characteristics mentioned above. Some studies have argued for closer 
examination of the development cycle of m-health systems and that different attributes 
of the design team, such as transparency, can provide strong hints towards eventual 
outcomes (Mandl et al. 2009). Other studies have looked at the application-level and 
argue that characteristics of software such as context-awareness and data visualization 
are the means to interpret the success of a m-health system (Chang et al. 2011). Some 
researchers have taken an outcome-based stance and argue that the likelihood of 
positive modification of patient behaviors is the best representation of system quality 
(Blaya et al. 2010; Cameron et al. 2015).  
Beyond the established criteria for what makes a good m-health system, another 
emerging phenomenon is the gap between m-health usage in developing countries and 
developed countries. Healthcare in high-income countries has seen an increase in both 
efficiency and patient well-being through applications of m-health technology 
(Bastawrous and Armstrong 2013). Most m-health applications fall underneath one of 
the following categories: Health promotion and behavior, sensors and peripherals, 
medical education and training, remote diagnosis, health monitoring, and provider-side 
communication. The potential benefits of successful m-health implementation are high, 
wireless communication provides a tool to quickly and informally transmit information 
between individuals, allows for remote locations to benefit from the functional and 
structural properties of a mobile network, opens the opportunity for low start-up costs 
and flexible payment plans to the public, and supports real time feedback for 
burgeoning decentralized health systems (Mechael 2009). 
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Section 2.3 Design Science 
Design science research contributes to a knowledge base through the creation and 
evaluation of artifacts. Artifacts are described in the design science literature as 
conceptualizations of IT systems and their interactions with individuals and 
organizations (Orlikowski and Iacono 2001). Artifacts themselves can manifest in many 
ways, despite a common misconception that the research output of design science must 
take the form of either a hardware or software product. For instance, a research project 
that creates and tests a framework describing user reactions to an information system 
and another project that the creates and tests software to make a work process more 
efficient would both be considered design science (Von Alan et al. 2004).  
The common links joining together design science research are a foundation in the 
design literature and the shared purpose to address problems that have emerged from 
the complexity of human interaction with IT (Cross 2001; March and Storey 2008). 
These problems are often described as wicked problems, a concept that originated in 
the field of social policy that describes problems that differentiate themselves from 
others in their complexity, dynamism, novelty, and tenacity (Rittel and Webber 1973). 
Wicked problems do not present a single, clearly defined problem and likewise do not 
offer themselves up to a singularly applied solution. The design field seeks to address 
the issue of wicked problems by incorporating the study of the different relationships 
and concepts that make up the problem context into the process for crafting a solution 
(Buchanan 1992; Coyne et al. 2015).  
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The idea of the wicked problem precedes the design science school of thought. 
However, many comparisons have been made between wicked problems and problems 
that have arisen because of the growth of IT. IT systems often have many 
interconnected parts and problems which rarely have a one-size-fits-all solution that can 
be readily applied (Davenport et al. 1990; Orlikowski and Baroudi 1991; Brynjolfsson, 
1993). Design science expands on this idea and offers artifacts as the building blocks to 
solutions for problems arising from systems with human and technological interactions. 
These solutions are meant to be address problems within those systems that have no 
single, universally applicable remedy at any given time (Pries-Heje and Baskerville 
2008; Hevner and Chatterjee 2010).  
Artifacts are design science’s response to the growing complexity of problems 
appearing in the IT domain. They are created for the sole purpose of addressing a 
specific issue (De Leoz et al. 2018). These artifacts are then designed and evaluated 
which progresses the collective understanding of problematic phenomena and improves 
the possibility of discovering applicable solutions. 
Section 2.4 Taxonomy 
Taxonomy development originated from the field of biology to classify organisms based 
on a predefined structure of characteristics. There are two forms of analysis related to 
taxonomy building, phonetics and cladistics. Phenetics is the practice of clustering 
together organisms which are deemed to be similar though patterns in their attributes 
determined through observation. Cladistics looks at the evolution of organisms and 
creates groups based on a shared heritage (Sneath 1995).  
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A combination of these two modes of grouping create the basis for sorting entities into a 
taxonomic categorization scheme. Taxonomies were created to organize different types 
of organisms, but soon saw use in other disciplines, including the social sciences. As 
usage spread, terminology began to branch and a new form of classification system 
called a typology began to emerge. A major guideline for the application of taxonomies 
is that they must be distinguished from typologies (Bailey 1994). The key difference 
between the two tools is that taxonomies create their classifications based on patterns 
observed in empirical data while typologies form classifications first through a 
conceptual foundation, then observe data to see if those classifications fit. The two 
categorization strategies run the risk of being confused whenever theory application is 
involved in research (Follette and Houts 1996). In many areas, including project 
management and information systems, the terms typologies and taxonomy are 
frequently used interchangeably as ways to classify information (Marradi 1990, Rich 
1992, Mitchel and Shortell 2000, Park et al. 2012).  
In the field of project management, typologies have been used to classify the different 
types of projects and the management styles that are best suited for each (Shenhar and 
Dvir 1996, Krishnan and Ulrich 2001, Winter et al. 2006). Examples are numerous, and 
include typologies that examine topics such as technical complexity, scope, managerial 
control, worker morale, project setting, and more (Ross and Staw 1993, Shenhar and 
Dvir 1996, Evaristo and Van Fenema 1999, Hobbs and Aubry 2008).  
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In the fields of m-health and HIT, application of taxonomy has been used as a means of 
organizing literature or grouping together medical interventions into like categories 
(Waterlander et al. 2014, Plachkinova et al. 2015). Taxonomies have recently begun to 
see more usage IS research. Articles in the past few years have seen its application in 
fields such as crowdfunding, consensus systems, and even design science itself (Haas 
et al. 2014; Nakatsu et al. 2014, Glaser 2015, Prat 2015). HIT and m-health has also 
seen recent usage of taxonomies as way to classify technological devices or user 
interventions (Alrige and Chatterjee 2015; Sobrino and Bertrand 2017). 
The field of health information systems contains many research studies claiming to 
utilize taxonomy as the guiding structure for analysis of information. However, most of 
these taxonomies are constructed using either ad-hoc or intuitive reasoning and lack a 
conceptual, theoretical, or empirical foundation informing their construction (Nickerson 
et al. 2013). In recent years, some studies in the field have taken an evidence-based 
approach to taxonomy construction in topics such as mobile security and economic 
evaluations (Abdullah et al. 2015, Brennan et al. 2006).  
Section 2.5 Method 
The term method has many connotations. In this research, methods are defined as a 
series of guidelines to aid individuals working within a specific domain. These methods 
can also be called suggestions, lists, or best practices depending on the field they are 
being used in. In project management, HIT, and m-health, methods have been created 
to better guide researchers and practitioners in their work.  
   
14 
 
Examples of methods include lists of best practices for generalized project 
management, guidelines for evaluating an information system, tips for managing a 
stakeholder circle, and suggestions for determining the optimal route for implementation 
of a healthcare intervention (Loo 2003, Cao and Hoffman 2011, Bourne and Walkter 
2008, Agarwal et al. 2016). In research, methods exist for the development of 
theoretical models, application of qualitative methods, and the study of IT usability in 
healthcare contexts (Anderson 2005, Pope et al. 2002, Beuscart-Zephir et al. 1997). 
The guidelines posited by these methods are all meant to be used by a specific group of 
individuals and are meant to be both descriptive of the phenomenon common to their 
contexts and prescriptive for readers to take an informed course of action. 
Section 2.6 Research opportunities 
Evaluation as a concept in project management is well understood and the field of 
project management is well established. The intersection of general IT and project 
management has also been heavily studied, particularly in conjunction with the 
technological acceptance model and the impact that it has on the traditional project 
management process (Straub, Keil, and Brenner 1997, Hsu and Lin 2008, Davis and 
Venkatesh 2004). Despite the abundance of research in the project management and IT 
fields on evaluation, the HIT discipline, particularly the field of m-health, is still relatively 
new. The specific context of HIT projects creates research opportunities for the study of 
evaluation. Repeated calls have been made throughout the literature for more research 
focusing on the topic of evaluation to maximize the value from the growing field of m-
health projects (Istepanian et al. 2006, Bourdreaux et al. 2014, Kumar et al. 2013, 
Eysenbach et al. 2011).  
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Within the field of m-Health research there is a lack of evidence proving the actual utility 
resulting from individual projects, particularly in low-income countries (Bastawrous and 
Armstrong 2013). This lack of evidence-based research creates both an opportunity 
along with a sense of urgency for researchers in the field. As mobile technologies 
become more widely adopted worldwide, individuals and organizations may attempt to 
implement mobile health-related projects utilizing technology without a set of guidelines 
and standards that were created from objective analysis of existing m-health 
implementations.  
Preliminary attempts have been made at creating a taxonomy for making sense of the 
rapidly changing m-health environments, but the studies do not incorporate a theoretical 
component or go beyond the planning phase to the implementation and evaluation 
phases of m-health project management (Olla et al. 2015, Plachkinova et al. 2015). An 
opportunity exists within the m-health field for the creation of a classification system that 
can both relate to theory and test existing projects. Creation of such a taxonomy can 
lead to practical contributions in the development of new m-health project management 
techniques and can contribute to the IS literature by clarifying the information that 
currently exists. Motivated by these issues uncovered during the literature survey, the 
taxonomy and method designed in this work are the vehicles by which the contributions 
to the literature are delivered. 
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Chapter 3 Methodology 
Section 3.1 Justification as Design Science  
Design science is how the research will seek to address these questions uncovered 
from the survey of the literature. Beyond providing the definitions for a solution, design 
science can help to identify and address difficult problems directly. The challenges 
associated with evaluation of m-health projects meets the description of a wicked 
problem as defined by Weber 1973. This research attempts to address the problem of 
effective m-health project evaluation which involves both human and technological 
factors within a complex environment with no one solution that is easily applicable at 
any point in time (Ammenwerth et al. 2003). 
The focus of design science is on the creation and evaluation of an artifact. Table 1 
contains a representation of a design science research framework proposed by March 
and Smith. The table has two axes which describe research outputs and research 
activities. Research outputs are the artifacts in design science research and activities 
are conducted with individual artifacts created during a research process. Artifacts 
themselves can take many different forms, which can lead to confusion when 
determining what constitutes one. Classifications exist for simplifying the identification of 
individual artifacts by studying their characteristics. March and Smith, in a 1995 paper, 
proposed a categorization of artifacts in design science as constructs, models, methods, 
or implementations (March and Smith 1995). This categorization has been widely 
accepted and most artifacts are presented as one of these four forms (Gregor 2006; 
Peffers et al. 2007; Vaishnavi and Kuechler 2015; Baskerville, Kaul, and Storey 2015).  




Table 1. Design Science Research Framework (Adapted from March and Smith 
1995) 
Constructs are the most basic type of artifact and are definitions of concepts in a 
domain or system. These conceptualizations can have many names, such as entities, 
observations, attributes, or occurrences. They are meant to be representations of 
phenomena. By describing phenomena, constructs add to the vocabulary of their field 
and increase the clarity of concepts. Models are a combination of constructs and are 
created to divine the relationships between them. A model is meant to be a 
representation of reality which combines both descriptive and explanatory elements to 
elucidate the problems in a domain. Models are framed in a problem-solution 
perspective which adds to their utility as tools meant to explain and solve complex 
questions. Methods are a series of steps that serve as guidelines for performing a task. 
Methods are informed by the underlying constructs and models of the domain in which 
they are to be applied. Method artifacts serve as actionable solutions to the problems 
identified in the development of constructs and models. The final artifact instance is the 
instantiation, which is the application of an artifact in its problem environment. The 
development and evaluation of instantiations often leads to the formalization of its 
underlying components. 
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The four artifact types provide a common template for framing design science research 
contributions. March and Smith also define four activities associated with research: 
build, evaluate, theorize, and justify. Build and evaluate are specific to design science 
artifacts and are mandatory for determining the utility of the finished product of 
research. Theorize and justify are grouped as activities which belong to the natural 
sciences but which can be performed on artifacts after they are completed. The task of 
building is the creation of an artifact to address a problem or to perform a specific task. 
Prerequisites for building an artifact are an acknowledgement that a problem exists 
within a domain and that a solution is required to advance knowledge in that field. 
Evaluation of artifacts determines whether progress has been made in the research and 
whether the artifact has achieved the goals it was created to accomplish.  
Once the artifact has been created, researchers can then theorize the artifact by 
attempting to explain phenomena observed during its creation and evaluation. Like the 
artifacts themselves, theorizing can take different forms. For instance, a method could 
have its underlying relationships and constructs examined and theory could develop by 
exploring the interactions and the reasons for them; An instantiation of an artifact could 
be theorized by applying it to a specific setting which leads to outcomes that can 
become the basis of a theory. Justification of theory is the testing of the viability of 
theories based on the artifact. Justification is meant to determine the validity and 
generalizability of theories through testing of its component parts. 
The research activities comprising this project and its outputs are based upon this 
framework. The main outputs are a model and a method. Both will be built and 
evaluated and the method artifact will enter the theorization stage.  
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The two artifacts being created are a taxonomy of m-health evaluation and a series of 
guidelines for evaluation meant to aid individuals working in the domain of m-health. 
Taxonomy as a design science artifact is a relatively new concept. The idea was 
introduced by Nickerson, Varshney, and Muntermann in their 2013 paper establishing 
the guidelines for taxonomy development following design science principles (Nickerson 
et al. 2013). Summarized, the taxonomy development cycle states that the creation of a 
taxonomy must be started by a guiding meta-characteristic followed by multiple cycles 
of entity observations to create dimensions and attributes for classification. Mapped to 
the design science context, the meta-characteristic establishes the domain of the 
artifact and the characteristics of taxonomy entities leads to the creation of dimensions, 
which are comparable to construct artifacts. Grouping these dimensions together into a 
classification system of the taxonomy is equivalent to forming a model from constructs 
in the design science context (Nickerson et al. 2013).  
After the taxonomy is created and evaluated, the method artifact will be built. As the 
method is comprised of a series of guidelines, it satisfies the definition of a method in 
March and Smith as a “a set of steps used to perform a task.” Guidelines are meant to 
be acted upon by individuals working in a domain related to the method artifact (March 
and Smith 1995). Method examples range from a series of guidelines for a practitioner 
to enact while performing a task to a research methodology for researchers to follow 
while studying a new phenomenon (Gregor and Hevner 2013).  
The research follows the three stages proposed in Hevner 2007 of relevance, design, 
and rigor (Figure 1). Relevance comes from the literature review and the use of existing 
design science methods. The design cycle generates the proposed artifacts of 
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taxonomy and method. The rigor cycle draws upon existing work in the literature and 
creates a contribution to the literature in the form of the artifacts. 
 
Figure 1. Three Cycle View of Design Science Research (Hevner 2007) 
Design science principles stipulate that an artifact generated from research needs to be 
tested to ascertain its utility and subsequently generate a meaningful contribution from 
the research project. The evaluation process for both the taxonomy and method is 
informed by the definitions proposed in Venable et al. 2012 of three separate 
dimensions in evaluation: Artificial/naturalistic evaluation, formative/summative 
evaluation, and ex-ante/ex-post evaluation. The distinction between artificial and 
naturalistic evaluation is where the evaluation is to take place, in a controlled 
environment with little external influence (artificial), or less controlled environment with 
the possibility of larger external influences impacting the evaluation (naturalistic). 
Formative evaluation involves the testing of the artifact while it is in the process of being 
created. Summative evaluation is testing of the artifact after its creation. Ex-ante 
evaluation occurs before the artifact in question is implemented into study and practice, 
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the evaluation relies on incorporating existing data or information into a model. Ex-post 
evaluation examines the aftermath of an artifact implementation and looks at the 
resulting impact to determine utility based on the influence of the artifact on the outcome 
(Venable et al. 2016; Pries-Heje and Baskerville 2008). The evaluation strategy for the 
two artifacts is an artificial, ex-ante process that uses both formative and summative 
evaluation techniques. The evaluation techniques for both artifacts is as follows: 
• Formative evaluation of taxonomy: Expert survey  
• Summative evaluation of taxonomy: Cluster analysis of entity characteristics 
• Formative evaluation of method: Attribute analysis of constructs and relationships 
• Summative evaluation of Method: Expert survey 
The conclusion of evaluation of both artifacts leads to the final research stage of 
theorizing. The method is the artifact of interest at this stage and the underlying 
assumptions informing the guidelines will be translated to constructs and relationships 
of a descriptive theory.  
Adherence to Hevner 7-step process 
Alan Hevner proposed in a 2004 paper seven guidelines for design science research. 
Mapping each guideline to a related task defines the methodology and clarifies the way 
in which the research is adherent to design science principles. The exercise of 
connecting parts of the research to the guidelines has an added benefit of creating an 
overview of each major milestone in the project. This research is undertaken with the 
understanding that simply following the 7-step process does not guarantee a worthwhile 
contribution. Hevner’s steps further justify the research as design science but the 
   
22 
 
artifacts, evaluations, and contributions should be analyzed based on their individual 
merits. 
Guideline 1: Design as an Artifact 
The goal of this research is to create two artifacts as defined by March and Smith 1995: 
A taxonomy for m-health evaluation and a method for conducting m-health evaluation 
and research.  
Guideline 2: Problem Relevance 
Through the literature review of the proposal, m-health is demonstrated to be a timely 
problem with complex characteristics that make effective evaluation difficult (Tachakra 
2003; Kumar et al.; Ammenwerth et al. 2003). The field of HIT has grown tremendously 
in the past twenty years and effective evaluation techniques and standards have been 
identified as key areas that need to be addressed if the disciple is to expand (Lazar et 
al. 2013, Agarwal et al. 2010). Current research shows that the field of m-health will not 
diminish soon. Existing problems will persist and most likely grow in the coming years.  
Guideline 3: Design Evaluation 
The Taxonomy will be evaluated formatively with an expert survey comparing iterations 
of the taxonomy and summatively by cluster analysis of the entities comprising it. The 
method will be evaluated formatively through attribute analysis of its underlying 
relationships and summatively with an expert survey to determine the aptness of the 
guidelines and relationships proposed in the method. 
Guideline 4: Research Contributions 
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This research examines the field of m-health evaluation through the creation and 
evaluation of the taxonomy and method artifacts. Development and evaluation of the 
artifact draws upon the rigor and relevance cycles defined in Hevner 2007 and produces 
outputs to both the environment and knowledge base. Theorization of the artifact 
creates an analytical model for interpreting m-health evaluation phenomena. Practical 
contributions of this research are a better understanding of the role of evaluation in the 
information systems field and the possible development of new assessment practices 
and principles.  
Guideline 5: Research Rigor 
The primary motivation for the research is to examine the field of m-health evaluation 
through taxonomy and method development. The artifacts are created from data 
obtained through m-health project documentation. Rigor is demonstrated through 
adherence to procedures of taxonomy development and grounding in the fields of 
project management, HIT, and m-health for the design and evaluation of the artifacts. 
Guideline 6: Design as a Search Process 
The search process requires that design research follows a pattern seeking constant 
feedback and exploration of phenomena to generate insights.The three-step process of 
taxonomy development and the proposed research process are consistent with the 
definition of iterative design and evaluation. Development of artifacts will lead to 
evaluation which then feeds back into further development as revisions are made.  
Guideline 7: Communication of Research 
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Communication of the research is in the form of a completed dissertation, followed by 
attempts to publish the findings from the design and evaluation process of the artifacts. 
Section 3.2 Contributions 
The goals of this research are as follows: 
• Applying the field of taxonomy construction to m-health evaluation 
• Examining and defining common phenomenon in m-health evaluation 
• Suggesting and explaining relationships between common phenomena in m-
health evaluation 
• Creating guidelines for individuals creating evaluations n the domain of m-health 
• Contributing to the field of design science through the design and evaluation of a 
taxonomy and a method for m-health evaluation 
• Theorizing a method artifact and creating a descriptive theory on an aspect of m-
health evaluation 
• Furthering the IS discipline by applying ideas from project management and 
evaluation to the field of m-health 
Boundaries are a necessity for defining the scope of any type of project and this 
research is no different. The work does not seek to accomplish the following: 
• Expand the project management literature by introducing new ways to 
conceptualize or conduct evaluation 
• Push the boundaries of research techniques such as cluster analysis, primary 
components analysis, or expert surveys 
• Generate predictive theories on HIT or project management 
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Chapter 4. Taxonomy Design and Evaluation 
The initial taxonomy was created from a survey of papers within the m-health field that 
were related to the field of project management. The creation of this taxonomy went 
through 4 iterations and some preliminary patterns were observed. After formative 
evaluation, the taxonomy underwent 3 more iterations and concluded on the seventh. 
The steps that were taken along with the conceptual backing guiding the research are 
presented below. 
Section 4.1 Taxonomy Design 
The creation of the taxonomy followed the three-level, seven-step indicator model 
described in Bailey 1984 and adapted in Nickerson et al. 2013 (Figure 2). The 
justification for use of this model is that it adheres the taxonomy development literature 
closely and is a practical means of classifying information. The final taxonomy was 
created through seven iterations of the development cycle. The explanation of the 
process for taxonomy creation is presented as a series of steps adhering to the 
development method.  




Figure 2. Taxonomy Development Method (Adapted from Nickerson et al. 2009)  
Iteration 1, Step 1  
The meta-characteristic of the taxonomy was determined to be: “project implementation 
and evaluation” within the field of mobile health. Establishing this aspect of the 
taxonomy prior to the analysis of the data serves a two-fold purpose. One, it prevents 
an ad-hoc search through a broad field of literature with the hope of stumbling upon a 
pattern. Two, it helps to guide the creation of the taxonomy past its genesis by creating 
a standard to which dimensions can be evaluated.   
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Iteration 1, Step 2 
Ending conditions for the taxonomy were established before the papers from the sample 
were analyzed. Establishing the termination criteria prior to creation of the taxonomy 
prevents the situation where papers are added or removed because of reasons other 
than their relevance to the classification system. The criteria for ending conditions were 
evaluated based on the guidelines proposed in Nickerson 2013 of both subjective and 
objective ending conditions (Table 2).  
Taxonomy ending conditions 
Objective criteria Subjective criteria 
1) All objects of a representative 
sample of objects have been 
examined 
1) Taxonomy is concise 
2) No object was merged or split in the 
last iteration 
2) Taxonomy is robust 
3) At least one object is classified 
under every characteristic of every 
dimension 
3) Taxonomy is comprehensive 
4) No new dimensions or 
characteristics were added in the 
last iteration 
4) Taxonomy is extendible 
5) No dimensions or characteristics 
were merged or split in the last 
iteration 
5) Taxonomy is explanatory 
6) Every dimension is unique  
7) Each cell is unique  
Table 2. Taxonomy Ending Conditions (Adapted from Nickerson et al. 2013) 
Iteration 1, Step 3, 4e, 5e, and 6e 
Step three involves a decision point indicating what type of approach is taken in creating 
new dimensions and characteristics for the taxonomy. We chose to follow the empirical-
to-conceptual track for this first iteration to obtain a representative sample and to begin 
analyzing units to obtain initial dimensions. 
   
28 
 
At stage 4e, empirical data was obtained through a review of the literature. A search 
was conducted with the terms “Mobile health”, “Implementation”, and “Evaluation” on 
the academic databases Web of Science and IEEE explore from the year 2000 until 
November 2015. The search terms were decided based on the meta-characteristic 
determined in step 1. Combined, various permutations of the search terms yielded over 
one-thousand results. Papers were then further narrowed through identification of 
shared characteristics. Any papers that did not specifically deal with some form of 
mobile health implementation in a project setting were not considered for the taxonomy. 
Filtering at this level resulted in a vast decrease in the number of papers for 
consideration. 64 papers were identified as relevant and were the basis for our sample.  
Focus Biometric Monitoring Implementation 
Obstacles 
Duration 
Physician Patient Invasive Non-
Invasive 




Table 3. First Iteration of Taxonomy 
At stage 5e, the papers were analyzed and themes and patterns of the various mobile 
health projects within the papers began to emerge. The emergence of these common 
characteristics leads to stage 6e, where the first dimensions and characteristics of the 
initial taxonomy (Table 3) were formed. Four dimensions were identified with two 
attributes each: Focus of study (Physician or patient), type of biometric monitoring 
(invasive or non-invasive), implementation obstacles (hardware or people), and duration 
of study (0–6 weeks to 6-18 weeks). An initial grouping of 10 papers were categorized 
by these dimensions. 
Iteration 1, Step 7 
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A review of the initial taxonomy quickly revealed that it did not meet multiple ending 
conditions. Multiple dimensions had unpopulated characteristics and the dimensions 
themselves were too broad to reasonably provide any value in subsequent analysis. 
The cycle then progressed back to stage 3 and lead to the start of iteration 2. 
Iteration 2, Step 3, 4c, 5c, and 6c 
We decided on the conceptual-to-empirical approach for the second iteration. We 
believed our existing sample was representative of m-Health evaluation, but that our 
dimensions needed modification to properly portray the differences between entities. 
Step 4c involved multiple changes to the existing dimensions and addition of two new 
dimensions (Table 4).  
“Focus” was seen as too broad and changed to “Determinant of success”, with the 
characteristics modified with the word “outcomes” rather than simply “provider” or 
“patient”. “Implementation Obstacles” was modified and the characteristics made more 
specific. The dimension of “Biometric monitoring” was determined to be an inadequate 
dimension and subsequently deleted from the taxonomy as M-health applications with a 
body-invasive hardware component were not represented in the sample. “Study type” 
was a newly added dimension as the initial analysis of the papers revealed that projects 
fell into one of two categories, “simulation” or “field study”. Simulations focused on the 
more theoretical application of m-health while field studies recorded the influence of 
implementation of a m-health technology in a live setting. Finally, a new dimension was 
added titled “Implementation type” with characteristics of “Developing” and “Improving”. 
The dimension determines whether m-health projects developed a new information 
system or were expanding upon an existing one. Finally, the dimension of duration was 
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altered from “weeks” to “months”, as nearly all papers described a timeline of research 

















Develop Improve Tech 













 Table 4. Second Iteration of Taxonomy 
Iteration 2, Step 7 
The taxonomy did not meet all ending conditions as new dimensions were added and 
other dimensions modified during the iteration. This lead to another cycle and a return to 
stage 3. 
Iteration 3, Step 3, 4c, 5c, and 6c 
The conceptual-to-empirical approach was used again to further clarify the existing 
dimensions for iteration 3 (Table 5). Stages 4c and 5c saw the addition of two new 
dimensions, “Theory based” and “Project setting”. The theory dimension tracked if m-
health projects with certain objectives utilized theory in the application of their solutions. 
Project setting had the characteristics of “Developed country” or “Developing country” 
and was meant to serve as a guideline for where projects tended to take place 
depending upon their goals. The final change was a clarification of the “implementation 
type” dimension into the “Impact on existing healthcare system” dimension. A minor 
change in the duration column resulted in “6-18 months” becoming the broader category 
of “over 6 months”. This change was made as continued analysis of sample documents 
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revealed evaluations that lasted over a year and a half. The final change was the 
removal of the “Primary obstacle to implementation” dimension. Projects were initially 
classified as either impeded by “hardware” or “people”. However, many projects did not 
neatly fit into either category, as both issues with technology and people arose and 





Impact on Existing 
Healthcare 
System 


























Table 5. Third Iteration of Taxonomy 
 Iteration 3, Step 7 
The taxonomy did not meet all ending conditions yet as new dimensions emerged from 
a review of the sampled literature. This lead to another cycle and a return to stage 3. 
Iteration 4, Step 3, 4c, 5c, and 6c 
The fourth iteration saw the addition of two new dimensions, “Type of network” and 
“Application usage”. Type of network was divided into “3G or older” or “4G or newer”. 
Application usage was a simple “yes” or “no”. The addition of these dimensions added a 
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Type of Network 
3G or older 




Determinant of Success 
Provider – outcomes 




Impact on Existing 
Healthcare System 
Incremental Improvement 








Table 6. Fourth Iteration of Taxonomy 
Iteration 4, Step 7 
The taxonomy saw two new dimensions during this iteration. The original research cycle 
saw the end of iterations at this stage. Formative evaluation took place during iterations 
4, 5, and six. New issues were identified and additional iterations were conducted. 
Iteration 5, Step 3, 4c, 5c, and 6c 
The type of network was determined to be an irrelevant description of a m-health 
evaluation. The change here marked a shift away from the taxonomy describing m-
health projects and towards describing m-health evaluations themselves. In line with 
this new direction, “Application usage” was also dropped, as it was more of a 
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description of the nature of an m-health project rather than the evaluation of one. A new 
attribute of “Randomized Control Trial” was added to the study type dimension and the 
duration dimension was made more robust by having no upper limit, the attributes were 
adjusted to “0 to 6 months” and “Over 6 months”. Finally, a new dimension of 
“Evaluation Stages” was added to provide more nuance to the temporal aspect of 
evaluations. The fifth iteration can be seen on table 7. 
Determinant of Success 
Provider - outcomes 




Impact on Existing 
Healthcare System 
Incremental Improvement 
Introduction of New System 
Duration 









Number of Stages 
1 - stage 
2- stages 
3- stages or more 
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Iteration 5, Step 7 
The taxonomy saw the removal of a dimension, the addition of an attribute, and the 
inclusion of a new dimension. The changes led to another cycle and a return to stage 3. 
Iteration 6, Step 3, 4c, 5c, and 6c 
In iteration 6, we sought to describe evaluations with more detail and to remove some of 
the broader dimensions. The dimension of “Impact on existing healthcare system” was 
removed as it was determined to be too broad. Two new dimensions were added, 
“Primary evaluation metrics” with the attributes of “Cost-based”, “Technology-based”, 
and “User-based”, and “Theory application” with the attributes of “Exists” or “Does not 
exist”. To align the taxonomy more with evaluation concepts, the dimension of 
“Determinant of Success” was changed to “Primary Stakeholders” and the attributes 
changed to “Patients” and “Providers”. The sixth iteration can be seen on table 8. 
  




















Number of Stages 
1 - stage 
2- stages 
3- stages or more 
Primary Evaluation Metric 
Cost-based 




Does not exist 
Table 8. Sixth Iteration of Taxonomy 
Iteration 6, Step 7 
A dimension was removed and two new dimensions were added. The changes led to 
another cycle, iteration 7, and a return to step 3. 
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Iteration 7, Step 3, 4c, 5c, and 6c 
Iteration 7 was originally meant to be the concluding iteration confirming the changes 
made in iteration 6. However, formative evaluation of the taxonomy between iteration 6 
and 7 led to the removal of the “Number of stages” evaluation. While understanding the 
number of stages throughout an evaluation was important, it was closely linked to the 
dimension of evaluation duration. An “Evaluation conclusion” dimension was also added 
to provide more information on the results of the evaluation. Iteration seven of the 
taxonomy can be seen on table 9. Two dimensions were also renamed for clarity. 
“Primary Stakeholders” became “User Stakeholders” and “Study Type” became 
“Evaluation Type”. An additional step was taken here to update the taxonomic entities. 
The search process for m-health evaluation documents was repeated with the end date 
expanded to 2017. This resulted in 40 more papers being added for a total of 104 
entities. 
Iteration 7, Step 7 
The removal and addition of a dimension precipitated one more iteration. Iteration 8 saw 
no changes made to the taxonomy and after a check of the ending conditions, a 
determination was made that the taxonomy at the end of iteration 7 would be the final 
taxonomy used for summative evaluation. 
  



















Primary Evaluation Metric 
Cost-based 









Table 9. Seventh Iteration of Taxonomy 
The final taxonomy contained 7 dimensions and 17 attributes informed by 104 
observations of m-health implementation. The attribute values for the taxonomy can be 
seen on table 10. Appendix item A1 contains citations for all documents included in the 
taxonomy. 
  























0 to 6 months 83 









Does not exist 100 
Table 10. Attribute values for taxonomy 
Throughout the iterations, new dimensions and attributes were created as ways to 
describe the entities. What follows is a description of the dimensions and attributes in 
the final taxonomy. 
User Stakeholders: Patient or Provider 
Stakeholder management is an integral component of project management. The mobile 
health projects all had some component of end-user stakeholder identification within the 
studies. These end-users would be the individuals who would utilize the finished m-
health product being developed by the project. 
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Type of Study: Simulation, Randomized Control Trial, Field Study 
Study type was the technique that the m-health project was being evaluated with during 
the project. Field studies encompassed any open deployment of the finished m-health 
product into an environment where individuals utilized the technology. Randomized 
control trials were more controlled releases of the m-health component being developed 
to at least two separate groups. The efficacy of the m-health being evaluated was then 
determined through a comparison between a group of individuals utilizing the m-health 
to a control group. Finally, simulations modelled the potential effectiveness of the m-
health item and provided analyses concluding whether an actual deployment of the 
product would be beneficial to stakeholders.  
Evaluation Setting: Developed Country, Developing Country 
Every m-health project included in the taxonomy identified where the m-health was 
intended to be deployed for usage. Depending on characteristics of the deployment 
setting, projects would show marked differences in the way that they were designed and 
evaluated. The most striking difference was whether the country was a developing or 
developed country. To determine where countries fall between these two categories, we 
used the metric of the world bank’s calculation of human development index, or HDI. 
(World Bank 2017). Countries that were ranked ‘high’ or ‘very high’ were considered 
developed countries. Countries ranked ‘medium’ or ‘low’ were considered developing 
countries. None of the m-health evaluations took place in a country with data 
unavailable. A world map of the HDI index this category was based on is available on 
figure 3. 





Figure 3. 2016 UN Human Development Index Report (Source: Wikimedia Commons) 
Primary Evaluation Metric: Cost-centric, User-centric, Technology- centric 
Traditional views of project management adhere to the idea of scope, quality, and cost. 
For m-health projects, quality is represented by the functionality and usability of the 
information technology being developed from the project. For instance, we found that 
not all projects in the sample mentioned scope management as a defining metric for 
project success, but many focused on stakeholder satisfaction and usage of the 
developed m-health intervention. Based on the sample, we defined the three main 
evaluation metrics as being based on either user, cost, or technology.  
Evaluation Duration: 0 – 6 Months, 6+ Months 
Documented evaluation durations ranged from as short as a few weeks to over a year. 
A median point of 6 months divided evaluations into short and long-term. 
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Evaluation Conclusion: Positive, Negative, Neutral 
We looked at the overall conclusion of the evaluation and whether the m-health project 
being evaluated met the criteria for success established by the evaluating team. The 
characteristics we chose to represent this dimension were a positive result, negative 
result, or a neutral result. 
Theory Application: Exists, Does Not Exist 
This dimension addressed whether any type of theory was used in the project. The 
theories did not have to be in the information systems field, any incorporation of existing 
theory into the evaluation, or development of new theory resulting from the evaluation, 
would warrant a project’s inclusion in the “Yes” characteristic of this dimension. 
Section 4.2 Taxonomy Evaluation 
The taxonomy evaluation was conducted in two stages. The first was a formative 
evaluation done during the creation of the taxonomy. This evaluation was administered 
as an expert survey. The second evaluation was a summative cluster analysis of the 
taxonomic entities after the taxonomy was finalized. 
Subsection 4.2.1 Taxonomy Survey 
Formative evaluation took place during the taxonomy design processes and informed 
the transition from iteration six to iteration seven of the taxonomy. An expert survey was 
used as the instrument to conduct the evaluation. Expert surveys are a documented 
source of qualitative evaluation, and are commonly deployed in design science contexts 
as a means of ex-ante, formative evaluation prior to the completion of the artifact 
(Gregor and Hevner 2013). Surveys can also reveal the sentiment of individuals 
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towards the artifact and can generate feedback that informs future design cycles 
(Parsons and Wand 2008, Cleven et al. 2009).  
The survey for the taxonomy can be seen at appendix item A2. A critique of earlier 
taxonomy iterations was that they were too focused on m-health rather than m-health 
evaluation. One of the objectives of the survey was to determine whether the 
dimensions and attributes of later iterations of the taxonomy were more representative 
of m-health evaluation rather than general m-health. Adjustments were made between 
taxonomy iterations five and six, an interim taxonomy (Taxonomy A) was presented 
along with the fourth iteration of the taxonomy (Taxonomy B) for comparison. Taxonomy 
A differs compared to iteration six of the taxonomy in that it includes a new dimension 
titled “Evaluation Conclusion”. In the taxonomy design section, this dimension was not 
formally added until iteration seven. The survey was sent to 25 individuals working in 
the m-health or information systems field. There were 20 responses in total. Table 11 
shows the questions and the number of responses for each sentiment. 
 
*4 respondents had no preference 














Which taxonomy is preferable, A or B?*
Do the taxonomies cover all aspects of mHealth evaluation?
Are there any unncessary dimensions?
Are there any additional dimensions you can think of?
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Question one is meant to determine whether Taxonomy A was more representative of 
mobile health projects compared to taxonomy B. While five respondents preferred B, 
eleven preferred A for classifying mobile health projects. Most responses preferring A 
mentioned how it referenced evaluation directly in the dimensions and differentiated 
between different evaluation concepts such as stakeholders and metrics rather than 
utilize broad definitions such as “impact on existing healthcare system”. Reponses that 
preferred B mentioned that it was more parsimonious compared to A and that it dealt 
more closely with information technology and the technical side of mobile health. 
Another response mentioned that it was easier to understand at a glance compared to 
taxonomy A. Four responses showed no preference for either A or B. The unifying trend 
of these four responses was that insufficient context or information was provided in the 
survey to make an informed comparison. One response suggested that more 
dimensions would be better. 
Question two relates to the taxonomy ending condition of exhaustiveness. Reponses 
were split, ten believed the taxonomy covered all relevant dimensions and 
characteristics while ten had suggestions or were unsure. Those that did not respond 
positively made suggestions supporting their response. Common suggestions were to 
include more context or to include dimensions pertinent to mobile technology such as 
location based metrics. Multiple responses asked for additional nuance in the 
dimensions, such as more descriptive theory application, an expansion of the 
stakeholder dimension to include types of patients and types of providers, and a more 
granular representation of project setting such as differentiating between rural and 
urban settings in addition to developed and developing countries.  
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Question three was meant to identify any extraneous dimensions and to help streamline 
the taxonomy. Seven respondents thought both taxonomies were fine, 13 respondents 
gave suggestions. Two respondents identified that the two dimensions referencing 
temporal aspects of the evaluation in taxonomy A, number of evaluation stages and 
duration of evaluation, were redundant. Three commented on the wording of “Theory 
based” and “Theory application”, but none opposed the inclusion of the dimension itself. 
“Type of network” and “Impact on existing healthcare system” in taxonomy B were both 
identified as either unnecessary dimensions or non-generalizable descriptions of m-
health evaluations. 
Question four served as an extension of question two and is meant to generate possible 
dimensions that did not exist before. Nine respondents did not make suggestions and 
11 did. The suggested dimensions tended towards the technical side of m-health, 
requesting more dimensions differentiating between mobile technologies and user 
interaction with devices. Some responses also suggested more dimensions to add 
additional context for better classification. Suggestions included the following: more 
descriptions of the projects, additional dimensions reflecting project team composition, 
and an expansion of the taxonomy to include additional user context such as culture. 
Question five is meant to determine general user sentiment towards the taxonomies and 
the survey itself. Two responses mentioned was that the presentation of the taxonomies 
was confusing and that the research goals were not clear. Three other responses 
offered additional suggestions and elaborated on the responses to questions two 
through four.  
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Analysis of the responses revealed that the dimensions listed in taxonomy A were 
generally more apt for m-health evaluation compared to those in taxonomy B. However, 
many revisions were suggested for the dimensions that existed and comments were 
made to include additional dimensions to achieve a finer view of the projects being 
classified. Multiple respondents also expressed confusion regarding the presentation of 
terms and concepts in the survey. The feedback received during this stage led to 
iteration seven of the taxonomy which saw the elimination of one temporal dimension 
and the formal inclusion of the dimension of “Evaluation conclusion”. Multiple 
dimensions pertaining to the technical aspects of m-health were considered based on 
suggestions, but ultimately were not included because they deviated from the taxonomy 
meta-characteristic of m-health evaluation.  
The feedback on the survey itself also informed the research process. The subsequent 
survey for the method evaluation was heavily influenced by feedback received during 
this process. 
Subsection 4.2.2 Cluster Analysis 
Summative evaluation of the taxonomy took the form of cluster analysis. Clustering is 
an empirical method of data analytics that began to appear in the social sciences 
literature starting in the late 1960s (Wilmink and Uytterschaut 1984; Lorr 1983). During 
that time, work was emerging on applying classification systems to the social sciences 
in the form of taxonomies, typologies, and other classification systems (Sneath and 
Sokal 1973; Johnson 1967; Blashfield 1976). The then-newly established technique of 
data clustering was considered a logical step towards classification and was further 
refined in applications involving categorization (Orloci 1967; Wallace and Boulton 1968; 
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Clifford and Stephenson 1975). As computing power expanded, cluster analysis 
broadened from classification and became a tool that could be combined with ever-
increasing computing power to analyze large sets of data (Michalaski et al. 1983; Gauch 
1980; Rose et al. 1990).  
Clustering remains a technique that is relied upon to address the prevalence of large 
datasets in research by grouping together similar data points by following a set of rules, 
also known as a clustering algorithm (Hair et al. 1998; Jain et al. 1999; Webb 2003). 
While the technique first gained prominence in the computer science field, clustering is 
now commonly employed in the information systems field as a data analytics method 
(Berkhin 2006; Kaufman and Rousseeuw 2009; Prat et al. 2015). Clustering was 
chosen as the evaluation technique because of its history as a method both for 
classifying information and generating observations from a dataset. In the context of 
taxonomy, clustering appears to be an appropriate method as it seeks to create like 
groups that exist naturally within data.  
Data from taxonomic entities was used as the basis for cluster development. Each entity 
within the taxonomy corresponds to a document explaining the m-health project and its 
subsequent evaluation. These documents took the form of either research papers or 
project reports. A word count was performed on each individual paper to determine the 
number of occurrences of words in a text. All documents contained a different number 
of total words, so occurrences alone were not a sufficient representation for a 
dimension, for instance, two documents could both contain 200 occurrences of the word 
“mobile”, but the first document may have 5000 words while the second has 10,000. To 
address this, the total number of words in a document was also recorded to calculate 
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individual word frequency. Finally, certain words that had high occurrence rates across 
multiple papers but were deemed irrelevant were removed. Examples of such words 
include: “One”, “Two”, “et”, “al”, “however”, and “because”. A list of all words removed 
during the clustering iterations is available in appendix item A3. Equation 1 is was used 
for calculating individual word frequency in a document: 
 
Equation 1. Individual word frequency in a text 
The following is a key for each symbol in the equation: 
• ν - word frequency  
• o – occurrences of word in text 
• τ - total words counted in a text  
• ι – all occurrences of irrelevant words in text 
Using this equation, the frequency of all words was calculated. The next step was 
determining which words to include in the clustering. For the first analysis, the 172 most 
common words across 80 documents were used. The reasoning for this is that a word 
needs to appear at least in two texts to form clusters of any meaning. By taking the 
most common words across all documents, there is a higher likelihood of observances 
forming interpretable clusters (Steinbach et al. 2000; Berry and Castellanos 2004; 
Hotho et al. 2005).  
The clustering itself was conducted in the statistical tool R. At this stage, a decision was 
made to use k-means clustering for analysis of the data. K-means clustering organizes 
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data around some number of clusters provided to the algorithm. The algorithm then 
determines where each data point is in relation to the different means and assigns the 
individual data point to the cluster of the mean it is closest to (Huang 1998; Xu and 
Wunsch 2005; Jain et al. 2010). The strengths of this technique are that it can 
determine clusters more naturally through the iterative assignment by distance and 
results from this method lend themselves to more direct interpretation because of the 
technique’s relative simplicity compared to other clustering methods (Webb 2003, 
Berkhin 2006, Gan et al. 2007). Weaknesses of k-means include a higher propensity to 
overvalue outliers and noise because of its assignment algorithm and the requirement 
of selecting the number of clusters before the analysis is conducted (Wagstaff et al. 
2001; Kanungo et al. 2002; Likas et al. 2003).  
Compared directly to other clustering algorithms, K-means offers some direct benefits. 
Three other popular clustering techniques are: mean shift clustering, density based 
spatial clustering (DBSCAN), and hierarchical agglomerative clustering. Mean shift 
clustering requires the selection of a window-size or radius for selection space prior to 
the analysis. Given the relatively small size of the dataset, choosing an appropriate 
sizing would have been difficult compared to choosing many clusters through k-means. 
DBSCAN is affected when cluster sizes are of greater varying density. Given the nature 
of the data, small size with high dimensionality, this weakness with the DBSCAN 
algorithm would have been exacerbated. Finally, hierarchical clustering was not 
selected because we do not assume that a natural hierarchical structure exists within 
the data itself. The dimensions of the clusters throughout the hierarchical aggregate 
process would not be readily interpretable. Ultimately, K-means was selected over other 
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clustering techniques based on its perceived applicability to the word frequency dataset 
and potential for more direct interpretation of results.  
Before k-means clustering could begin, two inputs were required, the number of clusters 
to form and the number of iterations to run. The number of iterations was capped at 50. 
This number was determined by the literature on k-means clustering applied to the 
context of the taxonomy dataset. The K-means technique tends to arrive at data 
convergence after a short number of iterations, argued anywhere between 10 to 25 
(Fraley 1998). A consensus on the methodology is that any results after the first 20 
iterations do not display much variation and any changes are relatively small compared 
to earlier iterations (Alsabti et al. 1997, Pelleg and Moore 2000). Combined with the 
nature of the taxonomy datasets used for clustering which each had a relatively small 
number of observations, 80 and 104, a decision was made to cap the number of 
iterations at 50 for all runs. 
The average silhouette method was used to choose the optimum number of clusters. 
Silhouette is a cluster validation technique that measures the similarity of a data point to 
the cluster it belongs to against the difference that point has compared other clusters 
(Rousseeuw 1987). The range of the silhouette value ranges from -1 to 1. Values closer 
to one represent clusters where data points are closer to other data points within their 
cluster and farther from points outside of their cluster (Kaufman and Rousseeuw 2009). 
Results of the average silhouette calculation is available on figure 4. The code used in 
R to determine the optimal number of clusters, cluster data, and plot results is available 
in appendix item A4. 




Figure 4. Optimal number of clusters analysis with n = 80 
The optimum number of clusters for the first run was determined to be 2 with an 
average silhouette value of .3561. K-means clustering with 50 iterations and 2 clusters 
produced the results in appendix item a5. At this point in the process, principal 
component analysis (PCA) was selected to visually represent the clusters.  
PCA is a statistical method for simplifying a dataset by reduction of dimensions through 
comparison of eigenvalues until only a few elements remain (Dunteman 1989). The 
remaining elements in PCA are responsible for the most variance in the dataset (Wold 
et al. 1987). PCA was chosen as the visualization method because of its value in 
reducing the total number of dimensions and ability to present a more concise 
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visualization of data, it is also commonly used in cluster analysis to reduce data 
dimensionality and visualize results (Scholkopf et al. 1997, Ding and He 2004).  
The potential benefits of PCA were valuable given the context of the taxonomy dataset 
and the 172 separate dimensions used in clustering. Figure 5. contains the cluster plot 
generated through k-means and subsequent PCA of cycle 1. 
The two dimensions represent the primary components generated from PCA of the 
clustering results. The percentages beside them represent the amount of variability 
explained by that principal component (Abdi and Williams 2010). Visual inspection of 
the plot shows that the two clusters are nearly completely overlapping. Additionally, two 
outliers, 54 and 9, seem to be strongly influencing the clustering results. 
 
Figure 5. Cluster plot with n = 80, Cycle 1 
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The next cycle of analysis removed the outliers to achieve more distinct clusters. The 
number of dimensions remained the same at 172 and the number of observations was 
reduced to 78. Average silhouette analysis was performed again to determine the 
optimum number of clusters. The results of the silhouette analysis and k-means 
clustering are available in appendix items A6 and A7. Figure 6 contains the cluster plot 
generated through k-means and subsequent PCA of cycle 2. 
 
Figure 6. Cluster plot with n = 78 (outliers 54 and 9 removed), Cycle 2 
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The results from the second cycle revealed that removal of the outliers made the 
clusters somewhat more distinct, but that many of observations were still overlapping 
between clusters. The amount of variance explained by the dimensions, and the 
clustering, was low. Two characteristics of this stage of the summative evaluation were 
identified as the source of these problems: the low observation size and the high 
number of dimensions for clustering. Cycle three saw two changes to the dataset to 
address these issues: the number of observations was increased by 24 to include all 
104 taxonomic entities and the number of dimensions was reduced from 172 to 51. To 
achieve this reduction in dimensions, the taxonomy was used to create a list of words 
that related to attributes within the taxonomy. A total of 51 words were identified as 
matching or representative of taxonomy attributes. These words and their 
corresponding taxonomy attributes are listed at appendix item A8. 
Cycle 3 of the cluster analysis then began with the new dataset of 104 values and 51 
dimensions. Average silhouette analysis put optimum number of clusters at 2 and k-
means analysis was run, results at appendix items a9 and a10. Figure 7 contains the 
cluster plot generated through k-means and subsequent PCA of cycle 3. 
More variance is explained by the two primary components compared to previous 
cycles, which is consistent with the two changes we made, increasing observations and 
decreasing total dimensions. Visual inspection of the plot shows that while there is still 
overlap, cluster 2 has many more unique observations. Observations 54, 35, 24, 
appeared to be outliers in the data. However, instead of removing them outright, 
another k-means clustering was conducted with 3 clusters as opposed to 2, this became 
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cycle 4. The results of this 3-cluster analysis are in appendix item A11. Figure 89 
contains the cluster plot generated through k-means and subsequent PCA of cycle 4. 
 
 
Figure 7. Cluster plot with n = 104, Cycle 3 




Figure 8. Cluster plot with n = 104 and 3 clusters, Cycle 4 
   
56 
 
Visual inspection of the cluster shows that observances 82, 35, and 54 were separated 
into their own cluster. Clusters one and three are the main groups that were formed 
from the previous cycle. The mean of cluster 1 still overlaps with cluster 3, indicating 
that there is still overlap between the two clusters.  
Analysis of the results across cycles focuses on the “within cluster sum of squares by 
cluster” statistic, or “between sum squares” / “total sum squares”. The statistic of “total 
sum squares” represents the sum of squared distances between the mean of all 
observations to each data point. “Between sum squares” is the sum of squared 
distances between the mean of all observations to the mean of each cluster. Higher 
values indicate that observations are more spread and clusters are more distinctly 
separated, while lower values for this variable indicate that clusters are more compact 
and observations are closer together (Scholkopf et al. 1997). In general, the statistic 
measures the amount of variance in the data that can be explained by the clustering. 
Higher numbers of clusters and observations will also increase this statistic. The 
likelihood of the values of “between sum squares” and “total sum squares” being the 
same, 100%, increases as the number of clusters increases (Abdi and Williams 2010).  
Cycles 3 and 4 had a “within cluster sum of squares by cluster” value of 11.4% and 
19.1% compared to a value of 8.3% for cycles 1 and 2. This increase is not surprising 
given the changes to the dataset, an increase to the number of observations will 
generally increase the value of the statistic assuming the clustering method remains the 
same (Ding and He 2004). However, the overall values for these statistical measures is 
still comparatively low. These values could have been increased by prompting the 
algorithm with more clusters. However, the purpose of the evaluation is to determine the 
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aptness of the taxonomy in relation to a representation of the natural state of the field. 
Higher clusters would have increased the amount of variance explained by the 
clustering, but would not have produced any further insights. Additional application of 
alternative inputs or even other algorithms would not have eliminated the weaknesses 
inherent in the dataset of low sample size and high dimensionality. As a result, cycle 4 
was the final clustering cycle and was used for interpretation of results. 
Visual analysis of the graphs shows that there is overlap between clusters and that 
most of the observations are grouped tightly together. This phenomenon was likely a 
combined result of the data and the analytical method. In the context of cluster analysis, 
the datasets were relatively small (80 and 104 observations) with a high number of 
dimensions (172 and 51) compared to datasets typically studied with clustering. The 
tendency for clustering techniques to decrease in efficacy as dimensionality increases is 
an established phenomenon and has been dubbed the ‘curse of dimensionality’ (Indyk 
and Motwani 1998, Hinneburg and Keim 1999; Houle et al. 2010; Har-Peled et al. 
2012). This issue is also common whenever word frequencies are used as dimensions 
and observational points (Delen et al. 2008; Tuffery 2011; Assent 2012). Another 
interpretation of the results is that the content and wording of the dataset documents are 
very similar to each other. This would reaffirm the need for approaches that delve into 
the nuance of differences between projects to determine the differences between m-
health evaluation techniques. 
Despite these setbacks, further observations were made when data points within the 3-
cluster plot were observed. Four groups of data points were analyzed, those exclusive 
to cluster 1, those exclusive to cluster 2, those exclusive to cluster 3, and those that 
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belonged to both clusters 1 and 2. The attribute totals for each of these groups was 
calculated and can be seen on Table 12. 
The results on table 12 show that some of the different groupings display unique 
characteristics. For the grouping exclusive to cluster 1, 10 out of 10 observations were 
provider-centric, simulation evaluations taking place in a developed country. 9 out of 10 
evaluations had user-based metrics as the main determinant of success and were of 
short duration, lasting from 0 to 6 months. Keyword means with higher values in cluster 
one that support this finding were: “service”, “care”, “university”, “clinic”, “system”, 
“application”, and “project”. 
 
Table 12. Taxonomy attributes of groups of interest (n = 104) 
The data points in the group exclusive to cluster 3 were more varied. 15 of the 17 total 
RCT evaluations in the taxonomy are represented in this group along with all instances 
of cost-based evaluation and 3 out of the 4 evaluations with theory. The entity attributes 
for the group inside clusters 1 and 3 were understandably more mixed. The three 
Exclusive to cluster 1 Exclusive to cluster 3 Shared clusters 1 and 3 Cluster 2
Patients 0 44 20 1
Providers 10 18 9 2
Field Study 0 25 16 1
RCT 0 15 2 0
Simulation 10 22 11 2
Developing Country 0 18 12 0
Developed Country 10 44 17 3
Cost-based 0 2 0 0
Technology - based 1 12 9 1
User-based 9 48 20 2
0 to 6 months 9 47 24 3
6+ months 1 15 5 0
Positive 7 43 17 1
Negative 1 0 1 0
Neutral 2 19 11 2
Exists 0 3 1 0
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entities in cluster 2 had characteristics like those of the group exclusive to cluster one. 
Visual inspection of the plot shows points 35 and 54 would have been included into 
cluster 1, and the clustering separated them by grouping the two points with point 82. 
Distinct groupings are visible for short-duration, provider-centric simulation evaluations 
in developed countries as well as patient—centric RCT evaluations. Keyword means 
supporting this conclusion were as follows: “change”, “intervention”, “positive”, “study”, 
“monitor”, “assess”, “measure”, “feedback”, and “trial”. Bcause of the small size of 
cluster 2, meaningful interpretation of means in relation to clusters 1 and two is not 
reasonable. 
From a statistical standpoint, the formative evaluation did not uncover strong empirical 
evidence for the existence of natural groupings in the dataset. However, observations 
made from the evaluation results shows that there are dimensions within the taxonomy 
that are useful categorizations for m-health evaluation. Overall, the results show that the 
m-health field is homogenous with some slight derivations that can be partially 
explained by the taxonomy. The next step is to study the dimensions and attributes 
within the taxonomy to generate additional observations for designing the method 
artifact. 
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Chapter 5 Method Design and Evaluations 
Section 5.1 Constructs and Relationships  
The goal of the method design and evaluation is to create a series of guidelines to help 
individuals to create better m-Health evaluations that generate value for project 
stakeholders. Researchers in the field of m-Health evaluation could also utilize the 
method to determine the state of evaluation in the field and what types of evaluation are 
overrepresented or underrepresented.  
Design science methods are based on the underlying artifacts of models and 
constructs. The dimensions and attributes of the taxonomy were used as the basis for 
the constructs and relationships that informed the method. For convenience, the 
attribute occurrences for the 104 taxonomy entities is repeated on Table 13. 
 









Technology - based 23
User-based 79
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Informed by the evaluation and design cycles of the taxonomy, five observations and 
eight relationships based on the dimensions and their interactions were created. 
Observations 
1) Theory-based evaluations are uncommon in m-health evaluation 
Out of the 104 evaluations in the taxonomy, only 4 explicitly referenced a theory as part 
of the design of the evaluation. Despite the importance of theory development and 
application in the IT literature, theory applications in the field of m-health evaluation 
remain sparse. 
2) Patient and provider metrics are different 
While this observation is implicit given the existence of the “User Stakeholders” 
dimension, the comparison between patient and provider metrics bears repeating as it 
predicates two of the eight relationships derived from the taxonomy.  
3) Few evaluations report negative results 
Out of the 104 evaluations in the taxonomy, only 2 reported a definitively negative 
conclusion. This finding is surprising given that most of the m-health literature reports 
that healthcare implementations are prone to failure in nearly half of all cases (Agarwal 
et al. 2010). A point worth noting is that most documents included in the taxonomy were 
academic articles. Although the taxonomy is specific to the field of m-health evaluation, 
this observation may be indicative of a wider trend in scientific reporting to shy away 
from research that reports negative results. This tendency towards positive reporting 
has been reported on and is not exclusive to m-health, IT, or even the social sciences 
(Fanelli et al. 2012). 





4) User-based metrics are common in m-health evaluation 
79 out of 104 evaluations focused on user-metrics as the primary determinant of project 
success. The prevalence of these types of metrics is consistent with discussions in the 
HIT field on the added burden of healthcare projects caused by the direct impact of 
decisions on the quality of life and well-being of individuals (Devaraj et al. 2013; Free et 
al. 2013). 
5) Cost-based metrics are uncommon in m-health evaluation 
Only 2 out of 104 evaluations focused on cost-metrics as the primary determinant of 
project success. This finding is surprising relative to the amount of technology-based 
metrics, which comprised 26 out of 115 evaluations. Many authors in the literature have 
called for closer examinations of the financial implications of m-health implementations 
and evaluations (Bardhan 2013). M-health and mobile technology have a proven 
capability to generate cost-savings by decreasing communication barriers and granting 
users access to information in new settings (Amadi-Obi et al. 2014). The fact that cost-
specific evaluations are so underrepresented in the taxonomy may be an indicator that 
the focus of the field is still on the benefits m-health can bring to users through 
technological advancement rather than on economic feasibility of interventions.  
Relationships 
The relationships posited below are derived from a combination of the insights gained 
during the design and evaluation of the taxonomy and formative evaluation of the 
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method. A caveat is that these are general trends observed from the taxonomy data. 
The statements made are not meant to be predictive of all m-health evaluations. The 
relationships propose that the existence of a certain attribute in an evaluation can be an 
indicator that another attribute will likely be in the evaluation as well. These propositions 
are supported by data from the taxonomy and are accompanied with a brief, possible 
explanation for their occurrence. Relationships that mention the formative evaluation will 
be revisited during that section (5.3.1). 
Each of the relationships are first described by a general statement which references a 
taxonomy dimension and attribute. Each relationship also has an associated conditional 
statement linked to it. For instance, the first relationship is that “Patient-focused 
evaluation often have longer durations.” The associated conditional statement is written 
out in Equation 2: 
(Ea = Patients FOR D = User Stakeholders  Ea = 6+ Months FOR D = Duration) 
Equation 2. Conditional Statement for Patient and Long Duration Relationship 
Where D is the dimension and Ea is the entity attribute. The components preceding the 
arrow () are the determinants of the components after the arrow. Equation 2 can be 
read as follows: If an evaluation has attribute ‘patients’ for dimension ‘user 
stakeholders’, then the evaluation will likely have attribute ‘6+ months’ for dimension 
‘duration’. 
1) Provider-focused evaluations often use simulation 
This relationship was derived from observations made in the cluster analysis. The group 
of 10 data points exclusive to cluster 1 all contained these two attributes. Possible 
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explanations for this relationship are the practice of using archival hospital data to 
facilitate simulation design, the design of prototype pilot studies that focus on improving 
hospital worker efficiency as a contribution, and the modelling of m-health efficacy as an 
argument for more widespread adoption (Aranda-Jan et al. 2014). Equation 3 shows the 
conditional statement for this relationship. 
(Ea = Providers FOR D = User Stakeholders  Ea = Simulation FOR D = Evaluation Type) 
Equation 3. Conditional Statement for Provider and Simulation relationship 
2) Simulation evaluations often have shorter durations 
This relationship was also drawn from the clustering results. The points exclusive to 
cluster 1 contained all simulations with only one evaluation lasting over 6 months. An 
explanation for this relationship is that simulation evaluations do not involve the 
coordination of as many elements as RCT or field studies and can be completed more 
quickly as a result (Denkinger et al. 2013). Equation 4 shows the conditional statement 
for this relationship. 
(Ea = Simulation FOR D = Evaluation Type  Ea = 0 to 6 Months FOR D = Duration) 
Equation 4 Conditional Statement for Simulation and Short Duration Relationship 
 
3) Technology-based evaluations often use simulation 
This relationship was uncovered during formative evaluation where it was found that 
simulations make up most of the evaluations focusing on technological metrics. An 
explanation for this relationship is that technical metrics lend themselves more easily to 
this type of evaluation as simulated machine-performance tends to be more consistent 
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with real-world performance compared to simulations of human behaviors (Conroy et al. 
2014). Equation 5 shows the conditional statement for this relationship. 
(Ea = Technology-Based FOR D = Primary Evaluation Metric  Ea = Simulation FOR D 
= Evaluation Type) 
Equation 5 Conditional Statement for Simulation and Short Duration Relationship 
4) Technology-based evaluations have shorter durations 
This relationship was uncovered during formative evaluation where it was discovered 
that all evaluations focused on technical metrics took less than 6 months. The 
explanation for this relationship is likely related to relationship 2. The study of technical-
metrics can be conducted faster compared to user or cost-metrics as it does not involve 
the coordination of as many elements (Afshin et al. 2016). Equation 6 shows the 
conditional statement for this relationship. 
(Ea = Technology-Based FOR D = Primary Evaluation Metric  Ea = 0 to 6 months 
FOR D = Duration) 
Equation 6.  Conditional Statement for Technology-Based and Short Duration 
Relationship 
  
5) Evaluations in developing countries do not tend to have RCT evaluations 
This relationship was uncovered during formative evaluation which revealed a very low 
number of RCT evaluations set in developing countries. A possible explanation of this 
relationship is that, on average, there is less established infrastructure in developing 
countries compared to developed countries (Chib et al. 2015; Anderson et al. 2016). 
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This may cause difficulty for evaluators who want to conduct an RCT and may lead 
them to perform another type of evaluation. Equation 7 shows the conditional statement 
for this relationship. 
(Ea = Developing Country FOR D = Setting  (Ea = Field Study OR Ea = Simulation) 
FOR D = Evaluation Type) 
Equation 7. Conditional Statement for Developed Country and RCT Relationship 
 
6) Evaluations in developing countries tend to have field study evaluations 
This relationship is related to relationship 5 and was also uncovered during the 
formative evaluation. Most of evaluations in developing countries were field studies. An 
explanation for this is that the infrastructure may not be present for consistent RCT 
evaluations and there is not enough prior data to conduct simulations (Braun et al. 
2013; Dwivedi et al. 2016). These factors may cause evaluators to rely more upon field 
studies out of necessity rather than choice. Equation 8 shows the conditional statement 
for this relationship. 
(Ea = Developing Country FOR D = Setting  Ea = Field Study FOR D = 
Evaluation Type) 
Equation 8. Conditional Statement for Developing Country and Field Study 
Relationship 
 
7) Patient-focused evaluations often have longer durations. 
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While this relationship is particularly context-dependent, a trend was discovered during 
formative evaluation that most of the longer-duration evaluations had patients as user 
stakeholders. The reasoning for this could be that studying patient metrics can take 
longer than studying provider metrics for comparable m-health projects (Bert et al. 
2014). Another likelihood is that m-health interventions involving patients often deal with 
patient health as a metric, which can take longer to properly evaluate compared to 
metrics focused on provider-side improvements (Arsand et al. 2012). Equation 9 shows 
the conditional statement for this relationship. 
(Ea = Patients FOR D = User Stakeholders  Ea = 6+ Months FOR D = Duration) 
Equation 9. Conditional Statement for Patient and Long Duration Relationship 
8) RCT evaluations often have patient stakeholders 
This relationship was uncovered during formative evaluation. Most of the RCT 
evaluations in the taxonomy were focused on patients rather than providers. The history 
of RCT may explain this relationship, as the methodology was developed to test the 
medical effectiveness of a new treatment (Blackwood et al. 2010). The concept has 
been applied to different types of interventions, but is still commonly used, and 
understood, as a technique for measuring patient- metrics in the healthcare domain 
(Bowling 2014). Equation 10 shows the conditional statement for this relationship. 
(Ea = RCT FOR D = Evaluation Type  Ea = Patients FOR D = User Stakeholders) 
Equation 10. Conditional Statement for RCT and Patients Relationship 
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Section 5.2 Guidelines 
Based on the observations and relationships, a series of guidelines was developed to 
aid researchers and practitioners working in the field of m-health implementation. Each 
of these guidelines offers a suggestion for more effective and robust evaluation, but the 
best case will often vary depending on the context of individual projects. For instance, 
guideline 2 suggests not to overemphasize user and technological metrics at the 
expense of cost metrics. However, if a key project stakeholder only wants evaluation on 
user metrics and wishes for analysis to focus exclusively on them, then the guideline will 
have to be applied at the discretion of the evaluating team.  
The guidelines were developed from a combination of the summative evaluation of the 
taxonomy and the formative evaluation of the method itself. Guidelines one and two 
were based on the clustering results, while guidelines 3 through 6 were based on 
results from the attribute analysis evaluation of the method. 
Guideline 1: Basing your evaluation on theory can help distinguish it from others 
Observations from the taxonomy reveal that theory-based evaluations are uncommon in 
the field of m-health. This guideline suggests the inclusion of theory to make individual 
evaluations stand out and better transition from field documentation towards an 
academic manuscript. 
Guideline 2: Do not emphasize user and technological metrics at the expense of 
cost-based metrics  
Very few evaluations from the taxonomy mentioned cost metrics, much less considered 
them a determinant of project success. User metrics being paramount in a healthcare 
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project makes logical sense, but the near absence of cost-considerations for most 
projects indicates that for many projects, longevity and scalability of results is not a key 
consideration. For the beneficial user impacts to continue after the cessation of the 
project, the feasibility for others to replicate the project is information that should be 
captured by the evaluation.  
Guideline 3: Be wary of the following combinations of evaluation characteristics if 
your goal is to generate an academic contribution: Provider-centric evaluations in 
developed countries; technology-based evaluations using simulation; and short 
duration evaluations using simulation 
A few areas of research in m-health evaluation are currently inundated with evaluation 
examples. To avoid going over covered ground, the three combinations of m-health 
evaluation attributes should be conducted with an understanding that there is a large 
amount of extant work in the field. Of note is that simulation evaluations appear in two of 
the three overrepresented groups. Simulations are a relatively easy means to complete 
an evaluation without a large upfront investment, the consequence is that many works 
in the field rely upon simulation as the evaluation methodology. 
Guideline 4: Do not be afraid to report negative results 
The evaluation conclusions in the taxonomy were largely positive or neutral, very few 
reported any sort of negative outcome. Multiple surveys of the literature would suggest 
that the success rates of m-health projects are not as high as reflected in the taxonomy 
(Chiasson et al. 2007). If an evaluation is not representative of reality, it loses value and 
only serves to confuse stakeholders (Cicmil et al. 2006). Negative outcomes can still 
form the basis for research, this idea has been demonstrated in the fields of project 
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management, IT, and HIT (Fichman et al. 2011). The reasoning for the lack of negative 
results may be the fledgling status of the m-health evaluation discipline. Academically, 
for the field to grow, negative outcomes should be reported and studied so that past 
mistakes are not repeated. Reporting negative results also gives managers a more 
transparent picture of the project and allows them to make better informed decisions. 
Guideline 5: Allow enough time for evaluation 
Many evaluations in the taxonomy were of shorter duration (between 0 to 6 months). 
The findings in these studies were frequently positive or neutral, but often did not 
examine the impacts of implementation fully. Another problem brought about by short 
duration evaluations is that the long-term effects of a healthcare intervention are often 
left unexamined. M-health evaluations can have immediate impacts, but documented 
cases exist where the full consequences, both positive and negative, of an m-health 
project are not made apparent until the system has been in place and used for an 
extended period of time (at least 6 months). Longer duration evaluations allow the 
different components of a project to be studied with more nuance and provides a better 
temporal perspective to stakeholders and any others reading the evaluation. 
Guideline 6: Allocate more time if an evaluation involves users or is set in a 
developing country 
Evaluations set in developing countries tend to require a longer duration evaluation. 
Those that involve the study of user metrics also tend to take longer compared to 
technical or cost-based metrics (Iribarren et al. 2017). These observations also reflect a 
relationship between study type and duration. Specifically, the fact that simulations are 
of generally shorter duration compared to RCT and field studies. As many m-health 
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evaluations place an emphasis on user metrics, allowing adequate time to study the 
impacts of an m-health project is often just as important as ensuring the successful 
planning and implementation of the project itself. 
Section 5.3 Method Evaluation 
The method evaluation occurred in two parts, a formative and summative stage. The 
formative evaluation examined the taxonomy attribute data and was meant to test the 
constructs and relationships underlying the method guidelines as well as to discover 
new relationships and add to the method artifact. Summative evaluation took the form of 
an expert survey which presented a series of statements for respondents to evaluate. 
The survey also presented respondents with a hypothetical situation where they could 
design and describe their ideal m-health evaluation within a simple context. 
Subsection 5.3.1 Attribute Analysis 
Formative evaluation of the method was an analysis of cross-attribute taxonomy data. 
Three tables were created from this evaluation (Table 14, Table 15, and Table 16). 
Each of the tables contains the full list of taxonomy attributes as the axes. The 
difference between tables are the contents of the cells. The cells in the first table (Table 
14) contain a whole number representing the number of entities within the taxonomy 
containing both the Row Attribute (AR) and the Column Attribute (AC) relative to the 
current cell c. The square brackets represent an Iverson bracket which evaluates to 1 if 
the statement in the brackets is true and 0 if it is false. Equation 11 represents the cell 
contents as a conditional function where C represents Cell. It can be read as follows: 
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The value of any given cell is the number of all (104) taxonomy values that contain the 
row attribute and column attribute relative to the cell. 
C = ∑ 𝑛104𝑛=1 [ARc AND ACc] 
Equation 11. Conditional Function for Cross-Attribute Table Cell 
The cells in table 15 contain a percentage. This value represents the prevalence of 
attribute combination AR and AC relative to other combinations containing AR for the 
Column Dimension (DC). Equation 12 represents the cell contents as a conditional 
function. For instance, to determine the value of the cell where AR is “Patients” and AC 
is “Field Study” in table 15, we find the corresponding cell value in table 14, 26. As the 
AC of the cell-of-interest is “field study”, the DC is the dimension of “Evaluation Type” 
which also includes the ACs of “RCT” and “Simulation”. The value of C in table 15 is 
determined by dividing the corresponding value of table one by the sum of all row 
attributes for the given column dimension, or 26/(26+15+24) which equals .4000 and is 
represented as a rounded percentage to the 2nd decimal of 40.00%. This means that 
40% of all evaluations with patient user stakeholders used field studies to conduct 
evaluation. 
C = 
∑ 𝑛104𝑛=1 [ARc AND ACc]
∑ 𝑛104𝑛=1 [ARc AND (ACc FOR DCc)]
⁄  
Equation 12. Conditional Function for Frequency Table Across Column 
Dimension 


































Positive Negative Neutral Exists Does not exist
Patients x x 26 15 24 17 48 1 9 55 50 15 43 1 21 1 64
Providers x x 16 2 21 13 26 1 14 24 33 6 25 1 13 3 36
Field Study x x x 21 21 0 6 36 29 13 29 1 12 1 41
Randomized Control Trial x x x 1 16 0 0 17 12 5 10 0 7 0 17
Simulation x x x 8 37 2 17 26 42 3 29 1 15 3 42
Developing Country 104 104 x x 0 4 26 21 9 21 1 8 0 30
Developed Country x x 2 19 53 62 12 47 1 26 4 70
Cost-based x x x 1 1 1 0 1 0 2
Technology - based x x x 23 0 13 0 10 1 22
User-based x x x 59 20 54 2 23 3 76
0 to 6 months x x 52 2 29 3 80
6+ months x x 16 0 5 1 20
Positive x x x 4 64
Negative x x x 0 2
Neutral 0 34



































Positive Negative Neutral Exists Does not exist
Patients 40.00% 23.08% 36.92% 26.15% 73.85% 1.54% 13.85% 84.62% 76.92% 23.08% 66.15% 1.54% 32.31% 1.54% 98.46%
Providers 41.03% 5.13% 53.85% 33.33% 66.67% 2.56% 35.90% 61.54% 84.62% 15.38% 64.10% 2.56% 33.33% 7.69% 92.31%
Field Study 50.00% 50.00% 0.00% 14.29% 85.71% 69.05% 30.95% 69.05% 2.38% 28.57% 2.38% 97.62%
Randomized Control Trial 5.88% 94.12% 0.00% 0.00% 100.00% 70.59% 29.41% 58.82% 0.00% 41.18% 0.00% 100.00%
Simulation 17.78% 82.22% 4.44% 37.78% 57.78% 93.33% 6.67% 64.44% 2.22% 33.33% 6.67% 93.33%
Developing Country 0.00% 13.33% 86.67% 70.00% 30.00% 70.00% 3.33% 26.67% 0.00% 100.00%
Developed Country 2.70% 25.68% 71.62% 83.78% 16.22% 63.51% 1.35% 35.14% 5.41% 94.59%
Cost-based 50.00% 50.00% 50.00% 0.00% 50.00% 0.00% 100.00%
Technology - based 100.00% 0.00% 56.52% 0.00% 43.48% 4.35% 95.65%
User-based 74.68% 25.32% 68.35% 2.53% 29.11% 3.80% 96.20%
0 to 6 months 62.65% 2.41% 34.94% 3.61% 96.39%





































Positive Negative Neutral Exists Does not exist
Patients 61.90% 88.24% 53.33% 56.67% 64.86% 50.00% 39.13% 69.62% 60.24% 71.43% 63.24% 50.00% 61.76% 25.00% 64.00%
Providers 38.10% 11.76% 46.67% 43.33% 35.14% 50.00% 60.87% 30.38% 39.76% 28.57% 36.76% 50.00% 38.24% 75.00% 36.00%
Field Study 70.00% 28.38% 0.00% 26.09% 45.57% 34.94% 61.90% 42.65% 50.00% 35.29% 25.00% 41.00%
Randomized Control Trial 3.33% 21.62% 0.00% 0.00% 21.52% 14.46% 23.81% 14.71% 0.00% 20.59% 0.00% 17.00%
Simulation 26.67% 50.00% 100.00% 73.91% 32.91% 50.60% 14.29% 42.65% 50.00% 44.12% 75.00% 42.00%
Developing Country 0.00% 17.39% 32.91% 25.30% 42.86% 30.88% 50.00% 23.53% 0.00% 30.00%
Developed Country 100.00% 82.61% 67.09% 74.70% 57.14% 69.12% 50.00% 76.47% 100.00% 70.00%
Cost-based 1.20% 4.76% 1.47% 0.00% 2.94% 0.00% 2.00%
Technology - based 27.71% 0.00% 19.12% 0.00% 29.41% 25.00% 22.00%
User-based 71.08% 95.24% 79.41% 100.00% 67.65% 75.00% 76.00%
0 to 6 months 76.47% 100.00% 85.29% 75.00% 80.00%
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Because of the layout of the table, the denominator for equation 12 can be simplified. 
The sum of all attributes containing AC for DC and AR is the same as the sum of all 
attributes containing AR. For the previous example, the value derived for the 
denominator in the equation is 75. This value corresponds to the total number of entities 
in the taxonomy with a patient attribute for the main stakeholder dimension (Table 13). 
A simplified equation is provided in equation 13. 
C = 
∑ 𝑛104𝑛=1 [ARc AND ACc]
∑ 𝑛104𝑛=1 [ARc]
⁄  
Equation 13. Conditional Function for Frequency Table Across Column 
Dimension (Simplified) 
The cells in the third table (Table 16) also contain a percentage. This value represents 
the prevalence of attribute combination AR and AC relative to other combinations 
containing AC for the Row Dimension (DR). Equation 14 represents the cell contents as 
a conditional function. This equation is similar to equation 12, with a minor change to 
the denominator.  
As an example, to determine the value of the cell where AR is “Patients” and AC is 
“Field Study” in table 16, we start by finding the corresponding cell value in table 14, 26. 
Because the AR of the cell-of-interest is “Patients”, the DC is the dimension of “Main 
Stakeholder” which also includes the AR of “Providers”. We then come to the value of C 
by dividing the corresponding value in table one by the sum of all values sharing AC 
and have an AR corresponding to the DR. This results in the calculation of 26/(26+16) 
which equals .61904 and is represented as a rounded percentage to the 2nd decimal of 
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61.90%. This percentage means that among all Field Studies, 61.90% had patients as 
user stakeholders. 
C = 
∑ 𝑛104𝑛=1 [ARc AND ACc]
∑ 𝑛104𝑛=1 [ACc AND (ARc FOR DRc)]
⁄  
Equation 14. Conditional Function for Frequency Table Across Row Dimension 
Observations of interest are grouped in tables 17 and 18. Table 17 corresponds to the 
values in the frequency table across the column dimension. Table 18 corresponds to the 
values in the frequency table across row dimension. The five columns in the tables are 
the same. Each row contains an observation which is continuous across tables to ease 
discussion of results. AR and AC are row attribute and column attribute. Frequency is 
the value in the cell of the corresponding table. The group column puts together 
observations with similar frequencies and indicates that the attribute combination of the 
AR and AC are either underrepresented or overrepresented relative to all other 
occurrences of the row attribute or the column attribute.  
For instance, on Table 17, observation 3 shows providers and RCT at 5.13%. This 
means that out of all evaluations with main stakeholder of providers, only 5.13% used 
RCT. The remaining 94.88% of evaluations were split between using simulation 
(53.85%) and using field study (41.03%). On Table 18, observation 24 has RCT and 
Developing Country at a frequency of 3.33%. For this table, that result means that for all 
evaluations in developing countries, only 3.33% used RCT. The remaining 96.67% of 
evaluations were split between using field study (70%) or using simulation (26.67%). All 
observations are in groups except for observation 36 which had a frequency value that 
was not within the ranges but was included as a relationship of interest. 
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Table 17. Observations of Interest for Column Dimension Frequencies  
 
Table 18. Observations of Interest for Row Dimension Frequencies 
Group Observation AR AC Frequency
1 Technology-based 6+ Months 0%
2 RCT Tech-Based 0%
3 Providers RCT 5.13%
4 RCT Developing Country 5.88%
5 Simulation 6+ Months 6.67%
6 Developing Country Tech-Based 13.33%
7 Patients Tech-Based 13.85%
8 Field Study Tech-Based 14.29%
9 Providers 6+ Months 15.38%
10 Developed Country 6+ Months 16.22%
11 Simulation Developing Country 17.78%
12 Simulation Developed Country 82.22%
13 Developed Country 0 - 6 Months 83.78%
14 Patients User-Based 84.62%
15 Providers 0 - 6 Months 84.62%
16 Field Study User-Based 85.71%
17 Developing Country User-Based 86.67%
18 Simulation 0 - 6 Months 93.33%
19 RCT Developed Country 94.12%
20 RCT User-Based 100.00%





Group Observation AR AC Frequency
22 Technology-Based 6+ Months 0%
23 RCT Technology-Based 0.00%
24 RCT Developing Country 3.33%
25 Providers RCT 11.76%
26 Simulation 6+ months 14.29%
27 RCT 0 to 6 months 14.46%
28 RCT Positive Outcome 14.71%
29 6+ months Neutral outcome 14.71%
30 Developing Country Technology-Based 17.39%
31 Technology-based Positive Outcome 19.12%
32 Developed Country Technology-Based 82.61%
33 0 to 6 months Neutral outcome 85.29%
34 Patients RCT 88.24%
90% - 100%35 User - Based 6+ Months 95.24%
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Some combinations are not represented on the tables, this was due to the 
characteristics of the taxonomy. The attributes that contained less than 5 occurrences 
across the taxonomy were not considered for determining relationships between 
attributes. These attributes are as follows: “Negative” for the dimension “Evaluation 
Conclusion” with 4 occurrences, “Cost-based” for the dimension “Main Metric” with 2 
occurrences, and “Exists” for “Theory Application” with 4 occurrences.  
The attributes of “RCT”, “6+ months”, and “technology-based” also have relatively lower 
occurrences compared to other dimensions (respectively, 17, 23, and 21), but were still 
considered for analysis.  
The results showed partial support for the first two relationships and generated 
evidence that informed the other six. The first four method guidelines were already in 
place prior to the evaluation. Analysis of the results led to the creation of guidelines 5 
and 6. Each relationship and guideline will be briefly discussed and the corresponding 
observations either supporting or refuting them will be referenced.  
Relationship 1 posits that provider-focused evaluations often use simulation. This 
relationship is not totally supported and was likely just a unique characteristic of the 
group exclusive to cluster 1 in the cluster analysis. Observation 3 shows that provider-
focused evaluations using RCTs are underrepresented, however the remaining 
evaluations that are provider-focused utilize field study and simulations without an 
overrepresentation of either group.  
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Relationship 2 states that simulation evaluations often have shorter durations. This 
tendency is demonstrated in observation 26, where out of all long-duration evaluations, 
those utilizing simulations are underrepresented at a frequency of 14.29%.  
Relationship 3 posits that technology based evaluations often use simulations, this 
relationship is slightly supported by observation 36, where out of all technology-based 
evaluations, simulations make up 73.91%. Of note, observation 36 is not in any official 
grouping as the frequency value is higher than 20% and below 80%. However, we can 
still interpret that simulations make up the bulk of technology-based evaluations.  
Relationship 4 states that technology-based evaluations have shorter durations. This 
relationship is supported by observations 1 and 22 and the fact that no evaluation in the 
taxonomy which utilized simulation took over 6+ months (Table 14).  
Relationship 5 states that evaluations set in developing countries do not tend to have 
RCT evaluations. This relationship is supported by observations 4 and 19 which show 
that 94.12% of RCT evaluations occur in developed countries.  
Relationship 6 states that evaluations in developing countries tend to have field study 
evaluations. This relationship is only partially supported, and can be observed on table 
15 where out of all evaluations in developing countries, 70% are field studies.  
Relationship 7 states that Patient-focused evaluations tend to have longer durations. 
This is supported by observations 9 and 15, which shows that most provider evaluations 
are of shorter duration, and observations 14 and 25 which show that most patient-
focused evaluations are user based and that user-based evaluations make up most of 
the evaluations lasting over 6+ months.  
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Relationship 8 states that RCT evaluations tend to have patient stakeholders. 
Observations 2, 20, and 23 support this relationship. A point worth noting is that the 
methodology of RCT inherently involves the testing of user groups, so evaluations 
utilizing RCT testing users is not a surprising finding. 
Guidelines 1 through 4 were established from analyzing the taxonomy attributes along 
with the cross-attribute occurrences on table 14. Few evaluations are based on theory, 
report negative results, or focus on cost-based metrics. Most evaluations focus on user-
based evaluations, tend to be of shorter duration, and are set in developed countries. 
Guidelines 5 and 6 each mention the duration of evaluations. Observation 35 shows 
that user-based evaluations make up most of the long duration evaluations, which is 
consistent with other observations which show that technology-based evaluations along 
with those utilizing simulations tend to take shorter amounts of time to evaluate 
(observation 18 and observation 21). Observations 10, 17, and 32 also indicate that 
most technological evaluations take place in developed countries and that most 
evaluations in developing countries involve user-metrics. These characteristics lead to 
the guidelines that sufficient time should be allowed for evaluation and to prepare for a 
longer duration if users are directly involved.  
The formative evaluation took some of the early relationships and method guidelines 
and tested them by examining the characteristics of taxonomy entities more closely. 
From this analysis, more guidelines and relationships were added to make the 8 
relationships and 6 guidelines that constitute the method artifact. The next stage in the 
research process was to perform a summative evaluation on the method. 
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Subsection 5.3.2 Method Survey 
Summative evaluation was an expert survey to test the constructs, relationships, and 
guidelines of the method artifact. The survey questions can be seen at appendix item 
A12. There were 17 questions, the first 11 were answered on a 5-point Likert scale and 
the remaining 6 questions were a combination of free response and multiple choice. 
The first part of the survey with 11 questions presented a statement related to m-health 
evaluation and asked for the respondent’s level of agreement. The last 6 questions 
posed a hypothetical situation where the respondent oversaw an m-health project and 
its evaluation and asked questions related to the design of the evaluation. 
Each of the survey questions will be briefly described along with an explanation of which 
part of the method artifact the question is referring to. Question 1 asks whether there is 
a difference between patient and provider metrics, this is to establish that the dimension 
of “main stakeholders” has merit and that relationships including the attribute have 
conceptual support.  
Question 2 directly asks whether theory is important in evaluation. Guideline 1 suggests 
the application of theory to evaluations; The question is meant to determine how open 
potential evaluators would be to adding a theoretical component to evaluations.  
Questions three, four, and five compares whether user, technical, or cost metrics are 
more important than the others when conducting m-health evaluations. The three 
questions are meant to test guideline 2 which suggests not to over-emphasize user and 
technological metrics at the expense of cost metrics. Results from the question can also 
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provide insight as to which group of metrics are generally considered to be the most 
important in the domain.  
Question six asks whether studying user metrics takes longer compared to cost and 
technological metrics. This question is meant to test guidelines 5 and 6 which deal with 
allocating enough time to perform effective evaluations, particularly when evaluations 
involve testing user metrics or involve users in a non-simulation environment.  
Questions 7 through 11 are on the impact of evaluation setting on evaluation effects. 
Survey takers were presented with a map of worldwide Human Development Index 
(HDI) of countries to provide context for the question (Appendix A13). Question 7 asks 
whether higher HDI countries have more complex network infrastructure. This question 
is meant to test parts of guideline 3, which states that provider-centric evaluations in 
developed countries, technology-based evaluations using simulation, and short-duration 
evaluations using simulation tend to be overrepresented in the literature. The underlying 
relationships for this guideline were uncovered during formative evaluation 
(Observations 5, 7, 8, and 10, Table 17; Observations 30 and 32, Table 18).  
Question 7 tests whether a more complex network infrastructure exists in developed 
countries. If developed countries do have more complex networks, evaluations are more 
likely to be based on technical metrics or simulation to study the technological effects. 
Question 8 asks whether m-health implementations are costlier to implement in 
developed countries. This question is meant to determine whether there is a propensity 
for cost-based evaluations in developed countries or whether simulations are more 
popular in developed countries for financial reasons. Questions 9, 10, and 11 ask about 
the connection between setting and evaluation type. Each question asks whether it is 
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easier to conduct RCT, field studies, or simulations in developed countries. Question 9 
checks relationship 5, that evaluations in developing countries do not tend to have RCT 
evaluations. Question 10 checks relationship 6, that evaluations in developing countries 
tend to have field study evaluations. Question 11 checks relationships 1, 3, and 4, which 
all relate to simulation evaluations and their tendencies. 
Questions 12 through 17 were prefaced by a hypothetical situation presented to the 
survey taker. Respondents were told that they were leading a research study to develop 
and evaluate an m-health implementation in a country with either high or low HDI. They 
were also told that they had unlimited funding to pursue whatever research questions 
they want. Question 12 is a free response question that asks what methodology they 
would choose to conduct the research. Question 13 asks whether they would use RCT, 
field study, or simulation to evaluate their research. Question 14 references the 
research setting directly and asks whether they would focus on user-based metrics, 
technology-based metrics, or cost-based metrics. Question 15 asks respondents to 
provide more detail and give some specific metrics they would study. Questions 16 and 
17 ask how long users would expect the research process to take and how long they 
would expect the evaluation process to take.  
The second half of the survey meant to determine whether having an evaluation set in a 
developing or developed country will change the way an evaluation is designed. The 
questions are also meant to determine what an ideal m-health evaluation context would 
look like, as respondents were told that they would have unlimited funding to work on 
any research questions they wanted. 
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The questions and flow of the survey was designed with feedback from the taxonomy 
survey in mind. Many respondents to the earlier survey mentioned that presenting the 
taxonomies without much context made it difficult for them to effectively make a 
comparison. They also stated that it was hard to come up with specific ideas when 
every question was a freeform response. In response to these comments, over half of 
the method survey questions were multiple-selection. Additionally, descriptions and 
examples were provided for each new concept that was introduced.  
The method guidelines and relationships were not directly presented to the user. If the 
respondents knew that a specific relationship or guideline was what was being 
evaluated, like they did for the taxonomy survey, there was a tendency to state or agree 
that they were satisfied with what they saw without any further information. While these 
responses were appreciated, they did not provide additional insights  
The survey was distributed to 25 individuals working in either the m-health or 
information systems field. There were 19 respondents, the means and standard 
deviations for the first 11 questions are summarized on table 19.  
 
Table 19. Means and Standard Deviations for Q1 – Q11 (n = 19) 
Average (Mean) Standard Deviation Note
Question 1 4.00 0.75 Patient and Provider metrics are different
Question 2 3.53 1.26 Theory is important
Question 3 3.79 1.13 User metrics > Tech metrics
Question 4 3.84 1.01 User metrics > Cost metrics
Question 5 2.47 1.22 Cost metrics > Tech metrics
Question 6 3.63 1.38 User evaluations take longer
Question 7 4.16 0.83 Higher HDI means more developed infrastructure
Question 8 2.79 1.40 Higher HDI means more costlier implementations
Question 9 3.16 1.07 Higher HDI means easier to conduct RCT
Question 10 2.53 1.31 Higher HDI means easier to conduct Field Studies
Question 11 3.68 1.16 Higher HDI means easier to conduct Simulations
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To aid in interpretation, Likert scale values are as follows: 1 – Strongly disagree, 2 – 
Disagree, 3 – Neither agree nor disagree, 4 – Agree, 5 – Strongly agree. The mean 
average is displayed on the second column and the standard deviation is on the third.  
Question one averaged a score of 4, so respondents generally agreed that patient and 
provider metrics are different. Responses 2 had a score of 3.53, indicating that most 
respondents felt that inclusion of theory was important but not vital to an evaluation. 
This result is interesting considering the low number of existing theory-based 
evaluations in the field. Questions 3 and 4 average 3.79 and 3.84, indicating that most 
respondents felt that user metrics were more important to measure compared to 
technical metrics and cost metrics. This is consistent with what was seen in the 
taxonomy and subsequent evaluations.  
Question 5 had a result of 2.47, showing that most respondents did not think that cost 
metrics were superior to technical metrics. While not every possible combination was 
tested, a conclusion that can be drawn from this result is that user metrics are 
considered the most important, followed by technical metrics and finally cost metrics. 
Question 6 averaged 3.63, showing a slight agreement that user evaluations tend to 
take longer.  
Questions 7 through 11 dealt with evaluation setting. Question 7 averaged 4.16, 
showing general agreement that developed countries tend to have more complex 
infrastructure. Question 8 averaged 2.79, showing that respondents generally disagreed 
with the contention that implementations are costlier in developed countries. This result 
is interesting in that it counters the argument that simulations are more popular in 
developed countries because of cost concerns. The general perception that there is no 
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major difference in costliness of implementation and evaluation between developed and 
developing countries means that there is probably another reason for the prevalence of 
simulations in developed countries.  
Question 9 averaged 3.16 and asked whether it was easier to conduct RCT evaluations 
in developed countries. This is not a strong level of agreement and indicates that 
respondents did not feel country setting and prevalence of RCT evaluation are 
connected. However, the lack of RCT evaluations in developing countries is clear from 
the formative evaluation. The disconnect between the two evaluations is likely due to a 
combination of contextual factors in individual evaluations and the low number of RCTs 
evaluations in the taxonomy.  
Question 10 saw even less support, averaging 2.53 when asking whether field studies 
were easier to conduct in a developed country. This shows slight disagreement with the 
statement, giving partial support to the assertion that field studies are more common in 
developing countries. The assertion that field studies are more common in developing 
countries because simulations and RCTs are more difficult to perform still holds some 
merit. Question 11 averaged 3.68 and asked whether it was easier to conduct 
simulations in developed countries. This shows a higher level of agreement compared 
to the previous two questions and is consistent with observations made during the 
formative evaluation. 
The second half of the survey had four free response questions and two questions with 
3 choices each. Respondents were randomly told that they were designing a study and 
evaluation for an m-health implementation in a developing or developed country. The 
summarized results for questions 12 through 17 are on table 20. Analysis of the results 
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show that there was not a noticeable distinction between the responses based on the 
provided setting.  
 
*Respondent made the caveat that they would select simulation is unlimited funding 
was not available 
**One respondent elected not to answer, saying that metric of choice would depend on 
research question 
***One respondent elected not to answer, said length of evaluation depends on 
research question 
Table 20. Summarized results for Q12-Q17 (n = 19) 
Most respondents chose field study as the evaluation technique of choice with four 
selecting RCT and one selecting simulation. The lack of choosing simulation does not 
match with what was uncovered during earlier evaluations which showed many 
evaluations utilizing simulation. This result may be because of the hypothetical context 
of the survey, which allowed respondents to determine their own temporal constraints 
and explicitly stated that funding was unlimited. All but one respondent had timelines of 
Dimension Attribute High HDI Low HDI
Field Study 6 8
RCT 2 2
Simulation 1* 0
User Metrics 8** 9
Tech Metrics 0 1
Cost Metrics 0 0
0 - 6 months 0 1
6+ months 9 9
0 - 6 months 4 6***
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at least one year for study implementation. However, only 8 out of 19 had evaluation 
periods over six months. 2 out of the 4 respondents that selected RCT as the evaluation 
type had evaluation periods of less than 3 months. One of the other two allocated 1 year 
for evaluation and one stated that the evaluation duration would depend on the research 
question.  
Question 15 asked what specific metrics users would want to use. User metrics were 
the most popular, mortality rate, user engagement, turnover rate, and satisfaction were 
mentioned multiple times. Tech-centric metrics were mentioned the second-most 
frequently and included ease of use, attitudes towards technology, and Technology 
Acceptance Model (TAM) constructs. 2 respondents mentioned cost metrics in addition 
to user metrics, no specific cost metrics such as return on investment or reduction in 
healthcare expenditures were mentioned. 
Summative evaluation revealed that most of the relationships and guidelines comprising 
the method were supported or generally acknowledged as having some truth. A few 
results suggested that some relationships may have a different underlying reason or 
that the relationship itself does not make apparent sense. The relationship between 
developed and developing countries and the impact on evaluation characteristics is not 
as clear cut as the formative evaluation indicated. Many of the discrepancies and 
groupings observed in previous analyses may be attributed to contextual factors 
independent to projects that are not immediately discernable from a reading of the 
project report. Supported relationships were the importance of user metrics relative to 
cost and technology metrics and an agreement that theoretical components are 
important in evaluation. An interesting finding from the summative evaluation is the 
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popularity of field studies and the near-complete neglect of simulation as an evaluation 
method when an ideal environment is presented to evaluation designers. The 
prevalence of simulation usage in the domain is an indicator that evaluations are likely 
taking place in environments where a field study or RCT may be preferable; But due to 
temporal or financial restraints, a simulation is used to evaluate instead. 
Section 5.4 Theorizing the Artifact 
The final stage in the research was to create an analytical framework, or theory, from 
the findings gathered during design and evaluation of the artifacts. The theory design 
process comes with a few caveats, the conceptual basis informing it are the two 
artifacts and there is no justification cycle to determine construct, internal, or external 
validity. The theory is meant to be analytical and is a representation of what was 
observed during the research process. Testing and potential extensions of the theory 
are covered in the discussion section. 
The conceptual foundation for creating a theory from artifacts has been explored in the 
design science literature. Kuechler and Vaishnavi in their 2008 paper present a series of 
guidelines for the development of design science and information systems theories. 
They describe ideas from other disciplines as kernel theories, which can then be 
adapted into the domain of information systems through the incorporation of those ideas 
into design science research processes (Kuechler and Vaishnavi 2008). Recent 
research in the domain of design science has also explored the possibilities of theory 
development from taxonomies in the IS domain (Nickerson et al. 2017).  
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Gregor defined five types of theory in her seminal 2006 paper on the nature of theory in 
information systems: type I theory which analyzes phenomena, type II theory which 
explains phenomena and includes insights, type III theory which predicts and presents 
testable propositions, type IV theory which predicts and explains testable propositions, 
and Type V theory which is comprised of design and action, or the instantiation of the 
theory in an open, naturalistic environment (Gregor 2007).  
Each type of theory tests and builds upon the previous type. The transfer of kernel 
theories from another literature to the design science and information systems contexts 
can lead to the development of Type I, Type II, Type III, or Type IV theories; Insights 
gathered from design science research cycles can also be directed into analytical and 
exploratory (Type I and Type II) theories that establish and describe relationships 
between constructs (Friedman 2003; Baskerville and Pries-Heje 2010; Kuechler and 
Vaishnavi 2012). 
The development of the taxonomy and method draws upon the domains of project 
management and healthcare along with IS. The overarching kernel domain is project 
evaluation in a healthcare setting, the information systems component is the specific 
focus on m-health technologies. The evaluation of projects and the concepts of 
stakeholder management and metric design serve as kernel theories which inform the 
creation of the artifacts and their theorization. The results from these stages in the 
research process leads to the development of a type I analytical theory for m-health 
evaluation. This cycle follows the suggestion made by Veneable for theory development 
in a design science framework, figure 9 shows the model adapted to this research 
(Venable 2006). 
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Figure 9. Activity Framework for Design Science Research (Adapted from Venable 
2006) 
The theory is meant to serve as an extension of the artifacts. The taxonomy artifact 
sought to answer the question of “what are the characteristics of m-health evaluations?” 
The method artifact expanded on this question and sought to answer the questions of 
“what are the relationships between m-health evaluation characteristics?” and “why do 
these relationships occur?” The theory is meant to serve a stepping stone towards 
creating an answer for these questions. 
The theory is built upon ideas from the taxonomy and method artifacts. From the 
taxonomy, dimensions were reinterpreted as constructs. From the method, the 
relationships between the dimensions and attributes were expanded into interactions 
between the constructs. A diagram of the constructs and relationships is shown on 
figure 10.  
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Figure 10. Analytical Model for m-health Evaluation Selection 
The unit of observation and unit of analysis of this theory are both at the project level. 
The model is meant to examine the phenomenon of disparity between evaluation goals 
and the chosen methodology for conducting evaluations in an m-health context. The 
flow reads from left to right, evaluation setting, user stakeholders, and the main metrics 
serve to create a combination of evaluation constraints. These constraints are partially 
created by the three constructs, but also include contextual stipulations unique to each 
evaluation. These constraints then affect the choice of which evaluation type is used for 
the project. The links between constructs are labeled R1, R2, R3, and R4, short for 
relationships 1, 2, 3, and 4. Each of the constructs and relationships is described in 
further detail below. 
Evaluation type is the dependent construct and represents the chosen methodology for 
evaluation of an m-health project. The construct is informed by the taxonomy dimension 
of the same name with the attributes of “Field study”, “RCT”, and “Simulation”.  
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Evaluation constraints are influenced directly by the three preceding constructs and 
represent the temporal, financial, and logistical obstacles that prevent an evaluation 
from achieving an ideal state.   
Evaluation setting maps to the dimension of the same name in the taxonomy. The 
construct is meant to represent the environment which the evaluation is taking place in. 
R1 is the impact the evaluation setting has on creating or assuaging evaluation 
constraints. This can take the form of existing infrastructure, data availability, or other 
factors that serve as benefits or hindrances to an evaluation.  
User Stakeholders represents the intended users of the m-health implementation being 
evaluated. This construct maps to the taxonomy dimension of “Main Stakeholders” with 
the attributes of “Patients” and “Providers”. R2 represents how user stakeholders can 
generate constraints in m-health evaluation. Different types of users can have different 
needs, necessitating different standards and metrics for evaluation. Certain users may 
require more time to effectively evaluate, leading to additional constraints.  
Main metrics maps to the dimension of “Main metric” in the taxonomy, with the attributes 
“technology-based”, “user-based”, and “cost-based”. This construct represents the main 
indicators of success for the m-health project that are ideally meant to be the most 
clearly and objectively assessed metrics during the evaluation. R3 represents how 
selection of these metrics can create a constraint upon the evaluation. Measuring one 
set of metrics can take more time compared to others. Certain metrics also lend 
themselves more readily to an evaluation type and trying to implement another would 
take additional effort. R4 is the combination of these constraints and their effect on the 
selection of an evaluation type. This relationship was explored in the design of the 
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method artifact. Examples include the need to measure user data leading to more 
frequent field studies or RCT, simulations being prevalent in projects where constraints 
on evaluation duration were high, and field studies becoming the methodology of choice 
when user metrics were the most important.  
While the constructs from the model were derived from the taxonomy and method 
artifacts, theoretical work related to the constructs developed in this study are not new. 
All the constructs have grounding in the IT, HIT, and evaluation literature. For the 
construct of evaluation setting, there is general agreement that developing countries 
contain different contexts compared to developed countries. These contexts can 
influence IT implementation and challenge traditional theories of IT adoption (Heeks 
2002; Kamsu-Foguem et al. 2014). In the HIT context, adoption attempts of health 
interventions or technological innovations in developing countries requires different 
perspectives of user requirements and expectations (Kijsanayotin et al. 2009; Park et al. 
2009).  
In the HIT literature, the impact of the user stakeholder and the metric of success on 
evaluation constraints has been widely documented (Eccles 2005). On the provider side, 
ideas such as planned behavior, context, and information flow have been used to 
describe the levels of willingness provider-side users have had in adopting new 
technologies for improving efficiency (Godin 2008; Korttesisto et al. 2010; Thomas et al. 
2014). On the patient side, many theories have been conceived suggesting that 
interventions and evaluations should be tailored to the context of patient needs (Koplan 
et al. 1999; Ciechanowski et al. 2002). The interpretation of patient metrics as well as 
individual intentions of patients on the adoption of new technologies are also important 
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factors that influence the design of HIT evaluations (Devaraj et al. 2013; Rai et al. 2013; 
Constand et al. 2014). Differences in user stakeholders or metrics can generate widely 
different implementation and evaluations for m-health interventions that may look similar 
on a technological level, but are evaluated completely differently (Zapata et al. 2015).  
Constraints in evaluation have been documented ever since the foundation of the 
project management discipline. In the HIT context, these limitations have been 
documented to influence the process and timeline of evaluation designs (Linnan and 
Steckler 2002, Sridharan et al. 2006). The relationship of these constraints to the 
chosen evaluation technique is an exercise in balancing the granularity of metrics to the 
complexity of collected information (Sridharan et al. 2006).  
Recent work in the evaluation literature has identified the value of theory-driven 
evaluations (Walshe 2007; Astbury et al. 2010, Coryn et al. 2011). The incorporation of 
theory and the practice of having theory serve as one of the conceptual foundations 
when creating an evaluation is becoming an increasing accepted and encouraged 
practice (Donaldson 2012, Fishman et al. 2013). The type I theory presented in this 
research was created from observations and relationships generated from the analysis 
of m-health evaluations in a design science research process. The analytical model has 
the potential to provide utility to any individuals creating evaluations in the domain of m-
health and can serve as a building block for future theories on m-Health evaluation. 
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Chapter 6. Discussion 
Discussion will be done in four parts. The first section will cover limitations of this 
research from methodological and epistemological standpoints. The section also 
discusses the general scope of the research and what actions were taken to try and 
mitigate the effects of limitations. The next section is contributions, which will go over 
where this work fits in advancing knowledge and the role of the artifacts as intellectual 
products of the research process. The third section will cover future directions of this 
research and the final section contains the conclusion. All sections will comment on 
ideas and decisions spanning the timeline of the work, from the early literature review 
and taxonomy design to the concluding method summation and theory development. 
Section 6.1 Limitations 
The creation of the taxonomy and the method was done following the framework 
proposed in Nickerson et al. 2013. However, inside the twin cycles of empirical-to-
conceptual and conceptual-to-empirical, the creation, reformation, and deletion of 
dimensions and attributes was left to the discretion of the taxonomy designer. The 
creation of constructs and relationships of the method was also done based on an 
interpretation of results from the taxonomy design and evaluation process. As no single 
individual can have perfect information concerning all aspects of a domain, this required 
subjective interpretation of information. Major portions of the design of both artifacts 
lean towards the interpretivist philosophy of research and bear its potential 
shortcomings. To lessen the impact from this design decision, more objective criteria 
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such as empirical analysis and feedback from experts was used in the evaluation of the 
artifacts.  
The bulk of data gathering for the taxonomy itself occurred during early 2017 to mid-
2017. As a result, most of the evaluations within the taxonomy are dated 2016 and 
earlier. The field of m-health is still growing, and more evaluations have occurred since 
mid-2017. A search conducted during early 2018 revealed that potential candidates for 
inclusion into the taxonomy numbered at least 50 and up to 100 documented evaluation 
cases could have been included.  This issue was addressed throughout the research by 
having multiple stages of data collection. Once the taxonomy reached 104 entities, no 
further documents were added to maintain the integrity of the evaluations and the 
constructs and relationships formed in the method.  
Formative evaluation of the taxonomy was conducted as an expert survey. As the lead 
researcher knew each potential respondent of the survey, there was a risk that 
respondents may have altered their answers knowing that they were opining on the 
work of someone they know. While some responses may have displayed this tendency, 
the overall results were not unanimously positive and constructive feedback was 
provided regarding both the evaluated artifact and the design and administration of the 
survey itself. These shortcomings were kept in mind and informed the method survey 
conducted later in the research. 
The summative evaluation of the taxonomy was done through cluster analysis. The 
clustering vector was the frequency of word counts within the documents describing the 
evaluation. Direct word count is one of the simpler natural language processing 
techniques. More complex methods such as sentiment analysis, concept mining, and 
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terminology extraction exist. As the goal of the evaluation was to determine the aptness 
of the taxonomy dimensions and attributes, word frequencies were considered a 
sufficient clustering variable as the words themselves could be linked to the attributes 
and dimensions of the taxonomy. The results of the clustering also showed a high 
amount of overlap between different clusters. This is a limitation of the data that was 
used to generate the analysis. The data had the characteristics of high dimensionality 
with a relatively low sample size. To address these problems, primary components 
analysis was used to better visualize data and manual selection of keywords relevant to 
taxonomy attributes was also conducted to reduce total dimensionality.  
The development of the constructs, relationships, and guidelines of the method artifact 
were based on the results from the taxonomy design and evaluation. Any shortcomings 
in the design and evaluation of the taxonomy could have influenced the method. To 
mitigate this problem, summative evaluation of the method was kept separate from the 
taxonomy through survey design.  
Formative evaluation of the method involved attribute analysis of taxonomy values. 
Characteristics of the taxonomy data made interpretation of certain values difficult. To 
mitigate this, attributes that saw very low occurrences within the taxonomy such as cost-
based metrics and theory-based evaluations were not considered in the development of 
constructs and relationships. The lack of occurrences in select attributes did wind up 
serving as general observations.  
Summative evaluation of the method was another expert survey. Limitations revealed 
from the previous survey were addressed by changes to the survey design. One of 
these changes was not showing and asking respondents about method guidelines 
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directly. Instead, questions related to the constructs and the relationships underlying 
those constructs were presented. The survey also presented respondents with a 
hypothetical ideal m-health evaluation environment. The situation set in the survey 
(unlimited funding, implied unlimited time) was meant to gauge what respondents felt 
was an ideal evaluation, but is not a reflection of actual m-health implementations. 
Based on Orlikowski’s description, the artifacts developed from this study were 
presented as a model (Taxonomy) and a method (Guidelines), no instantiation artifact 
was created which involves the application and evaluation of the artifacts in a 
naturalistic environment. For these same reasons, an ex-post evaluation was not 
possible because of the extent of the research process. Creating an instantiation artifact 
based on this work is possible, but was beyond the scope of research project.  
Theory development was inspired by the method artifact and informed by the concepts 
of transferring kernel theories and generating theory from design. The theorization of 
the artifact generated a model for m-health selection, but it has not been tested or 
justified in an m-health setting as that was also beyond the scope of this project. As a 
result, the validity of the model itself is not proven. However, the conceptual foundations 
of it are the sum of all research processes that have been described thus far. 
Section 6.2 Contributions 
Figure 11 contains a summary of the research process. Each of the major contributions 
in the project are represented by a circular node, apart from the start and end nodes. 
The numbers indicate the order research activities occurred. Dotted lines represent that 
one event influenced another. 
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Figure 11. Summary of Research Process 
This research is positioned between the intersection of the domains of m-health and 
evaluation. M-health is itself a subset of the fields of HIT and IT; Evaluation is a subset 
of the field of project management. The methodology of the research is design science 
and the two main contributions are created, evaluated, and presented as design science 
artifacts. The work adds to the methodological literature of information systems by 
applying the technique of taxonomy development to the sub-domain of m-health. The 
work also furthers the design science literature by presenting and evaluating the 
taxonomy as an artifact. A caveat to this contribution is that this work is not the first 
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instance of a classification system being presented as an artifact. However, the creation 
of the taxonomy adheres to a new technique from the design science literature and 
pioneers the application of that technique to the m-health evaluation domain.  
The taxonomy serves as the foundation for the series of constructs and relationships 
underlying the second artifact. The design cycle saw the creation of guidelines for m-
health evaluation. The underlying relationships uncovered during the evaluation stages 
led to the creation of an analytical theory for the selection of evaluation techniques in m-
health projects. 
Practical contributions of this research are the categorization of m-health evaluation 
attributes and the observations gleaned throughout the research process. Insights 
gained during clustering analysis revealed that the m-health evaluation field is very 
homogenous. Analysis of the individual characteristics of m-health projects revealed 
that theory-based and cost-based evaluations were underrepresented and that very few 
evaluations reported negative effects despite the high failure rate of m-health projects 
(Kaplan et al. 2009). These findings, along with the analytical theory from the method, 
can help guide future research and evaluation in the field of m-health. Optimistically 
speaking, the filling of conceptual gaps and the diversification of evaluation techniques 
are all steps towards a future where replication of this research reveals a heterogenous 
environment containing unique, innovative, and effective m-health evaluations. 
Section 6.3 Future Work 
Expansion of this work combines the activities of addressing the limitations and building 
on the contributions of the research. Data collection for the taxonomy stopped in late-
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2017. Evaluations that have occurred between 2017 until now (mid 2018) have shown 
an increased emphasis on the security and privacy of user data (Idrish et al. 2018; 
Hussain et al. 2018; Vasudevan et al. 2018). Another recent development is the formal 
announcement of a new wi-fi protected access (WPA) protocol, WPA3, which is set to 
replace the existing standard of WPA2 in the coming years (Figueroa 2018). These 
changes in the field have already influenced the field of evaluation. A replication of the 
taxonomy design and evaluation can update the work to better reflect the current state 
of m-health evaluation and can determine if the dimensions and attributes created 
during the seven iterations of this research cycle are still applicable to more recent 
developments. 
The taxonomic design process used in this research can be expanded. The 
determination of the meta-characteristic of the taxonomy and the ending conditions 
could be further explained. The subjective criteria serving as ending conditions in the 
taxonomy are difficult to objectively verify and findings from the formative and 
summative evaluation of the taxonomy show that other methods of testing a taxonomy 
exist. The cluster analysis can be expanded with new data and techniques. Sentiment 
analysis could be conducted on evaluation documents to generate data and further 
empirical analysis could be used to determine groupings between taxonomic entities.  
Testing of the method could be expanded, the summative evaluation presented an ideal 
environment to survey takers and results from the formative evaluation were influenced 
by the low occurrences of certain attributes. The method itself could be applied to a 
naturalistic environment and evolve to become an instantiation artifact. This would most 
likely take the form of an action research project where m-health evaluators utilize the 
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findings from the taxonomy and guidelines from the method to inform the design and 
implementation of their evaluation. This would serve to further test the relevance of both 
the taxonomic attributes and the relationships between them.  
A theory was developed from the method artifact, the next stage would be justification of 
the theory. This would involve additional construct definition and the creation of metrics 
for representing construct components. For instance, the construct of evaluation 
constraints may be expanded to include a characteristic such as data availability; the 
construct of evaluation setting may be expanded to include network complexity. The 
strength of the relationships between constructs could then be tested through additional 
surveys or included as part of a field study or action research project.  
Expansion of the theory could occur after justification of the initial constructs. Testing of 
the analytical model may reveal additional constructs and relationships. A potential 
construct based on the method evaluation could be theory inclusion. The resultant 
relationship would explore how having a theoretical basis for evaluation influences the 
choice of evaluation type. Continued development of the theory could lead to 
explanatory or predictive models built upon the analytical model developed from this 
work. 
Section 6.4 Conclusion 
The field of information systems has ushered in continuous improvement and reshaped 
the way we look at interactions between humans and technology. benefits from the 
application of mobile technology to the field of healthcare are noteworthy not only 
because of their technological capabilities, which were impossible just a few decades 
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ago, but also because of their potential for the direct betterment of human lives. These 
opportunities have served as an impetus driving m-health projects and fueling the rise of 
the discipline. Whenever such an explosion in the popularity of a domain occurs, it is 
paramount to take a more sobering look at the state of the field. This research has held 
up a lens to the field of m-health implementation by examining what goes into the 
process of evaluating these m-health projects. As the field continues to progress, 
reflective work that pauses and asks the questions of “what, how, and why?” will 
become increasingly important as we collectively seek answers for why things work in 
the present and what comes next in the future. 
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2)  Do the taxonomies cover all the relevant dimensions and characteristics* of mobile health 
projects, to your knowledge? 
 
*Dimensions are on the left side of the taxonomies (for example, duration, study type), 








4)  Do you have any suggestions for additional dimensions not listed in either taxonomy? 
 
 




A3. Words removed from clustering 
- techn, ne, one, however, dure, include, al, et, how, eg, figure, require, issu, 
because, facle, improv, due, phon, ex, via, environ, imple, found, I, per, sett, 
compar, integrat, table 
A4. R code for clustering 
Note: lines preceded by # represent comments 
Libraries 
Cluster, Stats, Factoextra 
Silhouette code 
#based on analysis performed in Charrad et al. 2014), comments by Alan Yang  
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#determining variables for average silhouette method 
abline(v = which.max(sil), lty = 2) 
maxClusters <- 15 
sil <- rep(0, maxClusters) 
#loop to determine optimal number of clusters based on silhouette width 
for(i in 2:k.max){ 
     km.res <- kmeans(data, centers = i, nstart = 25) 
#data variable contains the file with word information 
#note: keep different cluster analysis separate 
#km.res$cluster variable contains km.res info from previous line 
     ss <- silhouette(km.res$cluster, dist(data)) 
     sil[i] <- mean(ss[, 3]) 
 } 
#display graph with maxClusters, set to 15 
plot(1:k.max, sil, type = "b", pch = 19,  
      frame = FALSE, xlab = "Number of clusters k") 
abline(v = which.max(sil), lty = 2) 
#largest y-axis value is the optimal clustering amount 
K-means code 
#data represents the csv file containing processed word data of taxonomic entities 
#numClusters represents the number of clusters as a parameter to the kmeans function 
Km.results <- kmeans(data, numClusters) 
#PCA and visualization of results 
Fviz_cluster(km.results, data)
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A5. Cluster n = 80 results 
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A6. Average silhouette graph for n =78 
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A7. Cluster n = 78 results 
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A8. Taxonomy keyword mapping (7th iteration) 
 
  
Dimension Attribute Matching words
Patients Patient, health, delivery
Providers Worker, clinic,record
Field Study study, problem, case
Randomized Control 
Trial participant, trial, significant, mean, monitor, intervention, control
Simulation assess, university






mobile, data, develop, information, application, device, network
User-based
patient, health, care, user, disease, healthcare, project, communication, message, delivery
0 to 6 months
Day, month
6+ months Year, period, change
Positive positive
Negative
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A9. Average silhouette graph for n =104 
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A10. Cluster n = 104 results, 2 clusters, targeted words 
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A11. Cluster n = 104 results, 3 clusters, targeted words 
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A12. Method survey 
The following 11 statements pertain to information systems research projects and their 
evaluations. On a scale of 1 to 5, 1 being lowest and 5 being highest, please indicate 
how much you agree with each of the following statements.  
 
 
1) Technologies designed for healthcare patients and technologies designed for 
healthcare providers are fundamentally different 
 
1 - Strongly Disagree 
2 - Disagree 
3 - Neither agree nor disagree 
4 - Agree 
5 - Strongly Agree 
 
2) An underlying theoretical component, such as the technology acceptance model 
(TAM), is important for evaluating information technology.  
 
1 - Strongly Disagree 
2 - Disagree 
3 - Neither agree nor disagree 
4 - Agree 
5 - Strongly Agree 
 
The next four statements refer to user metrics, technical metrics, and cost metrics. The 
following link contains a table with examples of each: metricExamples  
 
 
3) User metrics are more important than technical metrics when evaluating healthcare 
technologies 
 
1 - Strongly Disagree 
2 - Disagree 
3 - Neither agree nor disagree 
4 - Agree 
5 - Strongly Agree 
 
4) User metrics are more important than cost metrics when evaluating healthcare 
technologies 
 
1 - Strongly Disagree 
2 - Disagree 
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3 - Neither agree nor disagree 
4 - Agree 
5 - Strongly Agree 
 
5) Cost metrics are more important than technical metrics when evaluating healthcare 
technologies 
 
1 - Strongly Disagree 
2 - Disagree 
3 - Neither agree nor disagree 
4 - Agree 
5 - Strongly Agree 
 
6)  On average, studying user metrics takes longer than studying either cost metrics or 
technical metrics 
 
1 - Strongly Disagree 
2 - Disagree 
3 - Neither agree nor disagree 
4 - Agree 
5 - Strongly Agree 
 
The next five statements refer to the human development index (HDI) of countries. The 




7) Countries with higher HDI tend to have more complex networking infrastructure 
 
1 - Strongly Disagree 
2 - Disagree 
3 - Neither agree nor disagree 
4 - Agree 
5 - Strongly Agree 
 
8) On average, the same healthcare implementation would be costlier to implement in a 
higher HDI country 
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1 - Strongly Disagree 
2 - Disagree 
3 - Neither agree nor disagree 
4 - Agree 
5 - Strongly Agree 
 
9) Randomized Control Trials (RCT) are easier to conduct in a higher HDI country 
 
1 - Strongly Disagree 
2 - Disagree 
3 - Neither agree nor disagree 
4 - Agree 
5 - Strongly Agree 
 
10) Field studies are easier to conduct in a higher HDI country 
 
1 - Strongly Disagree 
2 - Disagree 
3 - Neither agree nor disagree 
4 - Agree 
5 - Strongly Agree 
 
11)  Simulations are easier to conduct in a higher HDI country 
 
1 - Strongly Disagree 
2 - Disagree 
3 - Neither agree nor disagree 
4 - Agree 
5 - Strongly Agree 
 
You are leading a research study to develop and evaluate a new mobile health 
implementation in a country with high/low* HDI. The sponsor of your research wants 
you to answer a few questions before releasing funding. Link to global HDI map: 
2016un hdi 
*Respondents were randomly shown either high or low 
 
12) What methodology will you use to conduct your research? Assume you have 




13) Which of the following three techniques would you use to evaluate your research? 
 
Field Study 
Randomized control trial 




14) Given your research setting, will you focus on user-based metrics, technology-
based 





15) Related to the previous question, what are the main metrics you plan to use while 
evaluating the efficacy of your research? 
 
 
16) How long do you expect the research process to take? 
 
 
17) How long do you expect the evaluation process to take? 
 
