Abstract. This paper presents mathematical and computer tools for the evaluation of data overheads 1n message streams considering a two-stage framing and a retransmission protocol for error correction: a typical case of IBM-SNA with SDLe. The paper also describes an application that illustrates the use of the tools and that shows how the various factors affecting the overheads can be balanced, so that minimum overheads and consequently maximum throughput can be achieved. The general approach used in the paper would help in the future evaluation of data overheads for other framing and transmission systems.
Introduction
In data networks. data overheads represent one part of the cost paid for controlling the operations of such networks. One research objective associated with data overheads has been the evaluation of the size of data packets transmitted through the network for the purpose of reducing the effect of the overheads on network utilization. Important examples of research work related to this objective include the work reported by Majithia and Bhar [1] , and the work reported by Schwartz [2] .
Majithia and Bhar studied the optimum fixed packet size that minimizes the 42 lmad AI-Sughaiyer, et al. proportion of overheads in the transmitted data, considering operational overheads resulting from the network operations, and blank padding overheads resulting from increasing the bits of smaller packets to reach a specific fixed size. Schwartz reported work concentrated on finding the optimum packet size that maximizes network throughput considering network operational overheads, and the retransmission overheads resulting from the retransmission of packets received in error [1, 2] .
The aim of the work presented here is to evaluate the data overheads resulting from a two stage framing of messages and retransmission against the framing sizes, and the bit error rate: BER. This is a typical case in SNA (IBM System Network Architecture) where framing is done for both: the application buffer: AB, and the Request/Response Unit: RU, with error control using retransmission according to SDLC (Synchronous Data Link Control) [3] . This helps the management of networks based on SNA, (or based on similar principles) such as our GULFNET (the research computer network of the Gulf Cooperation Council Countries), in making decisions about AB and RU sizes under different circumstances. The work involves the derivation of a general model that enables the required evaluation; the development of computer tools for the use of the model; and the investigation of case-studies with simulated streams of messages for the development of results and the derivation of conclusions.
A General Model
The aim of the general model is to represent three stages of adding data overheads to each originated data message of a message stream. The first stage divides each data message into units of a specific size (in SNA this is the Application Buffer size: AB bits). The resulting units will be of equal size (AB) except for the last unit which would be a fraction of that equal size. Overheads will then be added to each unit before introducing it to a second framing stage.
The second framing stage divides the data units resulting from the first stage, together with the firt stage overheads, into new units of a new size (in SNA this is the RequestlResponse Unit size: RU bits). The resulting units will be of equal size (RU) except for the last new units which will be a fraction of that equal size. More overheads are then added to each new unit before transmitting them through a specific network link.
In the transmission of the new units, together with their overheads, transmission errors may occur; and this would usually cause the retransmission of the units received in error depending on the error control protocol used (SNA uses SDLC with "GO-Back-N" protocol) [3] . Such retransmission can be viewed as additional data overheads. The three stage overheads described above have been fonnulated within a general model; and this fonnulation is presented in the following.
• Figure 1 • Figure 2 represents the second stage framing of the units resulting from the first stage~ and Table 2 describes the factors associated with the input stream of this stage, the RU framing, and the overheads.
• Table 3 • Table 4 describes the overheads ratio that can be used for the evaluation of the overheads considered.
Computer Implementation
For the evaluation of the overheads described above, for various case studies, using the developed model, a computer program, that implements the model has been derived. The program:
• accepts simulated message streams, or practical streams collected from previous experience;
• performs the first and the second stage framing. as well as the transmission stage considering the various corresponding overheads; and • evaluates the overheads against the various factors considered including: the characteristics of the message stream, the AB size, the RU size. the retransmission protocol used, and the bit error rate. Figure 3 gives a general flowchart that represents the basic tasks of the developed computer program.
As shown in Table 1 
As shown in Table 3 , for computing V3. H3 [i] for all messages needs to be computed. and this depends on the above mentioned factors, and on the retransmission rules of the data link protocol used. Table 6 shows how H3[i] can be computed for the case of SDLC with 'lGO-Back-N" protocol ( we consider that the frame in error and the next one will be retransmitted except for the last frame).
Pradical Investigations
The practical investigation presented here considers the question of how the overheads ratio (R ) changes with the change of the values of the main parameters considered including: The message stream (messages of random length M [i ] , where i is a counter for N messages); the size of the first framing stage (AB); the size of the second framing stage (RU ); and the probability that a bit is in error (p ). This helps in providing guidelinesfor choosing suitable values for AB and RU • so that the o\"erheads ratio can be minimized for given message streams and expected Iral1smissioll errors. Using this (for our purpose in GULFNET) would improve network throughput.
For the investigation described below, the message stream is simulated considering the message lenglh to be of exponential distribution with an average message length that can be given as an input parameter For the simulation of the stream the work given in [4] has been used.
AB. h1. RU, h2. q, andth. • Figure 4 shows the change of R versus the change of R U for different values of AB, assuming one given value for p and another for M .
lmad AI-Sughaiyer. et uf. Length of overheads for the input stream resulting from Mlil (bits)
Total oVerheads for the message stream. (bits)
• Figure 5 is similar to Figure 4 , but for another value of M . This illustrates the effect of changing the value of M on the other factors. The probability that a bit is correct.
The probability that a bit IS incorrect Tile probability thai a frame of size' size" IS correct
The probability that a frame of size' size' is incorrect R :;;
• Figure 6 is similar to Figure 5 , but for another value of p . This illustrates the effect of changing the value of p on the other factors. 
RU size (bits) .0 0 It illustrates that minimum overheads can be achieved when RU is greater than a certain limit. This limit changes according to the value of A B. 
and limited BER
(p = 10-5 ). As in Figure 4 , smaller values of R U cause high R, and minimum R is achieved when R U increases beyond a certain limit. Unlike the case of Figure 4 , it is noticed that when AD increases (larger than M ) minimum R is achieved at a single value of R U instead of large scale of values. The above figures illustrate how the overheads can be evaluated under different conditions. The developed program aJlows future evaluations for given empirical data for both; message streams and DER. This would he]p deriving AD and R U values that minimize the overheads ratio and consequently maximize throughput. 
Conclusions
The work presented in this paper has analyzed the data overheads problem for a message stream considering a two-stage framing together with a data link (retransmission) protocol: a typical case of IBM·SNA with SOLe (used in GULFNET). A computer program for the implementation of the analysis have been developed, and used for a given case study. The work illustrates how the various factors involved can be balanced. under different circumstances. so that overheads can be minimized. The general approach used would be useful, to researchers in the field. in the evaluation of data overheads for other network architectures, with different framing and different control of transmission errors.
