ABSTRACT. Using contour deformations and integrations over modular forms, we compute certain Bessel moments arising from diagrammatic expansions in two-dimensional quantum field theory. We evaluate these Feynman integrals as either explicit constants or critical values of modular Lseries, and verify several recent conjectures of Broadhurst.
d t, where the non-negative integers α, β, ν, a, b, n are chosen to ensure convergence of the corresponding integrals. The Bessel moments JYM's are useful auxiliary tools for computing IKM's in two-dimensional QFT. Furthermore, the IKM's also show up in the finite part for renormalized perturbative expansions of four-dimensional QFT: for example, IKM(1, 5; 1) and IKM(1, 5; 3) are part of the 4-loop contributions (from 891 Feynman diagrams) to electron's magnetic moment [26, (19) and Fig. 3 (a)(a ′ )], according to the standard formulation of quantum electrodynamics (four-dimensional QFT).
The mathematical understanding of JYM(α, β; ν) for α + β ≥ 5 and IKM(a, b; n) for a + b ≥ 5 is relatively scant. While numerical experiments have suggested a rich collection of identities relating various cases of IKM(a, b; 1) (each of which corresponding to a Feynman diagram containing b − 1 loops) to special values of certain Hasse-Weil L-series for a + b ∈ {5, 6, 7, 8} [10, 12, 19] , most of these conjectural evaluations are heretofore unproven.
In our recent work [43] , we have shown that 
Statement of results and plan of proof.
In this article, we supplement our previous work with complex analysis and modular forms, which are two powerful devices that not only produce new algebraic relations among different IKM moments, but also connect Feynman diagrams to special L-values and Kluyver's "random walk integrals" JYM(n, 0, 1), n ∈ Z ≥5 [24, 8, 7] .
The layout of this paper is described in the next four paragraphs.
Beginning with a brief survey of the analytic properties for (modified) Bessel functions in §2.1, we introduce Wick rotations, which are contour deformations that allow us to convert IKM problems into JYM problems, in §2.2. We demonstrate the usefulness of Wick rotations by a very short (yet self-contained) proof of the closed-form evaluation of a Bessel moment d u for x > 0. It is worth noting that nearly a decade had elapsed between the original proposal [1, 25] of (1.2.1) and its first rigorous (and highly technical) verification [4, 31] . Our simplified proof of (1.2.1) draws on its connection to a "random walk integral" JYM(5, 0; 1).
In §3, we push the evaluation of (1. [25] . (Here, the rigorous evaluation of the top-right entry IKM(1, 4; 3) was previously unattested in the literature.) We accomplish this by using a modular function of level 6 ( §3.1) that parametrizes a Picard-Fuchs differential equation of third order ( §3.2) attached to a family of K 3 surfaces formerly studied by Bloch-Kerr-Vanhove [4] and Samart [31] . In addition to proving (1.2.2) in §3.3, we work out the Eichler integral representations of IKM(1, 4; 1), IKM(1, 4; 3) and IKM(1, 4; 5), which involve contour integrals over certain holomorphic modular forms.
We devote §4 to the verification of the following integral formulae [conjectured in 12, (109)-(111)]:
where
is a weight-4 modular form defined through the Dedekind eta function
To prove these formulae relating Bessel moments to critical L-values (a special L-value L( f , s) is said to be critical if s is a positive integer less than the weight of the modular form f ), we use modular parametrizations of Hankel transforms and the Parseval-Plancherel identity. In §5, we fully exploit the techniques developed in the previous two sections, and confirm the following identities [cf. 12, (143)-(146)]:
which involve a weight-6 modular form Broadhurst has recently proposed a vast set of conjectures [19, 12, 13, 14, 15, 16, 17, 18] connecting Feynman diagrams to special values of Hasse-Weil L-functions, whose local factors arise from Kloosterman sums [12, § §2-6] . Our current work only touches upon IKM(a, b; 1) for a + b ∈ {5, 6, 8}, where the corresponding L-series are modular. It is our hope that, by verifying a small subset of Broadhurst's thought-inspiring conjectures about Bessel moments, we could make first steps towards an arithmetic understanding of these important mathematical constants deeply embedded in fundamental laws of nature, viz. quantum electrodynamics. On one hand, we have Feynman diagrams realized as motivic integrals, whose cohomology belongs to the realm of algebraic geometry; on the other hand, these Feynman integrals also evaluate to arithmetic objects, such as Eichler integrals and special L-values, whose symmetries embellish modern number theory.
BESSEL FUNCTIONS AND THEIR WICK ROTATIONS
2.1. Some analytic properties of Bessel functions. For ν ∈ C, −π < arg z < π, the Bessel functions J ν and Y ν are defined by
which may be compared to the modified Bessel functions I ν and K ν :
Hereafter, the fractional powers of complex numbers are defined through w β = exp(β log w) for log w = log |w| + i arg w, where | arg w| < π.
We will also need the cylindrical Hankel functions H
0 (z) = J 0 (z) − iY 0 (z) of zeroth order, which are both well defined for −π < arg z < π. In view of (2.1.1) and (2.1.2), we can verify
as well as
As |z| → ∞, −π < arg z < π, we have the following asymptotic behavior:
The asymptotic behavior of
0 (z)]/2 can be inferred accordingly.
Contour deformations for Bessel moments.
In the next lemma, we present a mechanism that generates cancelation formulae for JYM. Special cases of this lemma (involving four Bessel factors) have already appeared in [42, §2] .
Proof. As the integrand goes asymptotically like O(z ℓ−(m+n)/2 e i(n−m)z ) for Im z > 0, |z| → ∞, we can close the contour in the upper half-plane with the help of Jordan's lemma.
Remark Noting (2.1.4) and J 0 (−x) = J 0 (x), we may reformulate (2.2.1) as
which is a more convenient form to be used later.
In addition to closing the contour upwards (Lemma 2.2.1), sometimes we also need to turn the contour 90
• clockwise, from the positive imaginary axis to the positive real axis. This trick is known as Wick rotation in QFT. Instead of stating and justifying the general procedures for Wick rotations, we illustrate with a concrete example that relates IKM(1, 4; 1) to a well-studied integral in probability theory. 
Theorem 2.2.2 ("Tiny nome of Bologna"). We have
The domains of the mappings in (3.1.3) are proper subsets of the fundamental domain for Γ 0 (6) +3 , so these mappings are necessarily injective. Furthermore, by the second line in (3.1.2), these mappings are continuous real-valued functions defined on path-connected sets, so these injective mappings must also be monotone along the respective paths, and their continuous images are also path-connected. Consequently, the modular function X 6,3 induces bijective mappings from these two domains to their respective ranges, and the extent of the latter is inferred from the "boundary values" of the function X 6,3 at the extreme points of the domains of definition.
As a demonstration for the relevance of modularity in our studies of Bessel moments, we recall some known results from [30, 8] , in slightly reorganized form. In particular, we will use the [20, (2.5) ] for a modular form of weight 2 on Γ 0 (6) +3 . Proposition 3.1.2 (Bessel moments as modular forms). For z/i > 0, we have 
By termwise summation, we see that
1, 1
is valid for x sufficiently small. Parametrizing the right-hand side of the equation above with modular forms (see [20, (2.8)] or [8, (4.13) ]), we observe that (3.1.5) holds when Im z is sufficiently large and positive. By analytic continuation, the validity of (3.1.5) extends to the entire positive Im z-axis, from which
3 maps bijectively to x ∈ (0, ∞).
Performing further analytic continuation on (3.1.5), we arrive at (3.1.6). Here, according to Lemma 3.1.1, we know that
, ∞ bijectively to x ∈ (0, 2). The integral identity in (3.1.7) paraphrases [8, (4.16) ]. (A special case of this modular parametrization led to a closed-form evaluation of the "random walk integral" 
Symmetric squares and Eichler integrals.
Central to the studies of Bloch-Kerr-Vanhove [4] and Samart [31] was the following motivic integral:
and the geometry for the family of K 3 surfaces that compactify the locus of (
) − u = 0 and resolve singularities. Inspired by their analysis, we give a modular parametrization of I (u) for u ≤ 16. In [4] and [31] , the authors parametrized the Feynman inte-
6 , and needed sophisticated computations at the CM point z * = −3+i 15 24 where u(z * ) = 1. In what follows, we will use a different modular parametrization (Lemma 3.2.1) to facilitate the representation of Bessel moments via Eichler integrals (Proposition 3.2.2).
Lemma 3.2.1 (Jacobian for a modular function). The modular parametrization
With q = e 2πiz , we have the following asymptotic behavior
near the infinite cusp (z → i∞, q → 0).
Proof. We can verify the following identity
by showing that the ratio between both sides defines a bounded function on the compact Riemann surface X 0 (2) = Γ 0 (2)\(H ∪ Q ∪ {i∞}), and that this ratio tends to 1 as z approaches the infinite cusp. Employing an identity due to Chan-Zudilin [20, (4. 3)], we rewrite (3.2.5) as
Meanwhile, a cubic transformation brings us [20, second equation below (4. 
Proposition 3.2.2 (Eichler integral representation of
, ∞ , we have
which parametrizes
. Moreover, the equation above remains valid
, corresponding to x ∈ (0, 2); and for z = Proof. Unlike the expressions
2), which are annihilated by the Picard-Fuchs operator [8, (2.6 ) and (2.7)]
For a solution to the homogeneous equation
3 leaves us general solutions in the form of
where the constants c 0 , c 1 , c 2 can be determined by the behavior of f (x) in specific contexts. We have the simple functional form in (3.2.10) because the operator A 4 is a symmetric square [8, Remark 4.6] and the corresponding family of K 3 surfaces ( 
Here, we determine the normalizing constant κ = 1024i/π 3 for the Wrońskian
by choosing a basis
differentiating in x with the help of (3.2.4) in Lemma 3.2.1 for small values of q = e 2πiz → 0, and extracting the leading coefficient in the q-expansion
]. Then, we simplify the integral representation of a particular solution [cf. 4, (2.3.8)]
(3.2.16)
3 , we see that the general solution f (X ) to the inhomogeneous equation
Since Z 6,3 (z) → 1 as z → i∞, we must have
for our Eichler integral representations of Bessel moments. When z/i > 0 or z = , according to Chan-Zudilin [20, (3. 3) and (3.5)], we have 
so we have a weight-4 modular form
as given in the integrands of (3.2.6) and (3.2.7). In addition to a routine analytic continuation, we need to check two more things for the extension of our modular parametrization to x ∈ [2, 4] . First, we show that the modular function
6 is real-valued along the geodesic
From an analytic continuation of the last line in (3. . As we have closed-form evaluations of
and their derivatives at this specific CM point in Table I , the remaining challenge resides in the computation of the Eichler integral
along with its derivatives
. Meanwhile, special values of higher-order derivatives, such as 
Proof
in Table I .
, we need to consider
Integrating by parts, we obtain
Using the Wrońskian relation I 0 (t)K 1 (t) + I 1 (t)K 0 (t) = 1/t, we get
At the point z = where X 6,3 (z) = − 1 64 , we differentiate both sides of
in z, to deduce, respectively,
and given in (3.3.7). Lemma 3.3.2 (A special value of E ′′ (z)). We have the following identity: 
Integrating (3.1.7), namely
over the differential d X 6,3 (z), we identify the left-hand side of (3.3.14) with is the "Bologna constant".
Proof. As we twice differentiate (3.3.11) with respect to z, and set X 6,3 (z) = − 1 64 afterwards, we obtain a formula
where the subscripts for X 6,3 and Z 6,3 are dropped, and the argument z = is suppressed throughout, to save space. Substituting known results from Table I (9) ], whose modular parametrization will be our major concern.
Lemma 4.1.1 (Some Wick rotations). (a)
The following identities hold:
Proof. (a) As in the proof of Theorem 2.2.2, we compute 2
where J = J 0 (x), Y = Y 0 (x) in the last step. Applying Lemma 2.2.1 to
we arrive at (4.1.1). The proof of (4.1.2) is essentially similar. (b) By Jordan's lemma, we can justify the following Wick rotation for x ∈ [0, 1): 
so the claimed identity is proved. (c) To show (4.1.4), simply take a Wick rotation:
where we use the abbreviation J = J 0 (t), Y = Y 0 (t) as before. For (4.1.5), Wick rotation alone brings us
In the meantime, we extend the technique in Lemma 2.2.1 to
The equation above allows us to eliminate the term ∞ 0 Y 0 (xt)JY 2 t d t from (4.1.11) and arrive at the right-hand side of (4.1.5). 
(4.1.14)
In order to recast the left-hand sides of the equations above into Eichler integrals, we need to represent the Hankel transforms h(x) and h(x) as modular forms.
Proposition 4.1.2 (Modular parametrizations of two Hankel transforms). (a)
For x > 0, we have a hypergeometric evaluation
which can be parametrized as
where θ(z) := n∈Z e πin 2 z is one of Jacobi's elliptic theta functions ("Thetanullwerte"), and w = − 
where w/i > 0; for x ∈ (1, 3), the function p 3 (x)/x can be parametrized as
where w = (1 + e iϕ )/6, ϕ ∈ (0, π); for x > 3, we have p 3 (x)/x = 0.
Proof. (a) For sufficiently small x, we have
by the Wick rotation in (4.1.3) and an analytic continuation of the hypergeometric representation for
in the following hypergeometric identity [3, Chap. 33 by showing that the ratio between the two sides defines a bounded function on X 0 (3) = Γ 0 (3)\(H ∪ Q ∪ {i∞}), and that the leading order q-expansions of both sides agree. 1.25) and the last expression can be reduced by an identity regime. The precise prefactor can be determined by asymptotic analysis of p 3 (x)/x and q-expansion of the modular form. This proves (4.1.18).
For x > 3, one can prove
by extracting the real part from the following Wick rotation:
Alternatively, one may invoke the probabilistic interpretation of
Remark The modular parametrizations in the proposition above are foreshadowed by the following formula (see [36, §13.46 
Formally, we may regard (4.1.16) as an analytic continuation of the identities above, along with a modular transformation corresponding to (4.1.20).
Remark It is also possible to parametrize the aforementioned Hankel transforms without using Jacobi's theta functions. For example, after comparing the Taylor expansion of p 3 (x), 0 ≤ x < 1 due to Borwein-Straub-Wan-Zudilin [6, (3.2) ] to Zagier's Apéry-like recurrence (Case C) [38] , we arrive at
for w/i > 0, which is an alternative formulation of (4. In addition to the usual Hankel transform + i y for y > 0, and
for w/i > 0 and w
4 s 3,k − 2(5k 2 + 20k + 21)s 3,k+2 + 9s 3,k+4 = 0 both hold for non-negative integers k. As a result, the function
is annihilated by the differential operator
and we have an inhomogeneous differential equation
Meanwhile, differentiating under the integral sign and integrating by parts [cf. 35 , §9], we can verify that
In view of the analysis above, the left-hand side of (4.1.31) must be equal to
where k 0 and k 1 are constants.
, and
immediately. Superimposing with (4.1.16), we obtain
which analytically continues to
for w/i > 0. Taking the w → i0 + limit, and recalling the evaluation 
2 t d t is continuous with respect to x ∈ (0, 3), and the right-hand side of (4.1.32) is smooth in a neighborhood of i0 + . Therefore, the validity of (4.1.32) extends to the geodesic w = (1 + e iϕ )/6, ϕ ∈ (0, π), by analytic continuation.
Adding up (4.1.4) and (4.1.5), we derive (4.1.33) from (4.1.32).
Eichler integrals via Hankel fusions.
We can now use the modular parametrizations in Proposition 4.1.2 to fuse Hankel transforms into Feynman integrals involving 6 Bessel factors, as planned in (4.1.14).
Proposition 4.2.1 (Eichler formulation of IKM(2, 4; 1)). We have
Proof. By the Parseval-Plancherel theorem for Hankel transforms, we have
Here, for τ = 2 − Proof. Applying the arguments in the last proposition directly to (4.1.17) and (4.1.18), we obtain 2.6) where the second integral runs along the semi-circular path w = (1 + e iϕ )/6, ϕ ∈ (0, π). Before arriving at the expression in (4.2.5), we need to perform modular transformations on the last integral.
Towards this end, we recall from Chan-Zudilin [20] that the group Γ 0 (6) +2 = 〈Γ 0 (6), W 2 〉, constructed by adjoining W 2 = 1 2 2 −1 6 −2 to Γ 0 (6), enjoys a Hauptmodul
and a weight-2 modular form
With these notations, we see that
is a modular form of weight 4 on Γ 0 (6) +2 . In particular, we have
Consequently, a variable substitution w = W 2 z brings us 2.10) thereby completing the proof.
David Broadhurst considered the following modular form of weight 4 and level 6 
Lemma 4.2.4 (Hilbert cancelation)
. Consider a continuous function F(t), t > 0, whose KramersKronig transform
is well-defined, and has the following asymptotic behavior:
Proof. According to the asymptotic behavior of K F, we have a vanishing identity for all x > 0:
Here, the contour can be closed upwards, thanks to Jordan's lemma. As Im τ → 0
+
, we have the following Plemelj jump relation for ξ ∈ (−∞, 0) ∪ (0, ∞): 
Now we compute
The last contour integral is indeed vanishing, because the integrand remains bounded as τ → i0 + , and we can close the contour upwards, according to the asymptotic behavior of the KramersKronig transform K F. Proof. The first equality in (4.2.25) has been proved in [43, Lemma 3.1] , as a special case (m = 3, n = 1) of (1.1.1). The last equality comes from the definition of L-functions via Mellin transforms of cusp forms. The rest of this proof will revolve around the second equality. We combine (4.1.16) with (4.1.31), and carry out computations as in Proposition 4.2.1, to arrive at
Theorem 4.2.5 (Sunrise at 4 loops). We have
Here, we have used the Parseval-Plancherel identity
and the Hilbert cancelation 
Again, a variable substitution w = W 2 z gives rise to
Thus, we have
by cancelation of Eichler integrals. We can rewrite the equation above as IKM(1, 5; 3) and IKM(2, 4; 3) ). and noting that B 3 g(u) = 0. We can subsequently deduce Broadhurst's integral representation for IKM(1, 5; 3) from Hankel fusion and a vanishing identity for F(t) = I 0 (t)[K 0 (t)] With the modular parametrization in (3.1.5), and the Jacobian in (3.2.3), we transition from an integration over the variable x ∈ (0, ∞) to its counterpart over the variable z on the Im z-axis. Accordingly, we see that 
