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5Введение
Пуассоновский процесс с современной точки
зрения относится к классу точечных случайных
процессов (см., например, [1] или, с общих пози
ций, [2]). Точечные процессы применяются в ста
тистике для моделирования пространственных
(spatial) данных в таких разных областях, как лес
ное хозяйство, сейсмология, эпидемиология, ас
трономия, материаловедение и т. д. Многочислен
ные примеры можно найти, например, в [3–5].
Процессы, заданные на вещественной прямой
R, представляют удобный для исследования важ
ный частный случай, поскольку данные естествен
но упорядочены и полностью характеризуются ин
тервалами между случайными точками, которые
обычно интерпретируются как события, а веще
ственная полупрямая R+ – как время. Такие про
цессы были изучены первыми, в связи с потребно
стями исследования телекоммуникационных си
стем. В настоящее время с их помощью моделиру
ются, к примеру, поступление сообщений в сетях
связи, потоки задач в сетях ЭВМ, приход клиентов
в страховых компаниях или банках, поступление
нервных импульсов на нейроны в нейрофизиоло
гии, потоки частиц в физических экспериментах и
т. п. В одномерном случае условная интенсивность
процесса λ(t) определяется следующим образом: 
где m(t,Δt/Ht) – условное
среднее число событий, произошедших на интер
вале [t,t+Δt], Ht – история процесса до момента
времени t. Для пуассоновского процесса этот пре
дел всегда существует, не зависит от Ht и является
исчерпывающей характеристикой. Отсутствие по
следействия и ординарность являются характери
стическими свойствами пуассоновского процесса,
названного так по имени французского математика
С. Пуассона (1781–1840). Этот процесс принадле
жит к семейству марковских процессов с непре
рывным временем и является простейшим приме
ром процессов размножениягибели (процесс чи
стого размножения). Отметим также, что пуассо
новский процесс является одним из наиболее из
вестных процессов Леви, столь популярных в фи
нансовом анализе. В случае λ(t)≡λ, процесс являет
ся стационарным и называется обычно простей
шим потоком событий.
Множество работ посвящено параметрическо
му оцениванию функции интенсивности пуассо
новских потоков. В [6] рассмотрены байесовский,
наименьшего расстояния, максимального правдо
подобия критерии, в обзоре [7], делающем ударе
ние на оценках максимального правдоподобия,
подчеркиваются недостатки этих оценок, связан
ные со сложностью их структуры и неустойчиво
стью вычислительных процедур. В работах
[6, 8–10] предложены различные непараметриче
ские методы. Сходимость в среднеквадратическом
не рекуррентной ядерной оценки показана в [11].
1. Постановка задачи
Итак, пусть {ti, i=
⎯
1,N
⎯
, 0≤ti≤T} – реализация пу
ассоновского потока событий с переменной интен
сивностью λ(t) на временном интервале [0,T], здесь
0
( , / )( ) lim ,t
t
m t t Ht
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λ
Δ →
Δ= Δ
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N – случайная величина, равная количеству собы
тий, наступивших на интервале [0,T]. Распределе
ние величины N задается выражением
В качестве оценки нормированной интенсив
ности возьмем статистику
(1)
где последовательность чисел {hi>0}↓0, причем
ihi→∞, ядро K(.) – финитная на отрезке [–T,T]
функция. В случае N=0 положим SN=0. Здесь в от
личие от статистики (1) в [11] параметр размытости
hi подбирается для каждого наблюдения, что и по
зволяет находить оценку рекуррентно. Рекуррент
ная форма оценки дает возможность производить
вычисления в режиме реального времени, что осо
бенно важно при необходимости обрабатывать
большие массивы быстро поступающей информа
ции и выдавать результат в любой требуемый мо
мент. Такая ситуация часто возникает, например,
при текущем анализе финансового рынка. Подчер
кнем, что оценивание интенсивности производит
ся по единственной реализации процесса (в отли
чие от, к примеру, [5]).
Покажем сходимость в среднеквадратическом
статистики (1) к значению λ(t)/Λ(0,T). Особенно
стью статистики (1), существенно усложняющей
исследование свойств оценки по сравнению с
классическими ядерными оценками плотности,
является то, что объем выборки в данном случае
является случайной величиной, и усреднение при
ходится вести по совместному распределению мо
ментов наступления событий {ti} и количества со
бытий N на интервале [0,T]. Поскольку среднее чи
сло событий на [0,T] равно Λ(0,T), асимптотика
понимается либо в смысле T→+∞ [9], либо λ→+∞
[12], причем в последнем случае используется мо
дель схемы серий. Использование схемы серий в
такой ситуации является классическим приемом
(см., например, [13. С. 98]).
Будем рассматривать асимптотическое поведе
ние статистики (1) в следующей схеме серий. Пусть
на интервале [0,T] производятся серии измерений,
причем в nой серии интенсивность потока
λn(t)=nλ(t) и значение нашей статистики
(2)
где Nn – количество наблюдений в nой серии, tm –
моменты наступления событий в nой серии, по
следовательность (hin)→0 при n→∞, т. к. интенсив
ность потока и, следовательно, среднее число на
блюдений на интервале [0,T] неограниченно возра
стают с ростом номера серии.
2. Сходимость в среднеквадратическом ядерной 
рекуррентной оценки функции интенсивности
Исследуем поведение (2) при n→∞.
Теорема 1. Если ядро K(u) ограничено на [–T,T], 
причем функция
λ(.) непрерывна в точке t∈(0,T) и Λ(t,T)≠0; после
довательность (hin) монотонна по i и удовлетворяет 
условию где C – не
которая константа, то
Доказательство. Обозначим pi(x/n) – условную
плотность распределения ti при условии, что 
Тогда среднее значе
ние
(3)
Множитель появляется, потому что
мы предполагаем, что на отрезке произошло, по
крайней мере, одно событие (1–e–Λ(0,T) – соответ
ствующая вероятность). Учитывая равенство
и ограниченность ядра, нетрудно видеть, что ряд в
(3) абсолютно сходится.
Поскольку последовательность {hi>0}↓0, без
ограничения общности можно считать
hi<min(t/T,1–t/T) ∀i. Сделаем в интегралах (3) за
мену переменной, учитывая K(u)=0 ∀u∉[–T,T],
получим
В силу непрерывности функции λ(.) в точке t
при достаточно малых hin (или, что эквивалентно,
при достаточно больших n или i) справедливо ра
венство λ(t–hinx)=λ(t)+C~hinx, где C~ – некоторая
константа, поэтому
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Покажем, что тогда, очевидно,
lim
n→∞ Ln
0=0, и теорема будет доказана.
Воспользуемся биномиальным разложением
По теореме о среднем значении 
где r – некоторая константа. Таким образом,
(4)
где
(5)
Покажем, что lim
n→∞ e
–nΛ(0,T)Δn=0. Рассмотрим пове
дение нетривиального первого слагаемого в этом
пределе в соответствии с (5). Сделав элементарные
преобразования и замену индексов, получим
(6)
поскольку
(7)
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Итак,
Теорема доказана.
Теорема 2. В условиях теоремы 1, если 
статистика Sn сходится в среднеквадратическом (в
предложенной схеме серий) к λ(t)/Λ(T), т. е.
Доказательство. Совместное распределение
случайных величин ti, tj, N [12 ]:
Среднеквадратическое отклонение оценки Sn
где D(Sn) и b(Sn) – дисперсия и смещение оценки Sn
соответственно. В теореме 1 показано, что b(Sn)→0
при n→∞.
Пусть Ci(n)→1 при n→∞, i=1,2,3, учитывая, что
P(Nn≥2)→1 при n→∞, дисперсию оценки Sn можно
записать следующим образом:
(8)
Выделяя во втором слагаемом главную часть
тем же методом, как и в (4), получим, что при n→∞
оно сходится к учитывая, что, согласно
полиному Ньютона,
Итак, асимптотическое поведение D(Sn) опре
деляется первым слагаемым в (8), и для доказатель
ства теоремы необходимо показать, что
e nΛ(0,T)=O(Qn),
где
при n→∞. Нетрудно видеть, аналогично (4), что
Далее,
где Ei(n) – интегральная экспонента, γ – постоян
ная Эйлера, lim
n→∞ Ei(n)e
–n=0 [14].
Следовательно, lim
n→∞ Qn
(1)e–nΛ(0,T)=0. Аналогично
преобразованиям (6) получаем, что модуль главной
части Qn(2) не превосходит
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Так как (l+1)h(l+1)n→∞ при l→∞ ∀n, то
Учитывая (7), получаем, lim
n→∞ |Qn
(2)|e–nΛ(0,T)≤0. Теоре
ма доказана.
Поскольку, ввиду сложности получаемых выра
жений, главная часть асимптотической среднеква
дратической ошибки не найдена, нельзя дать тео
ретических рекомендаций по выбору параметров
размытости (hi) в (1). Из доказательства следует,
что скорость стремления смещения и дисперсии
оценки к нулю зависит, как обычно, от скорости
стремления соответственно (hi) к нулю и (ihi) к бес
конечности. Подробный список литературы по
выбору сглаживающего параметра при ядерном
оценивании плотности распределения можно най
ти, например, в [15]. В [16] приведены результаты
моделирования, в том числе и для пуассоновского
потока.
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