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Abstract
Consider a mean curvature flow of hypersurfaces in Euclidean
space, that is initially graphical inside a cylinder. There exists a pe-
riod of time during which the flow is graphical inside the cylinder of
half the radius. Here we prove a lower bound on this period depending
on the Lipschitz-constant of the initial graphical representation. This
is used to deal with a mean curvature flow that lies inside a slab and
is initially graphical inside a cylinder except for a small set. We show
that such a flow will become graphical inside the cylinder of half the
radius. The proofs are mainly based on White’s regularity theorem.
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1 Introduction
1.1 Overview
Setting Let t1 ∈ R and t2 ∈ (t1,∞]. Consider a (properly embedded)
mean curvature flow (Mt)t∈[t1,t2) in some open set U ⊂ Rn+k. By this we
mean the following: There exist a submanifold M of Rn+k and a smooth
function Ψ : [t1, t2) ×M → Rn+k such that Ψt := Ψ(t, ·) is an embedding
with Mt = Ψt[M ] for all t ∈ [t1, t2). Also Ψ satisfies
∂tΨ(t, p) = H(Mt,Ψ(t, p)) (1.1)
for all (t, p) ∈ (t1, t2) × M , where H denotes the mean curvature vector.
Furthermore we assume there exists an open set V ⊂ Rn+k with U ⊂ V ,
H n(V ∩Mt) <∞ and ∂Mt ∩ V = ∅ for all t ∈ [t1, t2).
Consider open sets Ω1 ⊂ Rn, Ω2 ⊂ Rk. The manifold Mt is called graph-
ical inside the cylinder Ω1 × Ω2, if there exists an ft : Ω1 → Rk such that
Mt ∩ (Ω1 × Ω2) = graph(ft). (1.2)
Let t0 ∈ [t1, t2), x0 ∈ Mt0 and  ∈ (0, 1). One can choose coordinates such
that x0 is the origin and the tangent space is Rn×{0}k. Parametrizing over
the tangent space yields an r > 0 such that Mt is graphical inside the open
cylinder Bn(0, 2r) × Bk(0, 2r) for all t ∈ [t0 − r, t0 + r] ∩ [t1, t2) and some
parametrization with sup |ft0 | ≤ r, sup |Dft0| ≤ . In particular (1.2) always
holds locally for small enough Ω1,Ω2. Note that lower bounds on r can be
related to curvature estimates on (Mt).
Problem 1 Consider a mean curvature flow (Mt)t∈[0,τ). Assume M0 is
graphical inside the open cylinder Bn(0, 2)×Bk(0, 2) for some graphical rep-
resentation f0. By continuity in t, Mt will remain graphical inside B
n(0, 1)×
Bk(0, 1) for t ∈ [0, κ) for some κ > 0. We are interested in lower bounds on
κ that only depend on n, k and lip(f0).
Problem 2 Again consider a mean curvature flow (Mt)t∈[0,τ). Assume M0
is almost graphical inside the open cylinder Bn(0, 2)×Bk(0, 2) and also lies
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in a narrow slab M0 ⊂ Rn × Bk(0, γ). By almost graphical we mean that
there exist an E ⊂ Bn(0, 2) and an f0 : Bn(0, 2) \ E → Rk such that
M0 ∩
(
(Bn(0, 2) \ E)×Bk(0, 2)) = graph(f0)
and E is small in some sense. We are looking for conditions on M0 and E
such that Mt is graphical inside B
n(0, 1) × Bk(0, 1) for t ∈ [, κ) for some
0 <  < κ ≤ τ .
Note that if lip(f0) is small, there already exist satisfying statements for
both problems, see below. Hence we are especially interested in the case
lip(f0) ∈ [1,∞).
History and known results The mean curvature flow was introduced by
Brakke [Bra78] in the setting of geometric measure theory. Starting with
Huisken’s work [Hui84] the smooth mean curvature flow came more into fo-
cus. Graphical mean curvature flow of hypersurfaces, was studied by Ecker
and Huisken in [EH89], [EH91]. Among other things, they proved a local
gradient bound [EH91, 2.1] and a local curvature estimate [EH91, 3.1, 3.2],
under the assumption that the flow is graphical over a period of time. These
estimates will be of importance for our results. Wang [Wan04] generalised
the estimates from Ecker and Huisken [EH91, 2.1, 3.1] to higher co-dimension
in [Wan04, 3.2, 4.1], where one additionally has to assume that the Lipschitz-
constant of the graphical representation is small. Wang observed, that such
an extra assumption should be necessary in view of the minimal cone con-
structed by Lawson and Ossermann [LO77, 7.1].
The local regularity theorem by White [Whi05] yields curvature bounds in
case the Gaussian density ratios are close to one. In particular it can be used
for initially not graphical mean curvature flows. Ilmanen, Neves and Schulze
used White’s regularity theorem to solve problem 1 if lip(f0) ≤ l0(n,k), see
[INS14, 1.5]. Changing the proof of [INS14, 1.5] a bit yields a solution to
problem 2, if one assumes slab-height γ, lip(f0) andH n(M0∩(E×Bk(0, 2)))
to be bounded by some γ0(,n,k).
Curvature bounds by Chen and Yin yield a solution to problem 1, if
sup |D2f0| ≤ K and sup |Df0| ≤ l1(K,n,k), see [CY07, 7.5]. Moreover
curvature bounds by Brendle and Huisken yield a solution to problem 1, if
‖f0‖C4 ≤ β0 for some constant β0, see [BH12, 2.2].
Results of the present article In case the co-dimension is one, we will
answer problems 1 and 2 without assuming small gradient of f0. Referring
to problem 1 we prove the following:
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Theorem 1. For every L ∈ (0,∞) exists an κL = κL(L,n) such that the fol-
lowing holds: Let (Mt)t∈[0,τ) be a mean curvature flow in Bn(0, 2)×B1(0, 2).
Suppose there exists an f0 : B
n(0, 2)→ R with lip(f0) ≤ L and sup |f0| ≤ 12
M0 ∩Bn(0, 2)×B1(0, 2) = graph(f0)
Set I := (0, κL) ∩ (0, τ). Then there exists a g : I ×Bn(0, 1)→ R with
Mt ∩Bn(0, 1)×B1(0, 1) = graph(g(t, ·))
for all t ∈ I. See also Theorem 3.1.1 for a more general version.
Remark. 1. The local estimates by Ecker and Huiksen [EH91, 2.1, 3.2(ii)]
yield estimates on |Dg| and |D2g|.
2. See Example (3.1.5) for a mean curvature flow that is initially graphical
inside Bn(0, 2) × B1(0, 2) with gradient 0, but becomes non-graphical
inside Bn(0, 2) × B1(0, 2) arbitrarily fast. Also the flow becomes non-
graphical inside Bn(0, 1)×B1(0, 1) after finite time.
3. It is not clear if the dependency of κL on L is necessary.
4. Also it is not clear, whether this result can be adopted to higher co-
dimension. In particular the cone constructed by Lawson and Osser-
mann [LO77, 7.1], has to be taken into account.
Referring to problem 2 we prove the following:
Theorem 2. There exists a κ2 = κ2(n) and for all L ∈ (0,∞),  ∈ (0, κ2)
exists a γ2 = γ2(L, ,n) such that the following holds: Let (Mt)t∈[0,τ) be a
mean curvature flow in Bn+1(0, 3). Assume
M0 ∩Bn+1(0, 3) ⊂ Rn ×B1(0, γ2).
Suppose there exist a closed subset E ⊂ Bn−1(0, 2)×B1(0, γ2) and a function
f0 : B
n(0, 2) \ E → R with lip(f0) ≤ L such that
M0 ∩
(
(Bn(0, 2) \ E)×B1(0, 2)) = graph(f0),
H n
(
M0 ∩
(
E ×B1(0, 2))) ≤ γ2.
Set I := [, κ2) ∩ (0, τ). Then there exists a g : I ×Bn(0, 1)→ R with
Mt ∩
(
Bn(0, 1)×B1(0, 1)) = graph(g(t, ·))
for all t ∈ I. See also Theorem 3.2.1 for a more general version, which
includes estimates for |g|, |Dg| and |D2g|.
Remark. As for Theorem 1 it is not clear, if the dependency of γ2 on L is
necessary and whether the result can be adopted to higher co-dimension.
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Outline of the proof of Theorem 1 First note that for arbitrary δ0 we
remain graphical inside Bn(0, 2− δ0)×B1(0, 2− δ0) for some period of time
[0, s0]. Let cL denote values that only depend on L and n. Suppose we
have graphical representation inside Bn(0, r) × B1(0, r) for some period of
time [0, s]. Using the curvature bound by Ecker and Huisken [EH91, 3.2(ii)]
we obtain that inside Bn(0, r −√s) ×B1(0, r −√s) the curvature of Ms is
bounded by (cL
√
s)−1. This lets us cover Ms with balls of radius cLl0
√
s,
such that we can parametrize over the tangent space inside each of this balls
with a parametrization with gradient smaller than l0. Here l0 denotes a
constant we obtain from the regularity result by Ilmanen, Neves and Schulze
[INS14, 1.5]. Hence we can use [INS14, 1.5] in each of the balls, to maintain
the graphical representation over the tangent spaces for a period of time
[s, (1 + cL)s]. Combining these graphical representations we see that Mt is
graphical inside Bn(0, r−√s)×B1(0, r−√s) for all t ∈ [s, (1 + cL)s]. Thus
we can maintain graphical representation inside a shrinking cylinder, where
the shrinking is controlled by L and n. This yields the result. Note that in
the process we use that the gradient is uniformly bounded by 4L, which is
provided by estimate [EH91, 2.1] from Ecker and Huisken.
Outline of the proof of Theorem 2 Using Theorem 1 we see that
for some small s1 ∈ (0, ) the manifold Ms1 is still almost graphical inside
Bn(0, 3
2
) × B1(0, 3
2
), where the possibly non-graphical part has increased to
some E˜×B1(0, 3
2
). By our initial assumptions we can boundH n(Ms1∩(E˜×
B1(0, 3
2
)) in terms of γ2. Also, in view of the slab condition, using the curva-
ture bound by Ecker and Huisken [EH91, 3.2(ii)] yields, that the gradient on
the graphical part of Ms1 is bounded in terms of γ2 as well. Thus choosing
γ2 small enough, we are almost in the situation to use the regularity result
by Ilmanen, Neves and Schulze [INS14, 1.5]. Modifying the proof of [INS14,
1.5] a bit, yields the result.
Organisation of the paper In section 1.2 the notation is introduced. This
is followed by recalling some basic properties and an application of White’s
regularity theorem in section 2.1. Then we show, in section 2.2, that the work
of Ilmanen, Neves and Schulze [INS14] already solves problems 1 and 2 in the
case of small gradient. This also yields a solution to problem 1 for bounded
curvature, presented in section (2.3). Afterwards we restrict ourselves to the
case of one co-dimension. In section 3.1 we prove Theorem 1, which solves
problem 1 for bounded gradient. Finally in section 3.2 we prove Theorem 2,
which solves problem 2 for bounded gradient.
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1.2 Notation and definitions
We set R+ := {x ∈ R, x ≥ 0}, N := {1, 2, 3, . . .} and (a)+ := max{a, 0} for
a ∈ R. We fix n,k ∈ N. Quantities that only depend on n and/or k are
considered constant. Such a constant may be denoted by C or c, in particular
the value of C and c may change in each line. We denote the canonical basis
of Rn+k and Rn by (ei)1≤i≤n+k and (eˆi)1≤i≤n respectively.
Let n, k ∈ N. Let A : Rn → Rk be linear. We denote by A∗ the adjoint
of A and write A(v) = Av. We consider the following norms
|A|2 := trace(A∗A) ‖A‖ := sup
v∈Rn\{0}
|A(v)||v|−1.
Let T be an n-dimensional subspace of Rn+k. Set T⊥ = {x ∈ Rn+k :
x · v = 0 ∀v ∈ T}. By T\ : Rn+k → T we denote the projection onto T , i.e.
if T = span(τi)1≤i≤n, T⊥ = span(νj)1≤j≤k then T\ is given by T\τi = τi and
T\νj = 0 for all 1 ≤ i ≤ n, 1 ≤ j ≤ k.
For R ∈ (0,∞) and b ∈ Rn we set
Bn(b, R) := {x ∈ Rn : |x− b| < R} , Bn(aˆ, 0) := ∅, Bn(aˆ,∞) := Rn,
For r, h ∈ [0,∞] and a = (aˆ, a˜) ∈ Rn × Rk set
C(a, r, h) := Bn(aˆ, r)×Bk(a˜, h), B(a, r) := Bn+k(a, r).
Consider an open subset Ω ⊂ Rn and t1, t2 ∈ R, t1 < t2. For a function
φ : (t1, t2) × Ω → R we denote by ∂tφ the partial derivative in time (in
(t1, t2)), by Diφ the partial derivatives in space 1 ≤ i ≤ n and set Dφ :=
(D1φ, . . . , Dnφ).
Submanifolds of Rn+k Let M denote an (n-dimensional, C2-regular) sub-
manifold of Rn+k. By this we mean that for each y ∈M there are open sets
U, V ∈ Rn+k with y ∈ U , 0 ∈ V and a diffeomorphism ψ ∈ C2(U, V ) such
that ψ(0) = y and
ψ(Ω) = M ∩ U, Ω := V ∩ Rn × {0}k.
For pˆ ∈ Ω and x = ψ(pˆ) we define
τi(pˆ) := Diψ(pˆ)
for 1 ≤ i ≤ n. The τi are linearly independent vectors spaning the tangent
space T(M,x) = TxM := span(τi(pˆ))1≤i≤n. The first fundamental form
g(pˆ) ∈ Rn×n is defined by
gij(pˆ) := τi(pˆ) · τj(pˆ).
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The inverse (g(pˆ))−1 always exists and its components will be denoted by
gij(pˆ). For φ ∈ C1(U,R) and X ∈ C1(U,Rn+k) we define
∇Mi φ(x) :=
n∑
j=1
gijDi(φ ◦ ψ)
∣∣∣
pˆ
· τj(pˆ), ∇Mφ(x) :=
n∑
i=1
∇Mi φ(x)τi(pˆ)
divMX(x) :=
n+k∑
i=1
(∇M(ei ·X(x))) · ei = n+k∑
i=1
(DX(x)τi(pˆ)) · τi(pˆ)
We define the second fundamental form A(pˆ) ∈ Rn×n×(n+k) by
Aij(pˆ) :=
(
T(M,x)⊥
)
\
DiDjψ(pˆ) ∈ Rn+k.
Moreover we define the mean curvature vector
H(M,x) :=
n∑
i,j=1
gij(pˆ)Aij(pˆ)
and the norm
|A(M,x)|2 :=
n∑
i,j,ı,=1
giı(pˆ)gj(pˆ)Aij(pˆ) · Aı(pˆ).
Note that these two quantities are both independent of the choice of ψ.
M induces a Borel measure on Rn+k via µM(A) := H n (M ∩ A) for all
A ⊂ Rn+k. For I ⊂ J ⊂ R, A ⊂ Rn+k, a family (Mt)t∈I of submanifolds and
a function φ : J × A → RN we set ∫
Mt∩A φ :=
∫
A
φ(t, x)dµMt(x), supposed
this expression exists. We will often just write µ or µt instead of µM or µMt .
Graphical submanifolds Let M be a submanifold of Rn+k. Consider the
special case
M ∩C(y,R,Γ) = graph(f)
for y = (yˆ, y˜) ∈ M , R,Γ ∈ (0,∞) and some f ∈ C2 (Bn(yˆ, R),Rk). The
first derivative of f is bounded by the tilt of the tangent space tilt(M, y) :=∥∥(Rn × {0}k)\ −T(M, y)\∥∥2 in the following way (see [All72, 8.9(5)])
tilt(M, y) ≤ ‖Df(yˆ)‖2 ≤ tilt(M, y)
1− tilt(M, y) . (1.3)
7
The second derivative of f is related to the curvature A in the following way
c
|D2f(yˆ)|2
(1 + |Df(yˆ)|2)3 ≤ |A(M, y)|
2 ≤ C|D2f(yˆ)|2. (1.4)
Consider F ∈ C2 (Bn(yˆ, R),Rn+k) given by F (xˆ) := (xˆ, f(xˆ)). We denote
by JF (xˆ) :=
√
DF (xˆ)TDF (xˆ) the Jacobian of F at xˆ. For a function φ :
C(y,R,Γ)→ RN we have∫
M∩C(y,R,Γ)
φ =
∫
F−1[M∩C(y,R,Γ)]
φ(F (xˆ))JF (xˆ)dL n(xˆ),
supposed this expression exists.
In the special case k = 1 the following holds: The normal space T(M, y)⊥
is spanned by the normal vector
ν(y) =
(−Df(yˆ), 1)√
1 + |Df(yˆ)|2 . (1.5)
The tilt is given by
‖(Rn × {0})\ −T(M, y)\‖2 = 1− (ν(y) · en+1)2 = |Df(yˆ|
2
1 + |Df(yˆ)|2 . (1.6)
Comments on the definition of mean curvature flow By the smooth-
ness of Ψ : [t1, t2) ×M → Rn+k, we mean that there exist t0 ∈ (−∞, t1),
Ω ⊂ Rn+k open and a Ψ¯ ∈ C∞((t0, t2) × Ω,Rn+k) such that M ⊂ Ω and
Ψ¯|[t1,t2)×M ≡ Ψ. In particular all Mt are smooth submanifolds of Rn+k and
all graphical representations are smooth as well.
Actually we only use Ψ is smooth on (t1, t2), Ψt1 is locally Lipschitz (sec-
tions 2.1 and 2.2) or C2 (sections 2.3, 3.1 and 3.2) and ∫
Mt1
φ = limt↘t1
∫
Mt
φ
for all φ ∈ C2c (Rn+k).
2 Arbitrary co-dimension
2.1 Local regularity
The following integrated version of the mean curvature flow equation (1.1) is
from Brakke [Bra78, 3.5]. For smooth mean curvature flow this follows from
the evolution equations by Huisken [Hui84, 3.6] (see also Ecker [Eck04, 4.6]).
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2.1.1 Proposition ([Bra78, 3.5]). Consider an open, bounded subset U ⊂
Rn+k and let t1 ∈ R, t2 ∈ (t1,∞]. Let (Mt)t∈[t1,t2) be a mean curvature flow
in U and φ ∈ C2 ((t1, t2)× Rn+k,R) with ∪t∈(t1,t2)Mt ∩ {φt 6= 0} ⊂ U . Then
for all s ∈ (t1, t2)
d
dt
∣∣∣∣
t=s
∫
Mt
φt =
∫
Mt
(
∂t
∣∣∣
t=s
φt + divMs(Dφs)− |Hs|2φs
)
, (2.1)
where φt(x) = φ(t, x).
The above Proposition shows that if (∂t − divMtD)φ ≤ 0, the Mt in-
tegral of φ is monotonically non-increasing. If a test function η satisfies
(∂t − divMtD) η ≤ 0, but does not have bounded support, we can use the
following Proposition to localize η. See also [Bra78, 3.6], [Eck04, 3.17] and
[EH89].
2.1.2 Proposition. Let % ∈ (0,∞), L ∈ [0,∞), t1 ∈ R, t2 ∈ (t1,∞],
y0 ∈ Rn+k and let (Mt)t∈[t1,t2) be a mean curvature flow in B(y0, %). Consider
a function η ∈ C0,1 ((t1, t2)×B(y0, %), [0, 1]) ∩ C2 ({η > 0}) which satisfies
(∂t − divMtD) η(t, x) ≤ 0, |∇Mtη(t, x)| ≤ L (2.2)
for all (t, x) ∈ (t1, t2) × B(y0, %) ∩ {η > 0} with x ∈ Mt. Define Υ ∈
C0,1 ((t1, t2)×B(y0, %), [0, 1]) by
Υ(t, x) :=
((
%2 − |x− y0|2
)
η(t, x)− (2n + L%)(t− t1)
)
+
.
Then for all t ∈ (t1, t2)
d
dt
∫
Rn+k
Υ3(t, x)dµt(x) ≤ 0. (2.3)
Proof. We may assume y0 = 0 and t1 = 0. SetM := {(t, x) ∈ (t1, t2)×Rn+k :
x ∈ Mt}. Note that Υ3 ∈ C2 ((t1, t2)×B(y0, %), [0, 1]) and {Υ > 0} ⊂ {η >
0} ∩B(0, %). Using divMt(x) = n, η ≤ 1 and (2.2) we can estimate
(∂t − divMtD) Υ3(t, x) ≤ 3Υ2
(
%2 − |x|2) (∂t − divMtD) η(t, x) ≤ 0
on M ∩ {Υ > 0}. Continuity of the derivatives of Υ3 implies that this
estimate holds on all of M . Also we know ∪t∈(t1,t2){Υ(t, ·) > 0} ⊂ B(0, %).
Using Proposition 2.1.1 then establishes the result.
In the very important special case η ≡ 1 and L = 0 the Υ from above
proposition will be called ϕ. This test function already appears in [Bra78,
ch.3].
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2.1.3 Definition. Let ρ ∈ (0,∞), x0 ∈ Rn+k, t0 ∈ R be fixed. Define
ϕρ ∈ C0,1
(
R× Rn+k) by
ϕρ(t, x) :=
(
1− ρ−2 (|x|2 + 2nt))
+
, ϕ(t0,x0),ρ(t, x) := ϕρ(t− t0, x− x0).
Applying Proposition 2.1.2 directly yields a monotonicity formula for ϕρ,
which implies an a-priori measure bound for balls.
2.1.4 Corollary ([Bra78, 3.7],[Eck04, 4.9]). Let % ∈ (0,∞), s1 ∈ R, s2 ∈
(s1,∞), y0 ∈ Rn+k and let (Mt)t∈[s1,s2) be a mean curvature flow in B(y0, %).
Then
d
dt
∫
Rn+k
ϕ3(s1,y0),%(t, x)dµt(x) ≤ 0
for all t ∈ (s1, s2). Also we have
H n
(
Mt ∩B(y0, 2−1%)
) ≤ 8H n (Ms1 ∩B(y0, %))
for all t ∈ [s1, s1 + (8n)−1%2) ∩ [s1, s2).
Proposition 2.1.2 also implies that a local height bound is maintained.
Though the bound is increasing linear in time.
2.1.5 Corollary. There exists a C ∈ (1,∞) such that the following holds:
Let R, r0 ∈ (0,∞), t1 ∈ R, t2 ∈ (t1,∞), x0 ∈ Rn+k and let (Mt)t∈[t1,t2) be a
mean curvature flow in B(x0, 2R). Suppose
Mt1 ∩B(x0, 2R) ⊂ C(x0, 2R, r0).
Then for all t ∈ [t1, t2) and r(t) := r0 + C(t− t1)R−1 we have
Mt ∩C(x0, R,R) ⊂ C(x0, R, r(t)).
Proof. We may assume t1 = 0, x0 = 0 and R = 1. Use Proposition 2.1.2
with % = 2, L = 2−1 and
η(t, (xˆ, x˜)) := 2−1 (|x˜| − r0)+ , ζ(x) := (4− |x|2)+.
Then by (2.3) we have∫
Rn+k
(ζ(x)η(t, (xˆ, x˜))− Ct)+ dµt ≤
∫
Rn+k
(ζ(x)η(0, (xˆ, x˜)))+ dµ0
By assumption the right hand side is zero. For x ∈ C(0, 1, 1) we have ζ ≥ 2,
hence by definition of η we obtain the result.
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The main ingredient to obtain graphical representation, will be White’s
regularity theorem [Whi05]. The version stated here follows from the proof
by Ecker [Eck04, 5.6] and Huisken’s monotonicity formula [Hui90, 3.1].
2.1.6 Definition. Let x0 ∈ Rn+k, t0 ∈ R be fixed. Define Φ(t0,x0) ∈
C∞ ((−∞, t0)× Rn+k) by
Φ(t0,x0)(t, x) := (4pi(t0 − t))−
n
2 exp
( |x− x0|2
4(t− t0)
)
.
2.1.7 Remark. We have
∫
T
Φ(t0,x0)(t, x)dH
n(x) = 1 for every n-dimensional
subspace T of Rn+k and all t ∈ (−∞, t0).
2.1.8 Theorem ([Whi05]). There exist C ∈ (1,∞) and d0 ∈ (0, 1) such that
the following holds: Let r0 ∈ (0,∞), t0 ∈ R, t1 ∈ (−∞, t0−8r20], t2 ∈ (t0,∞),
x0 ∈ Rn+k, R0 = C
√
t0 − t1 and let (Mt)t∈[t1,t2) be a mean curvature flow in
B(x0, R0). Suppose x0 ∈Mt0 and∫
B(x0,R0)
Φ(s,x)(t1, y)dµt1(y) ≤ 1 + d0 (2.4)
for all (s, x) ∈ [t0 − 4r20, t0]×B(x0, 2r0). Then
|A(Mt, x)| ≤ Cr−10 (2.5)
for all t ∈ [t0 − r20, t0] and x ∈Mt ∩B(x0, r0).
Proof. We may assume x0 = 0 and t0 = 0. Consider ρ :=
R0
4
. Note that
ρ = C
4
√−t1 ≥ 2r0, for C large enough. Consider arbitrary (s, x) ∈ [−4r20, 0]×
B(0, 2r0) and t ∈ [s− 4r20, s). We can estimate 2n(s− t1) ≤ 8nρ
2
C2
. This yields
sptϕ(s,x),ρ(t1, ·) ⊂ B(0, R0) and sup |ϕ(s,x),ρ(t1, ·)| ≤ 1 + d0, where we chose C
large enough depending on d0. Hence using (2.4) we can estimate∫
Mt1
Φ(s,x)ϕ(s,x),ρ ≤ (1 + d0)
∫
Mt1∩B(0,R0)
Φ(s,x) ≤ (1 + d0)2 ≤ 1 + 4d0.
Let t ∈ [s − 4r20, s), in particular t1 ≤ t. Hence Huisken’s monotonicity
formula [Hui90, 3.1] (see also Ecker’s localised version [Eck04, 4.8]) yields∫
Mt
Φ(s,x)ϕ(s,x),ρ ≤
∫
Mt1
Φ(s,x)ϕ(s,x),ρ ≤ 1 + 4d0.
Now we can proceed as in [Eck04, 5.6].
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2.2 Stay graphical for small gradient
Here we give the proof of Theorem 2.2.1, which is the local version of Theorem
1.5 from Ilmanen, Neves and Schulze [INS14, 1.5]. Basically this section is a
slight variation of section 9 of [INS14]. In particular we point out Proposition
2.2.2, which can be easily obtained from the proof of [INS14, 1.5]. For the
convenience of the reader we include all the details.
2.2.1 Theorem ([INS14, 1.5]). There exist C ∈ (1,∞) and l0 ∈ (0, 1) such
that the following holds: Let ρ, τ ∈ (0,∞), δ ∈ (0, 1], l ∈ [0, l0], let (Mt)t∈[0,τ)
be a mean curvature flow in C(a, 2ρ, 2ρ) and let a = (aˆ, a˜) ∈ M0. Suppose
there exists a function f : Bn(aˆ, 2ρ)→ Rk with sup |Df | ≤ l and
M0 ∩C(a, 2ρ, 2ρ) = graph(f). (2.6)
Set I := (0, l0ρ
2) ∩ (0, τ). Then there exists a g : I ×Bn(aˆ, ρ)→ Rk with
Mt ∩C(a, ρ, ρ) = graph(g(t, ·)) (2.7)
and
sup |g(t, ·)− a˜| ≤ 2lρ+ Cρ−1t,
sup |Dg(t, ·)| ≤ C 4
√
l + ρ−2t,
sup |D2g(t, ·)| ≤ Ct− 12
(2.8)
for all t ∈ I.
2.2.2 Proposition ([INS14, 1.5]). There exist C ∈ (1,∞) and β0 ∈ (0, 1)
such that the following holds: Let β ∈ (0, β0), % ∈ (0,∞), s1 ∈ R, s0 :=
s1 + β
2%2, s2 ∈ (s0,∞), z0 = (zˆ0, z˜0) ∈ Rn+k and let (Mt)t∈[s1,s2) be a mean
curvature flow in C(z0, 4%, 4%). Set J := [s0 + β
2
0%
2) ∩ [s0, s2) Assume
Ms1 ∩C(z0, 4%, 4%) ⊂ C(z0, 4%, β2%), (2.9)
Ms0 ∩C(z0, %, %) 6= ∅ (2.10)
Suppose there exist an open set D0 ⊂ Bn(zˆ0, 4%) and an f0 : D0 → Rk such
that
Ms1 ∩D0 ×Bk(z˜0, %) = graph(f0), (2.11)
sup |Df0| ≤ β0, (2.12)
H n (Ms1 ∩ S0) ≤ β0βn%n, (2.13)
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where S0 := (B
n(zˆ0, 4%) \ D0) × Bk(z˜0, %). Then there exists a function
g : J ×Bn(zˆ0, %)→ Rk with
Mt ∩C(z0, %, %) = graph(g(t, ·)) (2.14)
and
sup |g(t, ·)− z˜0| ≤ C%−1(t− s1),
sup |Dg(t, ·)| ≤ C 4
√
%−2(t− s1),
sup |D2g(t, ·)| ≤ C(t− s1)− 12
(2.15)
for all t ∈ J .
2.2.3 Remark. 1. A similar result for Brakke flows can be found in the
author’s theis [Lah14, 11.7].
2. Assumption (2.10) can be replaced by
Bn(aˆ0,
√
β%) ⊂ D for some aˆ0 ∈ Bn(zˆ0, %). (2.16)
3. If M0 has bounded curvature and n ≥ k + 1, assumption (2.13) follows
from Bn(zˆ0, 4%) \D0 ⊂ Bn(yˆ0, β%), see Lemma A.5.
Proof of Proposition 2.2.2. We may assume s1 = 0 z0 = 0 and % = 1. The
idea is, that the almost graphical representation implies (2.4). Hence The-
orem 2.1.8 yields curvature bounds. Combining these bounds with the slab
condition implies, that the flow has to be a union of graphs. Finally by con-
tinuity in time and assumption (2.10) we see, that we actually have exactly
one graph.
Let t0 ∈ J be fixed but arbitrary. In view of (2.9), Corollary 2.1.5 with
R = 2, r0 = β
2 yields
Mt ∩C(0, 2, 2) ⊂ C(0, 2, C1t0) (2.17)
for all t ∈ [0, t0] for some constant C1 ∈ (1,∞).
Consider F0(vˆ) := (vˆ, f0(vˆ)). Assumptions (2.11)-(2.13) imply∫
M0∩B(0,4)
φ ≤ (1 + Cβ0)
∫
D0
φ(F0(vˆ))dL
n(vˆ) + sup |φ|β0βn (2.18)
for all bounded φ ∈ C∞(Rn+k). Here we used that by (2.12) we have JF0 ≤
1 + Cβ0. Also we used that by (2.9) the set M0 ∩ B(0, 4) is contained in(
D0 ×Bk(0, 1)
) ∪ S0.
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Temporarily fix an arbitrary y ∈Mt0∩C(0, 2, 2). We want to use Theorem
2.1.8 with x0 = y, r0 =
√
t0√
8
, R0 = 1 and t1 = 0. Thus for arbitrary (s, x) ∈
[t0 − t02 , t0]×B(y,
√
t0√
2
), we have to show∫
M0∩B(0,4)
Φ(s,x) ≤ 1 + d0, (2.19)
where d0 is from Theorem 2.1.8. Here we used C
√
t0 ≤ Cβ0 ≤ 1 for β0 small
enough. Also we used B(y, 1) ⊂ B(0, 4). By Definition 2.1.6 we have∫
D0
Φ(s,x)(0, F0(vˆ))dL
n(vˆ) ≤
∫
Bn(0,4ρ0)
Φ(s,(xˆ,0))(0, (vˆ, 0))dL
n(vˆ) ≤ 1.
As well as sup |Φ(s,x)(0, ·)| ≤ (4pis)−
n
2 ≤ (2pit0)−
n
2 ≤ β−n. Then for β0
small enough, inequality (2.18) with φ = Φ(s,x)(0, ·) establishes (2.19). Thus
Theorem 2.1.8 yields
|A(Mt0 , y)| ≤ C2t−
1
2
0 (2.20)
for all y ∈Mt0 ∩C(0, 2, 2) for some constant C2 ∈ (1,∞).
In view of (2.17) we can now apply Lemma A.4 with r = 1, K2 = C2t
− 1
2
0
and ξ2 = C1t0 to obtain an m0 ∈ N ∪ {0} such that
Mt0 ∩C(0, 1, 1) =
m0⋃
i=1
graph(gi) (2.21)
for functions gi : B
n(0, 1) → Rk that satisfy (2.15) for t = t0. Here we used
t0 ≤ β20 and chose β0 small enough.
We want to show m0 ≤ 1. Consider ϕ from Definition 2.1.3 and set
K :=
∫
ϕ3(0, (xˆ, 0))dL n(xˆ). We have
m0K ≤
∫
B(0,1)
ϕ3(0, (xˆ, 0))dµt0(x) ≤
∫
B(0,1)
ϕ3(t0, x)dµt0(x) + Cβ0
≤
∫
B(0,1)
ϕ3(0, x)dµ0(x) + Cβ0 ≤ (K + Cβ0),
which implies m0 < 2 for β0 small enough. Here we used (2.21) for the first
inequality, (2.17) and t0 ≤ β20 for the second, Corollary 2.1.4 for the third
and (2.18) for the fourth. Now (2.21) yields a gt0 : B
n(0, 1) → Rk which
satisfies (2.15) and such that
Mt0 ∩C(0, 1, 1) = graph(gt0) or Mt0 ∩C(0, 1, 1) = ∅. (2.22)
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This statement holds for all t0 ∈ J . Thus by continuity of µt (C(0, 1, 1)) and
(2.10) we see, that always the first alternative has to be true, then (2.22)
implies the result.
Proof of Theorem 2.2.1. We may assume a = 0 and ρ = 1. In particular
f(0) = 0 and sup |f | ≤ 2l. Fix t ∈ I. Let zˆ ∈ Bn(0, 1) be arbitrary and set
ρ0 := 2
−2√(l + t)−1t, z := (zˆ, f(zˆ)).
Note that 4ρ0 + |zˆ| < 2 and 4ρ0 + |z˜| < 2. In view of (2.6) and by lip(f) ≤ l
we see
M0 ∩C(z, 4ρ0, 2) = M0 ∩C(z, 4ρ0, 4lρ0). (2.23)
We want to use Proposition 2.2.2 with z0 = z, s1 = 0, s2 = τ , β = 2
√
l and
% = ρ0. Note that C
√
l0 ≤ β0 for l0 small enough depending on β0. Then
there exists a function gzˆ : B
n(zˆ, ρ0)→ Rk with
Mt ∩C(z, ρ0, ρ0) = graph(gzˆ) or Mt ∩C(z, ρ0, ρ0) = ∅. (2.24)
Moreover we have
sup |gzˆ| ≤ sup |f |+ Ct ≤ 2l + Ct
sup |Dgzˆ| ≤ C 4
√
ρ−20 t ≤ C 4
√
l + t, sup |D2gzˆ| ≤ Ct− 12
(2.25)
where we used ρ0 = 2
−2√(l + t)−1t. Here the height bound follows from
Corollary 2.1.5 combined with (2.6), lip(f) ≤ l and 0 ∈M0.
As t ≤ Cl0ρ20 and l0 can be chosen small, we can use Corollary 2.1.4 and
(2.23), to see that (2.24) actually holds in the larger cylinder
Mt ∩C((zˆ, 0), ρ0, 1) = graph(gzˆ) or Mt ∩C((zˆ, 0), ρ0, 1) = ∅.
Choosing different zˆ ∈ Bn(0, 1) , we obtain a graphical representation gt :
Bn(0, 1)→ Rk which satisfies (2.8) and such that
Mt ∩C(0, 1, 1) = graph(gt) or Mt ∩C(0, 1, 1) = ∅. (2.26)
Statement (2.26) holds for all t ∈ I. Thus by continuity of µt (C(0, 1, 1))
and (2.6) we see, that always the first alternative has to be true, then (2.26)
implies the result.
Proof of Remark 2.2.3.2. We may assume s1 = 0 and % = 1. Consider the
setting of Proposition 2.2.2 with (2.10) replaced by (2.16). Then Theorem
2.2.1 with τ = s2, a = (aˆ0, f0(aˆ0)), l = l0 and ρ =
√
β implies, that (2.10)
holds nevertheless. Here we used β ≤ β0 and chose β0 small.
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2.3 Stay graphical for bounded curvature
Consider an initial manifold that is graphical with possibly large gradient,
but bounded curvature. Then we can use Theorem 2.2.1 locally to obtain
the statement below.
2.3.1 Proposition. There exists a C ∈ (1,∞) and for all κ ∈ (0, 1),
K ∈ [1,∞) there exists a σ1 ∈ (1,∞) such that the following holds: Let
%,Γ, τ ∈ (0,∞), t0 ∈ R, z0 = (zˆ0, z˜0) ∈ Rn+k and let (Mt)t∈[t0,t0+τ) be a mean
curvature flow in C(0, 2%,Γ+%). Suppose there exists an u : Bn(zˆ0, %)→ Rk
with sup |u− z˜0| < Γ− %2 and
Mt0 ∩C(z0, 2%,Γ + %) = graph(u). (2.27)
Moreover suppose
‖T(Mt0 , x)\ −
(
Rn × {0}k)
\
‖ ≤ 1− 2κ, (2.28)
|A(Mt0 , x)| ≤ K%−1 (2.29)
for all x ∈Mt0 ∩C(z0, 2%,Γ + %). Set I := (t0, t0 + σ1%2)∩ (t0, t0 + τ). Then
there exists a v : I ×Bn(zˆ0, %)→ Rk with
Mt ∩C(z0, %,Γ) = graph(v(t, ·)) (2.30)
for all t ∈ I. Moreover we have
‖T(Mt, x)\ −
(
Rn × {0}k)
\
‖ ≤ 1− κ, (2.31)
|A(Mt, x)| ≤ C(t− t0)− 12 (2.32)
for all t ∈ I and for all x ∈Mt ∩C(z0, %,Γ).
2.3.2 Remark. See Chen and Yin [CY07, 7.5] for a better curvature estimate
than (2.32).
Proof. We may assume z0 = 0, t0 = 0 and % = 1. Fix s ∈ I. Let x = (xˆ, x˜) ∈
Ms ∩C(0, 1,Γ) be arbitrary. Consider r0 and z such that
r0 := (c1κ)
5K−1, z = (zˆ, z˜) ∈M0 ∩B(x, r0)
for some constant c1 ∈ (0, 1), which will be chosen below. Note that such a
z always exists, by Corollary 2.1.4 and s ≤ σ1 ≤ cr20. By (2.27) and for c1
small enough we can estimate
|x˜| ≤ |z˜|+ r0 ≤ sup |u|+ 1
2
< Γ. (2.33)
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Let S ∈ SO(n + k) be such that S[Rn × {0}k] = T(M0, z). In view of
(2.27) and (2.29) we can apply Corollary A.2 with R = K−1(c1κ)4, a = z,
L = Cκ−1 and α = (c1κ)4 to obtain a g0 : Bn(0, K−1(c1κ)4)→ Rk with
M0 ∩B(zˆ, 8r0) ⊂ S(graph(g0)) + z ⊂M0. (2.34)
Here we estimated (c1κ)
4 ≤ α0 and 8r0 ≤ (Cκ−1)−1K−1(c1κ)4, for c1 small
enough. Also we used that by (1.3) and (2.28) we have sup |Df0| ≤ Cκ−1.
Corollary A.2 then implies the following bounds
sup |g0| ≤ CK−1(c1κ)8 ≤ r0. sup |Dg0| ≤ (c1κ)4 ≤ l0, (2.35)
where l0 is the constant from Theorem 2.2.1. Here we used r0 = (c1κ)
5K−1,
κ ≤ 1 and we chose c1 small enough.
For t ∈ [0, τ) set Nt := S−1[Mt − z]. In view of (2.34) and (2.35) we can
apply Theorem 2.2.1 with (Mt) replaced by (Nt), a = 0, ρ = 4r0, Γ = 4r0 and
l = (c1κ)
4. Thus we obtain a gs : B
n(0, 2r0)→ Rk with Ns∩C(0, 2r0, 2r0) =
graph(gs)). In particular as z ∈M0∩B(x, r0), there exists a v := (vˆ, gs(vˆ)) ∈
graph(gs)) such that x = Sv + z. Also gs satisfies
sup |Dgs| ≤ C 4
√
(c1κ)4 + s ≤ Cc1κ, sup |D2gs| ≤ Cs− 12 . (2.36)
Here we used s ≤ σ1 ≤ cr20. Using S[Rn] = T(M0, z), S[T(Ns, v)] =
T(Ms, x), (2.28), (2.36) and (1.3) we have
‖T(Ms, x)\ − (Rn)\‖ ≤ ‖T(Ns, v)\ − (Rn)\‖+ ‖(Rn)\ −T(M0, z)\‖
≤ Cc1κ+ 1− 2κ ≤ 1− κ,
where we identified Rn with Rn × {0}k and we chose c1 small enough. Simi-
larly using (2.36) and (1.4) yields
|A(Ms, x)| = |A(Ns, v)| ≤ Cs− 12 .
As s and x were arbitrary this already establishes (2.31) and (2.32). In view
of (2.33) and (2.31) we can use Lemma A.3 with [t1, t2) = [0, σ1), r = 1 and
Γ0 = Γ to obtain the existence of the desired v. Here we used that by (2.27)
the m0 from Lemma A.3 has to be 1.
3 Hypersurfaces
Here we consider mean curvature flows of hypersurfaces. In particular all
results from the first part carry over with k = 1. Having only one co-
dimension allows the usage of the local estimates by Ecker and Huisken from
[EH91]. We state the two theorems we need below.
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3.0.1 Theorem ([EH91, 2.1]). Let % ∈ (0,∞), t1 ∈ R, t2 ∈ (t1,∞), x0 ∈
Rn+1 and let (Mt)t∈[t1,t2) be a mean curvature flow in B(x0, %). Set %(t) :=√
(%2 − 2n(t− t1))+ and suppose
νt(x) · en+1 > 0
for all x ∈Mt ∩B(x0, %(t)) for all t ∈ [t1, t2). Set v(t, x) := (νt(x) · en+1)−1.
Then
v(t, x)
(
1− %−2 (|x− x0|2 + 2n(t− t1))) ≤ sup
xˆ∈Bn(xˆ0,%)
v(t1, x)
holds for all x ∈ B(x0, %(t)) for all t ∈ [t1, t2).
3.0.2 Theorem ([EH91, 3.2(ii)]). There exists a C ∈ (1,∞) such that the
following holds: Let %,Γ ∈ (0,∞), t1 ∈ R, t2 ∈ (t1,∞], x0 ∈ Rn+1 and let
(Mt)t∈[t1,t2) be a mean curvature flow in C(x0, 2%,Γ). Suppose there exists
an f : (t1, t2)×Bn(xˆ0, 2%)→ R such that
Mt ∩C(x0, 2%,Γ) = graph(f(t, ·))
for all t ∈ (t1, t2). Let s1 ∈ (t1, t2). Then
|A(Ms, (xˆ, f(t, xˆ))|2 ≤ C
(
(s− s1)−1 + %−2
)
sup
t∈[s1,s]
sup
Bn(xˆ0,2%)
(1 + |Df(t, ·)|2)2
holds for all x ∈ Bn(x0, %) for all s ∈ (s1, t2).
3.1 Stay graphical for bounded gradient
In this section we show Theorem 3.1.1, which implies Theorem 1. The main
ingredient of the proof is Lemma 3.1.3, which originally appears in the au-
thor’s thesis [Lah14, 12.11]. This Lemma combines the curvature bound
from Ecker and Huisken [EH91, 3.2(ii)] with Proposition 2.3.1, to maintain
the graphical representation of a mean curvature flow that has been graph-
ical over a period of time.
3.1.1 Theorem. For every L ∈ [1,∞) there exists a Λ ∈ (1,∞) such that the
following holds: Let ρ,Γ, τ ∈ (0,∞), δ ∈ (0, 1], t0 ∈ R, aˆ ∈ Rn, a := (aˆ, 0)
and let (Mt)t∈[t0,t0+τ) be a mean curvature flow in C(a, ρ,Γ). Suppose there
exists an f : Bn(aˆ, ρ)→ R with sup |f | ≤ Γ− 2δρ, sup |Df | ≤ L and
Mt0 ∩C(a, ρ,Γ) = graph(f). (3.1)
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Set σ(t) := Λ
√
t− t0. Then for all t ∈ (t0, t0 + τ) such that σ(t) < δρ there
exists an gt : B
n(aˆ, ρ−σ(t))→ R with sup |gt| ≤ sup |f |+σ(t), sup |Dgt| ≤ 4L
and
Mt0 ∩C(a, ρ− σ(t),Γ− σ(t)) = graph(gt). (3.2)
3.1.2 Remark. 1. The curvature estimate by Ecker and Huisken [EH91,
3.2(ii)](see Theorem 3.0.2) can be used to obtain bounds on the curva-
ture and |D2gt| (via (1.4)).
2. The bounds on |gt|, |Dgt| may be improved if you are further inside
the graphical cylinder. Use Corollary 2.1.5 or the gradient estimate by
Ecker and Huisken [EH91, 2.1](see Theorem 3.0.1) respectively.
3. For a = 0, t0 = 0, ρ = Γ = 2 and δ =
1
4
this implies Theorem 1. Here
we use that for t ∈ (0, κL] we have σ(t) < 12 , for κL < (2Λ)−2.
4. See also Example 3.1.5, which shows, that it is reasonably that the set
where graphical representation is maintained shrinks in time.
The proof of Theorem 3.1.1 is based on the following Lemma which is
taken from [Lah14, 12.11]. Here we give a much shorter proof.
3.1.3 Lemma ([Lah14, 12.11]). For every L1 ∈ [1,∞) there exists a λ1 ∈
(0, 1) such that the following holds: Let ρ1, R1,Γ1 ∈ (0,∞), s0 ∈ R, and let
(Mt)t∈[s0−R21,s0+λ21R21) be a mean curvature flow in C(0, ρ1 +R1,Γ1 +R1). Set
J := (s0 − R21, s0). Suppose there exists an u : J ×Bn(0, ρ1 + R1)→ R with
sup |u| < Γ1 −R1, sup |Du| ≤ L1 and
Mt ∩C(0, ρ1 +R1,Γ1 +R1) = graph(u(t, ·)) (3.3)
for all t ∈ J . Set I := (s0, s0 + λ21R21). Then there exists a function v :
I ×Bn(0, R1)→ R with sup |v| ≤ sup |u|+R1, sup |Dv| ≤ 4L1 and
Mt ∩C(0, ρ1,Γ1) = graph(v(t, ·)) (3.4)
for all t ∈ I.
Proof. We may assume s0 = 0 and R1 = 4. Let z ∈ Bn(0, ρ1) × {0} be
arbitrary. Note that 1 + sup |Du|2 ≤ 2L21, so (1.6) yields
‖T(Mt0 , x)\ −
(
Rn × {0}k)
\
‖ = 1− 1
1 + |Du(t0, x)|2 ≤ 1− 2(2L1)
−2 (3.5)
for all x ∈Mt ∩C(z, 4,Γ1 + 4) for all t ∈ [−16, 0].
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Also by Theorem 3.0.2 with t2 = 0, t1 = −16, R = 2 and Γ = Γ1 + 4 we
obtain
|A(Mt, (xˆ, f(t, xˆ))| ≤ CL21 =: K (3.6)
for all xˆ ∈ Bn(zˆ, 2) and all t ∈ (−1, 0).
In view of (3.5), (3.6) and (3.3) we can apply Proposition 2.3.1 with
t0 = −2−1σ0, % = 1, Γ = Γ1 and κ = (2L1)−2. As z ∈ Bn(0, ρ1) × {0} was
arbitrary, this establishes the result. Here we chose λ21 ≤ 2−1σ0.
Proof of Theorem 3.1.1. We may assume t0 = 0 and a = 0. Let  ∈ (0, 2−2δ].
For t ∈ [0, τ) set
ρ(t) := ρ− ρ− 2−2Λ
√
t,
Γ(t) := Γ− ρ− 2−2Λ
√
t,
γ(t) := sup |f |+ ρ+ 2−2Λ
√
t.
A time t ∈ [0, τ) is called proper, if σ(t) ≥ δρ, or there exists a function
f,t : B
n(0, ρ(t))→ R such that
Mt ∩C(0, ρ(t),Γ(t)) = graph(f,t), (3.7)
sup |f,t| ≤ γ(t), sup |Df,t| ≤ 4L. (3.8)
Note that if σ(t) < δρ, we have ρ(t) > 0. We consider the set
I := {s ∈ (0, τ ] : t is proper for all t ∈ [0, s)} .
For s ∈ I with σ(s) < δρ we have
√
s < Λ−1δρ. Thus as  ≤ δ
4
and
sup |f | ≤ Γ− 2δρ we can estimate
γ(s) < sup |f |+ δρ
2
≤ Γ− 3δρ
2
≤ Γ(s)− Λ
√
s (3.9)
for all s ∈ I with σ(s) < δρ.
By continuity in time and C(0, ρ− ,Γ− ) ⊂⊂ C(0, ρ,Γ) we have I 6= ∅.
Consider s ∈ I with s < τ . We want to show, that there exists an s2 ∈ (s, τ ]
such that (0, s2] ⊂ I. If σ(s) ≥ δρ we directly see (0, τ ] = I. Thus assume
σ(s) < δρ. Let λ1 ∈ (0, 1) be from Lemma 3.1.3, chosen for L1 = 4L. Set
s2 := min
{
(1 + 2−3λ21)s, τ
}
, s0 := s2 − 2−2λ21s,
in particular 2−1s < s0 < s < s2 < 2s0 and
√
s−√s0 ≥ cλ21
√
s. By definition
of ρ, Γ and γ this yields
ρ(s0)−
√
s ≥ ρ(s) + 4
√
ns =: ρ1, (3.10)
Γ(s0) ≥ Γ(s) +
√
s, (3.11)
γ(s0) ≤ γ(s)−
√
s, (3.12)
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where we chose Λ large depending on λ1.
By (3.8) we have sup |Df,t| ≤ 4L for all t ∈ [0, s0]. Also, by (3.8), (3.9)
and (3.12) we obtain
sup |f,t(xˆ)| ≤ sup
t∈[0,s0]
γ(t) = γ(s0) ≤ γ(s)−
√
s < Γ(s)−
√
s. (3.13)
Combining (3.7) with (3.10), (3.11) and (3.13) we have
Mt ∩C(0, ρ1 +
√
s,Γ(s) +
√
s) = graph(f,t)
for all t ∈ (0, s0], where we consider the restrictions of f,t to Bn(yˆ, ρ1 +
√
s).
Then by Lemma 3.1.3 with L1 = 4L, R1 = 2
−1√s and Γ1 = Γ(s) there
exists a g : (0, s2)×Bn(0, ρ1)→ R with
Mt ∩C(0, ρ1,Γ(s)) = graph(g(t, ·)) (3.14)
for all t ∈ (0, s2). Moreover sup |g| ≤ γ(s).
It remains to show that sup |Dg| ≤ 4L. Let t2 ∈ (0, s2) and xˆ0 ∈
Bn(0, ρ(s)) be arbitrary. Set x0 = (xˆ0, (g(t2, xˆ0)) and % := ρ1 − ρ(s) =
4
√
ns. Then by sup |g| ≤ γ(s), (3.9) and for Λ large enough we have
B(x0, %) ⊂ C(0, ρ1,Γ(s)).
In view of (3.14), (3.1), (1.5) and
√
1 + sup |Df |2 ≤ 2L we can now use
Theorem 3.0.1 to obtain |Dg(t2, xˆ0)| ≤ 4L. Thus we have s2 ∈ I. Note that
s2 is either τ or (1 + 2
−3λ21)s, so the amount by which we enlarge the time
interval is actually increasing with s. As s ∈ I was arbitrary and I 6= ∅ this
yields τ ∈ I. Note that
ρ(t) ≥ ρ− σ(t)− ρ, Γ(t) ≥ Γ− σ(t)− ρ, γ(t) ≤ sup |f |+ σ(t) + ρ.
As  can be chosen arbitrary small we established the result.
Additionally assuming a height bound in Theorem 3.1.1, yields that the
graphical representation will have small gradient after some time.
3.1.4 Lemma. For every L0 ∈ [1,∞) there exist Λ1 ∈ (1,∞) and γ1 ∈ (0, 1)
such that the following holds: Let γ ∈ (0, γ1], ρ0 ∈ (0,∞), t1 ∈ R, zˆ0 ∈ Rn,
z0 := (zˆ0, 0), s1 := t1 + γ
4ρ20, t2 ∈ (s1,∞) and let (Mt)t∈[t1,t2) be a mean
curvature flow in C(z0, 4ρ0, 4ρ0). Suppose there exists an u : B
n(zˆ0, 4ρ0)→
R with sup |Du| ≤ L0, sup |u| ≤ γ4ρ0 and
Mt1 ∩C(z0, 4ρ0, 4ρ0) = graph(u). (3.15)
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Then there exists a v : Bn(zˆ0, ρ0)→ R with
Ms1 ∩C(z0, ρ0, ρ0) = graph(v) (3.16)
and
sup |v| ≤ Λ1γ4ρ0, sup |Dv| ≤ Λ1γ, sup |D2v| ≤ Λ1γ−2ρ−10 . (3.17)
Proof. We may assume t1 = 0, z0 = 0 and ρ0 = 1. Let Λ be from Theorem
3.1.1, chosen for L = L0. Then we can estimate Λ
√
2s1 ≤ 14 and sup |u| ≤ 12 ,
where we used γ ≤ γ1 and chose γ1 small depending on Λ. Hence we can use
Theorem 3.1.1 with ρ = Γ = 4, a = 0, t0 = 0, τ = t2, L = L0 and δ =
1
4
.
This yields a function g : [0, 2s1]×Bn(0, 3)→ R with sup |g(xˆ)| < ρ0,
Mt ∩C(0, 3, 3) = graph(g(t, ·)) (3.18)
for all t ∈ [0, 2s1]. Now we can apply Theorem 3.0.2 with % = 1, Γ = 3 and
arbitrary x0 ∈ Bn(0, 2)× {0}, to obtain
|A(Ms1 , x)| ≤ CL40s−
1
2
1 = CL
4
0γ
−2 (3.19)
for all x ∈Ms1 ∩C(0, 2, 3).
As sup |u| ≤ γ4, Corollary 2.1.5 with r0 = γ4, R = 2 and x0 = 0 implies
Mt ∩C(0, 2, 2) ⊂ C(0, 2, Cγ4) (3.20)
for all t ∈ [t1, s1].
Let v be the restriction of g(s1, ·) to Bn(0, 1). In particular (3.18) implies
(3.16). In view (3.19) and (3.20) we can apply Lemma A.4 with r = 1,
ξ = Cγ2 and K = CL20γ
−1 to see that (3.17) holds. Here we estimated
Kξ ≤ CL20γ ≤ α1. Note that by (3.18) we have that m0 = 1, so the function
from (A.17) has to coincide with v.
In the following example we construct a mean curvature flow (actually a
curve shortening flow) that initially intersects the cylinder (−2, 2)×(−2, 2) in
the straight line (−2, 2)×{0}, but becomes non-graphical inside that cylinder
immediately and also becomes non-graphical inside the cylinder of half the
radius after finite time.
3.1.5 Example. Consider  ∈ (0, 4−1), S1 := ∂B2(0, 1) and A ⊂ R2 with
[−2, 2]× [0, 2] ⊂ A ⊂ [−(2 + ), 2 + ]× [0, 2 + ]
and such that ∂A = Ψ0[S
1] for a smooth embedding Ψ0. In particular M0 :=
∂A is graphical inside (−2, 2) × (−2, 2) with gradient zero. By the work
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of Grayson [Gra87] there exists a unique mean curvature flow (Mt)t∈[0,T )
starting from M0 and shrinking to a round point for t ↗ T . By choice of
A and Brakke‘s sphere comparison results [Bra78, 3.7, 3.9] (see also [Eck04,
3.3]) we have
B2((0, 1), r(t)) ∩Mt = ∅, Mt ⊂ B2((0, 1), R(t)) (3.21)
for all t ∈ [0, T ), where R(t) := √3 + 3− 2t and r(t) := √1− 2t.
In particular 1
2
≤ T ≤ 3+3
2
≤ 2. Statement (3.21) also yields that M2 ⊂
B2((0, 1),
√
3− ). Then M2 cannot be graphical inside (−2, 2) × (−2, 2).
Moreover as (Mt) shrinks to a round point, there exists an s ∈ (0, T ) such
that Ms ⊂ B2(a, ) for some a ∈ R2. Then s < 2 and for any h ∈ (0, 2] the
manifold Ms cannot be graphical inside (−2, 2)× (−h, h).
3.2 Become graphical
In this section we show Theorem 3.2.1, which implies Theorem 2. The idea is
that for an initially almost graphical mean curvature flow that lies in a slab,
the gradient on the shrinking graphical part is decreasing (by Lemma 3.1.4)
and the measure of the growing non-graphical part can be controlled. It turns
out that there is a time when both the gradient and this measure are small
enough to apply Proposition 2.2.2, which yields a graphical representation.
3.2.1 Theorem. There exist constants C ∈ (1,∞) and σ0 ∈ (0, 1) and
for every L ∈ [1,∞) there exist Λ0 ∈ (1,∞) and λ0 ∈ (0, 1) such that the
following holds: Let λ ∈ (0, λ0], ρ ∈ (0,∞), h, t1 ∈ R, t0 := t1 + Λ0λ2ρ2,
t2 ∈ (t0,∞), a = (aˆ, a˜) ∈ Rn+1 and let (Mt)t∈[t1,t2) be a mean curvature flow
in C(a, 2ρ, 2ρ). Assume
Mt1 ∩C(a, 2ρ, 2ρ) ⊂ C(a, 2ρ, λ2nρ). (3.22)
Suppose there exist an open subset Dn ⊂ Bn(aˆ, 2ρ) and an f : Dn → R with
sup |Df | ≤ L such that
Mt1 ∩
(
Dn ×B1(a˜, ρ)) = graph(f), (3.23)
and for En := Bn(aˆ, 2ρ) \Dn
En ⊂ (Rn−1 ×B1(h, λnρ)) , (3.24)
H n
(
Mt1 ∩
(
En ×B1(a˜, ρ))) ≤ λnρn. (3.25)
Set I := [t0, t0 + σ0ρ
2) ∩ [t0, t2). Then there exists a g : I × Bn(aˆ, ρ) → R
with
Mt ∩C(a, ρ, ρ) = graph(g(t, ·)) (3.26)
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and
sup |g(t, ·)− a˜| ≤ Cρ−10 (t− t1),
sup |Dg(t, ·)| ≤ C 4
√
ρ−20 (t− t1),
sup |D2g(t, ·)| ≤ C(t− t1)− 12
(3.27)
for all t ∈ I.
3.2.2 Remark. Using this Theorem with a = 0, ρ = 1, h = 0, t1 = 0, t2 = τ
and λ2 = Λ−10  implies Theorem 2 with γ2 = (Λ
−1
0 )
n and κ2 := cσ0.
Proof. We may assume a = 0, t1 = 0 and ρ = 4. Set
ρ1 := 2
−4λn, B1 := B1(0, 1) = (−1, 1),
Dn1 := B
n(0, 5) \ (Rn−1 ×B1(h, 8λn))
En1 := B
n(0, 5) ∩ (Rn−1 ×B1(h, 8λn)).
Consider z = (zˆ, 0) ∈ Dn1 × {0}. Then by (3.24) and λ ≤ λ0 ≤ 1 we have
C(z, 4ρ1, 4ρ1)) ⊂ Dn ×B1.
In view of (3.22) and (3.23) we can use Lemma 3.1.4 with L0 = L, z0 = z,
ρ0 = ρ1, γ = 4λ
n
4 . Here we have to choose λ0 small enough such that
4λ
n
4 ≤ γ0, which depends on L. Set
s1 := γ
4ρ21 = λ
3n.
Lemma 3.1.4 yields a vz : B
n(zˆ, ρ1)→ R with sup |Dvz| ≤ 4Λ1λn4 and
Ms1 ∩C(z, ρ1, ρ1) = graph(vz).
Thus, as zˆ ∈ Dn1 was arbitrary, we can combine the vz to obtain a v2 : Dn1 →
R with
Ms1 ∩
(
Dn1 ×B1(0, ρ1)
)
= graph(v2) (3.28)
and
sup |Dv2| ≤ 4Λ1λn4 . (3.29)
By (3.22) we can use Corollary 2.1.5 with R = 1 and x0 ∈ Bn(0, 6)×{0}
as well as R = 4 and x0 = 0, to obtain
Mt ∩C(0, 6, 1) ⊂ C(0, 6, r(t)) (3.30)
Mt ∩C(0, 4, 4) ⊂ C(0, 4, r(t)) (3.31)
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for r(t) := λ2n +Ct for all t ∈ [0, t2). Note that r(s1) = Cλ2n ≤ 2−4λn = ρ1,
where we used λ ≤ λ0 and λ0 small. Hence with (3.28) we can conclude
Ms1 ∩
(
Dn1 ×B1
)
= graph(g2). (3.32)
We want to use Proposition 2.2.2. In order to do so, the Ms1-measure in
En1 × B1 has to be small. The idea is, that by Proposition 2.1.2 the Ms1-
measure in En1 ×B1 is bounded by the M0-measure in some larger set Y ×B1.
This set can then be estimated with (3.23) and (3.25).
By definition of En1 and the slab statement (3.30) we have
Ms1 ∩ (En1 ×B1) ⊂ B(0, 6) ∩
(
Rn−1 ×B2 ((h, 0), C1λn)
)
(3.33)
for some constant C1 ∈ (1,∞). Consider
Y n := Bn(0, 8) ∩ (Rn−1 ×B1(h, 2C1λn)) .
We want to show
H n(Ms1 ∩
(
En1 ×B1
)
) ≤ CH n (M0 ∩ (Y n ×B1)) . (3.34)
For (u, v) ∈ Rn−1 × R2 set Q(u, v) := v. Consider η, ζ ∈ C0,1 (R×B(0, 8))
given by
η(t, x) :=
(
1− (2C1λn)−2(|Q(x)|2 + 2nt)
)
+
ζ(t, x) = ζ(x) :=
(
82 − |x|2)
+
.
Note that η ∈ C2 ({η > 0}) and {ζ(·)η(0, ·) > 0} ⊂ Y × B1. Also (∂t −
divMtD)η ≤ 0 on {η > 0}, as divMtDQ ≤ n. Then Proposition 2.1.2 with
y0 = 0, L = λ
−2n and % = 8 yields∫
Rn+1
(
ζ(x)η(s1, x)− 2nλ−2ns1
)3
dµs1 ≤ CH n
(
M0 ∩
(
Y n ×B1)) . (3.35)
For x ∈Ms1 ∩ (En1 ×B1) we can estimate ζ(x)η(s1, x)−2nλ−2ns1 ≥ 1, where
we used (3.33), s1 = λ
3n, λ ≤ λ0 and λ0 small. Hence (3.35) implies (3.34).
Let CL ∈ (1,∞) be a constant depending on L, which may increase in
each step. By sup |Df | ≤ L we have JF ≤ CL. Then in view of assumption
(3.23) we obtain
H n
(
M0 ∩
(
(Y n ∩Dn)×B1)) ≤ CLL n(Y n) ≤ CLλnρn. (3.36)
On the other hand as Y n ⊂ Bn(0, 8) we see Y n \ Dn ⊂ En. Thus by
assumption (3.25) we can estimate
H n
(
M0 ∩
(
(Y n \Dn)×B1)) ≤ λnρn. (3.37)
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Combining (3.34) with (3.36) and (3.37) we conclude
H n
(
Ms1 ∩
(
En1 ×B1
)) ≤ CLλnρn. (3.38)
Set β :=
√
t0 − s1 =
√
Λ0λ2 − λ3n and ρ0 := 2−3. In particular
cΛ0λ
2 ≤ β2 ≤ Λ0λ2 ≤ β20 , (3.39)
and I = [t0, t0 + 16σ0] ⊂ (s1 +β2ρ20, s1 +β20ρ20), where β0 is the constant from
Proposition 2.2.2. Here we used λ ≤ λ0, λ0 small enough depending on Λ0
and σ0 small depedning on β0.
Let z = (zˆ, 0) ∈ Bn(0, 4)× {0} be arbitrary. We want to use Proposition
2.2.2 with z0 = z, s2 = t2 and D0 = B
n(zˆ, 2−2)\En1 . In view of (3.39) and for
Λ0 large enough, the slab statement (3.30) with r(s1) ≤ Cλ2 implies (2.9).
By choice of D0 and (3.32) also (2.11) holds. Choosing λ0 small enough
depending on Λ1 of Lemma 3.1.4 for L0 = L, we see that (3.29) implies
(2.12). Choosing Λ0 large depending on L we can use (3.39) and (3.38) to
obtain (2.13). At last we consider the points aˆ±0 := zˆ ± 2−4eˆn. Then
|(aˆ+0 − aˆ−0 ) · eˆn| = 2−3 > 4n+1λn + 2−3
√
β,
where we used (3.39), λ ≤ λ0 and chose λ0 small enough. Now by definition
of En1 we see that (2.16) holds for aˆ0 = aˆ
+
0 or aˆ
−
0 . Proposition 2.2.2 then
yields a gz : I ×Bn(z, 2−3)→ R with
Mt ∩C(z, 2−3, 2−3) = graph(gz(t, ·)). (3.40)
Note that for t ∈ I we have t ≥ t−s1 ≥ t2 and r(t) ≤ 2−4, where we estimated
λ ≤ λ0 and we chose λ0 small enough. Hence (2.15) implies (3.27) with g
replaced by gz and by (3.31) we see, that (3.40) actually holds for the larger
cylinder C(z, 2−3, 4). As z ∈ Bn(0, 4) × {0} was arbitrary, the gz can be
combined to obtain the desired g.
Theorem 3.2.1 naturaly implies a global result.
3.2.3 Corollary. For every L ∈ [1,∞) there exists a Λ3 ∈ (1,∞) such that
the following holds: Let % ∈ (0,∞), K ∈ [1,∞), t0 = Λ3K2%2, T ∈ (t0,∞]
and let (Mt)t∈[0,T ) be a mean curvature flow in Rn+1. Assume
M0 ⊂ Rn ×B1(0, %). (3.41)
Suppose there exists a closed subset E0 ⊂ Rn−1 × B1(0, %) and a function
f : Rn \ E0 → R with sup |Df | ≤ L and
M0 ∩ ((Rn \ E0)× R) = graph(f). (3.42)
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Also suppose
H n (M0 ∩ ((E0 ∩Bn(aˆ, 4%))× R)) ≤ K%n (3.43)
for all aˆ ∈ Rn−1 × {0}. Then there exists a g : [t0,∞)× Rn → R with
Mt = graph(g(t, ·)) ∀t ∈ [t0, T ) (3.44)
Proof. We may assume % = 1. First note that by the comparison principle
and (3.41) we have Mt ⊂ Rn × B1(0, 1) for all t ∈ [0, T ). This also follows
from Corollary 2.1.5 with R → ∞. Choose σ0, Λ0 = Λ0(L) and λ0 = λ0(L)
according to Theorem 3.2.1. Set
λ21 := min{λ20, (2Λ0)−1σ0}, ρ := C0λ−2n1 K
for some constant C0 ∈ (1,∞) which will be chosen below.
Let xˆ ∈ Rn be arbitrary and set A := Bn(xˆ, 5ρ) ∩ (Zn−1 × {0}). Then
]A ≤ Cρn−1 and Bn(xˆ, 4ρ) ∩ E0 ⊂
⋃
aˆ∈A B
n(aˆ, 4). Hence by (3.43) we have
H n (M0 ∩ ((E0 ∩Bn(xˆ, 4ρ))× R)) ≤ Cρn−1K ≤ λ2n1 ρn,
where we used λ1 ≤ 1 and chose C0 large enough. Using Theorem 3.2.1 with
t1 = 0, t2 = λ
2
0ρ
2, x0 = (xˆ, 0), λ = λ1, h = 0 and D = B
n(xˆ, 4ρ) \E0 yields a
gxˆ : B
n(xˆ, ρ)→ R with
Mt0 ∩C(xˆ, ρ, ρ) = graph(gxˆ).
Here we used t0 = Λ3K
2 = Λ0λ
2
1ρ
2 for Λ3 = C
2
0Λ0λ
2−4n
1 . As ρ ≥ 1 and
xˆ ∈ Rn was arbitrary, we can combine the gxˆ to obtain a gt0 : Rn → R with
Mt0 = graph(gt0).
Now by [EH91, 5.1] we know there exists a unique graphical solution for all
times, which establishes the result.
A Appendix
This appendix contains some details on the relation between height, tilt,
curvature and graphical representation of a manifold M . In particular we
show, how curvature bounds combined with a slab condition yield graphical
representability. The main ingridient is the following result from Colding
and Minicozzi.
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A.1 Proposition ([CM11, 2.4]). There exist C ∈ (1,∞) and α0 ∈ (0, 1)
such that the following holds: Let α ∈ (0, α0], R ∈ (0,∞) and let M be a
submanifold of Rn+k with 0 ∈M and T(M, 0) = Rn × {0}k. Suppose
∂M ∩B(0, 2R) = ∅, (A.1)
sup
x∈M∩B(0,2R)
|A(M,x)| ≤ αR−1. (A.2)
Then there exists a g ∈ C2 (Bn(0, 2R),Rk) with graph(g) ⊂M and
g(0) = 0, Dg(0) = 0, (A.3)
max{R−1 sup |g|, sup |Dg|, R sup |D2g|} ≤ Cα. (A.4)
A.2 Corollary. There exist C ∈ (1,∞) and α0 ∈ (0, 1) such that the
following holds: Let α ∈ (0, α0], R ∈ (0,∞), L ∈ [1,∞) aˆ ∈ Rn. Let
f ∈ C2 (Bn(aˆ, 2R),Rk) with sup |Df | ≤ L. Set M := graph(f) and assume
sup
x∈M
|A(M,x)| ≤ αR−1. (A.5)
Set a := (aˆ, f(aˆ)) and let S ∈ SO(n+k) be such that S[Rn×{0}k] = T(M,a).
Then there exists a local parametrisation g ∈ C2 (Bn(0, R),Rk) with
M ∩ (Bn(aˆ, (2L)−1R)× Rk) ⊂ S(graph(g)) + a ⊂M. (A.6)
Furthermore g satisfies
g(0) = 0, Dg(0) = 0, (A.7)
max
{
R−1 sup |g|+ sup |Dg|+R sup |D2g|} ≤ Cα. (A.8)
Proof. Let α0 be from Proposition A.1. As α ≤ α0 we can apply Proposition
A.1 to the manifold S−1[M − a] to obtain a function g ∈ C2 (Bn(0, R),Rk),
which satisfies (A.7), (A.8) and graph(g) ⊂ S−1[M − a].
Set N := S[graph(g)] + a. We already know N ⊂ M and want to show
M ∩ (Bn(aˆ, (2L)−1R)× Rk) ⊂ N . It suffices to prove
M ∩ (Bn(aˆ, (2L)−1R)× Rk) ∩ ∂N = ∅. (A.9)
Suppose this is false and there exists a point y0 in this set. Then we find
sequences (wˆm)m∈N and (yˆm)m∈N with wˆm ∈ Bn(0, R), yˆm ∈ Bn(aˆ, (2L)−1R),
S(wˆm, g(wˆm)) + a = (yˆm, f(yˆm)) =: ym
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for all m ∈ N and such that limm→∞ ym = y0, limm→∞ |wˆm| = R. But for
|wˆm| we can estimate
|wˆm|2 ≤ |S(wˆm, g(wˆm))|2 = |ym − a|2 = |yˆm − aˆ|2 + |f(yˆm)− f(aˆ)|2
≤ (2L)−2R2 + L2|yˆm − aˆ|2 ≤ (1 + L2)(2L)−2R2 = R
2
2
for all m ∈ N. Here we used a = (aˆ, f(aˆ)), sup |Df | ≤ L and L ≥ 1. Thus we
obtain a contradiction. This proves (A.9) which establishes the result.
We observe that, if for a family of submanifolds (Mt) the tangent space
T(Mt, x) is never perpendicular to Rn, then (Mt) consists of a constant num-
ber of sheets.
A.3 Lemma. Let r,Γ0 ∈ (0,∞), κ0 ∈ [0, 1), t1 ∈ R, t2 ∈ (t1,∞). Let
M be a submanifold of Rn+k and consider Ψ ∈ C([t1, t2) ×M,Rn+k) such
that Ψt := Ψ(t, ·) ∈ C1(M,Rn+k) are embeddings for all t ∈ [t1, t2). Set
Mt := Ψt[M ]. Suppose
‖T(Mt, x)\ − (Rn × {0}k)\‖ ≤ κ0 < 1 (A.10)
for all t ∈ [t1, t2) and all x ∈Mt ∩C(0, r,Γ0). Also suppose
∂Mt ∩Bn(0, r)×Bk(0,Γ0) = ∅,
Mt ∩Bn(0, r)× ∂Bk(0,Γ0) = ∅
(A.11)
for all t ∈ [t1, t2). Then there exists an m0 ∈ N ∪ {0} such that
]
{
x ∈Mt ∩ {yˆ} ×Bk(0,Γ0)
}
= m0 (A.12)
for all yˆ ∈ Bn(0, ρ) and all t ∈ [t1, t2).
Proof. Fix t ∈ [t1, t2). For xˆ ∈ Bn(0, r) set
A(xˆ) :=
{
a ∈Mt ∩ {xˆ} ×Bk(0,Γ0)
}
, N(xˆ) := ]A(xˆ).
Note that by (A.10) we can use the implicit function theorem to see that the
points in A(xˆ) are discrete. Thus, by (A.11) and as Bk(0,Γ0) is bounded we
observe that N(xˆ) has to be finite.
Consider arbitrary yˆ ∈ Bn(0, r). We want to show there exists some
δ = δ(yˆ) such that
N(xˆ) = N(yˆ) =: N (A.13)
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for all xˆ ∈ Bn(yˆ, δ). There exist N different ai = (yˆ, hi) ∈ A(yˆ). In view of
(A.10) we can use the implicit function theorem, to obtain a δ1 ∈ (0, r) and
gi ∈ C2
(
Bn(xˆi, 2δ1),Rk
)
with gi(yˆ) = hi, such that
Mt ∩B(ai, 2δ1) ⊂ graph(gi) ⊂Mt ∩C(0, r,Γ0)
for all i = 1, . . . , N . Note that δ1 can be chosen such that the graph(gi)
are disjoint. In particular this shows ”≥” in (A.13) for δ ≤ δ1. Let W :=
({yˆ} × Bk(0,Γ0)) \
⋃N
i=1 B(ai, δ1), so W ∩ Mt = ∅. Then by (A.11) and
compactness of W there exists a δ ∈ (0, δ1] such that ”≤” holds in (A.13),
which proves (A.13).
Set m(t) := N(0). By (A.13) we see {N(yˆ) = m(t)} is open and closed in
Bn(0, r). As Bn(0, r) is connected this shows (A.12) for fixed t. By continuity
in time, this establishes the result.
Combining this result with Proposition A.1 yields
A.4 Lemma. There exist C ∈ (1,∞) and α1 ∈ (0, 1) such that the following
holds: Let K, r ∈ (0,∞), ξ ∈ (0, K] and let M be a submanifold of Rn+k.
Assume Kξ ≤ α1
M ∩C(0, 2r, 2r) ⊂ C(0, 2r, ξ2r), (A.14)
∂M ∩C(0, 2r, 2r) = ∅. (A.15)
Also suppose
sup
x∈M∩C(0,2r,2r)
|A(M,x)| ≤ K2r−1, (A.16)
Then there exists an m0 ∈ N ∪ {0} and gi ∈ C2
(
Bn(0, r),Rk
)
such that
M ∩C(0, r, r) =
m0⋃
i=1
graph(gi), (A.17)
where the union on the right is disjoint and we set
⋃0
i=1Gi := ∅. Moreover
we have
sup |gi| ≤ Cξ2r, sup |Dgi| ≤ CKξ, sup |D2gi| ≤ CK2r−2 (A.18)
for all i = 1, . . . ,m0.
Proof. We may assume r = 1. Let a ∈M ∩C(0, 1, 1) be arbitrary. We want
to show ∥∥(Rn × {0}k)\ −T(M,a)\∥∥ ≤ CKξ. (A.19)
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Consider S ∈ SO(n + k) with S(Rn × {0}k) = T(M,a). Set τi := S(ei),
i ∈ {1, . . . ,n}. For ξ0 small enough we can apply Proposition A.1 with
R := (2K)−1ξ and α = Kξ to the manifold S−1[M − a], to obtain a function
g ∈ C2(Bn(0, 2R),Rk) with g(0) = 0, sup |g| ≤ Cξ2 and S[graph(g)+a] ⊂M .
Here we used Kξ ≤ α1 and chose α1 ≤ α0.
For i ∈ {1, . . . ,n} define vi ∈ graph(g) and wi ∈ Rn × {0}k by
vi := (Reˆi, g(Reˆi)) , wi := Svi −
({0}n × Rk)
\
(Svi)
Using S(ei) = τi and (A.14) we can estimate
|Rτi − wi| ≤ |S (0, g(Reˆi)) |+ |
({0}n × Rk)
\
(Svi) | ≤ Cξ2.
Now set w˜i := Rwi for i ∈ {1, . . . ,n}. As R = (2K)−1ξ, this yields |τi−w˜i| ≤
CKξ. The (w˜i) lie in Rn × {0}k and the (τi) form an orthonormal basis of
T(M, 0), so this establishes (A.19) (see [All72, 8.9(5)]).
In view of (A.19) and CKξ ≤ Cα1 < 1, we can use Lemma A.3 with
Mt ≡ M and Γ0 = r to obtain the gi. For the bounds in (A.18) use (A.14),
(A.16) and (A.19) combined with (1.3) and (1.4).
We end the appendix by giving an alternative condition to (2.13) or (3.25).
A.5 Lemma. There exists a C ∈ (1,∞) such that the following holds: Let
p ∈ (n,∞), %,K ∈ (0,∞), γ, δ ∈ (0, 1], y0 ∈ Rn+k and let M be a submani-
fold of Rn+k. Assume ∂M ∩B(y0, 2%) = ∅,
M ∩B(y0, 2%) ⊂ C(y0, 2%, γ%) (A.20)
and
%−nH n (M ∩B(y0, 2%)) + %p−n
∫
B(y0,2%)
|H(M,x)|pdµM(x) ≤ K. (A.21)
Then H n (M ∩C(y0, δ%, %)) ≤ C2p(p− n)−1K(γ + δ)kδn−k%n.
Proof. We may assume y0 = 0 and % = 2. Set A := C(0, 2δ, 2γ)∩ δZn+k. Let
a ∈ A, then B(a, 1) ⊂ B(0, 4). By (A.21) and Simon’s monotonicity formula
[Sim83, 4.3.2] with R = 1, r = 2δ and Γp = K we can estimate
(2δ)−nµM (B(a, 2δ)) ≤
(
(µM (B(a, 1)))
1
p +
K
1
p (1− δ p−np )
p− n
)p
≤ 2
pK
p− n .
By assumption (A.20) we have M ∩ C(0, δ, 2) ⊂ ⋃a∈A B(a, 2δ) and also
]A ≤ C(γδ−1 + 1)k. This establishes the result.
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