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Abstract
The Time Series Data Mining (TSDM) is an active research field due to the mas-
sive demands from industrial and other real-world practices. This thesis develops
a novel universal TSDM methodology, named the Event Group Based Classifier
(EGBC) framework, for multi-variate time series classification. This work was ini-
tially motivated by demands from the iron-making industry, and later extended as
a generic TSDM technique.
The unique feature of the proposed EGBC framework is its three-layer structure,
of which each layer works independently and focuses on solving different problems
within the TSDM domain.
• In Layer-1, the original Time Series (TS) is segmented and transformed into
appropriate TS representations, for the purposes of dimensionality reduction,
noise reductions and information refinement. Various techniques can be ac-
commodated in this layer according to the attribute characteristics of the TS
data.
• In Layer-2, TS representations are aggregated into fewer sets based on their
actual meaning or morphology. These are considered as events that may have
association with the aim of the classification task. Temporally close events
on all attributes are then selected to form event groups and these groups are
labelled accordingly. The grouping process in Layer-2 is oriented based on the
nature of the task, and algorithm selection is flexible.
ix
x ABSTRACT
• In Layer-3, the event group dataset is analysed by a specialised decision tree
algorithm, so that the association between the target classes and certain com-
binations of events can be discovered and summarised as a tree model. The
tree model can be utilised for various purposes such as online classification,
anomaly detection, knowledge-base expansion and prediction.
The main contributions of this PhD research work include:
• Proposed a concept of an event group-based classification in TSDM domain.
• Utilisation of a specialised decision tree technique for sequential data mining
tasks.
• Development of a universal TSDM methodology, in which independent stages
work as data driven, task oriented and information theory supported layers
respectively.
• Discovery of a common, yet often overlooked TSDM problem – the temporal
mis-alignment issue, which in turn was a main motivation for this thesis, in
that the realisation of the EGBC framework can solve this problem.
The EGBC framework has been examined and evaluated with different tasks,
and the outcomes of which suggested this method has a satisfactory performance and
adaptability for sequential data classification under various scenarios. Specifically,
in the most complex iron-making industrial environment, the EGBC framework pro-
duced significantly better accuracies for predicting abnormal industrial behaviours
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The emergence of a plethora of data mining techniques has changed the way that
processes work in many important business areas. Enabled by widely distributed
and used computer systems, countless data are recorded as a vast array of details
of the inputs, outputs, organisational states, actions and reactions in many business
activities.
One could say that research on AI machine learning, and by extension – data
mining, started shortly after the development of the computer, where both the
computational capacity and storage were very limited. Thus the classic data mining
techniques were essentially constructed to focus on analysing data stored in static
datasets, in which all data entries are supposedly independent and can be easily
manipulated.
In a static dataset, related data are generally stored as a structure called a
tuple which reflects the status of a particular object. Such a tuple generally consists
of a number of attribute-value pairs which represent various aspects of the object
quantitatively. The attributes are often considered as different dimensions of a
hyper-space, therefore the tuples can be mapped as scattered dots in such space
according to the associated values. Natural groupings can be established on these
scattered dots based on their similarities, which can be defined differently according
to various requirements.
1
2 CHAPTER 1. INTRODUCTION
Figure 1.1: A typical data mining application, adapted from [1].
For example, while a customer is browsing an online store, e.g. a B2C (Business-
to-Consumer) company A, a personalised profile may be built based on customer’s
personal information together with online actions, such as the selections (clicks),
search phrases, viewed goods, time spent on viewing certain products, intervals be-
tween visits, ordered goods, paid prices, listed prices of non-purchased products and
much more. Considering the number of customers and the amount of information
collected, it is realistically not feasible to manually analyse this updating database,
and data mining techniques are naturally employed for such analytic tasks.
By linking various data collections and viewing these from different perspectives,
the associated customers can be categorised into different segmentations. Typical
customer groups may be formed based on similar interests, purchasing powers, shop-
ping habits or recent changes in their life styles. Providing personalised recommen-
dations and promotions to different customer segmentations based on the derived
profiles has been proven to be a very efficient and economic marketing strategy, such
an outcome would have been impossible without data mining techniques. Similar
cases emerge in many other diverse businesses currently, often as a result of the
active ongoing research and development in the data mining domain.
However, although it has been well developed and implemented for a number
of decades, data mining research with a focus on time series data is still an active
and challenging task. Traditional data mining algorithms do not naturally han-
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dle complex sequential data, as most algorithms were designed to analyse static
“case-by-case” datasets, e.g. individual customers with a certain set of properties.
Compared with the static data scenario, which is essentially composed of snapshots
of observations without temporal information, the time series data consists of sig-
nificantly more information. As a result, Time Series Data Mining (TSDM) has
become a prominent research area in the last decade.
This thesis presents the development of a universal TSDM methodology, namely
the Event Group Based Classifier (EGBC) framework. This research was essentially
motivated and driven by certain real-world needs from the iron-making industry.
The EGBC framework features a three-layer structure where each layer is designed
to function independently on different aspects of a TSDM classification task. Time
series data is dynamically reconstructed through different layers in the framework
so that existing symbolic data mining techniques can be adopted in order to obtain
meaningful analytic outcomes.
1.1 Difficulties in TSDM
Similar to other data mining tasks, a TSDM task intends to disclose useful infor-
mation from the given time series data through various analytic methods. However,
due to certain special characteristics of the time series data, there are a number
of additional problems within a typical TSDM procedure, and the most obvious
problems are related to the lengthy and ordered data structure of a time series.
In a traditional data mining domain, tuples are constructed by a number of
attribute-value pairs. As the attributes are generally fixed and limited, the similar-
ity between two tuples can often be measured by directly comparing the values of
the same attribute, and be represented by the distance between tuples after mapping
these onto a numeric hyper-space. However, the distance based similarity measure-
ment becomes less reliable as the number of attributes increase, because of the curse
of dimensionality first noted by Bellman et al. [2]. A limited number of tuples gen-
erally become sparse as the dimension of the hyper-space increases, and the data
become equally far and dissimilar to each other in such a high-dimensional space.
4 CHAPTER 1. INTRODUCTION
Within the data structure of a time series, there is no such attribute-value pair
as with traditional static datasets. Every Time Series (TS) attribute is bound with
multiple values, at different time points, and the whole sequence is considered as
an integrated part. In order to utilise the abundantly researched field of traditional
data mining techniques, a raw TS sequence with real values needs to be transformed
into a more appropriate representation, so that it can be more readily mapped into
a classic hyper-space or something similar. A simple approach in doing so is to re-
define either the attribute or the values to make up new attribute-value associations.
For example, new attributes can be constructed by linking the original attribute
and their timestamps for all different values in the sequence, then the time series
is transformed into a tuple with many attribute-value pairs. However, as the time
series data can be significantly long, this is generally not feasible due to the curse
of dimensionality. Also, as the lengths of different TS may vary, this method does
not ensure all sequences are mapped to the same hyper-space.
Figure 1.2: A example chart of daily total energy consumption (kWh) [3].
Another simple approach is to segment a time series into a number of sub-
sequences with the same length, and treat each sub-sequence as a tuple so that the
dimensionality is limited to the segment length. A univariate time series data is then
transformed into a traditional static dataset. New attributes are made-up under
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certain assumption and the meaning of values may also change according to the
segmentation. For example, as illustrated in Figure 1.2, the daily power consumption
over a period of days is a single dimensional TS data, and all values have the same
meaning – the power consumption of the day. However, once the data is viewed from
a weekly periodic perspective and segmented into groups of seven, then the values in
each group are assigned to new different meanings, e.g. the power consumption of
Monday (Tuesday, . . . , Sunday). This transforms the single dimensional (attribute)
time series into a static dataset with seven attributes, with independent observations
spanning over isolated weeks, and the similar patterns among weekly tuples can be
further identified. Quite obviously, correct segmentation is very important as it
changes the raw structure of the data. A good length of segmentation (in this case,
seven) may enhance the patterns of interest in the time series, however an incorrect
size of segmentation (e.g. 11) may permanently break the continuous patterns and
make discovery extremely difficult. In addition, segmentation can not capture all
useful information when the pattern is non-periodic.
For a multi-variate time series, i.e. consisting of sequential data associated to
multiple attributes, a common method is to obtain snapshots of all attributes at
the same time, as illustrated in Figure 1.3. Time is one of the three fundamental
magnitudes (mass, length and time), so that it is an inherent parameter of any
observation. Although in many static datasets, the temporal information is ignored
and the observations are assumed to be independent to each other, and all data in
each observation are assumed to be obtained at the same time point. Bearing in mind
that a traditional static dataset is more like a collection of many attribute snapshots
without the observational time information, and vice versa, it is understandable
that one could consider snapshots of a multi-dimensional TS in a similar way as a
traditional static dataset. Although data in a classical dataset may refer to status of
either a specific, or various objects, in a TS, however, snapshots generally describe
the status of a specific object at varying, or different points in time.
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Figure 1.3: Snapshots of Multi-Dimensional TS to Classic Static Dataset. By gath-
ering the most recent values on all attributes as a data snapshot at any given time
point, a multi-variate time series data can be intuitively transformed into the form
of static dataset.
We define this problem as the Temporal Mis-Alignment in a multi-dimensional
time series dataset, as illustrated in Figure 1.4.
Temporal mis-alignment is a hidden problem in many data mining tasks. This
is mainly because most data mining algorithms are not sensitive to the causality
behind the data. No matter what time-stamp is associated with the records, the
data mining algorithm can always produce a plausible model to explain the dataset
by the execution of the same algorithmic process. Given that most time-stamps
are generated and associated with data of certain entities entering or leaving the
computer or physical systems respectively, delays between the time-stamp and the
time of actual process are inevitable. Although many data mining algorithms are
robust to incorrect, noisy or missing values, the essence of a data mining process is
to generate a mathematical model that simulates the actual process that has been
encoded with the associated data, i.e. producing similar outputs as the real system
using the same inputs. Therefore, if the inputs and outputs for a data mining
procedure are totally mis-matched, it is hard to imagine the derived models are
actually simulating the physical system in the real world.
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Figure 1.4: Temporal mis-alignments on actual process of TS snapshots. Although
the data in each snapshot are obtained as the most recent values, they may actually
be reflecting different processes with huge (and unknown) time shifts.
For instance, it is well known that the thunder and lightning are acoustic and
visual results of the same process – lightning, thus they are generated at the same
time. However, due to the speed difference between the sound and the light, the
thunder is always observed later than the flash. If one is interested in investigating
the lightning by analysing both its results, it is necessary to align the flash and
thunder events correctly in time.
The difficulty of solving the temporal mis-alignment lies in the uncertainty of
time shifts between attributes. In the lightning example, the delay of thunder is a
function of distance between the lightning and observer. Without knowing the exact
location of the lightning that occurred, synchronising the flash and the associated
thunder is impossible simply based on the data, as shown in Figure 1.5.
In addition to the mis-alignment problem, another problem is that the same pro-
cess may be represented by signals with different time spans on various attributes.
Both the flash and the thunder are produced by a sudden flow of electricity that
normally happens within 30 microseconds, however, the thunder lasts much longer
because of the length of the lightning track and sound reflections and refractions in
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Figure 1.5: Temporal mis-alignment in the lightning detection. The heights of the
cloud signs (on Y-Axis) represent the distances between the lightning events and
the observer. And the X-Axis represents the time when flashes and the thunder are
detected. Assuming the flashes are detected almost immediately, the delays of the
associated thunder (marked with the same colour) are determined by the distance.
Therefore temporally close-by flash and thunder pairs may not be associated to each
other, hence temporal mis-alignment occurs.
the environment. In order to fully recover all information associated with the light-
ning event based solely of the thunder attribute, using a section of sound with the
same duration as the lightning, is obviously not enough. That is to say, an individual
snapshot of multi-dimensional TS is insufficient for analysing many processes. On
the contrary, making multiple data snapshots will not work better, as the attributes
with shorter durations will have missing values in most of these snapshots. A good
TSDM method has to consider the series as an integral piece of information with a
correct ordering and appropriate timing, and further to rely on rather than to ignore
the time factor.
1.2 TSDM in the Iron-making Industry
The research work described in this thesis was initiated and motivated by real indus-
trial needs from the iron-making industry, where operational data are continuously
collected from a Blast Furnace (BF). A BF, as illustrated in Figure 1.6, is a massive
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industrial plant that works as both a chemical reactor and a heat exchanger con-
tinuously for many years. Iron oxide pellets, or sintered ore, along with coke and
limestone, are charged into layers in the blast furnace in order to produce molten
iron. Generally, blast furnaces can hold as much as several thousand cubic meters
of raw material [4]. The BF is a typical non-stationary system, almost all attributes
in the BF dataset are subject to uncertain time shifts.
Figure 1.6: A diagram of the blast furnace in the iron-making industry.
For instance, newly produced molten iron (molten iron) may require two hours
before it is tapped out of the BF according to domain experts, however, in fact this is
only an approximate estimation. Molten iron and slag are gradually deposited from
the numerous chemical reduction processes and eventually gravitate to the hearth at
the bottom of the BF, and mix with any existing molten iron before the mixture is
tapped out. This means the actual tapped iron temperature (called the Hot Metal
Temperature (HMT)) would have been affected by other existing conditions before
it is measured. In a preliminary HMT prediction task, a set of attributes were
shifted in time based on suggestions reported in internal technical reports, however
these estimated and fixed time shifts subsequently only led to models with worse
prediction performances. Therefore, correctly synchronising all BF attributes in
time is virtually impossible.
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The reliability of some BF attributes is also affected under various circum-
stances. The stave (section of the water cooled lining of the BF) temperatures are
recorded by thermocouples installed within the stave, which are far from the core
of the process. Heat transfer processes are not only dynamic within the furnace,
but also vary on the wall, due to random adherences of slag (skulls) with various
thickness that may accumulate on the inner side of the staves. In such cases, both
the observed temperature and the thermal conduction state are uncertain. Exhaust
gas generally flows steadily out of the top of the BF, however when a “channelling”
event occurs, a direct path (channel) is opened up vertically through the layers of BF
materials (the burden), allowing very hot reducing gas to quickly escape bypassing
the layered feed material and associated reactions. The total travelling time of such
escaping gases in a “channelling” event may reduce to only a few seconds rather
than tens of seconds under normal conditions.
The complex and stochastic nature of the BF processes makes it near impossible
to analyse this huge industrial plant using the fixed attribute-value, snapshot-based
data mining techniques. However, if the data can be transformed differently so
that information collected from a time span can be analysed at one time, it is
possible to adapt mature data mining algorithms for solving specific iron-making
industrial problems. This thesis attempts to address the prior mentioned problems
by proposing a novel Event Group Based Classifier (EGBC) that selects different
key criteria for time series data classification.
The remainder of this thesis is structured as follows: Chapter 2 reviews related
data mining work which have particular focuses on the time series data. Chapter
3 analyses the problems that emerge in general multi-dimensional time series data
mining approaches, and also proposes a new TSDM framework for solving these
problems. Chapter 4 presents algorithms and techniques required in the framework,
with the necessary extensions and adjustments of such algorithms. Chapter 5 de-
scribes a series of trials to validate the approaches developed in Chapter 4, including
two simplified simulation scenarios. Chapter 6 further extends the work to a series
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of TSDM tasks using real-world dataset with numeric values, and lists the results
and modification in each work. In Chapter 7, the motivating industrial task – HMT
prediction – is revisited with the fully validated EGBC framework, in order to check
if the problems can be addressed with the new technique. Chapter 8 summarises the
whole thesis and discusses the advantages and shortcomings of the EGBC frame-
work as a universal TSDM technique, and further proposes important future work
for improvements.
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Chapter 2
Literature Review
As demonstrated in Chapter 1, time series data can be analysed with traditional
data mining techniques as long as it can be transformed into an appropriate for-
mat, e.g. static dataset with observations as a fixed set of attribute-value pairs.
However, simple transformations, such as segmentation and binning, disregard the
connections among successive data and tend to increase the dimensionality by re-
defining attributes. The inability to accommodate or encode temporal information is
the biggest obstruction for utilising mature classic data mining techniques in TSDM
tasks. In order to build models that are able to cope effectively with the temporal
aspects of such information, new data mining methods are required. More specifi-
cally, beyond the traditional data mining function, an ideal TSDM method should
also be able to: 1). Generate and utilise temporal or time-embedded features; 2).
Recognise and handle inter- and, or intra-sequential orders.
In this chapter, an applicable range of TSDM techniques together with a num-
ber of traditional data mining methods are reviewed. Because of the large number
of existing techniques, only a subset of selected techniques that are more appro-
priate to the author’s research interest will be discussed as a basis of the following
development. This chapter is organised as follows:
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• Section 2.1 introduces the types of time series data and discusses the methods
and necessity of TS representation.
• Section 2.2 reviews various methodologies and approaches for processing or-
dered sequential data. This will include popular time models, patterns and
techniques that were developed for TSDM with a focus on ordering.
• Section 2.3 discusses various aims and categories of TSDM tasks and the as-
sociated research in these areas.
• Section 2.4 further demonstrates algorithms that can be combined with the
time series features for various purposes, e.g. dimensionality reduction, seg-
menting and similarity with various alignment techniques etc.
• Section 2.5 specifically discusses the symbolic decision tree as a major branch
of traditional data mining, and its advantages/disadvantages for TSDM.
• Lastly in Section 2.6, similar modelling approaches for the blast furnace are
briefly reviewed as a state-of-the-arts for data mining in the iron-making in-
dustry.
2.1 Time Series Data and Representations
Time is continuous, however in digital computer hardware, temporal data must be
represented with a series of discrete time points. The temporal data is a collection of
chronological observations that represent states in time. Elements in this temporal
data can be of various types, including nominal values (symbols), numeric values
and item-sets. More specifically, the time series data is defined as univariate or
multi-variate temporal data with numeric observations, which are considered as a
whole instead of individual numerical fields.
Because ‘time’ is one of the three fundamental magnitudes in the universe (mass,
length and time), it is a universal inherent parameter of everything in the macro
world we live in. All data can therefore be considered as temporal data, as long as
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each individual observation is time-stamped at its generation or acquisition. How-
ever, time is often considered as irrelevant information in many traditional data
mining tasks. Being a universal attribute, the time information alone has no signif-
icance on any particular object, thus researchers typically focus on other attributes
as these provide more ‘specific’ information regarding the object of interest. For ex-
ample, based on one’s living experience, the colour, size and weight can be used for
identifying the species of fish, however the time of capture is not really an important
fact to such a classification task. In some other tasks, the temporal information is
relevant but still ignored, and this is mainly due to the difficulty on handling the
unique characteristics of time.
The attribute time is a monotonic variable, thus the most distinctive charac-
teristic of a time series dataset is that all values are naturally sorted in order. The
importance of time-stamps lies in the ability to sort all data under a united criterion,
i.e. the temporal order, rather than in the absolute values of time. Although the
absolute temporal value can also be utilised for defining the durations and intervals
of events, such information falls into the category of classical object properties and
can be simply described as attribute-value pairs. Therefore, the speciality of time
series data lies in the embedded ordering information among its elements.
Similar to the classic data mining tasks, which generally include such pursuits
as classification, clustering, anomaly detection, summarization, regression and as-
sociation rule learning [5], the TSDM tasks can also be categorised into a similar
set of categories. Symbolic data mining approaches process the data and generate
outcomes in a high-level language or model. New patterns may be discovered as
representatives to express subsets of the data, normally based on a similarity/dis-
similarity of the subset members.
There are two fundamental problems in time series data mining: the definition
of an appropriate time series representation and a similarity function for comparing
different data [6]. Similar to most other data mining tasks, the TSDM algorithms
need be able to describe the abundant raw data in a high-level language or model,
16 CHAPTER 2. LITERATURE REVIEW
and that the new representations should also retain important information of the
original sequences. The similarity function is important for quantitatively measuring
the difference among representations. Traditional data mining algorithms often use
a distance measure as an index of (dis-)similarity, however for time series data, the
difficulty mainly lies in defining a form of similarity based on human perception
[7]. In TSDM, as the order is fundamentally significant, the definitions of both
representation and similarity functions should encode this ordering information as
a major factor.
2.1.1 Time Series Representations
In order to reduce the computational cost of mining high dimensional time series
data, appropriate techniques for generating corresponding representations of the
TS are important. The main motivation of TS representation is to emphasise the
essential characteristics of the series in a concise manner. According to Esling and
Agon [7], the general requirements for a good representation are:
• Dimensionality Reduction;
• Emphasis on fundamental characteristics, e.g. shape, scale;
• Low computational cost for generating the representation;
• Good reconstruction quality from the reduced representation;
• Insensitivity to noise or implicit noise handling.
There are many techniques developed for representing time series data, and these
can be classified into three categories following the taxonomy proposed by Keogh
[8]: non-data adaptive, data adaptive and model based.
Non-data Adaptive Representation
A non-data adaptive representation has static settings for the parameters of the
transformation, regardless of the type and characteristic of the original time series
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data. For example, the Discrete Fourier Transformation (DFT) was used by Agrawal
et al. [9] for projecting the time series data on a sine and cosine functions basis,
and derived a set of sinusoidal coefficients as the TS representation. Similar to the
DFT method, the Discrete Wavelet Transformation (DWT) was employed for its
scaling capacity [10]. In some researches, the DWT based representation provides
a multi-resolution decomposition where both low and high frequency characteristics
are represented with improved accuracy [11]. Various wavelet functions, such as Haar
[12], Daubechies [11] and Coiflets [13], were also successfully utilised by researchers.
Other transformation such as the Discrete Cosine Transformation (DCT) was also
used in time series data mining work [14], however no significant advantages have
been identified amongst these representations or decompositions, according to Keogh
et al. [8].
Aside from employing general transformations on time series data, more specific
approaches that are designed for representing time series data were proposed. Ran-
dom projections have been employed for TS representation [15] in which every time
series has a convolution product with k random vectors generated by a multivari-
ate standard. Keogh et al. [16] introduced the Piecewise Aggregate Approximation
(PAA) which represents a series through the mean values of consecutive fixed-length
segments. The PAA has been extended to include a multi-resolution property as
MPAA later by Lin and Keogh [17], and this became the basis of the popular data
adaptive approach Symbolic Aggregate Approximation (SAX) [18].
Data Adaptive Representations
In contrast to the non-data adaptive techniques, the data adaptive methods changes
the parameters of the representation techniques adaptively, according to the nature
of time series data. Parameters of most non-adaptive representations, e.g. DFT,
DWT, can be adaptively adjusted by adding a data-sensitive pre-processing step.
For example, Megalooikonomou et al. [19] presented a data-adaptive version of PAA
through the use of vector quantization, in which a codebook was created for recur-
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rent sub-sequences. This method was further extended to allow multiple resolution
levels [20]. A codebook based approach was also utilised for mining gestures with
motion vectors by Stiefmeier et al. [21], although the computational efficiency was
not significantly less than other popular techniques, such as SAX. Singular value
decomposition (SVD) is a factorisation technique of matrix which has been used for
a wide range of purposes, including finding multi-scale patterns in time series [22].
However, one disadvantage of SVD is that the computation for eigen-values of large
matrices is quite expensive.
Besides modified versions of former classic transformations, many other repre-
sentations have also been attempted. The Piecewise Linear Representation (PLR)
[23] is an often cited representation for time series approximation. The PLR approxi-
mates a time series with a number of straight lines, and yields the best representation
such that the maximum error for any segment is less than a certain threshold, or
that the total error of all segments does not exceed the given threshold. This error
can be measured by the RMSE, furthest points or other metrics. Figure 2.1a illus-
trates a simple PLR (red line) of the original data (black curve). Various algorithms
have been suggested to improve the outcome of PLR, such as Neural Networks [24],
Hidden Markov Models [25], or Genetic Algorithms [26], however none have been
forcefully shown to produce any advantage.
In financial time series, such as stock price or market index analysis, methods
such as, Perceptually Important Points (PIP) are popular for sequence segmentation.
The PIP approach was first proposed by Fu et al. [6] for financial time series
representation. For each subsequence, the PIP segmentation approach initialises
the first and last data points as PIPs, then the new PIP is selected by measuring
the distance between the data points and the nearby PIPs. The data point with
the maximum distance to the closest existing PIPs is subsequently selected as a
new PIP, and these are further generated recursively until a stopping criteria is
met. The PIP is a typical top-down segmentation approach which partitions the
whole given sequence into smaller segments, and therefore is not suited for online
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(a) Piecewise Linear Representation.
(b) PIP for discovering “shoulder-head” pattern in financial data [6].
Figure 2.1: Examples of PLR and PIP methods. (a) illustrates how a curly shaped
TS is represented by uni-interval straight lines in PLR. (b) shows a top-down seg-
mentation which finds the important points in a TS based on the distances between
the nearby points.
segmentation of streaming data series. The PIP approach, as illustrated in Figure
2.1b, is designed to partition temporal sequences into meaningful patterns similarly
to the qualitative perceptions that humans may form, where the fitting error in each
segment is not overly restricted in any way. Since there are many empirical financial
patterns summarised by technical stock market analysts, the patterns segmented
with PIP can be effectively used to match with the known patterns [27, 28].
Other than straight lines (linear) based representations, Xie and Yan [29] pro-
posed a representation to approximate the time series with a set of concave and
convex patterns in order to improve the subsequence matching. Polynomial shape
space representation introduced by Fuchs et al. [30] included a trend estimator for
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generating the representation subspace of a time series. Gullo et al. [31] vary the
time series segmentation in their Derivative Segment Approximation (DSA) model
through estimating the derivatives to which Dynamic Time Warping (DTW) can be
applied.
A notable symbolic time series representation, SAX, was developed by Lin et al.
[17] and received significant attention from TS data miners. The SAX approach is
based on PAA, and utilises the equal frequency histograms on the sliding windows
to create a series of short words or sub-sequences of symbols, as the representation
of the original time series. The SAX is a technique designed for TSDM, and has
been widely employed for analysis on TS from a variety of sources [32, 33, 34].
The original SAX approach uses a fixed-size sliding window to segment TS data,
and convert each subsequence into a PAA, and in turn into a sub-sequence of symbols
(or string), on a Gaussian distribution of their values. The string representing each
subsequence is known as a SAX motif, which denotes the primary change in the
raw data and can be used as basic elements for further data mining. The SAX
method has been proven to be efficient and reliable for anomaly detection [35],
sequence classification [18], querying similar temporal patterns [36] and many other
tasks. SAX has been further extended by Shieh and Keogh [37] into indexable SAX
(iSAX), which allows fast indexing by providing zero overlap at leaf nodes. The
(i)SAX technique has a fixed parameter set, however the generation of equiprobable-
symbols makes the technique adaptive on the magnitude dimension. However, the
fixed-size sliding window limits the capacity of decomposing a non-stationary TS,
as the same type of events with temporal distortions may not be disassembled into
motif sets with similar motifs. The author [38] proposed a variance-wise SAX in
order to extend the temporal adaptivity and retrieve similar patterns with various
time scales, this will be further explained in Chapter 4.
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Model Based Representation
The model based approach has a primary assumption that the observed time series
data was produced by an underlying model, and the aim is to find the model and the
associated parameters of said model. The similarity between two time series data
is then not based on the similarity of their appearance, but whether they can be
reproduced with the same model and parameters. Auto Regressive Moving Average
(ARMA) [39], Markov Chain (MC) [40] and Hidden Markov Models (HMMs) [41]
are typical approaches used for TSDM. The author of this thesis also believe the
time series produced by any non-random system can be analysed with a decision
tree model, however not directly reflected on the TS representation level.
2.2 Time Models and Temporal Patterns
The time series representations are utilised to simplify an original time series into
a discrete sequence of elemental facets, such that further data mining process can
more readily use these as the basis for finding new temporal patterns.
2.2.1 Ordering Operators
There are two types of temporal models based on how a representation is formed
in the representative sequence: time point and time interval. In the time point
model, representations of original time series are considered as individual time points
that represents instances. On the other hand, the time interval models consider
representations as procedures that span over a period of time, which can be defined
by a pair of time points (head and tail) inclusively, and these represent processes
with various durations.
For time points in a temporal data, their relationships can be simply repre-
sented with order (before or after), concurrency (close to others in time with no
strict order) and synchronicity (meaningful coincidence). However for time inter-
vals, according to different durations, start and end points, there are thirteen basic
relations between two time intervals as defined in the Allen’s interval relations [42].
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Figure 2.2: Temporal Models – Time Points (a) and Time Intervals (b). (a) TS
representations only happen on certain time points (ti)with no durations. (b) TS
representations last for certain periods, can be represented by start and end time
points (t− and t+).















Figure 2.3: Order relations between (a) time points, and (b) time intervals repre-
sentations.
As shown in Figure 2.3b, Allen’s intervals define seven basic operators for de-
scribing two intervals A to B: before, meets, overlaps, starts, during, finishes and
equals. By swapping the locations of A and B, all relations, except for the equals,
would re-incur and add the total number of two interval relations to 13.
The Allen’s interval relations are widely used for temporal data mining as it
forms an efficient algebra to represent complicated relationships. However, other
researchers have found that the defined 13 operators are limited for the variety of
orders, and several extensions of Allen’s relation were designed to represent interval
relationships or interval-point relations [43, 44]. For example, by involving the mid-
points of time intervals (beyond the start and end points) in the extended relations,
Roddick’s mid-point interval relations [45] define 9 versions of overlaps therefore the
total number of relations between two time intervals were extended to 49. Figure 2.4
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demonstrates the order operator definitions for time point and time interval models.
(a) (b)
Figure 2.4: Temporal concepts and operators for (a) time points model and (b) time
intervals model. The ordering concepts in both time models can be described by
different operators as illustrated in both figures,(adapted from [46]).
The temporal operators standardise the various ordering relations between time
points and time intervals, which can in turn be used as a basis to form new temporal
patterns with temporal orders.
2.2.2 Temporal Patterns
A temporal pattern normally describes a recurring segment of events ( TS represen-
tations) that is useful for a targeted TSDM task. The events in a temporal pattern
may be ordered, partially ordered or unordered according to the aim of the task and
nature of the dataset. As time point, and time interval models, have different order
operator systems, the definition on the temporal pattern also varies.
The number of occurrences of a temporal pattern in a dataset is defined as its
support, and the ratio between support and the size of the whole dataset is generally
called the frequency of a pattern. Various researchers use a frequency threshold
for locating important patterns, as the frequency of the temporal pattern is often
considered as an indicator of its significance.
The closeness of a temporal pattern is another important concept. A pattern
is defined as closed when all of its super-patterns have less support than the support
of itself. Figure 2.5 illustrates examples of the support and closeness of recurring
temporal patterns from a dataset.
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Figure 2.5: Example of the Support and Closeness of Sequential Patterns (adapted
from [47]). Pattern ABC is a super-pattern of both AB and BC. Because the support
of ABC equals to the support of AB, thus pattern AB is not closed. However the
supports of all super-patterns of BC are less than the support of BC, thus pattern
BC is closed.
Time Points Patterns
In a single stream time point sequence, because the order relation is limited to either
before or after, the simplest ordered temporal pattern is a sub-string. A sub-string
is a sequence of symbols (characterised temporal events) without gaps, it preserves
the ordering relations within the selected segment. However, as no gap is allowed in
sub-strings, the temporal patterns can only be defined as unique strings. A regular
expression could be used as an extension of sub-string in order to provide capacity to
allow gaps, negations and repetitions within the temporal pattern. The sub-string
based temporal patterns can also be represented with higher level structures, such
as suffix trees [48, 49] and suffix arrays [50] in order to gain better efficiency, space
requirement and indexing capacity.
A sequential pattern proposed by Agrawal and Srikant [51] is a sequence of
ordered symbols or symbolic item-sets. In this approach, a sequential pattern focuses
on expressing the concept of an order, and is more flexible with gaps and variations.
A typical sequential pattern, {B} → {C} → {A,D}, and its matches can be seen
in Figure 2.6.
Figure 2.6: Flexible matches of a sequential pattern {B} → {C} → {A,D} from a
sequence of item-sets.
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Many algorithms were developed for finding sequential patterns and closed se-
quential patterns, such as AprioriAll [51], SPADE [52], CloSpan [53], BIDE [47],
BIDEMargin [54] etc.
Another important branch for time points temporal pattern is called Episode
Mining. Episode mining [55] is a specialised approach for analysing temporal event
data with numerous events combinations that occur within a given window. The
main advantage of the episode mining is that it expresses not only the concept of
order, but also the concurrency among events by limiting the size of a time window.
An episode can be defined as serial (fully ordered), parallel (non-ordered) or general




















Figure 2.7: Definition of Various Episodes. Diagrams on the left shows different
types of episodes, including fully ordered events – Serial, un-ordered events – Parallel
and partly ordered events – General episodes. Picture on the right shows an example
of general episode, in which only the orders between C–A and D–B are enforced.
Therefore, the two event groups circled in the right picture are considered as the
same general episodes.
The concept of an episode emphasises the importance of combinations of var-
ious events, and this also conforms to the way humans often perceive temporal
events [56]. The definition of episode gives it great flexibility on representing var-
ious temporal scenarios, many algorithms were proposed for discovering frequent
serial episodes [57, 58]. This was considered as a fundamental problem as the fre-
quent episodes are believed to have a higher importance than infrequent episodes.
Well known episode mining algorithms include: WINEPI [55], MINEPI [59] and
extended algorithms that seek episodes with restricted gaps [60] or closed episodes
[61]. However, frequency may not always stand for the significance of a pattern, for
example, a combination that repeatedly occurs at all times may not be interesting
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to the observer. Gwadera et al. [62] proposed an algorithm that would estimate the
significance of episode against Beroulli and Markov background models. Laxman et
al. [63] discussed the formal relation between episodes and an HMM, and connected
these two techniques to define a special HMMs class called Episode Generating
HMMs (EGHs), based on a non-overlapping occurrences frequency definition. The
EGHs method shows better efficiency and effectiveness than the traditional frequent
episode discovery methods.
The episode and similar partial order pattern [64, 65] both allow the existence
of an order and concurrency within a pattern. Based on these, a number of efficient
algorithms for mining closed partial orders, such as TranClose and Frecpo, were
proposed [66]. With a correct interpretation and pruning, partial order sequential
patterns may be visually represented as nodes linked by directional edges.
Time Intervals Patterns
As reviewed earlier, the order relation between time intervals is complicated. There
are at least 13 possible relations between two time intervals, and this number could
be expanded up to 49. When multiple time intervals exist within a temporal pattern,
the number of possible combinations increases exponentially. Höeppner et al. [67]
used a table for listing the pair-wise Allen’s relations between all time intervals,
which requires K(K − 1)/2 relations for K intervals, as shown in Figure 2.8.
Pair-wise interval table based on Allen’s relation is hard to be re-written as
rules. Wu and Chen [2007] tried to convert the interval sequence into a sequence
of the interval boundaries, and the circled patterns in Figure 2.8 are equal because
both of them can be represented as:
A+ = B+ > D+ > A− > C+ > B− > C− > D−
Where the superscript + and − represent the start and end of an interval respectively.
This representation is more compact and only requires 2K + (2K − 1) relations for
K intervals in a temporal pattern.
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Figure 2.8: Pair-wise Interval Relations (Adapted from [46]). The relationship ma-
trix at the bottom of this figure lists all relations between each pair of events of a
given set of time intervals.
Similarly, a number of algorithms that are also based on Allen’s relations were
proposed with various advantages, such as H-DFS (Hybrid Depth First Search) [68],
ARMADA [69], TPrefixSpan [70], IEMiner [71], Karmalego [72]. However, as the
base of all these algorithms, the Allen’s relations (and its extensions) are not ideal.
The Allen’s relation is not a robust language for describing interval orders,
sometimes intuitively close situations are categorised by different operators, and
vice versa. This can be ambiguous as well, as some far separated situations may be
described by the same operator. Figure 2.9 illustrates how Allen’s relation performs
under such scenario. Extensions of Allen’s relation have exactly the same problem,
if not worse, as more relations are less robust.
Moechen [65] proposed a new approach called Time Series Knowledge Repre-
sentations (TSKR), which does not rely on full time intervals but focuses on the
coincidence of intervals at different temporal stages. The TSKR represents a multi-
variate time interval sequence with three different levels of representations: Tone,
Chord and Phrase. In this method, the Tones represent time intervals, the Chords
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(a)
(b)
Figure 2.9: Different Allen’s Operator over Small Variance and Same Allen’s Oper-
ator on Distinct Cases (adapted from [46]). (a) indicates that the Allen’s operators
are not robust, as scenarios in each column of figures only have small variances,
however belong to different Allen’s operators. (b) shows that an Allen’s operator
can be ambiguous as it actually covers a range of scenarios which are significantly
dis-similar to each other.
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represents coincidence of Tones, and the Phrases represent partial order of Chords,
as illustrated in Figure 2.10.
Figure 2.10: Concept of Tones, Chords and Phrase in TSKR (adapted from [65]).
The concepts of chords and phrases are considered as a better time interval relation-
ship description than the Allen’s operator. With this method, event coincidences
and orders are demonstrated and summarised in separate stages, therefore this is
robust against noises and small ordering variances.
The key of TSKR is that time intervals (Tones) are broken down and the coin-
cidences of discretized Tones (Chords) are used as basic elements for constructing
new temporal patterns (Phrases) with orders. Multiple variates are considered as
an integrated feature, and the order relations are also simplified to single dimension
situation, i.e. before or after, as all attributes are integrated in the Chords.
The TSKR provides a compact and unambiguous temporal representation that
is robust against noise. This method essentially breaks down time intervals on
demand, and uses the coinciding segmentation (item-sets) as the basic temporal
representations for constructing ordering temporal patterns. By ignoring the various
time interval ordering relations, the TSKR successfully avoids the disadvantage of
most other methods and reduces the ambiguity in temporal patterns.
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2.3 Aims and Techniques of TSDM
Similar to the more traditional data mining methods, the TSDM approaches can also
be categorised into a number of similar categories based on the overall aims. Some
categories are common for both the classic and time series data mining, however
there are also a number of tasks that are more specific for temporal data. The
common TSDM tasks include:
• Query by content. Query by content is a very important and active field in
time series data mining, and it focuses on finding matching occurrences and
contents of a given pattern from time series data. This is a basic however
challenging task, considering that the length of time series data can be very
long.
• Clustering. Similar to Query by content, the clustering task is also based on
matching and similarity searching of sequences. However the clustering task
does not rely on any given pattern, but focuses on finding natural groups in
the dataset in an unsupervised manner.
• Classification. The classification task assigns labels to each TS in a dataset
based on a pre-trained model. The classes are known in advance and allocated
to all TS in the training dataset, and the training process focuses on finding
the distinctive factors that separate and partition the TS data into its various
classes.
• Summarisation. In order to reduce the dimensionality of TS data, long
sequences can be summarised into shorter representations which still retain
the essential information of the original data.
• Anomaly detection. For a series with regular repeating patterns, abnormal
sub-sequences generally are associated with interesting process events or other
related information. Quickly seeking and identifying anomalies in TS data has
similar importance as finding outliers in a traditional dataset.
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• Forecasting. In very long series, future values or patterns may become pre-
dictable based on known historic TS data. This is a major research area due
to the high demands from real-life, such as the market predictions in financial
data.
• Motif discovery. Motif discovery is utilised to find all sub-sequence patterns
(or shapelets) that repeatedly occur in a series, and these sub-sequences are
defined as motifs. A motif approximation may consist of similar sub-sequences,
and different motifs may also overlap with each other.
The tasks listed above are active research within the TSDM domain, mainly
because of the demands from the real world. Many different techniques were em-
ployed in the past for addressing these problems, although not all these techniques
are related to the order relation focused TSDM methods reviewed in the previous
section, many techniques in the following section can be co-employed for generating
TS representations or analysing the ordered temporal patterns.
2.3.1 Query by Content
The query by content is the key task in the TSDM domain, as it is seeking similar
series of a given example based on a specific similarity function D(Q, T ). The query
task can be conducted for either an entire series matching, or for sub-sequence
matching, and is further divided into the following scenarios:
• Query by Content. Given a query time series Q = (q1, . . . , qn) and a sim-
ilarity measure D(Q, T ), sort a list of time series L = (T1, . . . , Tn) based on
the similarity to Q, thus ∀Ti, Tj ∈ L, i > j ⇐⇒ D(Q, Ti) ≥ D(Q, Tj).
• ε-Range Query. Instead of ordering the whole series list L based on the
similarity, a distance threshold ε can be used for selecting a group of time
series G = (g1, . . . , gm), and ∀gi ∈ G,D(Q, gi) < ε. The selection of similar
series group G is objective, however, the value of this threshold varies on
different dataset, and the size of group G is not controllable.
32 CHAPTER 2. LITERATURE REVIEW
• K-Nearest Neighbours. Instead of using an uncertain threshold ε, a fixed
number (K) of series which are most similar to the query Q can be conducted.
The selected series group G has can be defined as |G| = K, ∀T /∈ G,D(Q, gi) ≤
D(Q, T ).
The query task is the basis of time series data mining area, therefore it has been
extensively researched by many. One important approach is to transform the time
series into the frequency domain, and assess the similarity between sequences based
on their coefficients in the frequency domain. Agrawal et al. [9] represented a series
with a set of Discrete Fourier Transform (DFT) coefficients, and these coefficients
were then indexed with an R-tree [73]. Following this approach, other researchers
adopted a similar manner to convert time series data in to frequency domain. For
example, Rafiei and Medelzon [74] used the properties of a DFT for retrieving similar
time sequences. Chan and Fu [10] selected Discrete Wavelet Transform (DWT) in
similar time series matching task. The Discrete Cosine Transform (DCT) was also
suggested by Korn et al. [14] for the time series query task, however the DCT
does not yield any particular advantage over other decompositions such as DFT and
DWT according to Keogh et al. [8].
Besides employing transformations into the frequency domain, numeric trans-
formations have also been used for time series representations. Commonly seen
techniques include Piecewise Linear Approximation (PLA) [75], Piecewise Approx-
imate Aggregation (PAA) [76, 77], Adaptive Piecewise Constant Approximation
(APCA) [78] and Perceptually Important Points (PIP) [79] etc.
Symbolic representations were also widely used. Agrawal et al. [51] proposed a
shape alphabet with a fixed resolution in 1995. The most popular recent symbolised
representation is the Symbolic Aggregate ApproXimation (SAX) [18] and its binary
form extension iSax [37] by Shieh and Keogh. The SAX technique is proven to
outperform most of the other representations [21].
The query by content task also relates to a number of other issues, such as in
scaling and gaps [80], noise [81], time warping [82, 83] etc. Dynamic Time Warping
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(DTW) is an important technique for distance measurement with a time series,
which will be discussed in detail soon.
2.3.2 Clustering
Clustering is a typical unsupervised learning process of finding natural groups within
a dataset, which are typically called clusters. An optimal grouping should result in
maximised inter-cluster variance and minimised intra-cluster variance. If the number
of cluster is optimally selected, the algorithm should generate a cluster model that
is intrinsically presented in the data. However, in most clustering tasks, the major
difficulty is how to correctly define the optimal number of cluster.
A clustering task on a time series can be categorised into whole series clustering
and subsequence clustering. Whole series clustering aims to regroup all time series in
a dataset based on the similarity amongst each other. Similarly, with sub-sequence
clustering the intention to create clusters with maximised inter-cluster distance and
intra-cluster cohesion, however, on sub-sequences extracted from one or multiple
long time series.
Time series clustering can be defined as the following:
Given a time series dataset DS and a similarity measure D(Q, T ), find the cluster set
C = ci where ci = Tk|Tk ∈ DS satisfies ∀i1, i2, j such that Ti1 , Ti2 ∈ ci and Tj ∈ cj,
D(Ti1 , Ti2) < D(Ti1 , Tj), i.e. minimised intra-cluster variance and maximised inter-
cluster distance.
With an appropriately defined similarity or distance measuring function, most
traditional clustering algorithms can be adopted in time series clustering task. For
example, Self-Organising Maps (SOM) [84], Hidden Markov Models (HMMs) [85],
Support Vector Machine (SVM) [86] and Expectation Maximisation (EM) [87] were
all used for time series clustering tasks. However, model based approaches are usu-
ally affected by scalability problems, and in addition, not all datasets imply the
same type of a pre-supposed underlying model. Traditional clustering techniques
can be categorised into five classes: Partitioning, hierarchical, density based, grid
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based and model based [88]. However, in the case of time series clustering tasks, only
three types of these methods (partitioning, hierarchical and model based) have been
employed according to Liao [89]. Auto-Regressive (AR) models [90], k -Means [91],
k -center clustering [92] are all commonly used model-based clustering techniques in
time series clustering. Zhong et al. [93] also proposed a self-labelling heuristic to
detect attacks from network traffic data, based on centroid-based unsupervised clus-
tering algorithm. Recently a Density Peak (DP) clustering algorithm was proposed
by Rodriguez and Laio [94], which has an ability to form clusters with arbitrary
shapes. And the DP clustering method was employed by Begum et al. [95] in their
TADPole algorithm for quick time series clustering with DTW distance function.
A further issue of concern is that any sub-sequence clustering process is also
affected by the manner of sub-sequence extractions. For instance, Hebrail and
Hugueney [96] used a non-overlapping time window to partition an original time
series data, and the width of the sliding window was selected based on the major
periodical component of the time series. However, this non-overlapping segmenta-
tion may obviate or lose important information within time series with a limited
periodical structure. An opposite approach is using a shorter sliding window for
extracting overlapped sub-sequences for clustering. However, this approach may
produce meaningless results as Keogh et al. found in 2003 [97]. Denton [98] pro-
posed an approach to overcome this inconsistency by not forcing the algorithm to use
all sub-sequences for the clustering process. A motif mining algorithm was suggested
for providing a basis for a meaningful sub-sequence clustering system [99].
2.3.3 Classification
Classification tasks are typical supervised data mining tasks, which aim to assign
labels to each time series in a TS dataset. This classification process is different
from clustering as the classes are known in advance and a model is trained on
a labelled training dataset. The aim of such TS classification tasks, however, is to
locate important features that distinguish classes from each other, and automatically
determine which class an unlabelled series belongs to.
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Initial time series classification approaches were based on simple trends which
were hard to interpret [100]. Later, piecewise representation was proposed by Keogh
and Pazzani [101], which is robust to noise and can be weighted according to various
conditions, however, such a representation is not very robust to outliers [102]. Fea-
tures in the frequency domain were also used to avoid high dimensionality. Jeng and
Huang [103] used Singular Value Decomposition (SVD) to select essential frequen-
cies, however this was achieved at higher computational cost. The 1-NN classifica-
tion algorithm together with DTW is one of the most commonly utilised classifiers,
exhibiting high accuracies [104], though the computing speed is heavily affected by
the associated DTW algorithm. Srisai and Ratanamahatana [105] proposed an al-
gorithm called the Accurate Shape Averaging (ASA) technique, where each class is
represented by only one average template sequence, so that any incoming series is
compared with the single sequence template per class.
2.3.4 Segmentation
The segmentation approach creates an approximation of a time series in order to
reduce the dimensionality but also retain its essential features. The objective of this
method is to minimise the error between the representation and the original time
series.
Piecewise Linear Approximation (PLA) [75] is one of the traditional approaches
for a time series segmentation task. The central concept of PLA is to split the series
into representative segments and to subsequently fit each segment with a polynomial
model. There are three basic approaches for achieving this segmentation [106]:
Sliding Windows, Top-down and Bottom-up. The sliding windows approach grows
one segment at a time until it exceeds some error threshold [75], however Keogh
et al. found that this approach performs poorly on some real-life datasets [106].
The top-down approach partitions a time series recursively until some stopping
criteria is met [107]. The complexity of top-down segmentation approach is O(n2)
[108], and the performance can be lower than the bottom-up approach [101], which
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iteratively merges segments and approximations from the smallest samples. Vasko
and Toivonen [109] further presented a statistical method for choosing an optimal
segment number.
Several other approaches have been reported for this series segmenting task.
For example, PIP [6] is a top-down algorithm that seeks significant points rather
than linear segments. A proposed maximum likelihood method [110] that utilises an
HMM algorithm for segmenting a hydrological time series. However, this method
does not guarantee globally optimal segmentation. Ogras and Ferhatosmanoglu
[111], on the other hand presented a dynamic summary generation method which is
based on an online transformation over the data stream with continuous updating.
Clustering is also used for segmentation, by utilising time points that are extracted
from the contiguous time instants by their similarity. In this way, a cluster represents
all segments that can be evaluated with a local PCA model.
2.3.5 Prediction
Prediction is one of the most extensively applied applications in time series data
mining, as there are now significant demands from the real world contexts, such as
forecasting the market behaviour from financial data. Time series prediction aims
to model variable dependencies and forecast the future values of a series. AR mod-
els are considered as a natural option for this prediction task [112], however more
complicated approaches such as the Neural Networks [113], or cluster function ap-
proximation [114] were also widely used. Yadav et al. [115] developed a polynomial
architecture to improve a multilayer neural network by reducing higher order terms
to simpler products of linear functions.Other supervised learning algorithms, such as
Bayesian prediction with hierarchical HMM [116], dynamic Genetic Programming
(GP) model [117] and SOM [118], were also employed for time series prediction
tasks.
Ahmed et al. [119] made a comparison for the major machine learning models
applied to time series forecasting, and concluded that the multilayer perception and
2.3. AIMS AND TECHNIQUES OF TSDM 37
Gaussian process regression were suggested as the best two methods. However,
it is more complicated to build a long-term prediction model, where the current
outputs can be recursively used for future prediction. Cao and Tay [120] applied
saliency analysis to a SVM in order to remove irrelevant features. This problem was
addressed and solved based on the sensitivity of network output to the derivative of
the feature input. Sorjamaa et al. [121] further combined direct prediction and an
input selection for their long-term time series forecasting work.
An antecedent/consequent relationship based rule discovery method was pro-
posed by Shokoohi-Yekta et al. [122] recently. In this method, real-valued TS data
are transformed into symbolic motifs, and pairs of possible antecedent, and following
consequent patterns with an allowable maximum lag (delay) period between them
have been identified as predictive rules. A Minimum Description Length (MDL)
methodology is used for scoring the generated rules, and the patterns are defined
base on shapes in order to predict general TS data.
2.3.6 Anomaly Detection
In time series containing periodical structures or patterns, it is important to identify
anomalies, i.e. sub-sequences that do not follow the regular patterns. The detection
of anomalies has wide demands from bio-surveillance [123] to intrusion detection [93].
This can be expressed as, given a time series T = t1, . . . , tn and a model of its normal
behaviour, one would like to find all sub-sequences T ′ ∈ SnT that contain anomalies
which do not fit the model.
One common approach for anomaly detection is modelling the regular behaviours
of a time series, and then seek sub-sequences which significantly differ from the gen-
erated model and then treat them as anomalies. This approach is similar to the
prediction task, as if the time series can be forecast with considerable accuracy,
then the outliers can be detected easily. Ypma and Duin [124] firstly established
this approach using an SOM model to represent the expected patterns. Ma and
Perkins [125] proposed a framework for novelty detection based on Support Vector
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Regression (SVR). Other attempts for the task of anomaly detection used: block-
based, one-class machine and recursive kernel-based algorithms [126]; Employment
of Haar wavelet coefficients [127]; time point clustering for representing the normal
behaviour of a series [128] and more.
Another intuitive way to define anomalies is based on the time series disor-
ders, which are sub-sequences that are maximally different from all the remain-
ing sub-sequences [129]. The concept here is to determine the most unusual sub-
sequence within a time series, where the only required parameter is the length of
sub-sequences. Yankov et al. [130] proposed an algorithm requiring only two linear
scans, which facilitates an acceptable processing time for large datasets. However,
the number of anomalies must be specified prior to the search.
Anomaly detection is used in many applications of real-life in order to identify
abnormal behaviour or events. For example, Gupta et al. [131] employed anomaly
detection to detect fatigue damage in polycrystalline alloys. Chuah and Fu [123]
used anomaly detection scheme to determine whether ECG streams contain any
abnormal heartbeats.
2.3.7 Motif Discovery
A motif is defined as frequently occurring but previously unknown sub-sequences of
a longer time series. This concept stems from gene analysis in bio-informatics, where
motifs were originally defined by Patel et al. [99] as typical non-overlapping sub-
sequences. According to Keogh et al. [97], simple sub-sequence clustering produces
mostly meaningless results, whilst using motif discovery as a subroutine should aid
in finding meaningful clusters. A random projection algorithm was successfully
employed for more efficient motif discovery on DNA sequences by Buhler an Tompa
[132], although there is no guaranty of locating the exact motif sets due to its
probabilistic nature. Liu et al. [133] formalised motif discovery as a continuous top-k
dense motif clusters problem in an m-dimensional space. However, the algorithm has
efficiency problem when the desired pattern is lengthy. An algorithm for extracting
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approximate motifs was proposed by Ferreira et al. [134] for mining simulated
protein folding/unfolding sequences.
An exact TS motif discovery algorithm was further proposed by Mueen et al.
[135], and this algorithm has the ability to process very large datasets by using
early abandoning on linear reordering in the pre-process of data. Constrained motif
discovery was further studied by Mohammad and Nishida [136], which enables the
combination of existing knowledge within motif discovery. Their study also showed
that most unconstrained discovery problems can be transformed into constrained
forms by utilising two existing algorithms. A k-motifs-based algorithm by Tang
and Liao [137] provided a way to generate the original patterns of time series by
summarizing the discovered motifs. Motif discovery may be severely affected by
slight changes of uniform scaling (stretching), and Yankov et al. [130] introduced a
scaling-invariant algorithm to determine the motifs in cases of stretching.
The discovered motifs can be further utilised in other TSDM tasks, such as
in anomaly detection, time series classification etc. Zhang et al. [138] achieved
significantly faster processing in their time series classification work by constructing
motifs for each class.
2.4 Similarity and Segmentation Measure in TSDM
While converting continuous and numerical time series data to nominal representa-
tions, segmentation and similarity measures are two fundamental functions required.
The aim of segmentation is to isolate meaningful patterns from long time series, so
that they can be analysed by other data mining algorithms. Typically a similarity
measure function will aggregate time series patterns that are close to each other in
an approximate manner, in order to reduce the total feature space and calculation
burden. Although some similarity and segmentation functions have been mentioned
in Section 2.1, this section will discuss these fundamental functions in more detail.
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2.4.1 Segmentation
The time series segmentation is normally considered as a pre-processing stage for
TSDM tasks. It is also further considered as a discretization or trend analysis
problem, when the segmentation outcome is the main objective. Because time series
data is generally continuous and numerical, it needs to be converted into a dataset
with limited number of possible values for each sampled observation, in order that
traditional algorithms are able to further process it.
A fixed length window is probably the simplest solution for segmenting a time
series. Das et al. [139] used such a window mechanism to segment a time series
into sub-sequences and was able to adequately represent original time series by the
resultant primitive shape patterns. The disadvantages of this method are obvious:
Firstly, the width of the time window needs to match the length of the meaning-
ful target patterns for discovery, however most meaningful patterns are of varying
lengths and their lengths are not known beforehand; And secondly, meaningful pat-
terns may be arbitrarily split and divided with a fixed segmentation window of the
time series. Therefore, flexible segmentation with various time window widths and
dynamically determined split points would benefit the segmentation process.
Common segmentation methods include PIP [140, 141] or special event detec-
tion [142] for finding splitting time points in the time series data. Minimum Message
Length (MML) encoding [143] and minimum description length (MDL) [144] were
also used for similar purposes by Oliver et al. [145] and Fitzgibbon et al. [146]
respectively. Principle Component Analysis (PCA) was employed for a fuzzy clus-
tering segmentation by Abonyi et al. [147, 148]. Wang and Willett [149] proposed a
two-stage approach that firstly uses piecewise Generalised Likelihood Ratio (GLR)
to obtain a rough or coarse segmentation, the results of which are subsequently
refined in the second stage. PLR was adopted for online time series segmentation
problem by Keogh et al. [150], with a sliding window and further a bottom-up
(SWAB) approach was introduced.
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A statistical concept, typified as the “change-point detection problem”, was
employed by Oliver and Forbes [151] for identifying time points where the behaviour
in the time series changes. This approach firstly sets a fixed number of change points,
then determines their positions within the time series data, and eventually uses curve
fitting for intervals between the identified change points. Non-stationary fluctuation
detection, as well as change-point localisation were also used for segmenting time
series data with a sliding test window [152].
Guralnik and Srivastava [142] proposed an iterative algorithm which evaluates
if a segment needs to be further partitioned by fitting it with a model, and further
evaluating it via a likelihood criterion. An underlying process switching scheme
was also suggested as the criterion for time series segmentation [153], however, the
identification of sub-processes from a TS became the main difficulty for a general
TS dataset. Duncan and Bryant [154] alternatively used dynamic programming in
order to determine the total number of intervals contained in the whole time series
data, and the locations of intervals and the order of the model within each segment.
Fancourt and Principe [155] further proposed a technique to identify piecewise sta-
tionary time series segmentations, and to project similar segments as neighbours
onto a neighbourhood map. A Global Iterative Replacement (GIR) method was
proposed by Himberg et al. [156], which minimised the intra segment variances by
approximating the dynamic programming results.
In summary, the segmentation task described here looks for an optimal par-
titioning of a time series so that the characteristic of the original time series are
retained and temporal representations can be built on these segments. A success-
ful segmentation technique is expected to extract meaningful patterns from various
time series adaptively, however this generally does not consider the aims of particu-
lar TSDM task. If the target patterns are given as templates, in order to recognise
such patterns at different resolutions, the segmentation algorithm shall also be aware
of the similarity comparison during the segmenting process.
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2.4.2 Similarity Measure
The similarity metric within a typical traditional dataset normally refers to records
with little or no difference on all attributes. However, in the context of time se-
ries data, similarity is often defined in a more perceptual and approximate manner.
For example, sequences with similar ‘shapes’ or ‘trends’ but different lengths, am-
plitudes, frequencies or gaps may still be considered as a pair of matching series.
Designing an appropriate similarity function for a time series is of significant im-
portance, and these are mainly divided into two categories: a) a whole sequence
matching, and b) a subsequence matching [9]. In the whole sequence matching pro-
cess, the whole length of all sequences in the dataset are considered for similarity
comparison. The distance between the query sequence and every candidate sequence
is calculated and the one with the smallest distance is selected as the best similarity
match. On the contrary, however, in sub-sequence matching, the task is to find a
matching sub-sequences of a specific query sequence Q from a longer sequence P.
Although the whole sequence and sub-sequence matching are considered as two
different query categories, the fundamental problem in matching two given sequences
is the same. Sub-sequence matching requires an additional step to extract appro-
priate sub-sequences for matching with the query sequence, which is closely related
to the segmentation problem discussed earlier in Section 2.4.1.
The most common distance function is that of the Euclidean distance, however
there is a problem in applying Euclidean distance for comparing two time series
due to the very high dimensionality and varying lengths. However, the Euclidean
distance is still a popular approach for measuring the similarity/dissimilarity by
calculating the transformed representations of time series, e.g. DFT coefficients [9]
and the DWT coefficients [10]. Although many of these approaches claim a lower
bounded guarantee of the Euclidean distance to the original time series, in specified
domains the Euclidean distance is not always a suitable similarity measure [157, 20].
In many time series data, various salient points are of more importance than other
time points, for instance, as in stock market or ECG data.
2.4. SIMILARITY AND SEGMENTATION MEASURE IN TSDM 43
There are many other distance functions developed besides the Euclidean dis-
tance. Various edit distances [158], for example, are popular for quantifying how
dissimilar two strings are to each other by counting the minimum number of oper-
ations (e.g. removal, insert and substitution) required to transform one string into
the other. Bozkaya et al. [159] use a modified edit distance function for time series
matching and retrieval. In another approach, Chu et al. [160] proposed a method
to measure the distance based on the slopes of the comparable segments so that
problems of time and amplitude scaling could be handled. Morrill [161] utilised
primitives of time series for their pattern recognition method. Further, Ruspini and
Zwir [162] proposed a method for identifying significant qualitative features of com-
plex objects, which in turn revealed interesting relationships among these features
discovered. Generalised Markov models were also employed by Ge and Smyth [163]
for waveform matching. Wu et al. [164] proposed a content based query by example
retrieval model utilising a feedback mechanism (FALCON).
Perhaps the most popular distance measure in the time series domain is called
“time warping”, which is originally based on the Dynamic Time Warping (DTW)
algorithm [165]. The PAA was integrated with a modified DTW by Keogh and
Pazzani [166], so that the time series can be handled on a higher level of abstraction.
Extended from this work, Keogh [167] introduced an exact indexing approach based
on a representation of the TS by PAA for a DTW similarity measure. Chu et al.
[168] proposed an Iterative Deepening Dynamic Time Warping (IDDTW) that is
based on a probabilistic model of the approximate errors. Kim et al. [169] also
proposed a global bound for DTW distances, which can be used for indexing the
segments in a multi-step query process. This bound has been improved to lower
bounds in Shou et al. [170] by using an APCA approximation.
Salvador and Chan [171] proposed a FastDTW method, which introduced a
multi-level approach that recursively refines the resolution. A similar fast DTW
search method (FTW) was also proposed for efficient pruning of the search can-
didates [83]. Ruengronghirunya et al. [172] alternatively proposed a Sequentially
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Indexed Structure (SIS) in order to balance the trade-off between indexing efficiency
and I/O costs during a DTW similarity measure. In this work, a lower bounding
function for a group of time series was adopted.
Accuracy problems also arise in DTW that the proposed alignment may become
unintuitive when a single point of one series is mapped to a larger section on the
other series. Also, obvious and natural alignments may be missed by DTW because
of an isolated significant feature (i.e. a peak or valley etc.) [173]. In order to improve
the accuracy of DTW, Keogh and Pazzani [173] proposed a modified DTW which
considers the higher level feature namely ‘shape’ for better alignment.
A DTW Barycenter Averaging (DBA) method was introduced by Petitjean et
al. [174], where the DBA was designed as a generic averaging approach for finding
the average sequence that minimised the squared DTW distance to other sequences
using a heuristic strategy. DBA provides a quick method for finding the intrinsically
average sequence with multiple alignments using DTW as distance function. This
method was further extended for sequence classification using k-means approach
[175].
Regression Time Warping (RTW) was proposed by Lei and Govindaraju [176]
for better robustness and capacity on handling shifting, scaling and complexity
of the TS. For similar purpose, Latecki et al. [177] introduced Minimal Variance
Matching (MVM) for elastic matching. The best matching subsequence of a query
is determined by finding the cheapest path in a directed acyclic path. Fu et al. [178]
also proposed a Scaled and Warped Matching (SWM) approach in order that both
DTW and uniform scaling can be handled simultaneously.
Another well known technique for adaptively matching sequences is called the
Longest Common Sub-sequence (LCSS) [80]. The LCSS compares string based
sequences in a way similar to that of the edit distance, however the basic idea is
to match sequences by allowing stretching and unmatched elements and gaps. The
advantage of LCSS over DTW is that outliers and noise can be ignored rather than
affecting the overall alignment. The concept of LCSS was extended to matching real
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value series by Chen et al. [179] in their Edit Distance on Real sequences (EDR),
which provides a robust distance function for data imperfection.
For the subsequence matching task where the query sequence and a longer time
series are given, sub-sequences in the longer series are compared to the query se-
quence for matching. The classic technique to accomplish this is to place the query
sequence at every offset within the longer series for matching, however due to the
large number of matching processes, solving the storage and performance issue is
always challenging. Kim and Jeong [180] analysed the performance bottleneck issue
for subsequence matching, and identified the four major areas that consume the
most time: processing, disk access and the corresponding post-processing steps of
these. They proposed a window ordering method to eliminate the redundancies of
disk access and CPU processing in the post-processing steps.
More sub-sequence matching methods were proposed, including using a se-
quence of linear segments [181], anomaly sub-sequence detection using the SAX
algorithm [35], online sub-sequence matching with PLR [182] and weighted sub-
sequence matching with PLR [183]. Most of these methods were based on the lower
bounding of the accumulated Euclidean distance.
Other researchers have used more established transformations (e.g. DFT, DWT)
for locating similar sub-sequences together with a hierarchical algorithm [184]. The
suffix tree [185] is also used to index the DTW for the subsequence matching problem
[186, 187]. Sub-sequences was also retrieved based on their shapes, Agarwal et al.
[188] introduced the Shape Definition Language (SDL) so that sub-sequences are
associated with historical shapes. Dong et al. [189] also measured the distance
between time series by their shapes, which are described according to the relative
changes of the slopes of lines.
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2.5 A Tempora(ri)l(y) Overlooked Technique –
Decision Trees
A decision tree is a graphical representation of a complex “if-then-else” rule and
embodies a structured classifier in which divisional tests are performed in its internal
nodes using certain features or attributes. Each branch exiting a node represents
the outcome of the test in that node and a class may be predicted if the branch
reaches a terminal node (leaf). If no terminal node is present a further test node
will be encountered. Although decision tree techniques have been widely used for
solving classification problems, it is rarely employed, according to the literature, in
the TSDM domain.
One important reason is that the decision tree technique relies on splitting data
with an important attribute-value pair on its various nodes, however in the time
series data, all values are temporary and will be replaced by new values for the same
attributes in a different time point. Using the raw attribute-value pair at certain time
for classifying the forthcoming dataset is obviously a mistake [190]. The traditional
decision tree will only produce a deep and bushy tree with poor accuracy on real
value time series data, because of the high dimensionality and noise level of the TS
[191]. Geurts suggested to represent the time series as a Regression Tree (RT), and
training the decision tree on this representation showed some promising outcomes
[102].
Yamada et al. [192] utilised 1-NN as the dissimilarity function and selected the
whole time series as the value of the decision tree node for classifying TS dataset
based on shape information. This work treated the whole sequence as an whole, so
that the traditional decision tree algorithm could be employed in the TSDM domain.
This method was further evaluated over a series of real-world datasets [193].
Jović et al. [194] tried a variety of common decision tree techniques on biomed-
ical time series data classification problem, and suggested the decision tree ensem-
bles may perform favorably to SVM-based classifiers on cardiac datasets. Douzal-
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Chouakria and Amblard [195] also tried to extend the classification trees to time
series by defining an adaptive time series metric to cover both behaviour and value
proximities, so that discriminating sub-sequences can be extracted at nodes of the
tree model. Similar to Yamada’s work, the classification tree model in this work
also use the whole sequence as the value at each of the splitting nodes.
2.6 Computer Aid Blast Furnace Modelling Work
With the advances of database technologies, companies in the manufacturing sector,
such as the iron-making industry, have increased their storage of historical data in
large quantity. However, traditional analytic methodologies such as standard statical
techniques or mass-transfer equations can not accurately estimate the non-linear
relationships existing in this hostile chemical and pyro-metallurgical system [196].
Therefore, in recent years, data mining techniques or non-parametric regression has
been employed for various manufacturing purposes, including purchasing, marketing,
design, production, maintenance and distribution.
A number of researchers attempted Artificial Neural Networks (ANNs), because
its computational efficiency and little to no requirement of prior domain knowledge
[197], for modelling the complex inter-variable relationships, such as predicting the
silicon content of molten iron [198, 199, 200]. Bhattacharjee et al. [201] selected to
use feed-forward neural networks to predict a number of quality parameters of the
molten iron, including categorised HMT, in 1999. This work indicated that multi-
layer perception networks were able to predict daily HMT trends with 15 inputs
from the blast furnace. Neural networks was also employed for controlling specific
processes in a steel plant. Bloch et al. [202] used a multi-layered neural network to
inversely model the induction furnace process, in which the changes on input levels
were suggested based on the current strip temperature and a desired temperature
level.
Besides the ANN algorithms, other techniques were also attempted in the iron-
making industry for various purposes. Kommenda et al. [203] used an unguided
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symbolic regression approach for variable selection and knowledge extraction from
BF dataset. Generic Programming (GP) was executed multiple times for reducing
the stochastic effects, and for identifying important variables through a variable
interaction network. A predictive model for optimal mechanical properties of gal-
vanised steel was developed by Ordieres Meré et al. [204] using a combination of
clustering and neural networks. In a recent work proposed by Harvey and Gheribi
[205], a direct search algorithm called MADS was combined with the classical ther-
modynamics modelling of for optimising the process parameters of a BF. Promising
outcomes were produced in the BF simulation, and the model indicated improved
precision in subsequent quantitative analytic task, such as the degradation of the
BF refractory materials and liquid metal quality control. The Kalman filter and
minimum description length (MDL) algorithm were also employed by Waller et al.
in a series of works [206, 207, 208], in order to improve the linear ARMA and FIR
models for predicting the silicon content in the hot metal produced by a BF.
2.7 Summary
This chapter demonstrates a number of basic concepts, models and methodologies
in the time series data mining domain. A series of research work and applications
have been reviewed in order to show the problems and recent progress in this area.
Because of the continuous and chronological natural of the TS, appropriate repre-
sentation is the basis of all TSDM. With suitable TS representations, the dimension
of TS can be reduced whilst useful information is retained, thus many traditional
data mining algorithms can be employed to process the transformed TS data. How-
ever, a complete TSDM work consists of a number of tasks other than representing
the sequence. Handling the order information, optimising the segmentation, similar-
ity comparison between sequences and representations, and many other time series
specified tasks are also necessary links in the chain of a full TSDM procedure. Many
of the works reviewed in this chapter focused on one or a number of such problems,
however there is a lack of examples on performing complete TSDM work.
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Although many traditional data mining algorithms, such as the SVM, wavelet
and PCA, were adopted for TSDM, an important and useful branch of classical data
mining, the decision tree technique, was apparently seldom used on sequential data.
This is mainly because the structure of decision tree does not match the nature of
time series very well. In the next chapter of this thesis, the author will describe a
number of examples of utilising traditional decision tree techniques for TSDM, and
also examine the advantages and disadvantages based on an outcome analysis.
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Chapter 3
Preliminary Work and Problem
Analysis
In Chapter 1, a number of issues in TSDM are listed as the main research problems
in this thesis. Several problems were identified during two preliminary BF data
mining tasks in the early stage of research. Due to the complexity of the BF envi-
ronment, many data mining approaches have to be modified to adapt the industrial
needs. Section 3.1 demonstrates the initial BF research work in this PhD study, in
which traditional decision tree techniques were used for modelling and predicting the
failures of the cooling equipment. This work reveals the importance of constructing
appropriate features based on the understanding of data in the industrial domain.
Section 3.2 describes the first attempt on the principle TSDM research project – the
hot metal temperature prediction task. Various traditional decision tree programs
were employed in this work and the final decisions were made by multiple models
using a combiner tree modelling method. However, some major problems were iden-
tified in the follow-on analysis in Section 3.3, and in turn these problems triggered
the development of a universal TSDM method which is proposed in Section 3.4.
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3.1 Riser Failure – An Initial Data Mining Task
on BF
The blast furnace under investigation was the No.5 BF of BlueScope pty ltd., lo-
cated at Port Kembla, NSW Australia, which had served 15 years before its relining
in year 2009. As No.5 BF was approaching the end of its designed life span (or
campaign), this task was initiated to address a number of significant operational
issues that were arising at this time. Besides the on-going daily process problems,
e.g. HMT, Channelling etc., analysing and predicting the degradation of the associ-
ated equipment is also of significant importance within the industry. In this section,
preliminary research in cooperation with BlueScope Research Lab is outlined, which
is the Riser Failure Prediction problem.
3.1.1 Blast Furnace Risers and their Failures
Within the cylindrical wall of the BF, there are numerous metal pipes installed
vertically as the major cooling system, which are called risers. The cylindrical wall
is also composed of many rectangular shaped cast iron blocks known as “staves”,
which contain the steel riser pipes. There are four levels of bosh staves in the lower
part of the furnace and nine levels of shaft staves above. A riser enters a stave at
one end and exits it at the other end, and cooling water flows through these pipes
from the bottom up to the top. This design makes it easy to maintain by leading
the water from a short-cut pipe if part of the riser is failed, as shown in Figure 3.1.
Although a failed riser can be easily bypassed, as a result, the local stave tem-
perature will rise as the heat accumulates near the failure point. This subsequently
brings heavier cooling load to the adjacent risers, and may eventually lead to severe
wall damage, such as a breakout of molten material, due to the long term localisa-
tion of high temperatures. It is therefore highly desirable if a riser failure can be
predicted, and more importantly, if the reason of failure can be discovered, as any
such identified defect may be avoided in the design of new BF.
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Figure 3.1: Cross sectional illustration of the Blast Furnace wall, where ‘IN’ rep-
resents the interior of the BF and ‘OUT’ is the exterior surface of the stave. a)
Normal Riser, b) a failed riser, c) a typical by pass fix.
3.1.2 Problem Analysis
All of the 224 risers were initially made of the same batch of material and therefore
they should be identical pipes with the same operational life. However, there would
seem to be some reasons in their operational environment that have led a significant
number of these risers to fail much earlier than others, as the majority were still
in working order after 15 years. From a preliminary mapping of the failed riser
locations, a noticeable distribution is on the lower sections of the BF. For example,
on the middle two layers of the bosh staves, Bosh-2 and Bosh-3, more than half of
the embedded risers had already failed. This, in one sense is understandable, as the
BF interior temperature increases dramatically from top to bottom, and the most
thermally active zones, the ‘Cohesion Zone’ and the ‘Raceway’, are very close to
these Bosh sections. The fact of higher failure rates of the risers in these regions
suggests that some temperature related behaviours were likely to induce thermal
stress and premature failure, therefore the wall temperature records in the Bosh-2
and Bosh-3 regions were selected for the following analysis.
Bosh-2 and Bosh-3 are both built with 56 vertically aligned staves, and as there
are 224 risers evenly distributed around the shell of the BF, there are four risers
passing through each stave. The wall temperature in these Bosh regions is monitored
with 28 thermocouples that are also embedded in various staves in an interlaced
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arrangement, as illustrated in Figure 3.2. It is assumed that as there are eight risers
between every pair of adjacent thermocouples, the actual wall temperature close to
any individual riser can then be derived linearly according to the distances from the
closest pair of thermocouples on the same bosh level.
Figure 3.2: Alignment of thermocouples and Risers on a selection of ten staves from
the Bosh-2 and Bosh-3 regions. Blue lines represent risers and red dots represent
the locations of thermocouples.
The assumption is that the riser failures are due to some form of thermally in-
duced metal fatigue or similar damage caused by certain thermal behaviours, such
as repeating and rapid temperature transitions appeared plausible but was unproven
by the domain experts. It is reasonable to also presume that the damage to the riser
pipes is related to an accumulation over a prolonged period. Based on this assump-
tion, a novel Accumulative Temperature Distribution (ATD) approach is developed
which essentially re-attributes the singular time series of temperature records from
individual thermocouple into a number of activities according to its historical tem-
perature profile, and therefore further utilises the number of occurrences of each
activity since the start of the furnace campaign.
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Figure 3.3: A simple diagram of how the ATD attribute is constructed. The numbers
on the left illustrate five different zones. At each time point, the curved line falls in
one of the five zones, and the number of times it fell into a particular zone becomes
the value of corresponding ATD attribute (e.g. ATD-1, ATD-2, etc.). The values of
ATD attributes increase as time passes, and an ATD time snapshot represents how
many times each zone has been occupied in the past.
3.1.3 Constructing the Re-attributed Dataset
Typically, all of the thermocouples were sampled every 12 minutes, and subsequently
reprocessed to generate a number of additional constructed attributes including: the
absolute temperature (AT) and the delta temperature (DT – temperature change
from previous record). The typical wall temperature is approximately 50◦C under
normal operation, however in certain cases it may rise to an extremely high level up
to 1200◦C. As an initial re-attribution approach, one can partition the AT and DT
ranges into 11 and 12 zones using the following thresholds respectively:
AT : [100, 200, 300, 400, 500, 600, 700, 800, 900, 1000, inf ]
DT : [25, 50, 75, 100, 150, 200, 300, 400, 500, 600, 700, inf ]
Consequently the riser temperatures, AT and DT, may fall in one of these zones,
namely AT1 → AT11 and DT1 → DT12. These thresholds define the various zones
of AT and DT, for example, AT1 means the actual temperature is below 100
◦C,
AT2 represents temperature between 100
◦C and 200◦C. DT1 means the absolute
temperature change from previous record is less than 25◦C, and DT12 represents an
absolute temperature change over 700◦C within the last 12 minutes. Each of the
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observed riser temperatures is thus transformed into a structural pattern describing
the overall behaviour of ATi, DTj and the all combinations of ATi + DTj. In total
there are 155 additional attributes created including 11 AT, 12 DT and 132 AT+DT
combinations. The newly created features of re-attributions will be used to record
the contextual thermal history experienced by each riser since the beginning of the
BF campaign. All of these additional attributes were initialised to “0” at the start
of the BF campaign, and essentially are designed to tally the number of occurrences
of different thermal contexts that each riser experienced, these 155 attributes are
called the temperature distribution of a riser.
The temperature record of each riser is transformed from a single stream time
series into a matrix with 155 non-decreasing attributes, and each row is labelled
with the current status of the riser, either N (normal) or F (failed). Because this
task is to deduce and analyse the possible reasons that cause riser failures, the ATD
profile is frozen as the label of each riser turns from N to F. In order to balance the
number of normal and failed observations in the dataset, the frozen profiles are kept
and repeated in the accumulating dataset.
3.1.4 Experiment Setup and Outcomes
Figure 3.4 briefly illustrates the overall procedure of this work using ATD features
and combiner tree models, where multiple decision tree models are trained on the
same dataset in order to ‘vote’ for the final outcome. All labelled ATD profiles
are randomly mixed and divided for training and testing in a supervised learning
decision tree algorithm (C5.0). Preliminary trials indicated that separating the data
by bosh levels and generating individual models for different bosh regions leads to
better predicting performance. It was discovered later that there are certain physical
differences in the risers of bosh-2 and bosh-3, and this is the reason for the observed
performance improvements when each region is modelled independently.
Because of the significant size of the initial riser dataset, which was sampled
every 12 minutes (consists of 133 columns by some 1.8 million rows, leading to a file
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Figure 3.4: Combiner Tree Modelling Procedure for Predicting Riser Failure Events
with the ATD Dataset. Base tree models were trained using ATD profiles that have
different days prior to the failure events, so that these models may make varying
predictions on the new ATD data. The final prediction on the status of a riser is
voted by all base models.
size exceeding 200GB), it is neither necessary nor feasible to utilise the whole dataset.
Only selected ATD profiles are used for constructing the training and testing datasets
in this task. The selection criteria are: In the first 9 years of the BF campaign, no
riser had failed. The accommodation of these additional features, the ATD profiles,
were included every four months and all were labelled as Normal. From the tenth
year of the campaign to the end of the data, the sample rate for constructing new
datasets was adjusted to be every seven days. In addition, whenever a new failure
occurred, the ATD profiles for all risers were added to the dataset.
Decision tree models that were trained from the above dataset had a relatively
high false-negative rate, i.e. often the model would make late predictions on when
the riser failures occurred. Because the encoded thermal histories in the ATD profile
are seen as monotonically increasing, the author decided to label the data differently
so that in the training dataset the failed risers are labelled as Failed in advance (e.g.
for 30, 60 or more days earlier). This change significantly reduces the false-negative
rate, however the false-positives increase accordingly. False-positives are considered
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less harmful than false-negatives in such a prediction scheme. Also, this method of
“looking forward” was found to reduce the overall mis-classifications.
Analysis of the resultant decision tree models with various pruning options (min-
cases, confidences etc.) and early labelling of faults shows that different models have
various characteristics during different periods. For models with similar overall error
rates, one may perform worse than others during a particular period, and vice versa.
In order to predict the riser failure with stable performance, a combiner model is
generated based on several different base (or ‘feeder’) models. The highlighted rows
in Table 3.1 indicate the selected models for Bosh-2 and Bosh-3, with the days in
advance, error rates and correctly predicted failure cases. The final prediction is
made by the combiner model which is trained on the outcome of these base models.
The dataset for training the combiner model consists of eight columns, in which
the last column is the actual riser status and the remaining seven columns are the
predictions from the base models. The combiner model is also generated by the same
algorithm (here See-5) and trained from this dataset, where the outcome includes
both the failure prediction and an associated confidence of this prediction.
Table 3.1: Selected base decision tree models (highlighted rows) for the final Com-
biner Tree Model. The first column indicates the days of advanced labelling for
training the model; the ‘Error Rate’ represents the proportion of failed predictions
made on the testing dataset by a model; the ‘Correct Failed’ means the number of
times a model correctly predicts the riser failures.
Figure 3.5 illustrates the prediction accuracy of all seven base models as well
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as the combiner model for both Bosh-2 and Bosh-3, based on an online evaluation
over time on the testing dataset. In this figure, the Y-axis represents accuracy and
X-axis represents time (units in months). The trends of prediction accuracy with
different models are generally decreasing as time progresses. On the Bosh-2 section,
the combiner model produces a smoother, more graceful degradation in accuracy
and raises the average accuracy rate. This means it has a better and more stable
performance than all the seven base models. Noticeably, by the end of BF life time,
the combiner model avoids the significant drop in accuracies that occur in all of
the base models, and therefore successfully maintains an accuracy close to a 90%
level. In comparison on the Bosh-3 section, the combiner accuracy appears to be less
graceful or smooth in contrast to the other base models. And further it maintains its
accuracy level above 80% for a much longer time until the drop at the 165th month.
And also the performance of this combiner model is generally better than all base
models before the 165th month.
The combiner models for both Bosh-2 and Bosh-3 show more acceptable per-
formance than any individual decision tree base model. Figure 3.6 presents several
riser failure and prediction maps which are visual illustrations of how the multiple
decision tree based scheme performed during the BF campaign. In these maps,
sub-figures (a to h) represent eight periods in the BF campaign. In each of these
sub-figures, the lower and upper sections represent Bosh-2 and Bosh-3 respectively.
In each section, the vertical bars above the central-horizontal line represent the ac-
tual riser, and the lower bars represent the predictions on the status of riser. Blue
colours indicate that either the actual status or the prediction of the riser is ‘Nor-
mal’; and conversely the Red colours indicate ‘Failed’ status of the risers. The length
of the underneath bars may vary between zero to a full length, indicating the confi-
dence associated with the prediction. An unanticipated, and interesting by-product
of this multiple decision tree structure is that it is possible for the combiner model
to switch predictions between F and N as time passes. In such cases, if an alert
(Failure prediction) is ever made for a particular riser, this riser is marked with a
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Figure 3.5: The Prediction Accuracies on Testing Data from All Base See-5 Models
and the Combiner Tree Models on Bosh-2 and Bosh-3. X-axis represents time (unit:
month), Y-axis represents the percentage of Prediction Accuracy.
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red dot on the middle base line of the map, so as to indicate it is under suspicion
or risk even if in the following period the model reverses its former prediction. It is
not necessary to include all maps during the 15 years, but based on the information
reflected by these maps, the task of applying data mining for riser failure prediction
was considered to be successful.
(a) One month before the first failure (b) On the month of the first failure
(c) One month before the second failure (d) On the month of the second failure
(e) The 116th month (f) The 140th month
(g) The 160th month (h) The last (183ed) month
Figure 3.6: Selected Riser Failure Prediction Maps during the BF Campaign. Each
picture illustrates the status of all risers on Bosh-2 and Bosh-3, and the prediction
made on the risers at a particular time point. Upper bars in each map represent
the actual status of the risers and lower bars represent the predictions of the same
risers. The colour Blue indicates a riser is healthy (or predicted as healthy) at the
time, and a red bar means a riser is failed (or predicted as Failed). When a riser
has been predicted as Failed, a red dot is placed on its cross with the base line in
order to indicate if a historical failure prediction has ever been made.
62 CHAPTER 3. PRELIMINARY WORK AND PROBLEM ANALYSIS
The advantage of a symbolic decision trees method is that it generates an un-
derstandable model that can be easily transformed into rules, and new knowledge
may be discovered from such models. After producing a series of base-and-combiner
models with good prediction capabilities, further analysis has been undertaken on
these hybrid models, especially in regard to the usefulness of the ATD attributes.
The findings 1 suggest that, instead of rapid temperature changes assumed by the
domain experts, such as fast temperature drops, it is very possible that constant
high temperature does more damage to the nearby risers.
Unfortunately, further application of this promising approach at BlueScope was
curtailed by the permanent shutdown of their other blast furnace and the use of
different stave technology in No.5 blast furnace.
3.1.5 Conclusions from the Riser Failure Task
Although the wall temperature dataset is a typical spatial-temporal dataset, the
work described in this section is not entirely a TSDM task. The re-attributed
dataset is basically a composite of snapshots of various time points that reflect the
(ground truth) status of the BF wall temperatures. However, there are a number of
valuable experiences and insights that have been obtained from this task.
• Every event that happens at a certain point of time, e.g. a riser failure, could
be the result of some other episode that occurred long before. This is the
advantage of TSDM, in which the historic data can be tracked and analysed.
• A correct or appropriate re-attribution (transformation) is important. In the
riser failure task, the riser as the main component of the cooling system, its
failure must be relating to the temperature. However, analysing the nearby
temperature when a failure is occurring will not lead to any particular or
valuable result, as similar contextual conditions must have happened many
times in the past. Only with some knowledge of thermal induced structural
stress or metal fatigue and other associated possible causes, the accumulative
pattern scheme such as the ATD was realised.
1The detailed research outcomes have been recorded as an internal Technote in Bluescope pty
ltd, however are not included in this thesis due to the confidential agreement.
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• While the target pattern is unknown, it is wise to construct and extract all
kinds of patterns, and allow the algorithm to select the useful patterns via a
regression process. The discovered patterns could be used for expanding the
existing knowledge database.
• Missing or corrupt data are inevitable in reality, especially in the industrial
environment. Data that are physically unavailable may be estimated using
reasonable hypothesis, e.g. the temperature of individual risers. However,
corrupted data should rather be discarded than kept, as it may mis-lead the
data mining technique. Most importantly, methodology and algorithm should
have good tolerance to missing and even corrupted data.
• Combiner tree model with multiple base models is useful for generating a
stable system with good performance, however this also increases the difficulty
of diagnosis of resultant predictions. Knowledge discovery should rely on the
model that directly trained from the original data.
• Understanding the data from the viewpoint of domain expert is essential.
Without knowing the exact meaning, the designed range and the relationships
between attributes, forming useful re-attribution is not possible.
3.2 HMT Prediction – the Ultimate TSDM Task
Another blast furnace related early work is the HMT prediction task. The aim here,
was to generate a series of models of BF performance in order to predict several
issues that negatively affect its production, e.g. unstable HMT and Channelling
events.
The HMT, temperature of molten iron, is one of the most important indicators
of product quality in the iron making process. However, due to the complexity
of the associated non-linear system, predicting and stabilising this temperature is
extremely difficult using standard statistical techniques or even mass-transfer equa-
tions [196]. The major goal here, was to predict the possible change of future HMT
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based on current and historical observations using modern data mining technique.
This was achieved by adapting existing data mining techniques to generate predic-
tive models and rules in order to assist the furnace operators on making operational
decisions.
3.2.1 Problem Definition
Figure 3.7: A diagram and photo of blast furnace, adapted from [209]. (a) illustrates
a basic section of BF with various zones, inputs and outputs. (b) is an old photo of
a large BF.
The BF, as seen in Figure 3.7, is a massive industrial plant that works as both
a chemical reactor and a heat exchanger continuously for many years. The blast
furnace is, and for the foreseeable future will remain as, the most important main
unit in the production of iron for primary steel-making. It is normally 20 to 35
metres in height, with large quantities of coke, ore and sinter charged from the top
in alternating layers. While the charged materials gradually descend through the
BF, the ore is heated and reduced by the ascending gases in a number of complicated
metallurgy-chemical reactions, until molten and tapped at the bottom of the furnace
in the form of molten iron and slag. Several tap-holes on the side are open in turn
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to drain the iron and slag that accumulate in the hearth of the furnace, and each
tapping usually takes about three hours before switching to the next tap-hole.
Above the iron and slag layers, pre-heated air (blast) is continuously injected
through nozzles (tuyeres). The oxygen in the blast reacts with the coke and produces
hot and reactive gases which heat, reduce and melt the ore. Extra fuel, e.g. oil,
pulverised coal or natural gas can be injected into the blast along with steam for
maintaining the reaction processes.
The BF is mainly controlled by the ore-to-coke ratio and their radial distribu-
tions while charging. Both the blast volume and temperature, and the amount of
steam and fuel injection also affect the process and can be controlled for maintaining
the BF. After being charged at the top, the ore and coke reach the most active zone,
where the product quality is mostly determined, in about 6–8 hours. This significant
time delay, together with the slow response to any control operations, raises a need
to predict the forth-coming product quality and any required operational actions.
The Hot Metal Temperature is recognised as one of the most important indi-
cators because it is directly associated with the product quality [198]. A low HMT
signifies a cooling of the furnace, which may relate to insufficient fuel or reactions,
and in more severe situations, can lead to serious operational complications, such as
freezing the slag in the BF hearth. On the contrary, a high HMT indicates excessive
heat generation, corresponding to unnecessary coke consumption, extra wear to the
furnace and increased impurities dissolved in the molten iron.
A freezing event will cause severe damage to the furnace and may lead to a shut-
down for an associated overhaul, therefore in order to reduce the risk of freezing,
the blast furnaces are usually operated with a safety margin, i.e. at a slightly higher
coke to ore ratio than ideal. However, leaving such a safety margin is not economic
because the coke consumption makes up the largest operating cost in iron-making.
In the long term, the benefit of even the slightest reduction on the coke-to-ore
ratio can be substantial. Consequently a reliable HMT prediction may assist the
operator to better control the furnace, and in turn lead to a smaller safety margin.
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Also, a stable HMT indicates a stable content of the molten iron, which means a
higher quality product in the down stream steel process. For these reasons, a major
motivation of this thesis is to develop useful models for predicting the HMT under
such complicated industrial conditions.
3.2.2 Difficulties in Predicting HMT
As the HMT is expected to be stabilised around an ideal value (1,500◦C), the op-
erator’s work is to control the BF through adjusting a limited number of inputs,
in order to maintain a stable future HMT output. Due to the extremely hot and
hostile conditions, it is not feasible to directly observe or measure the interior of the
BF with any currently known techniques. As the BF essentially is a non-stationary
stochastic system with numerous inputs and outputs, mainly due to the natural vari-
ations in raw material quality (and moisture), and because the HMT is primarily a
result of the coke-to-ore ratio that was determined via the charging processes some
eight hours previously, even the most experienced operator is not able to accurately
predict the HMT.
The status of a BF is continuously monitored by various types of sensors that
are installed all over its structure. These sensors report a variety of operational data,
such as the wall temperatures all over the staves, internal pressures near the wall,
the contents of exhaust gas at the top, the blast temperature, plus the volume and
humidity etc. Other information such as the fuel, the volume or mass of raw feed
materials being charged, laboratory test results and simulation based indices are
also collected as part of the monitoring log. As the data are collected regularly from
every source, the whole BF operational data log can be viewed as a multi-dimensional
time series. With such abundant data availability, there exists a significant potential
for research into the adaptation and utilisation of data mining approaches for time
series data from (non-stationary and stochastic) industrial processes.
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3.2.3 Traditional Decision Tree for Predicting HMT
In this preliminary study, the HMT was predicted with traditional decision tree
algorithms. Mature decision tree tools, such as, Cubist and C5.0 developed by
RuleQuest [210], were employed to analyse several snapshot-based datasets con-
verted from the multi-dimensional BF monitoring TS. The aim of this work was to
predict both the trends (e.g. up, down and no-change) as well as the approximate
ranges (divided into five temperature zones) of the future HMT. Both Cubist and
C5.0 were utilised in predicting the trends and ranges respectively.
Figure 3.8: Example See-5 and Cubist rules. The No. 11 rule of a C5.0 model makes
a prediction of Zone-5 out of four conditions with a 0.859 confidence. And the No. 8
rule of the selected Cubist model indicates if the given three conditions are satisfied,
the next HMT can be calculated by the generated formula.
Both the C5.0 and Cubist were developed based on the successful and established
C4.5 and M5 algorithms by Quinlan [211, 212], they work slightly differently from
each other. The C5.0 classifies a fixed attribute-value dataset into a number of
hyper-cubes that are subsequently identified as various classes in the parameter
space. Whilst Cubist also segments the multi-dimensional data space into hyper-
cubes in a similar fashion, the difference is that, it subsequently forms a linear
regression model within each hypercube, in order to form a numeric prediction of a
target attribute.
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In this work, 21 attributes are selected, based on suggestions from the domain
expert, from the whole BF operational dataset for building predictive decision tree
models. These include the current off gas composition, HMT and silicon content
in the molten iron, the blast volume, the rate of pulverised coal injection (PCR)
and several other attributes. Snapshots of the selected time series are extracted at
the current time point, and several historical values of different attributes are also
included in the snapshot. The target attribute was set as the next valid HMT, more
specifically in this work, it was the zones or changes of the HMT within the next
hour.
Figure 3.8 illustrates a simple example of two selected C5.0 and Cubist decision
tree models. The C5.0 rules indicate that when the antecedent or foregoing four
conditions are satisfied, then the next HMT should occur in Zone-5. And at the same
time the Cubist rule indicates that if the preceding three conditions are satisfied,
the value of next HMT can be calculated using the given linear formula with its
associated attributes. By comparing the predicted HMT value with the current
HMT, the trend can be concluded.
3.2.4 Further Model Improvement
Based on the experiences of the domain experts, the BF processes are essentially
a collection of non-stationary systems that change over time. Thus a currently
valid model may become invalid in the future. In order to keep the model up to
date and reflecting the current system, the decision tree models are continuously
re-trained based on the most recent periods (40 days). A number of historical top
performing models are kept, and these are utilised to work in conjunction with a
newly trained model to form a combiner tree model, i.e. all these models make
decisions individually on the same data, and then their decisions will be re-modelled
in order to establish the final decisions. The decision tree based combiner model
performed reasonably well on predicting the trends and zones of HMT. The average

































Figure 3.9: An example of predictions from combined C5.0 and Cubist models. The actual HMT is plotted as the line with arrows showing
the predictions of next change. Green arrows indicate the actual temperature trend, and blue or red arrows represent the correct and
wrong trend predictions respectively. Predictions on the five predefined temperature zones are illustrated as coloured ovals, and their
colours represent the confidence of the predictions (pink as strong confidence and yellow as weak confidence).
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Figure 3.9 shows an example of the HMT predictions in a given testing period.
Within this figure, zones with various confidences of where the next HMT will occur
are illustrated with different colours. The blue arrows indicate that the predicted
HMT trends match the actual trend, while red arrows indicate falsely predicted
directions, accompanied with green arrows that indicate the actual direction of HMT
change. The coloured ovals stand for the next HMT zones predicted by the C5.0
model here, and the yellow ovals represent a low-confidence and pink ovals signify a
high-confidence of the corresponding rules. It can be observed that multiple zones
appear sometimes when the HMT values are close to the boundaries, indicating that
different rules are triggered.
3.3 Project Analysis
The riser failure prediction is the first BF related data mining work in this study,
which is a relatively simple task. Although the wall temperature data exists in the
format of multi-variate TS, the riser failure prediction task is not a TSDM work, as
the decisive features in this work are essentially individual status at particular time
points. However, many problems that emerge in the riser failure task also occur
in future BF data mining tasks, such as the HMT prediction. In this section, we
review the aim, data and other details in the HMT task, and analyse the problems
that need to be solved on top of the work described in Section 3.2.
The operational dataset for HMT prediction was obtained from No.6 blast fur-
nace of BlueScope pty ltd., located at Port Kembla, NSW, Australia. The original
data were extracted into a number of ‘.csv’ files from a SQL database, each con-
sisting of various number of related attributes and their own timestamps. The
operational data provided by BlueScope contains only selected attributes that the
domain experts see relevant, which are listed in a few categories as in Table 3.2.
The major outcome of the HMT prediction work was addressed by adapting two
classical decision tree techniques to appropriately transform snapshots of compli-
cated industrial time series data. After appropriate transformations, mature classic
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Table 3.2: Summary of Raw BF Operational Data. This table lists the names, types,
sample rates and possible time shifts from the HMT records in original blast furnace
operational dataset.
Type Variable Sample Rate Shifting (hr)
Auto Monitoring Data
CO 6 minutes 0.2 ∼ 0.3
CO2 6 minutes 0.2 ∼ 0.3
PCR 6 minutes −0.5 ∼ 0
NCBV 6, 30, 60 minutes −0.5 ∼ 0
ChargeCount 60 minutes −8 ∼ −6
BlastHumidity 60 minutes −0.5 ∼ 0
HLoadStaveTotal 60 minutes Unknown
Human/lab Measure
Sinter pcnt FEO Vary Unknown
Pig Iron pcnt Silicon Vary 1.5 ∼ 2.5
HMT Vary 1.5 ∼ 2.5
Expert Set Aim
PCIAim Vary Unknown




HMB HMT 30 minutes −1 ∼ 1
HMB SRE 30 minutes −1 ∼ 1
HMB CSL 30 minutes −1 ∼ 1
Cal hlb 30 minutes −1 ∼ 1
ACF 30 minutes −1 ∼ 1
CCF 30 minutes −1 ∼ 1
rateHM 6 minutes Unknown
Derived Data
HMB HMT 30 minutes −1 ∼ 1
HMB HMT 30 minutes −1 ∼ 1
HMT 4hrAvg 60 minutes Unknown
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data mining algorithms can be employed to analyse the industrial TS dataset for
various tasks. However, there are also a number of issues listed in the rest of this
section, their causes and consequent problems will also be demonstrated as follows.
Diverse and irregular sampling rates. In Table 3.2, various sampling rates
were found to be associated with different attributes. Some domain expert de-
termined standards, e.g. aims of different attributes, are reviewed and set on an
irregular basis, which can be considered as constant values that do not reflect the
BF working status. However, a few important production outcomes, such as the
HMT, pcntSi and pcntFEO, have to be sampled manually and tested in the lab,
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Figure 3.10: Variables with various sampling rates. With a snapshot based feature
extraction, if the target attribute C (triangles) has a irregular sampling rate, it is
unlikely for other attributes (A and B) to have valid values at the same time, hence
the green question marks indicate missing values from expectation. The last known
values for attribute A and B may also occur at different time points due to various
sampling rates. Therefore the attribute B with low sampling frequency appear to
contain a lot of missing values according to attribute A (red question marks).
The apparent problem is the missing data due to different sampling rates. As
illustrated in Figure 3.10, less frequent attribute B is considered to have missing
values if more frequent attribute A is used as the basis. If irregularly sampled
attribute C is the target, then very rarely both A and B are synchronised with
C. In the HMT prediction work demonstrated in Section 3.2, a ‘Sample and Hold’
method was used. Although the operational data is unlikely to keep the same value,
there was no such technique for reliable estimation between sampling time points,
thus the ‘Sample and Hold’ method was the simplest option. However, the essential
disadvantage of the ‘Sample and Hold’ is, as discussed in Section 3.4.2, it does not
handle the temporal mis-alignment problem over different attributes.
3.3. PROJECT ANALYSIS 73
Corrupt data due to human errors. Missing data and corrupted data are
common problems in real world datasets, however unfortunately in this work, the
most important attribute in the BF dataset, the HMT, is affected by this problem.
Most BF operational data attributes are objectively obtained either by sensors or
through laboratory tests, but the HMT is measured manually by special personnel.
The HMT can only be measured by hand when the molten iron is tapped out from a
tap-hole into a ladle. The HMT is probed by a special thermocouple attached on a
long pole which dips into the molten iron in the ladel. This job is repeated regularly
around every 45 to 60 minutes, and the values are entered into the system manually
after.
The reasons for manually probing the HMT in this modern industry are:
• Hardly any thermometer could withstand the temperature of molten iron while
maintaining longevity and accuracy.
• The molten iron is continuously tapped out from one of the three tap holes
around the BF, and the depth of molten iron changes continuously in the ladle.
In order to probe the temperature of fresh molten iron, the thermometer has
to change its position as situation changes.
The corruption of HMT data is mainly due to two sources: human error and
cooling effect from the ladle. Facing the extremely hot molten iron, even the most
experienced personnel will make error from time to time. There are many causes
that would lead to an invalid HMT reading, such as not measuring for enough
time, sticking the pole into wrong places or simple mis-readings under stress. The
HMT readings are normally double checked before entering the system, and each of
these is labelled as either ‘valid’ or ‘invalid’ in the dataset based on the operator’s
judgements. However, subjective judgements like this are not reliable too, thus it is
for sure there are always some ‘invalid’ data entering the operational database with
‘valid’ labels incorrectly attached.
Human error is inevitable and random, however the other source, cooling effect
from the ladle has a repetitive pattern. The molten iron is cast into a ladle from
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one of three tap-holes until the ladle is full, then the tap-hole will be shut and a
new cast will process from the next tap-hole. A cast normally lasts from 2 to 4
hours, and during this period 3 to 7 HMT are generally probed. Because of the
cold iron drains, the molten iron is cooled initially in each cast, and as the ladle
being filled and drainage being heated, later HMT measurements are approaching
the actual temperature of the fresh molten iron. By checking the HMTs cast by
cast, there is an obvious ascending trend, thus the first HMT measurement in each
cast is normally labelled as ‘invalid’.
Unknown time shifts among attributes. As discussed in the following Section
3.4.2, the temporal mis-alignment is the most severe problem in the HMT TSDM
task. Besides the small mis-alignments caused by various sampling rates, the major
mis-alignment problem in BF is due to the delays between the metallurgical processes
and their detection.
The time shifts among BF attributes are mostly unknown, however the domain
experts can make some estimations as shown in the last column of Table 3.2. All the
estimations are rough and based on human understanding of the BF work process,
and there is no method to verify the correctness and accuracy of these estimations.
However, it is true that mis-alignments do exist in the BF operational dataset, and
the time shifting between corresponding attributes can be up to ten hours.
Dynamically changing BF states. The correct way to operate a stably running
BF is still not universally agreed in the industry. In order to prevent major accidents,
such as the frozen hearth, the BF process manager made a series of “hard” rules
which need to be executed whenever the conditions are triggered. Beyond these
“hard” rules, every few days the domain experts would set a few goals and budgets
for the operator to follow, which are calculated based on the recent materials changes
or new production plans of the firm. These are reflected in the ‘Expert Set Aim’
sections in Table 3.2 as operational attributes. The daily work for the BF operators
is to monitor the BF status and then adjust a few inputs, such as the blast volume
(BV) and the rate of pulverised coal injection (PCR), accordingly within the given
budget set by the domain experts.
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Although the operator’s work is essentially fine-tuning the BF, it is very im-
portant to have a stably running BF in the long term. Experienced BF operators
have established their unique senses by monitoring the BF for years, however these
subjective and subtle experiences can hardly be passed on to other operators. More
importantly, even the most experienced operator is not able to control this vast
plant at his wishes at all times, i.e. the established experience may become less
useful during some periods. A reasonable hypothesis is that the BF changes its
working routine from time to time for some reason, such as a change in raw material
quality, thus an operator’s experiences become outdated when the system switches
to another routine.
Unknown characteristics and target patterns. Another significant difficulty
in mining industrial data is that there is normally little to no existing knowledge
of the characteristics or the meaning of different patterns on many TS attributes.
Without knowing the expected patterns, it is difficult to define appropriate TS
features or to build useful models. Thus, when expert knowledge is not available,
generic TS feature formation and modelling methods are needed.
Possible missing attributes. Although there are a huge number of various types
of sensors installed on the BF for capturing a full picture of the manufacturing
process, it is very hard to say that sufficient types of attributes have been collected
for the purpose of data mining. The BF is designed and built under the guidance
of metallurgical theory and process, therefore it is unknown if some attributes with
significant importance to the data mining simulation, are overlooked in the plant
design or by the domain experts and therefore are not included in the operational
dataset.
Effects from the operator’s activities. The last problem identified in this work
is that the operators’ activities may have a negative effect on the modelling of a BF.
Although some of the inputs that reflect the operational activities, e.g. PCR, NCBV,
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are included in the dataset, these inputs are not considered and understood from the
viewpoints of the BF operators’ intention. Because the operators are always trying to
maintain a stable BF based on their own experiences and decisions, the model based
predictions on the current data may be altered by the operator’s interventions, and
vice versa, and some anomalies may be caused by over-manipulating of the process.
In this case, it is difficult to evaluate a data mining model based on the predictive
accuracy as the ground truth can be altered.
3.4 An Event Group Based Classifier Framework
3.4.1 Problems Identified from Case Study
The performance of this preliminary HMT prediction work was well accepted by
the domain experts from the iron-making industry. The easily interpretable models
also help to improve the understanding of the BF system. However, subsequently
to further review of this work, there are a number of missing aspects in this whole
methodology, and the major problem is related to the fundamental fact of time series
data – ‘Time’.
In time series data, every value can generally be associated with a time-stamp,
which indicates either the time when the data were generated or observed and cap-
tured by some monitoring system. The time-stamp is the basis for extracting snap-
shots from a multi-variate TS dataset, and all such data in a snapshot are assumed
to be associated with one time-stamp as if they happen at the same time. Given such
an assumption, an HMT prediction described in the previous section is expected to
be made out of the current snapshot of operational data. However, as explained
earlier, the HMT is mainly determined by the coke-to-ore ratio that is charged with
attendant industrial noise and variability some eight (8) hours previously. So the
question is, is it possible to correctly predict the next HMT (at tn + 1 hour) based
on the current BF status (at tn)? The answer is probably a ‘No’.
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3.4.2 Temporal Mis-alignment
The time-stamp in a time series is a uniform standard that defines the order of
all sampled events, however in many cases, this does not reflect the true ordering
information in the real world. For instance, the time-stamp of the HMT represents
when the temperature of molten iron is probed after being tapped out of the BF.
This measured HMT is not exactly the HMT of interest, i.e. in the hearth of the
BF, and more importantly, according to the domain experts, the molten iron takes
an average two hours to travel from the core of the BF (where it is produced) to
the tapping hole (where it is probed). If the internal HMT reflects the true BF
production status of now (tn), then the measured HMT can only stand for status of
two hours ago (tn − 2), and the next (‘future’) HMT that is to be predicted, say at
tn + 1, has already existed one hour before (at tn − 1).
Logically speaking, using a set of current operational data to “predict” (derive)
the status two hours before is still possible, but less rational, as the causal-resultant
relationship no longer exists. Any current inputs can not affect an already existing
fact (HMT), even though this fact can only be detected two hours in the future.
Similar situations not only occur with the HMT, but almost all other attributes in
the BF dataset are affected with various time delays. If the objective is to model
the internal processes at the hearth of BF, then the best dataset should be aligned
in time with that process.
Relative to the processes that occur in the core reactions area of the BF, the
exhaust air needs approximately tens of seconds to escape to the top of the BF;
Charged raw materials need approximately eight hours to descend into the reac-
tion zone; In contrast, the blast and PCR inputs are able to affect the reactions
immediately, and the pressures and stave temperatures have many uncertain delays
on reflecting the internal processes. Although from the view point of the data, the
model is utilising all the ‘current’ inputs and outputs of the BF for predicting its
‘future’ outputs, however with the numerous and uncertain time delays, the model
is, in reality, actually using either historic or future facts that occur in a wide time
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span for ‘predicting’ a previously existing process outcome. Under such a scenario,
using snapshots of the time series dataset is not meaningful, as most data are col-
lected from different processes, or different stages of the iron-making process. As
analysed in earlier sections, there are a number of problems in the HMT predicting
task. However, the problems that mostly reflect the special characteristics of the
BF dataset are the following problems:
• Temporal Mis-alignments;
• Unknown Variable Target Patterns;
• Different and Irregular Sampling Rates;
As mentioned in Chapter 1, researchers in BlueScope made attempts to find the
time shifts between important attributes by calculating the correlations, however
the outcome of this work is doubtful as the modelling performance dramatically de-
creases after aligning the attributes accordingly. Such a result is now understandable
as the BF working state is non-stationary and changes dynamically.
A real-world system such as the BF is far from ideal, and similar problems are
likely to happen in other real-life scenarios. Since the laboratory based methodolo-
gies do not perform well on handling the BF operational data, a different approach
that could either solve or avoid the identified problems is under demand.
A human body is also a complicated system, and it is certainly much more
complicated than a BF system. Unwanted problems, such as illness, also occur to
human body from time to time. The same type of bacteria/virus may cause various
results on different people, and on the contrary, similar reactions/symptoms can
be found on patients with different diseases. This enlightens the author that the
diagnosis procedure that a doctor uses may provide some good guidance in the BF
data mining task.
The decision making in traditional medical diagnosis was highly subjective until
recent times. The approach generally depends on the symptoms (evidences) on
individual patients, and how to merge the symptoms with personal beliefs and other
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factors. Very rarely a disease can be identified by some unique evidences, and many
common symptoms, e.g. fever, coughing, rashes and headache etc., may present
together with various diseases. Education, experience and ongoing study are the
keys for a doctor to make appropriate incorporation of important symptoms. On
another word, traditional diagnosis decisions are made out of selective combinations
of appropriate symptoms that recently occurred.
The ordering information, especially cross type ordering, in the diagnosis process
is relatively less important. Because different patients may have different body
reactions against the same pathogen, thus even if they have the same symptom
combinations, some symptoms may occur in different orders or even do not appear
at all. Experienced doctor can make a weak judgement based on a few symptoms
and wait for further evidence, e.g. newly developed symptom or pathology results,
then a diagnose decision with higher confidence could be made. However, orders on
the same type of symptom, i.e. body temperature, are important as this indicates
changes and development of the disease.
Similar to the empirical diagnosis approach, a data mining system that utilises
combinations of evidences as the base for decision making could be the solution
for the complicated BF environment. Hereby a novel TSDM approach is proposed
which focuses on seeking appropriate combinations of various types of evidences, and
generates models by associating selective combinations with the targeting issues in
order to perform classification, prediction or other TSDM tasks.
3.4.3 Main Structure of the Framework
The basic assumption can be described as follows: If a (detectable) process occurs
at some time point T , its causal factors or resultant responses can be represented
as time series features and in turn transformed into nominal events that happen
around the time point T . The novelty of this work is that all casual and consequent
events within a given time frame are indiscriminately analysed as unsorted combi-
nations, and the type of the target process can be automatically classified based on
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these combination. This approach is designed with three main layers: Sequential
Feature Generation, Event Formation and Grouping and Group Based Decision Tree
Classification.
In the first layer, the TS data are segmented and transformed into sequential
features which are supposed to be evidences or footprints that may represent vari-
ous processes. The generation of sequential features are independent on individual
attributes, intra-sequential patterns are not considered in this layer. By restricting
the TS features on single attribute streams, the problem of different sampling rates
and poor synchronisation among attributes can be avoided. When generating the
TS features, it is ideal to include the inter-sequential ordering information, so that
the changes of a particular aspect, such as the development of a certain symptom,
will be embedded. The TS features generated in this layer are considered as tempo-
ral evidences of the undergoing process (in certain aspects), which will be used as













Class 1 Class 2
Time Series Data with Different Stages Transformed Temporal Event Sequences
Temporal Event Groups with Class Labels
Decision Tree Model Showing 
Important Event Combinations
Figure 3.11: Illustration of Stages in the Event Group Based Decision Tree TSDM
Framework (Example of Classification).
On the second layer, once all TS streams are transformed into nominal evidences,
clustering or other aggregation may be required to further reduce the number of
evidences per attribute. The reduced TS features are called Events which stand for
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a group of similar TS features that may associate to the same type of processes. A
time window with appropriate size is used to select events from all attributes and
make a in-discriminative event group. The size of the time window is set so that all
rationally related processes can be included. In the BF scenario, a suitable size of this
time window is 10 hours, so that the most leading BF attribute ‘charge rate’ (about
8 hours in advance) and the most delayed attribute ‘HMT’ (about 2 hours later)
can both be included. However, in practice, approximate aligning can be conducted
first to reduce the size of such window. By putting all possibly related events into a
group, the intra-sequential orders are ignored within a limited time frame. Things
occurring in a relatively recent period are considered to be temporally close to each
other, and the orders among different attributes are ignored. The second layer
in this approach is mainly designed for handling the temporal mis-alignment across
different attributes. By assembling all nominal events as an unordered item-set, their
physical meanings, intra/inter-sequential orders and original forms are discarded. In
this way, the concept of alignment or synchronisation is void, thus the temporal mis-
alignment is not an issue as long as all relevant events are aggregated in the item-set
(together with other irrelevant events).
The initial two layers in this framework are not restrictive on the techniques to
be used, according to characteristics of time series, various algorithms can be used
to convert the time series into item-sets with any nominal TS events. However,
in order to produce useful models from these unordered item-sets, the third layer
is the key of this TSDM approach. A group based decision tree technique, XoN
[213], is employed in this layer for analysing the event groups in order to find useful
combinations of events, and use such combinations as the nodes for splitting the
tree. The XoN’s capacity on generating, selecting and exploiting various event
combinations is an essential requirement for the whole methodology. According to
the literature [213], the XoN algorithm can successfully find elements that match
the undertaking system and generate combinations of elements as the node of the
decision tree model. Figure 3.11 illustrates each stage in this TSDM framework.
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3.5 Summary
In this chapter the general issues that present in the multi-variate time series data
mining has been analysed. In order to solve the problems identified in the project
analysis, especially the temporal mis-alignment problem, a novel three layer TSDM
framework was proposed, which is non-sensitive to both inconsistent sampling rate
and temporally mis-aligned attributes. The whole approach is relying on the capac-
ity of the XoN decision tree technique, which acts as the essential function of the
framework. However the framework is flexible and adaptive to other data mining
techniques in the initial two layers. Useful algorithms to be used with this multi-




This chapter mainly describes the technical details and adoptions of algorithms
which are employed in various chapters of this thesis. Advantages and disadvantages
of various techniques are discussed in the context of TSDM. Section 4.1 describes a
range of techniques specifically designed for time series data, including DTW, SAX
and an improved SAX that has been extended for temporal-stretch in patterns.
Section 4.2 demonstrates two clustering algorithms that are used in this thesis –
a traditional general clustering algorithm (Minimum Message Length Encoding)
and another clustering algorithm (k-medoids) specifically chosen for clustering cat-
egorised sequences. Section 4.3 introduces a number of decision tree algorithms in
general, and further describes the implementation of a specialised decision tree al-
gorithm – XoN, which functions as a key process in the proposed EGBC framework.
Other techniques that are employed in this thesis are also briefly demonstrated in
Section 4.4.
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Figure 4.1: Concept of the original SAX (adapted from [35]).
4.1 Specific TS Techniques
4.1.1 SAX – A Symbolic TS Representation
SAX is a TS representation that has a significant impact in enabling shape based
data mining of time series [18]. SAX provides a symbolic mapping approximation
as a TS representation, and it has been widely utilised for TSDM in recent years,
and has subsequently become an important tool for anomaly detection, sequence
classification etc. Originally, SAX used a sliding window to extract a section of
sequential data, where the section is divided into several sub-sequences of equal
length, according to the specified SAX word length. Values in each sub-sequence
are averaged and the whole section is converted into a Piecewise Aggregate Approx-
imation (PAA) representation [78]. The PAAs are subsequently discretised into a
list of symbols representing equiprobable value regions depending on their average
values, as illustrated in Figure 4.1.
The SAX algorithm relies on a number of pre-set parameters, and functions as
demonstrated by the pseudo code in Algorithm 1. Here, wordLen and alphaSize
establish certain constraints of target SAX motifs, which are a set of strings with
the length of wordLen that may contain alphaSize different characters in total. Fur-
ther, the winSize parameter specifies the amount of TS data to be aggregated into
individual motifs.
The SAX algorithm is adaptive to the amplitude range of data because the mean
and standard deviation of the TS are utilised for normalising the initial PAA. By
default, the sliding window moves along the original sequence and transforms various
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Algorithm 1 Pseudo Code of Original SAX based on [18]
1: procedure M = TS2SAX(Q, wordLen, alphaSize, winSize)
Input:
Q, . Single Dimensional Numeric TS data
wordLen, . Number of Characters in a Motif
alphaSize, . Number of Symbols (Total Levels)
winSize, . Width of Sliding Window
Output:
M, . Motif Set Transformed from Q
2: avg ← meanvalueofQ
3: sDev ← standarddiviationofQ
4: for i=1, i++, while i<length(Q)-winSize do
5: tempQ = Q(i:i+winSize-1)
6: tempPAA = SQ2PAA(tempQ, wordLen, avg, sDev)
7: tempMotif = PAA2MOTIF(tempPAA,alphaSize)
8: if M is empty then
9: M = tempMotif . Initialise M with new motif
10: else
11: if M(end) 6= tempMotif then . Compare motif with previous one
12: M(end+1) = tempMotif . Expand M if new motif is different
procedure PAA = SQ2PAA(SQ, wordLen, avg, sDev)
Input:
SQ, . Numeric Sub-sequence
wordLen, . Number of segmentations in PAA
avg, sDev, . mean and standard deviation of Q
Output:
PAA, . Piecewise Aggregated Approximation
2: Equally divide SQ into wordLen segments
Each segment S = (S − avg)/sDev
4: for i=1:wordLen, PAA(i) ← mean(segments(i))





Generate equiprobable thresholds from Normal dist. & alphaSize
3: Map PAA to Symbolic Sequence using the above threshold
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sub-sequences into SAX motifs. The new motif will be dropped if it is identical to
the previously generated motif, which ignores TS patterns of a trivial difference.
The SAX produces simple yet intuitive representation of a time series, and
the concept of equiprobable symbols makes it an adaptive and generic feature for
TSDM. The motifs can be understood as observable primitive shapes within a TS,
and therefore these also contain intrinsic information from selected short periods.
However, as the width of the sliding window is set to a fixed value, the algorithm is
not adaptive to shapes that are stretched in the temporal dimension. In the following
section, the author proposes a modification to the original SAX extraction algorithm
which allows such temporal stretching to be accommodated in motif transformation.
4.1.2 Variance-wise SAX – Temporal Adaption
Obviously, the key for improving the adaption, or temporal stretching of the SAX
algorithm lies in the width of sliding window. From review of the relevant liter-
ature in Section 2.4.1, both PLR and PIP are employed in order to segment the
TS dynamically based on different criteria. The PLR algorithm produces adaptive
segments from the TS by detecting the difference between data and a straight line,
however segmentations made by the PLR are very likely to be monotonic because
they meant to fit with straight lines. If the PLR segments are used for generating
SAX motifs, a large number of interesting patterns would be ignored due to the
simple linear trends in each segment. On the other hand, the PIP seeks important
patterns that contain the most distinct points in a given period, however this top-
down segmentation method needs the period and the number of salient points to be
identified prior to the actual segmentation process. Thus the PIP approach does not
appear to be useful for dynamic and adaptive segmentation for an online procedure.
Although neither PLR nor PIP can be readily utilised for the purpose of adap-
tive segmenting, a promising segmentation approach is inspired by both. The key
requirement for this adaptive segmentation approach is that every segment of data
requires a sufficient amount of variance to ensure it partially covers some, or the
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whole, of an important pattern (similar to the concept of maximising distances in
PIP), however the variance in any segment of data still needs to be limited to a rea-
sonable extent to so that the intrinsic pattern can be represented with simple motifs
without much information loss (similar to the maximum error in each segment in
PLR).
Figure 4.2: Normal ECG shape comparison between various heart beat rates.
The assumption here is that if a certain phenomenon is manifested as a shape
pattern within time series data, then related or similar phenomena in different time
scales may also be recorded as visually similar shapes associated with some possible
time distortions. Most real world temporal processes vary in both time and ampli-
tude, therefore distortions can be found on both dimensions. However, in this work
we simplify the problem and limit the distortion within the time domain first, as
can be readily observed in various real world contexts. For example, ECG data is a
typical time series that records activities of the human heart, and the shape of each
heartbeat cycle is regular for normal people. The frequency of ECG signals may
vary significantly during exercise or rest, however the amplitudes of the ECG waves
hardly change [214, 215]. Figure 4.2 illustrates how the same type of ECG events
with various heartbeat rates can be seen to be stretched and compared in time.
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Core Algorithm
Our method can be described as follows, function F () is defined to calculate the
total variance within a section of data. Threshold Th is given as the criterion to
generate segments. For time series data T , any segment [Ti : Tj] must satisfy two
conditions: F (T [i : j]) ≥ Th and F (T [i : j−1]) < Th. (i and j are the start and end
points of the section, and T [i : j] are the sequential data for resultant SAX motif).
The function F () can be defined by various methods, such as the total absolute
differences among points, the total square error from the average value or any other
variance measurements with similar meaning. The threshold Th is a fixed value or a
value adaptively derived from the data. Unlike the PIP method, this segmentation
approach is not designed to produce extracted patterns that are physically meaning-
ful. As long as the SAX motifs are generated for further modelling, the meaning and
importance of the motifs can be determined later by other data mining techniques.
The segmentation method uses a sliding window with a variable size, and there-
fore it suits online SAX motif generation. When the current variance of the segment
is less than the threshold, the window is expanded by moving the end point for-
ward. And when the current variance of the segment is greater than the threshold,
the window is contracted by advancing the starting point. Regardless of the stages
of expansion or contraction, every window containing a significant amount of vari-
ance is transformed to an associated SAX motif, and the result is compared with
the previous motif. If the new motif differs from the previous, both the segment
and the new motif are saved in an output motif list. Figure 4.3 illustrates how this
method works under different situations. Algorithm 2 is the pseudo code for the
new segmentation approach (variance function is not included).
Parameter Settings
Any proposed adaptive SAX scheme will require additional parameters compared to
the original SAX. Besides the word length (wordLen) and alphabet size (alphaSize)
that are used for the generation of SAX words, the segmentation algorithm requires
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Algorithm 2 Variance-wise Segmenting SAX.
1: procedure (M, P) = varWiseSAX(Q, wordLen, alphaSize,
varThresh)
Input:
Q, . Single Dimensional Numeric TS Data
wordLen, . Number of Characters in a Motif
alphaSize, . Number of Symbols (Total Levels)
varThresh, . Threshold for maximum variance
Output:
M, . Motif Set Transformed from Q
P, . The Start and End Positions of each Motif
2: Initialise Temporary Parameter:
3: segStart = 1, segEnd = wordLen
4: currVar = varFunc(Q(segStart:segEnd)) . Calc initial variance
5: while currV ar < varThresh do
6: segEnd++ . Expand the current window
7: currVar = varFunc(Q(segStart:segEnd)) . Application tailored Var
Func
8: while currV ar > varThresh do
9: newMotif = SAXFunc(Q(segStart:segEnd), WordLen, AlphaSize)
10: if newMotif 6= M(end) then
11: M(end+1) = newMotif . Update Motif List
12: Q(end+1) = [segStart, segEnd] . Update Position List
13: segStart++ . Contract the current window and slide forward
14: currVar = varFunc(Q(segStart:segEnd)) . Update current variance
a variance threshold (varThresh) in order to generate dynamic windows instead of
the fixed window size (winSize) in the ordinary SAX. Although the new window
size is expected to vary, the sub-sequences generated always need to be suitable for
the SAX symbolization, e.g. all segments must contain enough samples in order
to establish a SAX motif, whilst remaining below a reasonable length during the
less dynamic or inactive periods. For example if the variance function is a basic
variance accumulation method, two additional parameters, minInc and maxInc,
are required for limiting the segment size by controlling the increment/decrement
of variance between every pair of samples. When the absolute difference between
two successive values is between minInc and maxInc, the actual value is used for
variance accumulation, otherwise the minInc or maxInc are used instead.
The following means can be used to determine the value of the new parameters
varThresh, minInc and maxInc. The SAX word length (wordLen) and alpha-
90 CHAPTER 4. IMPORTANT ALGORITHMS AND TECHNIQUES
Figure 4.3: Temporal Adaptive SAX using Variance-wise Segmentation Method.
bet size (alphaSize) are determined in the same way as that of the original SAX
algorithm. If the desired time window size (winSize) is known for the TS using
the original SAX, and assuming that the status of most data is normal, then the
averaged variance threshold represents the variance of a normal status under the
given time window size. Therefore the variance threshold (varThresh) is set to the
average variance contained in all sub-sequences with the target window size.
varThresh = varFunc(∀subSeq) (4.1)
The maxInc is set to the variance threshold divided by the SAX word length,
ensuring that in periods of extreme conditions where the data rate of change is very
high, the smallest segments will contain at least the same samples as a SAX motif.
maxInc = varThresh/WordLen (4.2)
The minInc is a small positive value in order to prevent excessive window lengths
from occurring, which in turn depends on the physical meaning of the source time
series data. For example, if most patterns in the TS data are expected to last for
a period P1, and the physical meaning of such patterns can be preserved until its
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length exceeds P2, then the parameter minInc can be calculated using the following
formula, which results in the minimum increment being P1/P2 times that of an
average variance increment:
minInc = (P1/P2)× (varThresh/winSize) (4.3)
As with the original SAX, the best parameter settings are found empirically on
a case-by-case basis. For example, one needs to determine the appropriate target
window size, alphabet and word length based on the characteristics of the data and
together with the goals of the analysis. Based on the experimental outcome of this
investigation, the author has discovered that using a small word length and large
alphabet size results in a better analysis in general, and if the data is periodic or
close to periodical, the sliding window size should not be much greater than an
average signal period. However for a TS with significant target activities that occur
only on an occasional basis, then ideally the sliding window would be able to fully
cover such average activities.
Validation of the Variance-wise SAX
A TS dataset captured during texture recognition experiments using an artificial
robot finger is employed for verifying the concept of the proposed variance-wise
SAX. In this data, vibrations are detected by several polyvinylidene fluoride (PVDF)
sensors embedded in a silicon moulded finger [216].
The stimulation rate of a moving set of mechanical ridges that were drawn across
the surface of the artificial finger in a set time period was varied, changing from a
rate of 10 units, to 30 units and finally 50 units, these are referred as three different
stages, S1, S2 and S3. The data were randomly selected from each stage as follows:
1450 samples in S1, including 4 ridges; 1000 samples in S2, including 10 ridges; and
1000 samples in S3, including 17 ridges. The resultant data can be seen in Figure
4.4, and one example event is randomly selected from each stage, (as highlighted
with differing colours). The sampling rate for PVDF signal is 500 Hz, thus Figure
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4.4 represents about 7 seconds worth of data.
Figure 4.4: The tactile data of sliding a robotic finger along ridges at three different
speeds. The records of impacts detected by PVDF sensor show certain similarity
as stretched shapes in all three stages, marked with green blue and red colours
respectively. The aim is to produce similar SAX motifs for the same behaviour with
different speeds at all three stages.
The aim here is to use SAX motifs for discovering similar patterns in all the
three stages. Both the variance-wise SAX and normal SAX are tested to evaluate
the performance with this frequency-varying data. Because the noise and temporal
distortion are significant in the tactile data, similar motifs are matched in an ap-
proximate manner. In this case, if the total difference between two motifs is less
than or equal to 2, they are considered to match each other. The variance threshold
for vw-SAX is set to 7 times the standard deviation on this tactile dataset. For the
normal SAX, the size of sliding window is set to 30, which is approximately half of
the period in Stage 3. The motif set similarity matrices for both methods are listed
in Table 4.1.
The temporal adaptive SAX with the variance-wise segmentation method gen-
erates similar motif sets across all three stages with different frequency patterns,
and the C/D ratios (Common vs Different, as further explained below) are gener-
ally higher than results with original SAX approach in Table 4.1. The similarity
correlations between motif sets derived from different stages of the tactile data are
shown in Table 4.1. Every row of the table represents the stage of motif set to be
compared with, and the columns indicate the stages for the comparison motif sets.
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Table 4.1: Motif set similarity between different stages in the tactile data. Values
in the table indicate the number of matching motifs (common) and non-matching
motifs (different) allocated by comparing two stages.
VW SAX Original SAX
C/D Stage-1 Stage-2 Stage-3 Stage-1 Stage-2 Stage-3
Stage-1 24/0 19/5 16/8 41/0 26/15 7/34
Stage-2 22/4 26/0 22/4 32/10 42/0 23/19
Stage-3 14/13 23/4 27/0 11/17 22/6 28/0
Every element is constructed by two values (C/D), C (Common) is the number
of base motifs which find a match in the comparison motif set, and D (Different) is
the number of base motifs that do not find a match in the comparison set. Table
4.2 presents comparative results among all events from Stage 1, 2 and 3. Because
the sizes of motif sets are not the same, in this table the average percentage of all
matching rates are used instead of the number of matches. The standard deviation
of the matching rate is also listed in the brackets.
The higher noise level, especially in Stage-3, affects the performance of variance-
wise SAX. The noise not only affects the overall shape similarity between stages,
but also introduces significant variance that in turn affects segmentation giving rise
to potential new shape patterns that most likely do not exist under a noise free
condition. Even then, the vw-SAX still shows notable advantage over the original
SAX through the much higher matching rates among stages with different temporal
stretches as listed in Table 4.2.
4.1.3 Dynamic Time Warping (DTW)
The DTW algorithm measures the similarity between two temporal sequences where
each contains certain variations in time or speed. It calculates an optimal match
between the given time series by warping the sequences in a non-linearly fashion in
order to obtain better alignment between them. In this section, this widely used
algorithm is briefly explained on how the basic DTW works for calculating the
similarity between sequences.
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Stage1 96.7(6.4) 74.4(16.3) 46.8(17.1)
Stage2 78.2(13.7) 91.2(11.8) 64.6(19.3)
Stage3 40.7(13.1) 59.1(17.2) 66.2(20.9)
Original SAX (avg(std)%)
Stage1 99.5(1.2) 65.2(17.6) 23.9(12.3)
Stage2 70.6(16.8) 89.9(10.3) 43.3(14.4)
Stage3 42.7(16.9) 62.2(17.1) 81.9(16.8)
Figure 4.5: Concept of Dynamic Time Warping, adapted from [217].
In Figure 4.5, a grid (matrix) is generated for comparing two sequences, P and
Q, on the vertical and horizontal axes respectively. Inside each cell, a distance/dif-
ference measure can be stored by comparing the corresponding elements from both
sequences. The optimal alignment of the two sequences is then determined by find-
ing a path through the grid that minimises the total distance along the path, as
illustrated in Figure 4.5. Berndt and Clifford [218] presented an efficient technique
using dynamic programming for finding the warping path with the minimised warp-
ing cost. The cumulative distance γ(i, j) is defined as the distance d(i, j) found in
the current cell and the minimum of the cumulative distances of the adjacent cells:
γ(i, j) = d(pi, qj) +min{γ(i− 1, j − 1), γ(i− 1, j), γ(i, j − 1)} (4.4)
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A warping path, W , with the minimised distance along it, can be calculated by:








Where d(wk) can be defined similar to the form of Euclidean distance:
d(wk) = d(pik , qik) = (pik − qik)2 (4.6)
The DTW approach is computationally expensive in finding the warping path,
in general it requires O(N2). Adding a range of constraints or conditions, such as a
monotonic condition, a continuity condition, or boundary conditions, the adjustment
window condition and a slope constraint condition, will increase the process speed
by controlling the subset of the grid that the warping path is allowed to visit.
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Figure 4.6: DTW similarity comparison with warping window length equals to one
(1).
In this work, the DTW is used as a similarity/distance function for clustering
SAX motifs with temporal variances. By restricting the warping window size to
be one (1), similar motifs can be matched with limited temporal differences, as
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illustrated in Figure 4.6. Restricting warping window size could be a problem for
general sequence matching, as the distance between sequences with various lengths
can not be calculated. However, in case of clustering SAX motifs, as all motifs are
normally of the same length, this restriction actually improves the rationality of the
clustering.
4.2 Clustering
4.2.1 Minimum Message Length
The Minimum Message Length (MML) principle was formulated by Chris Wallace
in 1968 [143, 219]. MML is an unsupervised clustering concept based on information
theory and statistics. The rationale behind MML is to postulate a model of the data
as a series of candidate partitions, then to evaluate this by estimating the amount
of code required to describe the model plus the data exceptions that fall outside
of it. Briefly speaking, any data set is able to be encoded by different models.
For describing the data set, the information can be divided into two parts, the
description of the model representing the data and the description of encoded data
under such model. Ideally, one could minimise the total length for describing the
data set by identifying and using an optimal model.
Totallength = length(model) + length(data|model) (4.7)
For any given data set D, the MML application seeks the most probable hypoth-
esis, H, which maximises P (H|D). According to be Bayes theorem, the posterior
probability of H is the product of the prior probability of H and the likelihood
function of D given H divided by the marginal probability of the observed data, or
P (H|D) = (1/P (D))× P (H)× P (D|H) (4.8)
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Figure 4.7: The concept of Minimum Message Length.




P (H) · P (D|H)orP (D) =
∫
H
P (H) · P (D|H)dH (4.9)
From information theory, an event of probability pi can be optimally encoded into
a code word of length:
li = − log pi (4.10)
Since P (D) is independent from the hypothesis, H, maximising P (H|D) is equiv-
alent to maximising P (H) × P (D|H), which is in turn equivalent to minimizing
− logP (H) − logP (D|H), the length of a two-part message transmitted from D.
In considering alternative, and or successive models, those that reduce the total
message length are maintained and are further specialised. In short the reduction of
message length becomes the guiding metric of the data segmentation or clustering
model. Figure 4.7 gives a brief explanation on how MML works.
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Although the MML algorithm does not require that the expected number of
clusters be specified prior to the clustering process, it is still an important issue
in building the model. In the MML approach, the application searches a series
of possible models to achieve the shortest message length. Normally the MML
application will find a better (shorter message) model with more clusters, however,
in order to cooperate with other data mining techniques in the successive stage,
the modelling procedure may need to be terminated early in order to obtain fewer
clusters.
Figure 4.8: Finding the optimal MML model based on the total message length. The
estimated elbow point of the curve, after which a significant change of slope occurs
entering into a plateau, is generally a good position for terminating the modelling,
as the information gain per additional cluster becomes smaller after this point. In
this figure, either 7 or 12 is a possible optimal choice for cluster number.
The total message length is generally used as the main criterion for seeking
optimal MML models. As a lower message length indicates a better MML model,
the total message length normally decreases as the number of clusters increases. A
typical trend of message length v.s. cluster number can be found in Figure 4.8, in
which the possible optimal number of clusters is identified at a significant positive
inflection, or elbow point of the descending curve.
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4.2.2 K-medoids – Clustering for Categorised Sub-sequences
The k-medoids algorithm [220] is a clustering algorithm related to the well known
k-means algorithm. Both k-medoids and k-means algorithms endeavour to partition
the given data-space into a limited number of clusters in order to minimise the total
distance between points labelled as a cluster. K-means seeks to minimise the squared
Euclidean distances between all data-points and the centre point of a cluster, whilst
similarly the k-medoids relies on the sum of pairwise dis-similarities between all
objects in a cluster and the cluster centre (medoid), however the difference lies in
the definition of cluster centres.
The cluster centre of k-means is defined to be the mean value of all objects in the
cluster, however in the k-medoids algorithm, a medoid is defined as a representative
object of a cluster which minimises the average dis-similarity to all other objects
in the same cluster. Therefore, the cluster centres chosen by k-medoids are always
existing data points within the clusters.
The k-medoids algorithm is more robust to noise and outliers than the k-means
algorithm, however more importantly the concept of medoids suits scenarios where
a mean or centroid cannot be defined. In this thesis, clustering is required for
reducing the total number of TS features, e.g. the SAX motifs. As the SAX motifs
are essentially categorised element sequences, and the dis-similarity between motifs
are measured with the DTW function, the mean of a cluster is not definable due
to the warping process. Therefore, similar to some other research work [221, 222],
k-medoids is chosen as an appropriate clustering method and subsequent generation
of shape based TS features.
K-medoids clustering is commonly implemented through the Partitioning Around
Medoids (PAM) algorithm as described in Algorithm 3.
The speciality of the SAX motif data is that it only has a limited number of
discrete symbols, therefore these motif data points are then distributed through a
grid structure within a multidimensional hyper space determined by the dimensions
of the SAX words. Multiple cases of SAX motifs repeatedly occur on the same grid
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Algorithm 3 Modified K-medoids Clustering on SAX motifs with DTW.
1: procedure (Medois, Labels, Energy = kmedoids(M,k)
Input:
M, . Motif Set with size n
k, . Number of Expected Clusters
Output:
Labels, . Cluster Labels on All Motifs
Medoids, . Index of Motifs That Are Selected as Medoids in M
Energy, . Total Dis-similarity
2: simMat = zeros(n,k) . Initialise a matrix of dis-similarity
3: Randomly select k motifs as medoids
4: for i=1:n do
5: simMat(i) = dtwFunc(M(i), M(Medoids))
6: Assign Labels to all motifs with the lowest dis-similar
medoid
7: Energy = engFunc(M,Label,Medoids) . Total Dis-similarity
8: newMedoids = zeros(k, 1)
9: while newMedoids 6= Medoids do . Do until medoids do not change
10: newMedoids = Medoids . Update Medoids
11: for m ∈Medoids do . For Every Medoid Motif
12: for o ∈ (Label /∈Medoids) do . for Every Non-medoid Motif
13: tempMedoids = newMedoids with m and o swapped
14: engMatrix(o) = engFunc(M,Label, newMedoids)
15: Replace m from newMedoids with o with min(engMatrix)
16: Energy = min(engMatrix)
17: Update Labels as described in Step 4-6
point, and the dis-similarities (distances) between grid points are uniform. The k-
medoids algorithm is able to process such data and identify representative motifs.
However, because of the unified dis-similarity between neighbouring grid points, the
partitioning is not only based on the dis-similarity (as all neighbouring motifs are
equally (dis-)similar), but also relies on the frequency of each motif pattern.
Parameter k is the only and, of course, the most important parameter for this
clustering procedure, and this number is generally determined by a ‘silhouette’ [223]
criterion, which will be described in Section 4.4.1.
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4.3 Decision Tree Classification
Various decision tree techniques are employed in this thesis for classification purpose.
Although it has been mentioned in Section 2.5 that there is only a limited number
of published materials that utilise decision tree methods in the TSDM domain. The
main approach of this thesis, the proposed EGBC framework, on the contrary, relies
heavily on the XoN decision tree technique. This has principally been adopted so
that the outcomes could be easily interpreted as rule-based knowledge and under-
stood by professional personnel.
The decision tree algorithm is a typical supervised learning method for classi-
fication, therefore one of the essential attributes that needs to be assigned is the
target attribute, and data in the training set would have known values (classes) of
the target attribute. The algorithms normally work in a top-down manner in order
to split the data into subsets recursively. The effect of splitting is measured by the
homogeneity of the target attribute within the subsets, and this homogeneity can
be measured by various metrics such as: the Gini impurity, the information gain
or the variance reduction. In this work, the decision tree algorithms are developed
based on the information gain, i.e. entropy from information theory:
H(S) = −Σx∈Xp(x)× log2 p(x) (4.11)
In the above equation, the x indicates a particular class of the total X classes
(values of target attribute) in the given data (sub-)set, and the p(x) represents the
frequency of class x. The entropy is a measure of the amount of uncertainty in
the data and positively correlates with the impurity of data. A low entropy value
indicates high homogeneity of the data (target attribute wise).
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4.3.1 General Purpose Decision Trees – ID3, ID4.5 and Cu-
bist
The ID3 (Iterative Dichotomiser 3) algorithm is a decision tree algorithm invented
by Ross Quinlan [224] that is able to produce a decision tree from a dataset through
a process of recursive induction. The training data for ID3 is a set of samples which
are already classified: S = s1, s2, . . . . The sample si include a vector of certain
number of attributes or features (x1,i, x2,i, . . . , xti), in which all xk represent the
attributes and corresponding values as attribute-value pairs (or features), and one
xt is defined as the target attribute containing the class in which si falls.
The ID3 algorithm seeks to evaluate all splits or segmentations of the dataset
with each attribute, and in-turn calculates the total entropies of all possible config-
urations, then selects the attribute associated with the lowest entropy as the root
node. The same procedure is used to further split the subsets until the stopping
criteria are satisfied.
The stopping criteria of the tree growth can be:
• All members of a subset belong to the same class. Then the node becomes a
leaf and labelled with the class.
• No more attributes can be used for further splitting, however the node is still
impure. Then the node becomes a leaf and the major class of the subset is
used to label the leaf.
• The subset becomes empty or no attribute can be used for further splitting.
The node is then turned into a leaf and labelled with the major class of the
subset.
The ID3 decision tree is not a binary tree, i.e. more than two branches may
be split from a proceeding node. The number of branches normally equates to the
number of values of an attribute, as shown in Figure 4.9. Therefore, when such an
attribute has many different values, the dataset may become overly fractured after
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Figure 4.9: An example of ID3 tree model, adapted from [225].
a few nodes. There are a number of other shortcomings with ID3, such as the over-
fitting problem, local optimum and incapability with continuous data that make it
a less ideal algorithm than its successor, C4.5, for classifying real world data. The
ID3 algorithm is not directly utilised in this thesis, however, because of its simple
implementation, the XoN decision tree algorithm is replicated on the basis of ID3.
The C4.5 algorithm is an extension of the ID3 algorithm which was also de-
veloped by Ross Quinlan [211]. It builds decision tree models on data in a similar
manner as ID3, however the C4.5 scheme is a binary tree and has several improve-
ments in comparison to ID3.
The C4.5 algorithm can operate with both continuous or discrete attributes, as
it creates appropriate thresholds on a range of such an attribute and subsequently
divides the values of attributes into two parts accordingly. A typical feature in
the C4.5 node is that it is not a raw attribute-value pair used in ID3 trees, but a
constructed feature that summarises a number of conditions such as ‘A > v’.
Other improvements of C4.5 include:
• Allowing missing attribute values. A missing value of an attribute can be
replaced with a ‘?’ and it will be excluded from the entropy calculations.
• Handling attributes with differing costs. One can specifically assign heavier
weights on some attributes or classes than others, so that to a certain extent,
prior knowledge can be involved in the training procedure.
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• Tree pruning for realising smaller tree models with a reduced likelihood of
over-fitting. The nodes cease from splitting when the size of subset is smaller
or equal to a given parameter (minCase). In such case, the node is converted
to a leaf node and labelled with the major class of its data.
Cubist is based on another decision tree algorithm, M5 [212], which works in a
similar manner to that of C4.5. It also partitions the multi-dimensional data space
into hyper-cubes by constructing features and calculating the resultant entropies.
However, the difference is that it subsequently forms a linear regression model within
each hypercube, in order to form a numeric prediction of a target attribute. In each
leaf node of the decision tree, a linear formula is formed based on a regression of the
members (data subset) it contains.
4.3.2 X-of-N and Improvements
The clustered shape features proposed in the EGBC approach are considered as
nominal events that occur independently within TS data such as the ECG record,
and it is assumed that certain event combinations are associated with different
types of heartbeat in this work. In order to determine such representative event
combinations, a decision tree algorithm, XoN, is modified and extended to analyse
and model the ECG event sequences.
The XoN algorithm is a constructive attribute induction learning algorithm that
was developed by Zijian Zheng in 1998 [213]. Unlike most well-known decision tree
algorithms, such as ID3, C4.5 or Random Forests [226], which search for the best
attribute-value pairs in a recursive divide-and-conquer process in a training dataset,
the XoN algorithm selects one or more nominal features, and uses the conjunction
or disjunction of the selected features to construct new representations.
The XoN algorithm modified in this thesis is replicated based on the structure
of the ID3 decision tree algorithm, with several additional capabilities such as tree
pruning, attribute weighting and dynamic feature generation.
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The key function of the XoN algorithm is constructing a specific representation
so that multiple primary conditions can be selected and combined for segmenting
the dataset. The XoN representation is defined as in Definition 1.
Definition 1 Let D = {d1, d2, . . . , dn} be the dataset, where ds represents individual
samples.
Let A = {a1, a2, . . . , am} be the attribute set present in dataset D.
Let Vi = {vi1, vi2, . . . , vij} be the value set for a particular attribute ai.
Then an XoN representation can be constructed, denoted as:
X − of − {AVk}, where the group AVk are several attribute-value (AV) pairs ‘Ai =
Vij’, and X is an item-set of any numbers between 0 and the size of the AV group.
The XoN used in this thesis is a modified version of XoN(c) from the original
paper proposed by Zijian Zheng [213]. An XoN representation is formed by two
components, X and N, which are both non-empty and unsorted item-sets. In this
thesis, the N set consists of a group of TS features, called events, which can either be
the Attribute-value pairs stated in the definition, or other forms of nominal features.
The number of events in the N set determines the size of the XoN representation.
In the X component, a set of non-negative integers denote the exact numbers of
conditions from component N that should be satisfied, and where X is defined as
the value of the representation. Unlike the attributes in the ID3 nodes, which may
have different values and lead to different branches, the XoN representation is a
binary condition which can only be either satisfied or not, so that the resultant
model is a binary tree without the fragmentation problem of ID3 [227].
The consequent XoN feature is compact and represents much more than the
normal conjunctive, disjunctive relationships. Once the events are formed, they
are considered as indiscriminate conditions so that one TS dimension (primitive
attribute) may appear multiple times in a condition group, associated with differing
events. Thus, one advantage of the XoN representation is that it allows internal
disjunctions [228], which means a disjunction between different values of a single
attribute.
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Using the XoN representation can generate a more effective model than the
traditional decision tree in certain scenarios. For instance, if a True class is associ-
ated with any two of the given four events (A=2, A=3, B=5 and C=1) occurring
together, an XoN decision tree needs only one node consisting of 2-of-[A=2, A=3,
B=5, C=1] and two leaves for both classes. However if single conditions are used
in a traditional binary tree, 13 nodes and 14 leaves have to be used, as shown in
Figure 4.10.
Figure 4.10: A binary tree form that replaces an XoN node: 2-of-[A=2, A=3, B=5,
C=1].
The XoN algorithm can be demonstrated as the psudo-code in Algorithm 4. The
XoN decision tree constructing process recursively divides the training dataset by
generating XoN features and selecting the best based on the associated information
gain. During this procedure, two core sub-functions are forming candidate XoN
features and further assessment of whether a particular data sample satisfies the
selected XoN feature.
In Algorithm 5, the best XoN feature is dynamically generated based on the
training data. Every time a new event appears in the training data, it will be com-
bined with the existing best-N. New XoN features with all possible values and sizes
are then constructed and tested on the current sub-dataset for their information
gains (entropy) respectively. The best XoN feature is determined as that with the
highest information gain and is selected as the node for splitting the current dataset.
This method grows the N part based on the current best XoN, therefore it is quicker
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Algorithm 4 Forming a decision tree model with XoN features, modified based on
[213].
1: procedure XoNtree=createXoNtree(Dtrain,minCase, C, ini)
Input:
Dtrain, . Training data
minCase, . Minimum data size for splitting
C, . Default class, the major class in parent dataset
ini, . Flag of initialisation
Output:
XoNtree, . Decision tree model with XoN as nodes
2: if ini then
3: C = major(Dtrain) . Find out major class from training data
4: Randomly split data and select a portion for initialising,
Dini
5: XoNset = XoNGen(Dini) . Generate all possible XoN features from
Data
6: else
7: XoNset = XoNGen(Dtrain)
8: bestFeature = XoNset(1) . Temporarily define a best XoN feature
9: for f in XoNset do
10: if IG(Dtrain, f) ¿ IG(Dtrain, bestFeature) then . Information gain
function: IG()
11: bestFeature = f . Replace best XoN feature
12: CurrNode = bestFeature
13: DTrue, DFalse = SplitData(Dtrain, bestFeature)
14: if size(DTrue) < minCase or all DTrue are same class then
15: CurrNode.True = major(DTrue) . Turn into a leaf labelled by major
class
16: else . Subtree branch when True
17: CurrNode.True = createXoNtree(DTrue,minCase,major(DTrue), F)
18: if size(DFalse) < minCase or all DFalse are same class then
19: CurrNode.False = major(DFalse)
20: else . Subtree branch when False
21: CurrNode.False = createXoNtree(DFalse,minCase,major(DFalse), F)
22: Return XoNtree
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Algorithm 5 Forming XoN features from event based dataset.
1: procedure XoNset = XoNgen(Dtrain, maxX)
Input:
Dtrain, . Data for generating XoN
maxX, . Maximum Value of X
Output:
XoNset, . A list of XoN candidates
2: usedEvt = [], . Initialise a list of Used Events
3: bestN = [], . Define a best event item-set N
4: for D in Dtrain do
5: evt = allEvent(D)
6: if E ∈ evtis /∈ usedEvt then
7: bestXoN = updateXoN(bestXoN, E, Dtrain, maxX
8: usedEvt = usedEvt ∪ E
9: if E ∈ bestXoN.N then
10: bestN = bestXoN.N
procedure bestXoN = updateXoN(bestXoN, E, Dtrain, maxX
Input:
bestXoN, E, Dtrain, maxX
Output:
bestXoN, . updated best XoN feature
2: igbest = IG(bestXoN,Dtrain)
bestN = bestXoN.N
4: nPart = allCombinations of members of bestN
for N in nPart do
6: tempN = E ∪N
xPart = allCombinations of possible X
8: for X in xPart do
tempXoN.X = X, tempXoN.N = N
10: igtemp = IG(tempXoN,Dtrain)
if igtemp > igbest then
12: igbest = igtemp, bestXoN = tempXoN
Return bestXoN
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than exhaustive construction, however it does not guarantee that all event combi-
nations can be formed and evaluated. In the implementation of this work, when the
number of total events and the maximum value are within a given threshold, XoN
candidate is constructed exhaustively so that all possible event combinations can be
evaluated.
In order to calculate the entropy based on an XoN feature, matching a data
sample (a group of events) with an XoN is achieved by calculating the intersection
between N and the data. An XoN feature is satisfied on a data sample D when and
only when size(N ∩ D) ∈ X is true. Once a dataset at a node is split into two
subsets, the entropy is calculated in the following manner.
A typical XoN feature can be decomposed into a number of combinations of
various unordered features, and in the preceding example, a single value XoN repre-
sents CXN = C
2
4 = 6 combinations. The number of combinations obviously increases
as more values are added in the XoN. In Figure 4.11, a simple XoN representation
covers seven different scenarios, where the A, B, C and D denote nominal condi-
tions that may be observed concurrently, and either two or none of these conditions
occurring will satisfy.
Figure 4.11: A full expansion of an XoN feature.
Being compact is a significant asset of the XoN representations, as the tree
structure can be simpler resulting from fewer nodes. However, on the contrary, the
XoN features may become overwhelmingly complicated as its value and size grow.
For example, as shown in Figure 4.11, there are 7 possible XoN features that can
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Table 4.3: The dramatic increment of possible XoN features against linear increment
on the event numbers.





















be generated for a 2-event system, however this number increases to 19 as an extra
event is added and the size increases to 5. The number of total antecedent condition
combinations (TC) for an XoN node with N conditions increases exponentially and
can be evaluated as Equation 4.12.
TC = ΣNk=1C(N, k)× (1 + k + Σki=2C(k, i)), where C(N, k) = N !/(k!(n− k)!)
(4.12)
As shown in the second column of Table 4.3, the number of total possible XoN
features increases rapidly indicating that the computer memory will be quickly ex-
hausted for most real-world tasks. In order to avoid this problem, the constructed
XoN features need to be limited to a judicious number such that the whole pro-
cess can be completed within a feasible time period. In this work, the following
approaches are used regarding this issue.
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• Limiting the total number of TS events on all dimensions. The raw TS
features are aggregated into a limited number of events, normally through an
appropriate clustering technique, for the use of XoN. Although the TS feature
itself is an abbreviated form of the time series, an event is further considered as
a representation of a group of ‘similar’ TS features. The total number of events
can be easily specified within the clustering algorithm, and in large datasets
with stochastic variances, the total number of events is generally controlled to
be under 40, so that the physical memory on author’s computer (8GB) does
not overflow and the time used for training process is acceptable (less than
one hour).
• Limiting maximum values of ‘X ’ and ‘N ’ in an XoN feature. Within
the XoN form, the N component defines the maximum number of events that
may occur closely in a sliding window sample of a TS; and the X component
specifies the number of coincident events that may be associated with an ap-
propriate target class. It is understandable that only a limited number of TS
events are associated with a particular class, therefore the value N should be
significantly smaller than the total number of possible events. By limiting the
number of associating events, the number of key events that occur together
within the sliding time window will be further reduced. Because the value of
X component here relates to the number of coincident events, the larger X
is, the more specific the corresponding XoN feature becomes. For example,
a [10]-of-[Event Group] feature requires 10 events to occur within a relatively
short period, which is unlikely to be a general pattern in the sequence. By
limiting the maximum number of X and N to 4 and 10 respectively, the XoN
training process has been significantly reduced.
• Dynamically generating candidates of XoN features. As the tree model
grows, the original training set is gradually divided into smaller subsets of data,
and ideally the subsets have more homogeneity distinctness comparing to the
original dataset. In this scenario, only a portion of the whole event set may
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be found in such a small subset, thus generating XoN candidates based on
the associated data segment of each node provides a smaller search space than
exhaustively testing all pre-generated XoN features from the original dataset.
• Limiting and randomising the selection of XoN candidates. The tree
node generation in a decision tree algorithm is essentially testing and seeking
the best feature that divides the current data subsets in order to obtain the
lowest entropy in each. Within the new proposed XoN algorithm, the major
computing cost occurs during the modelling process. Therefore, an upper
limit can be set for randomly testing a fixed number of XoN candidates when
generating the tree nodes.
By adapting and extending the original XoN algorithm with the afore mentioned
modifications, the XoN modelling process time is significantly reduced for compli-
cated datasets. However, as random processes are introduced in the selection of the
XoN features, the faster algorithm does not guarantee a best tree model outcome for
classifying the dataset. This is a reason of producing multiple models with various
initialisations, and subsequently identifying the better performed model for analysis
in the earlier sections.
Another issue with the XoN representations is that it is also associated with
increased complexity. As previously described, an XoN feature may be decomposed
to hundreds of different combinations which are exhaustively generated, thus it is
predicable that many combinations do not even exist within the actual dataset. It
is also very likely that some combinations do not agree with the classification other
combinations indicate, therefore reducing the overall information gain made by the
XoN feature as a whole. Figure 4.12 illustrates a possible scenario highlighting this
issue where XoN features that are associated with two different classes may contain
redundant combinations or common combinations that belong to alternative classes.
This problem will be inevitable as long as the XoN representations are utilised
in formulating compact decision tree nodes. However, since the selected XoN feature
provides the best information gain, it must also provide better outcomes than any
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Figure 4.12: A simple example of the inevitable useless or conflict combinations in
an XoN representation.
traditional feature as they are essentially subsets of XoN. For example, if any single
event E is able to segment the dataset in a better fashion than any other XoN
features, then its XoN form [1]-of-[E] would be discovered and used by the tree.
Therefore, although the XoN representation may be further optimised in order to
contain less redundant and, or opposite conditions, it still remains as a better feature
in contrast with the traditional attribute-value pair features.
4.4 Other Techniques
Most core techniques used in the following chapters are introduced in the previous
sections, and in this section, a couple of auxiliary associated techniques are also
briefly described as these are also utilised for specific purposes.
4.4.1 K-medoids Cluster No. Determination – Silhouette
The determination of an optimal number of clusters for a dataset is an important
task for any clustering procedure. The method for determining the number of clus-
ters in MML is introduced in Section 4.2.1, where the total message length was
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examined for an elbow point beyond which the descending trend gradually plateaus.
However for most other clustering methods such as k-means and k-medoids, eval-
uating the class purity over models with different numbers of clusters is a straight
forward method, and the silhouette metric is a commonly used measure which was
firstly introduced by Peter J. Rousseeuw in 1987 [223].
Fundamentally this approach functions in the following manner. For a particular
data sample i (here a SAX motif) assigned to a cluster, let a(i) equal the average
dis-similarity between i and all other data in the same cluster, then the a(i) can be
interpreted as how well the sample i fits to the cluster it is assigned to. The smaller
value a(i) is, the better i is assigned to the current cluster. Let b(i) equal the
smallest average distance from the same sample i to any other motifs in alternative
clusters, then this becomes the indication of how well i can be assigned to the nearest





Based on the definition above, a silhouette number s(i) is a number varying
between [−1, 1]. If s(i) is positive, then this indicates that the sample i is appropri-
ately clustered, as its average distance to the cluster it is associated with is greater
than the distance to the nearest neighbouring cluster. On the contrary, a negative
s(i) indicates that i is more appropriate if it is clustered with another cluster. Sam-
ples close to the border of cluster will normally have silhouette numbers near zero.
The overall clustering performance can be evaluated by the average silhouette num-
ber over all data samples, where again, the greater value the better the clustering
outcome.
In order to utilise silhouette numbers for model evaluation, multiple models with
variable numbers of clusters need to be produced. Further, the associated distance
measurements for calculating the silhouette needs to be the same distance function
utilised for clustering, e.g. DTW with the same warping window of k-medoids. The
implementation of silhouette approach in this thesis can be viewed in Section 6.2.2.
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4.4.2 Porter Stemming Algorithm
The Porter Stemming algorithm [229] is a stemmer algorithm widely utilised in
the linguistics and morphology domain. A stemmer reduces words to their root
components or stems so that various extension forms are removed. For example,
words ‘plays’, ‘playing’, ‘played’, ‘player’, ‘playful’, ‘playable’ and a number of other
words are all based on the word ‘play’. ‘Argue’, ‘argued’, ‘argues’ and ‘arguing’ can
all be reduced to the stem ‘argu’, which is not a recognised word in itself. However,
‘argument’ and ‘arguments’ will be reduced to the stem ‘argument’ rather than
‘argu’.
By reducing the variances in words, better information retrieval has been achieved
[230]. In Section 5.2, the Porter Stemming algorithm is employed for reducing ar-
ticles in different languages. An implementation in Matlab was obtained from the
‘official’ home page [231] and no modification was made to this algorithm.
4.5 Summary
This chapter describes a number of algorithms and techniques in details, which
have been employed for various purposes in the following chapters of this thesis.
The EGBC framework is designed to adopt different data mining algorithms in its
first and second layers, so that the sequential data can be transformed into data
acceptable to the XoN decision tree algorithm. Besides the techniques introduced
in this chapter, many other TS representing, clustering and summarising techniques
can also be utilised according to the task aims and the characteristic of the source
data, however these will not be discussed in this thesis.
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Chapter 5
Concept Validations
In Chapter 3, the fundamental concept of a new TSDM framework was proposed
with a three-layer structure. The key technique of this approach, the XoN decision
tree algorithm, is used in the third layer for generating and selecting useful feature
combinations. Other than the last layer, the techniques to be utilised in the first
and second layers are yet to be decided in order to be adaptive to different types
of TS data together with the aims of task. The proposed TSDM framework consist
of a series of critical processes that have to be executed consecutively, and the
performance at each each layer is still unknown when a real-world dataset is used.
If any intermediate process is not performing as expected, the whole method may
be ruined.
In order to evaluate and verify the feasibility on individual layers in this method,
a number of simple tasks were designed as an evaluation of the concepts. Various
related algorithms and techniques will also be discussed with the progress of the ex-
periments in the following sections. In Section 5.1, the capability of XoN is verified
by finding appropriate event combinations from a multi-variate symbolic sequence
that was artificially produced by an episode generator. Section 5.2 describes how
the proposed methodology can be employed to solve a challenging Language Identi-
fication (LID) problem. This task essentially only requires processing via the final,
third layer, of the proposed EGBC framework in order to perform the TSDM classi-
fication task. In this specific application, both the first layer (symbolising) and the
second layer (grouping) are naturally bypassed.
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5.1 Classification on Artificial Symbolic Sequences
Although the XoN decision tree has been extensively evaluated on various datasets
in the literature [213], it has not been used, as far as can be determined, in any
sequential data mining tasks. Since the proposed EGBC framework is based on
an assumption that the XoN algorithm has the capability to detect and identify
useful evidence combinations from a symbolised sequence, this task is designed for
verifying the correctness of such an assumption.
5.1.1 Task Description
An artificially generated dataset is utilised in this verification task, mainly because
the hidden or obscured sequential patterns in the dataset can be known a priori.
An event sequence generator developed by Albrecht Zimmermann [232] has been
employed to produce symbolic sequence that contains specified source episodes –
the underlying sequential patterns. This symbolic generator can be downloaded
from [233], and its functions and characteristics are briefly demonstrated as follows.
The event sequence generator is designed and has been proven to produce di-
verse datasets that reflect realistic data characteristics. By specifying one or several
source episodes, a sequence is generated which consists of both the episodic events
and random noise events, and each can be associated with unique time-stamps. The
occurrences, intervals and noise events are all controlled following either the ‘Nor-
mal’ or ‘Poisson’ distribution, with a number of pre-set thresholds. When multiple
source episodes are used for the subsequent sequence generation, overlaps may oc-
cur between different source episodes, however the generator ensures each group of
episodic events occurs close in time. Figure 5.1 illustrates a fraction of a gener-
ated event sequence based on source episode [4,3,9] and [1,7,6]. In this figure, the
source episodes (denoted by the yellow and green colours) are randomly mixed and
integrated with various noise events (denoted by a red colour) in the sequence to-
gether with associated timestamps. Some events in the source episode may also be
considered as noise events if they are not inserted in the correct order.
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Figure 5.1: An example of a generated event sequence. All numbers represent
different events in the sequence; green and yellow background colours represent
actual episodes from two different sources, those in red colour represent randomly
inserted noise events – all events are associated with time-stamps with irregular
intervals.
5.1.2 Data Generation
In this work, different source episodes represent the resultant events of different
underlying processes, thus a sequence generated with certain combination of source
episodes can be considered as the context record of a particular scenario. A new
event sequence is constructed by combining several artificially generated sequences,
and segments (periods) that are originally taken from different sources and are pre-
labelled as different classes. Therefore, the ultimate goal or task of the XoN process
here is to classify and identify the source sequences (class) of any particular sub-
sequence.
Two sets of sequences were generated for this task, each containing three orig-
inal sequences (classes). In the first sequence set, so called Simulation-1, every
sequence is generated based on one source episode, whilst in the other sequence set
(Simulation-2), two source episodes were used for generating each sequence. All
source sequences are randomly divided into segments of various lengths, and these
segments are then randomly mixed to construct a new final sequence that contains
different classes (original source sequences) at different periods.
The procedure of an example experiment is illustrated in Figure 5.2 1. In this
example, the three event sequences are generated with source episodes [3,4,8], [9,7,3]
and [8,6,1] respectively, and these are subsequently labelled as class A, B and C. Each
1A significantly pruned XoN decision tree model containing only three nodes is illustrated in
Figure 5.2. This model was trained with 70% of event group data and tested on the remaining
30% data, with an accuracy of classification over 96%.
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Figure 5.2: XoN classification procedure on artificial event sequences.
sequence is subsequently broken into 10 segments, where 7 are randomly selected
for constructing the training event sequence and 3 for the testing sequence. All
segments are labelled with the original class values which are meant to simulate
the transitions among different stages in a real-world scenario. The same approach
was applied on another sequence dataset with two episodes per sequence, and in
that experiment, the class A, B and C were associated with source episodes {[9,8,2],
[5,6,1]}, {[4,3,9],[1,7,6]} and {[3,4,1], [6,8,9]} respectively.
5.1.3 Experiment Setup
A time window, which is sufficient to cover most source episodes, is passed through
the sequences in order to generate all combinations of events that are close in time.
Because the event occurrences are considered as more important than their local
orders in this method, duplicate events within a selected group are ignored, thus all
groups consists of unique events.
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The noise events and the transition periods between different stages, alter the
captured event combinations from the various source episodes. For example, a dif-
ferent source episode may be formed with part of the current episode together with
a number of noise events; and during the transition periods, the extracted event
groups may contain no source episodes at all, no matter what size of sliding window
is chosen.
In this simulation, the size of all source episodes are limited to three events, and
all events are represented with a number ranging from 1–9. Statistical information
on the source episodes and their durations can be found in Table 5.1.
With a fixed width sliding window, the number of events in all groups varies
because of the randomised time intervals between events. Varying the event group
sizes is acceptable to the XoN decision tree algorithm, and within a resultant model
with XoN features as nodes is generated for classifying the sequence.
Table 5.1: Episodes used in Simulations.
Class Episode Avg Duration Duration of 95% Episodes
Sim1
A [6,7,5] 25 45
B [1,2,6] 24 45











In order to extract event groups that are generally related to the episodes, the
sliding window would need to cover most normal episodes in the sequence., e.g. at
least three events excluding any of the noise events. The average episode duration is
24 time units, and 95% of the source episodes’ durations are less than 45 time units
in Simulation-1. These durations are approximately doubled in sequences with two
source episodes embedded, where the average and maximum episode durations are
approximately 45 and 100 respectively.
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Although the size of the sliding window needs to be large enough to cover most
episodes, the members of the extracted event group, however, increase as the window
size increases, and the inclusion of too many events will weaken the importance of
any key event combinations. In this simulation, the maximum event number label
within a group (including noise) is limited to 10, which is approximately three times
that of the source episode sizes. Thus the size of the sliding windows are selected
to be 45 and 65 time units in the first and second simulations respectively.
As the sliding window traverses forwards in time, events that occur in close
temporal proximity are extracted from the sequence as unsorted groups. Although
the size of sliding window is fixed, due to the random time intervals of the events, the
extracted event groups are of various sizes. Each event group is labelled according
to the original source sequence it was extracted from, and when events of different
classes appear within a group during the transition periods, the ultimate class of
such a group is determined by the majority class of its constituent events.
5.1.4 Experimental Results
The data is divided into two parts with a ratio of 70:30 according to their order
in the original sequences. The first 70% of event groups in the sequences are used
to train the model and the later 30% are used for testing. Dividing the dataset
by time rather than by randomising its elements ensures the training and testing
datasets are entirely separated in the simulations. During the modelling process of
the XoN decision tree, portions of the training data (70%) are further randomly
selected for generating the tree models. Eight decision tree models were trained
based on different randomised data selections. All models are subsequently pruned
using different values of minCase and evaluated on the same test set, in order to
find an optimised model that avoids over-fitting. The evaluation results can be seen
as the accuracy vs minCase graph in Figure 5.3.
Figure 5.3 shows that most of the XoN models perform similarly when classify









































Figure 5.3: Classification Accuracy vs MinCase over Different XoN Models. a) Evaluated on Training Data with ONE Episode per
Sequence; b) Evaluated on Testing Data with ONE Episode per Sequence; c) Evaluated on Training Data with TWO Episode per
Sequence; d) Evaluated on Testing Data with TWO Episode per Sequence.
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episode at a stage in Simulation-1, the average classification accuracy is over 95%
on the training dataset and some 95% on the testing dataset, when the minCase
is set to 450. In Simulation-2, due to the increased complexity caused by the two
embedded source episodes in each sequence, and also because of the limited width
of the sliding window, the classification accuracies are relatively lower at 87% on the
training dataset and 77% on the testing dataset, when a similar pruning is applied















Figure 5.4: A significantly pruned XoN tree model trained in Simulation-2.
An example XoN tree from Simulation-1 can be found in Figure 5.2, in which
the most important nodes (after significant pruning) are similar to, however not the
same as, the source episodes embedded in the original event sequences. When two
source episodes in the sequence are considered, the tree model is significantly more
complex. A heavily pruned XoN tree model (with minCase = 2000) for classifying
dual source episodes sequences is shown in Figure 5.4.
The accuracy of various outcomes of the tree model shown in parentheses Figure
5.4 is fundamentally lower than the former models due to the significant pruning.
However, the residual information is considered as the most important summarisa-
tion of the original model. Rules that can be extracted are as below:
• “[2,3] of [2,8,5] & NOT [2,3] of [3,4,7]” → A.
If any two or three of the events [2,5,8] occur together in an event group, and
no more than one event out of group [3,4,7] is in the same group, then the
decision is class A.
5.1. CLASSIFICATION ON ARTIFICIAL SYMBOLIC SEQUENCES 125
• “NOT [2,3] of [2,8,5] & NOT [0] of [7]” → B.
If no more than one of events [2,5,8] and an event 7 occur in the group, the
decision is class B.
• “NOT [2,3] of [2,8,5], NOT [0] of [8] & [0] of [7] ” → C.
If the event group contains an event 8, no event 7 and no more than one of
events [2,5,8], then the decision is class C.
By validating these rules against the source episodes listed in Table 5.1, the ratio-
nality behind the model is understandable. Events 1 and 6 are not used in the XoN
model because they happen regularly in all sequences.
Rule 1: Events 2, 5 and 8 occur the most in Sequence A, but not Events 3, 4 or 7
as is expected in the same sequence, except as noise events, thus a group of [2,5,8]
is most likely sourced from Sequence A (source episodes [2,8,9] and [1,5,6]).
Rule 2: Ignoring the noise events, Event 7 will only be observed in Sequence B,
therefore when an Event 7 is observed, and Sequence A is excluded after not ob-
serving [2,5,8], and the potential of selecting Sequence B (source episodes [1,6,7] and
[3,4,9]) is higher.
Rule 3: If an Event 8 is observed alone, with no Event 2 or 5 or 7, then most likely
it is Sequence C (source episode [1,3,4] and [6,8,9]).
5.1.5 Conclusion
The XoN model processes event groups differently from episode mining by using a
number of exclusive conditions on the event combinations, and this appears to be a
reasonable, and maybe a more efficient feature than these in the traditional approach
using the frequency of episodes. As the source episodes for different classes may
share common events, these common events obviously do not have solo significance
towards the classification task. The event group based decision tree model is able
to either ignore less useful events, or utilise the combinations with other events, in
order to form classification rules with satisfactory performance, which indicates the
capability and advantage of the third layer of the EGBC framework on similar tasks,
in comparison with the episode mining technique.
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5.2 Language Identification (LID)
The positive results obtained from classifying the artificially generated event se-
quences in previous section indicates that the proposed TSDM framework, espe-
cially the XoN decision tree technique, has the capability to identify combinations
of unknown source episodes or the like from a sequence of events. However, as the
sequence is artificially generated using known parameters, these results may not be
considered as reliable enough in general. Therefore, beyond the classification on
artificially generated sequences, in this section, the same approach is applied to a
real world problem. A LID task is conducted in order to model and distinguish
three different languages (English, Italian and Dutch) without the benefit of any
prior dictionary based knowledge.
5.2.1 Task Introduction
Automatic identification of a language from text is an important and well studied
problem, which is also essentially considered as a solved problem [234]. The LID
task is a typical multi-class classification task, however, in the past, decision tree
techniques were not typically employed in this domain. In general, LID methods are
based on either statistical language modelling or the frequency of common words.
Both the statistical and frequency of common words usage methods work better on
sentences that consist of more than 15 words [234]. The accuracy of various tradi-
tional LID methods approaches some 98% when the decision is based on sentences
or short paragraphs [235].
For the general LID task, identifying the language of individual single words
is not practically necessary, because mixing different languages within individual
sentences is not common practice. However, in this work, in order to evaluate the
proposed event group based classification approach, all articles are analysed and
classified based on words rather than sentences or paragraphs.
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5.2.2 Dataset
Six public domain e-books in three specific languages, English, Italian and Dutch,
are obtained from the Project Gutenberg website [236], two in each language. Three
e-books (one per language) are used as the training dataset, and the other three are
used as the testing dataset2. The sizes of the training and testing datasets are
118,192 words (Eng:31,387; Ita:50,282; Dut:36,523) and 76,143 words (Eng:25,644;
Ita:34,068; Dut:16,431) respectively.
In order to ensure that combinations of letters are used as the only valid basis
for the classification, all symbols and language special characters are removed. Short
words with three or fewer letters are ignored and the texts are pre-processed with
the Porter Stemming algorithm [229]. It is expected to obtain better information
retrieval from a stemming processed text, as most words are reduced to their root
words which contain less variances of form.
Since words are the basic meaningful elements in a language, they are used for
defining a range of naturally occurring event groups, and the characters within each
word can be treated as atomic events. However, the spelling is sensitive to the order
of characters, thus consequent pairs of characters in the words are also defined as
events in order to retain local ordering information, rather than using individual
letters. For example, the word Data can be disassembled to a 2-letter event group
[at, da, ta] instead of a single letter event group [a d t] in this work. Consequently,
the 2-letter groupings restraints the possible word choices by partially maintaining
the original letter ordering. Several preliminary experiments indicated that when
2-letter events are used, the XoN models have noticeable improvement of 5% on
classification accuracy compared to models that only utilised 1-letter events, where
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5.2.3 Experimental Setting and Results
Eight XoN models were generated based on a random 60% of the training text, and
all performed similarly in terms of the pruning used and their accuracies. In the
following experiments, the model with the highest classification accuracy and with
only moderate amount of pruning was chosen for further analysis.
In the original XoN algorithm, a tree model is forced to make classification
decisions on all event groups. However, in the LID task, some common words may
exist in different languages, therefore some groups belonging to multiple classes
are not classifiable. Also, the occurrence of unordered event groups increases the
difficulty for language identification based solely on individual words. For the aim
of either, classifying languages or obtaining linguistic knowledge, the classification
of every word is not necessary. In fact, ignoring some common words is seen to help
the model to focus on the more important linguistic characteristics.
In this experiment, a minimum confidence parameter (minConf ) is added into
the XoN algorithm in order to control the output of XoN models. When the con-
fidence from a decision node is lower than a given threshold minConf, the classifier
output is altered to an ‘unknown’ rather than the major class. The confidence is
calculated on every leaf of the decision tree where the decision is made, and it is
calculated based on the ratio between the majority class and the size of the leaf.
A decision confidence of 0% means such a decision (based on majority of the sub-
dataset) is no better than randomly picking a class, however a 100% confidence
indicates all cases in the current dataset are classified as the same correct class. For
example, if a minConf threshold is set to 40%, then any leaf with less than 40%
confidence will stop making any judgement on class, but will generate a ‘unknown’
class instead. The introduction of the ‘unknown’ class with the minimum confi-
dence threshold reduces the number of mis-classifications and increases the overall
classification accuracy on explicit classifications. Figure 5.5 illustrates how the accu-
racies and unknown ratios are affected when the model is being pruned with various
minCase and minConf.
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(a) (b)
Figure 5.5: Classification Performance on Models with varying degrees of pruning
minCase and minConf, where the X-axes represent the extent of pruning on the
models (by using various minCases ranging from 2 to 1500); the Y-axis in (a) shows
the classification accuracies, whilst in (b) the Y-axis represents the unknown ratios,
indicating the portion of unknown classification. Ten XoN models are generated
with various minConf values (from 0% to 90%) and their accuracies, and unknown
ratios are illustrated by colour traces in both (a) and (b).
In Figure 5.5, as the minimum confidence of various models are set to vary
between 0% and 90%, the classification accuracy on the test set increases. However,
a high confidence requirement also renders the model as useless when the tree is
heavily pruned, and the unknown ratio (the number of unknown case divide by the
size of test dataset) becomes too high. An optimal model is expected to maintain a
relatively high accuracy whilst keeping the unknown ratio below an acceptable level.
The yellow line (minConf = 50%) in Figure 5.5 reaches its peak (accuracy =
89.6%) when the minCase is 40, and the unknown ratio for the same model is 9.8%
when classifying the test set. Considering the highest possible accuracy model has
achieved 93.79% accuracy with an unknown ratio of 34.09%. This model (yellow
line) appears to be an optimised tree model for the task. Note that the training and
test sets here are sourced from different e-books with different authors, styles and
expressions. It is also possible for this approach to further improve if the training
and test data are sourced from articles with similar idioms.
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Table 5.2: Identification on Testing Texts with XoN and Text-Cat Models.
XoN Model 1 XoN Model 2
Model minCase=40 minConf=50% minCase=40 minConf=98%







Pred→ Eng Ita Dut
Eng 88.9 7.3 3.8
Ita 6.5 90.9 2.6
Dut 6.6 5.0 88.4


Pred→ Eng Ita Dut
Eng 90.1 6.5 3.4
Ita 5.0 93.5 1.5
Dut 5.5 3.8 90.7

Model XoN Model 3 Text Cat Model
minCase=460 minConf=50% Original







Pred→ Eng Ita Dut
Eng 70.4 23.4 6.2
Ita 6.6 89.6 3.8
Dut 9.3 5.9 84.8


Pred→ Eng Ita Dut
Eng 60.1 19.4 20.5
Ita 6.9 89.1 4.0
Dut 6.1 1.8 92.1

5.2.4 Performance Comparison
For comparison purpose, an existing technique – Text-Cat [237], which is an LID
implementation of the N-gram-based text categorization [238], is applied on the same
test dataset. The Text-Cat approach is limited to the selected three languages in
this task although it is capable of supporting more languages. Text-Cat may make
multiple decisions on a word, and these are post-processed to either an “unknown”
or a false decision. For example, if an English word is identified as “English or
Italian”, then the result is converted to an “unknown”; whilst if an English word
is identified as “Italian or Dutch”, as both decisions are incorrect, then the first
incorrect decision is kept.
The Text-Cat models used in this work are publicly available [237], and each
language model file contains 400 high frequency terms. The comparison between
Text-Cat and the XoN tree models (with three different levels of pruning) can be
viewed in Table 5.2. The first XoN decision tree model is lightly pruned, which
contains 1222 nodes and achieves an 89.6% word-by-word classification accuracy on
the testing texts (9.8% unknown words of the testing texts). As a comparison, Text-
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Cat obtains an accuracy of 81.7% on the same test set (which is associated with an
unknown ratio of 32.4%). The confusion matrices in Table 5.2 for all models are
listed as percentages for ease of comparison.
One advantage of the XoN decision tree model is that it can be easily pruned to
suit different requirements. For instance, if the accuracy is of higher priority than
the unknown ratio, then the model can be pruned as Model-2 shown in Table 5.2,
which provides a similar unknown ratio to what Text-Cat provides, but at a much
higher accuracy at 91.9%. However, if smaller and less complex model is preferable,
the XoN model can also be further pruned for less nodes. With the parameters
minCase=460 and minConf =50%, the new Model-3 contains only 292 nodes yet
also produces a similar unknown ratio (32.6%) compared to the outcome of Text-
Cat. This model still provides a marginally higher identification accuracy at 83%
on the test dataset.
The actual XoN tree models in Table 5.2 are too large to be printed in this
thesis. In order to visually present the identification performance of both techniques,
randomly selected sections of the test sets (250 words per language) are printed with
different colours in Figure 5.6. The colours for original English, Italian and Dutch
texts are blue, red and green respectively. If a word is mis-classified, the background
of that word is filled with the colour of the incorrectly identified language accordingly.
Also when an unknown decision is made, the word is printed in a black font.
In Figure 5.6, the identification accuracy and unknown ratio are printed on the
top of each picture. It is found that the results produced by the EGBC framework
(left column) have much lower unknown ratio for all three languages, and much
higher accuracy on English and comparable accuracies on Italian and Dutch texts
to the Text-Cat. Considering the EGBC model is trained base on one article per
language, and is tested on other irrelevant articles, this, together with the artificial
event sequence outcome, indicates that this methodology is feasible for applying an
event group based decision tree algorithm for sequential elements classification with
no prior knowledge.




Figure 5.6: Word-by-Word Language Identification by XoN and Text-Cat Mod-
els. Font colours indicate True Class, Background colours indicate Identified Class.
Meaning of Colours: Blue-English, Red-Italian, Green-Dutch, Black-Unknown.
(a,c,e) Results from XoN Model; (b,d,f) Results from Text-Cat Model.
5.3. DISCUSSION 133
5.3 Discussion
The two classification tasks on event-based sequences have been presented in this
chapter in order to conceptually evaluate the capacity of event group based classifier
utilised in the third layer of the EGBC framework on classifying a sequential dataset.
The outcomes are positive as the EGBC framework not only produced significantly
acceptable classification accuracies in both tasks, but also successfully discovered
the associated reasoning, i.e. fractions of the source episodes, from the generated
event sequences.
The outcomes on mining artificial event sequences suggested that if there are
identifiable stages or classes associated with the combination of events, even with
uncertain intervals and noises, the decision tree algorithm in the EGBC framework
is able to classify sub-sequences using the contained event groups. And the LID
task indicates that the hypothesis does not only exist in the artificial data. With
appropriate event definition, the EGBC framework can perform the language iden-
tification task on individual words, without any prior linguistic knowledge.
For the concept validating purpose, the datasets and tasks selected in this chap-
ter are both simple and nominal event based, in order to concentrate on verifying
the capability of the event group based classifier. In the next chapter, real world
time series data with numeric values will be used for further evaluation, and the full
framework including the data pre-processing and event construction are going to be
tested on these data.
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Chapter 6
Experiments with Real-World TS
Data
After validating in Chapter 5, the capability of the final layer of the proposed EGBC
framework was tested with nominal event sequences. It was proposed that this
framework is able to classify different stages of the sequential data purely based on
inherent event combinations. In this chapter, the full TSDM framework is firstly
employed to classify numeric time series data, different techniques for TS event
determination are further utilised in the first layer of the EGBC framework.
In this chapter, two real world problems, a honeybee dancing behaviour dataset
and an arrhythmia detection dataset with multi-lead ECG records, have been exam-
ined respectively. Both datasets are publicly available with correct class labelling,
and in both of these various research work has been previously undertaken, provid-
ing existing results to compare against. These sections are provided to verify the
performance of the whole framework on classifying multi-variate numeric TS data.
6.1 Honeybee Dancing Behaviour Classification
Beyond the previous classification work covering categorical event sequences, the
work is now extended by utilising the full EGBC framework on genuine, real-valued
time series data. The honey bee dancing dataset [239] includes six videos of honeybee
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movements, where the trajectories of a signalling bee are automatically tracked and
converted into quantitative sequential motion data, including sequences of position
(X and Y) and the heading angle of the bee. This dataset contains ground truth
labels, that record three predefined behavioural patterns: waggle, right-turn or left-
turn. Previous research work on this data attempted to classify the type of dancing
behaviour based on these motion features, using extended HMM, segmentation [240]
and clustering methods [241]. In this section, the same classification task is analysed
with the EGBC framework in order to evaluate this method and its performance on
this same dataset.
6.1.1 Data Pre-processing
In the first layer of the framework, the numeric motion data needs to be transformed
into nominal events. The patterns of movements and subsequent movements at any
given time point T are defined as the events that describe the dancing behaviours.
For example, it is rational that a bee is turning left when its current position is left
relative to its previous trajectory. For the waggle behaviour, the bee may move to-
wards both left and right in an alternating manner. Therefore, the target movement
patterns in this task are very likely associated with the directions of movements.
The sequences of raw positions and heading angles are transformed into the
following six features:
• X-Off : The X offset from position relative to the previous frame.
• Y-Off : The Y offset from position relative to the previous frame.
• CosAng : Cosine of the heading angle.
• SinAng : Sine of the heading angle.
• AngDiff : The difference between heading angle and previous trajectory.
• Dist : The distance the bee travels since last frame.
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In the above list, the CosAng and SinAng features can be considered as an estimation
of the X-Off and Y-Off for the following moment, if the bee maintains its current
heading direction and speed. The AngDiff indicates the difference between the
current heading and that of the previous movement. In this experiment, the offsets
and distances are scaled down by their median values so that the median values are
normalised to 1. All six features form a vector in every frame which can be viewed
as a motion status of the dancing bee. Every motion status is derived from both the
current and previous frame, i.e. the feature vectors also contain some local temporal
information.
The original bee motion status can not be treated as nominal TS events, as the
number of events has to be limited within the EGBC framework. Feature vectors are
therefore clustered using the MML algorithm. Subsequently, each cluster is treated
as an event representing a series of similar motion states. The MML clustering
also reduces the six dimensional feature sequences into a single dimensional event
sequence with a limited number of events.
6.1.2 Parameter Details
Unlike the artificial event sequences in Section 5.1, the honeybee dancing events
have uniform time intervals, therefore a fixed-width sliding window is adequate for
extracting event groups of the same size. The event groups are labelled based on the
majority of the ground truth events within each group. In order to obtain an opti-
mised decision tree model that reflects the inherent pattern within the bee dancing
motion data, a series of training processes were executed using different parameters,
such as different initialisations, training datasets, numbers of MML clusters, sliding
window sizes and the minCase numbers that are required before splitting a node in
the decision tree. During the training procedure, all the random processes are con-
trolled by specifying the seeds such that the randomising processes could be readily
replicated. The accuracies and performances were observed on models with various
combinations of parameters, however the best tree model will approach the inherent
truth. The following list describes parameters in this experiment:
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• Number of MML clusters: this parameter specifies the controlled number of
permitted events, which equals 8, 10 or 12. However, without a specified
control number, the MML training process may eventually terminate with
much larger models containing many more clusters depending on the dataset.
• MML training seed: the algorithm initialisation integer, set to 100 in this task.
• Sliding window size (WinSize): 5,7,9,11. These are also the sizes of the event
groups to be considered, i.e. the number of continuous video frames used for
classifying a honey bee’s dancing behaviour. Because the original video frame
rate is 30 fps, then these windows would be 5/30, 7/30, 9/30 or 11/30 seconds
in time.
• XoN seed: 100, 200, 300, 400. This seed controls all random functions within
the XoN training procedure,such as initialisation, dataset division etc.
• Training ratio: 0.7. This specifies that 70% of the sequential data are used for
the training process and the remaining 30% are to be used for testing. The
70-30 dividing ratio is a common approach for data mining practice, as well as
other ratios such as 60-40 and 80-20. However, as continuity is very important
in time series data, in this work the authors are expecting to train and test
relevant classification models on continuous sections of sequence. The test
data is always continuous in time, and depending on the starting point of test
data, the residual data is either one or two sections of continuous sequence,
which are used for generating the training dataset. The ratio of 70-30 works
slightly better than other ratios in this work because the continuous part in the
training data always has a longer continuous section than the test data, and
the size of test data is large enough to contain different occasions of classes.
• Maximum X (Max-X ): This specifies the maximum number of antecedent
conditions to be considered at any one time in the XoN algorithm. X here
varies from the number four (4) up to the number of (WinSize-1). As the
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event group size is in effect limited by WinSize, any X greater than WinSize
is meaningless, therefore the maximum integer in the X part is limited by the
number (WinSize -1). For example, when WinSize=5, then Max-X will be 4;
When WinSize=11, then Max-X can be any of [4,5,6,7,8,9,10]. The minimum
value of X is always 0, however the maximum value of X is controlled using
the Max-X parameter. When Max-X is set at 4, the maximum integer value
in X will not exceed 4 regardless of the value of WinSize and the size of N.
• Minimum case number for splitting a node (MinCase): 2,5,8,10,15,20,40,70.
This is a traditional parameter for many decision trees, which indicates the
minimum size of mixed class data before any intermediate node can be further
split, to extend the model. This only applies when a fully grown tree is being
pruned, and in this experiment the MinCase value was set to 2 for training.
6.1.3 Model Selection
Because it is difficult to a-priori determine the best choice of parameters, often due
to a lack of knowledge of the data, a number of parameters and possible values are
listed in Section 6.1.2. The values of all parameters are exhaustively combined and
used in the EGBC framework, and consequently the models are evaluated on all
three datasets (training, testing and whole) such that optimal parameter settings
might be selected based on performance. For example, a model trained on the
third bee’s dancing sequence, with eight MML clusters, randomising seed equals
to 100, sliding window size of 11 and maximum X equals to six, is saved to a file
named as: “ID3-C8-S100W11-MX6.tree”. The tree model is tested on the training,
testing and whole data, using various MinCase values. The classification outputs
are recorded separately in files such as “ID3-C8-S100W11-MX6-All-M15.out” and
“ID3-C8-S100W11-MX6-Train-M15.out”.
The classification error rates can be calculated in two ways: a raw prediction
error rate and a sliding prediction error rate. The raw error rate is the case by
case error rate showing the accuracy of event group classification. However, because
140 CHAPTER 6. EXPERIMENTS WITH REAL-WORLD TS DATA
Table 6.1: Selected models and sliding prediction accuracy.
ID cNo Seed winSize Max-X MinCase slideAccu ErrDiff
1 12 400 11 5 15 85.3% 0.4%
2 8 300 11 8 5 93.0% 0.7%
3 8 100 9 7 20 87.04% 9.5%
4 14 400 11 5 10 90.62% 7.7%
5 16 200 11 8 15 88.92% 11.5%
6 14 200 9 5 15 88.17% 12.1%
each frame of data is included in multiple event groups, the classification on a single
frame can be further determined using the majority of classifications it receives as
the sliding window passes. The sliding error rate in general is about 5-10% better
than the raw prediction error rate, thus all error rates or accuracies in this task are
calculated based on the sliding method.
In most cases, a fully grown decision tree model would have higher classification
accuracy on the training data than on the testing data, this is a symptom of over
training as the model performs worse on previously unseen data. Pruning with
larger values of MinCase normally reduces this performance difference, however it
also lowers the overall accuracy. An optimised tree model should reflect the truth
underlying the data and therefore performs similarly on both training and testing
datasets. Based on this assumption, the models are ascendantly sorted based on a
score = AllErr+abs(TrainErr−TestErr), where obviously a low score is preferred
indicating the model error is low on both the overall prediction and the performance
difference between testing and training datasets.
6.1.4 Experiment Results
The exhaustive training process is utilised to select the XoN model parameters
for classifying each honeybee dancing dataset as shown in Table 6.1. Due to the
limited number of models that were generated, these are not reflective of the best
performance the EGBC approach could achieve. Even then, the performance of
these models are comparable and even exceed several other techniques which were
employed for the same task.
6.1. HONEYBEE DANCING BEHAVIOUR CLASSIFICATION 141
Table 6.2: Classification Accuracy Comparison with Other Techniques. Bold fonts
indicate the highest classification accuracy obtained on the same sequence, and blue
fonts highlight the accuracy achieved with the EGBC framework.
Category Algorithm Seq1 Seq2 Seq3 Seq4 Seq5 Seq6 Average
Unsupervised
ACA .845 .925 .600 .922 .878 .928 .850
HACA .853 .900 .629 .917 .845 .878 .837
SC .698 .631 .509 .671 .577 .649 .623
HDP-VAR(I) .465 .441 .456 .832 .932 .886 .669
Weakly Supervised HDP-VAR(II) .659 .885 .792 .869 .923 .891 .837
Supervised
HDP-SLDS .740 .861 .813 .934 .902 .904 .859
PS-SLDS .759 .924 .831 .934 .904 .910 .877
EGBC(MML) .853 .930 .870 .906 .889 .882 .888
Zhou et al. [241] summarised a table comparing state of the art techniques
on classifying the honeybee dancing dataset, and their accuracies, this has been




Figure 6.1: Comparison with classification result from other researches. waggle
(green), right-turn (red), left-turn (blue).
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6.1.5 Discussion
The comparison of accuracies in Table 6.2 indicates that the selected decision tree
models generated by the proposed EGBC framework provide satisfying classification
accuracy against other existing techniques. The EGBC framework outperforms
other techniques on three out of the six sequences, and it also has the highest
overall accuracy on average. Because of the relatively low difference in performance
between training and test sets, the tree models are significantly reflecting inherent
truths of honey bee dancing behaviour. Further, improved performance models may
also be developed by combining more parameter options and pruning, however these
initial models exhibit acceptable accuracies for further analytic purposes.
Figure 6.2a illustrates the MML clusters for the Number-2 honeybee dancing
dataset model as an example. The eight MML clusters represent the common bee
motion states, where the red arrows represent the movements from previous frame,
contrastingly, the blue arrows represent the current heading direction. Figure 6.2b
also includes histograms illustrating how the eight MML clusters (or motion events)
are associated with three behaviour categories.
A number of key facets can be understood in Figure 6.2b: firstly, that the
MML cluster events represent biased distributions across the three behaviours, which
indicates the possibility of identifying the honeybee behaviours based predicated on
these MML events. Secondly, the distribution histograms of “left-turn” and “right-
turn” are similar to each other, therefore judging the type of behaviour with a
single cluster/event alone is not feasible. For example, when such data is clustered
into cluster 0, it has little chance of it being a “Waggle”, however the chance for
being either a “Left-turn” or “Right-turn” are both very high. Considering that
the final decision tree model produced a 93% accuracy on classifying Sequence-2,
this provides supporting evidence that the EGBC framework indeed is effective in
classifying different stages of the non-artificial TS data.
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(a)
(b)
Figure 6.2: TS event analysis for Honeybee dancing behaviours (the 2nd dataset).
(a) MML clusters of the Bee movement status (2 frames). The current position
is set to the origin point (0,0), and the red arrow represents the actual movement
from the previous position to the current position. Therefore the length of arrow
indicates the distance (or the speed) of the bee, with its actual direction of move-
ment. The blue arrow shows the angle difference between the heading angle and
previous trajectory (assuming the X-positive means 0 degree and Y-positive means
90 degrees), with a length equal to the previously travelled distance. Note when
there is no difference between the current heading angle and previous movement,
the blue arrow has zero degree and points to the right. If the bee’s head turns
to the left, then the blue arrow points up, and vice versa down for turning to the
right. (b) the Histogram of clusters on each behaviour. These histograms illustrate
how the three behaviours differ in the occurrence of events defined in (a). There is
a notable difference between Left/Right Turn and Waggle. However, both turning
behaviours are similar in the sense of event histogram. This also indicates that the
EGBC framework classifies data based on not only the event occurrences, but the
distinguishing event combinations.
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6.2 Online Arrhythmia Detection with SAX based
EGBC
In the honeybee dancing classification task, the full EGBC framework is employed
for classifying various motion behaviours that occur irregularly within a sequence of
motions. Based on an understanding of the possible movements, motion states are
defined and the original position data is re-attributed according to the motion state
definition. Although the motion states consist of temporal information in regard to
successive data frames, the re-attribution is essentially producing a snapshot-based
feature which captures only an instance of the dancing. In this section, the work
is further evaluated with data from the medical area. As no prior knowledge is
assumed in this task, a generic shape-based feature is employed in the first layer of
the EGBC framework. The aim of this section is therefore to verify the capability
of the EGBC framework on classifying TS data without prior knowledge.
6.2.1 Introduction and Background
The Electrocardiography (ECG) is an electrical record registering several activities
of the heart as multi-channel time series data. When the heart contracts, the elec-
trical potential changes on all heart muscle cells accumulate as the electrical cardiac
signals, which are recorded and derived as ECG signal by electrodes attached at
various areas of the body.
The ECG signals reflect various perspectives on the actions of the heart. In
addition to the rhythm and heartbeat rate, a number of features are identified and
examined in an ECG diagnosis. Traditional features are obtained by segmenting
the ECG cycle using various identifiable landmarks (maxima and minima) and as-
sociated characteristics, such as the intervals and durations between the landmarks.
The morphologies of three ECG features (‘P wave’, ‘QRS complex’ and ‘T wave’)
are very important in cardiology diagnosis, as these features represent depolarisa-
tions in different parts of the heart. Figure 6.3 illustrates a typical ECG cycle with
such landmarks for a normal heartbeat. If any part of the heart is not functioning
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Figure 6.3: A typical normal ECG period.
correctly, certain arrhythmias (abnormal heart rhythms) occur. There are four main
types of arrhythmia and more than 12 subtypes that are commonly observed, such
as ventricular, supra-ventricular, heart block, paced beats etc. [242]. The arrhyth-
mias can be either regular or irregular, however different characteristics of the ECG




Figure 6.4: Prototypical examples of ECG arrhythmia. (a) Supra-Ventricular (Atrial
Flutter), (b) Ventricular Tachycardia, (c) Ventricular Fibrillation.
The ECG is a typical non-stationary signal, and, for different patients, the same
type of arrhythmia may result in different ECG modalities. In order to diagnose
arrhythmias, cardiologists use systematic approaches, such as the standard 7+2 step
plan [243], in order to identify and examine various ECG characteristics. Intervals,
durations, heart axis (directions of the cardiac impulse during ventricular depolari-
sation) and the morphologies of the ECG waves (e.g. height, duration, polarity and
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position) are commonly used key characteristics. In these approaches, combinations
of known patterns from individual or multiple leads (ECG measurements) indicate
the type of arrhythmia.
Obviously, expert knowledge is essential in ECG analysis, and consequently
routine arrhythmia diagnosis is costly as the rapidly increasing ECG data need
to be manually checked by experts. A fast and reliable auto-diagnosis system is
required in many areas, such as tele-health, portable arrhythmia monitoring and
large cardiology centres. Many machine learning techniques have been employed to
address a range of various ECG problems, such as automatic heartbeat identification
and segmentation [244, 245, 246, 247], abnormal activity detection [248, 249], new
knowledge discovery [250, 251] and arrhythmia prediction/classification [252, 253,
254, 255, 256, 257, 258].
Lanatá et al. [255] selected 15 datasets from the MIT-BIH ECG database for
arrhythmia classification, in which the QRS complexes are transformed to the fre-
quency domain based on a polyspectra transform method (two dimensional third
order cumulant Fourier transform). These features are then analysed with both a
Mixture of Gaussian elements and a K-Nearest Neighbour (K-NN) classifier in or-
der to discriminate between five arrhythmias and a normal heartbeat. Their best
K-NN classifier produces accuracies ranging from 71.2% to 94.4% on all six types of
heartbeats.
Jekova et al. [254] utilise empirical ECG features similar to those used by car-
diologists, including max/min amplitude, subtended areas of various ECG segments
within the ECG pattern, time intervals of the QRS complex, QRS slope velocities
and sine/cosine components of the heart axis etc. In this work, K-NN, Fuzzy Logic,
Linear Discriminant Analysis (LDA) and Artificial Neural Networks (ANNs) are
used to classify five common types of heartbeat within the MIT-BIH arrhythmia
database. It is claimed that these classifiers are suitable for datasets from individ-
ual patients, and the accuracies are mostly over 99% on both the Sensitivity and
Specificity on all five selected classes.
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DTW is also commonly used in ECG classification tasks. Syeda-Mahmood et
al. [258] generated models by pair-matching the ECG shapes of full heartbeat cycles
using DTW. Raghavendra et al. [259] developed an arrhythmia detection system us-
ing DTW distance to measure the similarities of heartbeats. Both of these works are
based on the shapes of the ECG waveforms, which is essentially the visual features
that cardiologists look for when performing their systematic diagnosis. An interest-
ing finding is that the DTW classifier performs better on heavily sub-sampled data,
which indicates that most of the details in ECG signals are likely to be redundant
information for a shape-based classifier. And this becomes an important reason
for us to use approximate shapes as the elemental features in this TSDM approach
demonstrated in this thesis.
Existing ECG related data mining research aims to replicate the cardiologists’
work by re-using the known important ECG characteristics, however, Kalkstein et
al. [248] define the ECG classification problem in a different manner. A set of
12-lead ECG data which only lasts for ten seconds each are studied, and every
ECG record is classified to be either acceptable or unacceptable. Global features
are generated to reflect the aggregated characteristics of the entire 10 seconds of
ECG instances. K-NN, Random Forests and their combination are employed in this
work and a classifier with some 92% accuracy is presented. Although this approach
does not improve on accuracy from the work conducted by Jekova et al. [254], the
advantage of this approach is that it is totally data driven and utilizes minimal prior
(medical) knowledge. However, unlike most other research, the entire ten seconds
ECG signals are classified rather than the individual heartbeat cycles.
Similar to the previous section, the EGBC framework is applied to classify the
ECG data sequence in order to identify arrhythmias and their types. The approach
is entirely data-driven, and will be evaluated on the MIT-BIH ECG dataset. A
generic shape-based TS feature is utilised in the first layer of the framework, be-
cause the author does not have the prerequisite skill nor medical knowledge to read,
understand and produce efficient bespoke features from the multiple channel TS
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data. The ECG shape features used in this work are adaptively segmented and gen-
erated using a variance-wise SAX [38], i.e. they are not related to any known ECG
characteristics. The useful/important ECG shape features are automatically iden-
tified and combined by the event-group based classifier during the EGBC modelling
process.
6.2.2 Methodology
Shapelets are selected as the elemental features for classifying the ECG signal in this
task. This is partly because of the lack of specialised skill for setting up rational
feature set. However, the more important reason is that the author believes that
the shapes (temporal trends or waveform patterns) are acting as the footprints of
underlying processes, either regular or non-stationary, and that key information is
also reflected in the form of shapes. Another advantage of shape features is that
the shapes are readily perceived by most people for identifying possible similarities,
therefore the models and analytic results are lucid. For example, a 2-lead ECG data
(MIT-BIH dataset No.107, 8:24–8:28) shown in Figure 6.5, where all heartbeats are
annotated or labelled as Paced Beat (‘PB’) except in one instance where it has been
labelled as Ventricular(‘V’). The difference between these two types of arrhythmia
is visually obvious to people without any cardiac knowledge.
Figure 6.5: Different shapes on ECG for different arrhythmias.
For the specific subject in Figure 6.5, all Paced Beats have similar shapes on the
ECG waveform of both leads, which are distinct from the shapes of the Ventricular
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heartbeat. Example shapes of these can be viewed in Figure 6.6a and the typical
distinctions are further highlighted in red in Figure 6.6b. The idea of this work is to
automatically identify the red shapes, here also termed key motifs, and to further
utilise the combination of such key motifs for arrhythmia classification.
(a) (b)
Figure 6.6: Differing shaped patterns for paced beat (PB) and ventricular (V) ar-
rhythmia identified in 2-lead ECG. (a) PB and V heart cycles, (b) Distinct shapes
are highlighted with red colour.
In summary, the EGBC framework utilises a SAX procedure [18] to segment
and symbolise the ECG signals into a limited number of motifs in the first layer;
subsequently a K-medoids clustering algorithm [220] with a restrained DTW dis-
tance function is employed to cluster these motifs on each channel in the second
layer. In order to remove trivial temporal mis-alignments and to concentrate on the
similarity of shapes. In the final layer, the XoN decision tree algorithm is the core
function to search for feature combinations that closely relate to the arrhythmia
activities. Individual arrhythmia classification decision tree models are generated
on every training dataset. Figure 6.7 illustrates a flow chart of this overall approach
and further, each stage will be described as follows.
Adaptive Approximation of Shapes
One problem with shape features is that distortions are commonly found in both
their time span and their amplitudes. For instance, the heartbeat rate varies de-















































Figure 6.7: A flowchart of the EGBC framework with shape-based TS events. Different types of heart beats, marked with green and red
colours, are symbolised into SAX motif set. The motif set is clustered using k-medoids cluster based on the morphology similarities. The
candle charts represent the value distribution of each KM cluster, and the red lines illustrate the medoids of each cluster. The XoN tree
models are trained from KM cluster based event groups, and a simplified model is shown as an example.
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intervals and many other characteristics of the associated ECG change as the status
of subject changes. In this work, trivial distortions are ignored and similar shapes
are aggregated into elemental motifs with an modified SAX algorithm, variance-wise
SAX [38].
As demonstrated in Section 4.1.2, the variance SAX dynamically segments the
ECG TS by changing the window size adaptively according to its contents, therefore
alike shape patterns with temporal distortions can be mapped to the same SAX
motif. The SAX motif features are used for representing approximate shapes in the
TS data, and the ECG signal around each heart beat is dissembled in to a series
of such motifs. Figure 6.6b illustrates how a heartbeat signal is transformed into a
number of SAX motifs equivalently, where the potentially important shape features
are highlighted with red colour.
Shape Features by Similarity Intensive Clustering
The SAX process reduces the amount of various ECG shapes as every motif ap-
proximately represents a series of ECG segments with similar shapes, however the
number of total motifs can still be very large. Also there are many motifs that are
visually similar to each other, however, yet are temporally shifted. For example,
a SAX motif aacba is visually similar to another motif acbaa, and both shapes
are very likely reflecting the same process of a heartbeat. In order to further aggre-
gate motifs with temporal shifting into more compact events, a k-medoids clustering
algorithm [220] using DTW [165] with restrained warping window is employed.
The specific details of the k-medoids clustering algorithm and DTW are exam-
ined in Section 6.2.2. As the SAX motifs are essentially categorised features, and
the similarity function does not satisfy the distance inequality triangle due to tem-
poral warping, a k-medoids approach here is more appropriate than other clustering
algorithms, as calculating new cluster centres is not feasible.
In order to decide an optimal number of clusters for each of the k-medoids
models, multiple models are built on each dataset and cluster silhouettes are used
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to validate these clusters for an optimal solution as suggested by Kaufman and
Rousseeuw [260]. The same DTW distance function that is used for clustering is
also employed to compare motif similarities for calculating the silhouette scores.
For any motif i in a K-medoids cluster, its silhouette number s(i) is calculated by
comparing the average similarity to all other motifs in the same cluster, and the
average similarity to all other motifs in different clusters.
The silhouette metric [223] is a useful tool for assessing the homogeneity, or
purity of clusters. A high silhouette number indicates that the corresponding motif,
say i, forms the best fit within the cluster it belongs to, and the silhouette width
of a cluster is the average of all silhouette numbers in the same cluster. The latter,
generally indicates the tightness, or density of the cluster, and the average of sil-
houette width for the entire dataset can further be used to evaluate the suitability
of the clustering model. The DTW distance function is again employed to compare
similarities in calculating the silhouette scores.
Figure 6.8 illustrates an example of silhouette scores of different k-medoids mod-
els generated on the No.119 ECG dataset. The histograms in Figure 6.8a demon-
strate the silhouette number distributions of clusters in different k-medoids models.
Each of the coloured blocks represent an individual cluster, where the positive num-
bers indicate motifs that are similar to other motifs in the same cluster, and on
the contrary, the negative numbers indicate motifs that are dissimilar to others.
In general, a model with the highest silhouette score is considered as the optimal
clustering model. In this example, the model with 11 clusters obtains the highest sil-
houette score at 43.8%. However, as the number of clusters exponentially affects the
complexity of the following decision tree modelling, a model with a smaller number
of clusters is preferred if its silhouette score is close enough to the highest (greater
than 90% of the highest score). Within the No.119 ECG record, for example, this
is highlighted in red for the upper right hand set of results of Figure 6.8a. The
k-medoids models for both Lead-1 and Lead-2 are selected to contain ten and seven
clusters respectively, as seen in Figure 6.8b.
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(a)
(b)
Figure 6.8: Silhouette for k-medoids cluster number determination. (a) Silhouette
plots (KM models with 5–15 clusters, ECG No.119 Lead-2), (b) Optimal cluster
number selection based on average silhouette width (ECG No.119).
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Experiment and Results
All ECG data used in this work are sourced from the public MIT-BIH arrhythmia
database [261]. In this database, there are 48 fully annotated 2-lead ECG signals,
and each lasts for slightly over 30 minutes. The database contains approximately
109,000 heartbeat labels and 17 different types of recorded arrhythmias. The original
analogue ECG signals have been digitalized at a rate of 360 samples per second, and
at a resolution on amplitude of 200 units per mV.
In a similar manner to previous work in this area [254, 255], five of the largest
heartbeat classes are selected for arrhythmia classification in this work, these include:
a) Normal (N) 72590 cases; b) Premature Ventricular Contractions (V) 7127 cases;
c) Left Bundle Branch Blocks (LB) 8071 cases; d) Right Bundle Branch Blocks (RB)
7254 cases; and e) Paced Beats (PB) 7024 cases.
Parameter settings Since the sample rate is 360Hz, a full heartbeat period gen-
erally contains some 270 samples (0.75s). Most annotations are marked at the
occurrence of the QRS peaks, and 0.6 of a period worth of data (approximately 150
samples, with some slight variations from case to case) are taken around each anno-
tation. The data is symbolised with the SAX procedure into a series of SAX motifs,
with the alphabet size and the word length set to five and six respectively. Although
the (exhaustive) maximum number of possible SAX motifs is some 15,625 (56) on
each channel, in this domain the actual number of motifs mostly varies between
2500 and 9000.
Motifs from each ECG lead are clustered by k-medoids to a cluster number
determined by the silhouette score as described in Section 6.2.2, and the warping
window size for DTW is ±1 symbol in order to match only motifs with limited
temporal variances. Because all ECG records are recorded as 2-lead in the MIT-
BIH database, shape features are denoted by the cluster numbers with either prefix
‘A’ or ‘B’ to indicate each source lead respectively.
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Every heartbeat instance consists of a group of shape features extracted from
the given time window, and the size of the group for each instance is uncertain.
For the XoN algorithm, the minCase (minimum number of cases for further tree
node splitting in the decision tree model) is set to five, such that if a partition of
data contains five or less heartbeat instances, this branch of the tree model will stop
growing and a decision leaf with the major class will be formed.
Three types of datasets are generated for each ECG record from an individual
patient, and in turn these are used as training and testing data for the XoN model.
All results in Section 6.2.2 reflect evaluations on various testing data only.
1. DS1 : 70% randomly selected events as training data and the remaining 30%
as testing data (these are the same settings utilised by Jekova et al. [254]);
2. DS2 : 30% randomly selected events as training data and the remaining 70%
as testing data;
3. DS3 : The first 33% (10 minutes) worth of data as the training data and the
following 67% (later 20 minutes) data as the testing data (in order to simulate
a real world scenario).
In order to objectively evaluate the classification, four statistical metrics (Sen-
sitivity – SE, Specificity – SP, Positive Predictive Value – PPV and Negative Pre-
dictive Value – NPV) [262] are used to describe the classifying performance on the
testing datasets. These commonly used statistical measures are defined as Equation
6.1, and a perfect classifier would be described as 100% sensitive and 100% specific.
Because most datasets in this work only contain two different types of heartbeat,
in these cases, the SE for one class equals the SP for the other class (and the same
for PPV and NPV), therefore only SE and PPV for all five classes are listed in the
following section.














Analysis and results Not all of the 48 ECG datasets in the MIT-BIH repository
are utilised for training and testing in this work, as some datasets are not suitable
for classification. These include the datasets with only one type of heartbeat, or the
heartbeat class distributions are very sparse, for example:
1. Datasets 101, 103, 112, 113, 115 and 117 have only one type of selected heart-
beat, thus they do not need to be classified.
2. Datasets 100, 102, 104, 111, 121, 123, 209, 230, 231 and 234 only have four or
less arrhythmia records out of total number of 2000+ heartbeats. Due to the
lack of information, such arrhythmias cannot be modelled on these datasets.
3. Datasets 108, 118 and 202 have less than 20 arrhythmias, and the modelling
performance on these dataset is poor and unstable. The poor performance is
understandable because the EGBC approach is purely data-driven.
4. Some datasets have uneven arrhythmia distribution over the time, which may
also affect the performance of modelling. For instance, there are 99 normal
heartbeats in dataset No. 102, however, 98 of these occur in the first five
minutes and only one (1) in the later 20 minutes. Prediction for the normal
class on such a dataset is significantly lower.
The Normal heartbeat (N) is found in 40 out of 48 ECG records, whilst the
Paced Beat (PB) and Left Bundle Branch Block (LB) are both found in four ECG
records respectively. The Right Bundle Branch Block (RB) arrhythmia is found in
six different ECG records. And the most common type of arrhythmia, Ventricular
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(V), can be found in 37 datasets. However of these, there are 13 datasets that
contain less than 20 ventricular arrhythmias, therefore, as a consequence datasets
100, 102, 104, 108, 111, 118, 121, 123, 202, 209, 230, 231 and 234 are excluded
from the evaluations and table of results. All other datasets are marked as valid for
evaluation and the average classification accuracies (and standard deviations) are
listed in Table 6.31.
In certain valid datasets, there are a number of ECG records containing mul-
tiform PVC instances. Because the event generation in this work entirely relies on
the shape features of the ECG waveforms, classification accuracy on these multiform
ventricular instances is adversely affected. For example, with DS1 datasets, on the
four uniform PVC datasets (No. 114, 119, 201 and 108), the average SE is 95.32%.
But on all other datasets with multiform PVC events, the average SE decreases to
only 88.1%.
Table 6.3: Sensitivity and positive predictive results for predicting heartbeat types
using shape based EGBC framework on all valid ECG datasets.
DS1 (%) DS2 (%)
Class Avg. SE (std) Avg. PPV (std) Avg. SE (std) Avg. PPV (std)
N 98.6(4.5) 99.1(1.8) 98.6(4.3) 98.9(1.7)
V 89.4(12.4) 92.1(9.7) 86.7(13.2) 87.6(12.6)
LB 99.7(0.4) 98.5(1.6) 99.4(0.75) 98.5(1.8)
RB 99.8(0.38) 95.3(6.7) 98.8(1.3) 96.5(4.9)
PB 99.4(0.24) 98.4(2.4) 99.8(0.18) 98.5(2.2)
DS3 (%) Comparison Method on DS1 (%)[254]
Class Avg. SE (std) Avg. PPV (std) Avg. SE (std) Avg. PPV (std)
N 97.6(5.5) 97.5(4.6) 99.7 99.6
V 80.6(15.6) 75.4(25.6) 94.8 99.8
LB 99.7(0.2) 98.9(1.8) 100 100
RB 99.5(1.3) 99.2(6) 99.9 99.7
PB 97.5(3.3) 98.3(1.8) 99.9 99
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The average values and one standard deviation of the SE and PPV for all five
heartbeat types are listed in Table 6.3. Accordingly, one set of results from the
work conducted by Jekova et al. [254] is also included as a comparison in the last
column in the same table. The conclusion from Table 6.3 is that the performances
of this EGBC approach on all three local datasets are comparable to the results
produced by Jekova et al. Note that from four datasets (105, 107, 116 and 119),
relatively low accuracies on ventricular (0–10%) are obtained, which significantly
affects the overall performance on the DS3. This is due to the variances of instance
distribution in the dataset. For example in the No. 107 dataset, there are only 3
ventricular arrhythmias in the first 10 minutes which is used as the training data,
but 56 ventricular arrhythmias in the following testing data. Due to the same reason,
the overall performance on all DS3 is expected to be lower than the other two type
of datasets. Although both the SE and PPV from the experiments using EGBC
framework are slightly lower on all three datasets (DS1, DS2, DS3 ), unlike Jekova
and colleagues’ work, no prior cardiac knowledge is utilised in this work.
In Table 6.4, the obtained results are further compared with another similar
work conducted by Lanatá et al. [255]. Their ECG features are defined in the
frequency domain and the results are summarised as confusion matrices. Since
Lanatá and colleagues select six types of arrhythmia for classification in their work,
the additional arrhythmia are removed and their confusion matrix are remade in
order to facilitate a direct comparison.
Classification outcomes on DS1 testing datasets are listed in Table 6.4, and all
these confusion matrices are generated using exactly the same selected datasets that
Lanatá et al. used in their work [255]. By comparing the confusion matrices, one
can observe that the EGBC approach outperforms Lanatá’s frequency based K-NN
model on all five heartbeat classes, and the lowest accuracy obtained in this work
1The valid datasets vary for different heartbeat classes: N – All datasets except 102; LB – All
datasets containing LB (109, 111, 207, 214); RB – All datasets containing RB (118, 124, 207, 212,
231, 232); PB – All datasets containing PB (102, 104, 107, 217); V – All datasets containing more
than 20 ventricular arrhythmias (excluded datasets: 100, 102, 104, 108, 118, 121, 123, 202, 209,
230, 234).
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Table 6.4: Confusion Matrices Comparison (Selected DS1 datasets vs The best
results in another work [255]).
EGBC with SAX&KM Features (Actual Values)
N V LB RB PB
N 3392 25 0 85 1
V 35 865 18 1 8
LB 0 3 1988 1 0
RB 12 6 0 2114 0
PB 1 1 0 0 1094
EGBC with SAX&KM Features (%)
N V LB RB PB
N 96.8 0.7 0 2.4 0.02
V 3.8 93.3 1.9 0.1 0.9
LB 0 0.15 99.8 0.05 0
RB 0.6 0.3 0 99.1 0
PB 0.1 0.1 0 0 99.8
K-NN (average %)[255]3
N V LB RB PB
N 94.3 0.2 2.6 2.1 0
V 2.7 86.3 4.1 3.6 2.5
LB 8.6 1.5 82.5 6.9 0.4
RB 2.9 0.5 5.2 91.2 0.1
PB 0.2 2.8 0.8 1.5 94.6
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is over 93% with the ventricular arrhythmia class. Note these are results based on
selective datasets specified by Lanatá et al., therefore the performances are higher



























































































XoN Tree Model (ECG No. 217)
Confusion Matrix
on Testing Data
       N    PB     V  
N    69    1      1 
PB    1   470   1
V      2     2    38
Accuracy: 98.64%
Figure 6.9: A real example of ECG XoN tree model (No.215, DS1).
For demonstration purposes, an example XoN decision tree model is shown in
Figure 6.9. This tree model is trained on the DS1 dataset of No. 217 ECG records
in the MIT-BIH dataset, and a 98.64% classification accuracy is achieved on the
testing data. From this example one can appreciate how the nodes of an XoN tree
are structured. In order to seek the optimal combination of shape features, the XoN
tree modelling requires a significant amount of computing. However, as a result, this
tree structure is very simple with only ten nodes and with a maximum depth of six.
This means classifications with such a tree can be very quick and needing no more
than six logical comparisons. Similar situations exist in the k-medoids clustering
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stage, which also takes a long time in generating the model. However, this only
requires a very small computational cost in assigning new motifs into an existing
cluster. Considering that SAX is not a computationally intensive algorithm, building
an low cost online arrhythmia classifier is feasible with such pre-trained models.
6.2.3 Arrhythmia Identification Task Conclusion
In this section, the EGBC framework is evaluated on the MIT-BIH arrhythmia
repository and positive outcomes are obtained with comparable accuracies to exist-
ing work. Useful combinations of abstract shape-based features are constructed, in
order to generate human comprehensible tree models. As no cardiology knowledge is
involved in the data mining procedure, the framework is utilised as a generic TSDM
approach. Shape-based features and warping enabled clustering are both designed
for non-specific time series data. Although the ECG data does not contain the tem-
poral mis-alignment problem between channels, most other research problems have
been addressed in this task.
The shape-based feature has a potential to become a generic feature for all types
of time series data, however this does not mean shape is always the best choice for TS
analysis. In this work, as the morphology happens to be the elemental information
used by the cardiologists, using shape features for ECG arrhythmia classification is
also particularly effective. SAX and k-medoids clustering are employed to reduce the
temporal and amplitude distortions, and these techniques also significantly reduce
the computing burden in the decision tree modelling stage. The whole approach
requires a limited number of parameter settings enabling it to be adaptive to many
other situations. The main disadvantage of these shape-based models is that per-
formances are significantly affected when the target events are multiform, or when
there are insufficient instances to train with, as found for some datasets discussed
in Section 6.2.2.
2The values in table 6.3 are directly copied from other publication [254]. It is not clear whether
these are the average or the best results over all datasets.
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6.3 Conclusion
Two real world TS classification problems are investigated in this chapter, and the
full EGBC framework has been examined on the multi-variate numeric TS data.
Because the honeybee dancing data and the MIT-BIH ECG data are publicly avail-
able with correct labelling, the classification performance can be easily compared
with other existing research works.
In these tasks, different techniques have been selected for TS feature and event
generation in the first and second layers of the EGBC framework, according to the
variant data characteristics and the goals of the task. In the honey bee dancing
work, instant motion status is defined for describing the honeybee movements from
frame to frame in the video, and in turn are clustered with an MML algorithm as
the overall movement events. However, in the arrhythmia detection work, due to
lack of cardiology knowledge, shape based features were used as the basis of the
TS events. Variance-wise SAX and k-medoids clustering algorithms were employed
to transform the 2-lead ECG signal data into shapelet event sequences. Both of
these tasks utilised the final layer which involves XoN for classification/prediction
decisions.
The full EGBC framework performs well in classifying both datasets, achieving
better or comparable results to existing alternative research methods. Although the
temporal mis-alignment problem does not occur in either dataset in this chapter, the
proposed EGBC framework has provided an excellent adaptivity on different types
of numeric TS data. In the next chapter, the framework will be examined with an
industrial dataset, in which numerous other issues and problems can, and do occur,
including that of temporal mis-alignment.
3The datasets are selected as specified in [255]: (107, 109, 111, 118, 119, 124, 200, 209, 212,
214, 217, 221, 231, 232 and 233). The other party’s confusion matrix is treated to remove the
Atrium Premature Contraction. Confusion matrix in this work is based on results from DS2 local
datasets.
Chapter 7
Industrial Prediction Task Revisit
As stated in Chapter 1, the initial motivating challenge for pursuing this TSDM
research was the HMT prediction task from the iron-making industry. The main
advantage of the proposed EGBC framework is that the ordering information can
be ignored within a given time window, so that the temporal mis-alignment issue
is avoided to some extent. On the other hand, local intra-attribute orders can
be maintained within the form of events. The feasibility of the EGBC framework
has been evaluated, where its different features were verified through a series of
sequential data mining tasks in the previous chapters.
In this chapter, the HMT prediction work will be revisited with the new TSDM
framework, in order to evaluate the performance on an industrial dataset and to
further assess if all of the research questions have been correctly or adequately
addressed. The original HMT prediction task is amended to predict abnormal HMT
conditions in the near future, in which, as there is very limited knowledge about the
characteristic of each BF attribute. Generic TS features are used as the event basis
of all attributes, e.g. the shape-based features derived from the variance-wise SAX
motif sets. The EGBC framework will be comprehensively examined in this chapter,
with all of the previously mentioned TS data problems including the intrinsic issue
for the HMT dataset – temporal mis-alignment issue, which does not occur in either
the honeybee or ECG dataset of the previous chapters. Figure 7.1 illustrates the
procedure of the full EGBC framework that is employed for the HMT prediction
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Figure 7.1: A flowchart of the whole EGBC framework.
7.1. DATA PREPARATION AND CLEANSING 165
7.1 Data Preparation and Cleansing
As stated in Section 3.3, the attributes in the original BF dataset are collected at
different sampling rates, thus in the preliminary HMT work, a ‘sample and hold’
method was used for up-scaling the lower frequency attributes to match the higher
frequency ones. However, within the proposed EGBC framework, events are con-
structed based on individual attributes, therefore the original dataset can be utilised
after simple cleansing. The following describes how the sub-sequence data-cleansing
and preprocessing are conducted on this complex industrial dataset.
Period selection The original BF dataset contains 12 months of operational data
from 18/Sep/2007 until 10/Sep/2008, however several attributes were not captured
until 22/Nov/2007. In order to fully utilise the information from all attributes, only
data collected after this date are selected for modelling, which is approximately ten
months worth of the total period available.
Figure 7.2: A 3-class MML clustering model for automatic invalid HMT removals.
(a) illustrates suggestions from domain experts, and (b) illustrates an MML model
of 3 clusters. The blue and green colours match the valid HMT sections suggested
by domain experts.
HMT data cleansing Most attributes in the BF dataset are automatically col-
lected by sensors, and the remainder are derived from on-site laboratory analysis.
However, as described in Section 3.2, the HMT is manually probed by trained per-
sonnel, and it often contains records labelled as ‘invalid’ due to operational error. In
this work, the ‘invalid’ HMT records are removed from the dataset, and the remain-
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ders are further filtered by an MML model which is based on the more reliable lab
tested attribute ‘pcntSi’ as demonstrated in Figure 7.2. Because the HMT and the
silicon content in the molten iron are associated under normal working conditions,
this MML model has been proven to be a practical way to identify the invalid HMT
records for removal from the dataset.
Adjusting attributes according to preset aims Several attributes are ad-
justed where the associated operational aims are known. For example, the exhaust
gas contents (‘CO’ and ‘CO2’) have an aim attribute which is called ‘aim COCO2’.
The value of this aim attribute is regularly set by the process engineers, and it reflects
the industrial expectation for the following period. A new attribute ‘adj COCO2’ is
calculated based on the difference between the total measured exhaust gas contents
and the associated aim value, so that it reflects whether the operational states are
expected. Four adjusted attributes are used instead of the original attributes, which
are ‘adj COCO2’, ‘adj pcntSi’, ‘adj PCR’ and ‘adj chargeCount’.
Temporal shifting Although the design of the EGBC framework facilitates the
mitigation of the temporal mis-alignment issue, it is not recommended to include
many irrelevant events in a event group, as large event groups significantly increase
the difficulty of seeking meaningful combinations. As described in Section 3.3, the
temporal differences between most BF attributes and HMT are within two hours,
except the chargeCount, which is leading by approximately 6-8 hours. In this work,
the adj chargeCount attribute is shifted forward for seven hours so that it is ap-
proximately aligned with other attributes, and consequently a window (groupWin)
of three hours has been found to be adequate to cover most relevant information.
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7.2 Data Extraction and Saxification
In the EGBC framework, all events are considered as independent incidents, there-
fore every individual attribute is converted to SAX motifs separately. There are
several parameters to be used in this section, which are listed as follows:
• trainPeriod (unit: Days). The period for training a predictive model that is
in turn used as a base model in predicting the following test period. In the
preliminary HMT work, this period was set to 40 days and traverse forward
in a step of testPeriod.
• testPeriod (unit: Days). The period for utilising the existing models to pro-
duce HMT predictions. The testPeriod was selected as the immediate seven
day period following each trainPeriod.
• groupWin (unit: Hours). The groupWin defines how much time is considered
as close and relevant for grouping the TS events. In this task, three hours
was used for covering most TS events that are relevant to any proceeding
HMT production, after approximately aligning the ‘chargeCount’ attribute.
Therefore, variable events will be extracted from a three-hour window prior to
any valid HMT record.
• varThresh. The varThresh parameter is used in the variance-wise SAX algo-
rithm for dynamically segmenting the original TS data on different attributes.
As different attributes have different characteristics and value ranges, the min-
imum variance threshold is set to the product of varThresh and the standard
deviation of each attribute. The varThresh is set to 3, 4, 5 and 7 times the
standard deviation, so that different datasets are generated for training diver-
sified predictive models.
• wordLen and alphaSize. These parameters define the word length and the
total number of characters for generating SAX motifs. Based on the previous
findings in the arrhythmia identification work, motifs of a short length and
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more symbol levels are more productive with the variance-wise SAX algorithm
used in the EGBC framework. In this section, variations in values ranging from
[3–5] and [5–9] have been evaluated for wordLen and alphaSize respectively.
When the groupWin parameter is set to shorter periods, the value of wordLen
should correspondingly also be set to a smaller value, as the number of raw
samples may be low on some low frequency attributes. Also, it was found
and suggested in the previous chapters that motifs with shorter wordLen and
higher alphaSize are more productive with the proposed variance-wise SAX
algorithm.
The BF data is firstly segmented into a series of training and subsequent test
periods. Within each period, a number of grouping windows were used for extracting
all preceding data prior to each valid HMT record. The range of TS event groups are
determined as groupWin hours prior to a valid HMT record, all events that occur
within such range are gathered as the event group for further XoN modelling.
Variance-wise SAX is utilised for dynamically converting the TS of all attributes
in to SAX motifs. Within every training period, the mean and standard deviation
values are recalculated based on the up-to-date history so that the equi-probable
zones reflect the true historical information. Variance-wise SAX produces varying
numbers of motifs within a selected period. Active attributes are automatically
transformed into more SAX motifs with finer details of the sequence, and on the
contrary, less active attributes incur fewer motifs which abstract larger time span
with less details.
7.3 Event Generation and Labelling
The SAX motifs are further converted into TS events using k-medoids clustering.
In each training period, all SAX motifs from one (1) attributes are gathered and
clustered into a fixed number of clusters, and these clusters are used as the shape-
based TS events. Because of the large number of attributes in the BF dataset,
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the number of clusters for each attribute is limited, e.g. seven or nine clusters
per attribute, such that the overall number of TS events are under control in the
following XoN modelling stage.
In the previous ECG classification work (Section 6.2), the SAX motifs were clus-
tered by k-medoids using DTW with a limited warping window size as the distance
function. However, the DTW function is not necessary for very short SAX motifs,
e.g. three letters motifs, used in this task, a simple Euclidean distance is employed
instead.
The TS events are represented by the combination of attribute name and the
numeric cluster numbers, e.g. ‘chargeRate-5’ or ‘CO2-3’, so that these are distin-
guishable from other k-medoids clusters in different attribute. All events within a
groupPeriod are combined as an unsorted item-set, and this is labelled with the class
of the forthcoming HMT value.
Unlike the preliminary HMT work in Chapter 3, only three classes are defined in
this task, as suggested by the domain experts. Accordingly, classes ‘High’, ‘Normal’
and ‘Low’ are separated by two important temperature thresholds – 1480◦C and
1520◦C. However, not all HMT over 1520◦C are labelled as High, nor all HMT
records below 1480◦C are class Low, the HMT records are labelled by each individual
cast.
When the molten iron is cast (discharged) from a tap-hole in the BF wall, and
down into a waiting vessel (ladle) on a rail, it is cooled especially because of heat-
ing the drainage through the start of cast, therefore the initial measurements are
expected to be lower than the actual HMT. As the waiting ladle is filled and heated
during the cast, it is a commonly observed pattern that the measured HMT values
increase during each cast, and the last couple records in a cast are considered as the
true temperature of the molten iron. Based on this understanding, the HMT records
were labelled based on all HMT during the same cast period, and the strategy is as
follows:
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• If any HMT measurement in a cast is higher than 1520◦C, all HMT records
during the same cast are labelled as ‘High’;
• If all HMT records in a cast are lower than 1480◦C, then all these records are
labelled as ‘Low’.
• Otherwise, all HMT records during the current cast are ‘Normal’.
According to different parameters, the BF dataset is transformed differently
in the steps described above. For example, if the parameters are set to: train-
Period=40, testPeriod=7, groupWin=8, wordLen=5, alphaSize=7 and varScale=3,
the selected BF data will be processed to generate:
• 36 train-test periods, each consisting of 40 days of training and 7 later days of
test data.
• Within each train-test period, some 1,000 and 180 valid HMT records in the
training and test periods respectively. Consequently these are derived from
the same numbers of event groups in each period.
• The number of SAX motifs per groupWin (3 hours) varies between 1 and 20 on
different attributes. In general, on the active and high frequency attributes,
such as the exhaust gas content (‘adj COCO2’), the number of transformed
SAX motifs are higher than those on other low frequency attributes.
• K-medoids clustering aggregates all SAX motifs into reduced number of events.
Duplicated and similar motifs in the same attribute group are simplified through
clustering, as only unique TS events will be processed by the XoN algorithm.
The number of clusters is typically set to either seven or nine for this task, such
that motifs in each attribute are summarised to either seven or nine different
events.
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It is worth mentioning that according to different parameters, a certain section of
TS data may be transformed into totally different segments (groupWin, varThresh,
varFunc), SAX motifs (wordLen, alphaSize, mean and std) and TS events (clus-
terNo, initSeed, distFunc), thus every trained tree model is associated with a fixed
setting of parameters (for transforming the event group based training datasets). In
the following stage, multiple models are used for predicting the HMT in the same
testing period, however, each time the testing TS events are re-generated based on
the parameter settings specified by the particular models.
7.4 XoN modelling and combiner model
In each training/test period, the BF data are transformed into a number of event
group based datasets with various extraction parameter settings, e.g. different
grouping periods, word lengths, alphabet size and variance scaling factors. Out
of each training dataset, several XoN models are trained for predicting the following
test data. Due to the stochastic nature of the BF furnace, it is unlikely that any
individual model would fully describe the problem and produce reliable predictions.
Therefore, similar to the preliminary HMT work, multiple best performing base
models are employed to vote for a final prediction of HMT on another test dataset.
A certain number of base models (poolSize) are selected to form a model pool,
which contains only the best performing XoN tree models up to the recent test data.
The prediction performance of each base model is constantly updated based on both
the previous (historical) performance and the latest prediction on test data. In each
train-test period, a certain number (freshSize) of base models are replaced with a
range of newly trained models according to their prediction performances, so that
the model pool will always consist of a portion of the best historical models and a
portion of the best new models. In this section, the model pool contains nine based
models, of which two are freshly trained from the current period. For example, the
name of the kth trained model from the period-5 can be noted as ‘M5k’, where ‘5’
is the integer number for the period, and ‘k’ stands for the 11th model. Figure 7.3
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illustrates how the model pool is updated when the poolSize and freshSize are set
to seven and two respectively.
























































Figure 7.3: The process of maintaining the base model pool, where poolSize=7
and freshSize=2. In a certain period, for example period-8, seven best performing
models are selected as the model pool, and these base models can be sourced from
any previous periods, e.g. M5k means the kth model generated from period 5. Two
base models in the pool that perform the worst on predicting the test data are
replaced by the best performing models trained in the next period (9). The new
model pool is used for predicting the test data in Period-9, and will be updated
again once the prediction is finished.
The prediction performance of a model, in this domain, is not a concept that can
be simply quantified. In such an imbalanced 3-class dataset, obviously the overall
accuracy is not an appropriate indicator of the performance. There are a number
of performance metrics designed for evaluation in imbalanced domain, such as Area
Under the ROC Curve (AUC) [263], geometric mean of the true rates (GM) [264],
F-measure [265], Adjusted Geographic Mean (AGM) [266], Dominance (DOM) [267]
and Index of Balanced Accuracy (IBA) [268].
All of the former performance metrics are designed for a two-class imbalance
datasets obtained from other domains. It is out of the scope of this thesis to develop
a specific performance metric for the BF data, therefore the author selected the AGM
as the basis of classification performance evaluation.
The AGM is an extension of the GM (geometric mean) metric, which is cal-
culated from the basic four metrics (True Positive (TP), False Positive (FP), True
Negative (TN) and False Negative (FN)) with the following formulas:
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AGM =

GM + TNrate × (FP + TN)
1 + FP + TN
, if TPrate > 0













As freezing of the molten iron is a much more severe abnormal condition than
overheating for the BF operation, the BF performance index is a weighted average
of AGM values on both abnormal classes (Low and High). However this method
can be changed easily as long as any better evaluation method is found.
7.5 HMT Prediction Outcomes
The final parameters used for performing the HMT task were set as listed in Table
7.1, where all different parameters are combined for generating base models, then
the best performing models were chosen in the model pool for final HMT prediction.
With the listed parameter combinations, the whole BF dataset was segmented
into 36 periods of training and test datasets. Out of each of these periods, 48 XoN
trees are generated using the basic minCase and minConf settings, and each of
these trees were further expanded into 15 variations (based on the various minCase
and minConf settings) for predicting the test data.
The initial model pool was selected based on the classification performance
for the period-1 training data, nine base models were selected for the pool. The
predictions of HMT in the Period-1 test data were made by the major prediction of
these initial base models. However, all 135 variational models of the pool (9 × 15)
were evaluated on the Period-1 test data, so that the best pruning parameters of each
base model (minCase and minConf ) can be selected and updated within the model
pool. From Period-2 onwards, only a small portion (two) of the worst performing
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Table 7.1: EGBC Parameter Settings for HMT prediction task.
Data Segmenting Parameters
Training (day) Testing (day) groupWin (hour)
40 7 3, 4
Event Generation Parameters
Sax varScale cluster No
wordLen=3, alphaSize=9 3, 4, 5, 7 7, 9
Training Parameters
minCase minConf seed
20 0 128, 256, 512
Predicting Parameters
minCase minConf
20, 35, 50, 65, 90 0, 0.05, 0.1
Combiner Modelling Parameters
PoolSize New Model Number
9 2
models in the pool was replaced by the best two newly trained tree models (out of
the 48), and the performance of the ensemble models will be updated by averaging
the previous value and the latest value obtained from predicting the test data.
Table 7.2 lists the prediction performance, the true positive rates (Sensitivity)
for both ‘Low’ and ‘High’ classes, and the overall prediction accuracy in all BF test
periods.
The second column in Table 7.2 details the average AGM of both abnormal
classes predicted in all 36 test periods. This average AGM is also used as an indicator
of prediction performance of individual tree models. The third, fourth and fifth
columns indicate the sensitivities (hit) of the Low-, Normal- and High-Classes in
these periods, and each value is followed by the corresponding number of such cases
and the size of the test data. The final column further details the overall multi-class
prediction accuracy for each test period.
In general, for the Low class there are less hits compared with the other classes,
and the sensitivities of Low class are often zero or other small values. However,
because the Low class cases are often rare in the various test datasets, this lack of hits
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Table 7.2: Summarised HMT prediction performances of the EGBC framework over
all test periods. The Avg AGM column shows the average AGM (adjusted geometric
mean of the true cases) on both abnormal classes (Low and High), which is selected
as the indicator of the prediction performance. Columns SE-* list the sensitivities
of the predicting outcomes on all three classes, followed by the number of cases
belonging to the given class and the number of total cases in the corresponding
testing period. The last column shows the overall predicting accuracy on the test
datasets, which is less significant than the sensitivities on abnormal classes.
Period Avg AGM SE-Low SE-Normal SE-High Accuracy
1 41 0 (4/185) 58.5 (159/185) 77.3 (22/185) 59.5
2 55 0 (1/168) 70.6 (153/168) 100 (14/168) 72.6
3 70 64.3 (16/178) 50.7 (134/178) 77.8 (28/178) 55.1
4 76 91.7 (12/196) 59.3 (167/196) 70.6 (17/196) 62.2
5 76 90.9 (11/173) 54.3 (140/173) 81.8 (22/173) 60.1
6 34 0 (7/167) 53.4 (103/167) 52.6 (57/167) 50.9
7 74 33.3 (8/167) 68 (128/167) 61.3 (31/167) 64.7
8 45 0 (0/188) 78.8 (160/188) 50 (28/188) 74.5
9 39 0 (2/98) 26.8 (56/98) 92.5 (40/98) 53.1
10 51 0 (3/169) 69.2 (130/169) 82.9 (36/169) 70.4
11 72 33.3 (3/188) 54.9 (142/188) 73.2 (43/188) 58
12 46 0 (0/68) 58.2 (55/68) 69.2 (13/68) 60.3
13 34 0 (2/161) 38.9 (131/161) 64.3 (28/161) 42.9
14 37 0 (0/151) 20.6 (136/151) 93.3 (15/151) 27.8
15 69 21.4 (14/183) 79.4 (165/183) 50 (4/183) 74.3
16 43 0 (0/149) 47.3 (112/149) 78.4 (37/149) 55
17 41 0 (0/188) 70.3 (165/188) 52.2 (23/188) 68.1
18 41 0 (4/160) 73 (141/160) 57.1 (15/160) 69.4
19 32 0 (0/179) 52.5 (139/179) 42.5 (40/179) 50.3
20 38 0 (0/183) 76.5 (149/183) 30.3 (34/183) 67.8
21 72 60 (10/193) 68.3 (167/193) 50 (16/193) 66.3
22 71 20 (5/191) 68.4 (155/191) 54.8 (31/191) 64.9
23 70 38.7 (35/161) 68.3 (82/161) 47.7 (44/161) 55.3
24 39 0 (0/186) 45.1 (113/186) 72.6 (73/186) 55.9
25 33 0 (0/175) 63.4 (153/175) 31.8 (22/175) 59.4
26 58 33.3 (3/152) 52.8 (123/152) 34.6 (26/152) 49.3
27 37 0 (1/163) 42.2 (116/163) 69.6 (46/163) 49.7
28 40 0 (3/182) 67.6 (148/182) 50 (31/182) 62.6
29 38 0 (2/94) 58.1 (74/94) 50 (18/94) 54.3
30 0 0 (2/177) 85.5 (172/177) 0 (3/177) 83.1
31 46 0 (1/100) 61.4 (83/100) 81.3 (16/100) 64
32 42 0 (1/187) 60.5 (147/187) 66.7 (39/187) 61.5
33 44 0 (1/176) 70.5 (139/176) 58.8 (36/176) 67
34 20 0 (30/158) 39 (105/158) 30.4 (23/158) 30.4
35 38 0 (0/182) 36.6 (134/182) 77.1 (48/182) 47.3
36 42 0 (2/168) 65.8 (114/168) 59.6 (52/168) 63.1
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on several occasions amongst some two hundreds cases is somewhat understandable.
In the total 36 periods, the average test data size is approximately 170 cases per
period. However, within these, there are some 26 periods that contain five or less
instances of the Low-class, and the sensitivities of Low-class in these periods are all
zero except Period-22. On the other hand, in the seven periods with more than ten
Low-class cases, the Low-class sensitivities are 63.4, 91.7, 90.9, 21.4, 60, 38.7 and 0
(%) respectively. As for the other abnormal HMT class (High), the XoN tree models
successfully predicted more than 60% of these High-class cases in half of the test
periods, and only seven periods have sensitivities of less than 50%.
Figure 7.4 provides three example of HMT predictions, indicating both the real
and predicted classes. In Period-4, the sensitivities on both Low and High classes
are satisfying, and most abnormal HMT records are correctly predicted. Although
there are still many false alarms, some of these false alarms may have become valid
predictions where the HMT was not labelled based on each individual cast.
In Period-10, although the overall accuracy is high, sensitivities of abnormal
HMT is underwhelming. The only cast of the Low-class is missed, though Low
predictions occur both just before and after this actual cast. The other notable issue
in Period-10 is that there is a significant gap of HMT data in the second quarter of
the test period. During this period, the prediction is Low however the actual class
is assumed to be Normal. This can be considered as a false alarm, however this
prediction might have also been made for some other unknown reasons.
In Period-26, the prediction performance is also not as good for all classes.
However, the predictions of both High and Low HMT occur in close proximity to
the real HMT labels, thus the visual results may still be useful for BF control in
reality.
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Figure 7.4: A few visual examples of HMT predictions at Period 4, 10 and 26. The
bars at the bottom of pictures indicate real and predicted classes. Upper bars stand
for real HMT classes, and lower bars are the outcome of predictions. Pink colour
means the class is High and cyan colour means Low class. The line plot in the middle
represent the measured HMT records, where each valid HMT sample is marked with
‘x’. Different colours indicate different casts from the BF in a test period. X-axis
represents days; Y-axis represents temperatures (◦C).
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7.6 Comparison to Previous Work
Although the same BF dataset is analysed as in Section 3.2, the class definitions
have been changed from the preliminary work to the EGBC HMT prediction task.
In order to have direct comparison between the new EGBC framework and that of
the classic decision tree method, a re-labelled version of the original HMT dataset
was prepared for this task to facilitate direct comparisons.
Due to missing values of certain attributes, periods 1 to 12 are not available
from the dataset in the preliminary HMT TSDM work. However, the same HMT
classes and training/test segmentation were applied to the remaining periods 13 to
36. The C5.0 decision tree models were trained in a similar fashion to the EGBC
framework, except the predictions are made from snapshot-based features of BF
operational data as in Section 3.2, and the prediction performances are listed in
Table 7.3.
The prediction accuracies of the C5.0 approach are comparable or even better
in certain cases than the EGBC approach as shown in Table 7.3, however this is
achieved by sacrificing the hit rate on both abnormal HMT classes. In all the
available data, except three periods (18, 27 and 28), the C5.0 predictions have
almost zero sensitivity on the Low-class. However even in those periods, there are
only very few Low-class cases (4, 1 and 3 respectively), therefore this could just be
a result of coincidences. In addition, the hit rates of the High class are also poor for
the C5.0 approach, and unlike the EGBC framework, there is no obvious positive
co-relation between the hit rates and case numbers.
7.7 Discussion
The outcome in this chapter indicates that even with the ultimate complicated BF
system, the EGBC framework is still able to present a good prediction performance
over 60% of the time. Avoiding freezing events in the BF, which is a realistic











Table 7.3: The prediction performance of traditional C5.0 decision tree from the preliminary HMT prediction work. Dataset has been
re-divided in order to match the new approach, and the same average AGM, sensitivities and accuracy are calculated for each period
(13–36).
Period
Average AGM SE - Low (%)
Case
SE - Normal (%)
Case
SE - High (%)
Case
Accuracy (%)
C5.0 EGBC C5.0 EGBC C5.0 EGBC C5.0 EGBC C5.0 EGBC
13 33.3 33.9 0 0 2 69.1 38.9 131 26.2 64.3 28 65.8 42.9
14 3.8 37.3 0 0 0 91.5 20.6 136 0 93.3 15 83.3 27.8
15 32.2 68.8 0 21.4 14 85.7 79.4 165 5.7 50 4 69.1 74.3
16 33.7 43.2 0 0 0 84.9 47.3 112 16.1 78.4 37 77.5 55
17 36 41.1 0 0 0 81.5 70.3 165 4.8 52.2 23 65.5 68.1
18 72 40.5 84.6 0 4 86.2 73 141 12.5 57.1 15 71.3 69.4
19 34.3 31.7 0 0 0 87.6 52.5 139 15.2 42.5 40 75.1 50.3
20 31.4 37.8 0 0 0 70.3 76.5 149 0 30.3 34 63.7 67.8
21 33.3 72.1 0 60 10 92.5 68.3 167 7.1 50 16 80.6 66.3
22 33.5 70.9 0 20 5 96.9 68.4 155 3.2 54.8 31 60 64.9
23 34.9 70.3 0 38.7 35 79.2 68.3 82 14.5 47.7 44 55.3 55.3
24 33.5 39.3 0 0 0 82.9 45.1 113 7.1 72.6 73 76.6 55.9
25 34.6 32.6 0 0 0 95.2 63.4 153 8 31.8 22 80.3 59.4
26 34.2 57.7 0 33.3 3 71.5 52.8 123 30.7 34.6 26 61.1 49.3
27 36.2 37.3 100 0 1 83.4 42.2 116 0 69.6 46 69.4 49.7
28 77.5 40 89 0 3 92.9 67.6 148 22.4 50 31 56.1 62.6
29 47.1 38.1 0 0 2 50.4 58.1 74 85.7 50 18 51.6 54.3
30 31.7 0 0 0 2 85.1 85.5 172 9.1 0 3 57.7 83.1
31 35.2 45.9 0 0 1 79 61.4 83 24.9 81.3 16 67.9 64
32 33.2 42.4 0 0 1 95 60.5 147 4.9 66.7 39 75.1 61.5
33 63.2 44.2 0.9 0 1 80.8 70.5 139 9.6 58.8 36 60 67
34 35.6 20.3 0 0 30 85.7 39 105 1.1 30.4 23 64.7 30.4
35 30.1 37.8 0 0 0 74.1 36.6 134 16.6 77.1 48 56.8 47.3



































Table 7.4: Normalised attribute importances over all test periods. High value means the attribute is more important where the average
value is normalised to 100. In each period, attributes with importance values more than 150 are highlighted with bold fonts, and the
overall importance greater than 120 are highlighted in the first row of this table.
Period adj pcntSi hmt CBHumidity hmb2 sre2 adj COCO2 adj PCR hmb2 csl2 pcntFEO hmb2 hmt2 HMT 4hrAvg NCBV
Overall 131.63 159.55 140.8 38.88 47.22 12.73 130.57 148.14 105.34 121.47 63.68
1 202.03 214.2 50.85 62.47 13.66 4.67 131.51 202.97 91.75 124 1.89
2 184.48 210.16 96.21 45.17 34.13 27.76 98.17 188.64 64.54 102.9 47.82
3 154.54 181.35 102.46 42.1 52.4 34.93 123.96 132.51 74.59 124.6 76.55
4 190.44 195.57 84.01 17.65 47.03 10.15 94.61 160.11 97.25 164.98 38.2
5 139.16 149.22 118.23 26.14 41.42 7.68 128.56 133.82 136.24 135.07 84.45
6 110.94 153.72 131.22 26.2 33.28 8.19 166.24 94.14 150.61 158.53 66.93
7 143.05 165.08 91 36.01 48.74 0.33 63.1 121.35 195.33 187.39 48.63
8 120.09 133.46 136.35 47.51 59.44 0.81 96.36 108.05 178.42 143.99 75.52
9 106.09 156.7 140.62 29.8 57.12 8.04 171.61 95.2 156.11 156.47 22.23
10 91.87 169.1 130.84 19.48 67.45 8.22 161.12 119.88 132.4 152.51 47.11
11 125.86 127.05 76.88 12.38 49.27 0 219.29 151.57 131.63 133.3 72.78
12 114.07 135.06 129.35 15.28 56.83 0 94.31 183.13 133.63 137.5 100.83
13 99.41 107.02 176.76 12.21 49.27 7.25 219.43 146.67 94.74 111.26 75.99
14 84.18 95.56 209.71 14.75 58.84 0.78 230.73 154.63 80.65 98.38 71.79
15 95.81 78.37 122.6 14.02 98.19 5.65 260.23 182.71 86.2 102.59 53.65
16 88.17 66.43 199.28 29.61 43.21 6.19 273.25 179.3 65.96 72.82 75.78
17 114.78 105.12 277.15 32.55 60.02 0 110.15 185.71 84.15 97.49 32.89
18 115.5 116.43 188.46 51.79 85.07 1.4 134.76 169.79 82.45 88.15 66.22
19 115.52 122.36 214.05 62.7 57.99 0 138.42 124.02 64.36 95.95 104.63
20 129.54 113.49 188.8 58.15 63.06 0.52 66.67 162.8 80.48 126.92 109.56
21 112.14 126.43 171.53 57.16 42.55 0.37 68.63 160.27 89.4 138.86 132.65
22 95.42 144.53 110.28 55.6 52.87 0 153.43 162.93 90.23 123.77 110.93
23 91.93 136.65 195.64 54.26 29.89 0 128.23 184.34 80.87 112.04 86.16
24 111.38 174.24 172.32 53.49 26.32 0 150.46 163.9 99.01 124.65 24.23
25 96.17 155.47 157 50.44 24.73 0 166.3 143.27 103.72 134.68 68.22
26 82.61 169.55 149.98 51.25 28.95 0 158.64 135.3 101.38 144.77 77.56
27 101.12 176.93 186.74 60.14 25.67 0 123.39 134.12 82.97 149.25 59.68
28 112.7 174.2 137.81 67.84 40.13 0 111.64 142.02 95.88 134 83.79
29 114.31 167.95 208.04 59.26 48.89 0 145.96 105.52 104.28 90.57 55.22
30 110.64 193.79 271.47 86.69 29.78 0 52.58 120.62 86.51 86.95 60.97
31 189.8 238.15 171.06 65 38.08 0 10.26 148.45 91.18 99.81 48.19
32 211.7 318.65 3.68 50.5 25.64 29.93 13.22 179.41 106.07 121.56 39.65
33 242.6 295.46 2.51 21.89 37.72 58.4 12.46 148.64 136.44 121.47 22.41
34 186.56 205.54 128.92 2.12 29.25 65.17 157.15 104.38 85.24 81.24 54.42
35 209.9 231.39 128.67 19.4 55.43 95.7 67.25 127.35 87.56 51.61 25.73
36 186.61 223.12 108.86 28.49 43.18 91.92 7.95 118.91 166.36 83.59 41.01
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the BF operators, and accordingly it is rarely observed that there will be a significant
number of Low HMT records in the dataset, and in turn leaves less information for
data mining. It is very likely that the BF operator observed some other prior signal
of such impending anomaly, and modified the BF operation accordingly in order to
avert the problem. Such scenarios are one explanation as to why the prediction can
not match the actual HMT zones.
By analysing all the XoN trees used for predicting HMT in all test periods, the
importance of the different attributes is summarised in Table 7.4. The importance
of an attribute is derived by accumulating the total times when the attribute is
utilised during the classification process. This has been summarised in each period,
and over all test periods, and the importance of all attributes are normalised so that
the average importance is 100. In Table 7.4, attributes with a higher importance
value are considered as more significant factors for the HMT prediction.
According to Table 7.4, on average, the most useful attribute for the HMT
predicting task is the attribute HMT containing previous HMT records (159.55),
followed by pcntFEO (148.14) and CBHumidity (140.8), and the least useful at-
tribute in the list is adj PCR (12.73), hmb sre2 (38.88) and adj COCO2 (47.22).
Although the importance values of these attributes change from period to period,
the ranking of selected attribute importance is mostly correct.
Curiously, and contrary to expectations, the PCR (Pulverised Coal Injection
Rate) which is one of the most important BF inputs directly controlled by the
operator, apparently is one of the least significant factors in the HMT prediction.
However, other known important factors, such as the humidity of the blast, play a
significant role in both the practical HMT control and the EGBC prediction models.
Further investigations are required for a better understanding of the system and
process interactions uncovered by this work.
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An example of XoN tree models automatically selected for HMT prediction.
[ 0 ] o f [ hmb2 csl2 −3, hmb2 csl2 −6, hmb2 csl2 −9, hmb2 hmt2 −6, HMT 4hrAvg−9, CBHumidity−8,
↪→ HMT 4hrAvg−7, pcntFEO−8, HMT 4hrAvg−1]
True
[ 0 ] o f [ hmb2 hmt2 −2, hmb2 hmt2 −8, hmb2 csl2 −4, hmb2 csl2 −5, hmt−7]
True
[ 0 ] o f [ ad j pcntS i −5, ad j pcntS i −6, hmb2 csl2 −7, pcntFEO−3, hmb2 hmt2 −7,
↪→ hmb2 hmt2 −4, CBHumidity−6]
True
[ 0 ] o f [ ad j pcntS i −4, hmt−6, hmt−3, NCBV−2, HMT 4hrAvg−8, HMT 4hrAvg−6, pcntFEO
↪→ −9, CBHumidity−4, hmb2 hmt2 −9]
True
[ 0 ] o f [ ad j pcntS i −7, ad j pcntS i −3, pcntFEO−7, pcntFEO−4, hmt−9, hmt−5,
↪→ HMT 4hrAvg−4]
True




[ 0 ] o f [ hmt−8, NCBV−3, adj COCO2−3]
True
[ 1 ] o f [ hmt−1, CBHumidity−7, adj COCO2−8, HMT 4hrAvg−2,
↪→ CBHumidity−1]
True
















[ 0 ] o f [ hmt−8, hmt−4]
True
[ 0 ] o f [ HMT 4hrAvg−4, ad j pcntS i −9, hmt−1, CBHumidity−9, NCBV−3,
↪→ CBHumidity−1]
True
















Conclusion and Future Work
This thesis demonstrates the development of a novel event-group based TSDM
framework for online TS classification and prediction, which has been evaluated
over a series of different datasets. Promising outcomes obtained from various exper-
iments in Chapter 5 and 6 have exceeded or been comparable to the results produced
by other methods. This indicates that the proposed event group based classification
framework has good adaptability to different types of data and tasks, and has the
potential to be utilised as a universal TSDM method in the future.
The key idea of the EGBC framework is the concept of TS events and their
combinations. A TS event can be defined differently as any TS feature, given the
feature represents some distinguishable local characteristics of a TS attribute. An
individual event within this EGBC framework does not necessarily have direct as-
sociation to the overall goal, however the combination of certain events are selected
as the useful pattern for the classification target. There is no restriction on the
form of events in this framework, as long as local temporal related information of
the attribute is included in the pattern of event. Therefore in this thesis, various
techniques have been employed for event generation in this framework according to
the differing characteristics of the TS data, and this method has demonstrated good
compatibility with other techniques.
Recent work by Shokoohi-Yekta et al. [122] illustrated a similar perception
regarding events in TS data, and utilised antecedents-consequents concepts with
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limited time lags (delays) in order to generate predictive rules from real-valued
sequences. In this work, the antecedents and consequents are defined as shapes
or motifs with certain similarities, which are essentially the generic shape-based
events in this thesis. The maximum time lag allowed is a close comparison to the
event group window in the second layer of the EGBC framework, which restricts the
temporal nearness between related events. However, the rule discovery method is
different from the EGBC framework, where a scoring system is used for rule selection
based on an MDL method.
The concept of the EGBC framework is not restricted to the antecedent/conse-
quent (or causal) relation. Because it is designed for multi-variate TS data, and due
to the temporal mis-alignment problem, causal or resultant events can not be easily
discovered. Key events for classifications in the EGBC model can be causal events,
resultant events, accompanying events, or even different reflections of a particular
event on different attributes.
8.1 Summary
The main contribution of this thesis is defining a standardised supervised learning
process as a universal TSDM framework so that existing techniques can be accommo-
dated and utilised for TS classification. The whole EGBC framework has a structure
of three layers/stages, each of which performs TS feature generation, event gener-
ating and grouping, and event-group based decision tree classification respectively.
Different techniques and strategies can be employed in the first two layers so that
the raw sequential data can be transformed into TS event groups, from which XoN
decision tree models can be generated for classification or prediction purposes.
The EGBC framework has been evaluated in the following tasks:
• Artificial Event Sequence classification.
In this work, the multi-dimensional event sequences are artificially generated,
which consist of discrete events in the time-points form. Different stages of
the sequential data are generated from different source event combinations
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with randomly inserted intervals and noise events. As expected, the EGBC
framework has successfully identified stages generated with different source
combinations. This task proved that if different classes existing in a contin-
uous sequential dataset, and the classes are partly associated with the event
combinations in a short period, then the EGBC framework is capable of gen-
erating useful tree models for online classification.
• Language Identification (LID).
This work was conducted to test if the proposed event group based relation-
ships actually exist in some real life scenario, and how the EGBC framework
would perform in this well researched domain. Articles written in three dif-
ferent languages, English, Dutch and Italian, were used as training and test
data. The letters were naturally treated as the events, and the words form
groups of events. However, pairs of successive letters were found to be a better
form of event for this task as local ordering information was embedded in the
events. The EGBC framework achieved comparable accuracy on identifying
the language to another mature LID method – Textcat, and the EGBC model
is only trained on a small training dataset with one article per language type.
• Honey Bee Dancing Behaviour classification.
In this work, the EGBC framework was firstly applied on a time series dataset
with real values. Events were defined as MML clusters of the movement status
describing the speed, angle and positions of the dancing bee between two
video frames. As all movement data were extracted from video clips, all data
are well synchronised with uniform time intervals. After MML clustering,
the six dimensional TS data was transformed into a single dimensional event
sequence. Although there was no indication from previous research work that
different classes of behaviour might associate to the combinations of different
status of movement, the EGBC framework successfully classified the honeybee
dancing behaviours to a satisfactory level in comparison with other research
with similar aims. This indirectly indicates that the hypothesis of decisive
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event groups does exist in real life, thus the classifier was able to work on
non-artificial TS data without prior knowledge.
• Arrhythmia Identification in ECG.
All TS events employed in the previous tasks were time-points, or time inter-
vals with fixed length, however in reality, processes and corresponding foot-
prints are mostly time-intervals. Therefore, in this task, shape-based events
with various durations were adaptively generated from the numeric TS data
using the variance-wise SAX technique, and here the EGBC framework was
employed to identify abnormal heart beats in two dimensional ECG datasets.
Shape features were extracted and clustered individually on both ECG se-
quences (leads), and events from both dimensions are indiscriminatingly em-
ployed within the event groups. The EGBC framework could correctly identify
most arrhythmias in the tested ECG dataset without any cardiology knowl-
edge, and this method can easily be extended for online diagnosis.
• Abnormal Hot Metal Temperature prediction.
As the motivating task of this thesis, and a real-world industrial problem, the
HMT prediction work is a task with the most difficulties. In this work, events
on different attributes of operational data were shape-based features similar to
those used in the ECG work. However, temporal mis-alignment made it hard
to select only relevant events in a group, therefore larger time windows had to
be used and there were a significant amount of redundant events included in
the training/test data. Multiple XoN tree models were generated in order to
vote for predictions in the subsequent periods, so that final decisions could be
made as a common result of the many different aspects. Due to the stochas-
tic nature of the BF, these models were regularly trained and updated, so
that they reflect the up-to-date characteristics of the system. By comparing
to the preliminary HMT work that only utilised a classic decision tree, the
EGBC framework demonstrated a significant improvement in prediction for
the heavily imbalanced industrial dataset.
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8.2 Unsolved Problems
The EGBC is a flexible framework for features and techniques used for TSDM
tasks, however it heavily relies on the XoN decision tree algorithm for the final
classification process. Although the original concept of EGBC was to establish key
event combinations that have significant associations to the classification targets,
which are not necessarily an integrated representation like the XoN, there is no
better technique other than XoN for achieving such a purpose. However, using the
XoN decision tree approach also raised a number of issues which have not been
solved in this thesis.
• Slow processing time.
The XoN algorithm is significantly slower than most other attribute-value pair
based decision tree algorithms, due to the construction and testing procedure
on significantly large XoN feature sets, the computational cost of XoN training
process is very high.
• Complex feature structure.
The XoN feature has a compact form, however it usually represents a large
number of combinations of events. The conjunctive and disjunctive relation-
ships among events often generate a lack of clarity for humans to understand,
and it is also hard to convert the XoN decision tree into simple rule sets.
• Redundant conditions.
As a consequence of the complicated structure, the XoN representation can be
more complex than the actual situation. Many integrated conditions (event
combinations) of an XoN representation may never occur in reality, however
this redundant information can not be pruned from the model as they are in-
tegrated in the basic representations. In general, redundant conditions do not
affect the performance of an XoN tree model. Even when some combinations
have converse associations compared with the parent XoN representation, the
algorithm will ensure the best XoN representation is selected as the dividing
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node. However, when the models are analysed for knowledge discovery, non-
useful or contrary information may be extracted from such representation.
Besides the problems related to the XoN representation, the EGBC framework
also has several issues with parameter settings. The three layer structure of this
approach enables it to be adaptive to different data types and situations, however
multiple parameters are required in each layer. When there is insufficient knowledge
on the data and expected patterns, one will need to exhaustively search different
combinations of the parameters. Associated with the low efficiency of the XoN
algorithm, trying all parameters is neither feasible nor economic. In this thesis, many
parameters were randomly and subjectively set from a limited range of options, and
it is likely better performance outcomes could be achieved through optimising these
parameter settings.
8.3 Future Work
Disregarding the problems listed in the previous section, overall, the postulated
EGBC framework has performed satisfactorily well in most TSDM tasks. It has
shown potential for being a universal TSDM methodology and for analysis of TS data
from different domains. In order to further develop a practical and stable TSDM tool
based on the EGBC framework, future work should focus on the following aspects:
• A new representation that includes useful event combinations only, or a method
to determine the decisive combinational conditions from an XoN node.
• A method to transform the decision tree model into a simpler rule-based model
which can be readily interpreted directly in practice.
• Increasing the efficiency of algorithm together with a reduction of the number
of parameters utilised in each layer.
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