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Balancing Polynomials in the Chebyshev Norm
Victor Reis *
Abstract
Given n polynomials p1, . . . ,pn of degree at most n with ‖pi‖∞ ≤ 1 for i ∈ [n], we
show there exist signs x1, . . . ,xn ∈ {−1,1} so that
∥∥∥ n∑
i=1
xi pi
∥∥∥
∞
< 30pn,
where ‖p‖∞ := sup|x|≤1 |p(x)|. This result extends theRudin-Shapiro sequence, which
gives an upper bound of O(
p
n) for the Chebyshev polynomials T1, . . . ,Tn , and can be
seen as a polynomial analogue of Spencer’s "six standard deviations" theorem.
1 Introduction
Given a univariate polynomial p : R→ R, the Chebyshev norm ‖p‖∞ := sup|x|≤1 |p(x)| was
introduced in 1854 by Chebyshev [Che54] who also defined the Chebyshev polynomials Tn
with ‖Tn‖∞ = 1 which satisfy Tn(cosθ)= cos(nθ) for all θ ∈R.
TheRudin-Shapiro sequence, independently discovered by Rudin [Rud59] and Shapiro
[Sha52] provides signs xi ∈ {−1,1} with the property that for any positive integer n and any
complex number z on the unit circle, we have the upper bound |∑ni=1 xi zi | =O(pn). By
looking at the real part, this readily implies ‖∑ni=1 xi Ti‖∞ =O(pn).
Here we prove the following generalization:
Theorem 1. Given n polynomials p1, . . . ,pn of degree at most n with ‖pi‖∞ ≤ 1 for i ∈ [n],
there exist signs x1, . . . ,xn ∈ {−1,1} so that
∥∥∥ n∑
i=1
xi pi
∥∥∥
∞
< 30pn.
We also show amatching lower bound using precisely the Chebyshev polynomials.
Theorem 2. For any choice of signs x1, . . . ,xn ∈ {−1,1} we have
∥∥∥ n∑
i=1
xi Ti
∥∥∥
∞
≥
p
n/2.
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We would like to remark that for i.i.d. random signs x1, . . . ,xn ∼ {−1,1}, the work of
Salem and Zygmund implies an upper bound ofO(
√
n logn) at least for bounded trigono-
metric polynomials [SZ54]. Another line of work relating polynomials and discrepancy
theory culminated on the recent construction of flat Littlewood polynomials [BBM+19].
A notoriously difficult conjecture in discrepancy theory is that of Komlós [Spe85]:
Conjecture 1. There exists a constant C so that for any v1, . . . ,vn ∈ Rn with ‖vi‖2 ≤ 1 for
i ∈ [n], we can find signs x1, . . . ,xn ∈ {−1,1} with the property that ‖
∑n
i=1 xi vi‖∞ ≤C .
We show that the Komlós conjecture implies a similar result with aweaker assumption:
Theorem 3. Let p1, . . . ,pn be polynomials of degree less than n with
∫π
0 p
2
i (cosθ) dθ ≤ 1
for i ∈ [n]. Suppose the Komlós conjecture holds with constant C . Then there exist signs
x1, . . . ,xn ∈ {−1,1} so that ∥∥∥ n∑
i=1
xi pi
∥∥∥
∞
< 3Cpn.
2 Background
For the proof of Theorem 1 we will need a classical inequality of Bernstein [Lor60]:
Theorem 4. Given a trigonometric polynomial p(x) := ∑nj=0 a j cos( j x) with |p(x)| ≤ 1 for
all x ∈R, we have |p ′(x)| ≤n for all x ∈R.
Wewill also need the following well-known equivalence between polynomials in cosx
and trigonometric polynomials:
Lemma 5. For odd n, we have cosn(x)= 12n−1
∑(n−1)/2
k=0
(n
k
)
cos((n−2k)x), and for even n we
have cosn(x) = 12n
( n
n/2
)
+ 12n−1
∑n/2−1
k=0
(n
k
)
cos((n − 2k)x). Thus any degree n polynomial in
cosx is also a trigonometric polynomial and satisfies Bernstein’s inequality.
Finally, we use Spencer’s theorem [Spe85] to bound the ℓ∞-discrepancy of vectors:
Theorem 6. Given vectors v1, . . . ,vn ∈Rm with ‖vi‖∞ ≤ 1 there exist signs x1, . . . ,xn ∈ {−1,1}n
with ‖∑ni=1 xi vi‖∞ < 6pn when m = n, and more generally for m ≥ n we have the upper
bound O(
√
n log(2m/n)).
3 Proofs of main theorems
The key technical lemma in the proof is the following characterization of polynomials with
constant Chebyshev norm.
Lemma 7. Suppose p is a polynomial of degree at most n such that |p(cos(θ0+kπ/n))| ≤ 1
for k ∈ {0, . . . ,n−1}, for some fixed θ0 ∈ [0,π/n]. Then in fact ‖p‖∞ < 5.
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Proof. Denote q(θ) := p(cos(θ)) and note that ‖p‖∞ = supθ∈[0,π] |q(θ)|. By the extreme
value theorem, this supremum is attained at some θ∗ ∈ [0,π]. Suppose by contradiction
that |q(θ∗)| ≥ 5. Then either θ∗−θ0 ∈ [kπ/n, (k+1)π/n] for some k ∈ {0, . . . ,n−1} or else
θ∗ ∈ [0,θ0]. In the first case, Bernstein’s inequality gives
4≤ |q(θ∗)|− |q(θ0+kπ/n)|
≤ |q(θ∗)−q(θ0+kπ/n)|
≤ (θ∗−θ0−kπ/n) · sup
γ∈[θ0+πk/n, θ∗]
|q ′(γ)|
≤ (θ∗−θ0−kπ/n) ·n
≤π,
which is absurd. Here we can indeed use Bernstein’s inequality on q due to Lemma 4. The
case θ∗ ∈ [0,θ0] follows similarly from θ0 ≤π/n.
Proof of Theorem 1. For each polynomial pi we may associate a vector vi ∈Rn with vi j :=
pi (cos(( j −1)π/n)). By the assumption ‖pi‖∞ ≤ 1 we get ‖vi‖∞ ≤ 1 for all i ∈ [n]. Spencer’s
theorem gives signs x1, . . . ,xn ∈ {−1,1} such that the polynomial q :=
∑n
i=1 xi pi satisfies
|q(cos(kπ/n))| ≤ 6pn for all k ∈ {0, . . . ,n−1}.
Applying Lemma 7 to q/(6
p
n) with θ0 := 0 yields ‖q‖∞ < 30
p
n.
Remark 1. For polynomials of degree at most d ≥ n, we also get the more general upper
bound of O(
√
n log(2d/n)). Further, since Spencer’s theorem has recently been made al-
gorithmic (see, for example, [Ban10] and [LM12]), we can compute signs matching this
upper bound in polynomial time.
Proof of Theorem 2. Indeed for any choice of signs x1 , . . . ,xn ∈ {−1,1}, denoting q :=
∑n
i=1 xi Ti ,
‖q‖∞ = sup
θ∈[0,π]
|q(cos(θ))| ≥
√
1
π
∫π
0
q2(cos(θ)) dθ
≥
√√√√√√
1
π
·
n∑
k=1
∫π
0
cos2(kθ) dθ︸ ︷︷ ︸
=π/2
+ 1
π
·
∑
k 6=ℓ
xk xℓ
∫π
0
cos(kθ)cos(ℓθ) dθ︸ ︷︷ ︸
=0
=
p
n/2.
Proof of Theorem 3. Denote xk := cos(kπ/n−π/2n) for k ∈ [n], the roots of Tn . For each pi
we associate a vector vi ∈Rn with vi j := pi (x j ). In order to obtain an upper bound for the
ℓ2-normof these vectors, wemake use of theGauss-Chebyshev quadrature formula [SB02]∫π
0
p(cosθ) dθ = π
n
·
n∑
k=1
p(xk),
3
which holds for all polynomials p of degree less than 2n. For completeness, we include
a short proof. First, we claim that it holds for p of degree less than n. Indeed, any such
polynomial may be written as p =∑n−1j=0 c j T j for some c j ∈R. Then∫π
0
p(cosθ) dθ =
∫π
0
c0 dθ+
n−1∑
j=1
c j
∫π
0
cos( jθ) dθ︸ ︷︷ ︸
=0
=πc0,
and also
π
n
·
n∑
k=1
p(xk)=
π
n
·
n∑
k=1
c0+
π
n
·
n−1∑
j=1
c j
n∑
k=1
T j (xk)
=πc0+
π
n
·
n−1∑
j=1
Re
(
e− jπ/2n ·
n∑
k=1
e j kπ/n︸ ︷︷ ︸
=0
)
=πc0,
as claimed. To see that the formula in fact holds for p of degree less than 2n, it suffices to
divide p by Tn and observe the quotient and remainder both have degrees less than n, so
that the correctness for p follows from the formula for the remainder term.
Applying the Gauss-Chebyshev quadrature formula to each p2i gives ‖vi‖2 ≤
p
n/π,
thus the Komlós conjecture with constant C implies the existence of signs x1, . . . ,xn ∈
{−1,1} so that q :=∑ni=1 xi pi satisfies |q(xk)| ≤Cpn/π for k ∈ [n]. Applying Lemma 7 with
θ0 :=π/2n yields ‖q‖∞ < 3C
p
n.
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