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ABSTRACT 
Let + and J, he any norms on R ” and R ” respectively. We study a 
method for computing the associatedhound norm &,(A) = sup{ (p( Ax), 
nonconvex optimization problem). It is proved that the homodual meth 
when one of the norms Q and 4 is polyhedral. 
INTRODUCTION 
Soit $ et rC, des normes de R”’ et R” respectivement. La norme S,, de 
l’espace vectoriel des matrices A de type (m, n) est definie par: 
XER”- (0) 
oil u(q)= {XER”, #(r)<l}. 
Dans [25, 26, 27, 28, 29, 321 nous avons Btudii: la m&ode homoduale 
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Ce papier est consacre a la demonstration de la convergence de la 
methode homoduale pour le calcul de la norme S,, dans le cas oti l’une des 
normes $I et II, est polykdrale. 
11 s’agit des iterations disc&es avec le choix nature1 et logique des 
sous-gradients discrets. 
En dehors des applications traditionnelles de l’analyse numkrique [27-291; 
l’btude du comportement iteratif de la suite discrete (xk) foumie par la 
m&ode homoduale (cf. 92, I) trouve bien son inter&% dans le cadre general 
des iterations discretes. C’est ainsi que dam le cas ou $I = +i, I/J = (p* = $w 
(cf. $2, II), la metlrode homoduale pour le calcul de Q,(A) &udi&e par 
I’auteur en 1975 [W, 28, 29, 321 foumit le premier rkultat SIX le comporte- 
ment iteratif des automates cellulaires a multiseuils (modele propose par 
McCulloch et W. Pitts (cf. 1171, [18]). 
Plus tard dam le cadre d’algebre et de la combinatoire, M. Tchuente 
[37, 381 et E. Gales ont etudie l’evolution de certaines familles d’automates 
cellulaires et c’est le demier qui a pu g&kaliser le resultat precedent relatif a 
+r au cas dune fonctionnelle convexe polykdrale de mbme forme que (p,. Plus 
precisement, soit f( x i, . . . , x,) = Cy_, fi’(q) oti fi’(xi) est convexe polyklrale 
finie sur IR. Considerons l’iteration suivante: 
x O arbitraire, 
xk+l = TAxk, 
T &ant un sow-gradient discret de f. E. Go&s prouve que si A est syme- 
trique, alors toute suite (X k, d&finie cidessus est cyclique d’ordre inferieur a 2 
[13-191. L’application TA peut aussi Qtre consideree comme une fonction de 
transition globale [37, 381 de certains mod&s d’automates: automates cel- 
lulaires a multiseuils. Le rksultat de E. Gales conceme les fonctions multiseuils 
symetrques (i.e. A symetrique). Le cas de non-syrnkrie presente, para%il, 
une complexitc! notable. 
La methode homoduale relative a I#I = (pi et J/ = +* = (p, (cf. 0 2, II) offre 
ainsi un r6sultat important sur le comportement it&&if des automates cel- 
lulaires a muhiseuils non symetriques. Il peut &re formuIe ainsi: 
Si T est un saus-gradient discret de +i, alors la suite (rk) definie par: 
x0 arbitraire, 
xk+i = TAtTAxk 
est toujours convergente. 
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La g&kalisation de ce r&ultat aux fonctionnelles convexes lyklrales 
? quelconques (en particulier des fonctions a multiseuils) se tr uve dans 
[30, 311. 
Enfin, la methode homoduale, avec les autres normes (p, #, fournit de 
nombreux et divers autres modeles d’automates dont on connait les icomporte- 
ments iteratifs. 
Signalons, pour terminer, que la g&kalisation des r&hats de 
article aux fonctionnelles polyedrales quelconques e trouve dans [ 
I. MlkTHODE HOMODUALE POUR LE CALCUL DE !&(A), 
Dam cette partie, nous prksentons les definitions, notations et r&&tats 
necessaires a la description de la methode homoduale pour le (calcul de 
&(A). 
1. D@hition.s et Notations (A?nhales 
Soit 8 une norme de W”, on note: 
u(e)= {xaa”, 8(x)61}; s(e)= {XER”, 6(x)=1}. 
Ext(B) = l’ensemble des points extremaux de U(e) [3, 7, 34, 351 391. Le 
produit scalaire usuel de R n est note ( , ). La norme duale 8* (de 8 est 
definie par: [6, 23, 351 
La definition du sousdifferkentiel(§2, II) d’une fonctionnelle convexe est 
ainsi simplifiee en cas dune norme: [24,34] 
aqx) = Iv E s(e*), (x, Y) = e(x)} si x#O 
ae(0) = v(e*) [24,341. 
On rappelle que N(x) est une partie compacte convexe non vide de V(e*) 
[24,34]. 
On dit que T est un sous-gradient de la norme 8 si I’ est une ap lication 
de Cp” dans lui-m&me telle que: P 
TX E se(x) vx E W”. 
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Dans tout ce travail, les sous-gradients T 
naturelle suivante: 
wd= (_E 
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utilisQ doivent satisfaire la condition 
si (Y > 0, 
si cu<O. 
De plus nous imposons que T(R”) C S(d*). 
La norme 8* est polykdrale lorsque sa boule unite V(S) est un polykdre 
[3, 34, 35, 391, ce qui revient a dire que Ext(B) est fini. La norme 8 est 
polykdrale si et seulement si sa norme duale 0* l’est [3,34,35]. 
Soit C une partie de R”. Un ensemble A c C est une partie extremale de 
C si pour tout segment d’extrC?mit&s xi, xs E C ayant dans son interieur relatif 
un element de A, on a xi, x2 E A [3,6,34,35,39]. 
2. Dijinitimt [Elemazt Homuduul de A Relutij? ir (+, \I/)] 
Soit + et $ des normes de R”’ et R” respectivement, et A une matrice de 
type (m, n). 
Un element x E R” - (0) est un element homodual de A relatif a (+, #) 
si: 
Ax 20 et A’&#a(Ax)n [ $$3w] +a. 
On note H($, A, 4) l’ensemble de tels elements. C’est un cone epointe de 
dommet 0. 
Pour une bonne comprehension de H(+, A, #) qui est base de la m&hode 
homoduale, se referer a [W, 29, 321. H(+, A, #) represente en fait la 
traduction analytique de certaines proprietes gkometriques des solutions 
optimales du probleme de calcul de S++(A), i.e. les elements de J&(9, A, #) 
defini par: 
%(+,A,\CI)= { x E W” - (0)) +(A4 = S,,(A)+(x)} 
On a: [25,29,32] 
a+ E,(+, A, $)c H(+, A, JI). 
3. Ikmipljon Gsh&rak de la &Mode Homoduak 
Vue la positive homogen&te des normes, nous nous intkessons unique- 
ment des solutions optimales dans S( 3 ). 
La m&ode homoduale pour le calcul de S+.,(A) consiste en la construc- 
tion dune suite (xk) dans S(G) a partir dun x0 donne, a l’aide des 
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sow-gradients des normes Cp et +*. Elle permet d’obtenir des kments de 
H(#, A, #)n S(4). Et c’est avec le choix de x0, autrement dit une localisation 
des solutions opt&r&s, que cette methode va nous foumir des I lements de 
E,(% A, +)n S(q). Lo rsque la norme rC, est polyklrale un bon choix de x0 
peut &re obtenu B l’aide de la technique de locahsation d solutions 
optimales par des hyperplans introduite par Hoang-Tui [20]. Cett technique 
largement developpee depuis le papier de Hoang-Tui, est t&s utihske en 
recherches opkrationnelles pour la resolution du probleme d’op ’ ’ 
+ 
tion non 
convexe, (et en particulier la programmation en nombre entier) [ , 2, 4, 5, 8, 
10-12, 21, 22, 33,36,41]. Actuellement, cette technique n’est u ’ ‘sable que 
pour les problemes de petite taille. En ce qui conceme le choix co vergent de 
x0 pour la methode homoduale, nous &&ions en ce moment un adaptation 
de la technique de Hoang-Tui a une bonne localisation des solutio s optimales 
du probleme de calcul de S+& A) (sans aller jusqu’a l’obtention d la solution 
optimale, ce qui est impossible si la dimension de A est assez 
1 
de) qui va 
nous foumir un bon choix de x0. Revenons maintenant is la desc ption de la 
m&ode homoduale. 
On veut obtenir un element x E H($J, A, #)n S(#). Autre 
r E S( +) tel que Ax # 0 et qu’il existe un element y vkifiant: y 1 
ent dit un 
A’L+(Ax) 
et x E a+*(y). 
Soit alors X et Y deux sow-gradients de + et $* respective ent. Il est 
clair qu’un couple (x, y) dans S($)X A%(+*) tel que x = Yy et f y = AtXAx 
satisfait les conditions prkkdentes. 
On construit alors dew suites iteratives (xk) et (yk) de hi man&e 
suivante: Soit 
x0 E S(t)) et y” = AtXAxo. 
On dkfinit 
@+ 1= yyk = y&&k, 
Y k+ 1 x A’uyy” = At)(&+l. 
On a par construction m&me: 
(%“I cWh (~")cA~s(+*). 
De m&me: 
$(Axk) = (Ax', XAxk) = (xk, AtXAxk) = (xk, yk), Vk 4 0 
+*( Yk) = (Yk. YYk) = (yk, xk+l) 
168 
Par suite: 
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cp(Axk) 6 #*(Yk) 
et 
V(Yk) = ( xk+l, AtXAxk) = (Axk+‘, XAxk) <+(Ark+‘). 
On en dbduit que $I( Axk) 6 +( Ax k+ ‘) Vk >/ 0. L’bgalit6 a lieu si et seulement 
si: 
xk E a$*( yk) = a#*( A’XAxk) 
et XAxk E @(Axk+‘). 
Ces deux suites numhiques +(Axk) et $*(yk) sont major&es par f&,(A) 
done convergentes vers a dhpendant de x0, X et Y. 
Soit maintenant x et y dew valeurs d’adhhrence de (xk) et ( yk) respec- 
tivement. Il est facile d’extraire de (xk) et ( yk) dew sous-suites ayant le 
mQme ensemble d’indices qui convergent vers z et y respectivement. Pour 
simplifier les raisonnements, on les note encore (xk) et (yk) par abus de 
notations. 
On en d&hit alors: 
Ce qui permet d’affirmer que x E a+*(y) et y E A’&$( Ax) en remarquant 
que A’L+(Au)= {YE A’S(+*)l(u,y) =$(Au)}. D’oti 
PROPOSITION. Soit X et Y dew sow-gradients de C#I et \cI* respective- 
mat. Soit x0 E S(G) tel que Ax0 # 0 et xk+’ = YAtXAxk Vk 2 0. Aknx 
(1) (Xk)C S(#)* 
k-c1 (2) +(Axk)< @(Ax ) Vk 3 0. L’t!galith a lieu si et seukment si xk E 
&,F(AtXAxk) et XAxk E a+(Axk+‘). 
(3) La suite nun&qw (p( Ark) est missante et ma@rhe par S++(A) done 
cowergente vers a di$xmht de x0, X et Y. 
(4) L’enmnbb ah ualeurs d ‘adhhence de (xk) est non vi& et contenu 
~~ w+, A, ww4. 
De plus Cp( Ax) = [r si x est une uahr d ‘adhhnce de (xk). 
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hMARQUES. 
(1) I_e comportement i &&if de (xk) a pu 6tre &udie g&e a la crois- 
sance de la suite numerique $(Ark) (done la convergence de cette suite). 
Cette propriete a Bti: gMmlisQ pour l’etude du comportement @ratif de 
point fixe des opkrateurs monotones [30,31]. 
(2) La caracterisation de l’egalite dans (2) peut 6tre vue sous, un angle 
plus general en thkwie d’analyse convexe dans la suite. Cette caracjterisation 
est importante, elle permet de demontrer la convergence de la methode 
homoduale. 
(3) Si m = n et 4 = +*, on voit que la suite (xk) de la m&ode home 
duale pour le calcul de S++(A), lorsque A est symetrique t en prenant Y = X, 
n’est qu’une sous-suite de la suite definie par la methode autoduale,i(obtenue 
en regroupant outes les dew iterations, cf. $3, 11) [25, 29, 321. 
II. CONVERGENCE DE LA MhTHODE HOMODUALE 
POUR LE CALCUL DE &(A) 
Cette partie est reservke a la demonstration de la converge ce de la 
m&rode homoduale pour le calcul de S,, lorsque l’une de dew no 
In 
es cp et 
rC, est polyedrale. En particulier lorsque + est polykdrale I/J = *, et A 
symktrique semi definie positive la convergence de la methode auk&ale 
[29, 321 est assuree. 
Lorsque la norme B de W” est polyedrale, le choix nature1 et lo 
gi 
que dun 
sowgradient T de 13 est largement discute. C’est sur un tel choix du 
sous-gradient que repose la convergence de la m&rode homoduale. 
1. Choir Nature1 et Logique d’Un Sous-Gradient d’Une Nome Pol@drab 
DEFINITION. Soit 8 une norme de W” et u E S(B). On appelle f’ tte de 
u dans U(8) la plus grande partie convexe contenue dans U(0) et L? ntenant 
u dans son interieur relatif [3, 241. On la note F[ U( 0); u].] 
La facette duale de EL dans U( 0*), 8* &ant la norme duale de 4, est par 
definition 80(u) [3,24,34]. On la note F’[U(B*); u]. 
La dimension dune partie convexe C de R “, not&z dim C,~ est par 
definition la dimension de la variete linkire affine engendrke par C t 3,7,34, 
351. L’intksieur relatif de C [3, 7, 23, 341 sera note ir C. 
La proposition suivante rassemble des rksultats qui sont nkcessafres pour 
la suite. 
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PROPOSITION [3, 24, 34, 351. 
(1) F[U(8); u] = F[U(g); t)] si et seukment si 0 E irF[U(B); u]. 
(2) FM@); ul f2 F’M~*); I u sd des parties mhh de u(e) et 
u(e*) respectiiuement. 
(3) Pour tout 0 E irF[U(B); u], on a: 
F’[ u(e*); u] = F’[ up*>; u]. 
(4) POW tout 0 E irF’[U(B*r; u], on a: 
F@(e)+] 3F[u(e);u]. 
(5) dim qu(e); u]+dim qu(e*); u] d n - 1. 
(6) 01 u 1 ‘hgdith dans (4) et (5) si la norme 8 est polytiruk. 
REMARQUES. 
(1) Si la facette F[U(g); ~1 de t( dans U(g) n’est defini que pour 
u E U(e), il n’en est pas de meme pour sa facette duale F’[U(B*); u] qui est 
dbfinie pour tout u et egale a &9(u). 
(2) Lorsque l’egalite a lieu dans (5), on dit que F[ U( 6); u] est une 
ultra-facette [3]. Dans ce cas la facette duale F’[U(@*); u] est aussi une 
ultra-facette de U(g*). 
1.1. Choix Nature1 et Logique d’h Sow-Gradient T de la Norm 8. Un 
tel choix de T est defini par ces conditions: 
(i) TxEirM(x)Vx#O. 
(ii) aecx) = se(d) * TX = TX’ (x # 0 # x’). 
II est facile de voir qu’avec (i) if y a equivalence dam (ii). En effet, 
TX-TX’ + irae(x)nirae(x’)#la.Parsuite, &9(x)=88(x1)car-cesontdes 
parties ext&males de U( 8 * ). 
L.e rbsubat suivant est primordial pour la demonstration de la convergence 
de la methode homoduale, 
PROPOSITION. Soit T un sous-gradht de 8 vbrijht (i) et (ii) alms: 
TX E ati =$ so(x) C a?(d). 
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TX E tM(x’) * ir&)(r)n &J(z’) Z0. 
Par suite, &9(x) c a&x’) en vertu de l’extrkmalite de ces parties. n 
REMARQUE. On a vu dans la partie I, $3, que la methode horn uale est 
bask sur la croissance de la suite numerique +(A#). Cette crois ante est T 
vkifiee grace a l’introduction des sow-gradients X et Y des normes ~ $J et #* 
qui servent a iterer la suite (xk) de S(G): 
x0 E S(lc/), 
xk+l =YAtXAxk. 
On sait que l’ensemble des solutions optimales dam S(q), i.e. E,(+, A, #)fl 
S( I/J), rencontre Ext( $): 
Ed+, A, #>nEd#) +0 [3,.23,%, 341. 
D’autre part, a+(x) est une partie extrfmale de V(#*) qui est compacte 
convexe, par suite: [3, 23,24,34] 
(Ext[ @J(Z)] d&signe l’ensemble des point extr6maux de kJ\ll(x).) 
D&s lors on serait tenti: de prendre un sous-gradient Y de $J d&ini tout 
simplement par: 
Yx E Ext[ a#( x)] . 
Le meme choix pourrait au& btre fait pour le sow-gradient X de 4.~ 
Ce choix est certes simple (qui de plus acc&re la convergence de la 
methode homoduale) mais il privilbgie certains points extrbaux et dans ce 
cas la m&bde homoduale pourrait converger vers des solution o timales 
locales et non globales. Le choix Yx E ir a+(r) peut faire participer tous les 
points extrbaux de @J(Z). C’est notamment le case oil + est 
i 
lybdrale 
comme on le verra. On justifie ainsi la term&logk “&ix turel et 
logique”. 
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1.2. Ca.s air 6 Est Polyidrale. On pose 
Ext(e*)= {bjljeJ}. 
J est fini, ayant un nombre pair d’&ments car Ext(B*) est synktrique par 
rapport B I’origine. 




Eti(dB(x))= {bj, jEI(x)}, 
J(X)={jEJ,(X,bj)=e(x)}. 
Considkrons alors le choix suivant d’un sow-gradient T de la norme 8: A 
chaque I(x) on associe (Aj)lE,(X) tel que: 
A,>0 VjE](x); c xj=l. 
i E I(x) 
On d&nit TX par: 
TX= c hjbi. 
ieJ(x) 
PROPOSITION. 
(1) irJB(x)= {g=CjeI(X)Ajbj> Xj>O vjE.l(~) et CjE,(r)Xj=l)* 
Cette exprmskm de y est unique si ks b, (j E I(x)) sont a.ffhmm t i&en- 
dants. 
(2) L.e choix nature1 et logigue d’un sowgradient est &fini comme 
c&dessus. Dans ce cas on a: 
%I( 2) = as( x’) 
Prewe. (1) se trouve dans [3, 341. 
(2) se dkduit immkdiatement de (1). 
* Tx=Tx’. 
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1.3. cas c% 8 = $1, $,. L,e choix 1.2 est t&s simple. On va c$crire, ir 
titre d’exemples, ce choix dam deux cas suivants: 
+l(x)= i Ixil; ~4(X)=IlU%X{IXil, i=1,2,...,n}. 
i=l 
Pour la norme (pl, on considkre les trois sous-gradients X0, X+, Xi dSnis 
par: I, 
(X”X)j= ~ 1 
si xi=O, 
si xi > 0, 




si Xi >O, 
-1 si Xi<O, 
i 
-1 si xi=O, 
(X-x)i= 1 si Xi>O, 
-1 si xi-CO. 
Il est facile de constater que seul le sowgradient X0 satisfait le chod 1.2 (et 
m8me le choix 1.1). 
Pour la norme (p,, on peut prendre le sow-gradient X d8ini par: + n note 
polUx#O: 
K(x)= {i, x+0}, 
On associe ?I K,(x), la skquence (h j)i E KMCxj telle que A j > 0 Vj E K’ (x) et 
cj E K.&x) 1 j = 1. r 
Xx est alors don& par: 
K(Xx) = K,(x) 
(Xx), = A, sgn(xi) Vi E K,(x) 
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On constate aisement que X satisfait les choix 1.1 et 1.2. 
2. Convergence de 2a M&hodb Homoduak pour le Calcul de S,+(A) 
On est maintenant en mesure de demontrer la convergence de la me&de 
homoduale pour le calcul de S,+(A) dbcrite dam #3, I, lorsque l’une des 
normes C#I et \I/ est polyklrale et que le choix natural et logique dun 
sow-gradient correspondant est utilisb. 
Mais avant tout, comme cela a et& dit dam les remarques de &3, I, on va 
budier cette propriete de cmissance t la caractbisation de l’egalite dam (2) 
(de la proposition du a, I) dune faqon plus g&kale dam le cadre d’analyse 
convexe. 
Soit f une fonctionnelle convexe semicontinue infkieure et propre [i.e. 
f E T&R”)] et x0 E R” tel que f(xs) fini. On rappelle que le sous-differentiel 
de fen x0, note af(x,), est d8’ini par: [24,34] 
On demontre que: 
PROPOSITION 0 [Q, 24, 341. 
(1) af(xa> est utw part&s conuexe &?7lf%. 
(2) SiffJstfinie et curatwe en xg, abrs afix,) est compact conoexe non 
Uid43. 
(3) Yo E Jf(x,) * (Xg,Yo) =XxlJ)+f*(Yd, oti hf-wzkf* @t 
dkjWe par: 
f*(y)=sw{(x,y)--f(r), x=R”} 
appeZ& polizire de f. On a f* E T,(R”). 
(4) (x0 - x1* Yo -Y1)>O tlr,,x,~R” et YO E of, yl E Jff XI)- 
Autrement dit, la multiapplication df est monotone. 
(5) Yo E 8f(xo) w x0 E af *(Ilo). 
Ce rappel &ant fait, on va enoncer le &s&at attendu. 
PROPOSITION 1. ~tfdg~fimctionnelleconoexescontinuessur R” 
etBP”respectiuemat.SoitXetYdarxsous~~&fetg.Onstcppose 
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que $g(O)D Y(R”). Ahs, pour toute matrice A de type (m, n)~ et tout 
xeY(R”), ona: 
f(AYA%Ax)af(Ax). 
L’dgalith a lieu si f3t seulement si: 
XAXE af(AYA'XAx) et (YA'XAx-x,A%Ax)=O. 







~QWVXAX) 2 AAX). 
D’autre part, soit u. E 8f(uo>, on a: 
L’kgaW a lieu si et seulement si: 
C’estklire: flu) - (u, uo) = f*(uo). Ce qui signifie que u. E aflu). 
On en d&hit aiskment le reste de la proposition. H 
REMARQuE. Ce rhltat est fondamental pour notre btude du conjporte- 
ment ithtif de point fixe des ophatew monotones [30,31]. 
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COROLLAIRE. soit $ et 4 &f&x ?wrmfB de 64” et lF4 n respectivement. 
Soit X et Y dew sowgradients de $I et I/J* (wrme duale de $). Alurs pour 
toute m&rice A de type (m, n), on a: 
L’t+galitt? a lieu si et seuht si: 
XA~EC@(AYA'XA~) et XE @*(A'XAx). 
Preuve: On applique la proposition 1 avec f = + et g = I/J*. L’hypothese 
8g(O) 2 Y(R”) est vkifiee car J+*(O) = U(4) 3 Y(W”). D’oti corollaire en 
remarquant que: 
(YA'XAx- x , A'XAx) = 0 equivaut a $*( A’XAx) = (x, A’XAx) . 
Ce qui signifie, du fait que x E S( +), tout simplement: x E a#*( A%Ax). 
PROPOSITION 2 (Convergence de la m&ode homoduale). Soit + et J/ 
dew nornw de tJ? m et If4 n respectivemmt dont 1 ‘me au tins est polyt?drale. 
Soit X et Y deux scm+gmdients de 9 et J/* (nome duale de #). On suppose 
que 1 ‘ufl des sowgradients X et Y dent la nom43 e.st polyhdrale satisfait le 
&ix 1.1. Duns ces conditiuns, la suite (x’) d&Me par la m%hode home- 
duub: 
x0 E s(q), Ax0 #O, 
xk+l = YAtXAxk Vk>O 
est discrhte t wnvergente. Autrement dit cette m&ode est finie. 
Pmue. D’aprb l’hypothese on a, soit # polykdrale et X satisfaisant le 
choix 1.1, soit + polykdrale (et done $* auk) et Y satisfaisant le choix 1.1. 
On a done, soit X discret [i.e. X(R’“) fini], soit Y discret [i.e. Y(R”) fini]. Par 
suite, la suite (xk) est discrete. 
Soit p=Inf{r, 3k>O, x k+r = xk}. p est la p&ode de (xk). 
Soit q = Inf( r, x r+q = x’}. On a x(I+P =x9* 
D’apres le corollaire de la proposition 1, on a: 
cp(Axq)~~(Axq+l)< . . . ~~(Ax~'+P-')~(~(AX~+~)=~(~~~), 
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Par suite: 
+(Ay++(Ax‘?+‘)= . . . =~(AXq+P-1)=~(AX4+P). 
On en d&hit alors, en vertu de ce mQme corollaire, que: 
+(Axq) = $(Ax~+~) 
a X&J E &+(A#+') et xq E 6’+*(A’XAxq), 
#(AxQ+‘) = +(Axq+‘) 
a XAxq+l E @,(AXQ+2) et xq+l E J$*(A’XAxk+l), 
+(Ax q+P-1) = q,(AXq+P) 
a _~&q+p-~ E c%$(Ax~+~) 
et xq+P-l E a+*(A’XAXq+P-‘). 
Dew cas h distinguer maintenant: 
(i) 9 polyhhzb et X satisfaisant Ze choix 1.1. Considkrons cette irelation 
x4x4 E &#( AS?+ ‘), e II e nous donne en vertu de la proposition du 51.1: 
On obtient ainsi: 
i3+(Axq)cc'?$( Axq+‘). 
&#,( A#) c a+( AxQ+‘) c . . - c dc#,( Axq+P-‘) c a+( Ax~+~) = @(!Ax”). 
C’estA&re l’bg&th de ces ensembles. Et puisque X sat&it le choix 1.1, on 
peut hire: 
Ce qui donne: 
XAxq =XAyJ+1= . . . ,XA.f?+p-1. 
YAP&@ = YA’XArQ+‘= . . . = yA’xQxq+P-‘. 
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C’estklire: 
.f7+1=,#+2= . . . =.f7+P=f7. 
La suite discrete ( zk ) est done convergente. 
(ii) 4 pol&dralf3 et Y (sowgradient de #*) sati-sjhisant le chdx 1.1. 
On considere la relation: 
x’J+l E ~?a//*( A'XAxq+“). 
FWque xq+l = YAtXAxq et Y satisfait le choir 1.1, on obtient en vertu de la 
proposition du 0 1.1: 
c3rc/*(A%W) c rY+*(A’XAx~+‘). 
Ces implications prk&dentes nous donnent done: 
&,b*( AtXAxq) c &/I*( A%Ax’+‘) 
I= . . . c a,/,*( A’&@+P-‘) c b’,)*( AtXAxq). 
C’est-Mire l’egaliti: de ces ensembles. Et puisque Y satisfait le choix 1.1, on 
peut kxire: 
YAtXAxq = YA’XA#+r = . . . = yA’J&f7+P-‘. 
C’est-klire: 
x9+1=rx4+a= . . . =fi+P=yq. 
La suite discrete ( xk) est done convergente. n 
REMARQuEs IMPORTER. 
(1) La demonstration de la convergence de la m&ode homoduale disc&e 
est bask sur ces deux hypotheses: 
(i) La suite (zk) e& dis&. Cette hypothkse est primordiale. Elle 
impose que l’une des norme r$ et J/ doit &re polykdrale et que l’un 
des sous gradients X et Y correspondant a une norme polyklrale doit 
i&e discret. 
(ii) L’un de.9 sms-gmdhkr X et Y sutisfaait le choix 1.1. Done pourvu 
que (x k, soit disc&e, on peut enlever de la proposition 2 l’hypothkse 
selon laquelle l’un des sous-gradients X et Y qui satisfait le choix 1.1 
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doit correspondre 1 une norme polyedrale. Par exemple la methode 
homoduale discrete converge dans le cas ou $ (mspectivem nt N/J) est 
polyedrale, X (respectivement Y) un sowgradient dis 
k 
t de + 
(respectivement a/~*), II/ (respectivement $) une nor-me quel nque et 
Y (respectivement X) un sous-gradient de #* (respective $) qui 
satisfait le choix 1.1. 
(2) En dehors de son caractere nature1 et logique exprime cidess I, le choix 
1.1, a permis avec &gance et simplicite la demonstration de 1 
gence de la me&ode homoduale discrete dam toute sa g&&alit . Cepen- 
dant, l’hypoth&se (i) relative au choix 1.1 est moins imp&ativ que (ii) 
pour assurer la convergence de (xk). 11 faut alors une etude a propriee 
i 
conver- 
des sow-gradients des normes en jeu. Par exemple on peut dem trer que 
la methode homoduale pour le calcul de S++(A) avec $ = +r et # 
quelconque converge si X=X’, X+, X- et Y un sous-gradi nt quel- 
conque de a/~*. 
3. Application b Zu Cowergeuce de IQ M&o& Autiuale pour b 2culae 
S+**(A)- 
F” 
Ce chapitre constitute une application du dew&me chapitre a 
gence de la methode autoduale discrete pour le calcul de S++.*(A) $ 
conver- 
rsque + 
est polyedrale et A syr&trique semidefinie positive. 
On complete ainsi les resultats prM&mment obtenus [25, 29, 21 sur la 
convergence de cette m&&ode autoduale. La methode autoduale 
4 
siste en 
la construction dune suite (rk) g partir dun x0 E S(+*) tel que A&’ # 0, a 
l’aide dun sow-gradient X de la norme 9: 
xk+r = XAxk Vk>O. 
Cette methode s’applique en particulier au calcul de S++*(A) pour ~ symk 
trique semidefinie positive. Lorsque A est sym&rique, la suite itera ve de la 
methode homoduale pour le calcul de S&A) n’est qu’une sous- ‘te (ob- 
4 
tenue en regroupant tous les deux pas d’iteration) de la suite f eparb 
m&hode autoduale pour le calcul de S&A). Pour plus de details, se ’ ferer a 
[25, 29, 321. Comme dam la methode homoduale, on s’interesse a la conver- 
gence de la suite (x’). 
PROPOSITION 1. 
(1) si A e.st symhtrique, alum: 
$(Ark+‘) 2 $(Axk) Vk 2 0. 
La suite nu~tce $( Airk) f-M cmiwantf? et majon% par S,++.( ) dmc 
comwrge urn a &pendant de x0 et X. 
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(2) Si la nome + est polykdmle et X un sows-gradient discret de (p, akws 
pour tot&e m&rice symktrigue semidhfinie positive, la suite (xk) est conver- 
gente. 
Preuve. (1): Puisque Xx E S(+*) pour tout x # 0, (cf. $1, I), la suite (Xk) 
est contenue dam S(+*). On a: 
cp(/@) = (Axk, xk+l) = (xk, Axk+‘) < cp*(rk)+(A~k+‘). 
Le reste de (1) est b-ident. 
(2): La suite (xk) est alors discrete. Puisque toute matrice 
symetrique semidbfinie positive A peut se mettre sous la forme A = B’B, la 
m&hode autoduale pour le calcnl de S++*(A) coincide avec la methode 
homoduale pour le calcul de !&+*(B), & &ant la norme euclidienne de W”. 
Done la suite (xk) est convergene n vertu de la proposition 2, $2, II, et de 
ses remarques. w 
La cara&risation suivante des matrices symetriques emidk&nies posi- 
tives foumit des conditions uffisantes pratiques de convergence de la methode 
autoduale. 
Une matrice A est dite diagonalement dominante (en lignes) si: 
la,,1 2 C bijl vi = 1,2,.;.,a, 
j#i 
avec au moins une inkgalite stricte. 
PROPOSITION 2 [40,41]. Si une m&rice sym&rigue A eat diagon&ment 
dominunte et posshde ses b&ments diugonaux nm-nhgatifs, alms A est 
sfmi~nie positive. 
Si de plus A est irrtiuctible, ou non sing&&e, alms A est dhfinie 
positive. 
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