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a b s t r a c t
We present constructive a priori error estimates for H20 -projection into a space of
polynomials on a one-dimensional interval. Here, ‘‘constructive’’ indicates that we can
obtain the error bounds in which all constants are explicitly given or are represented in a
numerically computable form. Using the properties of Legendre polynomials, we consider
a method by which to determine these constants to be as small as possible. Using the
proposed technique, the optimal constant could be enclosed in a very narrow interval
with result verification. Furthermore, constructive error estimates for finite element H20 -
projection in one dimension are presented. These types of estimates will play an important
role in the numerical verification of solutions for nonlinear fourth-order elliptic problems
as well as in the guaranteed a posteriori error analysis for the finite element method or the
spectral method (e.g. Hashimoto et al. (2006) [2], Nakao et al. (2008) [3], Watanabe et al.
(2009) [11]).
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In the present paper, we consider the smallest constant C in a priori error estimates of the form∥∥u− P2u∥∥H20 (Λ) ≤ C |u|H4(Λ) , ∀u ∈ H20 (Λ) ∩ H4(Λ), (1)
where P2 is an H20 -projection on a one-dimensional interval Λ, and ‖ · ‖H20 (Λ) and | · |H4(Λ) are the norm in H20 and the
seminorm inH4, respectively. The purpose of the present study is to find the upper and lower bounds of optimal constants in
the above estimates. These constants not only play an important role in theoretically verifying the solutions of differential
equations (e.g. [1–3]), but also contribute to highly reliable computing in numerical simulation using the finite element
method or the spectral method. In general, C should be made as small as possible. For more detailed description of the basic
principle of the numerical verification of solution for elliptic boundary value problems or related topics, it would be suitable
to refer, e.g., [4–7] and so on.
In the case of the H10 -projection, for approximation spaces with linear and quadratic polynomials, the optimal constants
can be theoretically determined as 1
pi
and 12pi , respectively (see [8,9]). Such a constant can also be computed for higher-order
polynomials (see [10]), although it is not optimal.
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For the H20 -projection, Schultz obtained constructive a priori error estimates based on piecewise cubic interpolation
(see [8]), which is not optimal.
In the present paper, we propose a method that is an extension and improvement of the technique presented in [10] to
obtain a constant very close to the optimal constant with guaranteed accuracy. Note that the proposed technique improves
Schultz’s result and can also be applied to obtain the optimal constants in the case of higher-order polynomials. Furthermore,
using the present results, it will be possible to realize more efficient computations in the numerical verification of solutions
related to fourth-order elliptic problems, such as those described in [2,3,11].
2. Legendre polynomials
Let Λ = (a, b), (a < b ∈ R) be a one-dimensional interval. The Legendre polynomials on Λ are defined as a complete
orthogonal system in L2(Λ), for an arbitrary non-negative integer n,
Pn(x) := (−1)
n
n! |Λ|n
(
d
dx
)n
(b− x)n(x− a)n, (2)
where |Λ| := b− a. Furthermore, Pn has the following properties [12]:
d
dx
(
(b− x)(x− a)P ′n(x)
)+ n(n+ 1)Pn(x) = 0, ∀n ≥ 0, (3)
(Pm, Pn)L2(Λ) =
|Λ|
2n+ 1δm,n, ∀m, n ≥ 0, (4)
(2n+ 1)Pn = |Λ|2
(
P ′n+1 − P ′n−1
)
, ∀n ≥ 1, (5)
Pn(a) = (−1)n, Pn(b) = 1, ∀n ≥ 0, (6)
where (Pm, Pn)L2(Λ) denotes the L
2 inner product onΛ and δm,n denotes Kronecker’s δ.
Lemma 2.1. For any u ∈ H1(Λ) and integer n ≥ 1, we have
(u, Pn)L2(Λ) =
|Λ|
2(2n+ 1)
((
u′, Pn−1
)
L2(Λ) −
(
u′, Pn+1
)
L2(Λ)
)
. (7)
Proof. From (5) and (6)
(u, Pn)L2(Λ) =
(
u,
|Λ|
2(2n+ 1)
(
P ′n+1 − P ′n−1
))
L2(Λ)
= |Λ|
2(2n+ 1)u(b)
(
Pn+1(b)− Pn−1(b)
)− |Λ|
2(2n+ 1)u(a)
(
Pn+1(a)− Pn−1(a)
)
− |Λ|
2(2n+ 1)
((
u′, Pn+1 − Pn−1
)
L2(Λ)
)
= |Λ|
2(2n+ 1)
((
u′, Pn−1
)
L2(Λ) −
(
u′, Pn+1
)
L2(Λ)
)
,
which implies (7). 
3. Error estimates for H20 -projection on a one-dimensional interval
Let H20 (Λ) be a function space onΛ defined as
H20 (Λ) ≡
{
u ∈ H2(Λ); u(a) = u(b) = u′(a) = u′(b) = 0}
with associated inner product
(u, v)H20 (Λ) :=
(
u′′, v′′
)
L2(Λ) .
First, we define the following set of functions
Definition 3.1. For any integer n ≥ 4, an nth-order polynomial φn onΛ is defined as
φn(x) = (−1)
n
√
2n− 3
(n− 2)! |Λ|n−3/2
(
d
dx
)n−4
(b− x)n−2(x− a)n−2. (8)
Then, we have
528 T. Kinoshita, M.T. Nakao / Journal of Computational and Applied Mathematics 234 (2010) 526–537
Lemma 3.2. The set of functions {φn}n≥4 ⊂ H20 (Λ) is a complete orthonormal system in H20 (Λ).
Proof. First, we show the orthogonality. From (8) we have, for arbitrary n ≥ 2,
φ′′n+2(x) =
√
2n+ 1
|Λ|
(−1)n
n! |Λ|n
(
d
dx
)n
(b− x)n(x− a)n
=
√
2n+ 1
|Λ| Pn(x).
Hence, for anym, n ≥ 2, by using the property given in (4), it holds that
(φm+2, φn+2)H20 (Λ) =
(
φ′′m+2, φ
′′
n+2
)
L2(Λ)
=
(√
2m+ 1
|Λ| Pm,
√
2n+ 1
|Λ| Pn
)
L2(Λ)
=
√
(2m+ 1)(2n+ 1)
|Λ| (Pm, Pn)L2(Λ)
= δm,n,
which implies that {φn}n≥4 is an orthonormal system in H20 (Λ).
Next, we prove the completeness. For an element u ∈ H20 (Λ), suppose that (u, φn+2)H20 (Λ) = 0 for all n ≥ 2. Then, we
have
(u, φn+2)H20 (Λ) =
√
2n+ 1
|Λ|
(
u′′, Pn
)
L2(Λ) , ∀n ≥ 2.
Namely,(
u′′, Pn
)
L2(Λ) = 0, ∀n ≥ 2.
Moreover, by u ∈ H20 (Λ)we have the following equalities:(
u′′, P0
)
L2(Λ) = u′(b)− u′(a) = 0,(
u′′, P1
)
L2(Λ) = −
2
|Λ|
(
u′, P0
)
L2(Λ) = −
2
|Λ|
(
u(b)− u(a)) = 0.
Since {Pn}n≥0 is a complete orthogonal system in L2(Λ), it holds that u′′ = 0 in L2(Λ). Thus, we have u = 0 in H20 (Λ), which
proves the completeness of {φn}n≥4. 
Definition 3.3 (H20 -projection). For an integer N ≥ 4, we define the finite-dimensional subspace SN of H20 (Λ) by SN ≡
span4≤n≤N φn. Then, we define the H20 -projection P
2
N from H
2
0 (Λ) into SN by(
u− P2Nu, vN
)
H20 (Λ)
= 0, ∀vN ∈ SN . (9)
We also set S3 = {0} and P23 ≡ 0.
Now, we have the following basic constructive error estimates for the H20 -projection of a function uwith H
4-regularity.
Theorem 3.4. For an arbitrary integer N ≥ 3, there exists a constant C˜(|Λ| ,N) > 0 such that∥∥u− P2Nu∥∥H20 (Λ) ≤ C˜(|Λ| ,N) |u|H4(Λ) , ∀u ∈ H20 (Λ) ∩ H4(Λ), (10)
where
C˜(|Λ| ,N) =

√
3
( |Λ|
2
)2 1√
2N − 5(2N − 3)√2N − 1 , if N = 3,
√
3
( |Λ|
2
)2 √10N − 3
(2N − 3)√(2N − 1)(2N + 1)(2N + 3) , if 4 ≤ N ≤ 38,
3
√
2
( |Λ|
2
)2 1√
(2N − 1)(2N + 1)(2N + 5)(2N + 7) , if 39 ≤ N.
Here, the H4 seminorm is defined as |u|H4(Λ) ≡ ‖u′′′′‖L2(Λ).
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Proof. From Lemma 3.2, any u ∈ H20 (Λ) ∩ H4(Λ) can be expanded by {φn}. That is,
u =
∞∑
n=4
anφn (11)
with an = (u, φn)H20 (Λ) . (12)
As a result of the orthogonality of {φn} in H20 (Λ), the H20 -projection coincides with the truncation up to N . Hence, we have
P2Nu =
N∑
n=4
anφn.
Therefore, the Parseval equality implies the following:
∥∥u− P2Nu∥∥2H20 (Λ) =
∥∥∥∥∥ ∞∑
n=N+1
anφn
∥∥∥∥∥
2
H20 (Λ)
=
∞∑
n=N+1
a2n. (13)
On the other hand, since {Pn} is a complete orthogonal system in L2(Λ), u′′′′ ∈ L2(Λ) can also be expanded as
u′′′′ =
∞∑
n=0
bn
Pn
‖Pn‖L2(Λ)
(14)
with bn =
(
u′′′′,
Pn
‖Pn‖L2(Λ)
)
L2(Λ)
. (15)
Taking into account that Pn/ ‖Pn‖L2(Λ) is a complete orthonormal system in L2(Λ), by the Parseval equality, we have
|u|2H4(Λ) =
∥∥u′′′′∥∥2L2(Λ) = ∞∑
n=0
b2n. (16)
Now, for any integer n ≥ 4, observe that by using Lemma 2.1
an = (u, φn)H20 (Λ)
= (u′′, φ′′n )L2(Λ)
= √2n− 3 |Λ|−1/2 (u′′, Pn−2)L2(Λ)
= |Λ|
1/2
2
√
2n− 3
(
u′′′, Pn−3 − Pn−1
)
L2(Λ)
= |Λ|
1/2
2
√
2n− 3
|Λ|
2(2n− 5)
(
u′′′′, Pn−4 − Pn−2
)
L2(Λ) −
|Λ|1/2
2
√
2n− 3
|Λ|
2(2n− 1)
(
u′′′′, Pn−2 − Pn
)
L2(Λ)
= |Λ|
3/2
4
1
(2n− 5)√2n− 3
(
u′′′′, Pn−4
)
L2(Λ) −
|Λ|3/2
4
2
√
2n− 3
(2n− 5)(2n− 1)
(
u′′′′, Pn−2
)
L2(Λ)
+ |Λ|
3/2
4
1√
2n− 3(2n− 1)
(
u′′′′, Pn
)
L2(Λ)
=:
( |Λ|
2
)2 (
αn−4bn−4 − βn−2bn−2 + γnbn
)
. (17)
Here, αn, βn, and γn are defined, respectively, as follows:
αn−4 =
‖Pn−4‖L2(Λ)√|Λ|(2n− 5)√2n− 3 =
1√
2n− 7(2n− 5)√2n− 3 ,
namely, αn = 1√
2n+ 1(2n+ 3)√2n+ 5 , (18)
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βn−2 = 2
√
2n− 3 ‖Pn−2‖L2(Λ)√|Λ|(2n− 5)(2n− 1) =
2
(2n− 5)(2n− 1) ,
namely, βn = 2
(2n− 1)(2n+ 3) , (19)
γn =
‖Pn‖L2(Λ)√|Λ|√2n− 3(2n− 1) =
1√
2n− 3(2n− 1)√2n+ 1 . (20)
Note that αn, βn, and γn≈ O(n−2) and aremonotonically decreasing sequences in n. Then, we obtain the following estimates
for each term of the final equality in (13)
a2n =
( |Λ|
2
)4 (
αn−4bn−4 − βn−2bn−2 + γnbn
)2
=
( |Λ|
2
)4 (
α2n−4b
2
n−4 + β2n−2b2n−2 + γ 2n b2n − 2αn−4bn−4βn−2bn−2 − 2βn−2bn−2γnbn + 2αn−4bn−4γnbn
)
≤ 3
( |Λ|
2
)4 (
α2n−4b
2
n−4 + β2n−2b2n−2 + γ 2n b2n
)
.
Therefore, from (13), we have the estimates∥∥u− P2Nu∥∥2H20 (Λ) = ∞∑
n=N+1
a2n
≤ 3
( |Λ|
2
)4 ∞∑
n=N+1
(
α2n−4b
2
n−4 + β2n−2b2n−2 + γ 2n b2n
)
= 3
( |Λ|
2
)4 (
α2N−3b
2
N−3 + α2N−2b2N−2 +
(
α2N−1 + β2N−1
)
b2N−1 +
(
α2N + β2N
)
b2N
+
∞∑
n=N+1
(
α2n + β2n + γ 2n
)
b2n
)
≤ 3
( |Λ|
2
)4
max
{
α2N−3, α
2
N−1 + β2N−1, α2N+1 + β2N+1 + γ 2N+1
} ∞∑
n=N−3
b2n
≤ 3
( |Λ|
2
)4
max
{
α2N−3, α
2
N−1 + β2N−1, α2N+1 + β2N+1 + γ 2N+1
} |u|2H4(Λ)
=: C˜(|Λ| ,N)2 |u|2H4(Λ) .
Finally, estimating the termsoperated onbymax{· · ·} in the above expression,weobtain forN = 3 thenα2N−1+β2N−1 ≤ α2N−3
and α2N+1 + β2N+1 + γ 2N+1 ≤ α2N−3, which implies the following:
C˜(|Λ| ,N) = √3
( |Λ|
2
)2 1√
2N − 5(2N − 3)√2N − 1 ,
for 4 ≤ N ≤ 38. Thus, α2N−3 ≤ α2N−1 + β2N−1 and α2N+1 + β2N+1 + γ 2N+1 ≤ α2N−1 + β2N−1, which implies the following:
C˜(|Λ| ,N) = √3
( |Λ|
2
)2 √10N − 3
(2N − 3)√(2N − 1)(2N + 1)(2N + 3) ,
for 39 ≤ N then α2N−3 ≤ α2N+1 + β2N+1 + γ 2N+1 and α2N+1 + β2N+1 + γ 2N+1, which implies
C˜(|Λ| ,N) = 3√2
( |Λ|
2
)2 1√
(2N − 1)(2N + 1)(2N + 5)(2N + 7)
Thus, we have the desired result. 
Based on the estimates in Theorem 3.4, we can obtain a smaller constant by using amethod similar to that described in [10].
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Lemma 3.5. Let an, bn ∈ R be as given in the proof of Theorem 3.4. In addition, let αn, βn, γn be positive numbers defined by
(18)–(20), respectively. Then, for any integers N ≥ 3 and M ≥ N + 5, there exists a constant σN,M > 0 such that
M∑
n=N+1
a2n ≤
( |Λ|
2
)4
σN,M
M∑
n=N−3
b2n, (21)
where σN,M := max{c1(N), c2(N), c3(N), d1(M), d2(M)} and ci(N), di(M) are defined as follows:
c1(N) = α2N−3 + αN−3βN−1 + αN−3γN+1,
c2(N) = αN−3βN−1 + α2N−1 + β2N−1 + αN−1βN+1 + βN−1γN+1 + αN−1γN+3,
c3(N) = αN−3γN+1 + αN−1βN+1 + βN−1γN+1 + α2N+1 + β2N+1 + γ 2N+1 + αN+1βN+3 + βN+1γN+3 + αN+1γN+5,
d1(M) = αM−7γM−3 + αM−5βM−3 + βM−5γM−3 + β2M−3 + γ 2M−3 + βM−3γM−1,
d2(M) = αM−5γM−1 + βM−3γM−1 + γ 2M−1.
Proof. Setting Eb ≡ (bN−3, bN−2, . . . , bM)T ∈ RM−N+4 and taking (17) into account, reveals that there exists a symmetric
and positive definite matrix A satisfying
M∑
n=N+1
a2n =
( |Λ|
2
)4 M∑
n=N+1
(
αn−4bn−4 − βn−2bn−2 + γnbn
)2
=
( |Λ|
2
)4
EbTAEb. (22)
Here, A = (Aij)1≤i,j≤M−N+4 can be explicitly written as
A =

α2N−3
0 α2N−2 symmetry
−αN−3βN−1 0 α2N−1 + β2N−1
0 −αN−2βN 0 α2N + β2N
αN−3γN+1 0 −αN−1βN+1 − βN−1γN+1 0 α2N+1 + β2N+1 + γ 2N+1
. . .
. . .
. . .
. . .
. . .
. . .
αM−7γM−3 0 −αM−5βM−3 − βM−5γM−3 0 β2M−3 + γ 2M−3
αM−6γM−2 0 −αM−4βM−2 − βM−4γM−2 0 β2M−2 + γ 2M−2
0 αM−5γM−1 0 −βM−3γM−1 0 γ 2M−1
0 0 αM−4γM 0 −βM−2γM 0 γ 2M

.
The symmetry and positivity of A are clearly followed by the property of the quadratic form (22). Using Gerschgorin’s
theorem, the maximum eigenvalue of A is bounded by
max σ(A) ≤ max
1≤j≤M−N+4
M−N+4∑
i=1
∣∣Aij∣∣ =: σN,M ,
where σ(A) denotes the set of eigenvalues of A.
Moreover, from the monotonically decreasing property of αn, βn, and γn in n, we have
σN,M = max
{
α2N−3 + αN−3βN−1 + αN−3γN+1, αN−3βN−1 + α2N−1 + β2N−1 + αN−1βN+1 + βN−1γN+1 + αN−1γN+3,
αN−3γN+1 + αN−1βN+1 + βN−1γN+1 + α2N+1 + β2N+1 + γ 2N+1 + αN+1βN+3 + βN+1γN+3 + αN+1γN+5,
αM−7γM−3 + αM−5βM−3 + βM−5γM−3 + β2M−3 + γ 2M−3 + βM−3γM−1, αM−5γM−1 + βM−3γM−1 + γ 2M−1
}
.
Thus, we obtain
M∑
n=N+1
a2n =
( |Λ|
2
)4
EbTAEb ≤
( |Λ|
2
)4
σN,M
∣∣∣Eb∣∣∣2 = ( |Λ|
2
)4
σN,M
M∑
n=N−3
b2n,
which proves the lemma. 
The following theorem gives alternative estimates to that given in Theorem 3.4, which enables better estimates of each
constant to be obtained.
Theorem 3.6. For each integer N ≥ 3, there exists a constant C0(|Λ| ,N) > 0 such that∥∥u− P2Nu∥∥H20 (Λ) ≤ C0(|Λ| ,N) |u|H4(Λ) , ∀u ∈ H20 (Λ) ∩ H4(Λ), (23)
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where
C0(|Λ| ,N) =

( |Λ|
2
)2√
c1(N), if N = 3,( |Λ|
2
)2√
c2(N), if 4 ≤ N ≤ 19,( |Λ|
2
)2√
c3(N), if 20 ≤ N,
where ci(N) are the constants given in Lemma 3.5.
Moreover, ci(N) are explicitly written as
c1(N) = 1
(2N − 5)(2N − 3)2(2N − 1) +
2√
2N − 5(2N − 3)2√2N − 1(2N + 1)
+ 1√
2N − 5(2N − 3)(2N − 1)(2N + 1)√2N + 3 ,
c2(N) = 2√
2N − 5(2N − 3)2√2N − 1(2N + 1) +
4
(2N − 3)√2N − 1(2N + 1)√2N + 3(2N + 5)
+ 1√
2N − 1(2N + 1)(2N + 3)(2N + 5)√2N + 7 +
10N − 3
(2N − 3)2(2N − 1)(2N + 1)(2N + 3) ,
c3(N) = 1√
2N − 5(2N − 3)(2N − 1)(2N + 1)√2N + 3 +
4
(2N − 3)√2N − 1(2N + 1)√2N + 3(2N + 5)
+ 6
(2N − 1)(2N + 1)(2N + 5)(2N + 7) +
4
(2N + 1)√2N + 3(2N + 5)√2N + 7(2N + 9)
+ 1√
2N + 3(2N + 5)(2N + 7)(2N + 9)√2N + 11 .
Proof. For anyM ≥ N+5, using Lemma 3.5 and arguments similar to those presented in the proof of Theorem 3.4, we have∥∥u− P2Nu∥∥2H20 (Λ) = M∑
n=N+1
a2n +
∞∑
n=M+1
a2n
≤
( |Λ|
2
)4
σN,M
M∑
n=N−3
b2n + C˜(|Λ| ,M)2
∞∑
n=M−3
b2n
≤
(( |Λ|
2
)4
σN,M + C˜(|Λ| ,M)2
)
|u|2H4(Λ) .
For arbitrary ε > 0, there exists anM such that C˜(|Λ| ,M)2 < ε and di(M) < cj(N), (i = 1, 2, j = 1, 2, 3). We now fix such
anM . Then, we have σN,M = max{c1(N), c2(N), c3(N)}. From the definition of ci(N) in Lemma 3.5, it is easily seen that
N = 3 H⇒ c2(N) < c1(N), c3(N) < c1(N),
4 ≤ N ≤ 19 H⇒ c1(N) < c2(N), c3(N) < c2(N),
20 ≤ N H⇒ c1(N) < c3(N), c2(N) < c3(N).
Hence, setting
C0(|Λ| ,N) ≡

( |Λ|
2
)2√
c1(N), if N = 3,( |Λ|
2
)2√
c2(N), if 4 ≤ N ≤ 19,( |Λ|
2
)2√
c3(N), if 20 ≤ N,
we have
∥∥u− P2Nu∥∥2H20 (Λ) ≤ (C0(|Λ| ,N)2 + ε) |u|2H4(Λ). Since ε is an arbitrary positive number, it holds that∥∥u− P2Nu∥∥H20 (Λ) ≤ C0(|Λ| ,N) |u|H4(Λ) .
Thus, explicit expressions of cj(N) yield the desired results. 
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Now, we also obtain the following estimates, which further improve the constant, by a computer-assisted approach.
Theorem 3.7. For any N ≥ 3 and M ≥ max{N + 5, 20}, there exists a constant CM(|Λ| ,N) > 0 such that∥∥u− P2Nu∥∥H20 (Λ) ≤ CM(|Λ| ,N) |u|H4(Λ) , ∀u ∈ H20 (Λ) ∩ H4(Λ). (24)
Here,
CM(|Λ| ,N) ≡
( |Λ|
2
)2√
max σ(A)+ c3(M), (25)
where A is as defined in Lemma 3.5, and c3(M) is a constant given in Lemma 3.5.
Proof. By the same argument in Theorem 3.6, using slightly different estimates, we have, for arbitrary integer L ≥ M + 5,∥∥u− P2Nu∥∥2H20 (Λ) = M∑
n=N+1
a2n +
L∑
n=M+1
a2n +
∞∑
n=L+1
a2n
≤
( |Λ|
2
)4
EbTAEb+
( |Λ|
2
)4
σM,L
L∑
n=M−3
b2n + C˜(|Λ| , L)2
∞∑
n=L−3
b2n
≤
(( |Λ|
2
)4
max σ(A)+
( |Λ|
2
)4
σM,L + C˜(|Λ| , L)2
)
|u|2H4(Λ) .
Here, we use the vector Eb and matrix A given in Lemma 3.5. For arbitrary ε > 0, there exists an integer L such that
C˜(|Λ| , L)2 < ε and di(L) < cj(M), (i = 1, 2, j = 1, 2, 3). For such a fixed L, based on the assumption that M ≥ 20,
we have σM,L = c3(M). Therefore, we obtain∥∥u− P2Nu∥∥2H20 (Λ) ≤
(( |Λ|
2
)4
max σ(A)+
( |Λ|
2
)4
c3(M)+ ε
)
|u|2H4(Λ) .
Since ε is arbitrary, the theorem is proven. 
Now, let C(|Λ| ,N) denote the smallest constant satisfying the estimates given by (10) in Theorem 3.4. Then, we have
the following enclosure of the optimal constant.
Theorem 3.8. Under the assumptions of Theorem 3.7, we have( |Λ|
2
)2√
max σ(A) ≤ C(|Λ| ,N) ≤ CM(|Λ| ,N). (26)
Proof. In the error estimates, we take a particular u ∈ H20 (Λ) ∩ H4(Λ) such that Eb ≡ (bN−3, . . . bM) coincides with an
eigenvector corresponding to the maximum eigenvalue of the matrix A, as well as bn = 0, or other n. Then, we have∥∥u− P2Nu∥∥2H20 (Λ) = M∑
n=N+1
a2n +
∞∑
n=M+1
a2n
=
( |Λ|
2
)4
max σ(A)
M∑
n=N−3
b2n +
∞∑
n=M+1
a2n
≥
( |Λ|
2
)4
max σ(A)
M∑
n=N−3
b2n
=
( |Λ|
2
)4
max σ(A) |u|2H4(Λ) .
Therefore, the optimal constant C(|Λ| ,N) satisfies
C(|Λ| ,N) ≥
( |Λ|
2
)2√
max σ(A),
which proves the theorem. 
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Table 1
Verification results of C(|Λ| ,N) |Λ|−2 .
N C(|Λ| ,N) |Λ|−2 N C(|Λ| ,N) |Λ|−2 N C(|Λ| ,N) |Λ|−2
3 4.4696162408587E−02 13 1.1634532148240E−03 23 3.811727929890E−04
4 1.6214597508243E−02 14 1.0046583040640E−03 24 3.5102747194131E−04
5 9.0095882664732E−03 15 8.769284045351E−04 25 3.2437439629383E−04
6 5.8630421022231E−03 16 7.7255894325449E−04 26 3.00689176801789E−04
7 4.1638463008497E−03 17 6.861141301972E−04 27 2.7954293345745E−04
8 3.12890224824038E−03 18 6.136650309660E−04 28 2.6058205276552E−04
9 2.44671693044539E−03 19 5.523117004682E−04 29 2.4351279859279E−04
10 1.9709911156896E−03 20 4.99874033201194E−04 30 2.2808948665137E−04
11 1.62486847989188E−03 21 4.5468628249688E−04 31 2.1410530686348E−04
12 1.3645458442696E−03 22 4.15457197406397E−04 32 2.0138513503620E−04
Numerical verification results
In this subsection, we present the verified intervals that enclose the optimal constant C(|Λ| ,N) computed by expression
given in Theorem 3.8. We use the following environment for verified numerical computations.
Computer environment. CPU: Intel Core2 Quad Q6700, Memory: DDR2 8GB, OS: Ubuntu Linux 7.10 AMD64, Compiler:
Intel Fortran 10.1, LAPACK: version 3.1.1, BLAS: Goto BLAS 1.26, Interval arithmetic: INTLIB [13].
Table 1 shows the validated computational results of the lower bound 14
√
max σ(A) andupper boundsCM(|Λ| ,N) |Λ|−2 =
1
4
√
max σ(A)+ c3(M) of the optimal constants C(|Λ| ,N) |Λ|−2 for 3 ≤ N ≤ 32. Here, we use the parameter M =
N + 10,000. The real numbers in each column in the table are the lower and upper bounds of intervals given in
abbreviated form. For example, in case of N = 3, there exists an optimal constant C(|Λ| , 3) |Λ|−2 in the interval
[ 0.04469616240857, 0.04469616240858 ]. We also have the L2 and H10 estimates in following Theorem 3.9.
Theorem 3.9. Let CM(|Λ| ,N) > 0 be the constant given in Theorem 3.7. Then, it holds that∥∥u− P2Nu∥∥L2(Λ) ≤ CM(|Λ| ,N) ∥∥u− P2Nu∥∥H20 (Λ) , ∀u ∈ H20 (Λ), (27)∥∥u− P2Nu∥∥H10 (Λ) ≤ √CM(|Λ| ,N) ∥∥u− P2Nu∥∥H20 (Λ) , ∀u ∈ H20 (Λ). (28)
Proof. The estimates given in (27) are obtained by applying Aubin–Nitsche’s trick. Next, for arbitrary u ∈ H20 (Λ), using (27),
observe that∥∥u− P2Nu∥∥2H10 (Λ) =
(
d
dx
(
u− P2Nu
)
,
d
dx
(
u− P2Nu
))
L2(Λ)
=
(
d2
dx2
(
u− P2Nu
)
, u− P2Nu
)
L2(Λ)
≤ ∥∥u− P2Nu∥∥H20 (Λ) ∥∥u− P2Nu∥∥L2(Λ)
≤ CM(|Λ| ,N)
∥∥u− P2Nu∥∥2H20 (Λ) ,
which implies (28). 
4. Error estimates for the finite element method in the one-dimensional case
In this section, applying Theorems 3.7 and 3.9, we derive the constructive a priori error estimates for the finite element
method on one-dimensional intervals. LetΩ be a finite intervalΩ = (ω0, ω1), (ω0 < ω1) on R. Let ω0 = x0 < x1 < · · · <
xk = ω1 be a mesh of Ω and set Ωi = (xi−1, xi). In addition, we set hi ≡ |Ωi| = xi − xi−1 and h ≡ (h1, . . . , hk) ∈ Rk. For
an integer vector N = (N1, . . . ,Nk) ∈ Zk with (Ni ≥ 3), let Sh,N be a finite-dimensional subspace of H2(Ω) constituted of
piecewise polynomials of degree Ni onΩi. Then, Sh,N is generated by two types of bases, namely, a piecewise cubic Hermite
polynomial whose support is two consecutive elements and a function whose support is a single element corresponding to
a polynomial of degree≥4 that satisfies (8).
T. Kinoshita, M.T. Nakao / Journal of Computational and Applied Mathematics 234 (2010) 526–537 535
Definition 4.1 (Hermite interpolation). Let Πh denote a cubic Hermite interpolation from H2(Ω) to Sh,N . That is, for each
u ∈ H2(Ω),Πhu ∈ Sh,N satisfies
u(xi) = Πhu(xi), dudx (xi) =
dΠhu
dx
(xi), ∀i = 0, . . . , k. (29)
Definition 4.2 (H20 -projection). Let P
2
h,N denote anH
2
0 -projection fromH
2
0 (Ω) to Sh,N . That is, for eachu ∈ H20 (Ω), P2h,Nu ∈ Sh,N
is defined as(
u− P2h,Nu, vh,N
)
H20 (Ω)
= 0, ∀vh,N ∈ Sh,N . (30)
It follows that the Definition 4.2 is well defined, because (·, ·)H20 (Ω) is a bounded and coercive bilinear form on Sh,N , and
Definition 4.2 ensures the unique existence of P2h,Nu satisfying (30). Moreover, for each v ∈ H2(Ω) with v|Ωi ∈ H20 (Ωi), we
define PNiv ∈ Sh,N such that supp PNiv = Ωi and PNiv|Ωi is a polynomial of degree Ni onΩi that satisfies (9) forΛ ≡ Ωi.
Theorem 4.3. Let CM(·, ·) denote the positive constant defined in Theorem 3.7. Then, we have the following a priori error
estimates for the H20 -projection:∥∥u− P2h,Nu∥∥H20 (Ω) ≤ max1≤i≤k CM(hi,Ni) |u|H4(Ω) , ∀u ∈ H20 (Ω) ∩ H4(Ω). (31)
Proof. For each u ∈ H20 (Ω) ∩ H4(Ω), from (30), we have∥∥u− P2h,Nu∥∥2H20 (Ω) = (u− P2h,Nu, u)H20 (Ω)
=
(
u− P2h,Nu, u−Πhu−
k∑
i=1
P2Ni(u−Πhu)
)
H20 (Ω)
.
Therefore,
∥∥u− P2h,Nu∥∥H20 (Ω) ≤
∥∥∥∥∥u−Πhu− k∑
i=1
P2Ni(u−Πhu)
∥∥∥∥∥
H20 (Ω)
.
Setting u˜ := u−Πhu, note that P2Ni u˜ is uniquely determined by the definition ofΠh. In addition, taking into account that the
support of P2Ni u˜ coincides withΩ i, we have∥∥∥∥∥u˜− k∑
i=1
P2Ni u˜
∥∥∥∥∥
2
H20 (Ω)
=
k∑
i=1
∥∥u˜− P2Ni u˜∥∥2H20 (Ωi) .
Thus, by Theorem 3.7, we have
k∑
i=1
∥∥u˜− P2Ni u˜∥∥2H20 (Ωi) ≤
k∑
i=1
CM(hi,Ni)2
∣∣u˜∣∣2H4(Ωi)
=
k∑
i=1
CM(hi,Ni)2
∥∥∥∥∥
(
d
dx
)4 (
u−Πhu
)∥∥∥∥∥
2
L2(Ωi)
=
k∑
i=1
CM(hi,Ni)2
∥∥u′′′′∥∥2L2(Ωi)
≤ max
1≤i≤k
CM(hi,Ni)2 |u|2H4(Ω) .
Here, since (Πhu)′′′′ = 0, we obtain the estimates (31). 
We also have the following L2 and H10 error estimates.
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Theorem 4.4. Under the same assumption given in Theorem 4.3, the following error estimates hold:∥∥u− P2h,Nu∥∥L2(Ω) ≤ max1≤i≤k CM(hi,Ni) ∥∥u− P2h,Nu∥∥H20 (Ω) , ∀u ∈ H20 (Ω), (32)∥∥u− P2h,Nu∥∥H10 (Ω) ≤ max1≤i≤k√CM(hi,Ni) ∥∥u− P2h,Nu∥∥H20 (Ω) , ∀u ∈ H20 (Ω). (33)
Since the proof of Theorem 4.4 is similar to that of Theorem 3.9, it is not presented in the present paper.
Remark 4.5. Theorems 4.3 and 4.4 indicate a refinement of the estimates given in [8]. Namely, as shown in Table 1, the
values of C(|Λ| ,N) |Λ|−2 obtained in the present study are approximately half that of the constant in the error estimates
for the cubic Hermite interpolation (1/pi2 ≈ 0.101321) presented in [8].
Remark 4.6. For the two-dimensional case, several constructive error estimates for H20 -projection on a rectangular domain
are presented in [2,3]. Since, in these studies, the error estimates are used for the one-dimensional case, which error
estimation can be improved by applying Theorem 4.3.
In the case of general convex polygonal domain, we should divide the domain into the triangular or the isoparametric
elements. Therefore, our estimates could not be applied in such a case if some suitable fictitious domain method is not
considered.
Remark 4.7. The error estimates of Theorem 4.3 can be applied to the error estimates of the finite element solution to the
following the fourth-order boundary value problem
u′′′′ = f , inΩ, (34)
u(ω0) = u′(ω0) = u(ω1) = u′(ω1) = 0, (35)
where f ∈ L2(Ω). As well known the weak solution of (34) and (35) is defined as the following variational form,(
u′′, v′′
)
L2(Ω) = (f , v)L2(Ω) , ∀v ∈ H20 (Ω). (36)
It is also well known that the solution of (36) exists in H20 (Ω)∩H4(Ω). Usually, we define the finite element solution of (34)
and (35) by(
u′′h, v
′′
h
)
L2(Ω) = (f , vh)L2(Ω) , ∀vh ∈ Sn,N . (37)
From (36) and (37), the finite element solution coincides with the H20 -projection of the weak solution (i.e. uh = P2h,Nu).
Therefore, we can apply the error estimates by Theorem 4.3 to get
‖u− uh‖H20 (Ω) ≤ max1≤i≤k CM(hi,Ni)
∥∥u′′′′∥∥L2(Ω) = max1≤i≤k CM(hi,Ni) ‖f ‖L2(Ω) .
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