Abstract. We consider the eigenvalue problems −u ′′ (z)±(iz) m u(z) = λu(z), m ≥ 3, under every rapid decay boundary condition that is symmetric with respect to the imaginary axis in the complex z-plane. We prove that the eigenvalues λ are all positive real.
Introduction
For integers m ≥ 3 fixed and 1 ≤ ℓ ≤ m − 1, we are considering the non-Hermitian eigenvalue problems
with the boundary condition that u(z) → 0 exponentially, as z → ∞ along the two rays arg z = − π 2
If a non-constant function u along with a complex number λ solves (1) with the boundary condition (2), then we call u an eigenfunction and λ an eigenvalue. It is known that any solution of (1) is entire (analytic on the complex plane). And it is also known that every solution of (1) is either decaying to zero or blowing up exponentially as z tends to infinity along any ray {z ∈ C : arg z = const.}, except along m + 2 critical rays where the transition between decaying and blowing-up sectors might occur [13, §7.4] . Along these m + 2 critical rays, any non-constant solution is decaying algebraically [13, §7.4] . We will explain these asymptotic properties of the solution in Section 2.
Before we state our main theorem, we first introduce some known facts about the eigenvalues λ of H ℓ , facts due to Sibuya [19] and Hille [13] . For our purposes, we will need to examine the proof of this proposition in some details. In Lemmas 7 and 8, we prove that the eigenvalues are zeros of certain entire functions of order , 1 . Then the claims (i) and (iii) are consequences of the Hadamard factorization theorem, while the claim (ii) is due to Hille [13, §7.4] .
In this paper, we will prove the following main theorem regarding the positivity of the eigenvalues.
Theorem 2. The eigenvalues λ of H ℓ for integers 1 ≤ ℓ ≤ m − 1 are all positive real.
The eigenvalues of H ℓ are the same as those of H m−ℓ , as we show in the proof by reflecting z → −z. The case ℓ = 1 of the theorem is due to Dorey, Dunning and Tateo [9] , and we use this in our proof. Also when m is even and ℓ = m 2 , one can see that H ℓ is Hermitian on the real line, and hence λ ∈ R. In all other cases Theorem 2 is new, and provides the first result of its kind for boundary conditions that neither cluster near the negative imaginary axis nor lie on the real axis. We will explain how Theorem 2 covers every symmetric rapid decay condition later when we discuss admissible boundary conditions in Section 2.
For the rest of the Introduction, we will mention brief history and give some background about our main problem and our method of proof, and then in Section 2, we will introduce work of Hille [13, §7.4] and Sibuya [19] about some properties of solutions of (1) . In Section 3, we establish an induction step on ℓ, which is the key element in our proof of Theorem 2.
More precisely, we will prove that for 1 ≤ ℓ ≤ (in fact arg λ = 0; see [9] and also [18] ). We then prove Theorem 2 by induction on ℓ and the reflection z → −z. In Section 5, we discuss some hopes and challanges in extending our method to more general polynomial potentials. Finally, in the last section, we mention some open problems.
History and overview of the method. In this subsection, we introduce some earlier work related with our main result, Theorem 2. Also, we discuss our method of the proof of Theorem 2.
The Hamiltonians with the potential ±(iz) m have been studied in many physics and mathematics papers, either under a boundary condition on the real axis [6, 20] , u(±∞+0i) = 0, or under the boundary condition (2) with ℓ = 1 [1, 9, 18] .
Simon [20] and Caliceti et al. [6] studied the Hamiltonians −
line, where β ∈ C − R − , m = 3, 4, 5, . . . , and they proved compactness of the resolvent and discreteness of spectrum. Regarding the reality of eigenvalues, Caliceti et al. [6] showed that eigenvalues for −
the author [18] , and the results in this paper, prove rigorously that some PT -symmetric
Hamiltonians indeed have real eigenvalues only. We also know that if
is PT -symmetric and V (z) is a polynomial, then V (z) = Q(iz) for some real polynomial Q, because V (−z) = V (z) and so Re V (z) is an even function and Im V (z) is an odd function. Certainly (1) is a PT -symmetric Hamiltonian.
Moreover, if u(z) is an eigenfunction of H ℓ with the corresponding eigenvalue λ ∈ C, then so is u(−z), with the corresponding eigenvalue λ.
The exceptional symmetric boundary condition. We will explain admissible boundary conditions in more detail in Section 2. After that it will be clear that besides (2) the only other exponentially decaying boundary condition that is symmetric with respect to the imaginary axis is that m is even and u(z) decays to zero as z → ∞ along the both ends of the imaginary axis.
But if u(z) is an eigenfunction of −u
is an eigenfunction of the Hermitian equation
The existence of the eigenvalues in this case is clear from Proposition 1 applied to the above equation of v.
Properties of the solutions
In this section we will introduce some definitions and known facts related with the equation (1) . One of our main tasks is to identify the eigenvalues as being zeros of certain entire functions, in Lemmas 7 and 8. But first, we rotate the equation (1) as follows because some known facts, which are related to our argument throughout, are directly available for this rotated equation.
Fix the integer m ≥ 3. Let u be a solution of (1) and let v(z) = u(−iz).
And the boundary condition (2) of u becomes that v(z) → 0 exponentially as z → ∞ along the two rays
Throughout this paper, we will use the complex number
When ℓ is even, it will be convenient to rotate once more, letting w(z) := v(ω , π.
Hille [13, §7.4] and Sibuya [19] have studied the general equation of the form
where P (z) is a polynomial of degree less than m.
We proceed now to summarize work of Hille [13, §7.4] , and expand on some work of Sibuya [19] for P ≡ 0, that is for
Results of Hille. It is known that every solution of (5) has simple asymptotic behavior near infinity [13, §7.4] . We will explain this asymptotic behavior using the following.
Definition. Consider the equation
where b k ∈ C for 0 ≤ k ≤ m with b m = 0. Let
where we choose −π < arg b m ≤ π. For j ∈ Z we call the open sectors
the Stokes sectors of (6). Also we call the rays {arg z = θ j } the critical rays.
In particular, the Stokes sectors of (5) are
See Figure 1 . Now we are ready to introduce some asymptotic behavior of solutions of (5). Remark. In Lemma 3, we state some asymptotic behavior of solutions of (5). We mention that Hille [13, §7.4 ] studied more general equations of the form (6) . In the general case, the corresponding Stokes sectors are given by (7) . With these Stokes sectors, Lemma 3 (ii) holds though the asymptotic expression (9) becomes more complicated due to more complicated potentials.
Also, one can see that Lemma 3 (iii) implies Proposition 1 (ii). More precisely, if eigenvalues were not simple, then equation (1) would have two linearly independent solutions satisfying the boundary conditions in (2) . Hence any solution of (1) could be expressed as a linear combination of these solutions. So there would be no solution of (1) that blows up in either of the two Stokes sectors containing the rays in (2) . This contradicts Lemma 3 (iii).
Therefore, all eigenvalues are simple.
From now on, we denote the Stokes sectors S j as the Stokes sectors of (5) .
Admissible boundary conditions. Notice, in particular, that the asymptotic expression (9) implies that for each j, v(z) either decays to zero or blows up exponentially, as z approaches infinity in closed subsectors of S j . Also, the asymptotic expression (9) implies that if v(z) → 0 as z → ∞ along one ray in S j , then v(z) → 0 as z → ∞ along every ray in S j .
Likewise, if v(z) → ∞ as z → ∞ along one ray in S j , then v(z) → ∞ as z → ∞ along every ray in S j .
Let u be an eigenfunction of H ℓ . Then the above observation shows that when ℓ = 2n − 1 is odd, the boundary condition (2) for H ℓ is equivalent to having v(z) = u(−iz) decaying to zero as z → ∞ along rays in S −n and S n (note that the rays arg z = ± ℓ+1 m+2 π are center rays of S −n and S n ). Also, when ℓ = 2n is even, the boundary condition (2) for H ℓ is equivalent to having w(z) = u(−i(ω As we saw above, one need not choose the two rays being symmetric, as in (2) , so long as they stay in the Stokes sectors that are symmetric with respect to the imaginary axis. Next we explain why every solution of (5) decays to zero algebraically as z tends to infinity along the critical rays. To this end, we examine the asymptotic expression (9) . Certainly, one can check Re z m+2 2 = 0 for all z on the critical rays, and hence it is not difficult to see that every solution of (5) decays to zero algebraically as z tends to infinity along the critical rays.
(Incidently, the Stokes sectors S j are the sectors where Re z m+2 2 keeps a constant sign.) One might wonder why we do not consider the eigenvalue problem
under the boundary condition (2) . (Here we have the opposite sign, compared to (1), in front of (−1) ℓ .) In this case, under the rotation v(z) = u(−iz), and w(z) = v(ω 1 2 z) if necessary, we see that the two rays in (2) map to two of the critical rays of (5). So we have algebraic decay of the solution. Thus if we require the eigenfunction be decaying to zero 'exponentially', there are no eigenvalues, while if we require the eigenfunction be decaying to zero merely algebraically, then every complex number λ is an eigenvalue. And hence we have no interest in this case. Now we are ready to explain how Theorem 2 covers every symmetric rapid decay boundary condition. When ℓ is odd, the equation (1) 
In this case, the negative imaginary axis is the center of a Stokes sector and the critical rays are
. The two rays in (2) are not critical rays and they are, in fact, centers of the Stokes sectors. When ℓ is increased by 2, the rays in (2) move, away from the negative imaginary axis, to the centers of adjacent Stokes sectors. So Theorem 2 covers all symmetric rapid decay boundary condition for the potential −(iz) m .
Similarly, one can see that when ℓ is even, Theorem 2 covers all symmetric rapid decay boundary condition for the potential (iz) m .
So far in this subsection, we have discussed all possible symmetric decaying boundary conditions, except the "imaginary axis" boundary condition discussed at the end of the Introduction. Next we briefly mention non-symmetric decaying boundary conditions. Let us consider, as an example,
under the boundary condition that u(z) decays to zero exponentially as z tends to infinity along the rays arg z = − . We set u 1 (z) := u(ω − 1 2 z), and then
under the boundary condition (2) with ℓ = 2. Then by the results in this paper, Theorem 2, one can see that ω −1 λ is positive real. Hence λ is not real. In general, if we impose a decaying boundary condition along the two rays in some Stokes sectors that are not symmetric with respect to the imaginary axis, then the eigenvalues are not positive real. Finally, we mention that the integer ℓ in (1) and (2) is the same as the number of Stokes sectors between the two sectors where we impose the boundary condition (2).
Results of Sibuya. Next we will introduce Sibuya's results, but first we define the order of an entire function g as
where M(r, g) = max{|g(re iθ )| : 0 ≤ θ ≤ 2π} for r > 0. If for some positive real numbers
for all large r, then the order of g is finite and less than or equal to σ. In this paper, we choose arg z α = α arg z for −π < arg z ≤ π and α ∈ R.
Now we are ready to introduce some existence results and asymptotic estimates of Sibuya [19] . The existence of an entire solution with a specified asymptotic representation for fixed λ, is presented as well as an asymptotic expression of the value of the solution at z = 0 as λ tends to infinity. These results are in Theorems 6.1, 7.2, 19.1 and 20.1 of Sibuya's book [19] . The following is a special case of these theorems that is enough for our argument later. (iv) For each fixed δ > 0, f and f ′ also admit the asymptotic expressions,
as λ tends to infinity in the sector | arg λ| ≤ π − δ, where
Proof. In Sibuya's book [19] , see Theorem 6.1 for a proof of (i) and (ii); Theorem 7.2 for a proof of (iii); and Theorem 19.1 for a proof of (iv). And (v) is a consequence of (iv) along with Theorem 20.1. Note that properties (i), (ii) and (iv) are summarized on pages 112-113 of Sibuya's book.
The next thing we want to introduce is the Stokes multiplier. Let f (z, λ) be the function in Proposition 4. Note that f (z, λ) decays to zero exponentially as z → ∞ in S 0 , and blows up in S −1 ∪ S 1 . Then one can see that the function
which is obtained by rotating f (z, ω −mk λ) in the z-variable solves (5). It is clear that
decays in S 0 . Then since no non-constant solution decays in two consecutive Stokes sectors, f k and f k+1 are linearly independent and hence any solution of (5) can be expressed as a linear combination of these two. Especially, for some coefficients C j,k (λ) and D j,k (λ),
These C j,k (λ) and D j,k (λ) are called the Stokes multipliers of f j with respect to f k and f k+1 .
We then see that
where
is the Wronskian of f j and f k . Since both f j and f k are solutions of the same linear equation (5), we know that the Wronskians are constant functions of z. Since f k and f k+1 are linearly independent, W k,k+1 = 0 for all k ∈ Z. In the next lemma, we will show that the Wronskian W k,k+1 (λ) is constant, which is needed in the proof of our main theorem.
using ω m+2 = 1. Also we see that
Next we compute
Thus as z tends to infinity in S 0 for which above asymptotics are valid, we have
Finally we see that
since W j,k is independent of z. Thus (16) and (17) complete the proof.
In the next lemma, we will show that the Wronskians W k,0 (λ) for 2 ≤ k ≤ m have orders
, which is needed in establishing the induction step in Theorem 11 and proving the existence of eigenvalues under various boundary conditions. This lemma is due to Sibuya [19] , but we give a full proof here.
Proof. First we look at
since the Wronskian is independent of z and so we can take z = 0. We then know that the Wronskian W k,0 (λ) has order less than or equal to , it suffices to show that there exist c 1 > 0 and c 2 > 0 such that
for all large |λ| along some ray. Next we examine the right hand side of (18) along the ray
by using the asymptotic expressions (10) and (11) . Notice θ ∈ (−π + δ, π − δ), for all
. Recall that the expressions (10) and (11) are defined for arg λ ∈ (−π +δ, π −δ). So in using (10) and (11) for f (0, ω 2k λ) and f ′ (0, ω 2k λ), we will choose
so we have
Thus we see 
where the last step is by θ − θ * = 2π − 4kπ m+2
. So when arg λ = π − 
where the last step is by (20) .
, since K > 0, there exists c 2 > 0 such that
for all large |λ| on the ray arg λ = π − 4π m + 2 .
Thus the order of
is blowing up in some other directions as well. If one find θ and θ * satisfying (20) , the above argument will show that W k,0 (λ) is blowing up along arg λ = θ.
using ω m+2 = 1.
Next for
and θ * by (19) , and then follow an argument similar to the above to conclude that the order of W k,0 (λ) is
. Or one uses an index change to reduce to the case already considered. That is,
, we know the order of
, and hence so is the order of W k,0 (λ) for m+2 2 < k ≤ m. This completes the proof.
Further results of Sibuya; Identifying the eigenvalues as zeros of certain entire functions. We can relate the zeros of C −n,n−1 (λ) and D −n,n (λ) with the eigenvalues of H ℓ . First, we study the case when ℓ is odd, as follows.
Lemma 7. Let ℓ = 2n − 1 be odd, with 1 ≤ ℓ ≤ m − 1. Then the following are equivalent:
(ii) λ is a zero of the entire function C −n,n−1 (λ).
(iii) λ is a zero of the entire function D −n,n (λ).
Moreover, the orders of the entire functions C −n,n−1 (λ) and D −n,n (λ) are
Hence, the eigenvalues are discrete because they are zeros of a non-constant entire function. Note that the Stokes multipliers C −n,n−1 (λ) and D −n,n (λ) are called spectral determinants or Evans functions, because their zeros are all eigenvalues of an eigenvalue problem.
Proof. Suppose that λ is an eigenvalue of H 2n−1 with the corresponding eigenfunction u. We let v(z) = u(−iz), and then v solves
and decays in S −n ∪ S n . Since f −n (z, λ) is another solution of the equation above that decays in S −n , we see that f −n (z, λ) is a multiple of v. Similarly f n (z, λ) is a multiple of v. Then since
and since f n−1 (z, λ) blows up in S n , we conclude that C −n,n−1 (λ) = 0.
Conversely we suppose that C −n,n−1 (λ) = 0 for some λ ∈ C. Then from (21) we see that f −n (z, λ) is a constant multiple of f n (z, λ). Thus both are decaying in S −n ∪ S n , and hence u(z) := f −n (iz, λ) is an eigenfunction of H 2n−1 with the corresponding eigenvalue λ. Similarly, since by Lemma 6, we see from (15) that C −n,n−1 (λ) and D −n,n (λ) are of order
, 1 . This completes the proof.
Second, we can relate the zeros of C −n−1,n−1 (λ) and D −n−1,n (λ) with the eigenvalues of H ℓ , when ℓ is even, as follows. (ii) λ is a zero of the entire function λ → C −n,n (ω −1 λ).
(iii) λ is a zero of the entire function λ → D −n−1,n (ωλ).
Moreover, the orders of the entire functions λ → C −n,n (ω −1 λ) and λ → D −n−1,n (ωλ) are
Note again that the Stokes multipliers C −n,n (ω −1 λ) and D −n−1,n (ωλ) are spectral determinants or Evans functions.
Proof. Let u be an eigenfunction for H 2n with the corresponding eigenvalue λ. Then v(z) := u(−iz) solves
Next we let w 1 (z) := v(ω
One can then check that the boundary condition for H 2n becomes that w 1 (z) → 0 as z → ∞ in S −n ∪ S n+1 . Then like we did for Lemma 7, using
one can show that λ is an eigenvalue of H 2n if and only if C −n,n (ω
Similarly, we let w 2 (z) := v(ω One can then check that the boundary condition for H 2n becomes that w 2 (z) → 0 as z → ∞ in S −n−1 ∪ S n . Then using
one can show that λ is an eigenvalue of H 2n if and only if D −n−1,n (ωλ) = 0. And this complete the proof.
Next we want an infinite product representation of the entire function λ → f (0, λ). Recall that the integer m ≥ 3 is fixed.
Lemma 9. The functions f (0, λ) and f ′ (0, λ) have infinitely many zeros E j < 0 and E ′ j < 0, respectively. And they admit the following infinite product representations:
Proof. We know that f (0, λ) and f ′ (0, λ) have orders (25) where f (0, E j ) = 0 and f ′ (0, E ′ j ) = 0 for all j ∈ N. So in order to complete the proof, we need to show E < 0 if f (0, E) = 0, and
Suppose f (0, E * ) = 0 or f ′ (0, E * ) = 0. By the definition, we know f (z, E * ) solves
and decays to zero exponentially in S 0 . (Note that − 
Next we integrate the first term by parts, and use f (0, E * ) = 0 or f ′ (0, E * ) = 0. Then clearly the left hand-side of the resulting equation is positive, and hence we conclude E * < 0. This completes the proof.
Next, we will prove a symmetry lemma, regarding f (z, λ).
Proof. This lemma for z = 0 is contained in Lemma 8 in [18] , and in fact that is all we will need in this paper. A proof of this lemma is essentially the same as that of [18, Lemma 8] . So we omit the proof here.
The induction step
In proving Theorem 2, we will use induction on ℓ. The induction step will be provided by the following theorem. . We then let v(z) = u(−iz), and so v(z) solves
and decays to zero as z tends to infinity along the two rays arg z = ±(2n + 1)
and decays to zero as z tends to infinity along the two rays arg z = (2n + 2)
that are the center rays of S n+1 and S −n .
Then we examine
or equivalently,
We see that C −n,n (ω −1 λ) = 0 by Lemma 8, and hence D −n,n (ω −1 λ) = 0.
Next we will show that |D −n,n (ω −1 λ)| ≤ 1 when λ is an eigenvalue of H 2n with Im λ ≥ 0.
To this end, we evaluate the equation (29) and its differentiated form at z = 0 to get
Then since λ is an eigenvalue, so is λ. Thus we have
Then we take the complex conjugates of these, and apply (26) at z = 0 to get
So these along with (30) and (31) imply
Clearly the order of the entire function σ → D −n,n (σ) is for all j ∈ N, by hypothesis.
since Im (ωσ j ) ≥ 0 for all j ∈ N. Hence this along with (32) implies
Since the non-constant entire function f (z, ω 2n+1 λ) solves
we know f (0, ω 2n+1 λ) and f ′ (0, ω 2n+1 λ) cannot be zero at the same time. Otherwise,
Suppose that f (0, ω 2n+1 λ) = 0. Then we get
where the last inequality holds since Im (
(this is where we use 1 ≤ n ≤ m 4
). So we have
where the E ′ j are zeros of f ′ (0, E). So we again have (34). Hence (33) along with combining (32) and (34) gives
for all j ∈ N, we know Im (ωσ j ) ≥ 0 for all j ∈ N. Moreover, Im (ωσ j ) > 0 for some j since both σ j and σ j are eigenvalues of the PT -symmetric oscillator H 2n−1 . Therefore, from (35) we conclude λ = λ, and so λ is real.
We still need to show positivity of the eigenvalues. The function v(z) solves (27) and we know λ ∈ R. Also, one can check that v(z) solves the same equation. Then since the eigenvalues are simple, v(z) and v(z) must be linearly dependent, and hence v(z) = cv(z) for some c ∈ C. Since |v(z)| and |v(z)| agree on the real line, we see that |c| = 1 and so |v(z)| = |v(z)| for all z ∈ C. That is, |v(x + iy)| is even in y. From this we have that
. Then g(r) satisfies e −2iθ g ′′ (r) + e miθ r m g(r) = λg(r).
We then multiply this by g(r) and integrate over r ∈ [0, ∞) to get
Next we integrate the first term by parts and multiply the resulting equation by e iθ to get
The we use e −iθ g ′ (0) = v(0) and take the imaginary parts to get, for all
We evaluate this at θ = , we see that
.
Proof of Theorem 11 (Case
). Suppose that all the eigenvalues τ j of H 2n lie in the sector | arg τ | ≤ 2π m+2
. That is, zeros of the entire function
. Then we want to show that each eigenvalue λ of H 2n+1 is positive real.
First, we examine D −n−1,n (τ ). From Lemma 8 (iii), we know that the zeros of τ → D −n−1,n (ωτ ) are the eigenvalues τ j of H 2n , which lie in the sector | arg τ | ≤ 2π m+2
, by hypothesis. So we have
where Im (ωτ j ) ≥ 0 for all j ∈ N. Hence
Thus
since Im (ωτ j ) ≥ 0.
Next, we suppose that u(z) is an eigenfunction of H 2n+1 with the eigenvalue λ. That is,
and decays to zero as z tends to infinity along the two rays arg z = − π 2
. We then let v(z) = u(−iz), and so v(z) solves
and decays to zero as z tends to infinity along the two rays arg z = ±(2n + 2) π m+2 that are the center rays of S n+1 and S −n−1 .
We see that C −n−1,n (λ) = 0 by Lemma 7, and hence D −n−1,n (λ) = 0. So we have
Then we will show that |D −n−1,n (λ)| ≤ 1 when λ is an eigenvalue of H 2n+1 with Im λ ≥ 0. Suppose f (0, ω −2n−2 λ) = 0. Since λ is an eigenvalue, so is λ. Thus we replace λ by λ in (40), and then evaluate the resulting equation at z = 0 to get
Then we take the complex conjugate of this and apply (26) so that we have
Combining this with (40) at z = 0 gives
Similarly, when f ′ (0, ω −2n−2 λ) = 0, we get (41) again.
The equation (41) along with the inequality in (37) implies |D −n−1,n (λ)| ≤ 1 when λ is an eigenvalue of H 2n+1 with Im λ ≥ 0. So we get from (40) at z = 0
where the last inequality holds since Im (ω 2n+2 E j ) ≤ 0 if 0 ≤ arg(ω 2n+2 ) ≤ π (this is where
). Then like in the proof for the case ℓ odd, we have |D −n−1,n (λ)| = 1, which is also obtained when f (0, ω −2n−2 λ) = 0 (and hence f ′ (0, ω −2n−2 λ) = 0.) Therefore, we conclude λ = λ, and so λ is real, like in the proof of the case ℓ odd. We still need to show positivity of the eigenvalues λ. Recall that λ ∈ R, and the function v(z) = u(−iz) solves (38). Let g(r) = v(re iθ ). Then g(r) satisfies e −2iθ g ′′ (r) + e miθ r m g(r) = λg(r).
We multiply this by g(r) and integrate over r ∈ [0, ∞) to get
Since v(z) decays exponentially to zero as z tends to infinity in S n+1 ∪ S −n−1 , we have integratibility for (2n + 1)
. Note that since λ ∈ R, the equation (36) is valid for this case as well. We integrate the first term by parts and multiply the resulting equation by e iθ to get
Then we use e −iθ g ′ (0) = v(0) and take the imaginary parts with using (36) to get, for all
Proof of Theorem 2
In proving Theorem 2, our induction basis is provided by the following lemma that is due to Dorey et al. [10] (see also [18, Theorem 2] ).
Lemma 12. The eigenvalues λ of H 1 are all positive real.
Here we will give an outline of the proof.
Proof. Let λ be an eigenvalue of H 1 with the corresponding eigenfunction u(z). Then we set v(z) = u(−iz), and hence v(z) solves
and v(z) decays in S −1 ∪ S 1 . Then we consider
So we see that C −1,0 (λ) = 0. Moreover, we know that from (15) and (16), and Lemma 5,
Next, we use infinite product forms of either (43) 
Next, we examine the boundary condition. It is clear that since u 1 (z) decays along the
π, u(z) decays along the two rays
which is the boundary condition (2) with m − ℓ in the place of ℓ. Hence u(z) is an eigenfunction of H m−ℓ with the corresponding eigenvalue λ. Since m 2 < ℓ ≤ m − 1, we see that
. So by induction with help of Theorem 11 and Lemma 12, we conclude λ > 0. This completes the proof.
Remark. Our method in this paper closely follows the ℓ = 1 method of Dorey et al. [10] and the author [18] . One big difference is that ℓ = 1 implies |D −1,0 (σ)| = 1 for all σ ∈ C, while for 1 < ℓ < m − 1, the corresponding functions σ → D −n,n (ω . However, when λ is an eigenvalue of H ℓ+1 , under some hypothesis on the eigenvalues σ of H ℓ we are able to show that |D −n,n (ω −1 λ)| = 1 for ℓ = 2n − 1 odd, and |D −n−1,n (λ)| = 1 for ℓ = 2n even. This is the new and main idea in proving the induction step, Theorem 11.
Hopes and challanges in extending to more general potentials
In this section, we mention some hopes and challenges in extending our induction methods to more general polynomial potentials. As mentioned at the end of the previous section, we used the induction on ℓ to show that |D −n,n (ω −1 λ)| = 1 for ℓ = 2n − 1 odd, and |D −n−1,n (λ)| = 1 for ℓ = 2n even. Of course, if one can find another way of proving these identities it will help us find some new reality results of eigenvalues for more general polynomial potentials.
In [18] , the author studied
under the boundary condition (2) with ℓ = 1, where
is a real polynomial. I proved that if for some 1 ≤ j ≤ m 2
we have (j − k)a k ≥ 0 for all k, then the eigenvalues λ are all positive real.
One might wonder whether or not it is possible for 1 < ℓ < m − 1 to combine our method in this paper and the method in author's earlier paper [18] , in order to study the reality of the eigenvalues of the (PT -symmetric) equation (44) under the boundary condition (2).
The work of Hille [13, §7.4 ] mentioned in Section 2 certainly covers the equation of the form (44), and Sibuya [19] studied the more general equation (44) in a rotated form (even though in this paper we state only a special case, Proposition 4, of his results for simplicity). So one can check that the material in Section 2 has a natural generalization (see Section 2 in [18] for some generalization).
Moreover, the spectral determinants in these cases, corresponding to those in Lemmas for all j ∈ N proves identities that correspond to |D −n,n (ω −1 λ)| = 1 for ℓ = 2n − 1 odd, and |D −n−1,n (λ)| = 1 for ℓ = 2n
even. Once we have these identities, the remaining portion of the proof of reality of the eigenvalues follows closely the method in [18] . However, the author does not know whether or not the intersection of all such neighborhoods of the origin in C m−1 contains more than just a = 0. If the coefficient vector a ∈ R m−1 lies outside the intersection mentioned in the previous paragraph, it seems that one should try to separately use induction on ℓ. Unlike for the case P ≡ 0, when P ≡ 0, if we try to establish an induction step similar to Theorem 11, the equation corresponding to (28) in the proof Theorem 11 for ℓ = 2n − 1 odd becomes −w ′′ (z) + z m − ω −1 P (ω In [17] , the author studied the equation (44) , are all positive real. And we studied other boundary conditions. Due to asymptotic behavior of the solution u(z) near infinity, if the Stokes sectors that contain the two ray where we impose the boundary condition are symmetric with respect to the imaginary axis, then the eigenvalues are all positive real, except the case when the two Stokes sectors contain the imaginary axis. For all other boundary conditions, either there is no eigenvalue or the eigenvalues are not real. It will be interesting to consider the eigenvalue problem with more general polynomial potentials (−1) ℓ (iz) m + P (iz) where P (z) is a real polynomial with degree less than m,
under the boundary condition (2) . It is known that some PT -symmetric oscillators with some cubic and quartic polynomial potentials have non-real eigenvalues [7, 8, 11, 12] . One would like to classify when PTsymmetric oscillators with polynomial potentials have non-real eigenvalues.
