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INTELLIGENT AGENTS FOR MOBILE LOCATION SERVICES
by James McInerney
Understanding human mobility patterns is a signiﬁcant research endeavour that has re-
cently received considerable attention. Developing the science to describe and predict
how people move from one place to another during their daily lives promises to address
a wide range of societal challenges: from predicting the spread of infectious diseases,
improving urban planning, to devising e↵ective emergency response strategies. Individ-
uals are also set to beneﬁt from this area of research, as mobile devices will be able
to analyse their mobility pattern and o↵er context-aware assistance and information.
For example, a service could warn about travel disruptions before the user is likely to
encounter them, or provide recommendations and mobile vouchers for local services that
promise to be of high value to the user, based on their predicted future plans. More
ambitiously, control systems for home heating and electric vehicle charging could be
enhanced with knowledge of when the user will be home. In this thesis, we focus on
such anticipatory computing. Some aspects of the vision of context-awareness have been
pursued for many years, resulting in mature research in the area of ubiquitous systems.
However, the combination of surprisingly rapid adoption of advanced mobile devices by
consumers and the broad acceptance of location-based apps has surfaced not only new
opportunities, but also a number of pressing challenges.
In more detail, these challenges are the (i) prediction of future mobility, (ii) inference of
features of human location behaviour, and (iii) use of prediction and inference to make
decisions about timely information or control actions. Our research brings together, for
the ﬁrst time, the entire workﬂow that a mobile location service needs to follow, in order
to achieve an understanding of mobile user needs and to act on such understanding e↵ec-
tively. This framing of the problem highlights the shortcomings of existing approaches
which we seek to address. In the current literature, prediction is only considered for es-
tablished users, which implicitly assumes that new users will continue to use an initially
inaccurate prediction system long enough for it to improve and increase in accuracy over
time. Additionally, inference of user behaviour is mostly concerned with interruptibility,
which does not take into account the constructive role of intelligent location services
that goes beyond simply avoiding interrupting the user at inopportune times (e.g., inii
a meeting, or while driving). Finally, no principled decision framework for intelligent
location services has been provided that takes into account the results of prediction and
inference.
To address these shortcomings, we make three main contributions to the state of the
art. Firstly, we provide a novel Bayesian model that relates the location behaviour of
new and established users, allowing the reuse of structure learnt from rich mobility data.
This model shows a factor of 2.4 improvement over the state-of-the-art baseline in held-
out data likelihood in experiments using the Nokia Lausanne dataset. Secondly, we give
new tools for the analysis and prediction of routine in mobility, which is a latent feature
of human behaviour, that informs the service about the user’s availability to follow up
on any information provided. And thirdly, we provide a fully worked example of an in-
telligent mobile location service (a crowdsourced package delivery service) that performs
decision-making using predictive densities of current and future user mobility. Simula-
tions using real mobility data from the Orange Ivory Coast dataset indicate a 81.3%
improvement in service e ciency when compared with the next best (non-anticipatory)
approach.Contents
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Introduction
Mobile location services have been a topic of considerable interest in recent years, both in
industry and academia. In industry, software applications (or apps) with location-based
components enjoy widespread use. This is evidenced, for example, by the 30 million
active users who opt to check in (i.e., share their current location with friends) on
Foursquare1, the 100 million users who search for local services on Yelp2 when out and
about, and the increasing number who electronically hail a taxi in Uber3 in 66 cities (up
from 11 cities in 2012), which they can then watch arrive at their location on a real-time
map (Kafka, 2013; Thomas, 2013).
In academia, research has started to examine how this software should be designed in
the future. Currently, mobile apps share much in common with desktop apps, where
the user is expected to shift focus between one app and another whenever they want
to access new functionality (i.e., software is predominantly used in the foreground). In
contrast, research has emerged in recent years that proposes to make mobile apps less
like their desktop counterparts and more like complete services, thus extending their
modus operandi to work mostly in the background, and only occasionally surface to
intervene to add value to daily life (Sadilek and Krumm, 2012; Scott et al., 2010). The
potential gains of these advances are considerable, enabling the wealth of information
and resources available on the web to interact more seamlessly with daily experience.
For example, users can currently earn additional income by carrying out location-based
tasks (e.g., doing household chores, picking up dry cleaning, delivering a package) listed
on mobile apps such as TaskRabbit4 or PostMates5. Learning these users’ routine mo-
bility patterns and predicting their future destinations would enable opportunistic task
allocation, allowing them to be notiﬁed in advance about relevant tasks. Similarly,
1http://foursquare.com
2http://yelp.com
3http://uber.com
4http://taskrabbit.com
5http://postmates.com
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while mobile apps by Groupon6 and LivingSocial7 provide mobile vouchers for interest-
ing local experiences (such as dance classes or wine tasting), a service that was aware of
users’ future plans could o↵er much more timely and relevant o↵ers that integrate better
with daily life. More ambitiously, control systems for home heating and electric vehicle
charging could be enhanced with knowledge of when a user will be home (Gupta et al.,
2009), or next needs to drive, and autonomously take appropriate action to optimise
accordingly.
Some aspects of this vision have been pursued for many years, resulting in mature re-
search in the area of ubiquitous systems (e.g., activity recognition for elderly assisted
living, and ambient environments that control indoor lighting (Cook et al., 2009)). How-
ever, the combination of surprisingly rapid adoption of advanced mobile devices by
consumers (devices with far better connectivity, processing power, and interfaces than
before), and the broad acceptance of location-based apps such as Foursquare, Yelp, and
Uber, has surfaced new opportunities and challenges. Such challenges had, heretofore,
been unforeseen at a time when the only encounters a user had with ubiquitous systems
were in ﬁxed and limited environments like the home or workplace.
The new challenges presented by mobile location services mainly relate to gaining an
intelligent understanding of the needs of mobile users during their daily lives, regardless
of where they are, using sensor data provided by the mobile device (from the Global
Positioning System (GPS) or nearest cell tower) that is processed both on the device and
on remote servers. This research brings together, for the ﬁrst time, the entire workﬂow
that a mobile location service needs to follow, in order to achieve such an understanding
and to act on it e↵ectively. This framing of the problem highlights the shortcomings of
existing approaches (such as making unrealistic assumptions about the use case) which
we seek to address.
1.1 Research Challenges for Mobile Location Services
We now describe the challenges facing an intelligent mobile location service in three
broad categories:
1. Prediction: In many cases it will be crucial to take action or provide information
well in advance of the obvious need, e.g., heating the home based on when the user
is expected to arrive, or suggesting a restaurant as a meeting place for a friend,
near where the user is going to be. Hence, services must become good at prediction
of user location.
6http://groupon.com
7http://livingsocial.comChapter 1 Introduction 7
User 
Observed  
Behaviour 
1. Prediction  2. Inference 
i.e., extent of availability 
3. Decision-
Making 
i.e., location,  
activity 
e.g., near London this 
afternoon, staying home 
next weekend 
notify (interrupt) 
with information 
System 
e.g., schedule charging, 
heat home 
e.g., electric vehicle charging, 
home heating control 
Figure 1.1: The three main challenges of the prediction-inference-decision work-
ﬂow.
2. Inference: For users of mobile location services, providing too much information
is almost as bad as providing it too late (Amini et al., 2012). Information over-
load is especially undesirable on mobile devices, because users tend to carry such
devices for most of their waking lives, and will often prefer to be engaged in the
environment (not their device). Therefore, mobile services must be able to infer
the current real-life user experience. Speciﬁcally, the extent to which the user re-
quires, or is receptive to, suggested actions (e.g., is lost in a new neighbourhood,
or has some free time to spend) needs to be determined.
3. Decision-Making: Knowing the current real-life experience of the user is not
enough, the services must also decide for themselves when they should interrupt
the user and with what information. Decision-making must balance the usefulness
of providing the information or taking action (which is determined by prediction in
Challenge 1) with the human cost in providing it (which is determined by inference
in Challenge 2).
The structure of these broad tasks is illustrated in Figure 1.1, in which we see that
the service meeting the aforementioned three challenges is in an environment where it
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and, based on that analysis, responds ﬂexibly and autonomously by communicating
information back to the user (or a control system). These features suggest the use of the
agent paradigm, which provides a well-deﬁned abstraction for such software components
(Jennings, 2000). In the agent paradigm, agents act autonomously to sense and change
the state of the environment (i.e., sensing human behaviour and giving information
to users) by performing optimal actions with respect to a given utility function (i.e.,
maximising the usefulness of information).
In particular, uncertainty permeates each of the three challenges as a result of the
limitations of human behaviour data from mobile devices. For example, in prediction
there is uncertainty about both future and historical user locations, while in inference
there is uncertainty in the current user context. We now break this uncertainty down
into three speciﬁc causes:
1. The ﬁrst factor limiting data from mobile devices arises from technical restric-
tions of the device itself. Sensors give noisy measurements, and sometimes fail
to provide a reading at all. Furthermore, the battery often has limited capacity,
requiring sensor sampling rates to be managed. This (intentionally) results in a
lower granularity of data (Paek et al., 2010).
2. While the data collected about any individual user may be broad, the data tend
to fall into separate silos (Scoble, 2010). This occurs when services do not share
their data, usually because they are in commercial competition with each other.
For example, a service controlling home heating that has information about home
departure times will not necessarily share its data with a travel information service,
even if the user explicitly wants that outcome.
3. Sensor data is generated by human behaviour that is itself stochastic. Fortunately,
several pieces of research have highlighted ways to identify the regularities (i.e.,
routines) present in daily life location and application use behaviour to deal with
this stochasticity (Sadilek and Krumm, 2012; Song et al., 2006). In tension with
this identiﬁcation of routine is the reality that, generally, good performance is
expected of mobile services right from the start, even when there is insu cient
data to achieve this.
Taken together, these three factors result in an uncertain picture of the user, their sur-
roundings, and their future states, motivating the use of probabilistic tools to deal with
the prediction-inference-decision challenges in a principled and uniﬁed way. Although
there are various successful methods for dealing with uncertainty (e.g., support vector
machines, decision trees, logic-based approaches), we take the probabilistic approach
because it has a long established statistical underpinning, requires all assumptions to
be explicitly declared (i.e., the likelihood function, prior probabilities, and conditional
independencies), and is modular (making composition straightforward).Chapter 1 Introduction 9
Now, existing work addressing parts of these challenges is dispersed amongst a number of
di↵erent areas of research. In particular, approaches addressing prediction (Challenge 1)
require data to be collected from the global positioning system (GPS), cell towers, or wiﬁ,
and this history of locations is then used to predict the user’s future locations. Prediction
can be done in a variety of ways that range from the use of spatial information (e.g.
Ashbrook and Starner (2003) use Markov chains, Song et al. (2006) use variable-order
Markov models), temporal information (e.g. Scellato et al. (2011) propose non-linear
time series analysis methods, Scott et al. (2010) use probability matrices of departure
and arrival time slots), a combination of both (e.g., Gao et al. (2012a); Eagle and
Pentland (2009)), or other attributes like social information (Noulas et al., 2012) or
national holiday dates (Sadilek and Krumm, 2012).
What all these prediction methods have in common is that they assume an adequate
history of observations of user mobility in order to train a statistically accurate model
of behaviour. However, this assumption often lacks realism and a proper understanding
of how people would actually use prediction services. Speciﬁcally, existing approaches
implicitly assume that the user will patiently use a badly performing system, hoping that
in time it will learn his personal location habits and improve (i.e., the quoted performance
for approaches in the literature applies only to su ciently trained systems). We address
this in our work by providing a prediction method that does not require this assumption.
Following on from the prediction task (in the workﬂow of the mobile agent) is the task of
inferring the state of the user (Challenge 2), and their receptiveness to the information
provided by the agent. Current approaches to context inference fall short in this task,
because the arrival of notiﬁcations (timely updates that reach the user from their mobile
device) and the prediction of future needs, were not realistic or relevant assumptions to
make until recently. The abilities to infer whether the user is walking or sitting, watching
television or in a meeting, clearly have their place in helping to decide, respectively,
sensor sampling rates (Paek et al., 2010) or the volume of the ringtone on a phone
(Siewiorek et al., 2003). However, these abilities give very little indication about the
extent to which the user requires information about their local surroundings, or about
how open they are to changing their plans (for example, to act on information about
an event they will be near later in the day). In short, the inference challenge relates to
inferring latent (i.e., hidden) features of human behaviour, which are not only hidden
in the sense that they are missing observations, but also abstract. This is in contrast to
activity recognition, which seeks to infer low level features of the context.
Surprisingly, ideas in the area of prediction, rather than context inference, come closest
to addressing the inference challenge (i.e., Challenge 2). Firstly, the methods proposed
by Sadilek and Krumm (2012) and Eagle and Pentland (2009) extract typical days from
a user’s location history that correspond to meaningful labels such as “working day” or
“travelling”. Such modes of location behaviour may then be associated with di↵erent
levels of interruptability and receptivity to change. However, no research has yet takenChapter 1 Introduction 10
this next step of investigating how best to make the link between the type of day and
receptiveness to interventions. The second way that the area of prediction contributes
to inference is in predictability analysis of mobility. This analysis uses information the-
ory to provide a quantitative measure of routine (Song et al., 2010). Unfortunately,
predictability has so far been treated as a feature of an overall person, rather than as a
feature of small time windows belonging to a single person, and this clearly presents lim-
itations when it comes to understanding the user’s current or instantaneous experience.
Yet, arguably, periods of low predictability correspond to the most interesting parts a
user’s life, when they have departed from routine and may need more information and
assistance (Church and Smyth, 2009). Conversely, being in a period of high predictabil-
ity (when the user is in deep routine) implies that the user may need less help. Hence, a
novel approach is needed to infer, in real time, when these departures from routine are
happening. We provide such an approach.
Finally, existing work directly addressing Challenge 3 (i.e., decision-making for infor-
mation interruptions on the mobile platform) is focused more on activity inference than
decision-making about interventions (Iqbal and Bailey, 2008; Ho and Intille, 2005). That
is, Challenges 2 and 3 are usually bundled together as one single problem in the liter-
ature. Consequently, only rudimentary decision models were used, such as waiting for
a transition in activity (e.g., between sitting and walking, or leaving a meeting), or
stopping notiﬁcations altogether once a ﬁxed ceiling has been reached (Speier et al.,
2003). Such approaches ignore the full opportunity of the information available. They
are essentially heuristics that may occasionally work, but which do not explicitly model
what is being optimised and how optimisation is achieved via actions. What is missing
is an approach that uses an explicit reward function of utility that represents a set of
assumptions about the usefulness of the information. Such an approach would have to
handle the uncertainties that carry through from the previous prediction and inference
steps. This is the ﬁnal shortcoming that we address.
1.2 Research Requirements
Against this background, the problems left unaddressed by existing work leads to the
following requirements for this research:
1. A probabilistic model for location prediction that addresses Challenge 1 with the
following properties:
(a) Realistically Accurate: a model is required that learns from historical
user data available from mobile devices and gives accurate predictions for
new users, which is a realistic assumption of how prediction systems would
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(b) Limited Assumptions: performs well for new users without requiring cul-
tural assumptions about habits (which are brittle and di cult to generalise
across geopolitical areas), external information about locations (i.e., from
semantic databases), but rather, learns the semantic information implicitly
from the mobility data.
(c) Scalable: the model must be solvable for a large number of users (on the
scale of millions), as would be suitable for a large-scale mobile service.
2. A probabilistic model for user context inference that addresses Challenge 2 with
the following properties:
(a) Uses Available Sensor Data: should work with sensor data commonly
available from the mobile phone (i.e., accelerometer, GPS, microphone).
(b) Captures Latent Features of Routine Behaviour: such latent (i.e.,
hidden) features need to have explanatory power for the behaviour of users
and therefore be able to inform the agent about the extent to which the user
can change her behaviour (i.e., is open to new suggestions and information).
(c) Works in Real-Time: should be able to understand user context as it
happens.
3. A model for decision-making that addresses Challenge 3 with the following prop-
erties:
(a) Considers Relevance: the model should optimise the expected value of the
agent actions in light of information from the prediction and inference steps
described above to ensure relevancy to the user’s current and future contexts.
(b) Increases Service E ciency: for the decision-making model to be useful,
it must signiﬁcantly improve the e ciency of the mobile location service, as
measured by a domain-speciﬁc metric (e.g., the heating cost in a home heating
service, the speed of package delivery in a delivery service).
(c) Computationally Tractable: the model should ﬁnd optimal actions tractably,
in, at worst, polynomial time in the number of possible actions.
In this work, we present novel research addressing these requirements, opening the way
for a new generation of mobile location services, and advancing the state-of-the-art in
behaviour analysis and decision-making.
1.3 Research Contributions
The aim of this research is to advance the state-of-the-art in prediction, inference, and
decision-making for intelligent agents on mobile devices for use in daily life. Speciﬁcally,
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picture of what the user will need in future. Such a picture then motivates the provision
of assistance in the form of relevant information and actions, which must be intelligently
controlled using knowledge about the future context.
To address Requirement Set 1, requiring better prediction for new users, we note that
approaches that use data about established users for improving prediction of new users
have long existed in the area of recommender systems (Su and Khoshgoftaar, 2009), and
more recently, in activity recognition (Bao et al., 2012; Lane et al., 2011). However, a
direct translation of those approaches is not possible without breaking Requirement 2b
(i.e., without having access to extra semantic information about the locations, which
could be di cult to gain). Although De Domenico et al. (2012) do not use semantic
information about locations, they do assume knowledge of the social network to ﬁnd
correlations between individuals, which also breaks Requirement 2b. Therefore, we
present the ﬁrst model that does not require labelled locations nor prior knowledge of
the social network between users, but nonetheless provides good predictions for new
users by leveraging similarities between new and established users.
Following on from prediction is inference (Requirement Set 2), which we address by
investigating periods of low predictability in human mobility. While existing approaches
treat predictability as a feature at the level of the individual, we provide a novel measure
that indicates when users are in deep routine and when they are departing from routine,
which takes into account not just how often the current location has been visited but
also the sequence of locations that preceded the current one.
To address Requirement Set 3, we propose and develop a novel principled decision-
making method that optimises mobile notiﬁcations based on uncertain predictions of
users’ future mobility. The application scenario is a location-based task service that
assigns delivery tasks opportunistically, minimising the disruption to users’ existing mo-
bility routines. The scenario highlights how decision-making for mobile devices can be
combined with predictive systems for human behaviour to improve the e ciency of a
system (in this case, reducing the time for delivery).
In more detail, the contributions are the following:
Improving Location Prediction Services for New Users (Chapter 3):T o
address the shortcomings in existing research related to prediction of new users
(Challenge 1), we present the ﬁrst approach to model shared location habits between
existing and new users, to signiﬁcantly improve location prediction for the latter
group (satisfying Requirement 1a). In doing so, we make several contributions:
• We present the ﬁrst approach to modelling group routine location behaviour
across a population without the existing restrictions that currently apply (sat-
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locations or spatial/social overlap between individuals. To do this, we develop
a model called LocHDP to deal with group spatio-temporal behaviour.
• We derive an e cient inference process for LocHDP using Markov chain Monte
Carlo (MCMC) sampling (addressing Requirement 1c), and show how predic-
tion using the shared parameters of the group may be performed.
• Using the Nokia Lausanne dataset containing detailed mobility observations
of 38 people for 1 year (Laurila et al., 2012), we explore LocHDP’s ability to
overcome data sparsity in location prediction by varying the amount of data
seen during training. For our experiments, the extensive depth of the Nokia
dataset enables us to consider a wide range of training sizes, while still having a
large number of observations that were unseen during training that allow us to
get statistically signiﬁcant measures of predictive accuracy. We ﬁnd that our
model outperforms the state of the art (an approach by (Cho et al., 2011)) by
a factor of 2.4 in held-out data likelihood when given only 20 hours of training
data. We ﬁnd that this advantage holds all the way up to 100 hours of training
data, after which point there is no advantage in prediction accuracy to using
a group model in comparison to a set of models of individual behaviour.
When taken together, these contributions open the way for improved performance
for new users in predictive systems with a minimal amount of assumed knowledge.
Identifying Periods of Low Predictability in Daily Life Mobility (Chapter 4):
To address the shortcomings in existing research related to user state inference
(Challenge 2), we provide the ﬁrst work to explicitly investigate transient peri-
ods of low predictability in human mobility. In doing so, we make a number of
contributions:
• We design a novel entropy estimator, based on the well-known Lempel-Ziv
measure (Bhattacharya and Das, 1999) which we described in Section 2.4.2,
called the real-time entropy estimator that provides a principled method for
measuring the instantaneous predictability, or entropy, of an individual. Ex-
isting approaches use the standard Lempel-Ziv estimator (Bhattacharya and
Das, 1999; Song et al., 2010; Jensen et al., 2010), which gives a single summary
entropy value to individuals. In contrast, our method provides a breakdown
of entropy per time slot (e.g., hour, quarter of hour), which enables richer
analyses.
• We apply our estimator to GPS traces from the Nokia Lausanne dataset (Lau-
rila et al., 2012), and show, for the ﬁrst time, that departures from routine are
correlated with mobile application use, and that applications that provide in-
formation about local surroundings (i.e., search and maps) show the strongest
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• We present a new Bayesian model capable of predicting future departures from
routine. This is the ﬁrst mobility model that explicitly captures the tendency
of users to depart from routine (as opposed to approaches that we considered
in Section 2.2 that assume users always follow their routine patterns).
• We evaluate our estimator and model against state-of-the-art benchmarks (in-
cluding an entropy measure by Eagle and Pentland (2009) and a regularity
measure (Song et al., 2010), both of which look only at the time of week
to measure depths of routine). We show that they outperform all existing
approaches for inference and prediction of departures from routine.
• As a demonstration of the advantage of our approach, we present an antici-
patory computing scenario in which predictions of unusual future location be-
haviours are used to optimise mobile push notiﬁcations to a user. Comparing
our predictive model against a state-of-the-art model of temporal behaviour
by Cho et al. (2011) (described in Section 2.2.2), we ﬁnd that outcome utilities
are signiﬁcantly improved when the tendency to depart from routine is also
modelled.
This set of contributions o↵ers a new perspective on the complex relationship be-
tween mobility patterns (measurable directly from a mobile phone) and broader
user behaviours. This improved understanding opens the way for a new generation
of mobile applications that can help the user at times of greatest need, but leave
them to get on with their daily routine at other times.
Decision-Making with Location Behaviour (Chapter 5): To address the short-
comings in existing research related to decision-making in mobile location services
(Challenge 3), we provide a novel method to optimise decisions in a location-based
service using predictions of individual future mobility (addressing Requirement 3a).
In doing so, we make the following contributions:
• We advance the state of the art in mobile decision-making by developing an ap-
proach that works well with uncertain routine location behaviour. Speciﬁcally,
we show that an exact and tractable solution to task allocation in the pack-
age delivery scenario is possible when using a mobility model belonging to the
broad class of temporal periodic prediction models (satisfying Requirement 3c).
Under this assumption, we show that we can formulate the decision-making
problem as a Markov decision process (MDP) in which the number of states
grows linearly in the number of locations, making the overall algorithm poly-
nomial when using a standard MDP solving method (e.g., linear programming,
policy iteration) (Puterman, 1994). Using our approach, simulations indicate
that source-to-destination delivery time is reduced by an average of 81.3%
compared to choosing the shortest path (which na¨ ıvely minimises the number
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• To provide accurate transition probabilities to the MDP8, we present a Bayesian
nonparametric mixture model approach to learning the mobility behaviour of
individuals from very sparse observations. We show how this model can be for-
mulated as a series of Bernoulli trials and directly incorporated into the MDP.
Using real cell tower data from 50,000 people in Ivory Coast (provided by Or-
ange), we ﬁnd at least a 25% improvement in held-out data likelihood when
compared to two state-of-the-art approaches for human location behaviour
prediction (a variable-order Markov model with prediction by partial match-
ing (Song et al., 2006) and a daily periodic ﬁnite mixture model (Cho et al.,
2011))
• We use the Orange dataset to show that peer-to-peer package delivery is feasi-
ble under three key criteria. In particular, we show that the size of participant
pool only needs to be of the order of several thousand to get at least an 80%
coverage of the country (out of a total area 320,000 km2). Furthermore, each
solution path (i.e., chain of participants to deliver a package) is between 2-4
people. Finally, these requirements are only mildly worsened when considering
only rural destinations for delivery.
Taken together, this set of contributions provides an exposition of how our uniﬁed
workﬂow can be applied to accomplish higher e ciency in a mobile location service
(satisfying Requirement 3b).
The aforementioned contributions have been published in two conference papers and a
journal article:
1. J. McInerney, A. Rogers, N. R. Jennings. Learning Periodic Human Behaviour
Models from Sparse Data for Crowdsourcing Aid Delivery in Developing Coun-
tries. In Conference on Uncertainty in Artiﬁcial Intelligence (UAI), Bellevue,
Washington, US, 11-15 Jul 2013. p 401-410.
2. J. McInerney, J. Zheng, A. Rogers, N. R. Jennings. Modelling Heterogeneous
Location Habits in Human Populations for Location Prediction Under Data Spar-
sity. In, International Joint Conference on Pervasive and Ubiquitous Computing
(UbiComp 2013), Zurich, Switzerland, 8-12 Sep 2013. p 469-478.
3. J. McInerney, S. Stein, A. Rogers, N. R. Jennings. Breaking the Habit: Measuring
and Predicting Departures from Routine in Individual Human Mobility. Journal of
Pervasive and Mobile Computing, 9, (6), 808-822. (doi:10.1016/j.pmcj.2013.07.016).
2013.
Additional publications based on this work are in preparation or under review:
8N.B., the transition probabilities in the MDP are not the same as the transition probabilities of the
mobility of any individual participant.Chapter 1 Introduction 16
5. J. McInerney, A. Rogers, N. R. Jennings. Prediction, Inference, and Decision-
Making for Mobile Location Services: a Review. ACM Computing Surveys. (In prepa-
ration).
6. J. McInerney, D. Gorissen, D. Nicholson, S. Stein, A. Rogers, N. R. Jennings.
A Probabilistic Model and User Interface for Exploring Departures from Routine
in Heterogeneous and Untrustworthy Human Location Data. In, ACM SIGKDD
Conference on Knowledge Discovery and Data Mining (KDD 2014), New York,
USA, 24-27 Aug 2014. (Submitted).
Furthermore, J. McInerney was non-ﬁrst author on four other publications related to
human behaviour prediction and mobility (see Appendix A for more details):
7. N. C. Truong, J. McInerney, L. Tran-Thanh, E. Costanza, and S. Ramchurn.
Forecasting Multi-Appliance Usage for Smart Home Energy Management. In,
International Joint Conference on Artiﬁcial Intelligence (IJCAI), 2013.
8. I. Rahwan, S. Dsouza, A. Rutherford, V. Naroditskiy, J. McInerney, M. Venanzi,
N. R. Jennings, M. Cebrian. Global Manhunt Pushes the Limits of Social Mobi-
lization. IEEE Computer, 10.1109/MC.2012.295. 2013.
9. A. Rutherford, M. Cebrian, I. Rahwan, S. Dsouza, J. McInerney, V. Naroditskiy,
M. Venanzi, N. R. Jennings, J.R. deLara, E. Wahlstedt, S. U. Miller. Targeted
Social Mobilization in a Global Manhunt. PLoS ONE, 8(9): e74628. 2013.
10. N. C. Truong, J. McInerney, L. Tran-Thanh, E. Costanza, and S. Ramchurn.
Multi-appliance Usage Prediction for Smart Homes. Journal of Artiﬁcial Intelli-
gence Research.( S u b m i t t e d ) .
1.4 Thesis Outline
The remainder of this report is organised as follows:
• In Chapter 2, we discuss related work, starting with an overview of existing ca-
pabilities for mobile location services. Against this background, we explain the
current state-of-the-art techniques for modelling daily life mobility, focusing on
prediction. We then move on to the problem of inference of user state, intro-
ducing predictability analysis, explaining the biggest factors inﬂuencing a mobile
user’s mobility. Finally, current decision-making capabilities for mobile agents are
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• In Chapter 3, we present our ﬁrst contribution, which addresses the problems as-
sociated with new users in location prediction services. The contribution consists
of a new probabilistic model that maps location behaviours of established users to
those of new users. Thus, we enhance predictive performance by using richer mod-
els of mobility from established users with similar habits. This approach is tested
with real life location data, with which we observe a factor of 2.4 improvement in
prediction accuracy compared with the state-of-the-art.
• In Chapter 4, we present our second contribution, namely, a novel measure of
instantaneous entropy of location behaviour that enables a new set of inferences
to be made about the context of mobile users. This measure is applied to a large
real world data set, revealing aspects of mobility that have not previously been
seen, and enabling new types of applications on the mobile platform, speciﬁcally
the prediction of app use.
• In Chapter 5, our third contribution is to present a novel way of making decisions
in a location-based service with model-based predictions about individual future
user mobility. We test our approach in the speciﬁc scenario of a collaborative
package delivery service, using a large-scale real dataset of cell tower readings, and
ﬁnd an 81.3% time improvement in simulated deliveries (compared to minimising
only the number of participants per delivery).
• Finally, in Chapter 6, we draw conclusions about the presented contributions and
outline future work. We consider how our uniﬁed workﬂow for prediction, infer-
ence, and decision-making in mobile location services prompts additional research
questions, and how new use cases may be accommodated by the framework.Chapter 2
Literature Review
The technical challenges posed by mobile location services were identiﬁed in Chapter 1
as mobility prediction, user context inference, and decision-making. We now review
existing approaches to these challenges in the literature.
Firstly, an important tool in dealing with location data is the ability to pre-process
the raw data that comes from location-aware mobile phones (consisting of timestamped
GPS readings, cell tower ids, or WiFi connection logs) into a form suitable for models
of prediction, inference and decision-making. Research into pre-processing such data
is mature and we do not intend to make any contributions in this area. However, we
provide an outline of the key approaches in Section 2.1 to support understanding of this
necessary step when we present our novel contributions in Chapters 3, 4, and 5.
In Section 2.2 we explain how processed location data is modelled in existing research.
We then explain how prediction may be performed using such models in Section 2.3
(highlighting prediction for new users in Section 2.3.2 as an undeveloped area in the
mobility modelling literature). In Section 2.4, we cover existing work around inference
of the user context in mobile service settings. Finally, in Section 2.5, we cover the
existing work for decision-making for providing information to mobile users.
2.1 Pre-Processing Location Data
To perform inference and prediction on location data, it is often necessary to pre-process
it. This requires converting it from a series of continuous time-stamped events (e.g., GPS
readings with latitude and longitude coordinates, cell tower ids) into a series of discrete
labels belonging to an alphabet, A, of locations. While the main goal of pre-processing
is to get the data into a form that is compatible with the model to be used, it is also
useful in ﬁltering out noise in location data caused by sensor ﬂuctuations and transient
locations that have little meaning to the user (e.g., where a user stopped at a red light
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during a journey by car, or a sensor ﬂuctuation temporarily placed the user on the street
opposite).
The process can be characterised as one of discretisation (in both space and time), where
the size of each discrete bin is variable and unknown. Pre-processing location data
consists of two tasks: the task of deciding the set, A, of locations (e.g., corresponding
to the user’s home, place of work, or favourite restaurant) is known as signiﬁcant place
extraction (Kim et al., 2006), while the task of deciding the duration that each symbol
represents is known as time windowing (Eagle and Pentland, 2009). We now review
existing approaches to these two tasks in the literature.
2.1.1 Signiﬁcant Place Extraction
Kang et al. (2004) deﬁne a signiﬁcant place as one in which a user “spends a substantial
amount of time and/or visits frequently”. Consequently, existing work tends to consider
the time spent at a location, the frequency of visits, and the distance to other signiﬁcant
places in determining which locations are signiﬁcant. The latter (distance to other
places) is necessary to consider because a place may encompass a geographical area
rather than a single point on a map (e.g., a shopping centre or o ce building) and
because sensor noise can often erroneously add new locations to a user’s history.
The simplest approach to the problem is to divide the world up into equal-sized cells
that each cover a small geographical area, and then to select which cells are the most
important based on their visit frequency and/or duration. In this manner, Sadilek and
Krumm (2012) divide the globe up into equilateral triangles with side lengths of 400
meters, then assign each GPS location to the nearest cell. They then use frequency
of visits by the user to decide on the 10 most signiﬁcant cells (for each user) plus one
extra “other” location that absorbs all remaining cells. Ferrari and Mamei (2011) use
a similar approach with square cells of side length 500 meters, designating a cell as
signiﬁcant if and only if the total time the user spent in it was over a ﬁxed threshold.
They empirically found that a threshold of 30 mins gave the most meaningful set of
signiﬁcant places (which can be determined by looking at the places of a sample user to
see if they match up with reasonable locations to visit on the map).
However, problems arise with the cell approach if a signiﬁcant place happens to sit on
the border between two cells. In such a case, even small amounts of sensor noise cause
two problems. Firstly, the cell count is split between two cells, increasing the chance
that a truly signiﬁcant place is ignored altogether (because it did not feature amongst
the most visited cells). Secondly, even if the two cells containing the signiﬁcant place
are amongst the most visited cells, the problem remains that two cells represent a single
signiﬁcant place, propagating the splitting problem into the modelling step (resulting in
the model erroneously considering the two cells as two separate signiﬁcant places).Chapter 2 Literature Review 20
Figure 2.1: A critical threshold for cluster radius usually exists, which Ashbrook
and Starner (2003) proposed can be found by manual inspection.
The solution is to abandon the cell approach and cluster the raw locations instead.
Such parametric clustering then raises the question of either how many clusters (i.e.,
signiﬁcant places) there should be, or how large (i.e., the radius) each cluster should
be. In more detail, Ashbrook and Starner (2003) clustered the locations of users using
a radius clustering approach (a variant of k-means clustering (Bishop, 2006)), selecting
the radius by inspection (manually) to maximise the number of places (i.e., clusters)
while still ignoring outliers. They claim such an optimisation is usually possible by
inspecting a plot of the number of places (the dependent variable) v.s. cluster radius
(the independent variable) and looking for the “knee”, beyond which the number of
places explodes (corresponding to considering lots of outliers as places in their own
right). Figure 2.1 gives an example of this selection. The arrow highlights the cluster
radius below which the number of clusters explodes. This radius is therefore the (visually
obtained) optimal radius to use in the extraction of signiﬁcant places.
This process of manual inspection is clearly less desirable than an automatic approach.
An automatic approach is provided by Scellato et al. (2011), who used a mixture of
2-dimensional Gaussians and selected the number of places automatically by removing
from consideration all clusters that have a density of less than 15% of the maximum.
Unfortunately, modelling mixtures of Gaussians can be computationally intensive to
perform on a mobile device. To this end, Kang et al. (2004) propose an online clustering
method that is more feasible for a resource-limited mobile phone to perform. Their
method takes into account the duration of visits to a location and the minimum distance
between locations. It spawns a new place (i.e., cluster) if and only if the current location
is beyond a certain threshold in distance from an existing place, and the new proposed
place has been visited for longer than a minimum duration. Thus, their method is
more practical but represents a step away from more established clustering methods like
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As we have seen, all the existing work in signiﬁcant place extraction requires the tuning
of parameters, the choice of which is either manual or heuristic. In Chapter 4, we use the
online (heuristic) clustering method by Kang et al. (2004) because it yields reasonable
signiﬁcant places without requiring extensive parameter tuning, and has a low enough
computational footprint that allows it to be used directly on mobile devices if needed.
However, in our other contributions, we work to avoid discretisation altogether, as the
process is often wasteful of data. This is because discretisation forces ambiguities to be
resolved at the raw data level (i.e., before being seen by the behaviour model) which
necessarily degrades the information available to the behaviour model. Nonetheless,
knowledge of the various methods for discretisation is useful when designing a uniﬁed
model, as we do in Chapters 3 and 5.
The other part of pre-processing is the discretisation of the timestamps of recorded
locations, which we consider next.
2.1.2 Time Windowing
Temporal discretisation is more straightforward than spatial discretisation for two rea-
sons. Firstly, telling the time is inherently less noisy than obtaining a location reading
through GPS. Secondly, the number of elements (i.e., time slots) grows only linearly with
the inverse of the granularity (instead of quadratically in 2-dimensional space). There-
fore, a suitably small temporal granularity may be selected, based on the detail required.
In particular, Eagle and Pentland (2009) and Song et al. (2010) use a granularity of 1
hour, which they ﬁnd captures the essential pattern in human location routine, though
Ferrari and Mamei (2011) use 30 minute time slots.
In cases where more than one signiﬁcant place was visited during a single time slot, the
selection of a single place can be done randomly, in proportion to the duration that each
place accounted for in that particular time slot (Song et al., 2010; Eagle and Pentland,
2009).
In Chapter 4, we consider various temporal granularities from 10 minutes to 1 hour in
order to ﬁnd enough temporal detail to capture the essential mobility patterns of daily
life without introducing an unnecessary number of extra parameters into our model.
However, for the reasons described in Section 2.1.1, in our remaining contributions we
avoid discretisation.
To recap, signiﬁcant place extraction and time windowing on the raw data results in a
series of processed labels (i.e., discrete location states) that can be modelled with a wide
variety of approaches. Pre-processing is concerned with identifying discrete temporal
and spatial labels while modelling is concerned with identifying the structure inherent in
those labels. We now consider existing approaches that do this harder task of modelling.Chapter 2 Literature Review 22
2.2 Modelling Location Behaviour
In location behaviour modelling, the structure associated with a set of locations (i.e.,
states) is learnt from an individual user’s history. Learning may focus on the spatial
structure of the data (such as modelling the probability of transitioning from one location
to another (Ashbrook and Starner, 2003; Gao et al., 2012b)), the temporal structure
(arrival and departure times (Scott et al., 2011; Tominaga et al., 2012)), or a combination
of both (Sadilek and Krumm, 2012; Noulas et al., 2012; Eagle and Pentland, 2009).
Various approaches in the literature place di↵erence emphasis on spatial and temporal
structure, deﬁning a space of spatial-temporal approaches (see Figure 2.2). The intended
application determines where in this space the model should be. If knowing where a user
will be is more important than when they will be there (e.g., in predicting total travel
distance for a day for electric vehicle charging, or in recommending vouchers for an area
someone will visit in the near future) then it is better to focus on spatial structure. At the
other extreme, if timing is more important (e.g., optimising home heating or analysing
going out behaviour) then methods that learn temporal structure are preferred. Methods
learning a combination of spatial and temporal structure may be used for applications
where both are important (e.g., automatically arranging meetings, or location-based
crowdsourcing (Reddy et al., 2010)).
Once learning has completed, prediction or inference can be performed with the model.
Prediction of the next location (or set of locations sometime in the future) requires
contextual information such as recently visited locations, features of the current time
(e.g, time of day, day of the week, or whether it is a public holiday), or other features
entirely (e.g., location of friends of the user, current weather). Inference takes into
account all the observed variables to give a probability distribution over the hidden
variables, so it can be used to infer things about users that are not (or may never
be) directly observable (e.g., the extent to which the user is breaking from routine, or
whether they are lost in the city).
We start by looking at existing work that learns only the spatial structure in location
data.
2.2.1 Learning Spatial Structure
Ashbrook and Starner (2003) proposed using Markov models (where the states represent
locations) to predict transition probabilities between locations. In particular, Nth-order
Markov models assume conditional independence between the next state and the history
of states given the N most recent states:
p(li+1|li,l i 1,...,l 1)=p(li+1|li,l i 1,...,l i N+1) (2.1)Chapter 2 Literature Review 23
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Figure 2.2: The spatial-temporal space of approaches to mobility modelling.
The lower left quadrant is empty because all approaches in the literature con-
sider at least one of temporal or spatial structure.
where li is the location of the user at time step i. Ashbrook and Starner (2003) used
a ﬁrst-order Markov model (i.e., N = 1) in their approach, which has the advantage
of being simple, but ignores some important complexities in the mobility history. In
particular, directionality and higher-order patterns in user mobility are ignored. Con-
sequently, location routines that involve the same states are likely to be confused. For
example, if a user usually drives both ways through a town, then the prediction at each
location along the way will be split evenly between the next and previous states (with
respect to the direction of travel). Similarly, if a user likes to visit the gym when travel-
ling either to or from work, then the model will erroneously predict the work location,
even if the user has just come from there.
One could overcome this problem by raising the order of the Markov model (i.e., by
increasing the value of N) to capture directionality. However, this change comes at the
cost of exponentially increasing the number of parameters (i.e., transition probabilities)
in the model. In more detail, assuming there are K states (i.e., locations) in the Markov
model of mobility, then the Nth-order Markov model requires learning KN transition
probabilities, resulting in the problem of severe overﬁtting even when increasing N by
a small amount.
Song et al. (2006) and Bapierre et al. (2011) address this problem by introducing the
concept of escaping (also known as fall-back) into Markov models for mobility. Escaping
allows higher-order dependencies to be used in frequent mobility routines, where rich
data is available, but assumes lower-order dependencies at states that are not frequentlyChapter 2 Literature Review 24
observed (visited). It does this by reserving probability mass for previously unseen
transitions, then recursively escaping to lower-order dependencies until it reaches a level
of context dependence that has been seen in the data before.
In more detail, ﬁrstly, an upper bound N on the maximum Markov order is speciﬁed. As
with a normal Markov model of order N, the probability of the next location depends
on the context u of length N that has just been observed. A normal Markov model
would simply allocate probabilities to the set of locations appearing after context u
(of length N) in proportion to their observed frequencies. The escaping Markov model
also does this, but ﬁrst reserves a constant probability mass p(escape|u) for locations
unseen in training. Thus, escaping explicitly represents the probability that context u
will transition to a location that it has never transitioned to before. Normal Markov
models consider only contexts of ﬁxed length N, in contrast, escaping models consider
all context lengths k  D via recursive deﬁnition (starting from length D down to length
0) (Begleiter et al., 2004):
p(l|un
n N+1)=
8
> <
> :
1
|A| if N =1
p(l|un
n N+1)i f un
n N+1l appeared in the training sequence
p(escape)p(l|un
n D+2) otherwise
(2.2)
where ub
a represents the context starting at index a and ending at index b (inclusive),
and A is the set of locations.
The escaping (or fall-back) approach is intuitively appealing and demonstrates good
empirical results (having 79% accuracy v.s. 71% accuracy for the ﬁxed-order alternative
in predicting next location (Bapierre et al., 2011)). However, Teh (2006) argues that it
lacks explanatory power (i.e., it gives no indication as to how or why it performs better
than normal Markov models). Furthermore, he argues that it lacks the beneﬁts of a more
principled approach, speciﬁcally, the ability to include additional knowledge, the ability
to compose it with other models in a principled way, and the clarity that comes from
making the prior assumptions explicit (i.e., prior distributions and an explicit likelihood
function).
To address this shortcoming, Gao et al. (2012b) propose applying a Bayesian model
called the hierarchical Pitman-Yor process (or HPY) for mobility modelling1. We start
by introducing the standard Pitman-Yor process, before explaining the hierarchical ex-
tension used by Gao et al. (2012b).
The Pitman-Yor process is best understood with a metaphor of customers in a Chinese
restaurant. As Figure 2.3 shows, customers (representing observations 1, 2, 3, etc.)
1Teh (2006) ﬁrst introduced the HPY for language modelling.Chapter 2 Literature Review 25
Figure 2.3: Diagram by Ghahramani (2005) showing the Chinese restaurant
process.
arrive and choose a table (representing locations l1, l2, etc.) to sit at based on the
following probabilities:
1. Choose existing table (location) lk with probability
ck d
✓+c. and assign the customer
(observation) to that table; or,
2. with probability ✓+dt
✓+c. draw a new table (location) lt+1 from the base distribution
G0 and assign the customer (observation) to that new table.
where ck is the number of customers assigned to table k. We adopt the notation that
c. represents the marginal count of variable c, in this case meaning the total number of
customers at all tables. d and ✓ are parameters to the process, known as the discount
and strength parameters, respectively. t is the total number of tables (locations), so it
can be easily veriﬁed that the probabilities (of either selecting one existing table or a
new table) add up to 1. Finally, G0 is the ap r i o r idiscrete probability distribution over
tables (locations), also referred to as the base distribution.
In the standard Pitman-Yor process, G0 is usually just a uniform distribution p(lk)= 1
|A|
over the whole vocabulary of locations A. From the way that new tables are drawn in the
above process, from the base distribution G0 without replacement, it can be seen that
their values are not unique (i.e., more than one table can represent the same location).
Independent and identically distributed (iid) draws form the Pitman-Yor process pro-
duce location sequences following a power law (“the rich get richer”), which has been
observed extensively in human location behaviour (Song et al., 2010; Gonzalez et al.,
2008). Such a feature results in individuals visiting many locations only a few times, and
only a few locations many times. This behaviour is simulated in the Pitman-Yor process
by the strength parameter d, which causes the probability of new locations created to
increase with t, the number of tables2.
However, as it is, the Pitman-Yor process does not take into account the sequence of
recently visited locations (i.e., the customer visits are exchangeable (Gao et al., 2012b),
making the table chosen by recent customers irrelevant to the probability of table selec-
tion for the current customer). Yet the goal of learning spatial structure is to capture
2Alternatively, if d = 0, then the Pitman-Yor process reduces to the Dirichlet process (Teh, 2006)Chapter 2 Literature Review 26
the dynamics of such short term e↵ects in human mobility. The hierarchical Pitman-Yor
process (HPY) achieves the required dependencies between locations that are observed
close together in time.
To achieve the hierarchical extension to the Pitman-Yor process, we ﬁrst notice that
G0, the base distribution, is a discrete distribution over locations that can be repre-
sented as another Pitman-Yor process (instead of the uniform distribution over loca-
tions previously used). This base distribution can itself be given another Pitman-Yor
base distribution, and so on, until we terminate the chain with a uniform base dis-
tribution G0, which featured in the standard Pitman-Yor process. We can now use
the same intuition behind the Nth-order Markov model: that the probability distribu-
tion over locations Gu depends on the context u of length N. Furthermore, we can
introduce sharing between context su xes (e.g., sharing between home-gym-work and
work-gym-work routines) by using the su x context ⇡(u) for the base distribution, i.e.,
Gu ⇠ PY(d|u|,✓|u|,G ⇡(u)). Recursively escaping eventually reaches the empty context
distribution G; ⇠ PY(d0,✓0,G 0), which has uniform probability mass over all the loca-
tions as its base distribution G0. Finally, notice that we add a discount and strength
parameter (d and ✓) for each context length |u|, assumed to be drawn from a uni-
form [0..1) and Gamma(1,1) distribution, respectively. The resulting probabilities for
the next location w given context u is then given by the following recursive deﬁnition
(where u is shortened each time to ⇡(u) until the uniform base distribution G0 is used
(Teh, 2006)):
p(u,w)=
(
G0(w)i f u =0
cuw. d|u|tuw
✓|u|+c|u|.. +
✓|u|+d|u|tu..
✓|u|+cu.. p(⇡(u),w) otherwise
(2.3)
Gao et al. (2012b) applied this model to location behaviour and found a 7% improvement
over the best performing Markov model. More importantly, using the Bayesian approach,
the HPY model can be straightforwardly augmented with knowledge from other types
of structure. As we describe later in Section 2.2.3, Gao et al. (2012a) straightforwardly
combined spatial HPY with temporal structure to get a further improvement.
Even though spatial approaches have received the most attention in location behaviour
modelling, they ignore temporal structure. Although a spatial model can, in principle,
“play the tape forwards” to a speciﬁed future time of interest, in practice, the uncer-
tainty over locations very rapidly accumulates. This makes the modelling of locations
at arbitrary points in the future (using spatial models) error-prone. Yet, for a mobile
location service to anticipate needs, as we consider in our work, the ability to model
locations many hours into the future is necessary. We therefore next consider prediction
methods that focus on the learning of temporal structure.Chapter 2 Literature Review 27
2.2.2 Learning Temporal Structure
Learning temporal structure allows predictions of the form “when will the user depart
from, or arrive at, this location?”. These are important when detailed time predictions
are required, such as controlling home heating or coordinating meetings. Temporal
approaches do not model movements, instead they deal with arrival and departure times
at given locations. This limitation can be a strength when there is no geographical
information available in the data (e.g., when the data refers to access points in 802.11
WLANs or cell towers of unknown location (Scellato et al., 2011)).
A straightforward, but powerful, method for temporal modelling was provided by Scott
et al. (2011), who tackle the problem of arrival and departure times at home for op-
timising home heating. Speciﬁcally, they model time-dependent binary observations
indicating presence in the home by matching presence patterns observed so far in the
day against a database of previous presences, and averaging over the closest matches
(i.e., a K-nearest neighbours approach). This gives a prediction of the time of future
arrivals and departures for one location.
Their approach may be repeated independently at multiple locations. However, in order
to give a uniﬁed prediction for a single user, there must be some way of reconciling pre-
dicted presence at multiple locations for the same time period (since an individual can
only be in one place at any given time). Scellato et al. (2011) propose to address this
problem by randomly choosing amongst predicted locations when there is an overlap of
visit time. One wonders if there is not a better way to do this, for example by intro-
ducing dependencies between locations, so that a recently observed visit to one location
can a↵ect the prediction of presence at other locations. However, the random approach
works well enough in practice. Scellato et al. (2011) show that their method outper-
forms Markov models of any order when evaluating the temporal aspect of prediction
(i.e., when measuring the average time error between each prediction and ground truth
observation).
Although the intuition behind the approach of Scellato et al. (2011) is similar to that of
Scott et al. (2011), the former researchers ground their work in the domain of non-linear
time series analysis. This requires searching the historic mobility of the user to ﬁnd
sequences of arrival and departure times that are similar to the most recently observed
temporal behaviour. The direct focus on times means abandoning the representation of
binary time slot observations (indicating presence), and instead representing arrival and
departure times continuously. The sequence of scalar arrival times, C =( c1,c 2,...,c N),
and departure times, D0 =( d1,d 2,...,d N), representing the temporal behaviour (in sec-
onds) of a speciﬁc user at a speciﬁc location l. Their algorithm uses these historic values
in the following way to make predictions at time t for time t + 1:Chapter 2 Literature Review 28
1. Search similar arrival times: given parameter m, and the m most recently
observed arrival times (ct m,c t m+1,...,c t), ﬁnd the set of indices Iarrival such
that the vector (ci,c i+1,...,c i+m)( w h e r ei 2 I) is close (i.e., less than parameter ✏)
to the most recently observed arrival times by Euclidean distance. That is, ﬁnd:
Iarrival =
n
i |
p
(ct m   ci)2 +( ct m+1   ci+1)2 + .... +( ct   ci+m)2  ✏
o
(2.4)
2. Search similar departure times: repeat step 1 using Equation 2.4 with the
departure times instead, to get Ideparture.
3. Average results to give prediction: the prediction (c⇤
t+1,d ⇤
t+1) of next arrival
and departure time at the given location is then just the average of these closest
results:
c⇤
t+1 =
1
|Iarrival|
X
i2Iarrival
(ci,c i+1,...,c i+m) (2.5)
d⇤
t+1 =
1
|Ideparture|
X
i2Ideparture
(di,d i+1,...,d i+m) (2.6)
As the authors observe, this method has interesting connections to nonlinear time series
analysis. Speciﬁcally, this ﬁeld provides a guarantee, via the embedding theorem, that a
suitable value for parameter m can always be found (and is related to the underlying
complexity of the system (Kantz and Schreiber, 2004)). However, they do not attempt
to capture the temporal uncertainty directly. Speciﬁcally, the same argument against
fall-back methods in spatial approaches can also be made for both the temporal ap-
proaches we have described so far (characterised as methods that match recent timing
observations with similar observations in the history). Teh (2006) argues that not using
“internally coherent Bayesian probabilistic” methods come at the cost of explanatory
power, composability with other models, and the ability to improve them with additional
knowledge.
Bayesian approaches that address this problem treat the presence uncertainties (at given
locations) in di↵erent ways, inducing either a continuous or discrete distribution over
time.
In particular, Gao et al. (2012a) represent continuous time in their model with a single
Gaussian distribution, indicating presence probability over the course of the day (for a
single location):
p(h|µl, 2
l )=
Nl Y
i=1
N(hi|µl, 2
l ) (2.7)Chapter 2 Literature Review 29
where h is the set of presence times (between the arrival times C and departure time D
for location l), and µl and  2
l are the mean and variance for location l, respectively. Each
single observation of the user consists of a location l and a time hi. Finally, Nl is the
total number of times the user was observed at location l. A Gaussian distribution can
be ﬁtted to normalised presence frequencies. This is easy and convenient to do for single
Gaussians. The authors used maximum likelihood estimation for the mean and variance
parameters (µl and  2
l ), assuming independent and identically distributed observations
(though a fully Bayesian approach also has a closed-form solution Bishop (2006)):
µl =
1
Nl
Nl X
i=1
xi (2.8)
 2
l =
1
Nl   1
Nl X
i=1
(hi   µl)2 (2.9)
They combine the distribution over the hours of a single day with (discrete) day of week
presence probabilities by assuming independence between the two distributions:
p(ti = t|vi = l)=p(hi = h|vi = l)p(di = d|vi = l) (2.10)
where ti is the time of the next visit (split into hi and di, the hour of the next visit and
the day of the week of the next visit (e.g., Monday, Tuesday etc.), respectively) and vi
is the location of the next visit.
Importantly, Gao et al. (2012a) require noiseless and discrete locations, as would be
obtained from WiFi access points, Foursquare check-ins, or from pre-processed location
data where the signiﬁcant locations have already been discovered (see Section 2.1.1).
Therefore their model is unable to handle continuous measurements (e.g., from GPS,
geotagged Tweets). Cho et al. (2011) address this issue by placing a Gaussian distribu-
tion over the spatial observations, resulting in a uniﬁed spatial-temporal mixture model.
Other than this di↵erence, the model is the same.
Though theoretically and practically convenient, using a continuous distribution over
time makes it di cult to incorporate recent observations of behaviour into the predictive
distribution. In more detail, in the temporal models of Gao et al. (2012a) and Cho
et al. (2011), predictions remain the same irrespective of recently observed presences
(for example, the prediction for afternoon presence at home on a Monday is the same
regardless of whether the user stayed at home the entire morning or not).
Tominaga et al. (2012) address this problem by discretising the time slots (into 30 minute
segments) and conditioning each day of time slots by a latent variable indicating the typeChapter 2 Literature Review 30
Figure 2.4: Graphical representation of the temporal model by Tominaga et al.
(2012). xn represents the binary presence observations for time slot n and zn
is the topic (type of day) for time slot n. ⇡k is the set of coe cients for the
Dirichlet distribution generating the topics zn and µk is the set of probabilities
for beta distribution generating presence observations xn. ↵ and   are the
priors these distributions, respectively. N is the number days in the dataset
and K is the number of topics (day types).
of day (e.g., working day, bank holiday). This is a variant of existing Bayesian mixture
models (Bishop, 2006). The model works by inducing a binomial distribution over the
presence probability at each time slot responsible for generating binary observations
(similar to biased coin tosses) indicating presence at the location over the length of a
day. As Figure 2.4 indicates, these presence observations (xn) are independent given
the component (i.e., type of day represented by zn). But, in practice, the component
remains a hidden variable, so there remains dependence between the observations of a
single day. This allows predictions using recent observations that were not possible in
the temporal model of Gao et al. (2012a) which we presented previously.
The Tominaga approach is a type of mixture model. In their model of mobility, the choice
of component is a latent variable representing types of days that the individual user might
typically follow (e.g., a normal working day, a weekend day when the user sleeps in).
This latent random state is assumed to be generated by a Dirichlet distribution. which
is a multi-dimensional generalisation of the beta distribution. These assumptions in the
hierarchical model are shown in Figure 2.4.
The model is fairly simple, yet it achieves several things. Firstly, it has predictive power.
Speciﬁcally, Tominaga et al. (2012) found that it outperformed the method of Scott et al.
(2011) for temporal visits to a given location. Secondly, the inferred day types can be
inspected to provide insight in the routine of the user (an example of this for one user
can be seen in Figure 2.5). And thirdly, it can be augmented, in a natural way, with
new information sources and assumptions. One such possible extension might be to
try to capture the evolution of the day type (component) coe cients with the Markov
assumption. Since the day types are latent states, the model would then be a variant of
the hidden Markov model, amenable to many of the standard inference tools to make it
work (e.g., the forwards-backwards algorithm (Bishop, 2006)).
We have considered several approaches to separately model spatial and temporal struc-
ture in location behaviour. Our work requires accurate prediction of locations severalChapter 2 Literature Review 31
Figure 2.5: The expectations of the inferred parameters µ indicating presence
probabilities over the day of a single real individual (Tominaga et al., 2012).
hours into the future (requiring temporal modelling) in light of recent locations (requir-
ing spatial modelling). Therefore, we now consider existing work that combines temporal
structure with spatial structure.
2.2.3 Combining Spatial and Temporal Structure
The combination of spatial and temporal structure requires either the introduction of
completely new mobility models, or the combination of existing (but separate) models
for the two types of structure. We ﬁrst consider models that are introduced (even if
they have been successfully applied to non-related domains) and then explain why it is
relatively easy to combine two existing Bayesian mobility models.
In this context, Eagle and Pentland (2009) propose to represent temporal and spatial
behaviour with a set of points in 24|A| dimensional space (where A is the set of signiﬁcant
places of the individual). Each point represents a single day of mobility (for one person).
This grouping together of whole days has the advantage of allowing spatial correlations
that are more widely separated by time to be captured (e.g. waking up late is correlated
with going out late, waking up early is correlated with staying at home in the evening).
The authors collected cell tower location data from 100 people over 9 months using
mobile phones as sensors. Since they did not have access to the absolute location (i.e.,
latitudes and longitudes) through GPS, they ﬁrst infer the type of place (either work,Chapter 2 Literature Review 32
home, or elsewhere) using a hidden Markov model3. Then, using a time series consist-
ing of sequences of these three labels, they extract the spatiotemporal structure with
principal components analysis (PCA).
PCA is used to reduce the dimensionality of datasets, while preserving as much variance
in the data as possible (Jolli↵e, 2002). This is done by ﬁnding the orthogonal directions
of maximum variance, and forming a new linear basis, in the data, from a subset of
these direction vectors (i.e., the principal components). The principal components can
be computed by ﬁnding the eigenvectors of the covariance matrix of the dataset. The
covariance matrix is an M-by-M matrix, where M is the dimensionality of the dataset
X.G i v e nX, represented as an N-by-M matrix (where N is the number of data points),
the ﬁrst step is to centre the points by subtracting the mean vector:
Xcentred = X   ¯ X (2.11)
To calculate the covariance matrix, pre-multiply this by the transpose of the centred
matrix:
C = XT
centredXcentred (2.12)
The ﬁnal step is to ﬁnd the eigenvectors of the covariance matrix to get the principal
components. The eigenvectors of the covariance matrix are, by deﬁnition, the set of non-
zero vectors v that satisfy Equation 2.13. The corresponding values for   are termed
the eigenvalues. The eigenvalues are found ﬁrst by solving a system of equations that
arise from a few basic linear algebraic operations. The eigenvectors can then be found
by plugging the eigenvalues back in.
Cv =  v (2.13)
Since they represent behaviour as a set of points (days) in 24N dimensional space where
one of N binary location values is recorded per hour, this yields a 24N-by-24N covariance
matrix. Finding the eigenvalues of this matrix gives the eigenbehaviours. Furthermore,
since each eigenvalue gives the amount of variance explained by its respective eigenbe-
haviour, only the most important eigenbehaviours may be selected to give a compact,
yet accurate, summary of an individual’s daily life behaviour.
A brieﬂy mentioned, but unexplored, use for eigenbehaviours in this work was predic-
tion. Speciﬁcally, the authors suggested taking the ﬁrst twelve hours of the individual’s
3We do not describe the hidden Markov model here as it is more relevant to focus the current
discussion on learning the structure in place labels. For more information, see Eagle and Pentland
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day to ﬁnd the appropriate combination of eigenvectors for the rest of the day would
have predictive power. However, the eigenbehaviour approach introduced by Eagle and
Pentland (2009) has expressive power rather than predictive power. This issue is ad-
dressed by Sadilek and Krumm (2012), who propose an extension in which additional
contextual information about the day is included. This information indicates the day
of the week and whether the day was a national holiday. This data can be represented
in arbitrary binary digits, in addition to the 24|A| dimensions dedicated to the location
presences. The extension showed much improvement over the basic PCA approach (a
di↵erence in 1km prediction error on average (Sadilek and Krumm, 2012)). The authors
went further, and showed that such a model could also predict far into the future, which
is made possible by the additional temporal aspects of the model, in combination with
short-term spatial structure (since the ﬁrst few hours of the test day were also given).
The framework provided by Sadilek and Krumm (2012) and Eagle and Pentland (2009)
is compelling, and admits further data extensions, such as weather or news information,
by adding even more dimensions to the data points.
However, it is not completely necessary to create a new model to combine spatial and
temporal structure, as there already exist several Bayesian models that can potentially
be combined.
The work by Gao et al. (2012a) is one such approach, combining their previously sepa-
rate Bayesian temporal and spatial models in a straightforward manner (we previously
described both models in their respective Sections 2.2.1 and 2.2.2). By assuming condi-
tional independence between the two types of structure, and using Bayes’ rule:
p(vi = l|ti = t,vi 1 = lk) / p(vi = l|vi 1 = lk)p(ti = t|vi = l) (2.14)
where vi is the presence of the user for observation i, l is the location under consider-
ation, and ti is the time of presence observation i. Focusing on the right hand side of
Equation 2.14, the factor on the left is the spatial posterior distribution over locations
given the previous location. The factor on the right is the temporal posterior distribu-
tion, which is static given the location l. The assumption behind Equation 2.14 is that
the time context of the current location is conditionally independent of the previous
locations given the current location. Although this assumption may not always hold
(e.g., if the previous location is a train station, then the timing of the next observation
of the user’s location might be di↵erent than if the previous location were a bus stop,
because this could indicate a faster mode of transport to the current location) the beneﬁt
of combining spatial and temporal structure in this way is that there is only a linear
increase in the number of parameters.
In more detail, assuming L locations, if f(L) parameters are needed to describe spatial
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combining both kinds of structure would require f(L)g(L) parameters. In other words,
the time context can be seen as modifying the probability of transitions between lo-
cations, and since there are f(L) possible transitions, each one requires g(L) temporal
parameters. However, using the conditional independence assumption in Equation 2.14,
we only require f(L)+g(L) parameters, because the time context can be seen as modi-
fying the probability of locations, not transitions. For the same number of observations,
this signiﬁcant reduction in number of parameters results in many more observations per
parameter, which means we can train more statistically accurate models. The evidence
suggests that conditional independence is not unrealistic (using conditional indepen-
dence, Gao et al. (2012a) found a 3% improvement over the spatial approach alone and
a 6% over the temporal approach). Consequently, we include this assumption in our
models throughout this thesis (in Chapters 3, 4, and 5).
Finally, Noulas et al. (2012) combine spatial and temporal information by treating them
as predictor features in a supervised learning scenario. This feature-based approach
allows them to also use other features, such as global popularity of a location, distance
metrics, and visits by friends, and to let the o↵-the-shelf learning approach (i.e., linear
ridge regression and M5 decision-trees (Quinlan, 1992)) to learn how they interact. Their
goal is to perform well at ranking the next check in from Foursquare check in data. They
found that historical visits by the user and their friends were the strongest predictors of
the next check in.
We have now considered a wide variety of ways to understand spatial and temporal
structure. Models that accurately capture this structure from observation data can be
used for prediction. We now consider the issues around prediction.
2.3 Prediction
The predictive distribution of observation x0 (which represents either a location, an
arrival time, or both, depending on what type of model is used) given context c (e.g., the
previous location, the query time) and training observations X is found by marginalising
over the unknown model parameters ✓ (including latent variables) (Bishop, 2006):
p(x0|c,X)=
Z
p(x0|c,✓)p(✓|X)d✓ (2.15)
In this section, we consider three important aspects of Equation 2.15. Firstly, in many
cases, integration over the parameters is not analytically solvable, motivating the need for
approximate methods. We describe the two most popular approaches to approximation,
expectation-maximisation and Gibbs sampling, in Section 2.3.1 (leaving other methodsChapter 2 Literature Review 35
such as variational Bayes or beam sampling outside the scope of this thesis). Secondly,
we consider how Equation 2.15 can fail in practice in Section 2.3.2, when either ✓ is
too expressive or X has too few observations. The discussion has importance in the
case of new users, for whom such failures are common. Thirdly, it is usually necessary
to evaluate p(x0|c,X), i.e., to evaluate the e↵ectiveness of the model predictions. We
outline approaches to such evaluation in Section 2.3.3.
2.3.1 Approximate Prediction
Since the predictive distribution over future individual mobility (see Equation 2.15) is
intractable for most non-trivial mobility models, approximate prediction methods are
crucial tools in location behaviour prediction. We consider two widely-used approxima-
tion frameworks as the most applicable for our scenarios because they balance deriva-
tion simplicity with e↵ectiveness of approximation (albeit in very di↵erent ways). In
Section 2.3.1.1, we describe how expectation-maximisation transforms the integration
problem in Equation 2.15 into an optimisation problem. In Section 2.3.1.2, we describe
how Gibbs sampling transforms the same integration problem into one of simulation.
2.3.1.1 Expectation-Maximisation
In expectation-maximisation (or EM), the likelihood of the data p(X|✓) is maximised,
giving point estimates of the parameters ✓ (Dempster et al., 1977). EM ﬁnds point
estimates by iteratively updating the estimated model parameters ✓ to improve the like-
lihood of the data p(X|✓) on each iteration until convergence of ✓ (or until a maximum
number of iterations has been reached). In particular, the method deals separately with
the set of latent4 variables Z and parameters ✓, updating each as part of a two-step
process consisting of the E-step and M-step.
As outlined in Algorithm 1, the E-step consists of evaluating the posterior distribution
over the latent variables using the latest estimate of parameters ✓old. The M-step consists
of ﬁnding the maximum log likelihood estimate of the parameters ✓new given the latent
variables. The logarithm is used in order to convert products into summations, which
are generally easier to deal with, while still giving the same solution when dealing with
any distribution in the exponential family (e.g., Gaussians, Dirichlets etc.).
While EM is linear in the number of data points and usually requires only a small
number of iterations to converge, like all maximum likelihood approaches it is vulnerable
to overﬁtting (i.e., forcing the parameters to explain the training data X at the cost
4The di↵erence between latent variables and parameters is that the number of latent variables matches
the number of observations, while the number of parameters is usually constant. Other than this, the
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Algorithm 1 Expectation-maximisation algorithm
✓old   initialise randomly
repeat
E-step: evaluate p(Z|X,✓old)
M-step ✓new   argmax✓
P
Z p(Z|X,✓old)lnp(X,Z|✓)
✓old   ✓new
until convergence of ✓
of generalising to unseen data). We next consider Gibbs sampling, which uses full
distributions over the parameters to mitigate this problem.
2.3.1.2 Gibbs Sampling
Gibbs sampling iteratively samples each unknown model parameter ✓k at a time, condi-
tioned on the known data X and the latest samples of the remaining random variables
✓\k. Formally, samples are taken from ✓k ⇠ p(✓k|X,✓\k) for k =1 ,...,K repeatedly.
This procedure is a special case of the Metropolis-Hastings algorithm in which the prob-
ability of accepting each sample is always 1 (MacKay, 2003). The Metropolis-Hastings
algorithm itself is a type of Markov chain Monte Carlo (MCMC) method, therefore, in
using Gibbs sampling we are implicitly constructing a Markov chain whose stationary
distribution is the posterior distribution over the unknown model parameters p(✓|X).
As with all MCMC approaches, care has to be taken to ensure that that convergence to
the stationary distribution has occurred before taking samples, and that the samples are
independent of each other. This can be achieved, respectively, with the use of a burn-in
period (in which the initial samples are discarded) and thinning (in which only every
xth sample is kept)5.
Once a suitable number of independent samples has been obtained, prediction Equa-
tion 2.15 can be approximated by taking an average over the R samples:
p(x0|c,X) ⇡
1
R
R X
r=1
p(x0|c,✓r) (2.16)
Both Gibbs sampling and EM are practical ways to form predictions about future mobil-
ity from training data. However, this does not guarantee good predictive performance.
Speciﬁcally, problems can arise when the expressibility of the parameters ✓ exceeds the
set of available data X. Such problems are exacerbated in the case of new users, for
whom the size of X is particularly small. We now explain this problem in more detail
and explain ways that existing work has tackled it.
5The amount of burn-in and thinning required depends on the speciﬁc model, but a burn-in period
of 50 samples and a thinning rate of 5 samples are reasonable selections (Tominaga et al., 2012).Chapter 2 Literature Review 37
Figure 2.6: Diagram by Ghahramani (2005) showing how overly complex models
describe a wider variety of datasets, at the cost of placing a smaller probability
mass at any particular dataset Xi that we might be interested in.
2.3.2 Prediction for New Users
Examining Equation 2.15 (see the introduction of this section) in more detail, we notice
that ✓ can be thought of as a channel between historical observations and the model
predictions of future observations (Ghahramani, 2005). That is, everything the model
knows about the world is represented in ✓. The bandwidth of such a channel is therefore
clearly restricted by the expressibility of ✓. Therefore, models with larger numbers of
parameters produce richer predictive distributions (i.e., increasing the expressibility of ✓
allows more information to ﬂow from past observations X to the predictive distribution
p(x0|c,✓)). We denote the selection of expressibility of ✓ by m,t h em o d e l .
An increase in expressibility of ✓ results in a broader spread of probability p(X|m)
over all possible datasets given the model m (see the blue distribution in Figure 2.6) in
comparison to simpler models. There are two ways to adjust an overly broad distribution
to achieve a level of expressibility that Figure 2.6 describes as “just right”: either reduce
the expressibility of ✓, or increase the size of the observation set X.
New users, by deﬁnition, have even less data available to them than normal, making
models that have been shown to work for established users unﬁt for the task of dealing
with new users.
There are two intuitive answers to this dilemma. One is to reduce the number of param-
eters in ✓ when dealing with new users, then adding richness (i.e., extra parameters) to
✓ only when necessary and desirable. This is what smoothing, model selection, and non-
parametric approaches achieve in di↵erent ways. Another solution is to increase the size
of X by co-opting other (similar) users’ mobility data. We discuss these two solutions
(limiting parameter growth and increasing training observations) in Sections 2.3.2.1 and
2.3.2.2, respectively.Chapter 2 Literature Review 38
2.3.2.1 Limiting Parameter Growth
The task of limiting parameter growth is a perennial one with a suitable array of ap-
proaches (Rosenfeld, 2000; Bishop, 2006; Teh, 2006). These approaches become espe-
cially important with new users. In such cases, they can be categorised as belonging to
one of the following types:
1. Smoothing Methods even out distributions (indicating presence probabilities)
that would otherwise appear jagged due to the lack of su cient training data of
new users (see Figure 2.7 for an example). Bapierre et al. (2011) and Song et al.
(2006) used fall-back in Markov models to smooth out the joint probabilities of
location histories of length N (where N is the maximum history length). This
process is explained in more detail in Section 2.2.1. Similarly, Gao et al. (2012a)
used a Gaussian interpolation to smooth the probability of presence at a given
location (as in Figure 2.7, where they make assume that temporal data for each
day is unimodal, which is clearly not true in some cases, but which allows the data
to be summarised using fewer parameters than would otherwise be necessary).
Smoothing is usually straightforward and intuitive, but quite ad hoc,i nt h es e n s e
that there is no principled justiﬁcation for its use.
2. Bayesian Model Selection is more principled than smoothing because it ex-
plicitly optimises the balance between model complexity (which is related but not
identical to the number of parameters in the model (Bishop, 2006)) with perfor-
mance (as measured by the joint probability of all the data X given the model m,
i.e., p(X|m)). Model selection ensures that overly complex models are avoided,
and therefore enables the selection of the right number of parameters for new users.
We know of no existing work that uses model selection for mobility prediction, but
we include it here for completeness.
Though principled, model selection leads to two additional problems: the ﬁrst
is how to decide which models one should select from and the second is when
model selection should be revised (i.e., as a new user becomes more established,
the previously optimal solution would become suboptimal as the data outgrows
the model). Intuitively, it makes sense to maximise the answer to both problems,
i.e., to have as wide a selection of models to choose from and to perform selection
whenever new data arrives. Counterintuitively, it is possible to do both, in the
extreme, without being overwhelmed by the intractability of the problem by using
Bayesian nonparametric approaches.
3. Bayesian Nonparametric Models address the two problems raised by model
selection by simultaneously considering all possible models of a speciﬁc family of
models. As presented in Section 2.2.2, Tominaga et al. (2012) used the Dirichlet
process, a nonparametric model, to infer the number of topics (day types) fromChapter 2 Literature Review 39
(a) Frequency of presence over a day. (b) Smoothed presence probabilities.
Figure 2.7: Gao et al. (2012a) apply temporal smoothing by ﬁtting a single
Gaussian distribution to presence frequencies at a given location.
the data, in e↵ect, letting the data “speak for itself” (Ghahramani, 2005). In this
model, new users are gracefully handled by attributing fewer day types to them
than established users. As presented in Section 2.2.1, Gao et al. (2012b) used
an extension of the Dirichlet process called the hierarchical Pitman-Yor process
(HPY) (Teh, 2006). In the worst case, the HPY would revert to a simple uniform
distribution, but would allow the integration of all relevant information as new
data about the user arrived.
While limiting parameter growth helps make existing models more suitable for new users,
there is a limit to their beneﬁt in this context. The fundamental problem remains; we
simply need more information about the structure of the new user’s behaviour. There-
fore, we now consider existing work that demonstrates the ability to ﬁll that gap by
leveraging behavioural data from established users.
2.3.2.2 Increasing Training Observations
Although no work has been done yet on using behavioural similarity to boost location
models, the areas of collaborative ﬁltering, activity recognition, and document modelling
have approached this problem, in various di↵erent ways that are instructive for our
problem. We consider each in turn.
In collaborative ﬁltering, the task is to provide a recommender system (e.g., an online
bookstore, or local shop guide) that predicts the ratings a user will give to unseen items
(corresponding to books available from the online store, or unseen shops in the guide)
using information about other users’ ratings (Su and Khoshgoftaar, 2009). This problem
arises in recommender systems because the number of items is often extremely large.
Although the number of users is also large, the number of ratings per user tends to be
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The key step in collaborative ﬁltering is to use the breadth of the dataset (in number
of users) to overcome its shallowness (in number of ratings). This can done by ﬁnding
similarities between items, based on attributes such as item category or name, so that the
rating of unseen items (from the point of view of the user) can be predicted. Additionally,
similarities between users can also be used to rate unseen items such that the most
preferred items of the most similar users can receive the highest predicted ratings.
Both methods (i.e., similarity between items, or similarity between users) rely on the
existence of a set of common items that are shared between users (even if the overlap is
small, relative to the overall number of items). Furthermore, such items have attributes
that can also be used to ﬁnd similarities between items. For example, in the case of book
items, the author, genre of book, and subject matter can all be used to deﬁne a similarity
measure with all other books using Pearson’s correlation (Su and Khoshgoftaar, 2009):
di,j =
P
t2T(ri,t   ¯ ri)(rj,t   ¯ rj)
pP
t2T(ri,t   ¯ ri)2pP
t2T(rj,t   ¯ rj)2 (2.17)
The set T is the set of items that both individual i and j have rated and ri,t is the rating
that individual i gave to item t, and ¯ ri is the average rating that i gave to all items in
T.
In location modelling, signiﬁcant places are analogous to items. However, signiﬁcant
places are usually unique to the individual, so the item sharing assumption that pervades
recommender systems breaks down. Also, attributes describing the signiﬁcant places
are not usually available, since, as we saw in Section 2.1, places are represented by
arbitrary labels without semantics. One solution is to seek out attributes associated
with places, which clearly exist in the real world. For example, type of location (is it
public or private?), type of business (e.g., supermarket, cinema, or restaurant?). The
main barrier to obtaining such attributes is that there is no comprehensive database
associating geographical location with attributes, although there do exist services such
as Ovi Maps API6 and Bing Maps API7 that cover some geographical areas. Even if such
a comprehensive database could be found, the noise and accuracy of GPS used in mobile
devices can result in confusion between adjacent places (e.g., deciding whether the user is
currently at the supermarket and the cinema next door). In conclusion, di↵erences in the
problem setting mean that we cannot simply retool the established collaborative ﬁltering
methods for location prediction. While the possibility of obtaining noisy attributes for
each location should not be ruled out, we do not consider this further as it contradicts
Requirement 1b (to avoid using external databases for prediction).
An area that does not require a similarity measure between items to ﬁnd similarity
between users is activity recognition (Lane et al., 2011). The goal of activity recognition
6http://api.maps.nokia.com
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is to classify the current activity of the user from raw sensor data (usually acceleration
from an accelerometer, which can easily be obtained from modern mobile devices). The
analogous problem of new users in this domain is that di↵erent users have their own style
of moving, and therefore training a classiﬁer on global data results in poor performance
as the number of users in a system is increased (due to the di↵erences between people).
Lane et al. (2011) framed the problem as one of population diversity in which the history
of mobile sensor data from one user is more or less useful in training a classiﬁer for
another user (depending on the similarity between the users).
The solution of Lane et al. is to create similarity networks between users. This allows
them to share sensor data and user input across users (such as providing an annotation
or correcting a misclassiﬁcation). The key idea is that only relevant data and manual
input8 are used, which comes from individuals similar to the one whose activity is being
classiﬁed. Here, similarity can be decided with only a small amount of initial training
data from the user, then the training data of those with similar traits can be used to ﬁll
out the proﬁle and provide greater accuracy.
They proposed using cosine similarity between user’s lifestyles, which is calculated for
each possible pair of individuals i and j as:
sim(i,j)=
X
f2F
Tf(i)TTf(j) (2.18)
where Ti represents the lifestyle of user i. This measures three things: mobility, diurnal
patterns and time distribution of activities by the user. Diurnal patterns are a series of
timestamps, rounded to the nearest hour, when the user is sensed by the phone to be
moving. The activities of the user include things like walking, running and sitting, and,
in a di↵erent dataset, the mode of transport used at any one time.
The ﬁnal step is to weight existing training data from other users according to the
similarity heuristic (Equation 2.18). In this case, weighting is done by altering the
penalty in training for an incorrect classiﬁcation, making it a type of boosting (Schapire,
2003). Thus, Lane et al. (2011) can place greater importance (in training) on the most
similar users.
While instructive with respect to similarity networks, this approach is tailored for clas-
siﬁcation, since boosting is a standard way to favour certain (previously misclassiﬁed)
data points during the training of classiﬁers. It is unclear how the practice of boosting
may be transferred across to the mobility models described in Section 2.2.
We therefore seek an unsupervised learning framework that can capture similarities
between entities (in our case, users). The closely related capability of representing
8Where the user manually supplies corrections to faulty classiﬁcations.Chapter 2 Literature Review 42
Figure 2.8: The graphical structure of standard HDP using plate notation, in
which each random variable within a plate is repeated. Shaded nodes indicate
observed variables and square nodes indicate hyperparameters.
common structure in groups of text documents (corpora) has existed for several years
using hierarchical Bayesian models, speciﬁcally, latent Dirichlet allocation (LDA) and
the hierarchical Dirichlet process (HDP) (Blei et al., 2003; Teh et al., 2006). Both
models are based on two main assumptions. Firstly, that there exists a set of global
latent topics and, secondly, that these topics are represented heterogeneously amongst
individual documents. HDP represents an unbounded number of topics while LDA
assumed a ﬁxed (and pre-speciﬁed) number of topics. This makes the HDP the state-
of-the-art in topic modelling, so we consider it in detail next.
The key feature of the HDP is that a global set of topics is selected once, then a local
set of topics is drawn from this global set for each document:
  ⇠ DP(↵,B)
for each document i 2 [1..D]:
⇡i ⇠ DP( , ) (2.19)
where the global topics ( ) and the local proportions of topics (⇡i) are unknown param-
eters in the model.
In the HDP, each document, i, consists of a set of words represented as a bag of discrete
tokens Xi and each word wn 2 Xi has a latent assignment to a topic tn which is drawn
from the local multinomial distribution tn ⇠ M(⇡i). Then, given the topic, the word is
assumed to be drawn from another discrete multinomial distribution that is selected by
this topic wn ⇠ M(!tn).
The aforementioned assumptions for the HDP are summarised in the graphical model
shown in Figure 2.8. In this ﬁgure, it can be seen that the set of parameters ✓ is shared
across all documents (i.e., are global). It is this parameter sharing which makes theChapter 2 Literature Review 43
HDP potentially useful in predicting new user location behaviour, because information
about existing users may be transferred to new users via ✓. However, in its current
form, the standard HDP is not directly applicable to group spatio-temporal behaviour
data. In Chapter 3 we consider the reasons for this shortcoming in depth, then present
our extension for spatio-temporal data.
Now that we have considered the existing solutions for new user prediction, we proceed
to the task of evaluating prediction in order to quantify any improvement made.
2.3.3 Evaluating Prediction
For any type of improvement proposed to mobility models, evaluation is an important
step to show that the intended beneﬁts are actually discernible.
The accuracy of the predictive distribution p(x0|c,X) given by the model (in Equa-
tion 2.15) over future locations or arrival times at given locations needs to be veriﬁed.
This can be done by holding back some of the training data X and comparing the pre-
dicted locations against the ground truth of the held-out data. Such a process may be
repeated K times, such that the size of the held-out data is N
K (where N = |X|) and is
taken from indices
n
i|i 2
n
0, N
K, 2N
K ,...,
N(K 1)
K
oo
.
Accuracy can be assessed by ﬁnding the proportion of correctly predicted locations for
every data point in the held-back data. Such a representation requires a single prediction
rather than a distribution. Common ways to obtain this from a distribution is to use
the mode or the expectation. The accuracy is then deﬁned as:
accuracy =
|{l⇤
i|l⇤
i = li,0  i<N}|
N
(2.20)
where l⇤
i is the predicted location for data point i and li is the ground truth. Although
useful in summarising performance, accuracy can hide useful information. For example,
a predictor that always predicts user presence at only one location has limited usefulness,
yet, if that location is the user’s home, then it might be correct 40% of the time. To
avoid such pitfalls, a confusion matrix tabulates the predicted locations against actual
locations, making it easier to distinguish which predictors have useful performance. Each
element of the confusion matrix of a given predictor are deﬁned as follows:
cx,y = |{l⇤
i = x|l⇤
i = x ^ li = y,0  i<N}| (2.21)
where cx,y is the element at row x and column y in the confusion matrix, and the other
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matrix, including recall (how many presences at a given location l were correctly pre-
dicted?), precision (for all predicted presences at location l, how many were actually
correct?), and the F1-measure, which blends recall and precision into a single score:
recall(l)=
cl,l P
x cx,l
(2.22)
precision(l)=
cl,l P
y cl,y
(2.23)
F1(l)=
2 precision(l) recall(l)
precision(l)+recall(l)
(2.24)
In the example above, the simple predictor that only ever gives a single location l would
have 100% recall but low precision for that location, since not a single home presence
would be missed, yet no absences would be captured either. The recall for all other
locations would be 0% (with undeﬁned precision, since 8l0 6= l :
P
y cl,y = 0). Therefore,
using these measures allows problems to be identiﬁed that might be masked by accuracy
alone. In our work, we use precision and recall to assess the performance of some of our
contributions (see Chapter 4).
However, the aforementioned ways of assessing performance all assume that the predictor
gives a single output, whereas our models are also capable of giving much richer predic-
tive distributions. Measuring performance with just a single value derived from these
predictive distributions (e.g., by taking the expectation or mode of the distribution) is
arguably a blunt tool for assessment. To address this, we also make use of the average
held-out data likelihood to assess performance, found by evaluating 1
N
PN
n=1 p(x0
n|c,X)
for the N held-out data points x0
n. This measures the amount of probability density that
the model assigns to observations that were not seen during training. Intuitively, the
held-out data likelihood measures how unsurprised the model is by new observations.
A high average data likelihood indicates that the model is characterising the data well,
while a low value indicates the opposite.
2.4 Inference
While prediction is concerned with user proximity (with respect to a location of interest),
the main goal of inference in the prediction-inference-decision workﬂow (Figure 1.1,
Section 1.1 of the introduction) is to decide availability. In more detail, inference must
discover the hidden states in human mobility behaviour that give insight about the
extent to which notiﬁcations (of information) would result in a manifest change in user
behaviour. For example, in an events notiﬁcations service, we might want the agent to
consider not only whether the user is going to be close to an event, but also whetherChapter 2 Literature Review 45
it is even possible for her to drop everything and attend. As another example, in a
crowdsourcing system containing real world tasks (such as monitoring the environment
for rubbish or plant growth (Reddy et al., 2010)), there is no point allocating tasks to
users who are not available to perform them at that time.
In this way, mobile location services do not act orthogonally to the user’s real world
experience. Instead, they aim to make a substantial di↵erence to it. This is in contrast to
several threads of existing research that cast inference as a problem of inferring the user’s
state of interruptibility for the purpose of controlling alerts triggered by phone calls,
reminders, or more complex functionality (Iqbal and Bailey, 2008; Ho and Intille, 2005).
As the name suggests, work on interruptibility assumes that mobile notiﬁcations halt
the progress of daily life, for a short time, before everything resumes again una↵ected.
In contrast, we mainly consider research that infers hidden states in human mobility
that potentially indicate the level of user availability to act on the information from
notiﬁcations, changing plans spontaneously9. We describe existing models that do this
in Section 2.4.1, before presenting model-free approaches in Section 2.4.2.
2.4.1 Model Analysis of Mobility
In this section we consider models that have the potential to reveal user availability
from their mobility. Our review is couched in exploratory language (e.g, “potential”,
“could”) since previous research has only touched on this problem.
We previously described the model by Tominaga et al. (2012) in Section 2.2.2. As
well as providing predictive power (for presence at a single location), the model explic-
itly represents latent day types. The assumption behind day types is that routines in
daily life occur in motifs lasting a single day (e.g., Saturday, working days). Eagle and
Pentland (2009) also made the same assumption. Both these works could be used to
identify time blocks of availability, provided that availability could be associated with
each block, perhaps by user annotation (e.g., letting the user say “I’m not interested
in receiving recommendations during my commuting routine”, or “let me know about
recommendations on the weekend”).
It is desirable to reduce the length of these time blocks, in order to achieve greater detail
on availability. However, independence assumptions between blocks by Tominaga et al.
(2012) and Eagle and Pentland (2009) mean that such reductions result in less model
structure. Now, work by Ferrari and Mamei (2011) resolves this issue with the use of the
latent Dirichlet allocation model (or LDA, shown in Figure 2.9). LDA adds additional
dependence between blocks, meaning that they can be made as small as desired. This is
achieved via the conditioning on topics, with each day of mobility potentially consisting
9However, we do revisit work on interruptibility in Section 2.5 in the context of evaluating the cost
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Figure 2.9: Graphical representation of the LDA model applied to mobility
behaviour. ✓i is the topic distribution for each day, 'j is the day type (topic)
distribution for block of location observations j, zij is the latent day type (topic)
for the jth block during day i, and wij is the speciﬁc block. ↵,  are the hy-
perparameters to the Dirichlet priors of ✓,' respectively (Ferrari and Mamei,
2011).
of several topics. The mixing of motifs (through the mixing of topics) would allow
more subtle availability annotations, for example allowing the commuting routine to be
separated by a visit to the shopping centre (where the user might temporarily become
more available to follow up on a notiﬁcation).
The main weakness of these motif recognition approaches is the need for user annota-
tions. Ideally, availability can be be identiﬁed using the historic variability of mobility
(i.e., in an unsupervised manner). A new probabilistic model is needed to perform this,
one makes use of such intuition to do without annotations. We present such a model in
Chapter 4.
2.4.2 Information Theoretic Analysis of Mobility
Although probabilistic models of mobility are a potentially powerful way of analysing
features of behaviour, they require extensive adaptation to the data (both in deciding
the right probability distribution families and training the model) and yield results that
are tied to the idiosyncrasies of the model. In contrast, information theory is a model-
free tool for analysing location data, and so is useful for drawing general conclusions
about the structure of routine in daily life mobility.
The most basic measure in information theory is Shannon entropy (Bishop, 2006), which
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H(l)= 
n X
i=1
p(li)log2 p(li) (2.25)
where li represents location i and p(xi) is the probability of the user being at that
location (Schneider, 2003). However, Shannon entropy analysis of mobility routine is
limited by the fact that it ignores dependencies between time steps. Consequently, its
describes only temporal routine (e.g., the user’s location at 10am on Monday morning
is almost always work and is therefore highly regular, while their location at 12pm on
Saturday is unpredictable).
If we are to include spatial information, then location information must be considered
as a sequence rather than sets of unordered bags, i.e., as a time series. In this context,
the entropy rate is a fundamental measure of sequential predictability (Bhattacharya
and Das, 1999). Assuming that L is stationary and ergodic (i.e., that every subsequence
of L of equal size has the same probability distribution independent of its position, and
that these statistics can be discovered from a single, su ciently long sample of L), the
entropy rate exists and is given by:
H(L)= l i m
N!1
H (lN|lN 1,...,l 2,l 1) (2.26)
This is an expression of the conditional entropy, which is calculated from the conditional
and joint probabilities of the latest observed value lN and those of the observed history
(l1,l 2,...,l N 1):
H (lN|lN 1,...,l 1)=
 
X
l1,...lN2AN
p(l1,...,l N)log2
p(l1,...,l N)
p(l1,...,l N 1)
(2.27)
In practice, the conditional entropy is hard to compute for shorter time series (of lengths
in the order 103, as we deal with here) because for any non-trivial history size, the
speciﬁc combinations required to calculate p(l1,...,l N) rarely occur in the data. Thus,
the solution is to use an estimator.
There are many estimators for the entropy rate (e.g., plug-in estimators, context tree
weighting methods (Song et al., 2010)), but we will focus on the class of Lempel-Ziv (or
LZ) estimators, since they are known to rapidly converge to the true entropy rate and
do not assume anything ap r i o r iabout the statistics of the time series (Gao et al., 2008;
Kontoyiannis et al., 1998).Chapter 2 Literature Review 48
The increasing window LZ entropy estimator, ˆ HN, is deﬁned as follows:
ˆ HN :=
 
1
N
N X
i=2
⇤i
log2 (i)
! 1
(2.28)
where ⇤i is deﬁned as the length of the shortest substring starting at position i that did
not previously occur in the sequence (l1,...,l i 1). The increasing window LZ estimate
rapidly converges to the true entropy rate of the underlying process.
The estimator given by Equation 2.28 allows the assignment of a single entropy rate to
each individual, characterising their overall mobility habits. If the user has ˆ HN = 0,
then their behaviour is completely regular and therefore fully predictable. At the other
extreme, another user with an entropy rate as high as log2 | A | would be moving com-
pletely randomly between elements in A. Song et al. (2010) used the the LZ estimator
in a large-scale study of 50,000 people to show that we are all much closer to the lower
extreme of entropy than the higher one. However, this measure does not tell us when
any individual is behaving unpredictably, so has limited applicability in characterising
departures from habit, which is needed to infer the current and future states of an
individual.
Information about availability, inferred from mobility data, is combined in our agent
workﬂow with prediction in the ﬁnal step of decision-making. We now present the
existing literature related to this task.
2.5 Decision-Making
As stated in the introduction, the decision-making component of the agent workﬂow
(Section 1.1) pulls together beliefs about future user location from the prediction step,
and hidden features of the user context in the inference step, to formulate beliefs about
the utility of possible actions that the agent can take. These possible actions consist, at
a high level, of either providing information via notiﬁcations or controlling an external
system.
Although our focus is on proactively notifying the user of information (or performing a
control action), several pieces of related research focus more on designing agents that
can ask the user for help. We therefore broaden the discussion to the consideration of
interventions, rather than just the notiﬁcations subset.
In more detail, optimising interventions helps ubiquitous systems to avoid continuously
bothering the user with valuable but potentially annoying notiﬁcations or questions.
Existing work compares the value of intervening with the cost of intervening. If the
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The cost of intervening (or interrupting) can be constant or be made dependent on the
user situation. The situation may include the user’s current activity, emotional state,
or the number of interventions recently made. The value of intervening comes from
the usefulness the user derives from receiving information (e.g., communication such as
text messages and reminders, or information retrieved from the web) or the reduction
in agent uncertainty10.
Given the complexity of decision-making and user inference, we observe that existing
research has tended to focus either on value or cost, but rarely both. In Section 2.5.1 we
consider approaches that focus on estimating the cost of intervening (interruption cost),
but assume a ﬁxed value for intervening. In Section 2.5.2 we then consider approaches
that assume a ﬁxed cost for intervening, but focus on estimating the value of a possible
intervention given the current situation.
2.5.1 Variable Cost, Fixed Value Interventions
We ﬁrst consider existing research on decision-making about interventions with variable
cost and ﬁxed value. Such approaches are typically framed as inferring the level of inter-
ruptibility of the user, i.e., the cost is assumed to come from the extent to which the user
is bothered by the intervention. Work on interruptibility is broad (see work by Rosen-
thal (2012) for an overview), so we focus here on approaches that tackle interruption by
mobile devices.
Siewiorek et al. (2003) and Sasse and Johnson (1999) attempt to evaluate the inter-
ruption cost based on a user’s current activity. Speciﬁcally, a set of states representing
di↵erent levels of interruptibility (uninterruptible, active, idle, and normal)i sr e p r e -
sented in the model. The current state can be inferred from sensor data using a set of
logical rules. The uninterruptible state is entered if the microphone sensed conversation
(using simple volume thresholding) in the last 5 seconds, or the user’s calendar indicates
that she is in a meeting. In this state, the phone ringer should never sound (corre-
sponding to inﬁnite cost of intervention). The remaining states indicate that the user is
interruptible, and therefore attach a zero cost to interventions (the various interruptible
states use di↵erent response policies that are not relevant to the discussion, such as vary-
ing ringer volume or automatically sending text responses to the caller). To transition
from uninterruptible to any other state requires one of the following conditions:
Uninterruptible⌘ (¬N _ A) ^ C (2.29)
where N indicates a high level of ambient noise, A a high level of activity (that would
be triggered by walking or running), and C a calendar entry for the current time. The
10Reducing agent uncertainty translates into value for the user when the agent performs its task better.Chapter 2 Literature Review 50
authors make the uninterruptible state “sticky” by considering a longer time period for
this rule to enter the uninterruptible state than leaving it.
The use of logical rules requires no training to decide the cost of intervening based on
phone sensors, and results in predictable behaviour. However, their inﬂexibility also
make it di cult to deal with noise and uncertainty. Sensor data may dramatically di↵er
between individual users. For example, if a user works in a noisy o ce environment,
they may never get any calls even if they are in an interruptible state. Another example
is that the user may have put entries in their calendar for small tasks, but would again
be wrongly considered uninterruptible by the logical rules.
To address this, Horvitz et al. (2005) used a probabilistic approach (with respect to
deciding user context). They asked users to provide their own costs for interruption
(measured in US dollars) in an o✏ine survey. Users were asked to provide costs for
various contexts: in a meeting, driving, in a conversation, and normal (applicable at
all other times). Driving and conversation could be detected with the GPS sensor
and microphone, respectively. The authors spend more time focusing on the costs and
uncertainty of the meeting context, as may be expected from a study of interruptibility in
the workplace. Users had to give di↵erent costs for meetings of three importance levels,
so that, for example, meetings with co-workers in the co↵ee room could be distinguished
from important presentations with superiors. Uncertainty around meeting attendance
was dealt with by consideration of the user’s calendar and a meeting attendance model.
The attendance model was based on several features, like topic, location, number of
attendees, and whether it was a recurring meeting. A Bayesian network of these features
was trained on the user’s past meeting schedule.
To account for the uncertainty of the meeting context when calculating expected cost of
interruption, they weighted the cost of interruption by the belief distribution of meeting
attendance:
C =
0
@p(A|E)
X
i={H,M,L}
p(ci|E)ci
1
A +( 1  p(A|E))cb(S) (2.30)
where p(A|E) is the likelihood that the user will attend a meeting given observations E,
p(ci|E) is the probability of assigning cost ci to the meeting, where the cost ci is one of
three values (high, medium, or low cost of interruption during the meeting, indicated by
H,M,L in Equation 2.30 respectively). cb(S) is the cost of being interrupted in context
S (corresponding to the driving and conversation contexts). The term on the left of
Equation 2.30 is the cost for all possible types of meeting, while the term on the right is
the cost if the user is not attending a meeting (and is therefore depending on the details
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Although successful, Rosenthal (2012), Kapoor and Horvitz (2008), and Kern and Schiele
(2006) argue that the o✏ine surveys are an unnecessary burden, and that more realistic
costs could be obtained with experience sampling. The motivation behind experience
sampling is to build up a library of accurate information about hidden states of human
users (Kapoor and Horvitz, 2008). This is achieved by explicitly querying the user
whilst they are in the context of interest, before the passage of time introduces errors
in the user’s memory (i.e., before salient aspects of the context are forgotten). Clearly,
experience sampling is applicable to the problem of learning the individual user’s cost
of interruption in di↵erent contexts. It may be implemented on mobile devices, so that
queries pop up during the course of daily life. There are three broad types of sampling
that can be applied (Rosenthal, 2012):
1. Random sampling in which queries about costs are done completely randomly
throughout the day. The resulting data is useful because it covers a wide range
of contexts. However, random sampling requires more samples than necessary
because samples are taken even in contexts with a high level of cost certainty.
2. Uncertainty-reducing sampling in which cost certainty (with respect to con-
texts) is taken into account when initiating queries. The data collected so far is
used to determine the certainty of cost prediction for the current context. If the
certainty is below a threshold (e.g., Rosenthal (2012) use a 70% threshold), then
a query is initiated. However, uncertainty-reducing sampling does not take into
account the disruption that sampling itself causes.
3. Decision-theoretic sampling tries to minimise the interruption that queries
themselves cause, by treating queries as another interruption that has to be opti-
mised. Queries are initiated when the uncertainty around context is greatest but
when the current estimate of the cost of interruption is the least.
The problem with using experience sampling to learn interruption costs is that it re-
sults in even more interruptions (albeit during a burn-in period of training), becoming
“the disease of which it purports to be the cure”11. An area of future investigation
might possibly be to group individual preferences such that training could be done on
relatively few users, but be applied more broadly according to a measure of similarity.
Alternatively, we notice that Rosenthal (2012) and Kern and Schiele (2006) rule out the
possibility of passively learning the cost of interruption from the user’s direct responses
(e.g., accepting a call or quickly rejecting it). This approach is ruled out on the grounds
that the user responds nondeterministically with respect to their cost, e.g., rejecting a
call for any reason other than high interruption cost, or accepting a call even though it
was a bad time. However, such concerns simply mean that the passively collected data
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is noisy. Any structure present in the data could probably be learnt by an appropriate
probabilistic treatment.
We have seen several approaches for estimating the cost of intervention (or interruption),
ranging from ﬁxed rules, o✏ine surveys with uncertainty around user context, and ex-
perience sampling. None seem entirely satisfactory, either because of lack of robustness
or because they cause even more interruptions. From this evaluation, the ﬁxed cost
assumption is a “good enough” solution that has the beneﬁt of requiring no training
or user surveys. This helps us meet Requirement 3b, giving the mobile agent more
autonomy. We now describe approaches that assume a ﬁxed cost of intervention, but a
varying value (i.e., beneﬁt).
2.5.2 Fixed Cost, Variable Value Interventions
While variable cost models tend to depend greatly on the user’s current context, variable
value models rely more on the content of the intervention and the agent’s planning
process. The value of interventions can be assessed by how relevant the content is to the
user’s current and future states. We deal with content evaluation by user relevance in
Section 2.5.2.1. Another way to value interventions is by how much they help an agent’s
planning process in reducing uncertainty. We outline this type of work in Section 2.5.2.2.
2.5.2.1 Valuing Interventions by User Relevance
User relevance takes on several meanings in the literature. Interventions of varying
value could mean information notiﬁcations (e.g., local place recommendations or search
results), task allocations in a crowdsourcing setting, or domain-speciﬁc information (e.g.,
travel disruption advice or local vouchers). We discuss existing work that calculates the
value of such interventions in turn.
In search research, using a dataset containing the mobile search behaviour of approxi-
mately 1000 people, Teevan et al. (2011) found that over 30% of local mobile searches
related not to the user’s current location, but to their future location. This motivates
the prediction of future user locations in deciding search results when users are on the
move. The beneﬁts are that the results can be made more relevant and the user can
type shorter queries. While search is clearly initiated by the user (and not by an agent),
trajectory-aware search is an example of optimising information by user relevance in real
life settings on mobile devices.
Amini et al. (2012) present a type of trajectory-aware search. In their work, they ﬁt
a circular symmetric 2-dimensional Gaussian to the predicted location distribution to
obtain a single latitude and longitude focus (at the centroid of the Gaussian). Prediction
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their destination. With this assumption, an algorithm by Krumm (2006) provides a
probability distribution over destinations (we do not go into the details of this algorithm
because short-term prediction based on a rational agent user assumption is quite domain-
speciﬁc and not generalisable across location-based services). This centroid location is
then supplied to a local search API, which communicates back search results for the user
query and location supplied.
Lane et al. (2010) do not consider predicted destination, but nevertheless value informa-
tion based on the user context. In more detail, they use temporal, spatial and weather
contextual features in considering the value of information (in this case, information
about local places like shops and cafes). Structure in such contexts can be recognised
because they had access to a large dataset of feedback from 80,000 users of a local search
engine. Therefore, a K-nearest neighbours approach worked well (about 10 times more
relevant than the method that did not use contextual features) because the current
context could be compared to past responses by other users to decide the value of the
information.
Interventions may also take the form of task allocations in a crowd-sourcing system. In
this case, the value of the intervention depends on the task relevance to the user. Clearly,
a key factor in relevance for location-based tasks (which might be allocated by mobile-
based crowdsourcing systems like TaskRabbit12 and FieldAgent13)i st h eu s e r ’ sc u r r e n t
and future locations. In this vein, Reddy et al. (2010) introduce the concept of coverage-
based recruitment that looks at the user’s mobility routine and decides who to recruit
based on the area they cover. They tested their approach to contributor recruitment
for three environmental campaigns: documenting the amount of recyclable content in
general public bins, tracking ﬂora, and locating sustainable assets (e.g., recycle bins,
bike racks and charging stations). All three require a local area to be monitored over a
period of months.
In more detail, the goal is to recruit contributors such that comprehensive and non-
redundant coverage of a given area is achieved. They recorded the locations of all
potential participants for an evaluation period (lasting 1 week) before starting the cam-
paign. Using the sequence of locations over the week, the problem becomes a budgeted
maximum coverage problem (Khuller et al., 1999). In such a problem, a collection of sets
S = {S1,S 2,...,S m} represents the whole pool of contributors. Each Si consists of the
set of blocks of 250m2 where contributor i was observed during evaluation. Furthermore,
a set of costs for recruitment {c1,c 2,...,c m} is associated with each contributor. The set
E = {e1,e 2,...,e n} represents all the blocks in the target area, each with its own utility
{u1,u 2,...,u n}, so that more crucial areas can receive higher priority during recruitment
(if necessary).
12http://taskrabbit.com
13http://fieldagent.netChapter 2 Literature Review 54
The optimisation goal is to ﬁnd the subset of contributors S⇤ ✓ S that maximises
the utility of blocks covered U(S⇤) while keeping the total cost C(S⇤) under budget B
(Reddy et al., 2010):
argmax
S⇤ U(S⇤) subject to C(S⇤)  B (2.31)
The problem is NP-hard, so the authors use a greedy algorithm and assume the cost
for each contributor is identical, which Nemhauser et al. (1978) show gives a result (for
U(S⇤)   C(S⇤)) that is at least 63% from the optimum.
A related task to environment monitoring using crowdsourcing is item delivery using
crowdsourcing (both involve trajectory-aware task allocation systems). The idea of
distribution using the natural mobility of a group of people is a reoccurring theme in
content distribution using mobile ad-hoc networks.
For example, Keller et al. (2012) use physical bluetooth proximity data from the mobile
phones of a group of people, to initiate exchanges of songs between individuals, but
without considering prediction or multi-hop routes (i.e., going via one or more inter-
mediaries). Cherubini et al. (2010) explore physical package peer-to-peer delivery, but
only test simple heuristics such as “transfer the package to someone who is, on average,
closer to the target location than you”. Vukadinovi´ c et al. (2009) proposed a queuing
model of the ﬂow of pedestrian crowds to distribute content among mobile phones.
Now, all these works attempt to capture short term movements of individuals in crowds,
which is a distinct and di↵erent problem to extracting routine mobility patterns. Speciﬁ-
cally, using work we reviewed in Section 2.3, it is possible to connect prediction of mobil-
ity with decision-making using a direct line of assumptions going from the raw historical
data to decisions about moving items around that is not present in such work. A no-
table exception is Liu and Wu (2011), who use class attendance data to model pairwise
encounters between individuals for data transfer across an ad hoc network. They take
advantage of cyclic behaviour to ﬁnd tractable routing solutions, however, their pairwise
approach means that their algorithm scales O(p2) in the number of participants in the
network p. Additionally, Lindgren et al. (2003) propose the PROPHET system, which
uses historical patterns of colocation between people to copy packets of data in a better-
than-random direction. However, in general, all the aforementioned content distribution
approaches rely on the fact that content may be copied and can exist concurrently on
multiple devices, making them less applicable for problems such as physical item routing.
The problem of robust route planning under uncertainty resembles the Canadian trav-
eller problem (also known as the bridge problem) (Nikolova and Karger, 2008), in which
the costs of the edges in a graph are random variables that are observed only as the
nodes are visited. The name originates from the concept of a traveller who has to plan a
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that are only observed as a graph is traversed. This di↵ers from the problem of oppor-
tunistic routing because the Canadian traveller assumes that path costs are independent
of one another, while we have dependencies between costs as well, i.e., the delay outcome
of an earlier stage in the chain a↵ects the delay of later stages. An additional di↵erence
is that we observe the random variables, indicating delay between locations, only after
the package has completed each intermediate step.
We build on this work in Chapter 5 by proposing an approach to decision-making in
an opportunistic physical package delivery scenario (extending work from this section)
that uses prediction of future mobility (extending work from Section 2.3) to compensate
for the fact that physical packages cannot be duplicated with the same ease as digital
packages (as in the ad hoc network).
In this section, we have seen some approaches to valuing interventions by relevance
to the user’s predicted location. Interventions can also bring the beneﬁt of reducing
agent uncertainty (resulting in better information in future). We consider this type of
evaluation now.
2.5.2.2 Valuing Interventions by Increase in Model Certainty
We now consider interventions that are valued by the beneﬁt they result in from an
increase in model certainty. An agent performing prediction may proactively ask the
user questions to reduce its uncertainty and increase the expected value of its results.
To this end, Horvitz and Krumm (2012) calculate the value of information in a driver
routing application that recommends diversions to local refuelling stations under uncer-
tainty of the destination. In this scenario, the user is only asked about their destination
in cases where certainty about the destination would make a substantial saving in driv-
ing time. In this way, the agent highly values queries that resolve ambiguity around the
destination.
In particular, let C(X ! Y ) be the travel time between geographical points X and
Y , and p(X) be the probability of the user currently driving to destination X, DS the
set of all possible destinations, ZS the set of all possible waypoints (where refuelling is
possible), F the ﬁxed cost of interrupting, and A the current position of the user, then
the value of asking (V ) the user about their current destination is:
V =
0
@ min
Z2ZS
X
D2DS
p(D)(C(A ! Z ! D)   C(A ! D))
1
A
 
0
@
X
D2DS
p(D)m i n
Z2ZS
(C(A ! Z ! D)   C(A ! D))
1
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Figure 2.10: Graph by Horvitz and Krumm (2012) showing the development of
the expected and actual value of asking the human driver about their destina-
tion, as the driver progresses towards their destination.
The ﬁrst term arises from the calculation for expected diversion cost (measured in sec-
onds)14 under uncertainty over the destination (derived from the standard deﬁnition of
expectation E(x)=
P1
i=1 xip(xi)). The expected diversion cost is considered for each
possible waypoint, and the min cost of the set of waypoints is selected out of this result.
Thus, the cost for the ﬁrst term corresponds to the cost for the optimal recommenda-
tion that the agent would make if it were not possible to gain additional information
about the destination. This cost is compared with the second term, which is the optimal
recommendation the agent could make when the destination is known. Of course, it’s
not possible to know the right destination D to use, so the assumption is made that the
probability of each D is the same as the current inferred probability of the destination,
p(D). When the di↵erence between the ﬁrst and second terms is greater than F (i.e.,
if V> 0), the decision is made to ask the user to explicitly give their destination. F is
a ﬁxed cost of intervening which has the following interpretation: “how much extra are
you prepared to drive for, in seconds, to avoid having to explicitly give your destination
to the agent?”. On the other hand, if V  0, then the diversion with the lowest expected
cost is selected and recommended without asking for the destination ﬁrst.
In Figure 2.10, Horvitz and Krumm (2012) compare this expected value of asking to the
actual value (i.e., the di↵erence between the ﬁrst and second terms in Equation 2.32),
which is of course calculable when the destination is known (since the p(D)’s go away at
this point). As the user makes their way through the intersections, both the distribution
over destinations and the cost of diverting to di↵erent waypoints change. Large variance
(e.g., between intersections 100 and 105, and starting at intersection 145) occurs when
a waypoint that previously seemed promising is suddenly ruled out (based on a large
change in p(D) or C(A ! Z ! D) by the latest routing decisions of the user).
The approach of valuing notiﬁcations by their expected increase in model certainty is
an important part of some of the scenarios we will consider in our work (e.g., when the
14N.B. the cost we refer to here is of the diversion, not the intervention; what is still being considered
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uncertainty over future locations makes a big di↵erence to the cost of electric vehicle
charging). We do not apply it in this thesis, but the approach is applicable to a piece
of future work related to handling user inputs that we outline in Section 6.2.1.
2.6 Summary
In this literature review we explored a variety of modelling techniques for human mo-
bility data related to our prediction-inference-decision workﬂow, which we presented in
Chapter 1. Speciﬁcally, we reviewed existing mobility models, whose main di↵erences
arise from a di↵erence in focus on spatial or temporal structure in the data. We described
how prediction could be performed, which led us to notice the failures that can occur for
new users of a location prediction system. Related work boosting new users into a sys-
tem comes from the related domains of collaborative ﬁltering and activity recognition,
yet we found that neither provided a method that could be directly applied to mobility
data. We therefore present a novel method for dealing with new users in Chapter 3.
The new method speciﬁcally addresses the di↵erences we highlighted in Section 2.3.2.2
between recommender systems and location prediction, namely, that the former lever-
ages a common set of items while the latter has only items (i.e., locations) speciﬁc to
individuals. To bridge this di↵erence, and therefore to impart to location prediction the
same successes with respect to new users that have been achieved in recommender sys-
tems, we introduce a new model that uses the behaviour structure learnt from existing
users to improve predictions for new users. In doing so, we import several existing ideas
that we reviewed in Section 2.3, importantly using nonparametric Bayesian modelling
to limit parameter growth (Section 2.3.2.1), capturing the temporal structure in loca-
tion data (Section 2.2.2), and using existing users’ data to boost accuracy for new users
(Section 2.3.2.2).
In Section 2.4, we then explored approaches to inference. Existing work on inference for
mobile systems ﬁxates on interruptibility, which assumes that anything an agent does
halts the progress of daily life. We took a more constructive view of mobile interventions,
which lead us to consider approaches to understanding user availability,u s i n ge i t h e r
mobility models or information theory. While these approaches get us closer to the goal
of understanding availability, a large amount of work remains in this area. We present
new tools for dealing with this in Chapter 4. These tools build on existing work in two
ways. Firstly, they extend current approaches that analyse the predictability of location
behaviour to give temporal detail, which is needed to infer how a user is currently
behaving (rather than how they tend to behave). Secondly, they allow prediction of
future latent states, which is not possible with the class of model-free approaches we
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Finally, we presented the literature on mobile agent decision-making in Section 2.5. We
interpreted existing work as either evaluating the cost of interventions (which includes
both notiﬁcations and agent-initiated questions) or their value. Investigating the various
ways that cost can be evaluated, we found that even the best ways of estimating cost
ended up generating more interruption initially. This lead to the conclusion that assum-
ing ﬁxed cost for notiﬁcations is good enough. We found that the value of interventions
is usually associated with the relevance of the intervention to the user, estimated by con-
sidering the outputs of prediction and inference (Challenges 1 and 2 in our framework).
In Chapter 5, we present a novel approach to decision-making that combines the outputs
of mobility models with a model of utility for agent actions (addressing Challenge 3).
Next, we address the ﬁrst gap in existing work that we identiﬁed, related to modelling
and predicting mobility for new users.Chapter 3
Improving Location Prediction
Services for New Users
In Chapter 1, we outlined the prediction-inference-decisions framework that an intel-
ligent agent should follow to enable more advanced and personalised mobile location
services. In this chapter, we focus on improving the prediction aspect of the framework,
which requires modelling individual human mobility. As discussed in Chapter 2, exist-
ing approaches to individual human mobility modelling typically assume an adequate
history of observations of user mobility in order to train a statistically accurate model
of behaviour. Yet, in real life, we know that this will not usually be available for a
new user. This presents an important barrier to the success of ubiquitous services. For
any service to grow rapidly, a high proportion of its users will necessarily be new. But
performance of the service is at its worst (due to poor predictions) precisely at the time
when the user has just started using it. Nevertheless, new users are important precisely
because they often have the responsibility of deciding whether to commit to or abandon
the service.
This problem suggests the need to exploit similarities between new and existing users.
In other words, a uniﬁed group model could capture common structure in the behaviour
of multiple users. In Chapter 2 (Section 2.3.2.2), we saw that this approach is often used
in recommender systems and was recently introduced in systems for activity recognition
(Su and Khoshgoftaar, 2009; Lane et al., 2011). In the domain of mobility prediction, it
is known that many people share a common set of mobility habits (Eagle and Pentland,
2009), such as going to work during weekdays, staying at home on weekend mornings,
and going to new places in evenings. These similarities could potentially be used to
increase accuracy for new users.
However, although the idea of taking advantage of similarities between users’ location
behaviour makes sense intuitively, progress has been limited in three important respects.
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First, semantic labelling of locations is usually necessary before it is even possible to dis-
cover common structure in mobility data across multiple users. Moving beyond the basic
home and work discrete location labels (in order to include a wider range of locations in
an individual’s daily life) is non-trivial, despite the availability of highly granular spatial
information. This is because home and work locations are special cases that are easily
identiﬁable, since they are usually the top most visited states in daily life (due to power
laws in human mobility (Gonzalez et al., 2008)), and can often be distinguished from
each other by their time of day features. Generalising beyond these locations (i.e., to in-
duce semantic overlap between individuals) might be possible with the use of additional
location databases indicating the type of business or function of a location, but these
are not always available or reliable. Second, in the absence of such semantic labels, spa-
tial overlap between the mobility of individuals, or, third, a social connection between
individuals, is required before multi-user modelling can begin. This requires the users
to be friends, family, people who work together, or at the very least, people who live
near one another. If there is no such spatial or social overlap, it is hard to discover any
commonalities between people, as location behaviour is highly personal (with respect to
favourite restaurants, gyms, shops, parks etc.).
The aforementioned limitations make it hard to perform prediction with a group model.
Yet, similar activities have, for several years, been possible with groups of text documents
(corpora) using hierarchical Bayesian models, speciﬁcally, latent Dirichlet allocation
(LDA) and the hierarhical Dirichlet process (HDP) (Blei et al., 2003; Teh et al., 2006).
Both models are powerful representations of text corpora that work on the assumptions
that (1) there exists a set of global latent topics and (2) these topics are represented
heterogeneously amongst individual documents. The two approaches di↵er in that LDA
represents (and requires the speciﬁcation of) ﬁnite numbers of topics, while HDP can
represent an unbounded number of topics, using the non-parametric Dirichlet process
(DP). This makes the HDP the state-of-the-art in topic modelling, and the point of
departure for this work.
Now, the ability of these topic models to capture groups of text documents is clear.
However, their interpretation and extension to deal with the behaviour of groups of
people is not. This is for two reasons.
First, the initial work in using LDA for human location behaviour has focused on inter-
preting topics as features of individual behaviour. Speciﬁcally, both Ferrari and Mamei
(2011) and Farrahi and Gatica-Perez (2012) present LDA as a model of individual be-
haviour that assumes that each day in a person’s dataset is assigned a latent topic.
This initial interpretation makes it di cult to see how groups may be modelled with
the same probabilistic architecture. To overcome this, we provide such an interpretation
that frames topics as habits that may be present among multiple individuals in a popu-
lation, and are allowed to be expressed heterogeneously in di↵erent people. For example,
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characteristic temporal pattern that is seen in many people (e.g., weekend afternoons,
but hardly ever at midday on weekdays).
Second, LDA and HDP require non-trivial extensions to deal with habitual spatio-
temporal behaviour. Speciﬁcally, we address the issue that spatial behaviour is highly
personal to the individual, while still allowing the sharing of temporal parameters that
makes a multi-user model useful. Sharing is important because it allows the generalisa-
tion of models across people. For example, a subset of individuals may share a tendency
to go to work on weekends, while another subset may have the opposite habits. But
there is obviously a limit to sharing in a group of people who may have no connection
other than having similar routines to daily life. Speciﬁcally, our approach maintains an
estimate of the key locations in the daily life of each individual in the model.
The reason why we think an appropriate group model is applicable to overcoming data
sparsity is highlighted in the following example. Alice visits the same location every
weekday morning, as does Bob. Charlie is a new user whose mobility we have only
observed for one day (say, Wednesday). A model that shares habits appropriately will
be able to extrapolate the pattern from Alice and Bob, and predict Charlie’s location
to be the same for all weekday mornings as it was on that Wednesday (but still give
ad i ↵erent prediction on the weekend). Clearly, even in this simple example there are
reasonable objections (e.g., what if Charlie behaves fundamentally di↵erently to Alice
and Bob? What if Charlie was not where he usually is on a Wednesday morning? How
to deal with multiple contradictory habits present in a population?). The model we
present is designed to overcome these in a general, principled, and scalable way.
In more detail, our contributions are the following:
• We present the ﬁrst approach to modelling group routine location behaviour across
a population without the existing restrictions that currently apply. Speciﬁcally,
without requiring semantic labels of locations or spatial/social overlap between
individuals. To do this, we develop an extension of the HDP, called LocHDP,t o
deal with group spatio-temporal behaviour.
• We derive the inference process for LocHDP using Markov chain Monte Carlo
(MCMC) sampling, and show how prediction using the shared parameters of the
group may be performed.
• Using the Nokia Lausanne dataset containing detailed mobility observations of
38 people for 1 year, we explore LocHDP’s ability to overcome data sparsity in
location prediction by varying the width (i.e., the number of users) and depth (i.e.,
the amount of training data per user) of the data seen during training. For our
experiments, the extensive depth of the Nokia dataset enables us to consider a
wide range of training sizes, while still having a large number of observations that
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of predictive accuracy. We ﬁnd that our model outperforms the state of the art
(an approach by Cho et al. (Section 2.2.2)) by a factor of 2.4 in held-out data
likelihood when given only 20 hours of training data. We ﬁnd that this advantage
holds all the way up to 100 hours of training data, after which point there is no
advantage in prediction accuracy to using a group model in comparison to a set of
models of individual behaviour.
The rest of the chapter is organised as follows. In Section 3.1.1, we give the full details
of our approach, explaining our extension to the HDP. Then, in Section 3.1.2, we derive
the MCMC sampling process for LocHDP, and give the equations for prediction under
data sparsity after training on group data. In Section 3.2, we test our approach on
the Nokia Lausanne dataset by varying the depth and width of the group data, ﬁnding
the held out data likelihood in each case. Finally, we summarise our progress in the
prediction-inference-decisions workﬂow in Section 3.3.
3.1 Habitual Location Behaviour Model
In this section we introduce LocHDP, our novel extension to the standard HDP (de-
scribed in Chapter 2, Section 2.3.2.2). We start by describing our model in detail, dis-
cussing its key assumptions, before deriving a suitable sampling process for parameter
learning. We ﬁnish this section by giving the relevant equations for location prediction
under data sparsity.
3.1.1 Group Location HDP (LocHDP)
LocHDP models a set of N location data points (xn,t n,dn), where xn is the location
of a person (continuous, in degrees of latitude and longitude), tn is the time of day
that the observation was recorded (continuous, in hours), and dn is the day of the week
(discrete).
Our approach starts with the assumption that there exists a set of habits that explain
daily life mobility. Similar to topics in the standard HDP, habits are assumed to be
discrete random variables hn (for 0  n<N ) that have a latent assignment to each
observation (xn,t n,dn) explaining both the spatial and temporal aspects of the data.
The marginal likelihood of spatio-temporal data can therefore be expressed as a mixture
of habits:
p(xn,t n,dn)=
X
k
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Figure 3.1: The graphical structure of LocHDP using plate notation, in which
each random variable within a plate is repeated. Shaded nodes indicate observed
variables and square nodes indicate hyperparameters.
where we have marginalised out the uncertainty over latent habit assignments, and in-
troduced parameter ⇡u to represent the local mixture of habits. This implies that there
is a one-to-one mapping between documents in the standard HDP and users in LocHDP.
But the standard HDP assumes globally shared parameters (i.e., ! in Figure 2.8) be-
tween observations, which does not take account of the fact that the spatial aspect of
location behaviour is highly personal (i.e., we do not generally live, work, and relax at
the same locations).
To address this, we assume separate spatial parameters for each user u, speciﬁcally,
that spatial observations follow a Gaussian distribution (representing both sensor and
behavioural noise that is present in the data: the former is caused by random errors in
the sensor, e.g., GPS, while the latter refers to the tendency for a person’s position to
change slightly even if they are in the same signiﬁcant place, e.g., walking around a big
building):
p(xn|u, )=N(xn| h,u) (3.1)
where we have introduced the parameters  h,u indicating the mean and variance of the
spatial information for user u given the habit h.
However, if we take the same approach to the temporal aspect of observations, then
there can be no parameter sharing between individual mobility models. Sharing is
important because it allows the generalisation of models across users, which enables
possibly improved prediction.
Given the periodic nature of routine behaviour, we model both the time of day and the
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Figure 3.2: An illustration of two alternate interpretations of the same routine
spatio-temporal data: the left-hand side panels assume that a signiﬁcant location
may be visited at many di↵erent times, the right-hand side panels (our model)
ﬁnd separate habits in the data. Note that the discrete weekday temporal
distribution at the location is omitted from this ﬁgure.
p(tn|h, )=N(tn| h) (3.2)
p(dn|h,✓)=
W Y
w
✓dnw
h (3.3)
where tn represents the local time of day (in hours) of the observation and is a contin-
uous 1-dimensional Gaussian, so that variations around arrival times at locations are
smoothed. This approach has been shown to be preferable to temporal binning, which
su↵ers from the curse of dimensionality (Gao et al., 2012a). The distribution over arrival
times is parameterised by  h, which is selected by habit h alone (and not the user). The
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with parameter ✓h for habit h. In this case, W = 7, the number of days of the week
(though this can be easily changed for other discrete information, e.g., weather, national
holidays).
The unimodal distribution over the time of day implies that each habit is assumed to be
active for only one period on any given day (if we ignore the Gaussian noise). This might
seem counterintuitive, since it is common to spend several di↵erent periods at a single
location per day (e.g., at home or commuting route). To clarify, a signiﬁcant location
may be visited at many di↵erent times of the day, but a habit is only active around
a single period of each day. To illustrate this point, see Figure 3.2, in which we show
the two di↵erent interpretations of the same synthetic data. The left-hand side panel
assumes that complex temporal patterns can be assigned to a single (normal) spatial
distribution while the right-hand side requires that each temporal mode be represented
separately.
Therefore, in making this assumption, we are shifting the burden of rediscovering existing
signiﬁcant locations to the spatial element (i.e., the home signiﬁcant location may be
discovered once for morning time periods, and then again for evening periods). But there
are considerable advantages to this approach. Firstly, habits are more modular, making
them more likely to be shared amongst users (e.g., leaving home at around 8:30am may
be common to lots of people, but leaving home at 8:30am and arriving back home at
9pm is more idiosyncratic). Secondly, a multimodal temporal distribution would require
an extra latent variable in the model (i.e., to create a mixture model over time) that
would be highly coupled to the latent variable indicating habits, making inference of the
parameters more complex (e.g., resulting in much longer time to convergence if using
Markov chain Monte Carlo methods). Therefore, the unimodal assumption makes our
model simpler and more useful in the scenario we consider.
This extension from HDP to LocHDP results in a modiﬁed generative process. The
generative process is important because it fully speciﬁes the model, and is the ﬁrst
step towards deriving a parameter inference process with Markov chain Monte Carlo
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  ⇠ DP(↵) (draw global habits)
for each latent habit h 2 [1..| |]:
✓h ⇠ IG(d) (draw hour of day parameter)
 h ⇠ Dir(e) (draw day of week parameter)
for each user u 2 [1..U]:
⇡u ⇠ DP( , ) (draw user habits from global set)
for each latent habit h 2 [1..| |]:
 u,h ⇠ IG(c),IG(c) (draw spatial params)
for each observation n 2 [1..N]:
hn ⇠ M(⇡u) (draw habit)
xn ⇠ N( u,hn) (draw spatial obs.)
tn ⇠ N( hn) (draw time of day obs.)
dn ⇠ M(✓hn) (draw day of week obs.) (3.4)
The graphical representation of the generative process in Equation 3.4 is given in Fig-
ure 3.1 (for comparison with the standard HDP, see Equation 2.19 and Figure 2.8).
3.1.2 Parameter Learning
There is no tractable closed-form solution for the parameters for LocHDP (nor for stan-
dard HDP). We therefore derive the Markov chain Monte Carlo sampling process for
LocHDP from the generative speciﬁcation in Equation 3.4. As a basis, we use one of
the most e cient sampling methods for HDP, which is collapsed Gibbs sampling by Teh
et al. (2006), the Chinese restaurant franchise representation.
The collapsed version converges more quickly than other variants of MCMC because it re-
quires sampling fewer random variables (“collapsing” out most of the parameters by inte-
gration). Here, we need to sample from only two distributions, p(hn|h n, ,xn,t n,dn),
the posterior over the habit assignment for observation n, and, p( |h), the posterior over
the coe cients of the parent DP. The former can be expanded using Bayes’ theorem and
the conditional independence of xn, tn, and dn:
p(hn|h n, ,xn,t n,dn, ,a,b,c)
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Where we adopt the convention of h n representing all the current habit assignments
except hn. We substitute collapsed versions of the prior and observation likelihoods to
get the ﬁrst equation required for MCMC:
p(hn,k =1 |h n, )p(xn|hn,k =1 ,a)p(tn|hn,k =1 ,b)
⇥ p(dn|hn,k =1 ,c)
/
⇣
  k + v n
u,k
⌘
f(xn|X
 n
x,k,u,a)f(tn|X
 n
t,k ,b)
⇥
⇣
c + X
 n
d,k
⌘
. (3.5)
where f is the Student’s t distribution, which is the result of collapsing a normal dis-
tribution, giving the predictive likelihood given just the hyperparameters and su cient
statistics (i.e., the information that is alone su cient for the model). In Equation 3.5,
the day of week Dirichlet distribution has also been collapsed. The su cient statistics for
the prior is vk, simply the total number of data points assigned to habit k. Xx,Xt, and
Xd are the su cient statistics for the spatio-temporal likelihoods and can be calculated
as:
Xx,k,u,0 =
N X
n=1
xn,k 0(hn,k = 1) 0(U(n,u))
Xx,k,u,1 =
N X
n=1
xn,k
2 0(hn,k = 1) 0(U(n,u))
Xt,k,0 =
N X
n=1
tn 0(hn,k = 1)
Xt,k,1 =
N X
n=1
t2
n 0(hn,k = 1)
Xd,k,w =
N X
n=1
dn,w 0(hn,k = 1) (3.6)
where  0(B) is the Dirac delta function that is 1 if B is True, and 0 otherwise, and
U(n,u) is evaluated True i↵ data point n came from user u. Given initial values of
Xx, Xt, Xd, and v, it is then trivial to update them as each hn is reassigned during
sampling.
The MCMC algorithm is given in Algorithm 2. In practice, we found that 50 iterations
was su cient to reach convergence for all users, after which point, we took every 3rd
sample until 10 samples could be collected. We now consider how to derive location
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Algorithm 2 LocHDP sampling process
1: procedure SAMPLE-LocHDP(x,t,d)
2: Randomly initialise h,  . Eqn 3.4
3: Initialise su cient statistics Xx,Xt,Xd,v . Eqn 3.6
4: for s   1,S do . For each sample
5: for n   1,N do
6: h(s)
n ⇠ p(hn|h n, ,xn,t n,dn) . Eqn 3.5
7: Update Xx,Xt,Xd,v
8: end for
9:  (s) ⇠ p( |h) . See Teh et al. (2006)
10: end for
11: return h, 
12: end procedure
3.1.3 Location Prediction
After obatining samples of h and  , using historical data, we consider the scenario of
predicting an individual’s location given an arbitrary temporal query, speciﬁcally the
time of day, and day of week for the prediction. LocHDP can produce a 2-dimensional
predictive probability density over continuous space in the world given this query. Af-
ter sampling is performed, this density may be found by averaging over the samples
(MacKay, 2003), and marginalising over the hidden habit for the query point:
p(x⇤|t,d,u,X)
=
Z
p(x⇤|h,u,⌦)p(h|t,d,u,⌦)p(⌦|X)dhd⌦ (3.7)
⇡
1
|R|
X
r2R
K X
h=1
N(x⇤|h(r),a)
⇡u,h,r h,rN(t|✓h,r)
PK
h0=1 ⇡u,h0,r h0,rN(t|✓h0,r)
where x⇤ is the location, t is the query hour of the day, d is the query day of the week, u
is the individual that we want to predict, h is the habit responsible for this observation,
X represents the full dataset (for all individuals), ⌦ is the whole set of parameters in the
model1, and R is the number of samples kept during MCMC. To derive Equation 3.7,
we used Bayes’ theorem to expand the posterior distribution over habits:
p(h|t,d,u,⌦) / p(h|⇡)p(d|h, )p(t|h,✓) (3.8)
= ⇡u,h hN(t|✓h) (3.9)
1The hyperparameters are assumed given, and are omitted from these equations for clarity.Chapter 3 Improving Location Prediction Services for New Users 69
In the next section, we evaluate the quality of the model’s predictions on real world data
of human location behaviour.
3.2 Empirical Evaluation
In this section, we ﬁrst describe our choice of experimental setup, speciﬁcally, how we
test our approach under the constraints outlined both at the start of this chapter and
in Section 1.2. Then, we give the empirical results for the evaluation of our approach
against state-of-the-art benchmarks.
3.2.1 Experimental Setup
At a high level, our experiments are designed to investigate the e↵ects of limited training
data on location prediction. Our main hypothesis is that our approach will be less
a↵ected by such conditions. Evaluating this hypothesis requires the consideration of four
experimental elements. Firstly, we introduce all the approaches that we evaluated (our
model, plus two other approaches for comparison). Secondly, we describe the dataset of
real human location data that we used for our experiments. Thirdly, we brieﬂy discuss
the metric we use for evaluation of model and prediction quality. Finally, the details of
exactly how we test under data sparsity are discussed.
3.2.1.1 Approaches
The approaches we consider include LocHDP, as well as an existing state-of-the-art
approach and a benchmark that performs only basic learning.
1. Group Location HDP Model (LocHDP) our approach.
2. Individual Mixture Model (Mixture) in which each individual is modelled sep-
arately. This represents an extended version of the approach proposed by Cho et al.
(2011), a state-of-the-art prediction method that assumes that location behaviour
follows a spatio-temporal mixture model (described in Chapter 2, Section 2.2.2).
3. Single Gaussian (Single) places probability mass fairly uniformly over the whole
area that an individual occupies. Formally, we use a single Gaussian N(xn|µ, ),
where µ and   are the maximum likelihood estimates of the whole training data for
an individual. This approach therefore provides a lower bound on performance that
any learning method is expected to beat, since it learns no dynamic structure from
observed behaviour (see Section 2.2 for the kinds of structure that are typically
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We now describe the dataset we used for our experiments.
3.2.1.2 Nokia Dataset
All our experiments were conducted using the Nokia dataset, which was chosen because
it comprises highly granular (both in time and space) GPS data taken in a longitudinal
study involving 38 people moving about in their daily lives, in Lausanne, Switzerland
(Laurila et al., 2012). Furthermore, this data was captured using commodity mobile
devices, giving us greater conﬁdence of repeatability in practice.
The Nokia dataset contains 1,553,154 continuous location readings (with a mean of
40,872 and standard deviation of 36,848 per user) comprising < latitude, longitude,
timestamp > taken over a period of a year. The timestamp is represented in seconds,
which we processed into the periodic measures of day of the week and hour of the day.
No further pre-processing was required to make the data work with our model.
However, we remain mindful of the potential biases introduced by the data collection
method. Speciﬁcally, GPS sensor activation was optimised by Nokia so that the power
requirements of data collection did not drain the batteries of the participants’ mobile
phones during the day (important for user compliance). For example, if a user was
stationary for a long time, the rate of location recordings was reduced signiﬁcantly, to
respond to the fact that not much extra information would be gained from a higher time
granularity.
The implication for our model (or, indeed, any model that learns spatio-temporal struc-
ture in unprocessed behaviour data), is that sensor behaviour is also learnt, introducing
some artefacts that may bias our results concerning human behaviour. We next discuss
how we mitigate this concern though the choice of evaluation metric. Before we do so,
however, we make a ﬁnal observation that test locations close together in time are likely
to be highly correlated, which is another potential source of bias in the results. For ex-
ample, if a user visits two locations, A and B, in the test set for the same length of time,
but the sensor happened to be twice as active at location A (as can happen with a sensor
that tries to optimise for energy consumption), then the predictive accuracy for location
A would be weighted with twice the importance as that of location B. Therefore, to
get around this pathology, in an iterative fashion we uniformly randomly subsampled
time slots of constant width to test, then uniformly randomly pick a data point in the
selected time slot to test with.
3.2.1.3 Evaluation Metric
The purpose of our evaluation method is to determine the prediction quality of all
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Figure 3.3: The results of Experiment 1. We see that the model quality of the
group model is signiﬁcantly better than all other approaches, up to 100 (non-
zero) hours of training data. Error bars represent the 95% conﬁdence range
(using the empirical standard error measure).
metric for model quality is the joint data likelihood of the test data. However, we wish
to mitigate the concerns of bias introduced by sensor behaviour (which we discussed in
the previous subsection). We do this by evaluating with the conditional likelihood of the
test locations, p(xtest|t,d,u,Xtrain), which indicates how much probability density the
model gives at the test location given information about the time that this location was
recorded. Since we are providing the time context (which is authentic, since it comes
from a real location reading) the focus is on the performance of the model to give an
accurate location distribution, not on the ability of the model to learn when the GPS
was most likely to be activated.
3.2.1.4 Testing Data Sparsity
Given the aforementioned elements, we now detail the experiments we performed. The
condition of data sparsity may be recreated (i.e., simulated using behaviour data) by
varying which data points are seen by the model during training, while keeping the test
dataset ﬁxed. The reason why we need to intentionally recreate sparsity is because we
need the ground truth (data that was held back during training) to verify the accuracy
of each model’s predictions. This requires access to a deep dataset for our experiments,
to obtain statistical signiﬁcance, though this would obviously not be a requirement in
deployment. We now detail how we vary the depth and width of the dataset for our
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• Experiment 1: Varying Dataset Depth To recreate the case of a new user
arriving to a system, we train the model on the ﬁrst H hours of location obser-
vations of the individual user (which may include hours with zero observations,
which we do not include in the count H). As we increase H, we observe the e↵ect
on predictive ability of all the approaches. However, our model (LocHDP) is also
able to see the full mobility patterns of all other users in the dataset, who rep-
resent the established users in a location prediction system (this group obviously
excludes the individual we are testing). For this experiment, we randomly selected
10 such auxiliary users (in a repeated test to obtain error bars)2. Comparing the
performance of our approach to the other approaches, we can evaluate how much
beneﬁt is derived from having this set of auxiliary established users’ data. In order
to get a full evaluation for di↵erent values of H (for 0 <H 200), we select the
9 individuals in the Nokia data set who had more than 1000 non-empty hours
associated them as the test individuals, holding back the remaining hours purely
for testing.
• Experiment 2: Varying Dataset Width While Experiment 1 deals with the
number of training hours provided (i.e., the depth of the dataset), here, we inves-
tigate the beneﬁt of having a wider dataset to prediction by varying the number of
auxiliary users (i.e., users in the group, but not directly evaluated for prediction).
We randomly sample the size of the auxiliary set aux, for sizes in the range [0..20],
and test predictive performance of the 9 individuals in turn, ﬁxing the number of
hours for each of the 9 users to 20 hours.
This completes the description of our experimental setup. We now explain and analyse
the results of these experiments on the Nokia dataset.
3.2.2 Experiments Using Human Behaviour Data
The results for Experiment 1 can be seen in Figure 3.3. The Single baseline performs
consistently badly because it places probability mass at many locations that the user
never visits3.T h eMixture does much better because the temporal context is used to
reﬁne the prediction. However, LocHDP outperforms Mixture by a factor of 2.4 (N.B.,
the likelihoods are presented in loge space) with only 20 hours of training data, rising
to a factor of 6.4 with 40 hours of data, but this advantage disappears once a signiﬁcant
amount of training data is available (100 hours, corresponding to at least a week of
observations for a user). This is to be expected, as the most useful information about a
person’s future location behaviour is their own past behaviour. In the absence of such
210 auxiliary users were chosen because it dominates the other auxiliary set sizes in performance, as
we shall see in Section 3.2.2.
3The values of Single are so low for H<190 that they do not ﬁt on the plot in Figure 3.3.Chapter 3 Improving Location Prediction Services for New Users 73
Figure 3.4: The results of Experiment 2, showing the distribution of conditional
data likelihood for all 9 target users for each approach when training on 20
hours of data.
            
                                
    
    
    
    
    
    
    
    
    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
            
 
 
 
 
 
  
  
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                
                                 
Figure 3.5: The results of Experiment 2, showing the model quality of LocHDP
(left-hand axis) and the number of habits discovered (right-hand axis) when
training on groups of varying sizes. Error bars represent the 95% conﬁdence
range (using the empirical standard error measure).
information, sophisticated assumptions about user similarity provide a boost to predic-
tion. Therefore, modelling groups using our approach provides a considerable beneﬁt
in behaviour prediction (under sparsity) compared to considering only individuals. We
attribute this to the fact that parameter sharing (speciﬁcally of  , ✓ and  ) gives the
group model of the new user a head start over the purely individual approach.
To understand more deeply the di↵erence in performance between the three approaches,Chapter 3 Improving Location Prediction Services for New Users 74
Figure 3.6: The distribution over habits for 9 randomly selected users (out of
20 who were modelled together).
we plot the distribution of error for all the test points after training on just 20 hours of
observations (Figure 3.4). For all approaches there is a concentration of density in the
range [-14,-10] and a heavy tail. This corresponds to the well known power laws in human
routine mobility, in which a few locations are visited very often, while many locations
are visited infrequently (causing low accuracy in the prediction results) (Gonzalez et al.,
2008). The di↵erence between the approaches is in the key [-14,-10] range. We see that
the benchmark, Single, has strongly concentrated mass around -12. This is because
its (almost) uniform spatial probability mass ensures fairly reasonable accuracy with
most predictions, but higher precision is not possible with such a simple model. The
reason why Single performs so badly on average is because of its longer tail of very bad
predictions. Mixture, on the other hand, is able to achieve highly accurate predictions
for a large number of time contexts, and also avoids very low accuracy predictions.
However, LocHDP is the only approach that has many results in the highest accuracy
range [-9,-6], which we attribute to better model quality.
We now consider Experiment 2, in which we kept the number of training hours ﬁxed atChapter 3 Improving Location Prediction Services for New Users 75
20, but varied the number of auxiliary users (i.e., users in the group model that may
help with predictions of the new user). The results for this experiment are shown in
Figure 3.5. Since this is only applicable to the group approach, the results for Single
and Mixture are omitted (they stay constant for all group sizes). As we can see, the
general trend is an increase in prediction accuracy as the number of people in the group
increases. This is due to the fact that data describing more individuals is likely to result
in LocHDP learning new habits that may be applied for better prediction. We veriﬁed
this assertion by also plotting the number of habits discovered for varying numbers of
people in the group (using the right-hand axis in Figure 3.5). We see that the model
does indeed identify new habits as the group size increases, but that this rate of increase
declines in a similar way to that of prediction accuracy (after 10 auxiliary users). This
evidence also supports the hypothesis that LocHDP is able to take advantage of the width
of a dataset to overcome its shallowness.
To see how these habits are shared amongst users, we also plotted the distribution over
habits for 9 randomly selected users in Figure 3.6. The most prevalent was habit 12,
which the model inferred was responsible for more than 30% of the observations in 5 of
the users displayed. Manual veriﬁcation4 conﬁrms that these were the home locations
of the 5 users. The introduction of supervised labels for the signiﬁcant places of some
users in the dataset might allow the automatic labelling of other users’s locations in the
population, but this is separate from the goal of improving location prediction.
Clearly, the above discussion considers relative di↵erences between the approaches (by
evaluating held-out predictive likelihood). Determining what is acceptable predictive
accuracy from the user’s perspective requires detailed consideration of the intended
application. For example, in Chapter 4.3.2, we evaluate predictive accuracy from the
perspective of a user of an anticipatory notiﬁcation service. In general, however, there
is still a lot of room for improvement in prediction over all application domains, so any
progress (such as our proposed multi-user model) towards greater accuracy is desirable.
3.3 Summary
We have presented an extension to the HDP, called LocHDP, that captures group routine
location behaviour probabilistically, without the limiting assumptions present in existing
group models. As a demonstration of the usefulness of LocHDP, we applied the model
to the problem of predicting location behaviour under data sparsity. In experiments on
a real world human mobility dataset we found a signiﬁcant improvement in the accuracy
of predicting future locations of users who had only been observed for a short period
(i.e., new users). This brings mobile location services forward, and meets the prediction
4by inspecting an animation of each user’s location history and ﬁnding that the user was at this
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aims outlined in Chapter 1 (Section 1.3) by making location services applicable to many
more users than was previously possible.
One possible limitation of our sparsity result is that the Nokia dataset may contain
habitual behaviour overlaps that may not always be present in any randomly selected
group in the wider population (due to the recruitment campaign for the study). Further-
more, we did not consider strategies for boosting completely new users into a mobility
model. In Chapter 6, we discuss ways of addressing both shortcomings in future work.
Although we applied LocHDP to just the Nokia dataset, the model is applicable to a wide
variety of mobility datasets that exhibit periodic and shared latent structure between
people. As necessary, the likelihood functions may be modiﬁed to accommodate di↵erent
modalities of data, for example, discrete cell tower locations in the Orange dataset or
check-ins on Foursquare. This is because, as you would expect, the assumptions about
human behaviour do not change in these various settings, only the assumptions about
how sensor data are generated change (e.g., GPS, cell towers, check-ins).
This concludes our contribution towards more realistic mobility prediction. We next
present work that addresses the gap we identiﬁed in the second component of the
prediction-inference-decision workﬂow.Chapter 4
Identifying Periods of Low
Predictability in Daily Life
Mobility
The aim of this thesis is to advance the state of the art in all three areas of the prediction-
inference-decisions workﬂow on human mobility data for mobile location services. In
the previous chapter we considered the problem of predicting individual mobility under
realistic assumptions (namely, that superior predictive performance is needed from the
start). We now shift the focus onto predictability, which is in essence an inference
problem. A key ﬁnding in this area was demonstrated by Song et al. (2010). Given the
location traces of 50,000 mobile phone users, the authors used the Shannon entropy rate
of this data to establish, in principle, that the average predictability of a single person’s
location in the next hour was 93% (at the granularity of the nearest cell tower, given
their location in the previous hour).
This ﬁnding inspired a number of approaches that attempt to turn this promise of
predictability into reality (Wang and Bhaskar, 2012; Scellato et al., 2011; Sadilek and
Krumm, 2012; Gao et al., 2012b). These approaches propose to do this by learning the
“structure of routine” in human mobility (Eagle and Pentland, 2009) to make predictions
about future individual mobility. The implicit assumption behind these approaches is
that future location behaviour follows the pattern set by historical behaviour. While
this assumption is, more often than not, accurate, it is arguable whether it describes
the full range of human mobility patterns. Intuitively, it is expected that individuals
transition through phases of relatively high predictability (e.g., during a working day
at the o ce or while attending regular football practice on a Saturday afternoon), to
sudden spikes in unpredictability (e.g., travelling to another city on a weekend break, or
while on sick leave). Consequently, there are contexts in which historical patterns have
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more to say about future mobility than others. The work described in this chapter is
concerned with analysing and predicting departures from routine using such contexts.
In more detail, studying and characterising these momentary transitions in predictability
is important, not only for understanding human mobility patterns, but also for providing
context-aware services in pervasive systems. Arguably, phases of high unpredictability
are the most critical times to the user, who will, by deﬁnition, be in unfamiliar places,
or in familiar places at unusual times. Novel experiences may often require extra levels
of in-the-moment assistance that can be provided by a mobile device (Zhuang et al.,
2011), in the areas of information, organisation and communication. For example, map
applications, navigation applications recommending high quality local businesses, and
messaging applications are all likely to be in higher demand when the user is out of their
comfort zone. Additionally, mobile advertising is likely to be more e↵ective when not
having to change long established user mobility habits. To enable such timely assistance,
we ﬁrst address the task of analysing the user’s most recent location behaviour to identify
departures from routine.
Beyond this analysis of the user’s present state, it is similarly important to consider future
departures from routine. Speciﬁcally, a number of pervasive applications already notify
users of information relevant to their future locations (e.g., local recommendations by
Foursquare or Yelp, location-based crowdsourcing apps like TaskRabbit or FieldAgent).1
However, these rely on the assumption that the user will be available to follow up on
those notiﬁcations. As such services proliferate, an understanding of user availability
over time is crucial to avoid notiﬁcation overﬂow and to maximise impact. To this end,
we also investigate the task of predicting future transitions to and from routine location
behaviour.
Given its level of importance, surprisingly little is currently known about how the depth
of routine in an individual’s mobility varies with time. Existing methods typically focus
on analysing routine by grouping the location history into times of the week (i.e, time
slots of ﬁxed duration) and measuring the fraction of instances an individual is found in
their most common location per hour of the week (Song et al., 2010), or by measuring
entropy within each time slot (Eagle and Pentland, 2009). These time slots are treated
independently, and entirely ignore spatial structure (i.e., the history of recently visited
locations). This gives an inaccurate picture of the current depth of routine for individu-
als. For example, a user transition from work to a restaurant in the centre of town might
be surprising spatially (if such a transition has never been observed before), but make
more sense temporally if we consider that it is Saturday night, and the user had only
been in the o ce to meet a deadline. Extending this example, if that user then takes the
train home, this might be considered a break from temporal routine (if they normally
take the motorway by car on weekends), but make sense spatially when coming from
1Available at foursquare.com, yelp.com, taskrabbit.com,a n dfieldagent.net, respectively.Chapter 4 Identifying Periods of Low Predictability in Daily Life Mobility 79
town. Therefore, both types of structure are important. We address this shortcoming
by providing an analysis of mobility that takes into account sequential structure.
More crucially, the current understanding of the predictability of human behaviour relies
on entropy estimators, which tend to be model-free. The advantage of model-free tools is
that they are applicable to new domains, and import well-established concepts (such as
entropy or mutual information) without requiring domain-speciﬁc modiﬁcations. How-
ever, such tools fall short when we try to go beyond analysis (of historical behaviour)
and predict future levels of routine. Speciﬁcally, the incorporation of relevant informa-
tion (e.g., recent locations, calendar information, whether the day is a national holiday),
and domain-speciﬁc structure of the random variables are impossible without providing
a model. We therefore present the ﬁrst model of mobility that explicitly captures the
tendency to depart from routine under a variety of temporal and situational contexts.
This addresses prediction.
In more detail, this work is the ﬁrst to fully investigate transient periods of low pre-
dictability in human mobility. In doing so, we make a number of contributions:
• We design a novel entropy estimator, based on the well-known Lempel-Ziv measure
(Bhattacharya and Das, 1999) which we described in Section 2.4.2, called the
real-time entropy estimator that provides a principled method for measuring the
instantaneous predictability, or entropy, of an individual. Existing approaches use
the standard Lempel-Ziv estimator (Bhattacharya and Das, 1999; Song et al., 2010;
Jensen et al., 2010), which gives a single summary entropy value to individuals.
In contrast, our method provides a breakdown of entropy per time slot (e.g., hour,
quarter of hour), which enables richer analyses.
• We apply our estimator to GPS traces from the Nokia Lausanne dataset (Laurila
et al., 2012), and show, for the ﬁrst time, that departures from routine are corre-
lated with mobile application use, and that applications that provide information
about local surroundings (i.e., search and maps) show the strongest correlation.
• Measuring the instantaneous predictability using our metric is e cient for a mobile
device to perform in real time, however, it is not ﬂexible enough to do prediction
of future departures from routine or take into account other types of departure
from behavioural structure (i.e., other than sequential structure). To address this
shortcoming, we therefore present a novel Bayesian model capable of predicting
future departures from routine. This is the ﬁrst mobility model that explicitly
captures the tendency of users to depart from routine (as opposed to approaches
that we considered in Section 2.2 that assume users always follow their routine
patterns).
• We evaluate our estimator and model against state-of-the-art benchmarks (includ-
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(Song et al., 2010), both of which look only at the time of week to measure depths
of routine). We show that they outperform all existing approaches for inference
and prediction of departures from routine.
• As a demonstration of the advantage of our approach, we present an anticipatory
computing scenario in which predictions of unusual future location behaviours are
used to optimise mobile push notiﬁcations to a user. Comparing our predictive
model against a state-of-the-art model of temporal behaviour by Cho et al. (2011)
(described in Section 2.2.2), we ﬁnd that outcome utilities are signiﬁcantly im-
proved when the tendency to depart from routine is also modelled.
Taken together, our contributions o↵er a new perspective on the complex relationship
between mobility patterns (measurable directly from a mobile phone) and broader user
behaviours. This improved understanding opens the way for a new generation of mobile
applications that can help the user at times of greatest need, but leave them to get on
with their daily routine at other times. This addresses the inference challenge outlined
in Chapter 1 (Section 1.1) of developing tools to better understand the user state to
inform intelligent location services.
In the remainder of this chapter, we introduce two new methods for understanding
departures from routine in current and future location behaviour in Section 4.1. In
Section 4.2 we apply our methods, along with several state-of-the-art benchmarks, to the
breadth of the Nokia Lausanne dataset. We evaluate both the analytical and predictive
performance of all the methods introduced in Section 4.2.4 and 4.2.5, respectively. We
then provide several examples, including one detailed technical example, highlighting
how inferring predictability is useful for mobile location services in Section 4.3. Finally,
we conclude in Section 4.4.
4.1 Analysing and Predicting Routine
We now present our two new approaches to analysing and predicting routine in human
mobility. The ﬁrst is presented in Section 4.1.1 and is designed to perform analysis of
routine (i.e., predictability of mobility) suitable for a mobile device to perform in real
time. The second is presented in Section 4.1.2 and is more suited to o✏ine analysis and
prediction. Like similar work before it (outlined in Section 2.2, Chapter 2), our ﬁrst
contribution is rooted in the framework of information theory because we can import
tools (speciﬁcally, entropy rate estimators) that can help make sense of routine without
much customisation.
The entropy rate estimator is simple, requires few assumptions (detailed below), and is
tractable for running in real-time on mobile devices. We anticipate, however, limitations
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information in mobility and is unable to predict future departures from routine. This
motivates the introduction of a more general framework of departures from routine in
Section 4.1.2 that can include arbitrary types of structure in mobility data (e.g., temporal
structure, social structure) and can yield predictive densities over future breaks from
habit.
4.1.1 Analysing Routine Using Information Theory
To formalise predictability (i.e., routine) in daily life mobility, we deal with a random
process X = {X0,X 1,...,X N}, which is a sequence of random variables {Xn} indicating
the location of an individual at time n. All locations are assumed to belong to alphabet
A, the set of possible locations this individual could be in.
A measure of the predictability of process X is given by its entropy rate. However, as
noted in Section 2.4.2, an accurate calculation of the entropy rate requires prohibitive
amounts of data, so the entropy rate of location data may be estimated using the Lempel-
Ziv (LZ) measure (Song et al., 2010). The shortcoming of the LZ estimator is that it
does not tell us when any individual is behaving unpredictably, limiting our analysis.
To overcome this limitation, we reconsider the entropy estimator given by Equation 2.28,
introducing a modiﬁed version called the real-time entropy estimator. To allow a per
time slot view of the approximated entropy rate, we relate the instantaneous entropy at
time i to the value of ⇤i. Speciﬁcally, the instantaneous entropy tells us what the overall
entropy rate would be if the entire process X exhibited the predictability it currently
has (i.e., 8j :1 j  N,⇤j = ⇤i). This concept does not contradict the assumption
that X is stationary because it is measuring the properties of individual steps in the
process, which together make up the stationary statistics.
The standard LZ estimator (described in Section 2.4.2) uses information about future
points in the series to determine the present value of ⇤i. Therefore, it does not work in
real time and has limited applicability in ubiquitous systems that provide in-the-moment
assistance. To address this limitation, rather than searching forwards for the shortest
substring that does not occur in the history, the real-time estimator searches backwards,
truncating the search history by one step each time.
At time i, the real-time LZ estimator for the instantaneous entropy is deﬁned as:
˜ Hi :=
log2 (i)
 i
, (4.1)
where  i is deﬁned as the length of the shortest substring ending at position i that
did not previously occur in the sequence (x1,...,x i  i). This estimate is deﬁned such
that all instantaneous entropy values can be combined to reproduce an estimator for
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measure rather than ⇤i):
ˆ HN =
N
PN
i=2 ˜ H 1
i
(4.2)
It can be shown trivially that the reverse of a time series has the same entropy rate as
the original. Therefore,  i ! ⇤i as i !1and the real time estimate also converges to
the true entropy of the underlying process given by Equation 2.27.
In Section 4.2, we will apply this estimator to real daily life location data to understand
more about the unpredictability of mobility. The estimator provides good insight into
the user’s behaviour, while still being computationally tractable (even on a resource-
limited mobile device).
However, this analytical technique is limited in two important respects. Firstly, it con-
siders only sequential structure, when in fact, as we established in Section 2.2 (Chapter
2), routine is a multi-faceted phenomenon. For example, time of the day, weather, loca-
tions of friends, or national events could all be strong predictors of a user’s whereabouts,
regardless of where they have recently been. Secondly, even if the di↵erent varieties of
structure could be fused in the entropy estimator technique, it would not constitute a
predictive model of future departures from routine. This rules out many interesting ap-
plications, one of which we consider experimentally in Section 4.3.2. We therefore next
provide a general framework to explicitly model an individual’s departures from their
location routine.
4.1.2 Bayesian Model
The principled generative model we propose is based on existing models of mobility but
is augmented, for the ﬁrst time, with latent states indicating departures from routine. At
a high level, the model has a set of parameters governing the structure of an individual’s
routine (µ and !), another set of parameters governing how the individual departs from
routine (r), and a set of latent variables indicating the level of departure associated
with each location observation (z). These values are unknown beforehand. Therefore,
the key challenge is to deﬁne how the hidden parameters and latent variables interact
with each other, and to ﬁnd a tractable inference procedure from the observed data.
We adopt the notation v to indicate collections of random variables, and vi,j to indicate
speciﬁc entries (i.e., row i, column j) in these collections.
We now detail the derivation of this model from a set of basic assumptions about routine.
In our model, we explicitly incorporate the possibility that the user can choose, at
any time, to depart from their historical habits. This aspect of mobility behaviour is
represented as a set of binary random states z (one for each discrete time step n). We
later specify the exact nature of these variables (i.e., their probability distributions),
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categorical state of adherence (when zn,0 = 1) or departure (when zn,1 = 1) from routine
at each time step n. z is incorporated into a more conventional mobility model that
captures the spatial and temporal structure of user mobility that resembles the model
of Etter et al. (2012).
In the more conventional aspect of the location model, the sequential (i.e., spatial)
aspect of mobility is achieved by placing dependencies between location observations.
Like the other models mentioned above, to avoid the exponential creation of parameters,
we assume the ﬁrst-order Markov property2, stating that the probability distribution of
the next location is conditionally independent of the entire location history given the
current location, i.e., p(xn|xn 1,xn 2,...,x1)=p(xn|xn 1)w h e r exn is a binary
vector with a single 1 at index l indicating that the user was at location l at time step
n, and p(xn) is the probability of observation xn. The sequential structure of the user’s
mobility can therefore be represented by a transition matrix, where the row l1 (if l1 is
the previous location) gives the probability distribution over the next location l2.A
common way to achieve this distribution is to place a multinomial distribution in each
row, with Dirichlet priors (Bishop, 2006):
p(µ|xn,xn 1,↵) /
L Y
l1
L Y
l2
µ
xn 1,l1xn,l2+↵ 1
l1,l2 (4.3)
where µ is the set of parameters to the Dirichlet distribution (with hyperparameter ↵),
and xn 1,l1 = 1 indicates that the previous location at time n   1 was l1.
The temporal aspect of mobility is achieved by assuming that the temporal informa-
tion associated with each location observation at step n depends only on user’s current
location. Since the temporal aspect of presence is a mutually exclusive 1-of-V choice
(where V is the number of time slots in a period, e.g., 168 hours in a week), this kind
of structure can also be represented as a Dirichlet distribution:
p(!|xn,dn, ) /
L Y
l
V Y
v
!
dn,vxn,l+  1
l,v (4.4)
where dn is the time context information (but could equally represent any other context
of interest, such as weather or calendar information), and   is the hyperparameter to
the Dirichlet distribution.
Combining spatial and temporal structure is straightforward, if we assume the condi-
tional independence p(xn,dn|xn 1,µ,!,↵, )=p(xn|xn 1,µ,↵)p(dn|xn,!, ). This
is also an assumption that was made by Gao et al. (2012a).
2Though more elaborate forms of sequential structure are certainly possible to incorporate without
requiring changes to other parts of the model, e.g., a variable-order Markov chain or a nested Pitman-Yor
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We now describe the derivation of the novel aspect of our model, which is the explicit
incorporation of departures from routine. We make one key assumption that governs the
interaction between latent states z and the other random variables in the model: that
when zn,0 = 1, the user acts completely according to routine (i.e., the model becomes a
standard mobility model), but when zn,1 = 1, the user chooses a location uniformly at
random (N.B.,
P
k zn,k = 1). The reasoning behind this assumption is that a user who
regularly breaks from habit leaves behind structure that can be learnt by a standard
mobility model. But since these breaks from routine can be predicted by a conventional
model, then, by contradiction, we know that such behaviour forms part of the routine
of the user. Therefore, a uniform distribution over locations accurately reﬂects the
departures from routine that we are interested in.
More formally, the spatial structure in light of the current level of routine, zn,i sm o d i ﬁ e d
to reﬂect the mixture of outcomes for di↵erent levels of routine. By inspection and
considering Equation 4.3 (while keeping the prior Dirichlet distribution the same):
p(µ|zn,xn,xn 1,↵) / p(xn|zn,0 =1 ,xn 1,µ)zn,0p(xn|zn,1 = 1)zn,1p(µ|↵)(4.5)
where Equation 4.5 is proportional to the posterior of µ by use of Bayes’ rule. Substi-
tuting Equation 4.3 into Equation 4.5, and using the aforementioned key assumption
about a uniform distribution when zn,1 = 1:
/
0
@
L Y
l1
L Y
l2
µ
zn,0xn 1,l1xn,l2+↵ 1
l1,l2
1
A
 
L Y
l
1
Lzn,1xn,l
!
(4.6)
=
1
Lzn,1
L Y
l1
L Y
l2
µ
zn,0xn 1,l1xn,l2+↵ 1
l1,l2 (4.7)
Incorporating zn into the temporal structure requires a slightly di↵erent approach, be-
cause we also want to discover temporal structure in departures from routine. This
feature will help us make new kinds of predictions about future behaviour (e.g., by
answering questions such as “is the user going to be in deep routine next Tuesday at
2pm?”). Therefore, instead of placing a uniform distribution over dn when zn,1 =1
(as we did with xn), we instead give departures from their own temporal distribution
(i.e., a row in the ! parameter matrix) that is independent of the current location xn.
However, when zn,0 = 1, the observation xn depends on the temporal observation as
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p(!|zn,dn,xn, ) / p(!| )
2 Y
k
p(dn|zn,k =1 ,xn,!)zn,k (4.8)
=
 
L Y
l
V Y
v
!
zn,0dn,vxn,l+  1
l,v,0
! 
V Y
v
!
zn,1dn,v+  1
0,v,1
!
(4.9)
To be clear, !l,v,0 refers to the routine temporal parameters (for arbitrary location l
and time v), while !0,v,1 refers to the temporal parameters of routine departures (for
arbitrary time v, ignoring the location).
We ﬁnally consider the prior distributions responsible for the binary latent random
variables z. We assume the probability of departure at time step n is dependent on
whether the user departed at the previous time step n   1, resulting in a standard
hidden Markov structure with 2 ⇥ 2 transition matrix r:
p(r|zn,zn 1, )=
2 Y
k1
2 Y
k2
r
zn 1,k1zn,k2+  1
k1,k2 (4.10)
where   is the hyperparameter to the each row of transition matrix.
This set of assumptions results in the graphical representation depicted in Figure 4.1.
Before we can make use of this model, we need to infer all the parameters and latent
states from some historical (training) data X and D. It is not possible to do this
analytically, because the posterior distribution involves an intractable integral (Bishop,
2006). There are a variety of methods that can estimate the parameters and latent
variables either by optimisation (e.g., variational Bayes, expectation-maximisation), or
sampling (e.g, Gibbs sampling, or other Markov chain Monte Carlo methods). Here we
choose expectation-maximisation (EM), speciﬁcally the forward-backward algorithm,
because it is a simple and widely-used approach to solve this problem, but the other
methods could equally be used (Bishop, 2006).
The expectation step requires ﬁnding the expectation over each latent state zn.T h e
most e cient way to ﬁnd this is to perform a forwards and a backwards pass through
the time steps (ﬁnding the values of fn and bn for all n, respectively), as is standard in
the forward-backward algorithm. For our model, the equations for both can be obtained
through marginalisation and the use of Bayes’ rule:
fn = p(zn|X0..n,D0..n,µ,!,r,↵, , )
/
2 X
k
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Figure 4.1: A graphical representation of our model. Shaded nodes represent
observed random variables and boxes represent ﬁxed values. xn+1 is unshaded
because it is assumed to be at future time step n + 1.
Substituting Equations 4.7 and 4.9 into Equation 4.11, while assuming the parameters
µ, !, and r are known (obtained from the previous iteration of the EM algorithm):
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The backwards pass can be calculated similarly to Equations 4.12 and 4.13, but instead
we must marginalise over the next latent state
P2
k r0,kbn+1,k, and proceed backwards
from the ﬁnal time step. To complete the calculation of the expectation of z, we combine
f and b in the normal way, by element-wise multiplication and normalisation.
The maximisation step ﬁnds the modes of the posterior distributions of the parameters.
This can be obtained via di↵erentiation (with a Lagrange multiplier to constrain the time
context parameters ! and the rows of the transition matrix µ to sum to 1) to obtain the
three closed-form solutions corresponding to the maximum a posteriori (MAP,w h i c hi s
the mode of the posterior distribution of the parameters given the observed data):Chapter 4 Identifying Periods of Low Predictability in Daily Life Mobility 87
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and rmax can be obtained by the standard MAP for a transition matrix (Bishop, 2006).
Once the parameters have been inferred, we can use them for prediction of future values
of zn+1. Prediction requires contextual information, which we assume here to be the
time contexts dn+1. We also have D0..n and X0..n, the set of observations up to time
step n. The expected value of zn+1,1 for the next context is found via the marginalisation
E(zn+1,1|D0..n+1,X0..n) /
P2
k p(xn+1|zn+1,xn,µ,↵)p(dn+1|zn+1,xn+1,!, )rk,1fn,k.
We now apply our model (and the LZ instantaneous entropy estimator) to the Nokia
dataset. Our model requires setting the three hyperparameters ↵,  , and  . They can
be used to encode prior knowledge (e.g., that someone is likely to stay in their current
location, or that a certain time of day is more likely for a given location). However, in
our experiments we assign uninformative uniform values to these hyperparameters (i.e.,
setting them all to 1) and let the model discover such patterns.
4.2 Real-Life Data Analysis
To evaluate the performance of the two approaches we presented in Section 4.1, we
test them on the Nokia Lausanne dataset, comprising global positioning system (GPS)
locations, call logs and application usage for 38 people for a year recorded by their mobile
phones (Laurila et al., 2012). The data consists of a series of time-stamped events (e.g.,
GPS readings with latitude and longitude coordinates, user usage of mobile applications,
and directed message and call logs).
First, it is necessary to pre-process the data, in order to convert it to a form suitable
for discrete methods. We brieﬂy describe this process in Section 4.2.1. We then detail
our methodology for evaluating the approaches in Section 4.2.2, and describe the state-
of-the-art benchmarks we consider in Section 4.2.3. In Section 4.2.4, we present an
evaluation of the e↵ectiveness of all the approaches for analysis. Finally, in Section 4.2.5,
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4.2.1 Pre-Processing
Pre-processing the dataset was required because all the methods we evaluate (including
the benchmarks) use discrete labels indicating user presence at a location. Pre-processing
also helps ﬁlter out noise from sensor error. We described various existing approaches
to pre-processing mobility data in Chapter 2 (Section 2.1), one of which we apply here.
Speciﬁcally, we ﬁrst derived the alphabet of locations, A, from the sequence of latitude
and longitude GPS readings (a process of converting continuous variables to discrete
labels). For location data, this is known as the problem of ﬁnding signiﬁcant locations,
and there are several approaches (Ashbrook and Starner, 2003; Kang et al., 2004). We
selected the online clustering method proposed by Kang et al. (2004), because it is
computationally feasible for running continuously and in real time on a resource-limited
mobile phone. It takes into account the duration of visits to a location, the frequency
of visits, and the minimum distance between locations.
Given the set A, we then assigned each location in the GPS trace to the closest element
(by Euclidean distance) in A.3 We added a special element ⌦ 2 A for readings that
were not near any signiﬁcant locations (deﬁned as being more than 1 km away from any
element in A). In the entropy estimation, ⌦ is a special location that is always treated
as a new location. Finally, as per Song et al. (2010), we transformed the data into
windows of ﬁxed size by selecting randomly from the set of signiﬁcant locations visited
during the window in proportion to the total duration at each location (e.g., in the case
of 1 hour windows, if the user is at work for 45 minutes of the window and at a cafe the
remaining 15 minutes, the location for that hour will be selected as work or as cafe with
probability 3
4 and 1
4,r e s p e c t i v e l y ) .
A selection of examples of the resulting data, after pre-processing but before applying
any of the contributions we make in this chapter, is shown in the Appendix B. We now
describe how we used this processed data to evaluate the performance of our proposed
approaches.
4.2.2 Experimental Setup
To evaluate performance, it is necessary to ﬁrst establish the ground truth. The ground
truth in our problem of analysing and predicting how much an individual’s mobility
departs from routine should consist of a set of values: one for each time step indicating
the level of routine the individual is currently in. This can be ascertained in two ways.
One approach would be to take detailed user surveys (perhaps obtained through expe-
rience sampling (Kapoor and Horvitz, 2008)). However, user surveys can often contain
biases and inaccuracies (Bernard et al., 1985) and they are time consuming for users to
3The signiﬁcant location extraction method we used ensured that locations were su ciently far apart
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Figure 4.2: Experimental setup showing how our results were derived from user
locations. In the bottom row, TN, TP, FN, and FP represent true negatives,
true positives, false negatives and false positives, respectively.
provide. Furthermore, in this case, we did not have access to the original users, and so
were unable to collect such data. An alternative way is to make use of existing location
predictors. Since the ﬁrst aim of most location predictors is to learn the structure of
habit in individual mobility, it is instructive to examine their failures. When a model
predicts that an individual will be in a certain location, but gets that prediction wrong,
it indicates one of two things. Either the individual departed from their routine, or the
failure was due to idiosyncrasies in the predictor itself. To minimise idiosyncratic error
in the ground truth, we combine the output of two state-of-the-art location predictors
that use fundamentally di↵erent methods to arrive at their predictive densities.
In more detail, the location predictors we use to generate the ground truth of routine are:
a variable-order Markov model (i.e., capturing a maximum of third-order dependencies,
with fallback that considers lower-order dependencies according to the transitions that
were seen during training) that learns only sequential structure (Song et al., 2006), and
a spatio-temporal mixture model that learns periodicities in human behaviour (Cho
et al., 2011). We extended the latter approach to include day of the week observations
(in addition to time of day observations), and to automatically infer the number of
clusters (signiﬁcant places) by replacing the ﬁnite mixture prior with a Dirichlet process
(Rasmussen, 2000).
The experimental setup using this ground truth is depicted in Figure 4.2. The top row
shows the observed location data of an individual. The second row shows the output
of a single location predictor. In this simpliﬁed illustration involving only one location
predictor, the ground truth (in the third row), indicating whether the user departs from
habit at each time step, is derived by comparing the output of the predictor with the
actual location (in our experiments, we used majority voting). In the fourth row we
show the output of the routine approach, which aims to classify the behaviour of the
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departing from it (giving positive output, or green, in the diagram). The di↵erence
between analysis and prediction is simply due to a di↵erence in uncertainty about the
user’s location. Analysis deals with past behaviour, with known locations. Prediction
deals with future behaviour (and location uncertainty).
Using this experimental setup, we evaluate the performance of our approaches. To put
this performance in context, we also used state-of-the-art benchmarks for comparison.
We next describe these benchmarks.
4.2.3 Benchmark Approaches
The three benchmarks we use in our evaluation are:
1. Entropy by Time of Week Eagle and Pentland (2009) analyse routine by cal-
culating the historical entropy per time slot of the week. This is done by grouping
historical location observations by their time slot of the week, and calculating the
Shannon entropy of each group. Analysis or prediction may be done using the dn
context. Hence, it is a purely temporal approach.
2. Location Surprise by Time of Week Song et al. use the standard increasing-
window LZ estimator for most of their analyses (including the headline predictabil-
ity level of 93%). This assigns a single value to an individual’s entire location
history, so does not provide the level of detail we need. However, they also pro-
vide a way of analysing location surprise for each time step. This is calculated by
grouping the observations into hours of the week (like the measure from Eagle and
Pentland), and ﬁnding the proportion between the most frequent location and all
other observations for that group.
3. Location Likelihood Finally, we use a benchmark based on the likelihood of the
currently observed location, with respect to all other locations previously observed
at the same time of the day and week. Since higher likelihood observations corre-
spond to being in routine, we take the complementary (i.e., 1   v,w h e r ev is the
location likelihood) of this value as the output.
We test these benchmarks, and our approaches, against the ground truth under two
di↵erent scenarios. In the ﬁrst, the methods have access to the location of the user at
time step n for classiﬁcations at time step n. This tests performance in analysis after
the fact, which is useful for applications that require an understanding of recent levels
of routine (see Section 4.3 for more details on applications). In the second scenario,
the methods do not have access to the location at time step n.T h i s t e s t s p r e d i c t i v e
performance, which is useful for applications that need to know future levels of routine
(again, see Section 4.3 for associated applications). We now describe experiments done
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4.2.4 Analysing Departures from Routine
Since the level of routine is a hidden state that is not present in the data, we require an
approach that can provide us with a measure of routine from the location data alone.
In Section 4.2.4.1 we evaluate all the approaches presented under this scenario. Based
on these ﬁndings, we select one method (the LZ estimator) to analyse the Nokia dataset
more broadly in Section 4.2.4.2.
4.2.4.1 Inference Performance
In Figure 4.3(a), we present the receiver operating characteristic (ROC) curves for all
5 approaches. Each ROC curve involves comparing output signal s (in this case, the
output of each of the 5 approaches) against an arbitrary threshold value t to give a
classiﬁcation, where s>tindicates a positive classiﬁcation and s  t indicates a negative
classiﬁcation. Each classiﬁcation is compared against the ground truth to determine the
relationship between the rate of true positives (i.e., correctly classiﬁed departures from
routine) and the rate of false positives (i.e., incorrect classiﬁcations). This comparison
is repeated across the entire range of t, deﬁned as going from 100% negative to 100%
positive classiﬁcations. The results are averaged across all 38 users in the dataset.
We see that our LZ instantaneous estimator and Bayesian model perform the best out
of all approaches, followed by the location likelihood benchmark. The other benchmarks
(by Eagle and Pentland and Song et al.) do no better than random at analysing depar-
tures from routine. It is instructive to consider why this is the case. These benchmarks
group all location behaviour (for an individual) into 168 bins, where each bin represents
behaviour at a di↵erent hour of the week. This is useful for summarising behaviourial
trends (e.g., show high departures from routine during Friday lunchtimes, when perhaps
the user likes to go to a di↵erent restaurant each time), but ill-suited for describing
routine at any speciﬁc time. In this way, using these summarisation tools at the level of
detail we require (i.e., speciﬁc hours of an observed location history), it is expecting too
much of them. In fact, providing this level of detail was not the intention of the original
authors who proposed them.
We investigated the e↵ect on performance of varying the location pre-processing parame-
ters. Speciﬁcally, a distance threshold parameter is required that indicates the minimum
distance between places (i.e., clusters below this distance are considered one place), and
a time threshold parameter is required that indicates how long an individual has to
spend at a location in total before it is considered a discrete place. Experimentation
showed that the same broad set of ﬁndings hold, except in the case of very high spatial
granularity, which we consider in more detail now.
Figures 4.3(a) and 4.3(b) show the ROC performance when the distance threshold is
set to 500 metres and 100 metres, respectively. We see that the performance of theChapter 4 Identifying Periods of Low Predictability in Daily Life Mobility 92
(a) 500m radius around signiﬁcant locations
(b) 100m radius around signiﬁcant locations
Figure 4.3: ROC curves for analysis of routine with all the approaches. Error
bars indicate the 95% conﬁdence range.
Bayesian model is diminished by the second higher granularity, while the other ap-
proaches have a similar performance in both cases. We attribute this to the ﬁrst-order
Markov assumption (for locations) that only our model follows. Visual inspection of
spatial plots of pre-processing conﬁrms that reducing the threshold to 100m (i.e., the
minimum distance between signiﬁcant locations, corresponding to a 50m radius aroundChapter 4 Identifying Periods of Low Predictability in Daily Life Mobility 93
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Figure 4.4: Average instantaneous entropy for all users by day of the week and
hour.
each location) introduces many fragmented and spurious signiﬁcant places that appear
to refer to the same location (e.g., work or transport hub). We believe that this is
caused by the inﬂuence of GPS sensor noise, which should normally be ﬁltered out by
pre-processing. This makes it harder for the transition matrix to discover structure in
human behaviour. To overcome this, our general framework makes it straightforward to
consider more sophisticated forms of sequential structure in the locations. In addition,
dealing with sensor noise is a standard problem in probabilistic models, so if very high
granularities are required (though we do not believe there is a strong case for this set-
ting), a future extension of our model could place continuous distributions over space
(in a similar way to Cho et al. (2011)) to account for this.
We therefore conclude that our LZ estimator and Bayesian model are the best tools for
analysing departures from routine in user behaviour. Since the LZ estimator considers
departures from sequential structure only, we can see in Figure 4.3 the beneﬁt of ad-
ditionally considering temporal structure by comparing its performance to that of the
general framework (i.e., the Bayesian model that considers both sequential and temporal
structure). However, the price of generality and improved performance is an increase in
computational complexity. Speciﬁcally, the estimator only needs to match a sequence
of locations in a tree (overall worst-case complexity of O(N logN)) which, in practice,
is faster than running the EM algorithm on the Bayesian model in O(N) complexity
per iteration over the latent variables and parameters. Given this conclusion, we next
provide further analyses of the location behaviour of 38 real-world users using the LZ
estimator, which we will show can give useful results even on a resource-limited mobile
device. However, we shall see in Section 4.2.5 that the Bayesian model (the general
framework for departures from routine) also has the ability to predict future departures.Chapter 4 Identifying Periods of Low Predictability in Daily Life Mobility 94
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Figure 4.5: Probability of using various applications in the hour as di↵erent
levels of instantaneous entropy are observed (shown with 95% conﬁdence inter-
vals).
4.2.4.2 Exploring Departures from Routine in the Nokia Dataset
We now use our LZ instantaneous entropy estimator to explore the Nokia Lausanne
dataset. In the following, we examine how instantaneous predictability varies over time
and how it correlates with mobile application usage. To add some tangibility to the
measure, we then discuss the outcome of detailed routine analysis of two days taken
from an individual’s mobility.
Plotting a heat map of the average instantaneous entropies according to local time of
the week over all users yields Figure 4.4. This ﬁgure demonstrates the idea that there
exist periods of high and low predictability that can last several hours. It also shows
that trends about daily life can be uncovered with this type of analysis. In particular,
we can clearly see trends that match our intuitions about daily life. Weekends have
the most intense levels of unpredictability, mostly in the afternoon. Weekdays show
medium levels during normal working hours 8am to 5pm, and slightly higher levels in
the evenings when users might go out to see friends.
To expand our view of behaviour when the user moves into and out of habitual location
patterns, we also consider user behaviour with mobile applications, ﬁnding the proba-
bility of application use conditioned by the current instantaneous entropy. Figure 4.5
shows these probabilities aggregated over all users that have used the application at leastChapter 4 Identifying Periods of Low Predictability in Daily Life Mobility 95
(a) Location history of a typical day.
(b) Location history of an atypical day.
Figure 4.6: Location histories of a user during two days (“warmer” colours
indicate higher entropy).
once. This shows clearly that the probability of using almost all categories of applica-
tion increases with the instantaneous entropy of the user.4 The ﬁrst feature we notice
about these probabilities is that web, map and search use show the greatest increase
over normal use (with respect to other applications) in periods of highest entropy. For
instance, a user in the highest state of unpredictability is approximately ten times more
likely to use mapping applications than a user with a low instantaneous entropy. This
supports the view that high entropy periods represent new experiences for the user, who
4The di↵erence is statistically signiﬁcant in all cases — a  
2 test of independence rejects the null
hypothesis that instantaneous entropy and application use are independent at the p ⌧ 0.001 level for
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will demand assistance about local information during these times. In contrast, clock
usage appears to show a lower correlation with instantaneous entropy.
These results are in accordance with the ﬁndings by Church and Smyth (2009), who used
diary studies to show that “many users have a variety of information needs when they
are away from their familiar contexts”. However, our work goes further by providing a
quantitative way to characterise the familiarity of these contexts.
One possible limitation of our ﬁndings of correlation between application use and de-
partures from routine is the inclusion of sleeping periods in the data. Speciﬁcally, by
“application use” we mean an active/explicit use of an application by a user, which is
usually not possible when they are asleep (which would also be a period of high pre-
dictability, if the user sleeps the same time every night). Arguably, that e↵ect alone
might explain why high predictability corresponds to low application use, if not for the
fact that we have split periods of departure from routine into low, medium, and high
categories (the x-axis of Figure 4.5). The e↵ect of sleeping periods in the data might
explain the why higher departures from routine translate into higher probabilities of
application use, but cannot explain why there is a gradual increase in application use
from low mobility departures, through to medium and high departures.
To put these results in context, we conclude this section with two snapshots of a single
user’s daily life, illustrating both a typical and a more unusual day. This is an example
of the kind of analysis possible using the instantaneous entropy estimator. Figure 4.6(a)
shows a typical weekday for an individual working in Fribourg and living near Givisiez
in Switzerland (the exact home location is obscured for privacy reasons). As on most
working day mornings, this individual leaves her home, indicated by the bed symbol
on the map, to arrive at work at around 7:45 (marked A on the map). At lunch-time,
around 11:45, she leaves her work for a brief lunch (marked B). Finally, she ﬁnishes work
at 17:40 and takes a di↵erent, but usual route back to her home (marked C). Throughout
this day, the instantaneous entropy is low, indicated by the green colour, rising slightly
on the way home, as her exact time of return is less predictable than her usual 7:45
arrival at work.
A much less typical day of the same individual is given in Figure 4.6(b), showing con-
siderably more variance in instantaneous predictability. Interestingly, this variance is
due not only to visiting new locations, but also to visiting familiar locations at unusual
times.
Starting on a Thursday evening, she returns home from work at 18:00, a usual time
(marked D). The next morning, she again arrives at work at 7:45 (marked E), and her
instantaneous entropy remains relatively low throughout her lunch-break, which lasts
from 12:00 to 13:00 (marked F). However, it begins to rise in the early evening, as she
leaves work at an unusually early time of around 16:45 (marked G). Although she still
remains in familiar locations at this point, moving around the city centre of FribourgChapter 4 Identifying Periods of Low Predictability in Daily Life Mobility 97
Figure 4.7: ROC curves for prediction of departure from routine with the pre-
dictive approaches. Error bars indicate the 95% conﬁdence range.
for some time, her predictability is low due to the unfamiliar time. Following this, she
departs on an unusual route (marked H), which takes her outside the city and eventually
to a golf course in nearby Courtepin (not shown on the map). As previously seen in
Figure 4.4, departures from routine on weekday mornings and early evenings (as in this
example) are common amongst all the users in the dataset. Most are short-lived (i.e.,
on the scale of hours) but happen several times a week.
This concludes our analysis of the Nokia dataset using the LZ estimator. We next
consider a di↵erent scenario, one that requires prediction of future routine behaviour.
4.2.5 Predicting Departures from Routine
In this section we evaluate the performance of all the approaches in a prediction scenario,
except for the LZ real-time estimator which is not able to provide predictions. In this
scenario, less information is available than with after the fact analysis: although the
time context is known, information about location context is restricted (because it is
future behaviour).
Figure 4.7 shows the performance when predicting departures from routine one hour in
the future, again, using ROC curves. We chose to evaluate at one hour ahead because
many anticipatory applications (such as notifying of tra c problems along anticipated
routes, assigning crowdsourcing tasks opportunistically, or controlling home heating)
work at this range of prediction. We expect an increase in performance for predictions
closer in the future and a degradation in performance further into the future. The
results are averaged across all 38 users. We see that our Bayesian model performs best
for prediction across all horizons. We explain this by the fact that, unlike the other
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as changes in the levels of routine. The other benchmarks are no better than random
at analysing departures from routine in speciﬁc location sequences. However, we notice
that performance is diminished with respect to inference (see Figure 4.3). This is to be
expected, as prediction of future departures has greater uncertainty.
Finally, we consider applications made possible by an understanding of the role of routine
in daily life mobility.
4.3 Applications of a Dynamic Understanding of Routine
Considering the applicability of our work for pervasive computing, we ﬁrst discuss several
high-level application sketches in Section 4.3.1, before examining one of these sketches,
an anticipatory mobile service that understands departures from routine, in greater
depth in Section 4.3.2. The goal of both the sketches and the detailed example is to
highlight the importance of the inference step in the prediction-inference-decisions work-
ﬂow we presented in Chapter 1 (Sections 1.1, 1.2, and 1.3), with a particular view to
highlighting the beneﬁt of inferring departures from routine in users’ behaviour, and
showing the interaction between the inference and decision-making steps (before switch-
ing our focus to decision-making next in Chapter 5).
4.3.1 Application Sketches
Knowledge of current and future departures from daily life location routines by indi-
viduals can be used to enhance a range of services that are currently emerging. We
identify three areas where we see a direct application of our work. Firstly, mobile digital
assistants (e.g., Siri for iPhone, Google Now, and Sherpa) perform natural language
processing and service aggregation to give summarised and timely information to users,
working both in the foreground and background. Our work could enhance background
processing by providing better predictive power of user locations, for times when as-
sistance is most crucial (yet when existing models are likely to fail), e.g., pre-caching
maps in unfamiliar locations for faster loading times, or negotiating with services near
the user’s predicted destination (Horvitz and Krumm, 2012). Secondly, in mobile ad-
vertising (e.g., LivingSocial Instant, Groupon Now), our approaches could be used to
allow advertisers to speciﬁcally target users that are currently not in deep routine and
whose behaviour patterns therefore might be easier to change, given an appropriate in-
centive for the user. Finally, crowdsourcing physical tasks (e.g., TaskRabbit, FieldAgent)
involves paying participants to perform tasks that are typically related to their current
location, e.g., delivering groceries to a speciﬁc address near the user or taking photos of
a particular location. The combination of location prediction and routine understand-
ing would enable tasks to be assigned opportunistically, based not only on participants’
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As an exposition of exactly how our work can be applied, we now consider, in detail,
the ﬁrst application area we highlighted (that of a proactive mobile assistant), showing
how knowledge of departures from routine can aid in the prediction of unusual future
location behaviour.
4.3.2 Demonstration: Predicting Timing of Unusual Location Behaviour
As described at a high level in Section 4.3.1, mobile applications like Google Now and
Sherpa use personal online resources, such as emails, tweets, and calendar entries (to
which the user explicitly grants access) to inform proactive mobile services. In more de-
tail, mention of future events that appear in these resources are identiﬁed and extracted
(e.g., hotel bookings, restaurant reservations, meetings with friends and colleagues).
However, if no temporal information is given in the text from which the event was ex-
tracted, or if this information is vague (e.g., in messages such as “see you next week”
or “let’s meet at the pub after work”) then this approach fails. Our work on departures
from routine can address this problem of needing to identify more precise timings of
future events, by assuming that such events represent a departure from routine. We be-
lieve this assumption is reasonable because most future events that are worth planning
via email or social media are not likely to be everyday occurrences.
We consider a scenario in which it is known that a user is planning to attend a concert
at a known location, but unknown time. The anticipatory service is required to perform
three actions: (1) remind the user a suitable amount of time before the concert; (2) send
directions for travel from the current location to the concert location leaving enough
time for the user to get there (we assume the concert is one hour’s travel away from
the user’s position); (3) push the entry ticket (mTicket) to the mobile screen just as the
user arrives at the concert. For this scenario, we selected three arbitrary utility curves
to reﬂect the desirability of their timing. They are the gamma distributions shown in
Figure 4.8(a), with representative shapes 0, 1
2, 0, and locations 1, 3
2, and 3, for the
mTicket, Directions, and Reminder, respectively.
The experimental setup to test our model (and some benchmarks, which we detail next)
with these utilities was as follows. We used the same generated ground truth for depar-
tures as in Section 4.2.2, extracting the location and time contexts for every classiﬁed
departure from routine, for each user in the Nokia dataset. We assume that each of these
departures represents the concert event, allowing us to repeat the experiment multiple
times to obtain statistical signiﬁcance. To select the best action a (i.e., time) for each
test point, we used the deﬁnition of expected utility argmaxa
P
d Ui(a|d)p(d|xe,X,D)
using three di↵erent methods.
The ﬁrst method uses the probabilistic model we proposed in Section 4.1.2, which ex-
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(a) The predeﬁned utility functions
(b) Utility results for the predictive models
Figure 4.8: Experimental results for the concert scenario. Error bars show the
95% conﬁdence interval.
ﬁrst was the temporal model by Cho et al. (2011), which represents the state of the
art in temporal prediction (see Section 2.2.2). We do not consider sequential prediction
because it generally does not perform well for predicting behaviour more than a few
hours ahead.
The results of the simulation are shown in Figure 4.8(b). We show the average utility
for each approach for the three actions (using their utility curves)5. Looking at the
5Although the area under these curves is 1 in each case, the test approach can only ever take a single
point on the curve, meaning that there is more utility to be had for the mTicket action versus the other
actions (and the same applies to the di↵erence between Directions and Reminder). Therefore, di↵erences
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di↵erences between each approach (i.e., within each action), we see that our model out-
performs both benchmarks. However, the absolute average utilities of all approaches is
low, indicating that this is a very challenging problem. Surprisingly, the temporal model
by Cho et al. does no better than random6. This could be because the given location
information causes it to infer the normal time when the user is at that location, while
the focus in this experiment is on location behaviours that are not normal. However, we
expect that this will not always be the case in reality, because one would expect at least
some events to belong to the routine location habits of a person. An additional reason
that might play a factor is that this model was previously used to generate the ground
truth of departures (along with the variable-order Markov model) so it is unsurprising
that the model fails again on these data points when tested. On the other hand, we do
not believe that the experiment is taking advantage of any idiosyncratic shortcomings
of this speciﬁc model, as any model that predicts location behaviour temporally (i.e.,
based primarily on time features (Sadilek and Krumm, 2012; Scott et al., 2011)) takes
advantage of periodicities in human behaviour, so these models are likely to perform
badly as well.
4.4 Summary
In this chapter, we addressed the two interrelated challenges of (i) analysing a user’s
location history to identify departures from routine mobility, and of (ii) predicting such
departures in the future. For the former, we extended principled concepts from infor-
mation theory and presented a real-time estimator for a new metric we refer to as the
instantaneous entropy. As we show in analysing a rich mobility dataset, this measure
gives an understanding about a user’s depth of routine at any given time, and is strongly
correlated with the way they interact with the mobile devices. To deal with predicting
the user’s depth of routine in the future, we developed a new Bayesian model to capture
this. Using established EM techniques, we showed that this model can be employed to
predict departures from routine.
We found that our approaches (the instantaneous entropy metric and full probabilistic
model) both outperformed the existing state of the art in inferring and predicting de-
partures from routine. Instantaneous entropy can be used on resource-limited mobile
devices to perform inference about routine. The probabilistic model provides a more
powerful, but less e cient, approach to inferring and also predicting departures from
routine. As an exposition of what is made possible with our approach, we highlighted
the use of our probabilistic model in an anticipatory mobile computing scenario. In
doing so, we have provided technical details as well as an application-driven view of the
role of inference in the prediction-inference-decisions framework outlined in Chapter 1.
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In conclusion, our tools open the way for better control over mobile notiﬁcations and
assistance. However, we have not yet explicitly addressed how such control may be
achieved by an autonomous agent. We therefore address the decision-making component
of the prediction-inference-decisions workﬂow in the next chapter.Chapter 5
Decision-Making with Location
Behaviour
So far in this thesis, we have considered methods to predict and make inferences from
location data. However, for an intelligent location service to turn these insights into
appropriate action, a ﬁnal decision-making stage is necessary. Under the prediction-
inference-decisions framework outlined in Chapter 1, the decision-making step receives
probability distributions over future user behaviours (from prediction, see Chapter 3)
and current user states (from inference, see Chapter 4) and uses this information, along
with additional data sources (e.g., venue data, road data, social media) to provide no-
tiﬁcations back to the user. In some cases, provided that prediction and inference are
working well, the problem of making optimal decisions does not raise signiﬁcant new
research challenges (e.g., a service informing the user about the weather she is likely to
encounter later in the day, or one that warns of relevant tra c problems). However,
we choose an ambitious problem scenario, as a detailed example of how decision-making
may be performed and extended under the proposed framework from Chapter 1.
In more detail, in order to push forward the state-of-the-art in location service decision-
making, we want the scenario of our worked example to involve two main themes. The
ﬁrst theme is the combination of predicting user location behaviour with sequential
decision-making, considering not only the current utility of agent actions with respect
to future user behaviour, but also future actions as well. This theme is likely to occur
commonly in location services that interact with users on repeated basis (thus moti-
vating the need to balance immediate rewards from current agent actions with future
rewards from future actions). Secondly, we want our problem scenario to involve multi-
ple interacting user behaviour predictions. Interacting predictions of multiple users is a
reoccurring challenge in mobile location services with social networking elements (e.g.,
proactive meeting scheduling, event coordination).
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In light of these themes, as a worked example of an intelligent mobile location service
(i.e., one that uses prediction of future behaviour, inference over current behaviour, and
decision-making by a service that uses these elements to make optimal decisions, as
outlined in Chapter 1), the problem we choose to address in this chapter, is how to
provide an opportunistic package delivery service. The practical motivation for this is
best seen from the perspective of the developing world. In many developing countries
(e.g., Ivory Coast, Ghana, Liberia, Nigeria), half the population lives in rural locations
(CIA Directorate of Intelligence, 2008), where accessibility to school materials, medical
supplies, mosquito nets, and clothing is restricted. Distribution to these locations typi-
cally requires direct road transport, which is time consuming and requires bulk volume
to be cost e↵ective. In response to these limitations, distributed methods of aid distri-
bution have emerged in recent years. For example, Pack For a Purpose1 is a non-proﬁt
organisation that asks tourists who already have a trip planned for one of 47 developing
countries to bring small items (e.g., pencils, deﬂated soccer balls, stethoscopes) in their
spare luggage capacity. Another scheme is Pelican Post2, which asks donors to send
books by post to developing countries. These are promising schemes. However, they
fail during periods of conﬂict, (e.g., post-electoral violence in Ivory Coast in 2011) and
are reliant on direct outsider support, when it is arguably preferable to empower local
populations wherever possible.
In this chapter, we propose a new distribution method that uses the natural mobility
of a local population to distribute physical packages from one location to another. In
more detail, we wish to take advantage of the pre-existing mobility routines of a set of
local participants by asking them to pick up a package from one exchange point (at a
location that they normally visit, at a time that they normally visit it) and then drop
it o↵ at another exchange point (e.g., a lockbox or a liate store) that is also part of
their regular mobility. By chaining together the mobility of several participants, we may
cover a large area, possibly a whole country, without having to deploy more expensive
and time consuming infrastructure.
While potentially appealing, this vision of crowdsourcing physical package delivery faces
two signiﬁcant technical barriers in optimisation and learning (in addition to social issues
such as trust (e.g., theft or loss) that we only consider brieﬂy, in Section 5.3)3.
In optimisation, the possible delay between stages in the package’s journey is unbounded,
since the delay introduced by each participant is unknown and has no upper limit. This
makes it infeasible to optimise the selection of participants and the package route (given
a speciﬁc delivery problem specifying the start time, source location, and destination
1http://www.packforapurpose.org
2http://www.pelican-post.org
3While it might be possible to do some form of delivery without optimisation or learning (e.g., Sadilek
et al. (2013) forward the package on to people whose average locations are closer to the target than those
of the current package holder) we seek a robust way that provably maximises the expected utility of the
system, and which modularly works with other parts of a prediction-inference-decisions framework of
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Figure 5.1: Minimum spanning tree between cell towers in Ivory Coast, where
connections are deﬁned by common visitors, and the size of node represents its
betweenness centrality (i.e., the number of times the location appears in the
shortest path for all possible delivery paths).
location), as delays propagate through the system (Laskey et al., 2006). In general,
routing under delay uncertainty is a #P-hard problem to solve optimally (Nikolova et al.,
2006). Therefore, we formulate the decision problem in a way that takes advantage of
the periodicities in human location behaviour to derive an exact solution (i.e., the action
policy that maximises the total expected utility).
In learning, the historical movements of individuals may be obtained from cell tower
connections registered by mobile devices, which have widespread adoption across the
developing world. However, such mobility data is sparse: it is limited in duration (i.e.,
we may only have a few weeks’ worth of data from each participant) and, crucially,
cell tower readings are taken only when a call or text message is exchanged from the
phone, so there are large periods when no location of an individual is registered at all.
Yet, as we observed in Section 2.3.2, existing methods for mobility prediction rely on
large quantities (covering several weeks) of fairly continuous stream of location readings,
either from GPS or constant cell tower monitoring. To overcome this, we develop a
robust Bayesian model of individual mobility that can be learnt from cell tower records
spanning only short periods of time with sporadic observability.
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• We advance the state of the art in route planning in delay networks by develop-
ing an approach that works well with the uncertainties caused by routine human
behaviour. Speciﬁcally, we show that an exact and tractable solution is possible
when using a mobility model belonging to the broad class of temporal periodic
prediction models. Under this assumption, we show that we can formulate the
problem as a Markov decision process (MDP) in which the number of states grows
linearly in the number of locations, making the overall algorithm polynomial when
using a standard MDP solving method (e.g., linear programming, policy iteration)
(Puterman, 1994). This approach addresses Requirement 3b (stated in Section 1.2
of Chapter 1) of needing a computationally tractable approach to decision-making.
• Using our approach, simulations indicate that source-to-destination delivery time
is reduced by an average of 81.3% compared to choosing the shortest path (which
na¨ ıvely minimises the number of intermediate stages in the package’s journey).
This addresses Requirement 3c by showing that our solution can provide a large
improvement (at least, in simulation) to the e ciency of the location service itself
(i.e., in addition to being computationally e cient).
• To provide accurate transition probabilities to the MDP4, we present a Bayesian
nonparametric mixture model approach to learning the mobility behaviour of indi-
viduals from very sparse observations. This contribution addresses Requirement 3a
of making decisions considering relevance based on mobility prediction. We show
how this model can be formulated as a series of Bernoulli trials and directly in-
corporated into the MDP. Using real cell tower data from 50,000 people in Ivory
Coast (provided by Orange), we ﬁnd at least a 25% improvement in held-out data
likelihood when compared to two state-of-the-art approaches for human location
behaviour prediction (a variable-order Markov model with prediction by partial
matching described in Section 2.2.1 (Song et al., 2006), and a daily periodic ﬁnite
mixture model described in Section 2.2.2 (Cho et al., 2011)).
• We use the Orange dataset to show that peer-to-peer package delivery is feasible
under three key criteria. In particular, we show that the size of participant pool
only needs to be of the order of several thousand to get at least an 80% coverage
of the country (out of a total area 320,000 km2). Furthermore, each solution path
(i.e., chain of participants to deliver a package) is between 2-4 people. Finally, these
requirements are only mildly worsened when considering only rural destinations
for delivery.
The rest of this chapter is structured as follows. First, in Section 5.1, we present our
approach, starting with how we make optimal decisions with respect to the choice of
participants and locations for any given delivery problem, then presenting a learning
4N.B., the transition probabilities in the MDP are not the same as the transition probabilities of the
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model that deals with sparse observations. In Section 5.2, we evaluate the feasibility of
the scenario before evaluating our approach to learning and optimisation against several
state of the art benchmarks. We summarise this chapter in Section 5.3.
5.1 Decision-Making with Uncertain Human Locations
In this section, we present our approaches towards optimisation and learning with un-
certain human behaviour in the package delivery scenario. Speciﬁcally, in Section 5.1.1,
we show how it is possible to tractably ﬁnd an exact optimal solution to routing under
delay uncertainty, given a wide class of mobility model (which we deﬁne as temporal
periodic models). In Section 5.1.2, we give more detail on our probabilistic mobility
model that is designed to function well with sparse mobile phone datasets, and provides
the predictions used in the optimisation.
5.1.1 The Optimisation Problem
We formulate the optimisation problem sketched at the start of this chapter as an MDP,
as this provides a principled way of making decisions under uncertainty. Decisions in
this scenario must specify which participants to ask to pick up the package, from where
they should pick it up, as well as the drop-o↵ location. We assume the delay between
pick-up and drop-o↵ is outside the planner’s control (so we treat it as a random variable
here), and completely up to the participant who, when asked, does this according to
his/her routine schedule.
In general, an MDP is deﬁned as a tuple (S,A,R,T)w h e r eS is a set of states, A is a
set of available actions for each state, R(s,a,s0) is the function that speciﬁes the cost
of doing action a 2 A to get from state s to s0, and T(a,s,s0) is the probability of
getting from state s to s0 when performing action a5. The solution to an MDP consists
of an optimal policy, q(s), that speciﬁes the best action to perform for any given state
s. Ancillary to this function is the value function, G, which gives the expected value for
any state (given that the optimal action is performed). We consider each of A, S, R,
and T in turn.
5N.B., a discount factor for future rewards is often introduced into an MDP to keep expected utilities
ﬁnite even with an unbounded number of time steps (Puterman, 1994). Since we are dealing with
bounded numbers of time steps here (where the bound indicates the upper limit on the number of
participants involved in each delivery and can be chosen by the planner), we omit the discount factor
from our model for clarity. Extending the model to include it is straightforward.Chapter 5 Decision-Making with Location Behaviour 108
Figure 5.2: A subsample of the states of our MDP, illustrating the random
transition after a single action. Each row represents a di↵erent delay, each
column represents a di↵erent time step, and each shade of colour represents a
di↵erent location.
5.1.1.1 Set of Actions A
We assume that the planner has no direct control over the delay (it is up to the partic-
ipant’s schedule) but we assume that we are guaranteed to eventually reach location w,
when performing action a (going to location w), and that the arrival time is revealed
only after performing each action, resulting in a transition to state (v,tv), with unknown
arrival time tv. Given the one-to-one mapping of actions and locations (specifying the
destination location) we treat locations as synonymous with actions.
5.1.1.2 Set of States S
We deﬁne the set of states S in the MDP as the set of tuples describing the possible
locations and times (v,tv) (respectively) of the package. This results in the set S =
{(v,tv)|v 2 V,tv =1 ,2,3,...}. We assume discrete time t to capture the required detail
in the scenario without the need for more complex continuous time reasoning. However,
even in the discrete time case, we see that there is an unbounded number of states
in S because the delay in moving between locations is unbounded (as illustrated in
Figure 5.2). This makes the standard MDP formulation intractable.
To overcome large state spaces, there are a few general approaches such as sampling
methods or value approximation (in which values are computed from features of the
states) (Wu and Givan, 2005). One time-speciﬁc approach is to truncate the range of
values for t to ﬁnd an approximation for the optimal policy (Stevens-Navarro et al.,
2008). However, the number of states grows as a factor of this truncation limit, so more
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Instead, we ﬁnd an exact solution under an additional assumption about the mobility
model used to produce the probabilistic delays. Speciﬁcally, we show that for a large class
of mobility models, namely periodic temporal models, the probability of delay, pr(tw  
tv|v,tv,w) in going from state (v,tv)t o( w,tw)i sp e r i o d i ci ntv. This results in an MDP
with a linear number of states in the number of locations. This assumption is suitable
for optimisation in delay networks, since it is precisely the periodic temporal class of
mobility model that is most useful in predicting and planning several days in advance,
since short term spatial correlations (e.g., a participant tends to go home after visiting
the market, or always goes to the city centre after travelling along a particular road)
do not have much e↵ect beyond several hours. However, this assumption of temporal
periodicity means that we cannot incorporate the most recent observations into the
model, which may provide a beneﬁt in optimising decisions to be made in the very near
future. Under this assumption, we now establish linearity in the number of locations.
Theorem 1. Let S be the set of states {(v,tv)|v 2 V,tv =1 ,2,3,...} in an MDP. If
pr(v|tv) is a periodic function (deﬁning H as the number of possible values it can take)
in discrete tv (8v), then the number of states is linear in the number of locations, i.e.,
|S| = H |V |.
Proof : Let pr(v|tv) be the probability that a given participant is at location v at
time tv, obtained from a mobility model (which, we emphasise, describes individual
behaviour and is distinct from the transition function T of the MDP deﬁned in Sec-
tion 5.1.1.3). Since tv is discrete, we can repeat Bernoulli trials from the distribution
rdv ⇠ Bern(pr(v|tv+dv)) for increasing dv =1 ,2,3,...until we get r = 1. This is a stan-
dard formulation equivalent to repeated tosses of biased coins (Bertsekas and Tsitsiklis,
2002), with pr(dv|tv)=pr(v|tv+dv)
Qdv 1
d0
v=1 (1   pr(v|tv + d0
v)). Since pr(v|tv)i sp e r i o d i c
in tv, with a maximum of H distinct values, the probability of delay, pr(w|tv +dv), from
any next location w (reachable from v) is also periodic for arbitrary delay dv. Therefore,
pr((tv+dv)m o dH)i sas u  cient statistic for pr(dw|tv+dv) (the probability of delay dw
from w), clearly taking at most H values. Using the Markov property of MDPs, only H
states are required for each location v (for arbitrary v), resulting in H |V | states overall.
⇤
Unlike a truncation parameter, we can easily set H for the speciﬁc application of the
delay network that needs to be modelled, without bias (i.e., without underestimating
the delay). For package delivery, we found it su cient to set H = 14 per week, by
considering the probability of a participant dropping o↵ or picking up the package in
slots of half a day6. Therefore, the state space is now S = {(v,t)|v 2 V,t 2 [1,14]}.
6Higher values of H would require more computation to solve the MDP (in O(H
2)c o m p l e x i t y )b u t
would introduce less delay for each exchange between participants in the intermediate steps of a delivery.
However, the dominating factor in delay for higher values of H is likely to be the delay for participants
to respond to task allocations (which is not explicitly considered in this model). H =1 4i sc h o s e ni n
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5.1.1.3 Cost Function R and Transition Function T
The delay in going from location v to location w is the cost function R(s,a,s0), where
s =( v,tv), s0 =( w,tw), and a is the action of routing the package to w.T h e M D P
requires a single cost for each state s and action a pair (marginalising over the destination
action), yet we have many participants who can potentially perform that action (i.e.,
who routinely visit both v and w locations). We deﬁne the best person as the one who
minimises p⇤ = argmini{E(dv,w|tv,i)+
P
w cwpr(tw|tv,i)|pi 2 P}, the cost of going from
location v to w plus the expected cost of cw (the total cost at state (w,tw)). The cost
function R is then the sum of delays for the best person to pick the package up at
location v, and drop the package o↵ at w:
R((v,tv),w,(w,tw))
= E(dv|tv mod H)+E(dw|tv + dv mod H)
=
1 X
i=0
Wi(Hi+ dv)pr(dv)
dv 1 Y
d0
v=1
 
1   pr(d0
v)
 
+
1 X
i=0
Wi
w(Hi+ dw)pr(dw)
dw 1 Y
d0
w=1
 
1   pr(d0
w)
 
(5.1)
where Wv =
QH
d0
v=1 (1   pr(d0
v)) and Ww =
QH
d0
w=1 (1   pr(d0
w)), with the respective
interpretations being the probability of the participant not visiting the start and end
locations (respectively) for an entire period. We now ﬁnd the geometric sum:
R((v,tv),w,(w,tw)) =
✓
dv
1   Wv
+
WvH
(1   Wv)
2
◆
pr(dv|tv)
dv 1 Y
d0
v=1
 
1   pr(d0
v|tv)
 
+
✓
dw
1   Ww
+
WwH
(1   Ww)
2
◆
pr(dw|tv + dv)·
·
dw 1 Y
d0
w=1
 
1   pr(d0
w|tv + dv)
 
(5.2)
The transition function T(a,s,s0) may be found in a similar way, but by considering
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T(w,(v,tv),(w,tw)) =
H P
dv=1
pr(dv|tv)pr(dw|tv,d v) (5.3)
where d =( tw tv)m o dH, and we have marginalised out the uncertainty about dv (the
uncertainty in pick-up delay).
The MDP we developed in this section is summarised in Figure 5.2. We next address
the problem of learning mobility models for individuals, which provides the probability
of presence that deﬁned the Bernoulli trial used in Equations 5.2 and 5.3.
5.1.2 Model for Learning Human Mobility from Cell Phone Data
We now focus on the problem of getting an accurate predictive probability density of
presence for any location given the participant and the time pr(v|i,tv), from which
the probability of delay can be derived and used in optimisation (as described in Sec-
tion 5.1.1). The Orange dataset consists of a set of tuples for each participant pi 2 P of
the form (i,xi,t i) indicating that participant i was observed near cell tower xi (discrete)
at date and time ti (continuous). There are three main factors that inﬂuence the design
of the model:
1. Cell allocation noise
The cell tower observations provide discrete measurements on the individual’s
likely location. However, there may be a choice of several towers that the phone
can connect to (especially in urban environments) at any single location. This
allocation is decided by outside factors that we treat as noise (i.e., the network
operator’s optimal allocation of phones to towers). Our approach needs to isolate
the human presence information in the cell tower allocation to phones and ignore
other factors. This implies the need to infer the locations, each of which may be
statistically associated with several cell towers.
2. Sporadic observations
Since the cell tower is only recorded in this dataset when a phone call or text is
made (about 7 times a day, on average) approaches that were designed to be used
on continuously collected location data (e.g. eigenvectors (Sadilek and Krumm,
2012; Eagle and Pentland, 2009), variable-order Markov models (Song et al., 2006),
linear embedding (Scellato et al., 2011)) are not likely to be e↵ective (which we
conﬁrm in Section 5.2.2). We therefore need a method that can ﬁll in (extrapolate
from other observations) large periods of no observability.
3. Short duration
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with the fact that each day may have only a few (or zero) observations, makes
learning challenging. Overﬁtting is a danger when the training data (i.e., the 2
weeks of observations) contains characteristics that do not generalise to the rest
of the individual’s behaviour (i.e., beyond 2 weeks).
These considerations suggest the use of the Bayesian framework, which allows us to
assume the existence of latent variables that abstract away from the variability of cell
allocation (Factor 1), and make custom assumptions about the smoothness of location
(Factor 2). Furthermore, Bayesian non-parametric methods can provide us with powerful
guards against overﬁtting (Factor 3).
In more detail, we assume the existence of latent discrete locations, ln, that are associated
with each observation (xn,t n), and correspond to places in the individual’s routine life
(e.g., home, work). Mixture modelling is a well established method for inferring latent
discrete variables, but the standard approach requires the speciﬁcation of the number
of locations (Bishop, 2006). Therefore, we use a Dirichlet process mixture model (a
non-parametric approach) that allows us to also infer the number of locations, K (Neal,
2000). This is important because setting K too high (manually) will cause the model to
overﬁt the data.
To address the problem of ﬁlling in large periods of missing data, we assume that be-
haviour is periodic, as is common in other routine mobility models (Sadilek and Krumm,
2012; Scellato et al., 2011). Speciﬁcally, we assume both weekly and daily periodicities
in behaviour. Previous work has found strong daily and weekly periodicities in human
location behaviour (Song et al., 2010). The extent to which any particular dataset ex-
hibits such structure may be determined using the approaches discussed in Section 2.4.2,
namely, using temporal binning for daily or weekly time slots, then applying either the
likelihood or entropy measure to determine the regularity of locations in each bin.
In our model, we take advantage of these periodicities by decomposing the date/time
observation tn to the discrete day of the week, dn, and continuous hour of the day hn.
The practical implications of this choice are explored brieﬂy in Section 5.3.
A full generative model for location observations of each individual is therefore the
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⇡ ⇠ DP(↵) (5.4)
for each latent location k :
 k ⇠ Dir(a),  k ⇠ N(b) (5.5)
!k ⇠ IG(c), ✓k ⇠ Dir(d) (5.6)
for each observation n :
ln ⇠ M(⇡),x n ⇠ M( ln) (5.7)
hn ⇠ N( ln,!ln),d n ⇠ M(✓ln) (5.8)
where, ﬁrst, distribution ⇡ over latent locations is drawn from a Dirichlet process (Equa-
tion 5.4) that deﬁnes the prior probability of each location in the dataset. Second, the
four parameters to the model  , ,!,✓ are drawn from their prior distributions (Dirichlet,
normal, inverse-gamma, and Dirichlet, respectively) in Equations 5.5 and 5.6 (Bishop,
2006). These priors were chosen for their conjugacy to the parameter distributions, mak-
ing the model simpler to infer. Thirdly, for each observation, latent location ln is drawn
(Equation 5.7), and this location deﬁnes all the observable information in the dataset
(xn,t h ec e l lt o w e r ,hn the continuous hour observation, and dn, the day of the week).
Since xn and dn are discrete observations, they can be drawn from multinomials, while
hn (the continuous hour of the day) is drawn from a normal distribution with mean ✓ln
and variance !ln (Equations 5.7-5.8). Deﬁning hn in this way makes the temporal distri-
bution smooth, allowing us to ﬁll in periods with only a few observations. However, we
sacriﬁce some ﬂexibility with this assumption, i.e., it does not capture multi-modalities
in presence for a single location ln.
The conditional independence assumptions between the random variables are visually
represented in Figure 5.3. Direct inference of all the parameters from the data is not pos-
sible in this model, requiring us to either optimise them (i.e., variational approximation)
or to perform Markov chain Monte Carlo sampling (Bishop, 2006). Several e↵ective and
conceptually simple Gibbs sampling schemes are available for inference with a Dirichlet
process, so we used the latter approach adapted from (Neal, 2000). After obtaining sam-
ples (following convergence of the Markov chain), we can ﬁnd the predictive distribution
for location v given the entire training set X for each individual (Bishop, 2006):
pr(v|tv,X)=
1
R
R X
r=1
pr(v|tv,M(r))pr(M(r)|X) (5.9)Chapter 5 Decision-Making with Location Behaviour 114
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Figure 1: CAPTION. Figure 5.3: Graphical structure of the Dirichlet process location model, show-
ing conditional independence between the random variables. Shaded nodes are
observable and square nodes are ﬁxed values.
where r is the index of each sample (taken after convergence), tv is the query time, M(r)
is the entire set of model parameters found in sample r, and R is the total number of
samples.
The approach proposed in this section is summarised in Figure 5.4. First, a model of
individual mobility is learnt from raw cell tower data. From this, an individual predictive
density of delay between locations is derived. The e cient MDP we propose considers
the predictive densities of all the participants in the system to ﬁnd an optimal policy
(described in Section 5.1.1.3). This policy is combined with knowledge of each package’s
current whereabouts to determine which participants should be assigned what delivery
task. To test this approach, we next apply it to the real cell tower observations.
5.2 Experimental Results
In this section we use the real world cell tower mobility data of 50,000 people living in
Ivory Coast, measured over 2 weeks, to assess the feasibility of crowdsourcing package
delivery in Section 5.2.1. Then, using the same data, we evaluate our approach to
prediction in Section 5.2.2, and optimisation under uncertainty in Section 5.2.3.
5.2.1 Feasibility Study
To assess the feasibility of the idea of crowdsourcing package delivery, we consider three
key criteria: (1) the number of participants required for acceptable geographical cover-
age; (2) the number of participants required in any speciﬁc delivery (since longer chains
imply greater risk of loss and theft); and (3) the feasibility of delivering to rural loca-
tions, which is expected to be much harder than urban delivery. To assess these criteria,
it was su cient to consider a simpler instantiation (in this section only) of the problemChapter 5 Decision-Making with Location Behaviour 115
Figure 5.4: Complete crowdsourcing task assignment system for package deliv-
ery under human location uncertainty.
we deﬁned in Section 5.1.1 that takes into account the locations that each person in the
participant set, P, visited, but does not include the temporal structure in the mobility.
This is because the three aforementioned criteria do not consider the time taken (i.e.,
the temporal aspect) for delivery. We consider the temporal aspect of feasibility later,
in Section 5.2.3.
5.2.1.1 Criterion 1: Number of Participants Required
To assess the number of participants required for wide geographical coverage (Crite-
rion 1), we uniformly randomly subsampled participant sets, P0, from the global partici-
pant set P (containing 50,000 people), for a wide range of di↵erent sizes |P0| = {100.5i|i =
1,2,...,9}. For each participant set, we then uniformly sampled 1,000 pairs of locations
(source and destination) from V representing 1,000 possible delivery problems. We
consider a di↵erent (urban to rural) distribution of test locations in Section 5.2.1.3.
For each test location pair, we used Dijkstra’s algorithm to ﬁnd the shortest path (the
standard algorithm can be applied to graph G because these is no uncertainty about
the edge costs). Figure 5.5 shows the percentage of location pairs that were feasible
(i.e., that had any path between the source and destination locations). The line with
circular points shows the feasibility for uniform random source and destination locations.
We see that the geographical coverage is very poor when there are fewer than 102.5
participants. The critical range is around 103, when feasibility surges with each new
participant. The heavy tail in human location behaviour is one explanation for this
e↵ect, where individuals visit many locations a few times (and a few locations many
times) in their daily life mobility (Gonzalez et al., 2008). Therefore, an acceptable
geographic coverage, trading o↵ against recruitment/administration costs, appears to
be around 103.5 participants.Chapter 5 Decision-Making with Location Behaviour 116
                                       
                                       
 
  
  
  
  
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                     
               
                  
                     
Figure 5.5: A plot of the percentage of randomly sampled (source,destination)
delivery problems that had a solution path of any size, against the log10 size of
the number of potential contributors.
5.2.1.2 Criterion 2: Number of Participants Required for Any Given De-
livery Problem
To assess the number of participants required in any given solution path (Criterion 2),
we used the same subsampled participant sets as in Section 5.2.1.1 and plotted the length
of the shortest path against the size of each subsampled participant set in Figure 5.6.
The length of the shortest path indicates how many people are required for any speciﬁc
delivery problem. The circular points are the focus for Criterion 2, where we see that
the number of participants required for any solution path stays within the small range
of 2 to 4. Since infeasible paths cannot be included when plotting Figure 5.6 (because
they have unspeciﬁed numbers of contributors), the number of contributors required for
speciﬁc paths initially increases with the size of the participant subset, as more paths
are made feasible. However, once path feasibility (indicated in Figure 5.5) goes beyond
20%, the trend is as expected; having a wider pool of participants allows more e cient
(i.e., shorter length) paths to be discovered. Note that, since we are not considering
duration in Figure 5.6, the lowest cost paths in the full model may require more people.
In any case, since the cost for losing the package can be fully speciﬁed by the planner,
the optimal tradeo↵ between path length and duration can be found.Chapter 5 Decision-Making with Location Behaviour 117
                                   
                                       
   
   
   
   
   
   
   
   
   
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                     
               
                  
                     
Figure 5.6: A plot of the average number of contributors required to each speciﬁc
delivery problem (drawn from the much larger pool of potential contributors)
against the log10 size of the potential contributors pool. N.B., a majority of
rural destinations are infeasible for pool sizes of less than 102.5, therefore we are
unable to plot the line below this range.
5.2.1.3 Criterion 3: Rural Distribution
So far, we have only considered uniformly sampled source and destination test points,
which favours urban locations (since there are greater numbers of cell towers in urban
areas). We now consider Criterion 3 for rural feasibility, by sampling a set of deliv-
ery problems where the destinations are only rural (keeping source locations uniformly
sampled, as before).
We ran the same analyses for Criteria 1 and 2 with rural destinations, yielding the lines
with crosses in Figures 5.5 and 5.6. We conclude that restricting the destinations to
be rural certainly makes the delivery problem more challenging, but it is still feasible.
Now that we know that all three feasibility criteria are met, we consider the problem
of learning the temporal structure in mobility to enable the minimisation of delay in
delivery from source to destination nodes.
5.2.2 Evaluation of Human Mobility Predictions
In this section, we evaluate our approach to predicting human mobility under consider-
able data sparsity, as would be typical from cell tower datasets. We split the cell towerChapter 5 Decision-Making with Location Behaviour 118
Table 5.1: Average loge data likelihood (higher is better) of held out test data
of 50,000 individuals. 95% conﬁdence intervals are given.
MODEL LOG LIKELIHOOD
Our approach  5.890 ± 0.057
First-order MM  6.110 ± 0.043
VMM order 2 (Song et al. 2006)  6.276 ± 0.030
VMM order 3  6.347 ± 0.033
Random  6.696 ± 0.056
Finite mixture, (Cho et al. 2011)  9.452 ± 0.066
data of 50,000 people into training and testing sets. The test set contains a single cell
tower location reading from each person’s data, therefore giving a test set of 50,000 data
points. The rest of the data for the same individuals was used in training. To test for
model quality, we looked at the logarithm of the data likelihood of each test point. We
used non-informative hyperparameters a =1 ,d =1 ,↵ = 1 for the discrete priors (see
Figure 5.3). We used b =( 0 .01,12) and c =( 0 .01,3) for the continuous temporal priors,
referring to the relative mean of precision w.r.t. the data, the mean of the prior, the
degree of freedom in the precision, and the inverse mean of precision, respectively.
For comparison on the same data, we also tested two existing approaches that are
considered state-of-the-art for human routine location prediction. The ﬁrst is a spatio-
temporal approach by Cho et al. (see Section 2.2.2), and the second method is a se-
quential approach by Song et al. (Section 2.2.1) based on variable-order Markov mod-
els (VMM). In addition, we also tested a purely random model, with data likelihood
pr(x,d,h)= 1
L
1
V N(h|µ = 12,  = 6), where L is the total number of locations and
V = 7 is the number of days of the week (and (x,d,h) is the location, day of week, and
hour of day observation as before).
The held-out data likelihood of all the approaches on the 50,000 data points can be seen
in Table 5.1. We ﬁrst note that VMM is worse than even a ﬁrst-order Markov model,
which is contrary to the ﬁndings of Song et al. (2006). This di↵erence is due to the
fact that the training data is very sparse, so learning higher-order dependencies causes
a degradation in likelihood, even though the motivation behind fall-back (in the VMM)
is to dynamically use orders appropriate to the context. Consequently, we see a further
degradation as we increase the maximum order of the VMM to 3. We can also see that
the model of Cho et al. performs the worst out of all the approaches. In contrast, our
model outperforms all the others by at least 25% (since we are using a loge likelihood).
The evidence suggests that most of this beneﬁt comes from selecting the right number of
components using the Dirichlet process (to let the data “speak for itself”). In Figure 5.7,
we show the number of components (i.e., latent locations) found for a random subsample
of 1,000 individuals, plotted against the dataset size for each individual. The numberChapter 5 Decision-Making with Location Behaviour 119
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Figure 5.7: The number of individual latent locations identiﬁed by the Dirichlet
process for 1,000 randomly selected individuals in the dataset.
of latent locations has mean 4.1, mode 2, and standard deviation 2.4, with a heavy tail.
Therefore, the bimodal assumption of Cho et al. is true for a large number of individuals
in our dataset, yet, there are still many other individuals for whom their model is too
complex, or not complex enough. Performance for these individuals that makes their
model worse overall.
5.2.3 Evaluation of Optimisation Approach
We now evaluate the optimisation element of our delivery solution (i.e., which partic-
ipants to ask and which intermediate locations to use). To do this, we make a few
additional assumptions in light of the results we have presented so far. Firstly, since a
participant pool of approximately 3,500 people is enough to get satisfactory coverage
of Ivory Coast (see Section 5.2.1), we used participant sets of this size in our optimisa-
tion evaluation. Secondly, in order to get statistically signiﬁcant results, we ran 10,000
simulations using our mobility model (given in Section 5.1.2) as the ground truth, since
it performs best under extreme data sparsity. To evaluate the robustness of the op-
timisation to uncertainties in human behaviour, we considered the total delay cost of
10,000 simulations, using the approach presented in Section 5.1.1 (using modiﬁed policy
iteration to ﬁnd the optimal policy (Puterman, 1994)). To put this result in context,
we also evaluated two alternative approaches to package routing as benchmarks. The
ﬁrst benchmark is the na¨ ıve approach that ﬁnds the shortest path (i.e., the minimumChapter 5 Decision-Making with Location Behaviour 120
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Figure 5.8: Probability distribution of delay cost in 10,000 simulated journeys
to rural destinations using our MDP formulation (and heuristic) versus just
taking the shortest path.
number of contributors), but does not consider the temporal mobility habits of the par-
ticipants. The second benchmark uses the ﬁndings presented in Section 5.1.1, but ﬁnds
the path of lowest expected cost during the planning stage instead of during runtime
(and is therefore a heuristic based on our MDP formulation). This results in a policy
for participant selection (i.e., who to ask to deliver the package given the time slot) but
a ﬁxed route. We therefore expect this approach to perform worse compared to the full
optimal policy, since it is not able to react to optimally to incoming delay information.
The results are presented in Figure 5.8, showing the end-to-end duration performance of
our optimal policy and heuristic approaches against the shortest path benchmark. For
this, we used the rural test set, deﬁned in Section 5.2.1.3, with an average of 373 km
between the source and destination locations. The average total duration for the optimal
policy is 30.0 days, versus 161 days for the benchmark. The heuristic we based our MDP
formulation on performed almost identically to the optimal policy, with an average of 30.7
days duration. Interestingly, all three distributions are heavy-tailed, which conforms to
expectations from other ﬁndings about delays from human behaviour (Gonzalez et al.,
2008). There is, therefore, an 81.3% time advantage to learning and optimising over
human behaviour, and it seems that without a consideration of the mobility habits of
the participants, there would be an infeasible delay. Furthermore, since our heuristic
performs almost as well as the optimal policy, there appears to be little beneﬁt to beingChapter 5 Decision-Making with Location Behaviour 121
able to dynamically (at runtime) change the next location in response to the delays
observed so far.
5.3 Summary
In this chapter we studied a novel method for distribution that uses the existing mobility
of local people to send packages large distances. Using data describing the real world
movement patterns of 50,000 people, we addressed the technical problems associated
with this method, formulating an MDP for optimisation that incorporates predictions
from a Bayesian non-parametric model adapted for cell tower mobility data.
In presenting this solution, we demonstrated how decision-making may be achieved in
a computationally e cient way (addressing Requirement 3c outlined in Section 1.2)
that also results in a big impact on service e ciency (as indicated by simulations)
addressing Requirement 3b. This impact is made by considering the relevance of task
allocations with respect to individual users’ future mobility (addressing Requirement 3a).
We provide a full summary of the requirements met by our contributions in Section 6.1,
but at a high level, our approach takes advantage of the modularity of the rules of
probability to integrate multiple stages of the prediction-inference-decisions workﬂow
into a single pipeline, as summarised in Figure 5.4 of this chapter.
Our decision-making method makes use of predicted user locations (work from Chap-
ter 3), but does not use inferred departures from routine (from Chapter 4). Yet, the
latter consideration could have an important inﬂuence over whether a user may be will-
ing to accept disruption to their mobility routine by picking up packages nearby (i.e.,
although delivery tasks are assigned opportunistically, taking into account the ability
of participants to contribute to a delivery at any particular time could be important).
Our work on departures from routine may be incorporated into the MDP via the state
transition matrix, which may be modiﬁed in light of predictions about user availability.
Moving the entire concept closer to implementation is likely to raise several issues that
we did not address in this chapter. Firstly, to perform routing under uncertainty, we as-
sumed that the participants would follow their normal mobility patterns when delivering
packages (see Section 5.1.1). Clearly, additional factors could introduce further delay,
including disruptions to transport and short term disruptions arising from participants’
circumstances (e.g., being too busy, taking sick leave). In practical terms, most of the
impact of these disruptions could be absorbed by an appropriate task assignment proce-
dure. Speciﬁcally, after obtaining a policy from our learning and optimisation approach,
the system could ask the selected participants, via automated phone text, whether they
are actually willing and able to do the task. In this way, participants facing disruptions
can be ﬁltered out, limiting the introduction of unexpected delay into the route. On
the other hand, some disruptions may not be known at the time of task acceptance, orChapter 5 Decision-Making with Location Behaviour 122
some participants may simply not be honest about them. We leave this as a problem
for future work (see Chapter 6).
Secondly, in the worst case (from a routing perspective), participants may lose or steal
packages. A certain amount of loss and theft is assumed even with standard delivery, and
is borne as the risk of doing business, or addressed with insurance. In the crowdsourced
setting, this can be taken into account by assigning a cost to each participant (either
with a ﬁxed value, or derived from a participant-speciﬁc trust evaluation framework).
In whatever way the cost of trust is calculated, once obtained, it can be incorporated
into the MDP as an added cost in the standard way.
Taking a higher-level view of the approach provided in this chapter, we ﬁnally discuss
the cross-applicability of our contributions in decision-making to other problems (i.e.,
not package delivery). There are several novel key ideas that we used in our solution
that are reusable. Firstly, using predictive probability densities over user behaviour
(location-based, or otherwise) inside a reinforcement learning algorithm combines two
previously separate concepts, enabling a principled probabilistic view of anticipatory
decision-making for mobile services. One could imagine using this same idea to do
learning of venue preferences based on proactive recommendations, that considers user
preferences based not only on inferred or known attributes of a venue, but also based on
the predicted relationship (e.g., predicted proximity or time of day for nearest predicted
proximity) between the user and the venue. Secondly, we considered in detail how the
probability densities of individuals interact in ways that greatly magnify the computa-
tional challenge of decision-making. Our solution within the scenario of delivery, which
takes advantage of the periodicity of many mobility models, can be reapplied to other
computationally intractable decision problems for mobile services. For example, in a
service that predicts the mobility of, and makes inferences about, when a user will be
near her friends or potential business collaborators, the relevance of suggestions depends
on multiple users simultaneously and so raises tractability issues. Taking advantage of
the periodicity of the mobility model as we did here is likely to be the key to solving
this intractability. Thirdly, converting predictive densities over future locations into a
feature that is proportional to utility of the service (in this case, delay between steps in
the delivery) has applications to considering the utility of proximity (e.g., recommend-
ing users to survey an area for crowdsourced news reporting (Vaataja et al., 2011) or
photography) and the utility of distance (e.g., how far users must divert their habitual
mobility to achieve crowdsourcing goals like wildlife or city services monitoring (Reddy
et al., 2010)).
In the ﬁnal chapter we draw overall conclusions and discuss future work that our con-
tributions motivate.Chapter 6
Conclusions and Future Work
In this chapter, we summarise the main research ﬁndings of this thesis in Section 6.1,
before considering future work in Section 6.2.
6.1 Summary of Results
In this thesis, we considered the general class of services that use unstructured and noisy
mobility data from individual users’ mobile devices to anticipate their future needs and
take action (particularly notiﬁcations) to meet those needs. We call these intelligent
mobile location services. We identiﬁed the prediction-inference-decisions framework as a
way of unifying these functions in a single system. The three functions of the framework
are to predict future user behaviour, infer information about the user state, and to use
the outputs of prediction and inference to optimise the actions of a location service with
respect to a domain-speciﬁc utility function. These three functions work together to
convert unstructured and noisy location data into useful actions by an intelligent mobile
agent.
This view of the phenomenon of location services raises broad new research challenges
that we identiﬁed as realistic prediction, particularly under data sparsity (Challenge 1),
inference of departures from routine (Challenge 2), and decision-making that uses pre-
dictions and inferences to meet user needs in a proactive fashion (Challenge 3). The
proposed framework uses probability distributions (over current and future user states)
to allow uncertainty to propagate between the di↵erent functions, making it more robust
to ambiguity in both the raw data and the intermediary steps, before output decisions
are made. Furthermore, probabilistic models are inherently modular, allowing us to
study and make improvements to the three functions (mobility prediction, mobility in-
ference, and location service decision-making) separately. We did this in Chapters 3, 4,
and 5 (respectively).
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In Chapter 3, we addressed the problem of being able to predict new users’ behaviour,
by leveraging existing users’ data. Extant methods from collaborative ﬁltering and
collaborative activity recognition assume a common item space (e.g., a common set
of books or activity data) which does not apply when we consider individual location
behaviour. In other words, users do not generally live, work, shop, exercise, or dine
at the same locations. Data sparsity is a problem for the roll-out of location services
because, if they are to grow substantially, a non-trivial proportion of users will always
be new. To address this, we repurposed tools from text document analysis, speciﬁcally
the hierarchical Dirichlet process (HDP), to create LocHDP which is capable of sharing
the temporal parameters governing location behaviour, while still allowing the spatial
parameters to be user-speciﬁc. This general approach of treating parameters as either
user-shared or user-speciﬁc is an innovation in mobility modelling that we believe can
be extended to more models in future (see Section 6.2.1). We conducted experiments
with LocHDP on the Nokia dataset in a way that simulated the arrival of new users and
saw a factor of 2.4 improvement in prediction performance, as measured by predictive
likelihood of held-out location data.
In Chapter 4, we shifted focus to the inference challenge of location services. Current
work on inference has been focused on the task of inferring interruptibility, but we
broadened the function to anything that needs to be taken into account about the user’s
current situation for proactive actions to be taken by the location service. We proposed
using departure from routine as a way of gaining insight into a user’s current state. Using
a novel Bayesian approach to detect departures from routine temporal and sequential
structure (a phenomenon which itself might have temporal and sequential structure)
we explored the Nokia dataset, and found a signiﬁcant improvement in detection and
prediction of departures from routine over existing methods. We also illustrated how
the method may be used to gain insight into user state through a visualisation and a
mobile application.
Finally, in Chapter 5, we presented one instantiation of the framework, speciﬁcally a
uniﬁed prediction and decision-making pipeline for a crowdsourced package delivery ser-
vice. We advanced the state of the art in route planning in delay networks by developing
an approach that works well with the uncertainties caused by routine human location
behaviour. Speciﬁcally, we showed that an exact and tractable solution to decision-
making is possible when using a mobility model belonging to the broad class of temporal
periodic prediction models. Under this assumption, the problem can be formulated as a
tractable Markov decision process (MDP), making it amenable to standard MDP solv-
ing methods such as policy iteration and value iteration. Furthermore, we used delivery
simulations using real mobility data from the Orange dataset, which had broad cover-
age of the Ivory Coast, to demonstrate that combining prediction with decision-making
in this way results in a large reduction in delivery times (81.3%) versus just trying toChapter 6 Conclusions and Future Work 125
minimise the number of participants in the delivery solution (i.e., an objective that does
not require mobility prediction).
In more detail, we addressed the following requirements (originally stated in Chapter 1,
Section 1.2):
1. A probabilistic model for location prediction that addresses Challenge 1 with the
following properties:
(a) Realistically Accurate: The requirement was that prediction should work
well for new and established users alike. Using LocHDP, we found (in exper-
iments with the Nokia dataset) that performance for a new user with only
half a week of data could be predicted better, on average, than a user who
had accumulated an entire week of data without using our framework. We
thus demonstrated more realistic prediction.
(b) Limited Assumptions: Our approach does not assume that users live to-
gether or know each other (they could, in fact, live in di↵erent countries), nor
does it assume that the location service has access to a database of attributes
for locations (e.g.,“residential”, “cafe”). Our approach is therefore applicable
in a wide variety of situations where such assumptions do not hold.
(c) Scalable: Our approach scales O(U) in the number of users U, even though
it considers behavioural overlaps between all the users. This is achieved by
assuming a latent representation of behaviour that individuals express to
greater or lesser extents (i.e., heterogeneous location habits). This represen-
tation makes the model amenable to scalable inference, resulting in a big
improvement over na¨ ıvely considering similarities between all pairs of users
in the dataset (which would scale O(U2)). This approach makes it practical
for a location service to use LocHDP.
2. A probabilistic model for user context inference that addresses Challenge 2 with
the following properties:
(a) Uses Available Sensor Data: This requirement was that our approach
should work with sensor data commonly available from the mobile phone
(i.e., accelerometer, GPS, microphone). Our approach uses GPS recorded
from real mobile devices in the Nokia dataset.
(b) Captures Latent Features of Routine Behaviour: Our approach ex-
presses the extent to which the user is departing from routine, which is a
hidden variable in explaining part of the user’s location behaviour, and which
enables new services that take into account the level of assistance needed
(e.g., taking the standard route in to work v.s. getting lost in an unfamiliar
neighbourhood)Chapter 6 Conclusions and Future Work 126
(c) Works in Real-Time: We provided an alternative, simpler method (the
instantaneous entropy estimator) that detects departures from routine in real
time. However, this alternative metric comes at an accuracy cost. Particu-
larly, it only considers sequential departures from routine. In Section 6.2.4,
we discuss future ways to allow the full probabilistic model to operate in real
time as well.
3. A model for decision-making that addresses Challenge 3 with the following prop-
erties:
(a) Considers Relevance: In order to be anticipatory, the approach was re-
quired to use the results of prediction and/or inference to make optimal deci-
sions. In our package delivery system, the predictive density of delay between
any two given locations came directly from a predictive model of individual
location. This density was crucial to the deﬁnition of the Markov decision
process that we proposed (i.e., it deﬁned the expected cost of asking the
individual to do the delivery task).
(b) Increases Service E ciency: Simulations indicate a 81.3% reduction in
delivery time when using our decision-making method that considers future
user locations against just minimising the number of participants. This is a
signiﬁcant increase in e ciency for the service.
(c) Computationally Tractable: Since we were able to use an MDP represen-
tation with a tractable number of states, it is amenable to policy iteration
which is O(S2) in the number of states S.
In conclusion, we made signiﬁcant contributions in all three areas of the prediction-
inference-decisions framework, and opened the way for more practical intelligent mobile
location services. However, open problems remain, which we discuss next.
6.2 Future Work
In this section, we discuss future work to extend the scope and applicability of our
research. We start with the immediate follow-on research that our thesis prompts,
in each of the three areas of prediction (Section 6.2.1), inference (Section 6.2.2), and
decision-making (Section 6.2.3). In Section 6.2.4, we then consider the broader research
agenda for intelligent mobile services.
6.2.1 Prediction
One possible limitation of our experimental results for prediction under data sparsity
is that the Nokia dataset may contain habitual behaviour overlaps not present in anyChapter 6 Conclusions and Future Work 127
randomly selected group in the wider population. This limitation may arise from the re-
cruitment campaign for the study, in which participants encouraged people they knew to
join the study. Under these conditions, homophily, i.e., similar people being more likely
to know each other, might produce behavioural overlaps (McPherson et al., 2001). In
future work, we would like to perform further experiments with a larger GPS dataset1.
However, we believe the innovation behind LocHDP, namely the general approach of
treating parameters as either user-shared or user-speciﬁc, is applicable to a wider range
of mobility models than we considered here. Speciﬁcally, introducing sequential parame-
ters (e.g., to make a Markov chain, or a hierarchical Pitman-Yor process) could make the
latent location habits more identiﬁable within a population and increase prediction ac-
curacy even further. Furthermore, new kinds of structure in routine location behaviour,
as they are discovered, are amenable to this shared/speciﬁc treatment as well.
Another improvement likely to result in better predictions is the introduction of cor-
relation structure to the latent location habits of LocHDP. Currently, there is no such
correlation structure in the model, meaning that the existence of one habit in an individ-
ual’s behaviour does not imply the existence of any others (if anything, due to the fact
that habit strengths must normalise to 1 for each individual, the evidence for one habit
slightly reduces the probability for others). Yet, intuition suggests that certain habits
are correlated: people who party late tend to wake up late, night shift workers tend
to sleep during the day, and people who punch in and out of work on a ﬁxed schedule
might stay away from work on weekends. Such correlation structure can be managed
with a covariance matrix under a multivariate Gaussian assumption of habit strengths
(with a softmax function to place the habit proportions on the simplex, meaning that
the rest of LocHDP may remain the same). This type of extension has precedence with
the correlated topic model proposed by Blei and La↵erty (2006). We could take this ap-
proach even further if we also assume that users could be asked directly (possibly upon
ﬁrst use of the service) about their location habits. If we assume that there is a cost to
each question asked then this becomes an active learning problem (Brochu et al., 2010).
There are, of course, many approaches to active learning, but the open research ques-
tion is how active learning might operate in general with latent variable models under
a utility function determined by prediction accuracy (or, indeed, any other metric that
depends on the output of a given latent variable model and dataset). A promising point
of departure for this work is to compare the prediction accuracy of LocHDP both with
and without such an active learning approach on the same location data. Simulating
user responses, for experimental purposes, is feasible using raw held-out location data
(e.g., in response to questions such as “where do you normally tend to be on Saturday
morning at 10am?” or “how many days a week do you go to work usually?”).
1N.B., the Orange dataset consisted of cell tower locations.Chapter 6 Conclusions and Future Work 128
6.2.2 Inference
Our tools for inference open the way for better control over mobile notiﬁcations and
assistance. To this end, we plan to explore a number of key applications in future work,
and the new research challenges that these entail. Speciﬁcally, we want to ascertain
the precise relationship between being in routine and being available (e.g., to follow
up on a mobile o↵er, or to perform a crowdsourced task in the vicinity). This would
require practical experiments that involve a full-loop system (from raw location data,
processing, and then feedback from the user), which is much more challenging than
obtaining a location dataset on its own. However, we believe such a practical step is
necessary for any meaningful progress to be made in this area.
6.2.3 Decision-Making
Future work into decision-making speciﬁcally in the package delivery scenario could in-
corporate the most recent observations of participants’ locations in order to respond
to unexpected delays (in addition to the random variability in delay attributable to
daily life mobility that we already did consider). Introducing this sequential dependence
breaks the periodic feature of the predictions, making the MDP intractable again. To ad-
dress this, a hybrid approach could be developed that assumes periodicity during initial
planning, but which allows local reﬁnements to the policy as up-to-the-hour information
about participant mobility arrives.
Throughout, we have considered only the crowdsourced delivery of physical items (i.e.,
packages). If the items were instead assumed to be digital (i.e., packets of data), then
duplication becomes possible and the utility cost of losing items down dead-end routes
is greatly reduced. This is because the duplication of digital items is almost costless,
in contrast to most physical items (which are costly to replace, or are irreplaceable).
To apply our model to digital items, under this change in assumptions, would require
representing the joint state of all items, resulting in a total state space of LPH,w h e r eL is
the number of locations, P is the number of items, and H is the number of periodic time
slots (N.B., the original state-space size is recovered when the number of items P = 1).
This explosion in the size of the state space makes ﬁnding the optimal policy intractable,
but approximating the optimal policy may be possible using stochastic actions and a
state space size of LH (equivalent to having just one package). In more detail, the
next stochastic action ai may be selected in proportion to the value function Vs at state
s, i.e., action ai is selected by probability pi =
Vs(ai)
Pj=A
j=1 Vs(aj), in contrast to standard
optimal decision-making which selects the action ai that maximises the value function
argmaxi Vs(ai) at state s. Introducing this randomness to the actions would allow
several promising alternative avenues for delivery to be explored while still maintaining
optimality in expectation. However, signiﬁcant future work remains in analysing andChapter 6 Conclusions and Future Work 129
empirically evaluating how close this approximation performs in relation to the optimal
policy.
More broadly, there is a large amount of research that remains to bring anticipatory
decision-making into wider practical use. One such problem is that the available data
that may be served to users on their mobile devices is growing rapidly (e.g., information
about venues, events, social networks, news). The way that we have approached the
problem in the delivery scenario serves as a template for services that select user relevant
information, but massive data stores introduce a new bottleneck in the ability to select
information e ciently (whereas we only considered the problem of e ciently planning
with respect to large amounts of user behaviour as opposed to large data stores from
where the information assets come).
6.2.4 Broader Research Agenda
We ﬁnally discuss the more ambitious research questions raised by our work.
One important barrier to wider deployment that arises from running the service in
real time is the need to retrain the mobility models periodically (e.g., every day or
every week) as new data constantly arrives. This is likely to involve a lot of repeated
computation if the parameters that explain observed behaviour have not changed very
much since the previous retraining. On the other hand, for long-running services, it
may be wise to discount or “forget” behaviour observed a long time ago (i.e., on the
scale of several months or years). Both these issues are part of an active research area
into streaming variational inference that handles massive datasets and avoids having
to perform multiple passes over previously-seen data (Ho↵man et al., 2013; Broderick
et al., 2013). Such approaches are applicable to the class of latent variable models we
have used throughout this thesis. However, preliminary experiments along these lines
with our model indicate that the practical issue of avoiding local optima in streaming
variational inference has still not yet been adequately addressed by the current literature.
To make such online learning practical will require this issue to be resolved.
Finally, it is clear that location is not the only indicator of user needs or states, so
the broader research endeavour is to explore ways of taking that extra information into
account in the actions made by a mobile agent. We believe the conceptual framework
provided in this thesis is capable of supporting such extensions. Speciﬁcally, ﬁnding
ways to incorporate data about mobile and web application usage, activity recognition,
social interaction, and social media usage will likely lead to a better estimation and
prediction of user states, user needs, and provide new spheres of available action with
which to respond.Appendix A
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appliances in order to reduce carbon emissions and save money (assuming time-of-use
pricing), while minimising the impact on the users’ daily habits. An important challenge
related to this problem is the modelling the everyday routine of the consumers and of
the interdependencies between the use of di↵erent appliances. Given this, we develop
an important building block of future home energy management systems: a prediction
algorithm, based on a graphical model, that captures the everyday habits and the inter-
dependency between appliances by exploiting their periodic features. We demonstrate
through extensive empirical evaluations on real-world data from a prominent database
that our approach outperforms existing methods by up to 47%.
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Mobilization in a Global Manhunt. PLoS ONE, 8(9): e74628. 2013.
Abstract: Social mobilization, the ability to mobilize large numbers of people via so-
cial networks to achieve highly distributed tasks, has received signiﬁcant attention in
recent times. This growing capability, facilitated by modern communication technology,
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is highly relevant to endeavors which require the search for individuals that possess rare
information or skills, such as ﬁnding medical doctors during disasters, or searching for
missing people. An open question remains, as to whether in time-critical situations,
people are able to recruit in a targeted manner, or whether they resort to so-called blind
search, recruiting as many acquaintances as possible via broadcast communication. To
explore this question, we examine data from our recent success in the U.S. State De-
partment’s Tag Challenge, which required locating and photographing 5 target persons
in 5 di↵erent cities in the United States and Europe, in under 12 hours, based only on
a single mug-shot. We ﬁnd that people are able to consistently route information in a
targeted fashion even under increasing time pressure. We derive an analytical model for
social-media fueled global mobilization and use it to quantify the extent to which people
were targeting their peers during recruitment. Our model estimates that approximately
1 in 3 messages were of targeted fashion during the most time-sensitive period of the
challenge. This is a novel observation at such short temporal scales, and calls for op-
portunities for devising viral incentive schemes that provide distance or time-sensitive
rewards to approach the target geography more rapidly. This observation of “12 hours
of separation” between individuals has applications in multiple areas from emergency
preparedness, to political mobilization.
N. C. Truong, J. McInerney, L. Tran-Thanh, E. Costanza, and S. Ramchurn. Multi-
appliance Usage Prediction for Smart Homes. Journal of Artiﬁcial Intelligence Research.
(Submitted).
Abstract: We address the problem of forecasting the usage of multiple electrical appli-
ances by domestic users, with the aim to provide personalised suggestions about the
best time to run appliances in order to reduce carbon emissions and save money, while
minimising the impact on homeowners’ everyday habits. An important challenge re-
lated to this problem is to model the everyday routine of homeowners, including the
inter-dependencies between the use of di↵erent appliances. Given this, we address an
important problem home energy management systems: the appliance usage prediction
problem that captures the everyday habits and the inter-dependencies between appli-
ances by exploiting their periodic features. We propose two novel algorithms for home
energy management: i) GM-PMA for scenarios that require the best prediction accu-
racy, ii) EGH-H for scenarios with limited time in emerging constraints. We demonstrate
through extensive empirical evaluations on real-world data from a prominent database
of home energy usage that GM-PMA outperforms existing methods by up to 41%, and
the runtime of EGH-H is 100 times lower on average, compared to other benchmarks
algorithms, while still giving competitive prediction accuracy.
Moreover, we extend the use of appliance usage prediction algorithm in the context of
demand-side management by proposing an Intelligent Demand Responses (IDR) mech-
anism on human responses in the home, where an agent can learn the user’s preferencesAppendix A Details of Other Publications Written During PhD 132
to provide personally meaningful suggestions to the user. We use simulations to evalu-
ate IDR on a number of users with a real-world dataset, and found that, by using IDR,
users are likely to improve their savings, approximately £26.23 per week (equivalent to
approximately £136.96 annually). In addition, we found that if the agent learns users’
preferences (by minimising discomfort and costs), the monetary savings can be increased
up to approximately 90%, compared to two benchmarks such: i) only maximising mon-
etary savings (but ignoring the user’s discomfort), ii) uniformly randomly selecting the
user’s response to agent suggestions.Appendix B
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Figure B.1: Data for user 2 in the Nokia dataset. The dashed lines indicate the
top 5 most frequently visited locations for this user.
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Figure B.2: Data for user 4 in the Nokia dataset. The dashed lines indicate the
top 5 most frequently visited locations for this user.
           
        
         
Figure B.3: Data for user 7 in the Nokia dataset. The dashed lines indicate the
top 5 most frequently visited locations for this user.Appendix B Example User Mobility from the Nokia Lausanne Dataset 135
           
        
         
Figure B.4: Data for user 10 in the Nokia dataset. The dashed lines indicate
the top 5 most frequently visited locations for this user.References
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