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PERIODIC HIGHER RANK GRAPHS REVISITED
DILIAN YANG
Abstract. Let P be a finitely generated cancellative abelian monoid.
A P -graph Λ is a natural generalization of a higher rank graph. A pull-
back of Λ is constructed by pulling it back over a given monoid morphism
to P , while a pushout of Λ is obtained by modding out its periodicity
Per Λ, which is deduced from a natural equivalence relation on Λ. One
of our main results in this paper shows that, for a class of higher rank
graphs Λ, Λ is isomorphic to the pullback of its pushout via a natural
quotient map, and that its graph C*-algebra can be embedded into the
tensor product of the graph C*-algebra of its pushout and C∗(PerΛ).
As a consequence, its cycline C*-algebra generated by the standard gen-
erators with equivalent pairs is an abelian core (particularly a MASA).
Along the way, we give an in-depth study on periodicity of P -graphs.
1. Introduction
Let P be a finitely generated cancellative abelian monoid. It was first
suggested to study P -graphs in [12], where Nk-graphs (now known as k-
graphs or higher rank graphs) were studied. But this has not been done
until very recently. Based on some ideas in [12], Carlsen, Kang, Shotwell
and Sims study P -graphs, their pullbacks and associated C*-algebras in [3].
Making use of them as a tool, they successfully describe the picture of the
primitive idea space in the C*-algebra of a row-finite and source-free higher
rank graph, which gives an analogue of (directed) graph C*-algebras in [8].
In this paper, we study pullbacks and pushouts of P -graphs, and we are
particularly interested in their applications to periodic higher rank graphs.
Let P and Q be two finitely generated cancellative abelian monoids, f : P →
Q be a monoid morphism, and Γ be a row-finite and source-free Q-graph.
It is natural to construct a P -graph f∗Γ, which is called the pullback of
Γ via f , from Γ and f . This idea first appeared in [12] and was further
explored in [3]. To construct pushouts is a little bit more involved; we make
use of an idea from [6, 7], which has been substantially generalized to higher
rank graphs in [3]. Let Λ be a row-finite and source-free P -graph. Define
a natural equivalence relation ∼ on Λ, and then construct the periodicity
PerΛ from ∼. Loosely speaking, under some suitable conditions the pushout
Λ/ ∼ of Λ is a q(P )-graph, which is obtained by modding out the periodicity
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of Λ. One key property we observe is that the pushout Λ/ ∼ is aperiodic.
This seems rather natural, but to prove it needs some care. It is shown
that Λ is isomorphic to the pullback of the pushout Λ/ ∼: Λ ∼= q∗(Λ/ ∼).
In this case, C∗(Λ) can be embedded into the tensor product of C∗(Λ/ ∼)
with C∗(Per). Actually, it turns out that this embedding is the best one
could possibly obtain. Along the way, we also have an in-depth study on
periodicity of P -graphs.
An application of our results is given to the cycline subalgebra M of a
higher rank graph. By definition, M is the sub-C*-algebra of C∗(Λ) gen-
erated by the standard generators with equivalent pairs in Λ. It turns out
that M plays an important role in the structure of C∗(Λ) due to the fol-
lowing Cuntz-Krieger uniqueness theorem in [2]: a representation of C∗(Λ)
is injective if and only if so is its restriction onto M. It was asked in [2]
if M is an abelian core of C∗(Λ) [14]. We answer this affirmatively in our
case. That is, we show that M is a maximal abelian subalgebra (MASA)
of C∗(Λ), which is actually isomorphic to the tensor product of the canon-
ical diagonal algebra DΛ with C
∗(Per Λ), and that there is also a faithful
conditional expectation from C∗(Λ) onto M.
This paper is motivated by [2, 3] and strongly influenced by [3]. In Section
2, some necessary background on P -graphs and the associated C*-algebras is
briefly given. The main result of Section 3 is an embedding theorem, which
roughly says that the C*-algebras of a class of k-graph C*-algebras, being
pullbacks, can be embedded into tensor products of P -graph C*-algebras
with commutative C*-algebras. It turns out that this is the best one could
possibly obtain in general. In Section 4 we study periodicity of P -graphs in
detail. We give some characterizations of aperiodicity, and provide a (sort of)
concrete description for periodicity. Our results generalize and unify what
we have known for row-finite and source-free k-graphs in the literature. We
finish off this section by showing that all pullbacks are periodic. We believe
that the results of this section may be of independent interest and be very
useful in future study. We in Section 5 reverse the process of Section 3.
Loosely speaking, we start with a P -graph Λ whose periodicity PerΛ is
a subgroup of the Grothendieck group G(P ) of P . By modding out its
periodicity, we obtain an aperiodic pushout, whose pullback is isomorphic
to Λ. As an application of our results, in Section 6, we answer the questions
posed in [2] in our case.
Notation and Conventions. In this paper, all monoids are assumed
to be finitely generated, cancellative, and abelian. If P is such a
monoid, we also regarded it a category with one object. We use G(P ) to
denote the Grothendieck group of P , and we always embed P into G(P ).
As usual, for m,n ∈ Zk, we use m∨n and m∧n to denote the coordinate-
wise maximum and minimum of m and n, respectively. For n ∈ Zk, we let
n+ = n ∨ 0 and n− = −(n ∧ 0). Of course, n = n+ − n− with n+ ∧ n− = 0.
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2. P -Graphs
Let P be a monoid. P -graphs are a generalization of k-graphs, and share
many properties with k-graphs. In this section, we briefly recall some basics
on P -graphs which will be needed later. Refer to [3, Section 2] for more
details.
A P -graph is a countable small category Γ with a functor d : Γ→ P such
that the following factorization property holds: whenever ξ ∈ Γ satisfies
d(ξ) = p+q, there are unique elements η, ζ ∈ Γ such that d(η) = p, d(ζ) = q
and ξ = ηζ. Clearly, any k-graph is an Nk-graph. All notions on k-graphs
can be generalized to P -graphs. For instance, for p ∈ P , let Γp = d−1(p), and
so Γ0 is the vertex set of Γ. There are source and range maps s, r : Γ→ Γ0
such that r(ξ)ξs(ξ) = ξ for all ξ ∈ Γ. For v ∈ Γ0, vΓ = {ξ ∈ Γ : r(ξ) = v}.
We say that a P -graph Γ is row-finite and source-free if 0 < |vΓp| < ∞ for
all v ∈ Γ0 and p ∈ P .
Let
ΩP = {(p, q) ∈ P × P | q − p ∈ P}.
Define d, s, r : ΩP → P by d(p, q) = q − p, s(p, q) = q, and r(p, q) = p. It is
shown in [3, Example 2.2] that ΩP is a row-finite and source-free P -graph.
Let Λ and Γ be two P -graphs. A P -graph morphism between Λ and Γ is
a functor x : Λ→ Γ such that dΓ(x(λ)) = dΛ(λ) for all λ ∈ Λ. The infinite
path space of Γ is defined as
Γ∞ = {x : ΩP → Γ | x is a P -graph morphism}.
For x ∈ Γ∞ and p ∈ P , there is a unique element σp(x) ∈ Γ∞ defined by
σp(x)(q, r) = x(p+ q, p+ r).
That is, σp is a shift map on Γ∞. If µ ∈ Γ and x ∈ s(µ)Γ∞, then µx is
defined to be the unique infinite path such that µx(0, p) = µ · x(0, p− d(µ))
for any p ∈ P with p− d(µ) ∈ P . If σp(x) = σq(x) for some p 6= q ∈ P , x is
said to be (eventually) periodic.
Definition 2.1. A P -graph Γ is said to be periodic if there is v ∈ Γ0 such
that every x ∈ vΓ∞ is periodic. Otherwise, Γ is called aperiodic.
For a row-finite and source-free P -graph Γ, we associate to it a universal
C*-algebra C∗(Γ) as follows.
Definition 2.2. Let Γ be a row-finite and source-free P -graph. A Cuntz-
Krieger Γ-family in a C*-algebra A is a family {Sλ : λ ∈ Γ} in A such
that
(CK1) {Sv : v ∈ Γ
0} is a set of mutually orthogonal projections;
(CK2) SµSν = Sµν whenever s(µ) = r(ν);
(CK3) S∗λSλ = Ss(λ) for all λ ∈ Γ;
(CK4) Sv =
∑
λ∈vΓp SλS
∗
λ for all v ∈ Γ
0 and p ∈ P .
The P -graph C*-algebra C∗(Γ) is the universal C*-algebra among Cuntz-
Krieger Γ-families. We usually use sλ’s to denote its generators.
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It is known that
C∗(Γ) = span{sµs
∗
ν : µ, ν ∈ Γ}.
One important property is that C∗(Γ) and the reduced C*-algebra C∗r(GΓ)
are isomorphic, where GΓ is the groupoid associated to Γ.
By the universal property of C∗(Γ), there is a natural gauge action γ of
the dual group Ĝ(P ) of G(P ) on C∗(Γ) defined by
γχ(sλ) = χ(d(λ))sλ (χ ∈ Ĝ(P ), λ ∈ Γ).
Averaging over γ gives a faithful conditional expectation Φ from C∗(Γ) onto
the fixed point algebra C∗(Γ)γ . It turns out that C∗(Γ)γ is an AF algebra
and
FΓ := C
∗(Γ)γ = span{sµs
∗
ν : d(µ) = d(ν)}.
The (canonical) diagonal algebra DΓ of C
∗(Γ) is defined as
DΓ = span{sµs
∗
µ : µ ∈ Γ},
which is the canonical MASA of FΓ.
Furthermore, as k-graphs, we also have the following two important unique-
ness theorems for C∗(Γ): the gauge invariant uniqueness theorem [3, propo-
sition 2.7] and the Cuntz-Krieger uniqueness theorem [3, Corollary 2.8].
Throughout the rest of this paper,
all P -graphs are assumed to be row-finite and source-free.
An Nk-graph is simply called a k-graph as in the literature.
3. Pullbacks and An Embedding Theorem
We begin this section with the notion of pullbacks.
Let P and Q be two monoids, and f : P → Q be a (monoid) ho-
momorphism. If (Γ, dΓ) is a Q-graph, the pullback of Γ via f is the P -
graph (f∗Γ, df∗Γ) defined as follows: f
∗Γ = {(λ, p) : dΓ(λ) = f(p)} with
df∗Γ(λ, p) = p, s(λ, p) = s(λ) and r(λ, p) = r(λ). The composition of two
paths in f∗Γ is given by (µ, p)(ν, q) = (µν, p+ q) if s(µ) = r(ν).
The pullback f∗Γ defined above is indeed a P -graph. The proof is com-
pletely similar to that of [3, Lemma 3.2] where P = Nk. The following
properties are easily derived from the very definition of pullbacks, and so
their proofs are omitted here.
Lemma 3.1. Let P and Q be two monoids, and f : P → Q be a homomor-
phism. Suppose that (Γ, dΓ) is a Q-graph. Then we have the following.
(i) Γ0 = (f∗Γ)0.
(ii) If Γ is source-free, then so is f∗Γ. The converse holds if f is
surjective.
(iii) If f∗Γ is row-finite, then so is Γ. The converse holds if f is sur-
jective.
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In the remainder of this section, we focus on morphisms f induced from
group homomorphisms on Zk. In this case, we can prove the following
embedding theorem.
Theorem 3.2. Let H be a subgroup of Zk, and q : Zk → Zk/H be the
quotient map. Suppose that Γ is a q(Nk)-graph. Then there is an injective
C*-homomorphism from C∗(q∗Γ) to C∗(Γ)⊗ C∗(H).1
Proof. Without loss of generality, we assume that H has rank r ≥ 1. Then
there is a basis {f1, . . . , fr, . . . , fk} of Zk and d1, . . . , dr ≥ 1 such that di
divides di+1 for all 1 ≤ i ≤ r − 1 and {d1f1, . . . , drfr} is a basis of H
[18, Theorem 2.12]. Furthermore, it follows from [18, Theorem 2.14] that
Zk/H ∼= Zd1 × · · · × Zdr × Z
k−r under the isomorphism:
ϕ : Zk/H → Zd1 × · · · × Zdr × Z
k−r,
[ k∑
i=1
nifi
]
7→ ([n1]d1 , . . . , [nr]dr , nr+1, . . . , nk).
So we identify Zk/H with Zd1 × · · · × Zdr × Z
k−r via ϕ in what follows.
Define a ‘projection’  from Zk/H onto the torsion-free part via
 : Zk/H → Zk,
([n1]d1 , . . . , [nr]dr , nr+1, . . . , nk) 7→ (0, . . . , 0, nr+1, . . . , nk).
Clearly,  is a homomorphism. Also  ◦ q is the projection from Zk onto the
last k − r factors:
 ◦ q(n) = (0, . . . , 0, nr+1, . . . , nk) for all n ∈ Z
k.
For 1 ≤ i ≤ r, let hi := difi and Vi be the unitary generators in the
group C*-algebra C∗(H) corresponding to hi. Define an action Θ : Tk →
Aut
(
C∗(Γ)⊗ C∗(H)
)
via
Θt(sµ ⊗ V
n) = t◦d(µ)sµ ⊗ t
nV n for all t ∈ Tk, (1)
where n = (n1, . . . , nr, 0, . . . , 0) ∈ Zk, and we use the multi-index notation
V n =
∏r
i=1 V
ni
i . One may think of the action Θ as the tensor product of a
natural action of H⊥(⊂ Tk) on C∗(Γ) and the gauge action of Ĥ on C∗(H).
Notice that, for any (µ, n) ∈ q∗Γ, one has
n−  ◦ d(µ) = n−  ◦ q(n) = (n1, . . . , nr, 0, . . . , 0).
Then one can verify that
{
sµ⊗ V
n−◦d(µ) : d(µ) = q(n)
}
is a Cuntz-Krieger
q∗Γ-family. To this end, let t(µ,n) := sµ ⊗ V
n−◦d(µ). Obviously (CK1) and
1Since the group C*-algebra C∗(H) is abelian, it does not matter which C*-tensor
product one chooses.
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(CK3) hold true. For (CK2), let s(µ) = s(ν) and (µ, n), (ν,m) ∈ q∗Γ. Then
t(µ,n)t(ν,m) = (sµ ⊗ V
n−◦d(µ))(sν ⊗ V
m−◦d(ν))
= sµsν ⊗ V
n+m−◦d(µ)−◦d(ν)
= sµν ⊗ V
n+m−◦(d(µ)+d(ν))
= t(µν,n+m) = t(µ,n)(ν,m),
where the third “=” used the property (CK2) for {sµ : µ ∈ Γ} and the
property that  is a homomorphism. To verify (CK4), for v ∈ (q∗Γ)0 = Γ0
and n ∈ Nk, we compute∑
(µ,n)∈v(q∗Γ)n
t(µ,n)t
∗
(µ,n) =
∑
(µ,n)∈v(q∗Γ)n
(
sµ ⊗ V
n−◦d(µ)
)(
sµ ⊗ V
n−◦d(µ)
)∗
=
∑
(µ,n)∈v(q∗Γ)n
sµs
∗
µ ⊗ I
=
∑
µ∈vΓq(n)
sµs
∗
µ ⊗ I
= sv ⊗ I
due to property (CK4) for {sµ : µ ∈ Γ}.
By the universal property of C∗(q∗Γ), there is a (unique) *-homomorphism
π determined by
π : C∗(q∗Γ)→ C∗(Γ)⊗ C∗(H),
s(µ,n) 7→ sµ ⊗ V
n−◦d(µ), (2)
where (µ, n) ∈ q∗Γ. It is easy to check that π is equivariant between the
gauge action γ of Tk on C∗(q∗Γ) and the action Θ on C∗(Γ)⊗C∗(H) defined
by (1). In fact, for t ∈ Tk and (µ, n) ∈ q∗Γ, we have
Θt ◦ π(s(µ,n)) = Θt
(
sµ ⊗ V
n−◦d(µ)
)
= t◦d(µ)sµ ⊗ t
n−◦d(µ)V n−◦d(µ)
= tnsµ ⊗ V
n−◦d(µ)
= π ◦ γt(s(µ,n)).
By the gauge invariant uniqueness theorem of k-graphs [12, Theorem 3.4],
π is injective.
One naturally wonders if π defined in (2) is also surjective. But, unfortu-
nately, this is not the case in general, as the following simple example shows.
Actually, Example 5.5 in Section 6 shows that Theorem 3.2 is the best one
could have.
Example 3.3. Let H = 2Z and consider N/H = Z2 -graph Γ: Γ0 = {v},
and Γ1 = {e}. So q∗Γ is 1-graph: q∗Γ0 = {v}, and (q∗Γ)1 = {(e, 1)}.
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That is, q∗Γ is a single-vertex directed graph with one edge. So C∗(q∗Γ) =
C∗(H) = C(T), while C∗(Γ)⊗ C∗(H) = C∗(Z2)⊗ C∗(H).
We will return to this example again in Section 5.
In some special cases, the above embedding could become an isomorphism.
The following generalizes [12, Corollary 3.5 (iii)].
Corollary 3.4. If Zk/H is torsion-free, then C∗(q∗Γ) ∼= C∗(Γ)⊗ C∗(H).
Proof. Keep the same notation as in the proof of Theorem 3.2. By the
definition of π in (2), one can see that the range of π is the C*-algebra
A := π(C∗(q∗Γ)) = C∗
(
sµs
∗
ν ⊗ V
n : d(µ)− d(ν) = q(n−  ◦ q(n))
)
= C∗
(
sµs
∗
ν ⊗ V
n : d(µ)i − d(ν)i = [ni]di : 1 ≤ i ≤ r
)
.
Since Zk/H is torsion-free, then di=1 and d(µ)i = d(ν)i = [ni] = 0 for
1 ≤ i ≤ r. Thus sµs
∗
ν ⊗ Vn is in A for all µ, ν ∈ Γ and n ∈ H. Therefore,
A = C∗(Γ)⊗ C∗(H), as desired.
One important consequence of Theorem 3.2 is given below. But a lemma
first.
Lemma 3.5. ([3, Proposition 3.3]) Under the same conditions as in The-
orem 3.2. Then, for any h ∈ H, there corresponds to a unitary Wh in the
centre of M(C∗(q∗Γ)), the multiplier algebra of C∗(q∗Γ), which is given by
Wh = s- lim
F
∑
v∈F
∑
λ∈vΓq(h+)
s(λ,h+)s
∗
(λ,h−)
.
Here the limit is taking in the strict topology as F increases over finite
subsets of Γ0. Furthermore, one has
s(λ,h+) = Wh s(λ,h−) = s(λ,h−)Wh for all λ ∈ Γ
q(h+).
Keep the same notation as in the proof of Theorem 3.2. Suppose that
the rank of H is r (≥ 1 WLOG) and H = 〈hi := difi | 1 ≤ i ≤ r〉.
To simplify our writing, for 1 ≤ i ≤ r, we use Wi := Whi to denote the
central unitaries determined by hi in Lemma 3.5, and also use the multi-
index notation W n =
∏r
i=1W
ni
i for n = (n1, . . . , nr) ∈ Z
r.
Corollary 3.6. Under the same conditions as in Theorem 3.2. Then
(i) Dq∗Γ ∼= DΓ and Fq∗Γ ∼= FΓ,
(ii) Fq∗ΓC
∗(Wh : h ∈ H) ∼= Fq∗Γ ⊗ C
∗(Wh : h ∈ H).
Proof. Keep the same notation as in the proof of Theorem 3.2.
(i) This follows from the definition of π (cf. (2)) as π(s(µ,m)s
∗
(ν,m)) =
sµs
∗
ν ⊗ I for all (µ,m), (ν,m) ∈ q
∗Γ.
(ii) Let A := Fq∗ΓC
∗(Wh : h ∈ H). We first claim that
π(A) = FΓ ⊗ C
∗(V dii : 1 ≤ i ≤ r).
8 D. YANG
To this end, notice that
π
(
s(λ,hi+)s
∗
(λ,hi−)
)
=
(
sλ ⊗ V
hi+−◦d(λ)
)(
s∗λ ⊗ (V
∗)hi−−◦d(λ)
)
=
(
sλs
∗
λ
)
⊗ V hi+−◦d(λ)−hi−+◦d(λ)
= sλs
∗
λ ⊗ V
hi
= sλs
∗
λ ⊗ V
di
i . (3)
Now arbitrarily take a standard element sµs
∗
ν ∈ FΓ and n = (n1, . . . , nr, 0, . . . , 0) ∈
Zk. Consider s(µ,m)s
∗
(ν,m)W
n ∈ A where q(m) = d(µ)(= d(ν)). We derive
from Lemma 3.5 and (3) that2
π
(
s(µ,m)s
∗
(ν,m)W
n
)
= s- lim
F
∑
v∈F

(sµ ⊗Wm−◦q(m))(sν ⊗Wm−◦q(m))∗
∏
i

 ∑
λ∈vΓ
q(hi+)
sλs
∗
λ ⊗ V
di
i

ni


= s- lim
F
∑
v∈F

(sµs∗ν ⊗ I)
∏
i

 ∑
λ∈vΓ
q(hi+)
sλs
∗
λ

ni ⊗ V dinii


= s- lim
F
∑
v∈F

sµs∗ν
∏
i

 ∑
λ∈vΓ
q(hi+)
sλs
∗
λ

ni ⊗ V dn


=

s- limF
∑
v∈F
sµs
∗
ν
∏
i

 ∑
λ∈vΓ
q(hi+)
sλs
∗
λ

ni

⊗ V dn
= sµs
∗
ν ⊗ V
dn.
Here the last “=” above used the fact that, for each 1 ≤ i ≤ r,
∑
λ∈vΓ
q(hi+)
sλs
∗
λ
is strictly convergent to the identity of the multiplier algebra of C∗(Γ). This
fact can be proved by a standard argument (cf. the proof of Proposition 3.3
of [3]). Therefore, we have proved our claim.
Combining the injectivity of π thanks to Theorem 3.2 with FΓ ∼= Fq∗Γ
from (i), one now has A ∼= Fq∗Γ ⊗ C
∗(V dii : 1 ≤ i ≤ r). From (3), in the
multiplier algebra M(C∗(q∗Γ)), one can verify that C∗(Wi : 1 ≤ i ≤ r) ∼=
C∗(V dii : 1 ≤ i ≤ r). Hence A
∼= Fq∗Γ ⊗ C
∗(Wh : h ∈ H), which ends the
proof.
Let us remark that Corollary 3.6 (i) can also be seen directly from the
following identity, which generalizes the one given in Lemma 3.5.
If (µ,m) ∈ q∗Γ and n ∈ Nk such that h := n−m ∈ H, then
s(µ,n) = Whs(µ,m) = s(µ,m)Wh.
2Below we use the usual convention: for an operator A, Ak = (A∗)−k if k < 0.
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In fact, assume that h = h+ − h−. Then n + h− = m + h+. Let λ ∈ Γ
satisfying r(λ) = s(µ) and d(λ) = h−. So (λ, h+) also belongs to q
∗Γ. Then
by Lemma 3.5
s(µ,n)s(λ,h−) = s(µλ,n+h−) = s(µλ,m+h+) = s(µ,m)s(λ,h+) = s(µ,m)Whs(λ,h−).
Hence
s(µ,n)
∑
λ∈s(µ)Γh−
s(λ,h−)s
∗
(λ,h−)
= s(µ,m)Wh
∑
λ∈s(µ)Γh−
s(λ,h−)s
∗
(λ,h−)
,
which implies s(µ,n) = Whs(µ,m).
An important and interesting application of Theorem 3.2 and Corollary
3.6 will be exhibited in Section 6, after we investigate pushouts of P -graphs.
But we need to study periodicity of P -graphs first. This is given in next
section.
4. Periodicity
It is known that periodicity of higher rank graphs plays a very important
role in the structure of their C*-algebras. See, e.g., [3, 6, 7, 10, 13, 16, 17, 19].
This section provides an in-depth analysis on periodicity of P -graphs. We
give some natural characterizations of the aperiodicity defined in [12] (via
infinite paths), in terms of the triviality of PerΛ (coinciding with our notion
of aperiodicity) and/or local periodicities. One crucial observation is the
interplay between the (global) periodicity of Λ and its local periodicities.
Applying those results, we prove that all pullbacks are periodic. We believe
that our results of this section may be of independent interest and be useful
in studying P -graphs in the future.
Let P be a monoid and Λ be a P -graph. Define an equivalence relation
∼ on Λ as follows:
ξ ∼ η ⇐⇒ s(ξ) = s(η) and ξx = ηx for all x ∈ s(ξ)Λ∞. (4)
If ξ ∼ η, obviously one also has r(ξ) = r(η) automatically. So ∼ respects
sources and ranges.
Associate to ∼ two important sets: the periodicity of Λ
Per Λ =
{
d(ξ) − d(η) : ξ, η ∈ Λ, ξ ∼ η
}
⊆ G(P ),
and
Λ0Per =
{
v ∈ Λ0 |
any ξ ∈ vΛ, p ∈ P with d(ξ)− p ∈ Per Λ
=⇒ there is η ∈ vΛp such that ξ ∼ η
}
.
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Here are some versions of ‘local periodicity’:
Σv =
{
(m,n) ∈ P × P : σm(x) = σn(x) for all x ∈ vΛ∞
}
(v ∈ Λ0),
Perv = {m− n : (m,n) ∈ Σv} (v ∈ Λ
0),
ΣΛ =
⋃
v∈Λ0
Σv.
The above notion of periodicity, Per Λ, was first introduced in [6, 7] to
study the representation theory of single-vertex k-graph algebras. It has
been substantially generalized in [3] to all k-graphs (also cf. [10]). The set
Λ0Per was used in [3] to construct a subgraph of Λ, while Σv is related to a
notion of local periodicity of Λ at v in [17, 13, 19].
4.1. Characterizations of aperiodicity. In this subsection, let us fix a
monoid P and a P -graph Λ.
Lemma 4.1. Let λ, µ in Λ be such that λ ∼ µ and d(µ) = d(ν). Then
λ = µ.
Proof. Fix x ∈ s(λ)Λ∞. Since λ ∼ µ, we have λx = µx. This implies
λ = (λx)(0, d(λ)) = (λx)(0, d(µ)) = (µx)(0, d(µ)) = µ.
Lemma 4.2. Let v ∈ Λ0 and (m,n) ∈ Σv. Then x(m,m+n) ∼ x(n,m+n)
for all x ∈ vΛ∞.
Proof. Let x ∈ vΛ∞, ν := x(m,m + n), and µ = x(n,m + n). Obviously,
s(µ) = s(ν).
In the sequel, we first show
x(0,m)ν = x(0, n)µ. (5)
Indeed, by the factorization property, there are ν ′ ∈ vΛn and µ′ ∈ s(ν ′)Λm
such that
x(0,m+ n) = x(0,m)ν = ν ′µ′.
But
ν ′µ′ = x(0,m + n) = x(0, n)µ′
implies ν ′ = x(0, n). So
x(0,m)ν = x(0, n)µ′.
Thus x(0,m)νσm+n(x) = x(0, n)µ′σm+n(x). One now has νσm+n(x) =
µ′σm+n(x) as (m,n) ∈ Σv. But σ
m(x) = νσm+n(x) and σm(x) = σn(x), one
has σn(x) = µ′σm+n(x), implying
µ′ = (σn(x))(0,m) = x(n, n+m) = µ.
This proves (5).
Now let y ∈ s(µ)Λ∞. Then it follows from (m,n) ∈ Σv and (5) that
µy = σn(x(0, n)µy) = σm(x(0, n)µy) = σm(x(0,m)νy) = νy.
This proves µ ∼ ν.
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The following result describes the relation between the periodicity of infi-
nite paths and that induced from the equivalence relation ∼ defined by (4).
Notice that it was proved in [3] under the condition that Λ0 is a maximal
tail.
Theorem 4.3. Let m,n ∈ P . Then (m,n) ∈ ΣΛ ⇐⇒ m− n ∈ Per Λ.
Proof. “⇒”: Let (m,n) ∈ ΣΛ. Then (m,n) ∈ Σv for some v ∈ Λ
0. By
Lemma 4.2, there are µ, ν ∈ Λ such that d(µ) = m, d(ν) = n, and µ ∼ ν.
Thus m− n ∈ PerΛ.
“⇐”: Assume that m,n ∈ P such that m− n ∈ PerΛ. So, by definition,
there are µ, ν ∈ Λ satisfying µ ∼ ν and m − n = d(µ) − d(ν). WLOG, we
assume that m 6= n. Set m′ := d(µ) and n′ := d(ν).
Let x ∈ s(µ)Λ∞. Then from µ ∼ ν and m + n′ = m′ + n, on one hand,
we have
µx(0, n) = (µx)(0,m′ + n) = (νx)(0,m′ + n)
= (νx)(0,m + n′) = νx(0,m).
On the other hand, µ ∼ ν gives
µx(0, n)σn(x) = µx = νx = νx(0,m)σm(x).
Therefore, combining the above identities yields σm(x) = σn(x). This im-
plies (m,n) ∈ Σs(µ) ⊆ ΣΛ, as desired.
The first corollary below is immediate from the above theorem.
Corollary 4.4. (m,n) ∈ ΣΛ ⇐⇒ (m − p, n − p) ∈ ΣΛ for any p ∈ G(P )
such that m− p, n− p ∈ P .
As expected, one has
Corollary 4.5. Per Λ = ∪v∈Λ0 Perv.
Proof. Assume m− n ∈ PerΛ with m,n ∈ P . Then (m,n) ∈ Σv for some
v ∈ Λ0 by Theorem 4.3. So m− n ∈ Perv, proving Per Λ ⊆ ∪v Perv.
Conversely, letm,n ∈ P be such thatm−n ∈ Perv for some v ∈ Λ
0. Then
by definition m − n = m′ − n′ for some (m′, n′) ∈ Σv. Applying Theorem
4.3 again yields m− n ∈ PerΛ. Thus ∪v Perv ⊆ Per Λ.
Slightly different from [17, 13, 19], we call Perv the local periodicity of Λ
at v. So Corollary 4.5 tells us that the (global) periodicity of Λ is the union
of its all local periodicities. If Perv = {0} for all v ∈ Λ
0, then we say that Λ
has no local periodicity.
The most important consequence of Theorem 4.3 is probably the char-
acterizations of aperiodicity/periodicity given below, which unify and gen-
eralize what we have known for row-finite and source free k-graphs in the
literature.
Theorem 4.6. Let Λ be a P -graph. Then the following are equivalent:
(i) Λ is aperiodic;
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(ii) Per Λ = {0};
(iii) Λ has no local periodicity.
Proof. (ii) ⇔ (iii) follows from Corollary 4.5 immediately.
(i) ⇒ (ii): Suppose that Λ is aperiodic. To the contrary, assume PerΛ 6=
{0}. Then there are µ 6= ν ∈ Λ such that µ ∼ ν. Since Λ is aperiodic, there
is an aperiodic x ∈ s(µ)Λ∞. But we also have µx = νx. So σd(ν)(x) =
σd(µ)+d(ν)(µx) = σd(µ)+d(ν)(νx) = σd(µ)(x). This contradicts with x being
aperiodic.
(iii) ⇒ (i): This can be proved after applying some obvious modifications
to the proof of [17, Lemma 3.2] (iii) ⇒ (i) (for example, by replacing m ∨ n
there with m+ n).
One can also obtain some properties of Λ0Per by making use of Theorem
4.3.
Corollary 4.7. Λ0Per ⊆
{
v ∈ Λ0 : Σv = ΣΛ
}
.
Proof. Let (m,n) ∈ ΣΛ, v ∈ Λ
0
Per, x ∈ vΛ
∞, and µ = x(0,m). Since
v ∈ Λ0Per, due to Theorem 4.3 there is ν ∈ vΛ such that d(ν) = n and µ ∼ ν.
Then one has
µσm(x) = νσm(x).
This implies ν = x(0, n). Thus
µσm(x) = x = x(0, n)σn(x) = νσn(x).
Comparing the above identities gives νσm(x) = νσn(x), and so σm(x) =
σn(x). Thus (m,n) ∈ Σv, proving the desired inclusion.
We do not known if Λ0Per =
{
v ∈ Λ0 : Σv = ΣΛ
}
in general. We expect
so, but have not found a proof yet. The corollary below is quite strong;
but notice that all strongly connected k-graphs studied in [10] satisfy its
requirements.
Corollary 4.8. If Λ is sink-free and Σv = ΣΛ for every v ∈ Λ
0, then
Λ0Per = Λ
0.
Proof. Let v ∈ Λ0. Suppose µ ∈ vΛm and n ∈ Nk satisfies m− n ∈ PerΛ.
By Theorem 4.3, (m,n) ∈ Λw = ΣΛ for all w ∈ Λ
0. Arbitrarily choose
x ∈ Λ∞ such that µ = x(n,m+ n). This can be done as Λ is also sink-free.
Since Σr(x) = ΣΛ, one also gets (m,n) ∈ Σr(x). Applying Lemma 4.2 gives
µ ∼ x(m,m+ n). Thus v ∈ Λ0Per; we are done.
4.2. Pullbacks are periodic. In this subsection, we apply the main results
of the previous one to prove that all pullbacks are always periodic.
Let Γ be a P -graph. Notice that x ∈ Γ∞ is uniquely determined by x(0, p)
for all p ∈ P . Indeed, for p, q ∈ P with q − p ∈ P , then x(p, q) is unique
determined by the (unique) factorization x(0, q) = x(0, p)x(p, q).
The following result is in the same vein with [12, Proposition 2.9] and [2,
Proposition 2.4].
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Proposition 4.9. Let P , Q be two monoids, f : P → Q be a surjective
homomorphism, and Γ be a Q-graph. Then f induces a homeomorphism
f∗ : (f
∗Γ)∞ → Γ∞ by
f∗(x)(0, f(n)) = p1(x(0, n)) for all x ∈ (f
∗Γ)∞, n ∈ P,
where p1 : f
∗Γ→ Γ is the projection p1(µ, n) = µ for all (µ, n) ∈ f
∗Γ.
Proof. Since f is a surjective homomorphism, observe that
ΩQ = {(0, f(n)) : n ∈ P}.
We now prove that f∗ is well-defined. That is, we need to show the
following: if n, n′ ∈ P satisfy f(n) = f(n′), then
p1(x(0, n)) = p1(x(0, n
′)) for all x ∈ (f∗Γ)∞.
Notice that x(0, n)x(n, n + n′) = x(0, n′)x(n′, n+ n′) implies(
p1(x(0, n)), n)
)(
p1(x(n, n+n
′)), n′
)
=
(
p1(x(0, n
′)), n′
)(
p1(x(n
′, n+n′)), n
)
.
Taking p1 on both sides gives
p1(x(0, n))p1(x(n, n+ n
′)) = p1(x(0, n
′))p1(x(n
′, n + n′)).
But d(p1(x(0, n))) = f(n) = f(n
′) = d(p1(x(0, n
′)). So one has p1(x(0, n)) =
p1(x(0, n
′)) by the factorization property of Γ.
By the discussion before the statement of this proposition, f∗(x) ∈ Γ
∞
for any x ∈ Λ∞. The rest of the proof is similar to [2, Proposition 2.4].
The identity in the following lemma turns out to be very handy.
Lemma 4.10. Let P , Q be two monoids, f : P → Q be a homomorphism,
and Γ be a Q-graph. If m,n ∈ P such that f(m) = f(n), then
(µ,m)(w, p)(ν, n) = (µ, n)(w, p)(ν,m)
for all (µ,m), (w, p), (ν, n) ∈ f∗Γ with w ∈ s(µ) Γ r(ν).
Proof. Let (µ,m), (w, p), (ν, n) ∈ f∗Γ with w ∈ s(µ) Γ r(ν). Then the
factorization property of f∗Γ gives (µ,m)(w, p)(ν, n) = (ν ′, n)(w′, p)(µ′,m)
for some µ′, ν ′, w′ with w′ ∈ s(ν ′) Γ r(µ′). Then taking p1 at both sides
yields
µwν = ν ′w′µ′ ∈ Γ.
But d(µ) = f(m) = f(n) = d(ν ′), and similarly d(ν) = d(µ′). Clearly
d(w) = d(w′). By the unique factorization property of Γ, one has
ν ′ = µ, w′ = w, µ′ = ν,
as desired.
Theorem 4.11. Let P be a monoid, H be a non-zero subgroup of G(P ),
q : G(P )→ G(P )/H be the quotient map, and Γ be a P/H-graph. Then q∗Γ
is a periodic P -graph.
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Proof. In what follows, we show a little bit more than what is needed: if
m, n in P such that m− n ∈ H, then
σm(x) = σn(x) for all x ∈ Λ∞.
Once this is done, we obtain H ⊆ Perq∗Γ by Theorem 4.3. Thus q∗Γ is
periodic by Theorem 4.6.
To this end, let a1, . . . , ak be fixed generators of P (recall that P is finitely
generated). Fixm,n ∈ P such thatm−n ∈ H. Then choose ℓ ∈ P satisfying
m + n + ℓ − (a1 + · · · + ak) ∈ P . (The existence of such ℓ is clear.) Let
x ∈ Λ∞. Since Λ is source-free, one can always write x as
x = (µ1,m)(ν1, n)(w1, ℓ)(µ2,m)(ν2, n)(w2, ℓ) · · ·
=
∞∏
i=1
(µi,m)(νi, n)(wi, ℓ).
where µi, νi, wi ∈ Γ with d(µ) = q(m), d(ν) = q(n), d(wi) = q(ℓ).
Then on one hand
σm(x) = (ν1, n)(w1, ℓ)(µ2,m)(ν2, n)(w2, ℓ) · · · =
∏
i≥2
(νi−1, n)(wi−1, ℓ)(µi,m).
On the other hand, since m−n ∈ H, one repeatedly applies Lemma 4.10 to
obtain
σn(x) = σn((µ1, n)(ν1,m)(w1, ℓ)(µ2,m)(ν2, n)(w2, ℓ) · · · ) (by Lemma 4.10)
= (ν1,m)(w1, ℓ)
∏
i≥2
(µi,m)(νi, n)(wi, ℓ)
= (ν1,m)(w1, ℓ)
∏
i≥2
(µi, n)(νi,m)(wi, ℓ) (by Lemma 4.10)
= (ν1,m)(w1, ℓ)(µ2, n) · (ν2,m)(w2, ℓ)(µ3, n) · · · · (by rearrangement)
= (ν1, n)(w1, ℓ)(µ2,m) · (ν2, n)(w2, ℓ)(µ3,m) · · · · (by Lemma 4.10)
=
∏
i≥2
(νi−1, n)(wi−1, ℓ)(µi,m).
Therefore σm(x) = σn(x).
It is probably worth remarking that, in general, H ( Perq∗Γ. For exam-
ple, let H = 2Z and Γ be the Z2-graph consisting of one vertex v and one
edge e. Then Perq∗Γ = Z.
5. Pushouts
In this section, we reverse the pulling back process of Section 3: we start
with a P -graph Λ, and construct an aperiodic graph from Λ by modding
out its periodicity. In order to achieve such a goal, we need that PerΛ is
a subgroup of G(P ). To this end, we impose the condition that Λ0 has
property W, which is one key property required in the notion of a maximal
tail (cf. [3, 11]).
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Definition 5.1. We say Λ0 has property W if for any u, v ∈ Λ0 there is
w ∈ Λ0 such that uΛw 6= ∅ and vΛw 6= ∅.
The name ”property W” is self-explanatory: the vertices u, v are con-
tained in a (directed) wedge. It is very easy to check that if a P -graph Λ
is cofinal, then Λ0 has property W. It is also noteworthy that all strongly
connected graphs are cofinal and so have property W.
Recall that the equivalence relation ∼ defined in (4) respects sources and
ranges, and so Λ/ ∼ is a category: for all ξ, η ∈ Λ
r([ξ]) = [r(ξ)], s([ξ]) = [s(ξ)], [ξ][η] = [ξη].
The following theorem is an analogue of [3, Theorem 4.2], which is proved
under the condition that Λ0 is a maximal tail, but only property W is es-
sentially used. Actually, Lemma 4.5 and Corollary 4.6 in [3] have been
generalized to Corollary 4.4 and Theorem 4.3 in Section 4 above to all P -
graphs.
Theorem 5.2. Let Λ be a P -graph such that Λ0 has property W. Then the
following told true.
(i) Per Λ is a subgroup of G(P ).
(ii) If Λ0Per is non-empty, then it is a hereditary subset of Λ
0.
(iii) Let q : G(P ) → G(P )/Per Λ be the quotient map. Then Λ0PerΛ/ ∼
is a q(P )-graph with degree map d˜ := q ◦ d.
(iv) Λ0PerΛ is isomorphic to the pullback q
∗Γ via λ 7→ ([λ], d(λ)).
The group Per Λ is called the periodicity group of Λ, and the above q(P )-
graph Λ0PerΛ/ ∼ is called the pushout of Λ.
5.1. The aperiodicity of Λ/ ∼. By Theorem 5.2 (iii), for simplicity, from
now on we assume that Λ0Per = Λ
0. The main result of this subsection is that
Γ is aperiodic. Intuitively, this is very natural and simple: Γ is obtained by
removing all periods of Λ, and so Γ should have the trivial periodicity only.
Theorem 5.3. Let Λ be a P -graph such that Λ0 has property W and Λ0Per =
Λ0. Then the push out Λ/ ∼ is an aperiodic q(P )-graph.
Proof. Let Γ = Λ/ ∼. By Theorem 5.2 and Corollary 5.4, it suffices to
show that Per Γ = {0}.
Let q : G(P ) → G(P )/Per Λ be the quotient map, and identify Λ with
q∗Γ by Theorem 5.2 (iv). Then completely similar to Proposition 4.9 one
can see that q induces the following homeomorphism:
q∗ : Λ
∞ → Γ∞,
x 7→ x˙ := q∗(x) : (0,q(n)) 7→ [x(0, n)].
Also, the projection p1 : Λ→ Γ is now given by
p1(λ) = [λ] for all λ ∈ Λ.
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For convenience, let q2 be the quotient map from ΩP onto Ωq(P ) defined
by q2(0, n) = (0,q(n)). Let x ∈ Λ
∞ and note that, for all n ∈ P , one
has x(0, n) =
(
p1
(
x(0, n)
)
, n
)
=
(
[x(0, n)], n
)
. Then one gets the following
commuting diagram:
ΩP
x //
q2

Λ
p1

Ωq(P )
x˙
// Γ.
We now suppose that µ, ν ∈ Λ such that [µ] and [ν] are equivalent in Γ:
[µ] ∼Γ [ν].
In what follows, we show that µ and ν are actually equivalent in Λ:
µ ∼Λ ν.
Once this is done, we have that [µ] = [ν], which proves that Per Γ = {0}.
To this end, arbitrarily choose x ∈ s(µ)Λ∞. Note that s(µ) = s(ν) as
s([µ]) = s([ν]). So x˙ ∈ s([µ])Γ∞. Thus one obtains the following consecutive
implications:
[µ] ∼Γ [ν]
⇒ [µ]x˙ = [ν]x˙
⇒ ([µ]x˙)(q2(0, n)) = ([ν]x˙)(q2(0, n))
(for all n ∈ P such that q(n)− d˜([µ]),q(n) − d˜([ν]) ∈ q(P ))
⇒ x˙
(
0, q(n)− d˜([µ])
)
= x˙
(
0, q(n)− d˜([ν])
)
⇒ x˙
(
0, d˜([ν])
)
= x˙
(
0, d˜([µ])
)
(by taking q(n) = d˜([µ]) + d˜([ν]))
⇒ [x
(
0, d(ν)
)
] = [x
(
0, d(µ)
)
] (by the definition of x˙).
Thus we have d(µ)− d(ν) ∈ Per Λ by the very definition of Per Λ. So there
is a unique ν ′ ∈ Λ such that
µ ∼ ν ′ and d(ν ′) = d(ν) (6)
by Lemma 4.1 and our assumption Λ0Per = Λ
0. Hence µx = ν ′x, and so
[µ]x˙ = [ν ′]x˙. Combining this with [µ]x˙ = [ν]x˙ (see the first implication
above) gives
[ν]x˙ = [ν ′]x˙.
But we have d˜([ν]) = d˜([ν ′]) from d(ν) = d(ν ′). Applying Lemma 4.1 to the
q(P )-graph Γ yields [ν] = [ν ′], and to the P -graph Λ again gives ν = ν ′ as
d(ν) = d(ν ′). From (6), we prove µ ∼Λ ν, as desired.
The following corollary is an immediate consequence of Theorem 3.2 by
letting H := PerΛ, and Theorems 5.2 and 5.3.
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Corollary 5.4. Let Λ be a P -graph such that Λ0 has property W and Λ0Per =
Λ0. Then the pushout Λ/ ∼ is an aperiodic q(P )-graph, and furthermore we
have the following embedding
π : C∗(Λ) →֒ C∗(Λ/ ∼)⊗ C∗(Per Λ), sλ 7→ s[λ] ⊗ V
d(λ)−◦d(λ).
Here, as before, Vi’s are unitary generators of C
∗(Per Λ).
We should notice that the pullback and pushout processes are not the
inverse of each other. Consider 1-graph E which consists of one vertex v
and one edge. Then its periodicity group is Z, and accordingly, the pushout
Γ = E/ ∼= {v}. Combining Example 3.3 gives
• v
 pullback
=⇒ • v
 pushout
=⇒ • v
Λ : Z2-graph E : 1-graph Γ : 0-graph
However, unlike Example 3.3, one does obtain C∗(E) ∼= C∗(Γ)⊗C∗(PerE).
Notice that, in Example 3.3, H = 2Z is a proper subgroup of Per q∗Γ = Z.
So it seems more appropriate to expect the injection π defined in Corollary
5.4 is surjective. But the following example, due to Aidan Sims, shows that
our theorem 3.2 is the best one could possibly get
Example 5.5. Consider the 2-graph Λ drawn in Fig 1 below:
•
f
w
v


==
b
④
✇
s
♣
♠❥❣•
e
 }}
a
④
✇
s
♣
♠
❥ ❣
c
  
❲ ❚ ◗
◆
❑
●
❈
•
g
KK
d
u
``
❲❚
◗
◆
❑
●
❈
•
f
w
v


==
b
④
✇
s
♣
♠❥❣•
e
 }}
a
④
✇
s
♣
♠
❥ ❣
c
  
❲ ❚ ◗
◆
❑
●
❈
•
g
KK
d
u
``
❲❚
◗
◆
❑
●
❈
Fig 1. Λ : a 2-graph Fig 2. Λ/ ∼: a Z2 × N-graph
Then one can check that Per Λ = {(2n, 0) : n ∈ Z}, and
ee ∼ u, fg ∼ v, gf ∼ w.
So Λ/ ∼ is a Z2×N-graph as drawn in Fig 2. above, which looks like Λ, but
the dotted edges now have ‘torsion’.
We claim that there is no any “natural canonical” isomorphism between
C∗(Λ) and C∗(Λ/ ∼)⊗C(T). The idea is sketched as follows. Suppose that
there is such an isomorphism π. On one hand, consider the 2-cycle subgraph
C2 := {v,w, f, g} in Λ. By [16],
π(sf ) = s[f ] ⊗ z, π(sg) = s[g] ⊗ 1
(or the other way). On the other hand, since the dashed 1-graph has no
periodicity, it is reasonable to have
π(sα) = s[α] ⊗ 1 for all dashed paths α.
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Then one has
π(se) = π(ses
∗
csc) = π(s
∗
dsgsc) = (s
∗
[d] ⊗ 1)(s[g] ⊗ 1)(s[c] ⊗ 1)
= s∗[d]s[g]s[c] ⊗ 1 = s[e]s
∗
[c]s[c] ⊗ 1 = s[e] ⊗ 1,
and
π(se) = π(ses
∗
dsd) = π(s
∗
csfsd) = (s
∗
[c] ⊗ 1)(s[f ] ⊗ z)(s[d] ⊗ 1)
= s∗[c]s[f ]s[d] ⊗ z = s[e]s
∗
[d]s[d] ⊗ 1 = s[e] ⊗ z,
a contradiction.
6. A distinguished MASA
In this section, we exhibit an interesting application of our results in
Sections 3 and 5. But because of Theorem 5.2 (iv), we have to restrict
ourselves to the following class of k-graphs Λ: Λ0 has property W and
Λ0Per = Λ
0. This class includes a class of cofinal, sink-free P -graphs as
special examples, which exhausts all strongly connected k-graphs studied
in [10] recently. Our application answers the questions asked in [2] in this
context.
Let Λ be a k-graph satisfying our assumptions. Let
M := C∗(sµs
∗
ν : µ ∼ ν),
which is called the cycline subalgebra of C∗(Λ) in [2]. It turns out that M
plays a central role in a generalized Cuntz-Krieger uniqueness theorem for
Λ [2]. It is shown that a representation of C∗(Λ) is injective, if and only
if, its restriction onto M is injective. Also, M is abelian and D′Λ = M
′.
Because of its importance, it is asked in [2] if M is a MASA and there is
a faithful conditional expectation from C∗(Λ) onto M. In other words, it
would be nice to know if M is an abelian core in the terminology of [14].
We will answer those questions affirmatively under our conditions. But a
simple lemma first, which holds true for all k-graphs.
Lemma 6.1. Let Λ be an arbitrary k-graph, and µ, ν ∈ Λ. Then µ ∼ ν if
and only if, for any n ≤ d(µ) ∧ d(ν), there are w ∈ Λn, µ′, ν ′ ∈ Λ such that
µ = wµ′, ν = wν ′ and µ′ ∼ ν ′.
Proof. It suffices to show “only if” part as “if” part is trivial. Factor µ =
µ1µ2 and ν = ν1ν2 with d(µ1) = d(ν1) = n. Let y ∈ s(µ)Λ
∞. Then
µ1µ2y = µy = νy = ν1ν2y
implies (µ1µ2y)(0, n) = (ν1ν2y)(0, n), i.e., µ1 = ν1 =: w, as d(µ1) = d(ν1).
Also σn(µ1µ2y) = σ
n(ν1ν2y) implying µ2y = ν2y. Letting µ
′ = µ2 and
ν ′ = ν2 ends the proof.
Theorem 6.2. Suppose Λ is a k-graph such that Λ0 has property W and
Λ0Per = Λ
0. Then we have the following.
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(i) M is a MASA in C∗(Λ). Furthermore,
M = D′Λ
∼= DΛ ⊗ C
∗(Per Λ).
(ii) There is a faithful conditional expectation from C∗(Λ) onto M.
Proof. (i) If Λ is aperiodic, then DΛ is a MASA by [9, Theorem]. Also, by
Theorem 4.6, one has M = C∗(sµs
∗
µ : µ ∈ Λ) = DΛ. Then the conclusion
follows from Theorem 4.6.
We now assume that Λ is periodic. So Per Λ is a non-zero subgroup of Zk.
Let Γ := Λ/ ∼ and q : Zk → Zk/Per Λ be the quotient map. Then it follows
from Theorem 5.2 that Λ is isomorphic to the pullback q∗Γ. Keeping the
same notation as in Corollary 5.4, we have the following embedding
π : C∗(Λ) ∼= C∗(q∗Γ) →֒ C∗(Γ)⊗ C∗(Per Λ),
sλ 7→ s[λ] ⊗ V
d(λ)−◦d(λ).
Then one can check that
B := π(C∗(q∗Γ)) = C∗
(
sµs
∗
ν ⊗ V
n : d(µ)− d(ν) = q(n−  ◦ q(n)
)
= C∗
(
sµs
∗
ν ⊗ V
n : d(µ)i − d(ν)i = [ni]di : 1 ≤ i ≤ r
)
.
Since Γ is aperiodic by Theorem 5.3, the diagonal algebra DΓ of C
∗(Γ) is
a MASA as shown completely similar to [9, Theorem]. So D′Γ ∩
(
C∗(Γ) ⊗
C∗(Per Λ)
)
= DΓ ⊗ C
∗(Per Λ) is a MASA of C∗(Γ) ⊗ C∗(Per Λ) [20, 21]. It
is now not hard to verify that D′Γ ∩B is DΓ⊗C
∗
(
V d11 , . . . , V
dr
r
)
, and it is a
MASA of B. Moreover, its pre-image
π−1(D′Γ ∩B) = π
−1
(
DΓ ⊗ C
∗
(
V d11 , . . . , V
dr
r
))
= D′Λ ∩ C
∗(Λ) = DΛC
∗(Wh : h ∈ Per Λ)
∼= DΛ ⊗ C
∗(Per Λ)
by Corollary 3.6. (Recall from Lemma 3.5 that, for any h ∈ Per Λ, Wh is
a central unitary in M(C∗(Λ)).) Thus D′Λ ∩ C
∗(Λ) is a MASA of C∗(Λ),
which is isomorphic to DΛ ⊗ C
∗(Per Λ).
To finish proving (i), we now show that M = D′Λ ∩ C
∗(Λ), namely
M = DΛC
∗(Wh : h ∈ PerΛ).
Obviously, the right hand side is contained in the left hand side. To show
the other inclusion, we make use of Lemma 6.1. Let µ ∼ ν. Then (µ, ν) =
(wµ′, wν ′) with d(w) = d(µ)∧ d(ν) and µ′ ∼ ν ′. Note d(µ′)∧ d(ν ′) = 0. Let
h = d(µ′)− d(ν ′). It follows from Lemma 3.5 that s([λ],d(µ′)) = Wh s([λ],d(ν′)).
In particular, this implies sµ′ = Whsν′ . Hence
sµs
∗
ν = Whswsν′s
∗
ν′s
∗
w = swν′s
∗
wν′Wh ∈ DΛC
∗(Wh : h ∈ Per Λ).
(ii) This immediately follows from Corollary 3.6, Corollary 5.4 and (i)
above, as DΓ is the canonical MASA of the AF-algebra FΓ, the fixed point
algebra of the gauge action of C∗(Γ).
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The fact that M is a MASA of C∗(Λ) can also follow the facts M = D′Λ
proved above and M′ = D′Λ shown in [2].
Combining Theorem 6.2 and [2] gives
Corollary 6.3. Under the same conditions as in Theorem 6.2, the cycline
subalgebra M is an abelian core of C∗(Λ).
Let us end the paper by remarking the simplicity of C∗(Γ) and the centre
of C∗(Λ), which generlize [7, Corollary 8.8] and [10, Proposition 6.1].
Corollary 6.4. Keep the same conditions as in Theorem 6.2. Suppose
further that Λ is finite and cofinal. Then C∗(Λ/ ∼) is simple and the centre
of C∗(Λ) is C∗(Wh : h ∈ PerΛ).
Proof. Clearly Γ is finite and so C∗(Γ) is unital. By Proposition 4.9, it is
easy to see that Γ is also cofinal. By Theorem 5.3, Λ/ ∼ is aperiodic. As [12,
Proposition 4.8], one can see that C∗(Λ/ ∼) is simple. Thus Z(C∗(Λ)) =
π−1(Z(π(C∗(Λ)))) = π−1(I ⊗ C∗(V d11 , . . . , V
dr
r )) = C
∗(W1, . . . ,Wr) from
(3).
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