ABSTRACT Tensor completion is a higher way analog of matrix completion, which has proven to be a powerful tool for data analysis. In this paper, we formulate the missing data recovery problem of a three-way tensor as a tensor completion problem. We propose a novel tensor completion method based on tensor-CUR decomposition to estimate the missing data from limited samples. Computational experiments demonstrate that the proposed method yields a superior performance over other existing approaches.
I. INTRODUCTION
Missing data is a commonly encountered and challenging issue which occurs in a wide range of applications [1] - [6] . To estimate the missing data, the traditional methods [7] - [9] tend to produce erroneous estimates when the ratio of missing data is high and mostly do not exploit the benefit of the hidden structure in the data.
Recently, the compressive sensing (CS) theory has been used to provide a new paradigm for the problem of missing data recovery [1] , [2] . However, it was originally designed to recover the sparse vector. Matrix completion [10] has emerged due to the rapid progress of sparse representation. Matrix completion theory can accurately reconstruct a lowrank matrix from a relatively small number of entries in the matrix, which provides a new process for missing data recovery. These approaches present good performance when the data missing ratio is low. However, their performance suffers when the missing ratio is large [11] , [12] .
Tensor completion is a higher-way analogue of matrix completion, which can recover a low-rank tensor with limited samples. It can exploit multiple features of the data to overcome the shortcomings of the matrix-based methods, and has been successfully applied to various application fields like image analysis [13] , [14] , recommender systems [15] , [16] , wireless spectrum map construction [17] , seismology signal processing [18] , and computer vision [19] . Based on these successful usage of tensor pattern, in this paper, we focus on the problem of missing data recovery of a 3-way tensor, and formulate the missing data recovery problem as a tensor completion problem.
Several tensor completion algorithms have been proposed for data recovery [20] - [22] , in which the models used mainly include the CANDECOMP/PARAFAC (CP) model and the TUCKER model. CP approach requires the tensor rank (cp rank) to act as an important parameter to decompose the tensor. However, determining the rank of an arbitrary tensor is quite difficult and has been shown to be NP complete [23] . Moreover, the best rank-K approximation to a tensor may not always exist in the CP approach. Tucker decomposition is an unsupervised multiway data analysis method, and it can be considered as a high order principle component analysis. Tucker decomposition is different from CP rank because it requires n-rank. However, the suitable choices of the truncation values of n-rank are not likely to be known a priori [24] .
Zhang and Aeron [25] proposed a tensor singular value decomposition based method (tensor-SVD) to estimate the missing value of the tensor. This method uses a t-product defining the multiplication action. The advantage of tensor-SVD is that the resulting algebra and analysis is very close to that of matrix algebra and analysis [25] . However, the tensor-SVD algorithm is computationally expensive, since it requires computing the SVD decomposition of the approximate matrix at each iteration of the optimization.
To overcome the shortcomings of the existing tensor methods, in this paper, we propose a new tensor completion algorithm based on tensor-CUR decomposition. Because of the success of t-product in tensor-SVD, we also adopted it to define the multiplication action in our proposed algorithm. Unlike the tensor-SVD algorithm, our proposed algorithm extend matrix-CUR decomposition to tensor, which computes the low rank approximation of a given tensor by using the actual rows and columns of the tensor. It only needs to solve a standard regression problem and therefore, it is computationally efficient. Moreover, by using the actual rows and columns of the tensor, our proposed algorithm can efficiently compute the low rank approximation of a given tensor without having to know the rank a priori. Our goal is to exploit the tensor-CUR approximation algorithm to quickly estimate the missing data of original data tensor from its partial observations.
Our contributions can be summarized as follows:
• To overcome the shortcomings of the existing tensor decomposition models, we propose a tensor-CUR decomposition model, which computes the low rank approximation of a given tensor by using the actual rows and columns of the tensor.
• To design an efficient and accurate missing data recovery algorithm, we propose a new tensor completion algorithm based on tensor-CUR decomposition.
• We provide a theoretical guarantee of how many samples are required for an exact recovery.
• To evaluate the performance of our proposed algorithms, we have performed simulations based on real data. Compared to the standard tensor completion methods, the advantage of the proposed algorithm is its computational efficiency. The rest of this paper is organized as follows: In Section II, we briefly introduce some essential notations and basic definitions used in this paper. The related work is introduced in Sections III. In Section IV, we formulate the missing data recovery problem. We present our proposed tensor-CUR based algorithm in Section V. In Section VI, we give our theoretical analysis. In Section VII, we give our empirical results. Section VIII concludes this paper.
II. NOTATION AND BASIC DEFINITIONS
In this section, we briefly introduce some notations and basic definitions used throughout this paper.
A. NOTATION
We denote scalars with lower-case normal letters (e.g., a), vectors with bold lower-case letters (e.g., a). Matrices are denoted by boldface capital letters (e.g., A). Columns of a matrix are denoted by boldface lower letters with a subscript (e.g., a i ). Entries of a matrix or a tensor are denoted by lowercase letters with subscripts (e.g., a ij meaning the entry with row index i and column index j in a matrix). We frequently use i,j to denote the meaning of indices and with some abuse of notation and we will use I ,J to denote the index upper bounds. High-order tensors are denoted with calligraphic uppercase letters (e.g., A), we further denote sets by Gothic letters (e.g., ). A(i, j, :) will denote a tensor tube which is a column vector obtained by holding i, j fixed in a tensor. A (k) denotes the k-th frontal face. A(:, j, :) denotes the j-th lateral slice and A(i, :, :, ) denotes the i-th horizontal slice. For any third order tensor A,Â = FFT (A, [ ], 3) denotes the third order tensor of the same size obtained by taking the Fourier transform along the third dimension. In the same fashion, one can also compute A fromÂ via IFFT (Â, [ ], 3) using the inverse FFT .
We provide details for the basic definitions used throughout this paper on the next sub-section.
B. BASIC DEFINITIONS

Definition 1 (Discrete Fourier Transform):
The Discrete Fourier Transform (DFT) of a vector x ∈ R n is a matrixvector product
where the DFT matrix F n = f kj ∈ R n×n is defined by
with ω n = exp
n . Definition 2 (Kronecker product [26] ): The Kronecker product of matrices A and B is denoted as matrix
The Kronecker product creates many copies of matrix B and scales each one by the corresponding entry of A. Definition 3 (Tensor [25] ): A tensor, also known as N th -order or N -way tensor, denoted as A ∈ R I 1 ×I 2 ×···×I N , where N is the order of A, also called way. The element of A is denoted by a i 1 ,i 2 ,··· ,i N ,i n ∈ {1, 2, · · · , I n }, 1 ≤ n ≤ N . Fig.1 shows a general 3-way tensor, tensor tube and tensor lateral slice. VOLUME 6, 2018 Definition 4 (Inner Product [27] ): The Inner product of two 3-way tensor A ∈ R I 1 ×I 2 ×I 3 and B ∈ R I 1 ×I 2 ×I 3 is the sum of the products of their entries, which is defined as
Therefore, the norm of a tensor A ∈ R I 1 ×I 2 ×I 3 is defined as A 2 = A, A . And the corresponding (Frobenius-) norm [25] ): The transpose of a 3-way tensor A ∈ R I 1 ×I 2 ×I 3 is the I 1 × I 2 × I 3 tensor A T obtained by conjugate transposing each of the frontal slice and then reversing the order of transposed frontal slices 2 through I 3 .
Definition 5 (Tensor Transpose
Definition 6 (Circulant Matrices [28] ): Given a vector
is a circulant matrix. We adopt the convention that circ(v) refers to the circulant matrix obtained with the vector v as the first column. Kilmer et al. [28] showed that circulant matrices can be diagonalized with the normalized Discrete Fourier Transform (DFT) matrix. In particular, if v is n × 1 and F n is the n × n DFT matrix, then F n circ(v)F * n is diagonal, where F * n is its conjugate transpose. Kilmer et al. [28] 
is a block circulant matrix of size
Kilmer et al. [28] also showed that block-circulant matrices can be block-diagonalized. Suppose A ∈ R I 1 ×I 2 ×I 3 and F 3 ∈ R I 3 ×I 3 is the DFT matrix. Then
whereÂ is computed by applying FFTs along each tube A(i, j, :) of A andÂ (i) are the frontal faces of the tensorÂ. [25] ): The tensor nuclear norm of a 3-way tensor A ∈ R I 1 ×I 2 ×I 3 is denoted as A TNN , is the sum of singular values of all the frontal faces ofÂ. In fact,
Definition 8 (Tensor Nuclear Norm
whereĀ denote the block-diagonal matrix of the tensor A T in the fourier domain
. . .Â
Then Ā *
, where r i = rank(Â (i) ) is the rank ofÂ (i) , and σ j (Â (i) ) is the j th singular value ofÂ (i) .
Definition 9 (T-Product [25] ): The T-product A * B of tensor A ∈ R I 1 ×I 2 ×I 3 and B ∈ R I 2 ×I 4 ×I 3 is an I 1 × I 4 × I 3 tensor whose (i, j) th tube C(i, j, :) is given by
where * denotes the circular convolution between two tubes of the same size. We anchor the MatVec command to the frontal faces of the tensor. MatVec(A) takes an I 1 × I 2 × I 3 tensor and returns a block I 1 I 2 × I 3 matrix, whereas the fold command undoes this operation
A (2) . . .
Then the T-product A * B is the I 1 × I 4 × I 3 tensor
Zhang and Aeron [25] showed that for any tensor A ∈ R I 1 ×I 2 ×3 and B ∈ R I 2 ×l×3 , then A * B = C ⇔ĀB =C. We are able to transform the t-product into its equivalent form in Fourier domain. On the other hand, we can also transform an operator in Fourier domain back to the original domain as needed.
Definition 10 (Identity Tensor [25] ): The identity tensor I ∈ R n 1 ×n 1 ×n 3 is defined to be a tensor whose first frontal slice I (1) is the n 1 × n 1 identity matrix and all other frontal slices I (i) ; i = 2, ..., n 3 are zero.
Definition 11 (Orthogonal Tensor [25] ): A tensor A ∈ R n 1 ×n 1 ×n 3 is orthogonal if it satisfies [25] ): The inverse of a tensor A ∈ R I 1 ×I 2 ×I 3 is written as A −1 satisfying
III. RELATED WORK
In this section, we review the related work on tensor completion and then show the differences between our work and the existing work. We mainly consider three types of tensor completion methods, which are based on the CP format, the tucker decomposition and the tensor singular value decomposition respectively. Below we provide details for each of these methods.
A. TENSOR COMPLETION BASED ON CP DECOMPOSITION
CANDECOMP/PARAFAC (CP) decomposition [29] , [30] is a powerful tool for data analysis. Evirm et al. proposed a CP weighted optimization algorithm to estimate the missing value of tensor [21] . The CP decomposition of a tensor
where • denotes the outer product of the vector. It consists of decomposition of a given tensor as a sum of the lowest possible number of rank-one tensors. The CP rank is defined by the minimum number of rank-one terms in CP decomposition. Fig.2 show the CP decomposition of a 3-way tensor. Suppose we sample a 3-way tensor A ∈ R I 1 ×I 2 ×I 3 at the set of indices in a set . Let P denotes the sampling operator P :
Jain and Oh [30] tried to complete the tensor by solving the following optimization problem
They showed that under certain standard assumptions, the proposed method can recover a three-mode n × n × n dimensional rank-r tensor exactly from O(n 3/2 r 5 log 4 n) randomly sampled entries. For CP approach, determining the rank of an arbitrary tensor is quite difficult and has been shown to be NP-complete [23] . It is often computationally difficult to determine the CP rank or the best low rank CP approximation of a practical tensor data beforehand. In contrast to CP approach, our proposed algorithm extend matrix-CUR decomposition to tensor, which can efficiently compute the low rank approximation of a given tensor by using the actual rows and columns of the tensor.
B. TENSOR COMPLETION BASED ON TUCKER DECOMPOSITION
Tucker decomposition [31] is an unsupervised multiway data analysis method, and it can be considered as a high order principle component analysis. Tan et al. [22] proposed a Tucker decomposition based method to estimate the missing value of the tensor. The basic idea of the Tucker decomposition is to decompose a tensor into a small core tensor multiplied by a factor matrix along each mode. The Tucker decomposition of an N th order tensor A ∈ R I 1 ×I 2 ×...×I N can be written as
where ζ ∈ R R 1 ×R 2 ×···×R N is the core tensor, and
∈ R I n ×R n denotes the factor matrix along the n th mode. Fig.3 illustrates the Tucker-3 decomposition of a 3-way tensor. Liu et al. [19] proposed a tensor completion algorithm based on minimizing tensor n-rank in Tucker decomposition format . It uses the matrix nuclear norm instead of matrix rank, and try to solve the convex problem as follows
where X (i) is the mode-n matricization of X and α (i) are prespecified constants satisfying
Unlike the optimal dimensionality reduction in matrix PCA which can be obtained by truncating the SVD, there is no trivial multi-linear counterpart to dimensionality reduction for Tucker type. Alternatively, suitable choices of the truncation values of n-rank are not likely to be known a priori [24] . As a contrast, our proposed algorithm use the actual rows and columns of the tensor to efficiently compute the low rank approximation of a given tensor, without having to know the rank a priori. VOLUME 6, 2018
C. TENSOR COMPLETION BASED ON TENSOR SINGULAR VALUE DECOMPOSITION
Zhang and Aeron [25] considered sampling and recovery for a 3-way tensor using the tensor singular value decomposition (tensor-SVD) , in which it uses a t-product defining the multiplication action. The tensor-SVD of a tensor A ∈ R I 1 ×I 2 ×I 3 of order 3 is given by
where U and V are orthogonal tensors of size I 1 × I 1 × I 3 and I 2 × I 2 × I 3 respectively. S is a rectangular f -diagonal tensor [25] of size I 1 × I 2 × I 3 , and the entries in S are called the singular values of A. Tensors U, S and V are derived from individual matrix-SVD in Fourier space and * denotes the t-product. Fig.4 show the tensor singular value decomposition of a 3-way tensor. The tensor tubal rank is used in tensor-SVD, also referred to as tensor rank. Zhang et al. tried to complete the tensor by solving the following convex optimization problem
where the tensor nuclear norm is taken as the convex relaxation of tensor tubal rank, * TNN is the tensor nuclear norm. Zhang et al. showed that one can perfectly recover a tensor of size I 1 × I 2 × I 3 with rank r under tensor-SVD as long as O(rI 1 I 3 log((I 1 +I 2 )I 3 )) samples are observed. The success of tensor-SVD is based on the usage of t-product, which ensures that the result of algebra and analysis is very close to that of matrix algebra and analysis [25] . Because of the success of the t-product in our proposed algorithm, we chose to use it to define the multiplication action.
However, the tensor-SVD algorithm is computationally expensive, especially for a large tensor, because it requires computing the SVD decomposition of the approximate matrix at each iteration of the optimization. To overcome this shortcoming of tensor-SVD based algorithm, our proposed algorithm extends the recently developed matrix-CUR decomposition to tensor. It computes the low rank approximation of a given tensor by using the actual rows and columns of the tensor. It only needs to solve a standard regression problem and therefore it is computationally efficient.
IV. PROBLEM FORMULATION
In this section, we formulate the missing data recovery problem as a tensor completion problem. In order to estimate the missing data, we propose a tensor-CUR decomposition model. Since our proposed tensor-CUR decomposition is a 3-way analogue of matrix-CUR decomposition, below we first introduce CUR approximation.
Definition 13 (Matrix CUR Approximation (M-CUR) [32] - [34] ): Let A be an m × n matrix. In adition, let C be an m × d matrix whose columns consist of a small number of d columns of the matrix A, let R be an l ×n matrix whose rows consist of a small number of l rows of the original matrix A, and let U be a d × l matrix. Then Y is a column-row-based low-rank approximation, or a CUR approximation to A, if it may be explicitly written as
This decomposition provides a low rank approximation Y = C × U × R when the number of selected rows and columns is lower than the min(m, n). CUR matrix decomposition can efficiently compute the low rank approximation for a given matrix by using the actual rows and columns of the matrix. It has been used as a very useful tool for handling large matrices. Compared to other low rank approximation algorithms, CUR matrix decomposition only needs to solve a standard regression problem and therefore, can be solved efficiently. It does not have to compute the SVD decomposition of the approximate matrix at each iteration of the optimization.
Our proposed tensor-CUR decomposition is a 3-way analogue of matrix-CUR decomposition. It inherits the advantage of matrix-CUR decomposition and utilize it into our missing data recovery problem to obtain a higher efficiency. We give the definition of the tensor CUR decomposition below.
Definition 14 (Tensor CUR Decomposition (T-CUR)):
For a 3-way tensor A ∈ R I 1 ×I 2 ×I 3 , the tensor-CUR decomposition is given by
where C, U and R are tensors of size I 1 × I 1 × I 3 , I 1 × I 2 × I 3 and I 2 × I 2 × I 3 respectively. The missing data recovery problem can be formulated as a tensor completion problem with the goal of finding its missing entries through the following optimization min
V. PROPOSED ALGORITHM
In this section, we propose a novel tensor completion algorithm to accurately recover the missing data. Our goal is to develop a tensor-CUR approximation algorithm to estimate the missing data.
A. TENSOR COMPLETION WITH TUBAL SAMPLING
Tensor completion via uniform entry-wise sampling is wellstudied. Its other perspective is by random tubal sampling as considered in [25] . In this subsection, we formally define the tensor completion problem with tubal sampling. Fig.5 illustrate the operation of tubal sampling. For a given 3-way tensor A ∈ R I 1 ×I 2 ×I 3 , suppose there are m tubes of A, sampled according to the Bernoulli model. It means that each tensor tube of A is sampled along the third dimension with probability p independent of others. The task of tensor completion problem is to recover A from the observed entries. Noting that Y = C * U * R ⇔Ȳ = CŪR [25] , makes it much simpler to establish that solving this optimization problem (24) is equivalent to solving the following problem in the Fourier domain under tubal sampling [25] : (25) where F I 3 is a mapping which maps a third order tensor Z tō Z along the third dimension of tensors, F −1 I 3 is its inverse transform. In this case, one is given observations of A at indices (i, j) ∈ , i ∈ 1, 2, ..., I 1 , j ∈ 1, 2, ..., I 2 . Noting that:
×Û (1) ×R (1) . . .Ŷ
Then, solving this optimization problem in (25) is equivalent to solving the following I 3 matrix completion problem under linear constraint [25] :
Therefore tensor completion problem with tubal sampling is essentially the matrix completion from random samplings of each face in the Fourier domain. We can directly use some result of matrix-CUR approximation algorithm. Fig.6 illustrate the transformation process. 
B. TENSOR-CUR COMPLETION
In this subsection, we provide details of our tensor-CUR completion algorithm. Algorithm 1 gives our T-CUR algorithm and Fig.7 illustrates the process of our T-CUR algorithm.
Algorithm 1 Tensor-CUR Approximation From Partially Observed Entries (T-CUR)
Require: Observation data P (A) ∈ R I 1 ×I 2 ×I 3 , vector of sample columns/rows number d/l ∈ R 1×I 3 1:
On line 1, as initial step, we take the Fourier transform along the third dimension of the observation data to obtain a third order tensor of the same size (see Fig.7(a) to Fig.7(b) ). On lines 2-4, we solve the M-CUR approximation of each frontal faceÂ (i) by executing Algorithm 2, where both d i and l i are parameters which are determined following the Theorem 3. As shown, only the observed entries are utilized. After getting three factor tensorĈ,Û andR in the Fourier domain (see Fig.7(d) and Fig.7(e) ), on line 5, we use the inverse Fourier to transform these factor tensor into three factor tensor C, U and R. This will then be used for tensor CUR approximation in the original domain (see Fig.7(b) to Fig.7(a) ). Lastly, Y is the final recovered tensor CUR approximation of A, which is calculated by Y = C * U * R.
One limitation of the existing algorithms for CUR matrix decomposition is that they require an access to the full matrix to effectively compute the low rank approximation [35] . Mackey et al. [32] alleviated this limitation by developing a CUR decomposition algorithm for partially observed matrices.
In particular, for I 1 × I 2 matrixÂ (i) , let represent the set of indices of observed entries. Let C (i) be an I 1 × d i matrix whose columns sampled uniformly at random from the columns of P (Â (i) ), and let R (i) be an l i × I 2 matrix whose rows are sampled uniformly at random from the rows of P (Â (i) ). The proposed algorithm computes the low rank approximation of C (i) and R (i) by using the matrix completion technique. Let r i be the target rank for approximation, with VOLUME 6, 2018 FIGURE 7. The Tensor-CUR approximation of a 3-way tensor.
. LetĈ (i) andR (i) be the low-rank r i approximations of C (i) and R (i) , respectively. Then, the goal is to estimate a low rank approximation of matrixÂ (i) usingĈ (i) , R (i) and the randomly sampled entries in . So far, it needs to solve the following optimization:
Note that (28) is a standard regression problem [35] , which can be solved efficiently using the standard regression method. Algorithm 2 summarize the general framework that we refer to as M-CUR.
Algorithm 2 Matrix-CUR Approximation From Partially Observed Entries (M-CUR)
= MC-BASE(P ( R (i) )) 4: end do 5: LetŴ (i) be the l i ×d i matrix formed from the intersection of the sampled rows and columns. 6: ReturnĈ (i) ,Ŵ (i) † ,R (i) , and then get a Matrix-CUR approximation ofÂ (i) :
On line 3, MC-BASE denote a standard base matrix factorization algorithm which output the low-rank approximations of its input. We use the state-of-the-art singular value thresholding (SVT) approach [36] as our base MC algorithm, which can automatically specify the rank of the unknown matrix by using a sample method. For more details see [36] . After we got the two low-rank approximationsĈ (i) and R (i) , on line 6, we calculate the matrix-CUR approximation ofÂ (i) asŶ (i) = (Ĉ (i)Ŵ (i) †R (i) ), where † is the pseudoinverse [32] .
C. COMPLEXITY ANALYSIS
In this subsection, we compare computational complexity for T-SVD and T-CUR.
As the main steps of T-SVD are matrix-SVD of each frontal face, the main complexity of T-SVD comes from computation of the matrix singular value decomposition of each frontal face. Matrix-SVD have O(I 1 × I 2 × rÂ (i) ) per-iteration time complexity due to the rank-rÂ (i) truncated SVD performed on each iteration, where rank-rÂ (i) is the rank of the frontal faceÂ (i) . Then, T-SVD has a complexity time of O(I 3 × Iter max × I 1 × I 2 ×r 0 ), wherer 0 = max(rÂ (i) ) and Iter max is the value of the max iteration.
Compared to T-SVD, the main steps of T-CUR are matrix-CUR of each frontal face, as shown in the line 3 of Algorithm 1. Moreover, from Algorithm 2, we can see that the main step of matrix-CUR is on line 3, which divides the expensive task of matrix factorization into smaller subproblems. The step 3 of Algorithm 2 significantly reduces the periteration complexity times to O(
, where r C (i) and r R (i) are rank of C (i) and R (i) , respectively. Hence, T-CUR has a similar complexity on the order of O(I 3 × Iter max × (I 1 ×d + I 2 ×l) ×r 1 ),
Ford,l << min(I 1 , I 2 ), we can see that the computational complexity of T-CUR is much lower than that of T-SVD, which demonstrates the computational efficiency of T-CUR.
VI. THEORETICAL ANALYSIS
In this section, we present our theoretical analysis. The following theorem presents a guarantee for the tensor-CUR decomposition of any real-valued tensor A ∈ R I 1 ×I 2 ×I 3 .
Theorem 1: Suppose A is an I 1 ×I 2 ×I 3 real-valued tensor, then A can be factored as:
where C, U and R are tensors of size I 1 × I 1 × I 3 , I 1 × I 2 × I 3 and I 2 × I 2 × I 3 respectively. Proof: Firstly, we transform circ(A) into Fourier domain.
Secondly, we compute the M-CUR of eachÂ (i) aŝ
. . .Ĉ
. . .Û
. . .R
Since
are circulant matrices, we can obtain an expression for unfold(A), by applying the appropriate matrix F I 3 ⊗ I I 1 to the left and F * I 3 ⊗ I I 2 to the right of each of the block diagonal matrices in (31) to get three block circulant matrices. We define unfold(C), unfold(U) and unfold(R) as the first block columns of each of the respective block-circulant matrices, and then folding up the result. This gives a decomposition of the form C * U * R, and the proof is complete.
We then define two standard notions of coherence, which is used for the sufficient conditions for accurate matrix completion, and thereafter, present the theoretical guarantee for M-CUR.
Definition 15 (u 0 -Coherence [32] ): Let V ∈ R n×r contain orthonormal columns with r ≤ n. Then, the u 0 -Coherence of V is:
where P V is the orthogonal projection onto the column space of V , and e i is the i th column of the standard basis.
where U L ∈ R m×r and V L ∈ R n×r are the corresponding left and right singular vectors of L.
Our analysis focuses on base MC algorithms that express their recovery guarantees in terms of the (u, r)-coherence of the target low-rank matrix, where lower values of u correspond to better recovery properties.
Theorem 2 (Corollary 4 [32] ): Fixing any ε, δ ∈ (0, 1), suppose L is the best low rank-r approximation of an m × n matrix A (this means that (A − L) F , where is the noise level), and it is (u, r)-coherent. There are s entries of A observed, and the locations of distributed uniformly. Then define an over-sampling parameter as:
and fix any target rate parameter 1 < β < β s . If
with the probability of at least
with c and c as fixed positive constant and n = max(m, n). For more detailed proof see [32] . Suppose there are s thirddimensional tubes of A ∈ R I 1 ×I 2 ×I 3 sampled according to the Bernoulli model, the following theorem will present the theoretical guarantee for our T-CUR.
Theorem 3: Suppose Y ∈ R I 1 ×I 2 ×I 3 is the solution of algorithm 1, whose tensor-CUR is given by Y = C * U * R, where C, U and R are I 1 × I 1 × I 3 , I 1 × I 2 × I 3 and I 2 × I 2 × I 3 tensors, respectively. SupposeL (i) is the best low rank-r i approximation of I 1 × I 2 matrixÂ (i) (that means 
and fix any target rate parameter at 1 < β < β s . If
with probability of at least
with all of ( , ε, δ, c and c ) as shown in Theorem 2, where n = max(I 1 , I 2 ), r = max(r i ), u = max(u i ) and
and let
Then we can fix any target rate parameter at 1
which completes the proof. Theorem 3 requires the number of sampled columns and rows used for the accurate recovery ofÂ (i) to decrease as the over-sampling parameter β s increases with I 1 and I 2 . In the best case, β s = (
), Theorem 3 requires only (
log 2 (I 1 + I 2 )) sampled columns and (
log 2 (I 1 + I 2 )) sampled rows [32] . In the worst case, β s = (1), and Theorem 3 requires the number of sampled columns and 
VII. SIMULATION AND EXPERIMENT
In this section, we use two public real traffic data Abilene [37], GÉANT [38] , and one simulated three-way data to evaluate the effectiveness and efficiency of our proposed algorithm. For GÉANT data, we selected its subset to get a complete data set, and finally get t = 96, o = 100 and d = 107. Fig.8 shows an illustration of Abilene. In our traffic data model, the random sampling strategy is unfavorable because it changes often (daily), hence the tubal sampling is more suitable.
2) SIMULATED DATA
We use the create_problem function of the Tensor Toolbox [39] to create our simulated data. The create_problem function allows a user to generate a test problem with a prespecified solution. It can generate an example data tensor optionally corrupted with standard norm distribution noise. We set the size of data tensor to be 200 × 200 × 200, set the rank to be 10, and set the noise to be 10% . We create our 
B. COMPUTATIONAL ENVIRONMENT AND METHODS
Our method was compared with other three state-of-the-art tensor completion methods 1) CP als : CP als addresses the problem of fitting the CP model to incomplete data sets by solving an alternating least-square problem. It was implemented using the Tensor Toolbox [39] . 2) TK als : TK als addresses the problem of fitting the Tucker model to incomplete data sets by solving an alternating least-squares problem. It was implemented using the Tensor Toolbox. 3) T-SVD: T-SVD addresses the problem of fitting the tensor SVD model to incomplete data sets by solving a convex optimization problem. All the simulations were performed with MATLAB R2015b on a MacBook Pro, equipped with Intel Core i5 CPUs (2.90GHz) and 8.00GB RAM. For CP als and TK als , we set the tensor rank to 10, and the max iteration to 500. For T-SVD and T-CUR, we set the max iteration to 50. Following the Theorem 3, we set both the value of sampled columns and sampled rows as log 2 (I 1 + I 2 ) for T-CUR. The same set of starting points was used by all the methods in the same order. For traffic data, we set parameter delta of our base MC algorithm (SVT ) to 1.2 and set parameter tau to 10. For simulated data, we set parameter delta to 1.2 and set parameter tau to default.
We then deployed random tubal sampling and compared the results of recovery at different sampling ratios for all methods. The estimated performance was evaluated by Observed Error Ratio, Recovery Error Ratio and Recovery Computation Time. The formulation is defined as Definition 17 (Observed Error Ratio): A metric for measuring the recovery error of entries in the tensor after the interpolation, which can be calculated as ObservedError =
x ijk andx ijk denote the raw data and the recovered data at (i, j, k)-th element of X , respectively. T is the total data entries, that is, T = o × t × k. Note that only entry observed (i.e., (i, j, k) ∈ ) is counted in observed error ratio.
Definition 18 (Recovery Error Ratio):
A metric for measuring the recovery error of entries in the tensor after the interpolation, which can be calculated as RecoveryError = 
C. RESULTS ANALYSIS
In this subsection, we first present the simulation results on error ratio comparison, and then present the recovery computation time comparison.
In Fig.9 , we use the real traffic data and simulated data respectively to compare the observed error ratio under different sample ratios. In all subfigures, we found that the observed error ratios of the four schemes are all under 14 × 10 −4 , which is a very small value. These results demonstrate that all schemes can achieve a good observed error ratio performance in both real traffic data and simulated data experiments. Moreover, compared to T-SVD, our T-CUR has almost the same observed error ratio at different sampling rates. These results demonstrate that our T-CUR scheme is instrumental on achieving observed error ratio performance as good as T-SVD. Fig.10 shows the recovery error ratio under different sample ratio. Compared to CP als and TK als , T-SVD and T-CUR in all subfigures have much lower recovery error ratio even though all schemes have the same sampling ratio. This demonstrates that by using t-product, T-SVD and T-CUR becomes effective and are able to capture the global information in the data tensor to recover the missing data with a higher accuracy. As shown in Fig.10(b) , the recovery error ratio under CP als and TK als raise up to 100, which is a very large value. We can conclude that CP als and TK als can not recovers the missing data when the whole tubal column is missing. Moreover, compared to T-SVD, we found that the recovery error ratios under T-CUR are not more than those under T-SVD. In particular, as shown in Fig.10(c) , the recovery error ratio under T-CUR is much lower than that under T-SVD, which further demonstrates the effectiveness of our T-CUR scheme in supporting high accuracy tensor decomposition.
Although T-CUR and T-SVD can achieve similar recovery accuracy performance on error ratios, in the next paragraph, we will show that the recovery computation time under T-CUR is much faster than that under T-SVD. Fig.11 compares the recovery computation time under T-SVD and T-CUR. As expected, the recovery computation time increases with the increase on sampling ratio. This is because more data are involved in the computation when sampling ratio increases. Compared to T-SVD, we found that the recovery computation time under T-CUR is much lower than that under T-SVD. As shown in Fig.11(a) , when the sampling ratio reaches 80%, the recovery computation time of the T-SVD raises up to 2500s, while the recovery computation time under our T-CUR only raises up to 1000s. T-CUR requires only 40% of the total time needed by T-SVD. These results demonstrate that our T-CUR is a very effective method for reducing the computation time. Moreover, with the increase of sampling ratio, the recovery computation time gap between T-SVD and our T-CUR becomes larger, which means the recovery computation time under T-SVD increases much faster than that under T-CUR.
All these simulation results demonstrate that our T-CUR is a very effective scheme, that is able to achieve very good recovery performance with lower observed error ratio, recovery error ratio and a very short computation time.
VIII. CONCLUSION
In this paper, we formulated the missing data recovery problem of a 3-way tensor as a tensor completion problem. We proposed a novel tensor completion algorithm to quickly recover the missing data from limited samples.
It is a new way to generalize the matrix-CUR into a 3-way tensor. Meaning that a 3-way tensor can now be written as a product of 3-way tensors. We have done extensive simulations on both real data set and simulated data set to verify the efficiency and effectiveness of our proposed algorithm. Compared with other methods in the literature, our algorithm can achieve very good recovery performance, based on the observed error ratio, recovery error ratio and computation time. KUN 
