Motion segmentation of an image sequence belongs to the most difficult and important problems in video processing and compression, and in computer vision. In this paper, we consider the problem of segmenting an image into multiple regions possibly undergoing different motions. To this end we use level sets of functions evolving according to certain partial differential equations. Contrary to numerous other motion segmentation algorithms based on level sets, we compute accurate motion boundaries without relying on intensity boundaries as an accessory. This will be illustrated on examples where intensity boundaries are hardly visible and yet motion boundaries are accurately identified. The main benefit of the level set representation is in its ability to handle variations in the topology of the level sets. As a result, it is only necessary to know the total number of distinct motion classes and their parameters. We describe an automatic initialization procedure that is based on feature point correspondences and K-means clustering in a 6-parameter space of affine parameters. We illustrate the performance of the proposed algorithm on real images with both real and synthetic motion.
INTRODUCTION
Segmentation of an image sequence into moving objects belongs to the most difficult and important problems in video processing (object-based video database querying), video compression (MPEG-4) and computer vision (scene analysis). To date, the problem has been addressed using a variety of approaches. In one class of approaches, first a field of motion parameters is computed and then segmented. 1 Since the motion estimation and segmentation are closely related, this approach can be extended to perform a sequence of estimation and segmentation steps.
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In another class of methods, the motion estimation and segmentation are performed jointly. The problem is usually formulated using the energy minimization or maximum a posteriori probability frameworks 3, 4 and solved by iterating between the estimation and segmentation steps derived from the common formulation.
Many of the segmentation methods are based on a dense motion model. Once a dense motion field is computed, motion boundaries are hypothesized at those image points that have large motion gradient. Therefore, an imprecise motion estimate is likely to yield a poor motion segmentation. Typically, the imprecise motion estimation at motion boundaries is due to excessive smoothing. This problem can be somewhat alleviated either by making explicit the dependence of motion boundaries on intensity boundaries 5 or by adopting edge-preserving priors leading to anisotropic diffusion equations. 6 In this paper, we consider the problem of segmenting motion regions using level sets of functions evolving according to certain partial differential equations. Although level sets have recently been used for segmenting moving objects from their background, 7 the algorithm presented here is purely motion-based and does not use intensity segmentation as an accessory. This is not the case with the algorithm described in, 7 which explicitly combines motion segmentation and intensity segmentation, and requires strong intensity edges at motion boundaries. The problem with combining these two is that one cannot determine to what extent the final segmentation is motion-based or intensity-based. The algorithm presented here computes an accurate segmentation based on motion alone; we show examples where intensity boundaries are hardly visible and yet motion boundaries are accurately found. Also, another major difference between our work and that in 7 is that we use level sets to perform motion segmentation on the original image itself.
In 7 an intermediate intensity image is computed first, with the value at each point being the likelihood that the point is a motion boundary point, and then an intensity segmentation is performed on this image using level sets. Since our approach is iterative (interleaved motion estimation and segmentation), we obtain, as a byproduct, a set of motion parameters for each segment. To date we have studied translational and affine motion models.
LEVEL-SET FORMULATION
We formulate the problem of motion segmentation as region competition. 8 In this formulation, the shortest closed planar curves are sought which "best" separate distinct motion regions from one another. Let {I n , I n+1 } be the images at time instants n and n + 1, let {T i } N i=1 be a family of motion transformations. In the simplest non trivial case, N = 2, denoting two distinct motion regions (e.g., moving object on a fixed background). In later sections, we will assume that the T i are affine transformations; at this point, however, the T i can be arbitrary transformations.
be the partition of the image domain Ω into distinct motion regions corresponding to
is precisely the segmentation we wish to compute. Our motion model is defined as follows:
where the η i are independent zero-mean stationary Gaussian white noise processes. Let ξ(T , x)=I n+1 (T x) − I n (x). Then,
where N i is the density function of η i . Since the family
was assumed to be a partition of the image domain, the above product is a product over all image points. At this point, we consider the simpler case corresponding to N = 2 (object and background). Treating this simple case first will allow us to easily derive the level set evolution equations for N = 2, and these equations will lend themselves to immediate generalization to larger N , as will be clear in section (Section 4).
Let Ω o be the domain of the moving object, and let its complement Ω b = Ω c o denote the background. Let T o be the motion transformation associated with Ω o , and T b that of Ω b . Assume the boundary ∂Ω b of Ω b is a smooth closed planar curve. Computing the segmentation of the image domain into the two disjoint regions Ω o and Ω b is equivalent to computing the boundary ∂Ω o . Let γ be a closed planar curve which we use as an estimator of ∂Ω o . By incorporating the above probabilistic model jointly with the prior on the length of γ into the MAP framework, one arrives at the following functional to minimize:
where R γ , the region enclosed by γ, is the estimator of the moving object, while its complement R c γ is the estimator of the background. In last integral above, we have parameterized γ by s ∈ [0, 1]. Minimizing the above energy function corresponds to finding the shortest closed curve γ which best separates a moving region with motion transformation T o from another with motion transformation T b .
The Euler-Lagrange descent equations with respect to the curve γ are given by:
where α > 0, n is the unit normal to γ pointing outward of R γ , and curv is the curvature function. Note that jointly with the estimation of the planar curve γ, the motion transformations T o and T b can be estimated as well (e.g., via least-squares) within their respective domains R γ and R c γ .
We now represent the curve γ implicitly by the zero level set of a function u : R 2 → R. The numerous advantages of such an implicit representation are well-known in the literature 9 and we mention only the most important two: numerical stability and topology independence. To the evolution equation of γ there corresponds an evolution equation for u. We thus view u as a map u : R 3 → R, the new variable being t, and we construct the partial differential equation u has to satisfy so that its zero level set satisfy the evolution equation of γ given above. As a result, the solution curve to our original segmentation problem will be given by the zero level set of u as t → ∞. After some simple manipulations, we obtain the following evolution equation for u:
where H is the Hessian of u, and
. The choice of orientation of the level set curve {u = 0}
(counterclockwise) implies that R γ = {u > 0} and R c γ = {u < 0}. The second term on the right hand side of the equation above is a diffusion term along the level sets of u which tends to locally straighten out the level sets, and globally to reduce their length. Following discretization of the above equation, the limit of the function u as t → ∞ can be easily computed through Gauss-Seidel iterations. Alternatively, the entropy solution can be found by using numerical discretization schemes.
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The behavior of u is explicitly stated in the above equation. Assuming the diffusion term on the right hand side is zero, we see that for x a point with motion T o , ∂u ∂t (x) will be positive and u(x) will grow as t → ∞, assigning x to {u > 0} = R γ . If on the other hand x is a point with motion T b , then u(x) will decrease as t → ∞, assigning x to {u < 0} = R c γ .
CONTROL OF THE TOPOLOGY
The topology induced by an explicitly defined closed planar active contour does not change, as long as the contour does not self-intersect; the contour divides the plane into two disjoint connected regions, one bounded, the other unbounded. However, since the curves defined by level sets are only implicitly defined, an implicitly defined closed curve can freely split into numerous closed curves, and inversely, a number of implicitly defined closed curves can merge and yield one single closed curve. This flexibility to handle variations in topology is one of the most important aspects of the level set approach. In our proposed motion segmentation algorithm however, only motion information is used and numerous cues which would have further constrained the topology are discarded (e.g., intensity boundaries). As a result, inaccuracies in the motion models used or even observation noise can possibly result in excessive fragmentation of the regions. To somehow keep the topology simple and to prevent excessive fragmentation, we impose the following prior on u:
This prior is clearly not a topological invariant and cannot measure the degree of connectivity of a region. However, it penalizes large changes in u and can be effective in reducing excessive fragmentation, although it can also result in excessive smoothing of the level sets. This prior yields a Laplacian term in the descent equations as follows:
Clearly, the last term in the above expression is a diffusion term along ∇u, that is, across the level sets of u. As a result, it "ties together" neighboring level sets, providing some level of control over the topology induced by the level sets.
EXTENSION TO MULTIPLE MOTIONS
The extension of the algorithm to multiple motion segmentation can be achieved by considering only the final level set evolution equations derived above in the case of two motion regions. However, contrary to the two-motion case where a single function u could represent two distinct motion regions (the object being represented by the support of the positive part of u, and the background by the support of the negative part), the straightforward extension to multiple motion segmentation requires as many level set functions u as there are motion regions. Each motion region will then be represented by the support of the positive part of its corresponding level set function. The resulting evolution equations will consist of a system of coupled partial differential equations. The coupling will naturally follow from the fact that the various level set functions will compete against each other to claim their respective regions.
Consider the family {u i :
of functions, where the support of the positive part of u i represents the i th motion region. Generally isolated from one another at initialization, the boundaries of the seed regions should be encouraged to grow so as to englobe as many points as possible which can be explained by the same motion transformation. We can consider the transformation T to explain the motion of point x if the residual ξ(T , x) is less than some constant. This constant is a decision threshold which depends, among other things, on observation noise in both images, as well as the accuracy with which T models the observed motion. Following (1), the evolution equation for the u i should then initially be
where curv is the curvature, given in terms of u by
Neglecting the curvature term, we see that u i will increase or decrease depending on whether (ξ(T i , p)) 2 is smaller than or larger than C.
Eventually, the supports of the positive parts of the various u k will grow and will overlap. If at some image point x there are exactly two distinct indices i and k for which u i (x) and u k (x) are both positive, that is, x is claimed by both transformations T i and T k , then clearly x should be assigned to the transformation which best explains its motion, that is, the one with smaller residual. In this case, the evolution of u i should be dictated by the following partial differential equation:
If, in addition to u i , two or more motion regions compete for the same point x, u i should claim x only if T i has the smallest residual among all the competing transformations T k , that is, by considering the difference ((ξ(
2 ) for all k for which u k (x) > 0. The evolution of u i should then be governed by the equation
All of the above cases can be summarized in one single evolution equation, given by
In this equation, the max operator selects the transformation which best explains the motion of x among those that "claim" x, i.e., those for which the corresponding u function is positive. If T i is the best such transformation, the max is negative and (discarding the smoothness terms), u i (x) will grow. If, on the other hand, some other transformation better explains the motion than T i does, the max is positive and (again, discarding the smoothness terms) u i (x) will decrease. If there is no transformation T j for which u j (x) is positive, then the max will be (I n (x)−I n+1 (T i x)) 2 −C. Note that a large C will encourage all motion regions to grow and will bring them into competition with each other.
If C is chosen too small, this may never happen. Variations of this final equation are also possible. For example, it is possible to allow the regions to compete for a point before they even meet at that point. This can be easily done by removing from the above equation the condition that the maximum be sought over all k for which u k > 0. However, the resulting segmentation will then be more fragmented.
INITIALIZATION OF THE ALGORITHM
The algorithm presented above must be provided with the motion transformations {T i } N i=1 , i.e., the number of transformations (motion classes) and motion parameters for each class. Using this global information, the segmentation algorithm will infer class memberships based on the evolution of surface functions u i . Recall, that these classes need not be disjoint as such a condition is not enforced in our level set representation.
Below, we present a procedure for the initialization of
with each T i modeled by an affine transformation. This initialization is based on feature extraction and correspondence, followed by clustering in a 6-dimensional space of affine motion parameters.
Feature extraction and correspondence

Many methods exist for the extraction of feature points. A comparison of a number of methods
10 has demonstrated that the method proposed by Harris 11 is equivalent to others or better in terms of repeatability i.e., independence of changes in the imaging conditions, such as image rotation, scale change, variation of illumination, viewpoint change and noise of the imaging system.
The Harris feature-point detector
11 measures the local image properties by evaluating the following function:
where the approximation is due to a Taylor expansion and w(x, y) is a weighting (smoothing) window.
Clearly, the right-hand side can be written as
and
where I x and I y are again the partial derivatives of I. Based on the value of E(x, y), a decision can be taken as to whether the image point at (x, y) is a feature point or not.
Assume that the matrix M (4) has eigenvalues α i , i = 1, 2. Then, three cases must be considered:
1. if both α i are small, then E (3) is necessarily small, regardless of the displacements; the region is uniform in this case, 2. if one of the α i is large while the other is small, the displacement in the direction corresponding to the large eigenvalue will result in a large E, which indicates an edge location, 3. if both α i are large, then E is large, which indicates a point of interest.
In order to detect the three cases above, we will apply the following measure to the matrix M :
with k being a positive constant. Note that for small α i (uniform area) R is close to zero, for one small α i and the other large (edge), R assume a large negative value, while for both α i large (feature point), R is large and positive if k is kept sufficiently small. We have determined that for the images tested k=0.06 is a good choice. To avoid the computation of eigenvalues, we use the facts that T race(M ) = α 1 + α 2 = A + C and Det(M ) = α 1 α 2 = AC − B 2 .
Since we are interested in interest points only, we need to detect locations where R is sufficiently large. We implement this detection as follows:
1. compute R(x, y) at each pixel of the image I(x, y), 2. find the global maximum of R(x, y) over the whole image, denoted R max , compare each R(x, y) with θR max , where θ is a positive constant, and keep those R(x, y) that are larger than θR max , 3. assume that interest points are isolated (i.e., that neighbors of an interest point are not interest points), and search for the local maximum of R(x, y) in a 3×3 neighborhood of each image point (x, y); if this maximum is superior to θR max , consider the corresponding image point to be an interest point.
As the smoothing window w(u, v) in (3) we choose the following Gaussian function:
To establish correspondence between feature points in images I n and I n+1 , we use exhaustive search based on a correlation measure. Let x n = (x n , y n ) and x n+1 = (x n+1 , y n+1 ) be coordinates of feature points in the left and right images, respectively, and let G n and G n+1 be the corresponding ensembles of such coordinates. Let
} be a rectangular search window.
We measure the correlation between feature points at x n and x n+1 as follows 12 :
where µ n , µ n+1 and σ 2 n , σ 2 n+1 are sample means and variances, respectively, computed over the (2N x + 1) × (2N y + 1) correlation window. For x n and x n+1 , such that in the correlation windows around them image intensities a similar, Ψ(x n , x n+1 ) attains large values.
We use the correlation measure (6) as follows: for each feature point x n in the left image, we search for a rightimage feature point x n+1 located within the search window S centered at x n such that it maximizes Ψ(x n , x n+1 ):
However, in order that the match be reliable, the correlation measure Ψ(x n , x n+1 ) must be above a threshold, i.e., we require that
The final step is cross-validation to eliminate false matches. This is achieved by requiring that Ψ(x n , x n+1 ) be equal to Ψ(x n+1 , x n ), i.e., that x n be the best match for x n+1 , if x n+1 is the best match for x n .
Motion classification
Once feature points are extracted and correspondences established, we have pairs of corresponding image points on the basis of which we can compute the different classes of image motion. We assume that all these motion classes can be described by an affine motion and that they do not deviate too much from a rigid motion. These two assumptions allow us to considerably reduce the complexity of the problem without losing too much generality. Let {(
be a set of pairs of corresponding feature points. From this set, we wish to estimate the number of distinct motion classes, classify the pairs of corresponding feature points, and finally estimate the motion parameters for each class.
Estimation of the number of motion classes
Let (x 1 , z 1 ) and (x 2 , z 2 ) be two pairs of corresponding feature points. If both can be explained by the same affine transformation T = (A, b), then
Since the transformation T is supposed to be close to a rigid motion, the distance d(
Based on this observation, we can describe an initial classification algorithm, as follows. Initially, a class C 1 is created and the pair (x 1 , z 1 ) is assigned to it. Every pair (
|< is then assigned to C 1 , where is a bound on the allowed deviation from rigid motion. If there are points in {(
that have not been assigned to C 1 , a new class C 2 is created, and the same process is repeated for C 2 . The process terminates when all pairs have been classified. Since we need at least 3 distinct pairs of corresponding points to estimate an affine transformation, all classes which contain less than three elements are discarded. We thus have L distinct motion classes {C 1 , C 2 , . . . , C L } which have been created, and an initial assignment of pairs of feature points to these classes. Note, however, that the classification thus obtained is very coarse. Indeed, the classification criterion described above is only a necessary condition for rigid motion not a sufficient one, and it could well happen that pairs with far apart affine motions be assigned to the same motion class. On the other hand, the estimate L of the number of distinct motion classes has been experimentally verified to be accurate, especially for high ratios of feature points to motion classes. Using the estimate L of the number of motion classes, the initial classification is iteratively improved using the K-means clustering algorithm. At each step of this algorithm, for each l in {1, . . . , L}, the affine transformation T l = (A l , b l ) corresponding to class C l is computed based on the pairs (x i , z i ) in C l . Subsequently, each pair (x j , z j ) of each class is assigned to the class C m for which the distance d((x j , z j ), C m ) = A m x j + b m − z j is minimum. The iterations stop whenever classes are not altered anymore.
Motion initialization
Initially, all of the u i are set to some negative value. The feature points define the seeds, that is, the initial regions from which segmentation starts. A square neighborhood of fixed size is constructed around each feature point, and the points in this square neighborhood are assumed to belong to the same motion class as the feature point to which it corresponds, say Ω j , for some j ∈ {1, . . . , N }. u j is then set to some positive value for all points in this square neighborhood. We can thus imagine the initial level set functions as being flat, except at some narrow elevated plateaus, each plateau denoting membership in the specific motion class of that level set function. The goal of segmentation is to make these plateaus extend (or shrink) appropriately so that each image point belong to the plateau of a level set function (ideally, to one only).
EXPERIMENTAL RESULTS
We first illustrate our algorithm on a real image with four synthetically moving objects (Fig. 1) . The backgrounds in both I n and I n+1 come from image aqua, while the objects come from aqua and tunnel (see Acknowledgments). In image I n+1 the objects have been displaced by up to several hundred pixels as compared to the image I n .
The algorithm is applied with K=500 and K T =600 over 3400 iterations. It has been initialized as described in Section 5. The initial level set contours for all u i superposed onto I n are shown in Fig. 2(a) . Although it is not obvious, each u i is initialized to a positive value in the vicinity of feature points from one class. Figs.2(b-d) show the evolution of the level sets until the final state after 3400 iterations. Note that all four objects have been properly tracked, although some inaccuracies exist. Since in Fig. 2(d) level sets for all 5 functions u are shown, the interpretation is not easy. Therefore, Fig. 3 shows the four estimated objects and the background, suitably cut out of the image I n (image intensity has been suppressed for image points x such that u i (x) < 0), jointly with the original objects. Note the very good delineation of objects #1, #3 and #4 (Fig. 3(c) , 3(e), and 3(f)) in comparison with the original ones in Fig. 3(a) , but a somewhat erroneous shape (spurious "bays") of object #2 in Fig. 3(d) . Interestingly, the shape of this object "fits" within the corresponding hole in the background (Fig. 3(b) ). This hole is larger than the estimated object #2, but more importantly there is an additional fifth whole (not counting the small ones) in the background in the center-left that does not correspond to any object. Both the enlarged hole and the fifth one are due to occlusions occurring between image I n and I n+1 . While all the objects from I n are visible in I n+1 , pixels in I n that correspond to the location of objects #2 and #3 (both fish) at time n + 1 become occluded. Therefore, no (a) Image I n with 4 synthetic objects (a) Image I n+1 with the objects displaced Figure 1 . Image from sequence aqua with 4 objects cut out from aqua and tunnel, and the same image with the objects superposed at different locations.
correspondence exists for those pixels and the background function u 5 remains negative. However, pixels in I n that correspond to the location of objects #1 and #4 (both figurines) at time n + 1 do not get occluded since, incidentally, those are approximate locations of the objects #2 and #3 that are displaced to new positions. Clearly, despite the first impression, the algorithm performs correctly.
The next example (Fig. 5) shows motion segmentation for natural sequence train (between frames 0 and 4) that contains train motion and camera pan, both to the left (K=500, K T =600). An affine motion model was used again and the algorithm was initialized as described in Section 5. The affine parameters estimated during initialization were kept unchanged during the iterations on u 1 and u 2 . Fig. 5(a) shows the initial level set contours for both u i , while Figs. 5(b-c) show motion boundaries (zero level-set contours) associated with the train (u 1 ) and with the background (u 2 ), respectively. As can be seen, both boundaries, have been found with remarkable precision, despite not using intensity boundaries.
CONCLUSIONS
We have presented a method for the segmentation of images with multiple moving objects. The method is based on an active contour formulation and solved with the level set methodology. The benefits of this approach are numerical stability of the descent iterations and flexibility in topology. From the experiments we have performed it is clear that the method performs very well and that despite not using intensity edges to attract the contours being tracked. However, due to the simultaneous handling of several functions u, the method is computationally involved. We are currently investigating means of speeding up these computations. 
