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POSITIVE SOLUTIONS FOR ASYMPTOTICALLY LINEAR PROBLEMS IN
EXTERIOR DOMAINS
LILIANE A. MAIA AND BENEDETTA PELLACCI
Abstract. The existence of a positive solution for a class of asymptotically lin-
ear problems in exterior domains is established via a linking argument on the
Nehari manifold and by means of a barycenter function.
1. Introduction
In this paper we look for a positive solution for the following class of elliptic prob-
lems
(1.1)

−∆u + λu = f (u), in Ω,
u ∈ H10(Ω)
where Ω is an exterior domain, i.e. a unbounded smooth domain in N , N ≥ 2,
whose complement N \Ω is bounded and not empty. The non-linearity f is super-
linear at zero and asymptotically linear at infinity, and the model example we have
in mind is
(1.2) f (t) = t
3
1 + st2
, 0 < s < 1
λ
.
This kind of equations arises in the study of the propagation of a light beam in
saturable media, as photorefractive crystals, which are largely exploited in experi-
mental observations because they require low optical power to exhibit very strong
non-linear effects ([3, 26, 32, 35]). When the medium has some additional prop-
erties ([2]), the non-linearity given in (1.2) is approximated by putting s = 0 and
obtaining f (t) = t3, that is the more treated non-linearity, also associated to the
study of the propagation of a light beam in the so-called Kerr media ([3]). From a
mathematical point of view, this kind of problems has been extensively studied in
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the last thirty years, especially when f (t) = |t|p−2t, and p > 2 is subcritical. The
main difficulty relies in the lack of compactness that can be overcome if Ω is radi-
ally symmetric and one looks for radially symmetric solutions ([10, 22]). While, if
Ω has no symmetry properties, the lack of compactness becomes prevalent, more-
over, it has been observed in [9] that there are no least action solutions, so that a
higher action level solution has to be searched. As a consequence, a careful anal-
ysis of a general Palais-Smale sequence, even not minimising, is needed and this
has been done in [9] introducing the nowadays so-called “splitting lemma”. This
analysis permits to locate the action levels where the Palais-Smale condition holds,
so that, the difficulty becomes to construct a minimax level where this compactness
property is satisfied. In [9] suitable subspaces of the Lp(Ω) sphere have been con-
sidered, with additional prescriptions, in order to increase the minimax level. This
approach led to the existence of a constrained minimisation point, which, thanks to
the homogeneity property of f (t) = |t|p−2t gives a positive solution whenN\Ω has
small diameter. This kind of argument has been developed in several directions: in
[7] the assumption on the size ofN \Ω has been removed, in [17, 18] multiplicity
results have been obtained, in dependence on λ and on the topology of Ω (see also
the interesting survey [14]); in [15, 20] sign-changing solutions have been found.
When f has not a polynomial dependence with respect to t, there are only a few
contributions in the literature. In particular, in the case in which f is asymptot-
ically linear, in [19] the existence of a solution is proved for f depending on the
spatial variable and satisfying some assumptions corresponding, in the autonomous
case, to a convexity property. More recently, Problem (1.1) has been studied in [24]
where it is found a positive solution under some suitable hypotheses on f , among
which, again the convexity for t ∈ (0,+∞) and in [27], where it is proved the exis-
tence of a radial positive solution in the exterior of a ball.
Notice that, f given in (1.2) is not convex so that the result in [19, 24] do not cover
the physical meaningful case. Moreover, we do not suppose any symmetry property
on the domain, so that there is no reason to expect a radially symmetric solution.
With this respect, our result in the model case (1.2) is related to the interest in the
physical context of asymmetric solutions that are observed in the interaction be-
tween the crystal and the spatial solitons or in the collision of symmetric solitons
([3, 26]).
Our existence result in the model case can be stated as follows.
Theorem 1.1. Assume N ≥ 2, and that f is given in (1.2). Then, Problem (1.1) has
at least a positive solution.
This theorem will follow as a consequence of a more general Theorem 2.2, proved
for a general non-linearity f (t), (see Section 2).
As in the super-linear case, when f (t) is given in (1.2), one expects that the least
action level of the associated functional IΩ : H10(Ω) 7→ 
(1.3) IΩ(u) :=
∫
Ω
1
2
[
|∇u|2 + λu2
]
− F(u), with F(u) =
∫ u
0
f (t)dt
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is equal to the least action level of the functional associated to the problem in the
whole N
I(u) :=
∫
N
1
2
[
|∇u|2 + λu2
]
− F(u),
which is showed to be attained by a unique, positive, radially symmetric solution
([10, 11, 34]). But, when dealing with asymptotically linear f (t), even in the model
case (1.2), one loses the precious homogeneity property, crucial in order to reabsorb
the Lagrange multiplier when finding the least action solution as a constrained min-
imum point on a Lp(Ω) sphere. So that, working on Lp(Ω) spheres is not suitable in
this context. In the light of these considerations, we will work on the well-known
Nehari manifolds associated to the functionals IΩ and I ([29, 30])
NΩ = {u ∈ H10(Ω) \ {0} : 〈I′Ω(u), u〉 = 0},
N = {u ∈ H1(RN) \ {0} : 〈I′(u), u〉 = 0},(1.4)
realizing the least action levels as minimum values of IΩ and I on these manifolds
(1.5) mΩ := inf
u∈NΩ
IΩ(u), m := inf
u∈N
I(u).
This approach yields some new difficulties and some new advantages; concerning
the formers, notice that not every function in H10(Ω) can be projected on NΩ, so
that, one has to be careful when defining the projection of a function on NΩ; But,
thanks to a monotonicity condition of f ((2.3)) the projection turns out to be unique
when it exists. With this approach we will show that mΩ = m so that a higher en-
ergy critical level has to be searched also in this case. On the other hand, we have
some benefits when looking for a compactness property; indeed, recall that, usu-
ally when dealing with asymptotically linear non-linearity the suitable notion of
compactness property is the Cerami condition introduced in [13]; here, strongly
exploiting the features of NΩ, we will be able to show that the usual Palais-Smale
condition on NΩ holds. However, in doing this, we will again have to handle the
lack of homogeneity of f .
Finally, we will be able to choose linking sets as proper subsets of NΩ. At this
stage, it will be important to show proper estimates of IΩ on these subsets. This
will be done by introducing a suitable abstract asymptotic threshold (in Lemma
3.2), that will be crucial in order to compare all the terms in the functional IΩ (de-
fined in (1.3)). This threshold generalises the commonly used one in the context of
polynomial non-linearity. Concluding, let us observe that, in order to highlight the
main novelties and difficulties one encounters when facing this kind of problems,
we have preferred to study the existence of a solution, but we believe that with the
same tools introduced here it could be possible to face the question of multiplicity
of solutions as done in [16, 18] for the polynomial case. Moreover, our argument
can be used to prove an analogous result for a general, not necessarily homoge-
neous, super-linear f (see for more details Remark 2.4).
Concluding this introduction, let us point out that the use of the constraint of Ne-
hari manifold has extensively been used in the related context of the problem in
the whole space with the presence of a potential (see for instance [5, 39, 38] and
4 LILIANE A. MAIA AND BENEDETTA PELLACCI
the references therein). In particular, in [38, 23] the properties of a generalized Ne-
hari manifold are deeply exploited in order to study indefinite problems; here we
choose to assume all the regularity conditions needed to use the classical Nehari
manifold, but it would be interesting to use the analysis of [38, 23] to weaken our
regularity assumptions on the non-linearity.
The paper is organized as follows: in Section 2 we settle our general context and
state our main existence result (Theorem 2.2); in Section 3 we prove some useful
technical propositions, while in Section 4 we deal with the compactness property.
Finally, in Section 5 we conclude the proofs of Theorem 2.2 and 1.1.
2. Setting of the problem and main results
We will work in H10(Ω) and in H1(N). The norms on these spaces will be denoted
respectively by
‖u‖2Ω = (u, u)Ω = ‖∇u‖22,Ω + λ‖u‖22,Ω, ‖u‖2 = (u, u) = ‖∇u‖22 + λ‖u‖22,
where ‖ · ‖p.Ω (‖ · ‖p) is the usual norm in Lp(Ω) (in Lp(N)).
Every solution of (1.1), is a critical point of the C1 functional IΩ, defined in (1.3).
We have introduced the model example in (1.2), however, in general, we will as-
sume that f has the following properties
(2.1) f ∈ C1[0,+∞) ∩C3(0,+∞), f (t) ≡ 0, ∀ t ∈ (−∞, 0);
there exists a positive constant D and p1 ≤ p2 ∈ (1, p¯) where p¯ = +∞ if N = 2 and
p¯ = (N + 2)/N − 2 if N ≥ 3, such that
(2.2) | f (k)(t)| ≤ D
[
|t|p1−k + |t|p2−k
]
, k = 0, 1, 2, 3.
The following assumption will be crucial in all our arguments:
(2.3) f (t)
t
is an increasing function ∀ t > 0.
Moreover, we suppose that f is asymptotically linear at infinity, namely, we assume
that there exists a positive number l∞ such that
(2.4) lim
t→+∞
f (t)
t
= l∞ , λ − l∞ < 0 ,
where the second inequality is assumed in order to have a solution of the problem
in the whole N (see [10, 11, 36]). When dealing with this kind of non-linearities
it is often assumed a non-quadraticity type condition (introduced in [21])
(2.5) f (t)t − 2F(t) ≥ 0, for all t ∈ R+ and lim
t→+∞[ f (t)t − 2F(t)] = +∞ .
Finally, in order to let the Nehari manifold be a natural constraint, we will assume
that
(2.6) f ′(t) − f (t)
t
> 0 for every t > 0.
Remark 2.1. Notice that all the previous hypotheses are satisfied in the model
case (1.2). Moreover note that, as a consequence of (2.3) and (2.4), the general
non-linearity f (t) is always below the line l∞t, for every t > 0.
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In order to prove our existence result we will make a comparison with the following
problem in the whole N which will be called problem at infinity
(2.7)

−∆u + λu = f (u), in N ,
lim
|x|→∞
u(x) = 0.
The problem (2.7) has a positive, radially symmetric, least action solution (whose
existence is proved in [10, 36] for N ≥ 3 and in [11] for N = 2.), which we denote
with w. In [34] it is shown the uniqueness of w when f satisfies the additional
hypothesis
g(t) := −λt + t f
′(t)
−λt + f (t) is decreasing in [b,+∞)
where b is the (unique thanks to (2.3)) positive number given by f (b) = λb. Notice
that this condition is satisfied in the case of (1.2). Since we will also deal with a
more general non-linearity and will not assume this hypothesis we will suppose
that
(U) The positive radially symmetric solution of problem (2.7) is unique.
Our main result is the following.
Theorem 2.2. Assume N ≥ 2 and hypotheses (2.1), (2.2), (2.3), (2.4), (2.5), (2.6)
and (U). Then Problem (1.1) has at least a positive solution.
Remark 2.3. In [19] Problem (1.1) is studied for a non-autonomous f satisfying
some suitable hypotheses including one, that becomes, in the autonomous case, a
convexity condition. In [24] Problem (1.1) is studied assuming (2.1), (2.3), (2.4),
(2.5), (2.6), (U) plus other conditions among which it is assumed that f is a convex
function. Note that, f given in (1.2) is not convex, so that the existence of a positive
solution in exterior domains for this kind of non-linearity cannot be deduced from
the result of [19, 24]. Obviously, our result applies also to non-linearities that have
infinitely many flex points.
Remark 2.4. Our argument can be exploited to deal with super-linear, not neces-
sarily homogeneous, non-linearities assuming conditions (2.1), (2.2), (2.3), (2.6)
and, in place of (2.4) and (2.5), supposing the classical Ambrosetti-Rabinowitz
condition
∃ µ > 2, : 0 < µF(t) ≤ t f (t), ∀ t ∈ + \ {0}.
Indeed, also under these hypotheses, it is possible to exploit the properties of the
Nehari manifold NΩ as explained in [33].
As already said in the introduction, we will work on the Nehari manifold introduced
in (1.4). Nowadays, this has become a classical tool in variational methods thanks
of its useful features as it has been also highlighted in the recent contribution [31].
The following remark clarifies the role of (2.6) in order to use NΩ.
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Remark 2.5. Let us first observe that NΩ is the set of non-trivial zeroes of the
function NΩ : H10(Ω) \ {0} 7→  given by
NΩ(u) = 〈I′Ω(u), u〉 = ‖u‖2Ω −
∫
Ω
f (u)u.
Notice that NΩ is actually a manifold and it is a natural constraint. Namely, for
every u ∈ NΩ it results 〈N′Ω(u), u〉 < 0. Indeed, consider u ∈ NΩ and use (2.2) and(2.6) to obtain
〈N′
Ω
(u), u〉 = 2‖u‖2 −
∫
Ω
[ f ′(u)u2 + f (u)u] =
∫
Ω
u2
[ f (u)
u
− f ′(u)
]
< 0.
Now, suppose that u ∈ NΩ is a constrained critical point of IΩ, then there exists
a real number µ such that I′
Ω
(u) − µN′
Ω
(u) = 0; taking u as test function one gets
µ〈N′
Ω
(u), u〉 = 0 then yields µ = 0, i.e. u is a free critical point.
3. Asymptotic Estimates
In the sequel, when we compute the H1(N) norm of a function u ∈ H10(Ω), it is
implicitly assumed that u is extended as zero outside Ω so that u ∈ H1(N). Let us
introduce a cut-off C∞ function ξ : RN → [0, 1] defined by
(3.1) ξ(x) := ˜ξ
( |x|
ρ
)
,
with ρ being the smallest positive number such that RN\Ω ⊂ Bρ(0) and ˜ξ : R+ ∪
{0} → [0, 1] being a non decreasing function such that
(3.2) ˜ξ(t) = 0 if t ≤ 1 and ˜ξ(t) = 1 if t ≥ 2, |˜ξ′(t)| ≤ 2.
Recall that w, the least action positive solution of Problem (2.7) enjoys the follow-
ing asymptotic behavior (see [10])
(3.3) lim
R→+∞
w(R)R(N−1)/2e
√
λR = σ, lim
R→+∞
w′(R)R(N−1)/2e
√
λR = −σ
√
λ,
we will often use the following Lemma proved in Lemma II.2 in [7], (see also
Proposition 1.2 in [6]).
Lemma 3.1. Let ϕ1 ∈ C(N) ∩ L∞(N), ϕ2 ∈ C(N) satisfy for some α, β ≥ 0,
c ∈ 
lim
|x|→+∞
ϕ1(x)eα|x| |x|β = c,
∫
N
|ϕ2(x)|eα|x|(1 + |x|β)dx < +∞,
then
lim
|ζ |→+∞
eα|ζ ||ζ |β
∫
N
ϕ1(x + ζ)ϕ2(x)dx = c
∫
N
ϕ2(x)dx.
In what follows we will use the notation
(3.4) wθ(·) := w(· − θ), ∀ θ ∈ N \ {0}.
As a consequence of the previous lemma, it is easy to prove the following result.
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Lemma 3.2. Assume (2.2) and let x0 ∈ N with |x0| = 1 and y ∈ ∂B2(x0). Let us
define the quantity
εR :=
∫
N
f (wRx0)wRy =
∫
N
f (wRy)wRx0 .
Then, εR satisfies
lim
R→+∞
εR
[
(2R)(N−1)/2e2R
√
λ
]
= c0 > 0.
Remark 3.3. Let us observe that, in [23] an analogous asymptotic threshold has
been introduced in order to deduce precise energy estimates, for an indefinite prob-
lem in the whole space with super-linear, but not necessarily homogeneous, non-
linearities.
Proof. The proof can be done following [6] or [7]; indeed by a change of variable,
it results
εR =
∫
N
f (w)wR(x0−y).
In order to obtain the conclusion it is sufficient to apply Lemma 3.1 with ϕ1 =
w, ϕ2 = f (w) and ζ = −R(x0− y). Let us check that all the hypotheses are satisfied.
Using (3.3), we obtain that ϕ1 satisfies the hypothesis of Lemma 3.1 with α =
√
λ
and β = (N − 1)/2. Let us see what happens with ϕ2. The first limit in (3.3) and
condition (2.2) imply that there exists R1 such that
ϕ2(x) = f (w) ≤ 2Dσ
[
e−αp1 |x||x|−βp1 + e−αp2 |x| |x|−βp2
]
∀ |x| > R1.
Then it holds, with C a positive constant∫
N
f (w(x))eα|x|(1 + |x|)β ≤ CmeasBR1(0) + DC
∫
{|x|>R1}
e(1−p1)α|x| |x|−βp1 (1 + |x|β)
+ DC
∫
{|x|>R1}
e(1−p2)α|x| |x|−βp2(1 + |x|β)
so that the hypotheses of Lemma 3.1 are satisfied since pi > 1.
Moreover, for every q > 1, for every θ ∈ N \ {0} and for every compact set K
Lemma 3.1 implies
(3.5)
∫
K
[
wRθ
]q ≤ O ( 1
R(N−1)q/2eRq
√
λ
)
.
Indeed, denote with a the modulus of θ and observe that (3.3) implies that there
exists ρ0 such that it results
(3.6) w(z)(|z|)(N−1)/2e
√
λ|z| ≤ 2σ, for every |z| ≥ ρ0.
Let us fix r0 such that K ⊆ Br0(0) and put z = x − Rθ. We have
R(N−1)q/2eRq
√
λ
∫
K
[
wRθ
]q ≤ R(N−1)q/2eRq√λ ∫
Br0 (Rθ)
[w(z)]q dz
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Moreover, |z| ≥ Ra− r0, so that, for every R such that Ra− r0 > ρ0, inequality (3.6)
implies that there exists a positive constant C such that
R(N−1)q/2eRq
√
λ
∫
K
[
wRθ
]q ≤ (2σ)qC.
Therefore, for every q ≥ 2, for every θ ∈ N \ {0} and for every compact set K, it
results
(3.7)
∫
K
[
wRθ
]q ≤ o(εR), ∫
K
[∣∣∣∇wRθ∣∣∣]q ≤ o(εR),
where the second inequality follows by an analogous argument for w′. For every
θ ∈ N \ {0} let us define the map Φθ : R+ → H10(Ω) by
(3.8) R 7→ Φθ(R)(·) := ξ(·)w(· − Rθ).
In the sequel, for simplicity, we will use the notation
ΦRθ := Φθ(R)
Lemma 3.4. Let us assume (2.1) and (2.2). Let θ ∈ N \ {0}. Then, the function
ΦRθ is continuous in R and
‖ΦRθ − wRθ‖2 ≤ o(εR),
∣∣∣‖ΦRθ‖2 − ‖wRθ‖2∣∣∣ ≤ o(εR),(3.9) ∣∣∣IΩ(ΦRθ) − I(w)∣∣∣ ≤ o(εR).(3.10)
Moreover, for every τ ≥ 0 it results
(3.11)
∣∣∣∣∣
∫
N
F(τΦRθ) − F(τwRθ)
∣∣∣∣∣ ≤ [τp1+1 + τp2+1] o(εR).
Proof. The continuity with respect to R of ΦRθ follows from the regularity prop-
erties of w. Moreover, taking into account (3.2), (3.4) and using Young inequality,
it follows
‖ΦRθ − wRθ‖2 =
∫
N
|∇ξwRθ + (ξ − 1)∇wRθ|2 + λ
∫
N
|ξ − 1|2(wRθ)2
≤
∫
B2ρ(0)
(wRθ)2
[
|∇ξ|2| + λ|ξ − 1|2
]
+
∫
B2ρ(0)
|ξ − 1|2|∇wRθ|2
+ 2
∫
B2ρ(0)
wRθ|ξ − 1||∇ξ|
∣∣∣∇wRθ∣∣∣
≤
∫
B2ρ(0)
(wRθ)2
[
2|∇ξ|2| + λ|ξ − 1|2
]
+ 2
∫
B2ρ(0)
|ξ − 1|2|∇wRθ|2
≤2
∫
B2ρ(0)
|∇w(x − Rθ)|2dx +C
∫
B2ρ(0)
|w(x − Rθ)|2dx,
with C a positive constant. Then, (3.9) follows from (3.7).
In order to show the second conclusion in (3.9), note that (3.2) and (3.7) imply∣∣∣∣(wRθ,ΦRθ − wRθ)∣∣∣∣ ≤ ∫
B2ρ(0)
3
∣∣∣∇wRθ∣∣∣2 + 2(wRθ)2 ≤ o(εR);
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this and the first conclusion in (3.9) yield the second one.
To prove (3.10), let us observe that IΩ(Φy) = I(Φy). Therefore, from (3.2), (2.2),
and using Lagrange mean value Theorem, we get that there exists a positive con-
stant C0 such that
|IΩ(ΦRθ) − I(w)| ≤
∣∣∣‖ΦRθ‖2 − ‖wRθ‖2∣∣∣ + ∣∣∣∣∣
∫
N
F(ξwRθ) − F(wRθ)
∣∣∣∣∣
≤
∣∣∣‖ΦRθ‖2 − ‖wRθ‖2∣∣∣ +C0D∫
B2ρ(0)
(wRθ)p1+1 + (wRθ)p2+1.
Then, (3.10) follows from (3.7) and (3.9). Moreover, taking into account (3.2) and
(3.4), and using condition (2.2) we get that there exists a positive constant C1 such
that ∣∣∣∣∣
∫
N
F(τwRθ) − F(τΦRθ)
∣∣∣∣∣ ≤ C1D
∫
B2ρ(0)
τp1+1(wRθ)p1+1 + τp2+1(wRθ)p2+1.
Then the conclusion follows from (3.7).
As already said, the linking sets will be subsets of NΩ, but, as f is asymptotically
linear, not every function of H10(Ω) can be projected on NΩ. The following lemma
tells us when this projection can be performed.
Lemma 3.5. Let us assume (2.1), (2.3), (2.4), and define the maps
GΩ(u) = ‖∇u‖22,Ω + λ‖u‖22,Ω − l∞‖u+‖22,Ω , G(u) = ‖∇u‖22 + λ‖u‖22 − l∞‖u+‖22 .
Then, the maps
TΩ : AΩ :=
{
u ∈ H10(Ω) : GΩ(u) < 0
}
7→ +, u 7→ TΩ(u) : TΩ(u)u ∈ NΩ,
T : A :=
{
u ∈ H1(N) : G(u) < 0
}
7→ +, u 7→ T (u) : T (u)u ∈ N
are well defined and continuous. In addition, for every θ ∈ N \ {0}, there exists
R0 = R0(|θ|) such that ΦRθ ∈ AΩ ∩ A for every R ≥ R0 and
(3.12) lim
R→+∞
TΩ(ΦRθ) = 1.
Proof. Let us define gΩ : [0,+∞) × AΩ 7→  by
gΩ(τ, u) :=

‖u‖2
Ω
= ‖∇u‖22,Ω + λ‖u‖22,Ω τ = 0,
1
τ2
〈I′
Ω
(τu), τu〉 τ > 0.
Observe that gΩ is continuous on + × AΩ, moreover, hypotheses (2.1), (2.3) and
(2.4) allow to apply Lebesgue Dominate Convergence Theorem to obtain
lim
τ→0+
gΩ(τ, u) = ‖u‖2Ω − lim
τ→0+
∫
Ω
f (τu)τu
τ2
= ‖u‖2Ω − lim
τ→0+
∫
Ω
f (τu)
τu
u2 = ‖u‖2Ω .
So that gΩ is continuous on [0,+∞) × AΩ and gΩ(0, u) > 0. While, (2.1), (2.3) and
(2.4) yield
lim
τ→+∞ gΩ(τ, u) = ‖u‖
2
Ω − limτ→+∞
∫
Ω
f (τu)
τu
u2 = ‖u‖2Ω − l∞‖u+‖22,Ω < 0 ,
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where the last inequality is implied by the inequality GΩ(u) < 0. Finally, (2.3) im-
plies that gΩ is strictly decreasing with respect to τ, so that, since it is a continuous
function, there exists a unique TΩ(u) > 0 such that gΩ(TΩ(u), u) = 0, that is
〈I′
Ω
(TΩ(u)u), TΩ(u)u〉 = 0,
i.e. TΩ(u)u ∈ NΩ, showing that TΩ is well defined.
In order to show that the map TΩ is continuous in AΩ, let u be in AΩ, so that we can
consider ˜Ω ⊂ A with | ˜Ω| > 0 and u+(x) , 0 iff x ∈ ˜Ω and assume that (un) ∈ AΩ
converges to u. The continuity property of GΩ implies that there exists n0 such that
GΩ(un) < 0 for every n ≥ n0, so that there exists TΩ(un) which will be denoted
as Tn. Assume, by contradiction that, up to a subsequence, Tn → +∞, then (2.1),
(2.3) and (2.4) allow to apply Lebesgue dominated convergence Theorem to obtain
that
lim
n→+∞
∫
˜Ω
f (Tnun)
Tnun
u2n = l∞
∫
˜Ω
u2 = l∞
∫
Ω
(u+)2.
Then, by definition of Tn = TΩ(un), and using (2.1), (2.3) and (2.4) it results
‖∇u‖22,Ω + λ‖u‖22,Ω = limn→∞ ‖∇un‖
2
2,Ω + λ‖un‖22,Ω = limn→∞
∫
Ω
f (Tnun)
Tnun
u2n
= lim
n→∞
∫
˜Ω
f (Tnun)
Tnun
u2n = l∞
∫
˜Ω
u2 = l∞
∫
Ω
(u+)2
implying GΩ(u) = 0, which is a contradiction. Then, up to a subsequence, Tn → T0;
if it were T0 = 0 then (2.1), (2.3) and (2.4) would imply
‖∇u‖22,Ω + λ‖u‖22,Ω = limn→∞ ‖∇un‖
2
2,Ω + λ‖un‖22,Ω = limn→∞
∫
Ω
f (Tnun)
Tnun
u2n = 0,(3.13)
again a contradiction, as GΩ(u) < 0.Then, Tn → T0 > 0 and passing to the limit in
(3.13) we derive that T0 = TΩ(u), as TΩ(u) is unique. In addition, take θ ∈ N \ {0}
and first observe that GΩ(ΦRθ) = G(ΦRθ), as ΦRθ = 0 for |x| < ρ. Moreover, from
Lemma 3.4 it results G(ΦRθ) = G(w) + o(εR), so that there exists R0 such that
for every R ≥ R0, it results ΦRθ ∈ A ∩ AΩ. In order to show (3.12), let us consider
θ ∈ N\{0}, Rn → +∞ and set Tn = TΩ(ΦRnθ), which is well defined. By definition,
Tn satisfies
‖ΦRnθ‖2Ω =
∫
Ω
f (TnΦRnθ)
TnΦRnθ
(ΦRnθ)2.
Note that (3.2), (3.9), (2.3), (2.4) and (3.7) imply
‖wRθ‖2 + o(εR) =
∫
N
f (TnwRnθ)
TnwRnθ
(wRnθ)2 −
∫
B2ρ(0)
f (TnwRnθ)
TnwRnθ
(wRnθ)2
+
∫
{ρ<|x|<2ρ}
f (TnξwRnθ)
TnξwRnθ
(
ξwRnθ
)2
=
∫
N
f (TnwRnθ)
TnwRnθ
(wRnθ)2 + o(εR),
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Moreover, recalling (3.4) and performing a change of variable we obtain
(3.14) ‖w‖2 =
∫
N
f (Tnw)
Tnw
w2 + o(εR).
Now, it is easy to see that (Tn) is bounded by contradiction, since if it were not
the case then one would obtain that G(w) = 0 contradicting the fact that w ∈ A.
Then (Tn) has to be bounded, so that we can assume that, up to a subsequence, it
converges to T ∈ , and T , 0 arguing again by contradiction. Passing to the limit
in (3.14) we get
‖w‖2 =
∫
N
f (Tw)
Tw
w2.
Then T = 1 since w ∈ N .
Remark 3.6. Lemma 3.5 provides the definition of the continuous projection map
ΠNΩ : AΩ → NΩ, as ΠNΩ(u) = TΩ(u)u.
Up to now, we have obtained asymptotic estimates on a function ΦRθ. In proving
our existence results we will use the following convex combination of ΦRy and
ΦRx0 ,
(3.15) URt = tΦRy + (1 − t)ΦRx0 , with x0 ∈ N , |x0| = 1, y ∈ ∂B2(x0), t ∈ [0, 1].
As a consequence, we will need also asymptotic informations on quantities involv-
ing the functions ΦRy and ΦRx0 with y ∈ ∂B2(x0). Let us start with the following
result.
Lemma 3.7. Assume (2.2). Let x0 and y be fixed in (3.15). Then it results∣∣∣∣∣
∫
Ω
∇ΦRy∇ΦRx0 + λΦRyΦRx0
∣∣∣∣∣ ≤12
∫
N
f (wRy)wRx0 + 1
2
∫
N
f (wRx0 )wRy
+ o(εR).
Proof. Notice that∫
Ω
∇ΦRy∇ΦRx0 + λΦRyΦRx0 =
∫
Ω
∇ξ
[
wRy∇ξwRx0 + ξ(wRy∇wRx0 + ∇wRywRx0)
]
+
∫
N
(ξ2 − 1)
[
∇wRy∇wRx0 + λwRywRx0
]
+
∫
N
∇wRy∇wRx0 + λwRywRx0 .
As wRy and wRx0 are solutions of (2.7) we get∫
Ω
∇ΦRy∇ΦRx0 + λΦRyΦRx0 =1
2
∫
N
f (wRy)wRx0 + 1
2
∫
N
f (wRx0 )wRy
+
∫
Ω
∇ξ
[
wRy∇ξwRx0+ ξ(wRy∇wRx0 + ∇wRywRx0 )
]
+
∫
N
(ξ2 − 1)
[
∇wRy∇ wRx0 + λwRywRx0
]
.
12 LILIANE A. MAIA AND BENEDETTA PELLACCI
Then, the results is proved once one shows that the last two integrals on the right
hand side are o(εR). First, we observe that (3.2) imply that there exists a positive
constant C0 such that∣∣∣∣∣
∫
Ω
∇ξ
[
wRy∇ξwRx0 + ξ(wRy∇wRx0 + ∇wRywRx0)
]∣∣∣∣∣ ≤C0
∫
B2ρ(0)
[(wRy)2 + (wRx0)2]
+C0
∫
B2ρ(0)
[|∇wRy|2 + |∇wRx0 |2]
≤o(εR)
where the last inequality is implied by (3.7). In addition exploiting again (3.2) and
(3.7) one obtains∣∣∣∣∣
∫
N
(ξ2 − 1)
[
∇wRy∇wRx0 + λwRywRx0
]∣∣∣∣∣ ≤ 12
∫
B2ρ(0)
[
|∇wRy|2 + |∇wRx0 |2
]
+
λ
2
∫
B2ρ(0)
[
(wRy)2 + (wRx0)2
]
≤ o(εR)
yielding the conclusion.
In the following lemma we prove some crucial estimates for the map TΩ(URt ).
Lemma 3.8. Assume conditions (2.1), (2.2), (2.3), (2.4) and let x0, y and t be given
in (3.15). Then, there exists R1 such that the following conclusions hold:
i) URt ∈ AΩ, for every R ≥ R1;
ii) there exists a positive constant L such that
(3.16) |TΩ(URt )| ≤ L, for every (t,R) ∈ [0, 1] × [R1,+∞).
iii) For every t0 ∈ (0, 1), it holds
(3.17) lim
(t,R)→(t0 ,+∞)
TΩ(URt ) =
1
t0
if and only if t0 = 12 .
Proof. First of all, let us note that (3.9) and Lemmas 3.2 and 3.7 imply that the
following inequality holds for every y ∈ ∂B2(x0) (recall (3.15))
‖URt ‖2Ω =‖URt ‖2 = t2‖ΦRy‖2 + (1 − t)2‖ΦRx0‖2
+2t(1 − t)
∫
N
∇ΦRy∇ΦRx0 + ΦRyΦRx0
≤t2‖wRy‖ + (1 − t)2‖wRx0‖2 + 2t(1 − t)εR + o(εR).
(3.18)
Then, recalling the definition of GΩ stated in Lemma 3.5, using again (3.9), and
applying Lemma 3.7, one obtains
GΩ(URt ) ≤t2‖wRy‖2 + (1 − t)2‖wRx0‖2 − l∞t2‖wRy‖2 − l∞(1 − t)2‖wRx0‖2
+ 2t(1 − t)εR + 2l∞t(1 − t)
∫
N
wRywRx0 + o(εR)
=t2G(w) + (1 − t)2G(w) + 2t(1 − t)εR
+ 2l∞t(1 − t)
∫
N
wRywRx0 + o(εR).
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Thanks to (3.3) we can apply Lemma 2.1 in [1] with µ = √λ/2 to deduce
lim
R→+∞
∫
N
wRywRx0 ≤ lim
R→+∞
e−
√
λR = 0.
Then, as G(w) < 0, there exists R1 such that for every R > R1 it holds GΩ(URt ) < 0,
for every y ∈ ∂B2(x0), yielding conclusion i). In order to prove conclusion ii), first
note that TΩ(URt ) is well defined; then, we argue by contradiction and suppose that
there exist sequences Rn → +∞, tn ∈ [0, 1] and yn ∈ ∂B2(x0) such that
(3.19) Un := tnΦRnyn + (1 − tn)ΦRn x0 satisfies Tn := TΩ(Un) → +∞.
Since tn ∈ [0, 1] we can suppose, up to a subsequence, that there exists t0 ∈ [0, 1]
such that tn → t0. Three cases may occur: either t0 = 0, or t0 = 1 or t0 ∈ (0, 1).
Suppose first that t0 = 0, and observe that TnUn ∈ NΩ so that
(3.20) ‖Un‖2Ω =
∫
Ω
f (TnUn)
TnUn
U2n .
Then, taking into account that tn → 0, Rn → +∞ and exploiting (3.18), we obtain
lim
n→+∞ ‖Un‖
2
Ω = ‖w‖2.(3.21)
With respect to the right hand side of (3.20) we observe that the property of the
function ξ, joint with assumptions (2.3) and (2.4) give that there exists a positive
constant C1 such that∫
Ω
f (TnUn)
TnUn
[
t2n(ΦRnyn)2 + 2tn(1 − tn)ΦRnynΦRnx0
]
≤ C1tn‖w‖22.(3.22)
Moreover, one observes that∫
Ω
f (TnUn)
TnUn
(ΦRn x0 )2 =
∫
Ω
f (TnUn)
TnUn
(wRnx0 )2 +
∫
Ω
f (TnUn)
TnUn
[
(ΦRn x0 )2 − (wRnx0 )2
]
and assumptions (2.3), (2.4) and (3.9) yield
(3.23)
∫
Ω
f (TnUn)
TnUn
[
(ΦRnx0 )2 − (wRnx0 )2
]
≤ 2l∞
∫
B2ρ(0)
(wRnx0 )2 ≤ o(εRn ).
In addition, since∫
Ω
f (TnUn)
TnUn
(wRnx0 )2 =
∫
N
f (Tn(tnξwRnyn + (1 − tn)ξwRnx0 ))
Tn(tnξwRnyn + (1 − tn)ξwRnx0 )
(wRnx0 )2
=
∫
N
f (Tn(tnξ−Rnx0 w−Rn(yn+x0) + (1 − tn)ξ−Rnx0 w))
Tn(tnξ−Rnx0 w−Rn(yn+x0) + (1 − tn)ξ−Rnx0 w)
w2
(3.24)
and as (3.2) and (3.19) imply
Tn(tnξ−Rnx0 w−Rn(yn+x0) + (1 − tn)ξ−Rnx0 w) ≥ Tn(1 − tn)ξ(x + Rnx0)w(x) → +∞
almost everywhere in N , (2.4) and (2.3) yields
(3.25) lim
n→+∞
∫
Ω
f (TnUn)
TnUn
(wRnx0 )2 = l∞
∫
N
w2.
Then (3.21), (3.22), (3.23), (3.25) allow us to pass to the list in (3.20) to obtain
G(w) = 0, which is a contradiction as w ∈ A (defined in Lemma 3.5).
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The case in which t0 = 1 is similar to the case t0 = 0 by exchanging the role of tn
with the one of 1 − tn. Let us handle the third case and suppose that t0 ∈ (0, 1) and
come back to (3.18) to observe that (3.9) and Lemma 3.7 imply that
(3.26) lim
n→+∞ ‖Un‖
2
Ω =
[
t20 + (1 − t0)2
]
‖w‖2.
In order to study the right hand side of (3.20) notice that, by (2.3) and (3.2)
0 ≤ lim sup
n→+∞
∫
Ω
f (TnUn)
TnUn
ΦRnynΦRnx0 ≤ l∞ lim
n→+∞
∫
N
w(x)w(x − Rn(x0 − y)) = 0
and as t0 ∈ (0, 1) it results
lim
n→+∞ 2tn(1 − tn)
∫
Ω
f (TnUn)
TnUn
ΦRnynΦRnx0 = 0.
Then, taking into account that (3.23) holds also for y in the place of x0, one obtains
lim
n→+∞
∫
Ω
f (TnUn)
TnUn
U2n = lim
n→+∞ t
2
n
∫
Ω
f (TnUn)
TnUn
(wRnyn )2
+ lim
n→+∞(1 − tn)
2
∫
Ω
f (TnUn)
TnUn
(wRnx0 )2.
Arguing as in (3.24) in the above integrals separately, exploiting (3.2) and (3.19)
and taking into account that t0 ∈ (0, 1) one deduces
Tn
[
tnξ
−Rnynw + (1 − tn)ξ−Rnyn wRn(x0−yn)
]
≥ Tntnξ(x − Rnyn)w → +∞ a.e. inΩ.
Therefore, we can use (2.4) and (2.3) to apply Lebesgue dominated convergence
Theorem and obtain
(3.27) lim
n→+∞
∫
Ω
f (TnUn)
TnUn
U2n =
[
t20 + (1 − t0)2
]
l∞‖w‖22.
Finally, passing to the limit in (3.20) and using (3.26), (3.27) it follows
(3.28)
[
t20 + (1 − t0)2
]
‖w‖2 =
[
t20 + (1 − t0)2
]
l∞‖w‖22,
which again contradicts the fact that w ∈ A, yielding (3.16). In order to prove
(3.17), let us first show that
(3.29) lim
(t,R)→( 12 ,+∞)
TΩ(URt ) = 2.
Arguing again by contradiction and supposing that there exist δ > 0 and subse-
quences Rk → +∞, tk → 1/2 and yk ∈ ∂B2(x0) such that, the sequence
Tk := TΩ
(
tkΦ
Rkyk + (1 − tk)ΦRk x0
)
satisfies |Tk − 2| ≥ δ.
Estimate (3.16) implies that there exists T such that, up to a subsequence, Tk → T .
Then (3.20) becomes
(3.30) ‖Uk‖2Ω =
∫
Ω
f (TkUk)
TkUk
U2k
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and (3.26) allows to take the limit on the left hand side; on the other hand, we can
argue in analogous way as in the case t0 ∈ (0, 1) to obtain
1
2
‖w‖2 =
∫
N
f
(
T
2 w
)
T
2 w
w2
2
.
As w is a solution of the limit problem (2.7) this implies∫
N
 f (w)w −
f
(
T
2 w
)
T
2 w
w2 = 0,
yielding (3.29) thanks to (2.3). On the other hand, suppose that there exists t0 ∈
(0, 1) such that the limit in (3.17) holds and use (3.9) and Lemma (3.7) to take the
limit in (3.30) and obtain
t20‖w‖2 + (1 − t0)2‖w‖2 = t20
∫
N
f (w)
w
w2 +
∫
N
f (w(1 − t0)/t0)
w(1 − t0)/t0 (1 − t0)
2w2
that is
0 = (1 − t0)2
∫
N
[ f (w)
w
− f (w(1 − t0)/t0)
w(1 − t0)/t0
]
w2.
Finally, (2.3) implies that t0 = 1/2 yielding the conclusion.
Lemma 3.9. Assume condition (2.2) and let x0, y and t be given in (3.15). Then, it
results ∣∣∣∣∣
∫
N
[
F(T tRURt ) − F(T tRtΦRy) − F(T tR(1 − t)ΦRx0 )
]
+
∫
N
[ − f (T tRtΦRy)T tR(1 − t)ΦRx0 − f (T tR(1 − t)ΦRx0 )T Rt tΦRy]∣∣∣∣ ≤ o(εR),
where T Rt = TΩ(URt ).
Proof. We use Lemma 2.2 in [1], with α := min{(p1 + 1)/4, 1} and p1 as in (2.2),
and we take into account (3.2) and (3.16) to obtain that∣∣∣∣∣
∫
N
[
F(T tRURt ) − F(T tRtΦRy) − F(T tR(1 − t)ΦRx0 )
]
+
∫
N
[ − f (T tRtΦRy)T tR(1 − t)ΦRx0 − f (T tR(1 − t)ΦRx0 )T tRtΦRy]∣∣∣∣
≤
[
T tRt
]2α [
T tR(1 − t)
]2α ∫
N
|ΦRy|2α|ΦRx0 |2α
≤ L4α
∫
N
w2α(x)w2α(x − R(y − x0)) dx.
Since 2α > 1, we have that, denoting with ϕ(x) = w2α(x), the first hypothesis in
Lemma 3.1 is satisfied with c = 0. Then Lemma 3.1 implies that
lim
R→∞
(2R)(N−1)/2e2R
√
λ
∫
N
w2α(x)w2α(x − R(y − x0)) dx = 0.
Then, Lemma 3.2 yields the conclusion.
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Lemma 3.10. Assume (2.1), (2.2), (2.3) and let x0 and y be given in (3.15). Then,
There exist C = C(‖w‖∞) > 0 such that, for all τ1, τ2 ∈ [0,+∞), it results∫
N
f (τ1wRx0)τ2wRy ≥ min{τ1, τ2}O(εR),
∫
N
f (τ1wRy)τ2wRx0 ≥ min{τ1, τ2}O(εR).
Proof. As, performing a change of variable we have∫
N
f (τ1wRx0)τ2wRy =
∫
N
f (τ1w)τ2wR(x0−y),∫
N
f (τ1wRy)τ2wRx0 =
∫
N
f (τ1w)τ2wR(y−x0),
it is enough to show the first inequality, since the other will follow by a similar
argument. In order to do this, taking into account Lemma 3.2, it is sufficient to
show that there exists a constant C such that∫
N
f (τ1wRx0 )τ2wRy ≥ CR−(N−1)/2e−2R
√
λ.
Note that, the positive minimum of w(x) in the ball B1(0) is achieved for |x| = 1;
let us denote this minimum value as α0 > 0. As a consequence of hypothesis (2.3)
we have that the function g(u) = f (u)/u is continuous and monotone increasing in
the interval [α0, ‖w‖∞], so that g(u) ≥ C := g(α0). Then we obtain∫
N
f (τ1wRx0)τ2wRy ≥ τ1τ2
∫
B1(0)
f (τ1w)
τ1w
wwR(x0−y)(3.31)
≥ τ1τ2C
∫
B1(0)
w(x)w(x − R(x0 − y)) dx.
Note that, for every x ∈ B1(0) it results for every R ≥ 1
(3.32) 2R − 1 ≤ |R(y − x0)| − |x| ≤ |x − R(y − x0)| ≤ 2R + 1 ≤ 3R.
In the following we will denote with C possibly different positive constants. Con-
dition (3.3) implies that for sufficiently large R there exists a constant C such that
w(x − R(x0 − y)) ≥ C|x − R(y − x0)|−(N−1)/2e−
√
λ|x−R(y−x0 )|
and (3.32) gives
w(x − R(x0 − y)) ≥ CR−(N−1)/2e−2R
√
λ.
Using this inequality in (3.31) and applying Lemma 3.2 yield the conclusion.
Lemma 3.11. Assume (2.1), (2.2), (2.3), and let x0 and y be given in (3.15). Then,
for every τ ∈ [0,+∞), it results∣∣∣∣∣
∫
N
f (τΦRy)ΦRx0 − f (τwRy)wRx0
∣∣∣∣∣ ≤ 2D max{τp1 , τp2}o(εR),(3.33) ∣∣∣∣∣
∫
RN
τ f (wRx0 )wRy − f (τwRx0)wRy
∣∣∣∣∣ ≤ |τ − 1| [1 + Dτmax{p1,p2}−1]O(εR).(3.34)
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Proof. The first inequality is a direct consequence of (2.3), (2.2), (3.2) and (3.7).
Indeed it results∫
N
∣∣∣ f (τΦRy)ΦRx0 − f (τwRy)wRx0 ∣∣∣ ≤ 2∫
B2ρ(0)
f (τwRy)wRx0
≤ 2D max{τp1 , τp2}
∫
B2ρ(0)
[(wRy)p1 + (wRy)p2 ]wRx0 ≤ 2D max{τp1 , τp2}o(εR).
In order to show (3.34), consider the function g(τ) := τ f (wRx0 ) − f (τwRx0 ), and
suppose, without loss of generality, that τ > 1. The mean value theorem implies
that there exists θ ∈ (1, τ) such that
g(τ) = g(τ) − g(1) = g′(θ)(τ − 1) =
[
f (wRx0) − f ′(θwRx0 )wRx0
]
(τ − 1).
Substituting in the integral in (3.34) we obtain∣∣∣∣∣
∫
RN
[τ f (wRx0 ) − f (τwRx0 )]wRy
∣∣∣∣∣ =|τ − 1|∣∣∣∣
∫
RN
[
f (wRx0) − f ′(θwRx0 )wRx0
]
wRy
∣∣∣∣
≤|τ − 1|
∫
RN
f (wRx0 )wRy +
∣∣∣ f ′(θwRx0 )∣∣∣wRx0wRy.
Applying Lemma 3.2, hypothesis (2.2) ad taking into account that θ ∈ (1, τ) one
obtains∣∣∣∣∣
∫
N
[τ f (wRx0 ) − f (τwRx0 )]wRy
∣∣∣∣∣ ≤ |τ − 1|εR
+D|τ − 1|τmax{p1,p2}−1
∫
N
[
(wRx0 )p1wRy + (wRx0)p2 wRy
]
.
Applying Lemma 3.1 with ϕ1 = w and ϕ2 = wp1 (see also the argument of the
proof of Lemma 3.2), we obtain that∫
RN
[
(wRx0 )p1wRy + (wRx0)p2 wRy
]
≤ O(εR)
so that the conclusion follows.
4. Compactness Condition
In this section we will find the level interval where Palais-Smale condition holds.
Lemma 4.1. Assume (2.1), (2.3),(2.4). There holds
mΩ = m
and mΩ is not attained.
Proof. Since any u ∈ H10(Ω) can be extended as zero outside Ω, we may consider
H10(Ω) ⊂ H1(RN) and so mΩ ≥ m . On the other hand, applying Lemma 3.5 to
the sequence φn := ΦRnθ, with Rn → +∞, it follows that there exists n0 such that
for every n ≥ n0 there exists Tn > 0 such that Tn(φn)φn ∈ NΩ. Then, taking into
account (1.5), (3.10) and (3.12) yield
mΩ ≤ IΩ(Tn(φn)φn) = IΩ(Tn(ΦRnθ)ΦRnθ) → I(w) = m .
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Finally, assume that there exists u ∈ H10(Ω) such that IΩ(u) = mΩ. Then u, extension
by zero of u outside Ω, would be a minimizer of the problem at infinity not positive
on the whole N contradicting the maximum principle.
The remaining of this section is devoted to recover compactness properties for IΩ.
The main difficulty in our context is due to the fact that f is asymptotically linear.
Moreover, we will need a compactness property just for sequences belonging to
the Nehari manifold NΩ, then we first prove the following result.
Lemma 4.2. Assume (2.1), (2.2), (2.3), (2.4), (2.5), (2.6). Let d ∈ + and (un) be
such that
(4.1) (un) ∈ NΩ and lim
n→+∞ IΩ(un) = d > 0
then (un) is bounded.
Proof. The proof can be started as in Proposition 3.20 in [28] and it can be con-
cluded as in Lemma 5.3 in [27]. We give here a brief summary. First, note that as
un ∈ NΩ it results
(4.2) IΩ(pun) = p
2
2
‖un‖2Ω −
∫
Ω
F(pun)dx =
∫
Ω
p2
2
f (un)un − F(pun).
For every v ∈ NΩ, let us consider the one-variable function h : + → 
hv(p) := p
2
2
f (v)v − F(pv), I(pv) =
∫
Ω
hv(p).
Notice that (4.1) implies that there exists a positive constant C = C(d) such that
|IΩ(un)| ≤ C,
so that, condition (2.3) implies that, for every fixed x ∈ N , hun (p) has a unique
maximum point for p = 1 so that IΩ(pun) ≤ IΩ(un) ≤ C. Recalling (4.2), one
obtains ∫
Ω
F(pun) ≥ p
2
2
‖un‖2 −C.
Then, assuming by contradiction that, up to a subsequence, ‖un‖Ω → +∞ and
setting vn = pnun with pn = 2
√
C/‖un‖Ω, we obtain the uniform lower bound∫
Ω
F(vn) ≥ C.
This lower bound, hypothesis (2.2) and Lions Lemma (see [25]) imply that there
exist positive numbers r and δ and a sequence (yn) ∈ N such that
(4.3) lim inf
n→∞
∫
Br(yn)
v2ndx ≥ δ.
Then, we have to handle two different possible situations: either yn is bounded, or,
up to a subsequence, |yn| → +∞ as n → +∞.
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In the first case we deduce from (4.3) and recalling that vn ≡ 0 outside Ω, that there
exists r1 > ρ such that
lim inf
n→∞
∫
Br1 (0)
v2ndx ≥
δ
2
and the same lower bound holds for the weak limit v of vn (up to a subsequence).
Then, as vn ≡ 0 in N \ Ω there exists a subset Λ ∈ Br1(0) ∩ Ω with positive
measure and such that v(x) > 0 in Λ, so as un(x) = 2
√
Cvn(x)‖un‖Ω, it follows that
un(x) → +∞ for all x ∈ Λ. This immediately leads to a contradiction using (2.1)
(2.5) and (4.1) (for more details see Lemma 5.3 in [27]).
Then (yn) cannot be bounded, and, up to a subsequence, we obtain |yn| → +∞;
moreover, we can assume that Br(yn) ⊂ Ω for n sufficiently large. Then, it is possi-
ble to argue analogously on the sequence v˜n = vn(x+yn), obtaining, as before, a set
Λ ⊆ Br(0) with positive measure such that un(x + yn) → +∞ for every x ∈ Λ. The
contradiction follows again by using (2.5) (see Lemma 5.3 in [27]). Indeed, (4.1)
yields
C ≥ lim sup
n→+∞
IΩ(un) − 〈I′Ω(un), un〉 ≥
∫
Br(yn)
1
2
f (un)un − F(un)
=
∫
Br(0)
1
2
f (un(x + yn))un(x + yn) − F(un(x + yn))dx
≥
∫
Λ
1
2
f (un(x + yn))un(x + yn) − F(un(x + yn))dx
and the last integral goes to plus infinity thanks to (2.5). Then, we reach a contra-
diction, proving the Lemma.
Remark 4.3. Notice that in order to prove that (un) is bounded the classical infor-
mation I′
Ω
(un) → 0 can be substituted by the information (un) ⊆ NΩ. Moreover,
note that, in order to prove Lemma 4.2, it is sufficient to assume (2.2) for k = 0.
In the following lemma we will show that (un) is a Palais-Smale sequence in the
whole space.
Lemma 4.4. Assume (2.1), (2.2), (2.3), (2.4), (2.5), (2.6). Let (un) satisfy (4.1) and
be such that
(4.4) ∇NΩ IΩ(un) → 0.
Then I′
Ω
(un) → 0 in H−1(Ω).
Proof. First of all, from (4.4), recalling (1.4), we obtain a sequence (µn) ⊆ 
such that
(4.5) I′Ω(un) − µnN′Ω(un) → 0,
where NΩ is defined in Remark 2.5. Moreover, we can use Lemma 4.2 to obtain
that (un) is bounded, so that there exists u ∈ H10(Ω) such that, up to a subsequence,
un ⇀ u weakly in H10(Ω) and un → u almost everywhere. Let us first show that (µn)
is bounded arguing by contradiction, so that we assume that, up to a subsequence,
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|µn| → +∞ and set tn = µn/|µn|. Since |tn| = 1 there exists t0 such that, up to a
subsequence, |t0| = 1 and tn → t0 in . Moreover, it results
1
|µn|
I′Ω(un) − tnN′Ω(un) → 0.
Since |µn| → +∞ and as (un) is bounded (2.2) implies
N′Ω(un) → 0,
because tn → t0 , 0. Then, using (2.1), and taking into account that un ∈ NΩ we
have
0 = lim
n→+∞〈N
′
Ω(un), un〉 = limn→+∞
∫
Ω
[
f (un)un − f ′(un)u2n
]
= lim
n→+∞
∫
Ω
[
f (u+n )u+n − f ′(u+n )(u+n )2
]
.
(4.6)
Assume that there exists δ > 0 such that
sup
y∈N
∫
Br(y)
|u+n |2 ≥ δ
then there exists (yn) such that
(4.7)
∫
Br(yn)
|u+n |2 ≥ δ
arguing as in Lemma 4.2, we observe that two cases may occur, either |yn| is
bounded, or, up to a subsequence, |yn| → +∞. In the first case, there exists r1 >
0 such that ‖u+n ‖2L2(Br1 (0)) ≥ δ. Then, since u
+
n strongly converges to some v, in
L2loc(N), it follows that v ≥ 0, and v satisfies ‖v‖2L2(Br1 (0)) ≥ δ. Moreover, recalling
that u+n ≡ 0 outside Ω, we deduce that there exists a measurable set Λ ⊆ Ω∩ Br1(0)
with positive measure, such that v(x) > 0 for x ∈ Λ. Then, using (2.5), (2.6) and
applying Fatou Lemma, one obtains
0 = lim
n→+∞−〈N
′
Ω(un), un〉 = limn→+∞
∫
Ω
f ′(u+n )(u+n )2 − f (u+n )u+n
≥ lim
n→+∞
∫
Λ
f ′(u+n )(u+n )2 − f (u+n )u+n =
∫
Λ
f ′(v)v2 − f (v)v > 0,
(4.8)
that is a contradiction, so that |yn| cannot be bounded, and |yn| → +∞, up to a
subsequence. Then, we define uˆn(·) := u+n (·+yn) and observe that there exists uˆ ≥ 0
almost everywhere in N , such that uˆn ⇀ uˆ weakly in H10(Ω), strongly in Lploc(N)
and almost everywhere. From the strong convergence in L2loc(N) and using (4.7),
one deduces that ‖uˆ‖2L2(Br1 (0)) ≥ δ. Then there exists a measurable set Λ ⊆ Br(0)
with positive measure, and such that uˆ(x) > 0 for every x ∈ Λ. Moreover, as
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|yn| → ∞, we can assume that Br(yn) ⊆ Ω. Then, arguing as in (4.8) we get
0 = lim
n→+∞−〈N
′
Ω(un), un〉 ≥ limn→+∞
∫
Br(yn)
f ′(u+n )(u+n )2 − f (u+n )u+n
= lim
n→+∞
∫
Br(0)
f ′(uˆn)uˆ2n − f (uˆn)uˆn ≥
∫
Λ
f ′(uˆ)uˆ − f (uˆ)uˆ > 0,
so that (2.6) yields again a contradiction, showing that
lim
n→+∞ supy∈N
∫
Br(y)
|u+n |2 = 0.
Then, Lions’ Lemma [25] implies
u+n → 0 in Lp(RN), for any 2 < p < 2∗
and (2.2) gives
lim
n→∞
∫
Ω
f (u+n )u+n → 0 , lim
n→∞
∫
Ω
F(u+n ) → 0 .
Taking into account that un ∈ NΩ, by (2.1), one deduces that un strongly converges
to zero, which is an evident contradiction with (4.1) implying that (µn) is bounded.
As a consequence, there exists µ ∈  such that, up to a subsequence, µn → µ.
Assume, by contradiction, that µ , 0, take ϕ = un as test function in (4.5) and,
recalling that un ∈ NΩ, we have
〈N′Ω(un), un〉 → 0.
From this point we can repeat the same argument, starting from (4.6), to get a
contradiction. Then µn → 0 and (4.5) yields the conclusion.
The next lemma studies the asymptotic behavior of a bounded Palais-Smale se-
quence of IΩ. In the case f (t) = tp, the proof is given in [9] (see also Chapter 8 in
[39]). However, thanks to hypotheses (2.1), (2.2) the proof can be handled as in the
polynomial case arguing as in Chapter 8 in [39]. We will include some details for
the sake of clearness.
Lemma 4.5. (Splitting) Assume (2.1), (2.2). Let (un) ∈ H10(Ω) be a bounded se-
quence such that
(4.9) IΩ(un) → d > 0 and I′Ω(un) → 0 in H−1(Ω).
Replacing (un) by a subsequence, if necessary, there exists a solution u0 of (1.1),
such that the following alternative holds:
either un → u0 strongly in H1(N) or there exist a finite sequence (u1, u2, ..., uk)
in H1(RN) solutions of (2.7) and k sequences of points (y jn) ⊂ RN, 1 ≤ j ≤ k,
satisfying:
a) |y jn| → ∞ and |y jn − yin| → ∞, i , j;
b) ‖un − u0 −
k∑
j=1
u j(· − y jn)‖ → 0;
22 LILIANE A. MAIA AND BENEDETTA PELLACCI
c) IΩ(un) → IΩ(u0) +
k∑
j=1
I(u j).
Proof. Since (un) is bounded, there exists u0 ∈ H10(Ω) such that, up to a subse-
quence, un ⇀ u0. Then, thanks to the continuity of f and to (2.2), from (4.9) it
follows that
(4.10) I′Ω(u0) = 0 in H−1(Ω).
Let u1n := un − u0 ∈ H10(Ω) ⊂ H1(RN), and let us show that it results, for n → ∞,
‖u1n‖2 = ‖un‖2 − ‖u0‖2 + on(1);(4.11)
I(u1n) → d − IΩ(u0);(4.12)
I′(u1n) → 0 in H−1(Ω).(4.13)
The proof of (4.11) is standard. To show (4.12), note that the weak convergence of
(un) to u0 implies u1n ⇀ 0 weakly in H10(Ω). Then, applying Theorem 2 in [12] (see
also Lemma 8.1 in [39]), it follows that
I(u1n) − IΩ(un) + IΩ(u0) = −
∫
Ω
[
F(u1n) − F(un) + F(u0)
]
+ on(1) = on(1),
where on(1) is a quantity tending to zero as n goes to plus infinity. Then, (4.9) yields
(4.12). Moreover, (4.13) follows from the following facts: observe that condition
(2.2) allows us to use Theorem 2 in [12] or arguing as in Lemma 8.1 in [39], to
obtain that f (u0 + u1n)− f (u1n) → f (u0) in H−1(Ω). Then, exploiting (4.9), (4.10), it
follows, for every ϕ ∈ H10(Ω)
εn‖ϕ‖Ω ≥
∣∣∣∣〈I′Ω(un), ϕ〉∣∣∣∣ = ∣∣∣∣〈I′Ω(u0 + u1n), ϕ〉∣∣∣∣ ≥ ∣∣∣∣ 〈I′Ω(u0), ϕ〉 + 〈I′Ω(u1n), ϕ〉 ∣∣∣∣
−
∣∣∣∣ ∫
Ω
[
f (u0 + u1n) − f (u0) − f (u1n)
]
ϕ
∣∣∣∣
=
∣∣∣∣〈I′(u1n), ϕ〉∣∣∣∣ −
∣∣∣∣∣
∫
Ω
[
f (u0 + u1n) − f (u0) − f (u1n)
]
ϕ
∣∣∣∣∣
≥
∣∣∣∣〈I′(u1n), ϕ〉∣∣∣∣ − εn‖ϕ‖Ω.
Hence, (4.13) follows. Let us now consider
δ := lim sup
n→∞
sup
y∈RN
∫
B1(y)
|u1n|2.
If δ = 0, it follows from Lions’ Lemma [25] that
(4.14) u1n → 0 in Lp(RN), for any p : 2 < p < 2∗.
On the other hand, as (u1n) is bounded in H10(Ω), we can use (2.2) and (4.14) to
deduce that u1n → 0 strongly in H10(Ω) and since u1n ≡ 0 outside Ω it results u1n → 0
strongly in H1(N). Then the first alternative in the statement of the Lemma holds.
SOLUTIONS FOR ASYMPTOTICALLY LINEAR PROBLEMS IN EXTERIOR DOMAINS 23
While, if δ > 0, there exists a sequence (y1n) ⊂ RN such that
(4.15)
∫
B1(y1n)
|u1n|2 >
δ
2
.
Define a new sequence (v1n) ⊂ H1(RN) by v1n := u1n(·+ y1n). Since (u1n) is bounded in
H1(N), then (v1n) is also bounded and there exists u1 ∈ H1(RN), such that v1n ⇀ u1
in H1(RN) and v1n → u1 almost everywhere in RN ; then performing a change of
variable in (4.15) and applying Fatou Lemma one obtains that∫
B1(0)
|v1n|2 >
δ
2
,
∫
B1(0)
|u1|2 ≥ δ
2
,
so that u1 . 0. Moreover, since u1n ⇀ 0 in H1(RN), it follows that up to a sub-
sequence we can assume that |y1n| → ∞. As shown in [9] (see also Proposition
3.1 in [16] or Chapter 8 in [39]), it results that I′(u1) = 0 in H−1(N). Indeed,
take φ ∈ C∞c (N) and observe that, since |y1n| → +∞ we can find n0 such that
φn := φ(x − y1n) ∈ C∞c (Ω) for every n ≥ n0; moreover, ‖φn‖Ω ≤ ‖φ‖. As a conse-
quence, (4.13) yields∣∣∣〈I′(u1), φ〉∣∣∣ = ∣∣∣〈I′(v1n), φ〉∣∣∣ + on(1) = ∣∣∣〈I′(u1n), φn〉∣∣∣ + on(1) = on(1),
so that u1 is a solution of (2.7). Defining u2n(x) := u1n(x) − u1(x − y1n), it results that
u2n(· + y1n) = v1n − u1 and repeating for u2n the argument done for u1n we deduce that
‖u2n‖2 = ‖u1n‖2−‖u1‖2+on(1), I(u2n) → d−IΩ(u0)−I(u1), I′(u2n) → 0 in H−1(Ω),
so that we go on repeating the argument obtaining (y2n) satisfying conclusion a) and
u2, another solution of (2.7). From now on we proceed by iteration. Note that if u
is a nontrivial critical point of I and w is the solution of minimum action of (2.7),
then
(4.16) I(u) ≥ I(w) > 0.
As a consequence, passing from the step l to the step l+1 the action level decreases
because in the asymptotic information on the functional I(ul+1n ) it appears −I(ul+1).
Then, taking into account (4.16), the sum must have a finite number of terms, so
that, the iteration must be finite and terminate at some index k ∈ N, yielding also
conclusions b) and c).
The following result is a direct consequence of the Splitting Lemma.
Corollary 4.6. Assume (2.1), (2.2), (2.3), (2.4), (2.5), (2.6) and (U). Let (un) be a
sequence satisfying (4.1) and (4.4) with d ∈ (m, 2m). Then (un) admits a strongly
convergent subsequence.
Proof. Applying Lemma 4.2 we deduce that (un) is bounded, moreover Lemma
4.4 allows us to apply Lemma 4.5 to obtain that there exists u0 solution of (1.1)
such that conclusion b) holds. Moreover, conclusion c) and Lemma 4.1 yield
2m > d =
k∑
j=0
I(u j) ≥
km if u0 ≡ 0,mΩ + km = (k + 1)m if u0 . 0.
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Then, in both cases, k < 2, i.e. k = 0 or k = 1. If k = 1 and u0 ≡ 0, it follows that
IΩ(un) → I(u1) = d and from hypothesis (2.1), u1 is positive, so that, condition (U)
yields u1 = w and d = I(u1) = m, which contradicts the hypothesis. Also note that
the hypothesis d < 2m implies that it is not possible that k = 1 and u0 . 0. Then,
the only possibility is that k = 0, that is d = I(u0) = IΩ(u0) and Lemma 4.5 implies
un strongly converges to u0.
5. The Linking Argument and Proof of the Main Results
We will prove our existence results by applying the Linking theorem on the man-
ifold NΩ (see Theorem 8.22 in [5] or Theorem 8.4 in [37] joint with Lemma 5.14
and 5.15 in [39]). This argument has already been used in [4] to prove existence
results for linearly coupled semi-linear non-autonomous equations in N . In order
to define the linking sets, we will make use of the properties of a barycenter func-
tion, already adopted in [9] and then often used when building solution at higher
action level than the least one (see for example [4, 18] or [8] for an interesting
generalization). Here, we will follow the notation in [18] (see also [4]). For every
u ∈ H1(N) \ {0}, the following maps are well defined
µ(u)(x) := 1|B1(x)|
∫
B1(x)
|u(y)|dy, µ(u) ∈ L∞ ∩ C0(0,+∞) ,
uˆ(x) :=
[
µ(u)(x) − ‖µ(u)‖∞
2
]+
, uˆ ∈ C0(N).
Then, the barycenter of a function u ∈ H1(N) \ {0} defined by
β(u) = 1‖uˆ‖1
∫
N
xuˆ(x)dx
is a continuous function enjoying the following properties
β(u(· − y)) = β(u) + y ∀ y ∈ N ,(5.1)
β(Tu) = β(u) ∀T > 0.(5.2)
One of the linking set is the following subset of NΩ
(5.3) S :=
{
u ∈ H10(Ω), : u ∈ NΩ, β(u) = 0
}
.
Remark 5.1. Notice that S , ∅. Indeed, first note that, from the properties of the
function w we can find r0 > 0 such that {x ∈ N : µ(w) > ‖µ(w)‖∞/2} = Br0(0).
Then, take θ ∈ N with |θ| = 1, R > 4ρr0 and the functions η1 and η2 defined as
η1(x) = 1 − ξ(4ρ(x − Rθ)/R) and η2(x) = 1 − ξ(4ρ(x + Rθ)/R). Choose the function
zR = w
Rθη1 + w
−Rθη2. The properties of the function η1 imply that η1wRθ < wRθ so
that µ(η1wRθ) < µ(wRθ) and it results
sup
N\BR/4ρ(Rθ)
µ(η1wRθ) < sup
BR/4ρ(Rθ)
µ(η1wRθ) = sup
BR/4ρ(Rθ)
µ(wRθ) = µ(wRθ)(Rθ),
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where we have taken into account that µ(0) > µ(x) for every x ∈ N \ {0}. As a
consequence of the previous facts,{
x ∈ N : µ(η1wRθ) > ‖µ(η1w
Rθ)‖∞
2
}
⊂ BR/4ρ(Rθ).
Arguing analogously for η2w−Rθ, one obtains η̂1wRθ = ŵRθ and η̂2w−Rθ = ŵ−Rθ.
Moreover, observe that GΩ(zR) = GΩ(wRθ) + GΩ(w−Rθ) + o(R) = 2GΩ(w) + o(R),
where o(R) is a quantity tending to zero as R tends to infinity. Then zR ∈ AΩ
for R sufficiently large. Therefore, v = TΩ(zR)zR ∈ NΩ and from (5.2) it results
β(v) = β(zR). In addition taking into account that BR/2(Rθ) ∩ BR/2(−Rθ) = ∅, we
obtain zˆR = η̂1wRθ + η̂2w−Rθ. Then it results
β(v) = β(zR) = β(η1wRθ) + β(η2w−Rθ) = β(wRθ) + β(w−Rθ) = 0,
showing that zR ∈ S .
Lemma 5.2. Assume (2.1), (2.2), (2.3), (2.4), (2.5), (2.6). Let b = inf
S
IΩ(u), then
b > mΩ.
Proof. It is clear that b ≥ mΩ. To prove the strict inequality we shall argue by
contradiction. Suppose b = mΩ, then there exists a sequence (vn) ⊂ NΩ such that
β(vn) = 0, 〈I′Ω(vn), vn〉 = 0 and IΩ(vn) → mΩ; moreover, (vn) is not relatively
compact because mΩ is not attained. By Ekeland Variational Principle (Theorem
8.5 in [39]) applied to the closed manifold NΩ, there exists another sequence (v˜n) ⊂
NΩ such that:
(5.4) IΩ(v˜n) → mΩ , ∇NΩ IΩ(v˜n) → 0 , ‖v˜n − vn‖Ω → 0 .
From Lemma 4.2 (vn) and (v˜n) are bounded. Moreover, Lemma 4.4 implies that
(5.5) I′Ω(v˜n) → 0.
By exploiting hypothesis (2.2) we deduce that that I′′
Ω
maps bounded sets of H10(Ω)
in bounded sets, then the mean value Theorem implies that the following inequality
holds for every φ ∈ H10(Ω),∣∣∣〈I′Ω(v˜n) − I′Ω(vn), φ〉∣∣∣ ≤ K‖v˜n − vn‖Ω‖φ‖Ω .
Taking the supremum on φ and using (5.5), it follows that also (vn) is a Palais-Smale
sequence. Therefore, from Lemma 4.5 and since mΩ is not attained, we deduce that
conclusions a)-c) hold. In particular, conclusion c), (5.4) and Lemma 4.1 imply
m = IΩ(u0) +
k∑
j=1
I(u j) ≥ IΩ(u0) + km ≥ km,
where the last inequality is implied by the fact that, either u0 ≡ 0 so that IΩ(u0) = 0,
or u0 ∈ NΩ so that I(u0) > mΩ > 0. Then, k has to be equal to one, u0 has to
be trivial and u1 = w. This and conclusion b) of Lemma 4.5 yield vn(·) − w(· −
yn) → 0, strongly in H1(N), where yn ∈ RN, |yn| → ∞. Calculating the barycenter
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function of vn(x) and w(x−yn), we have, as β is a continuous function, w is radially
symmetric, and using (5.1)
0 = β(vn) = β(w(· − yn)) + o(1) = β(w) + yn + o(1) = yn + o(1)
where o(1) a quantity tending to zero as n goes to plus infinity. This immediately
gives a contradiction as |yn| → +∞.
In order to define the other linking set, we argue as in [18] (see also Section 7 in
[4]) and we take x0 and y as in (3.15) and R > max{R0,R1} where R0 and R1 are
introduced in Lemmas 3.5 and 3.8. Let us define the function
z : ∂B2(x0) × [0, 1] 7→ B2(x0), by z(y, t) := ty + (1 − t)x0.
Notice that z is a homeomorphism from ∂B2(x0) × (0, 1] to B2(x0) \ {x0}, so that
for every point z˜ ∈ B2(x0) there is a unique pair (y, t) ∈ ∂B2(x0) × (0, 1], such that
z˜ = z(y, t) , x0. Therefore, we can define the operator ΨR : B2(x0) 7→ NΩ by the
values that it takes on ∂B2(x0) × [0, 1] as follows
(5.6) ΨR[z] =

ΨR[z(y, t)] = ΨR[y, t] = ΠNΩ(URt ) if z , x0,
ΨR[y, 0] = ΠNΩ(ΦRx0 ) if z = x0,
where URt is given in (3.15) and ΠNΩ is defined in (3.6). Notice that ΨR is well
defined thanks to Lemma 3.8. In order to apply the Linking Theorem on NΩ we
recall that S is defined in (5.3) and we set
Q := ΨR(B2(x0))(5.7)
H :=
{
h ∈ C0(Q,NΩ), h|∂Q = id
}
, d := inf
h∈H
sup
u∈Q
IΩ(h(u)).(5.8)
The linking geometrical structure is showed in the next lemma.
Lemma 5.3. Assume conditions (2.1), (2.2), (2.3), (2.4), (2.5), (2.6). Let Q and H
be defined in (5.7) (5.8). Then, for R sufficiently large, it results
∂Q ∩ S = ∅,(5.9)
h(Q) ∩ S , ∅ ∀h ∈ H ,(5.10)
sup
∂Q
IΩ(u) < infS IΩ(u).(5.11)
Proof. First of all, notice that ΨR : B2(x0) 7→ ΨR
(
B2(x0)
)
is a continuous bijec-
tion defined on a compact set. Indeed, let us first show thatΨR is injective in B2(x0)\
{x0}. In order to do this, let us consider z1, z2 ∈ B2(x0) \ {x0} such that ΨR(z1) =
ΨR(z2). Since z(y, t) is injective, this amounts to consider (y1, t1), (y2, t2) ∈ ∂B2(x0)×
(0, 1] such that ΨR[z(y1, t1)] = ΨR[z(y2, t2)]. Taking into account Remark (3.6), and
using the notation
Ti(R) = TΩ(tiΦRyi + (1 − ti)ΦRx0 ),
this is equivalent to have
T1(R)
(
t1Φ
Ry1 + (1 − t1)ΦRx0
)
= T2(R)
(
t2Φ
Ry2 + (1 − t2)ΦRx0
)
.
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Suppose that |y1 − y2| = a > 0. Since |yi − x0| = 2 for i = 1, 2, (3.3) implies that
w(R(y2 − y1)) = o(R) and w(R(yi − x0)) = o(R), where o(R) is a quantity tending
to zero as R tends to infinity. Choosing x = Ry1 with R > 2ρ, and recalling (3.8),
one obtains T1(R) (t1w(0) + (1 − t1)o(R)) = T2(R)o(R). Then, (3.16) implies that
T1(R)t1w(0) = o(R). Since w(0) > 0 and t1 ∈ (0, 1], this implies that T1(R) = o(R).
Arguing as in the proof of Lemma 3.8, one can reach a contradiction, so that |y1 −
y2| = 0, i.e. y1 = y2. In order to prove that t1 = t2 let us choose x = Ry = Ry1 = Ry2,
take into account (3.2) and that R > 2ρ to obtain
T1(R) [t1w(0) + (1 − t1)w(2R)] = T2(R) (t2w(0) + (1 − t2)w(2R)) .
On the other hand, choosing x = Rx0 we get
T1(R) [t1w(2R) + (1 − t1)w(0)] = T2(R) [t2w(2R) + (1 − t2)w(0)] .
Then
t1w(0) + (1 − t1)w(2R)
t1w(2R) + (1 − t1)w(0) =
t2w(0) + (1 − t2)w(2R)
t2w(2R) + (1 − t2)w(0) .
Since the function h(t) = at+ b(1− t)/[bt+ a(1− t)] is injective, the above equality
implies that t1 = t2. Then, we have shown that Ψ is injective in B2(x0) \ {x0}. Now,
take z ∈ B2(x0) such that ΨR(z) = ΨR(x0), that is
TΩ
(
tΦRy + (1 − t)ΦRx0
) [
tΦRy + (1 − t)ΦRx0
]
= TΩ
(
ΦRx0
)
ΦRx0 .
Choosing x = Ry and arguing as before, one obtains that z = x0 proving that
ΨR is injective in B2(x0). As a consequence, ΨR is an homeomorphism and ∂Q =
ΨR(∂B2(x0)).
In order to show that (5.9) holds, we observe that, since w is radially symmet-
ric, positive and decreasing in (0,+∞), also µ(w) is decreasing with respect to |x|;
Moreover, as proved in Theorem 2.1 in [8] µ(w) → 0 as |x| → +∞, then, arguing
as in Remark 5.1, we obtain that there exists a unique r0 > 0 such that for every
|x| = r0, µ(w)(x) = ‖µ(w)‖∞/2 and by (5.1) the set
E(w) :=
{
x ∈ N , µ(w)(x) ≥ ‖µ(w)‖∞
2
}
is such that
(5.12) E(w) = Br0(0) ⇒ E(w(· − Ry)) = Br0(Ry),
for every R ∈ +. Let us fix R such that R > 2ρ + 1 + r0 and, as y ∈ ∂B2(x0), it
results that |x| > 2ρ + r0 for every x ∈ B1(Ry). Then, exploiting (3.2) we obtain
µ(ΦRy)(Ry) = 1|B1(Ry)|
∫
B1(Ry)
ξ(x)w(x − Ry)dx = 1|B1(Ry)|
∫
B1(Ry)
w(x − Ry)dx
=
1
|B1(0)|
∫
B1(0)
w(σ)dσ = µ(w)(0) = ‖µ(w)‖∞.
Since, ‖ξ‖∞ ≤ 1, it results
(5.13) |µ(ΦRy)(x)| ≤ |µ(w)(x − Ry)| ≤ ‖µ(w)‖∞,
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showing that
(5.14) ‖µ(ΦRy)‖∞ = |µ(ΦRy)(Ry)| = ‖µ(w)‖∞.
In addition, for every x ∈ Br0(Ry), any z ∈ B1(x) satisfies |z| > 2ρ, showing that
B1(x) ⊆ N \ B2ρ(0), and using again (3.2), we have
µ(ΦRy)(x) = 1|B1(x)|
∫
B1(x)
ξ(z)w(z − Ry)dz = 1|B1(x)|
∫
B1(x)
w(z − Ry)dz
= µ(w)(x − Ry).
Recalling (5.12) we have that, for every x ∈ Br0(Ry), µ(w)(x − Ry) > ‖µ(w)‖∞/2,
yielding
µ(ΦRy)(x) > 1
2
‖µ(w)‖∞ for every x ∈ Br0(Ry),
so that Φ̂Ry , 0 if x ∈ Br0(Ry). If x < Br0(Ry) recalling (5.12), (5.13) and (5.14), it
results
µ(ΦRy) ≤ µ(w(· − Ry)) < 1
2
‖µ(w(· − Ry))‖∞ = 12‖µ(Φ
Ry)‖∞.
Therefore, Φ̂Ry , 0 if and only if x ∈ Br0(Ry), but, in this set ξ ≡ 1, so that
Φ̂Ry = ŵ(· − Ry) and hence
(5.15) β(ΦRy) = β(w(· − Ry)) = Ry,
showing (5.9). In order to prove (5.10), for every h ∈ H , let us take V : B2(x0) 7→

N given by V(z) = (β ◦ h ◦ ΨR) (z). If z ∈ ∂B2(x0), z = z(y, 1), then, it results
ΨR(z) ∈ ∂Q, so that h(ΨR(z)) = ΨR[y, 1], then (5.2) and (5.15) yield
V(z) = β(ΨR[y, 1]) = β(ΨR(ΦRy)) = β(TΩ(ΦRy)ΦRy) = β(ΦRy) = Ry.
Then, by Brouwer Theorem, there exists z0 ∈ B2(x0) such that V(z0) = 0, i.e.
h(ΨR(z0)) ∈ S , and, as by definition ΨR(z0) ∈ Q, (5.10) follows.
In order to show (5.11), let us first observe that ∂Q = ΨR(∂B2(x0)) = ΨR[y, 1];
moreover,
IΩ(ΨR[y, 1]) = IΩ(ΠNΩ(ΦRy)) = IΩ(TΩ(ΦRy)ΦRy).
From (3.10) and (3.12) it follows that IΩ(ΨR[y, 1]) → m as R → +∞; then, Lemma
4.1 and Lemma 5.2 imply that, fixing R sufficiently large, (5.11) holds.
Lemma 5.4. Assume (2.1), (2.2), (2.3), (2.4). There exists R2 > max{R0,R1} such
that
max
Q
IΩ(u) < 2mΩ, for every R ≥ R2.
Proof. In the proof we will use the notation, introduced in Lemma 3.9
T Rt = TΩ(URt ),
where T (u) is defined in Lemma 3.5. Recalling (5.7), (5.6), and taking into account
(3.15), it is sufficient to show that there exists R2 sufficiently large, such that
(5.16) IΩ(ΠNΩ(URt )) = IΩ(T Rt URt ) < 2mΩ, ∀R ≥ R2, ∀ (y, t) ∈ ∂B2(x0) × [0, 1].
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It results
IΩ(T Rt URt ) =
(T Rt t)2
2
‖ΦRy‖2Ω +
(T Rt (1 − t))2
2
‖ΦRx0‖2Ω + (T Rt )2t(1 − t)
∫
Ω
∇ΦRy∇ΦRx0
+ (T Rt )2t(1 − t)λ
∫
Ω
ΦRyΦRx0 −
∫
Ω
F(T Rt tΦRy + T Rt (1 − t)ΦRx0 ).
By adding and subtracting I(T Rt twRy) + I(T Rt (1 − t)wRx0) and taking into account
(3.9) and Lemma 3.8 one obtains
IΩ(T Rt URt ) =I(T Rt twRy) + I(T Rt (1 − t)wRx0 ) +
∫
N
[
F(T Rt twRy) − F(T Rt tΦRy)
]
−
∫
N
[
F(T Rt URt ) − F(T Rt tΦRy) − F(T Rt (1 − t)ΦRx0 )
]
+ (T Rt )2t(1 − t)
∫
Ω
∇ΦRy∇ΦRx0λΦRyΦRx0 + o(εR)
+
∫
N
[
F(T Rt (1 − t)wRx0 ) − F(T Rt (1 − t)ΦRx0 )
]
.
Moreover, using (3.11) and (3.16), one obtains
IΩ(T Rt URt ) ≤ I(T Rt twRy) + I(T Rt (1 − t)wRx0) + o(εR)
+ (T Rt )2t(1 − t)
∫
Ω
∇ΦRy∇ΦRx0 + λΦRyΦRx0
−
∫
N
[
F(T Rt URt ) − F(T Rt tΦRy) − F(T Rt (1 − t)ΦRx0 )
]
.
Applying Lemmas 3.7 and 3.9 we deduce
IΩ(T Rt URt ) ≤ I(T Rt twRy) + I(T Rt (1 − t)wRx0 ) + o(εR)
+(T Rt )2t(1 − t)
[
1
2
∫
N
f (wRy)wRx0 + 1
2
∫
N
f (wRx0 )wRy
]
−
∫
N
[
f (T Rt tΦRy)T Rt (1 − t)ΦRx0 + f (T Rt (1 − t)ΦRx0 )T Rt tΦRy
]
.
Applying Lemmas 3.8 and 3.11 (see (3.33)) in the last term one gets
IΩ(T Rt URt ) ≤I(T Rt twRy) + I(T Rt (1 − t)wRx0) + o(εR)
+(T Rt )2t(1 − t)
[
1
2
∫
N
f (wRy)wRx0 + 1
2
∫
N
f (wRx0)wRy
]
−
∫
N
[
f (T Rt twRy)T Rt (1 − t)wRx0 + f (T Rt (1 − t)wRx0 )T Rt twRy
]
.
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We use (3.34) with the choices τ = T Rt t, τ = T Rt (1 − t) and use (3.16) to get that
there exists a positive constant C1 such that
IΩ(T Rt URt ) ≤I(T Rt twRy) + I(T Rt (1 − t)wRx0) + o(εR)
−1
2
∫
N
[
f (T Rt twRy)T Rt (1 − t)wRx0 + f (T Rt (1 − t)wRx0)T Rt twRy
]
+C1
[
|tT Rt − 1| + |(1 − t)T Rt − 1|
]
εR.
Choosing (τ1, τ2) = (T Rt (1 − t), T Rt t) in the first inequality in Lemma 3.10, and
(τ1, τ2) = (T Rt t, T Rt (1 − t)) in the second one, we obtain (thanks to (3.16))
IΩ(T Rt URt ) ≤ I(T Rt twRy) + I(T Rt (1 − t)wRx0) + o(εR)
−εRC1
[
|tT Rt − 1| + |(1 − t)T Rt − 1|
]
− εRC2 min{tT Rt , (1 − t)T Rt },
(5.17)
with C2 a positive constant. In view of (3.17), there exists δ > 0 such that for every
t ∈
(
1
2 − δ, 12 + δ
)
, it results
(5.18) C1
[
|tT Rt − 1| + |(1 − t)T Rt − 1|
]
+C2 min
{
tT Rt , (1 − t)T Rt
}
≥ C2
2
.
Moreover, the real valued function hv defined as
(5.19) hv(p) := p
2
2
f (v)v − F(pv), I(pv) =
∫
N
hv(p).
achieves the unique maximum value for p = 1 (see for more details Lemma 4.2 or
Proposition 3.20 in [28]) then, as w ∈ N , it results
I(T Rt twRy) ≤
∫
N
1
2
f (w)w − F(w) = I(w) = m.
The same conclusion holds for the term I(T Rt (1 − t)wRx0 )), so that from (5.18) it
follows
IΩ(T Rt URt ) ≤2m −
C2
2
εR + o(εR)(5.20)
which, recalling Lemma 4.1, shows the conclusion if t ∈ (12 − δ, 12 + δ).
In the other case, namely when |t− 1/2| > δ, we can fix a positive constant σ0 such
that
(5.21) |tT Rt − 1| > σ0 or |(1 − t)T Rt − 1| > σ0.
Indeed, if (5.21) were not true, we could find positive sequences (σn), (tn), (Tn)
such that, up to subsequences, σn → 0, tn → t0 ∈ [0, 1], Tn → T0 ∈ [0, L] (thanks
to (3.16)), and
|tnTn − 1| ≤ σn and |(1 − tn)Tn − 1| ≤ σn.
Since σn → 0, it results (1 − t0)T0 = 1 and t0T0 = 1, so that T0 , 0 and t0T0 =
(1 − t0)T0, which implies that t0 = 1/2, that is not possible since |t0 − 1/2| > δ.
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Then (5.21) is true and we also claim that there exists a positive constant α0 such
that
(5.22)
∫
N
hw(p) < m − α0 ∀ p ∈ [0, L] : |p − 1| > σ0,
where hv(p) is defined in (5.19), Indeed, by contradiction, there exists a sequence
αn converging to zero, and a sequence of point pn ∈ [0, L] such that
(5.23) |pn − 1| > σ0, and
∫
N
hw(pn) ≥ m − αn.
Up to a subsequence, there exists p0 ∈ [0, L] such that pn → p0. Taking limit in
(5.23) we find
(5.24) |p0 − 1| > σ0, and
∫
N
hw(p0) ≥ m.
Since p = 1 is the unique maximum point of hw(p) there results
m =
∫
N
hw(1) ≥
∫
N
hw(p0) ≥ m.
yielding p0 = p = 1 contradicting the first inequality in (5.24), so that (5.22) is
true. Assume that the first inequality in (5.21) is true, then we can make the choice
(p,w) = (tT Rt ,wRy) in (5.22) yielding
I(tT Rt wRy) ≤ m − α0, I((1 − t)T Rt wRx0) ≤ m.
Then, using these informations in (5.17), one gets
IΩ(T Rt URt ) ≤ 2m − α0 + O(εR),
and an analogous argument gives the same conclusion when the second inequality
in (5.21) holds true. This, Lemma 4.1, and (5.20) yield (5.16) giving the conclusion.
Proof of Theorems 2.2 and 1.1
Lemma 5.3 yields all the required geometrical properties to apply a Linking Theo-
rem. Moreover from Lemmas 5.2 and 5.4 we deduce that
mΩ <(a)
d <
(b)
2mΩ.(5.25)
Indeed, (b) in (5.25) follows directly from Lemma 5.4 as h := id ∈ H , so that
inf
H
sup
Q
IΩ(h(u)) ≤ sup
Q
IΩ(u) < 2mΩ.
In order to show (a) in (5.25), observe that exploiting property (5.10) we can say
that for every h ∈ H there exists v ∈ Q such that h(v) ∈ S , so that
max
u∈Q
IΩ(h(u)) ≥ IΩ(h(v)) ≥ infS IΩ > mΩ,
where the last inequality is proved in Lemma 5.2. Corollary 4.6 implies that the
(PS) condition is satisfied at level d. Then we can apply the Linking Theorem (see
e.g. Theorem 8.22 in [5] or Theorem 8.4 in [37] joint with Lemma 5.14 and 5.15 in
[39]) to obtain the existence of a constrained critical point of I in NΩ. This, taking
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into account Remark 2.5, gives the conclusion.
Theorem 1.1 follows directly from Theorem 2.2 as f given in (1.2) satisfies all the
requested hypotheses.
Remark 5.5. The previous topological argument shows that the set ΨR(∂BR(0)) is
contractible in the sub-level set Ic
Ω
with c given by
c = sup
BR(0)
I(ΨR).
Because the whole set ΨR(BR(0)) is contractible in IcΩ, but ΨR(∂BR(0)) is not con-
tractible in the sub-level set Ic
Ω
for c given by
c = max
ΨR(∂BR(0))
I.
Moreover, we believe that using appropriate topological tools one can show also
multiplicity results depending on the topology of Ω. We leave this topic as an in-
teresting, in our opinion, open problem.
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