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Abstract-This paper considers the problem of controllability of a class of nonlinear systems. Sufficient 
conditions are given for a nonlinear system to be= locally controllable and globally completely controllable. 
In the case of a linear time-invariant system, these conditions are also necessary. Furthermore, our result 
reveals that, for a nonlinear control system, there is a relationship among controllability, stability and 
optimal@. 
1. INTRODUCTION 
In this paper we consider a nonlinear control system 
dx 
- = f(x, II) 
dt U-1) 
where xER”, uEW”, msn, and f(x, u) is an n-dimensional, vector-valued function. 
We assume that f(x, u) is continuously differentiable with respect o x and u, that u(t) is 
piecewise continuous in a given time interval [0, T], and that f(O,, 0,) = O,, where, here and 
in the sequel, for any positive integer k, 0, is the origin in R“. Moreover, we designate the 
particular instance of the system (1.1) with the specified control function u(t) by (1.1; u(t)). 
It is known that, under the above assumptions, for each point x&!Z”, there exists a unique 
solution x(t; x,, u(t)) of (1.1; u(t)) which satisfies the initial condition x(0; x,, u(t)) = x0. 
It is known that in the early 1960’s Kalman advanced the concept of controllability for 
a linear system and gave the necessary and sufficient condition for a linear control system 
to be controllable[ 11. After that, Kalman, Ho and Narendra obtained an equivalent 
condition. In this paper we study the controllability problem for the system (1 .l). The 
theoretical and practical importance of this problem is well-known and, over the years, it 
has attracted the attention of many authors. In[3], Lee and Markus gave a sufficient 
condition for (1~ 1) to be locally controllable; and in[4], be presented a formal sufficient 
condition for (1.1) to be completely controllable. (However, [4] contains a logical error, in 
the case of a linear system at least.) In [!X] using a differential-geometric approach, they 
discussed the controllability of (1.1). However, their conditions for the controllability of a 
nonlinear system are not easy to verify, even in theory. Thus it can be said that the general 
problem is still open. 
In the sequel, we will give sufficient conditions for the system (1.1) to be locally 
controllable and globally completely controllable. In the case of a linear time-invariant 
system, our conditions are also necessary. Furthermore, our results show that, for a 
nonlinear control system, there is a relationship between controllability, stability and 
optimality. We now turn to the relevant definition. 
Let x&Q” and let u(t) be piecewise continuous. If the solution x(t; x,, u(t)) of (1.1; u(t)) 
satisfies 
x(t,; x0, u(t)) = 0, 
*This work was completed a~ the University of Massachusetts/Amherst while the author was a Visiting Professor 
in the Department of Mathematics and Statistics. 
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for some t, > 0, then we say that the control u(t) transfers the phase point from x, to the 
origin x = 0, in (finite) time t,. 
Dejinition 1.1 The point x, is said to be controllable, if there exists a control u(t) which 
transfers the phase point from x, to the origin in some finite time t,. 
Definirion 1.2 The system (1.1) is completely controllable, if for each point x&R” there 
exists a control u(t; x,,) which transfers the phase point from x, to the origin in some finite time 
t,(xJ. In other words, the system (1.1) is completely controllable, if every point in R” is 
controllable. 
Definition 1.3 The system (1.1) is locally controllable, if there is a neighborhood, say 
Kg)(O,) of the origin 0, in R” such that the very point of Kg’(O,) is controllable. E, is a positive 
real number. 
Definition 1.4 The system (1.1) is said to be completely controllable in a given finite time 
DO, if for every point x&R” there exists a control function u(t; x,,) which transfers the phase 
point from x, in t = 0 to the origin in time t = T. 
Definition 1.5 The system (1.1) is said to be locally controllable in a given finite time T>O, 
if for a given finite time T>O there is a neighborhood Kg’(O,) of the origin 0, in R” and if for 
every point x, of Kg)(O,) there exists a control function u(t; x,,) which transfers the phase point 
from x,, in t = 0 to the origin in time T = 0. 
One objective of this paper is to determine a condition for the system (1.1) to be 
controllable. To this end, we assume in addition, that the third order partial derivatives 
of function f(x, u) in (1.1) are continuous. In this case, it is easy to see that f(x, u) can be 
expressed in the following form: 
f(x, u) = A . x + B . u + g(x, u) (1.2) 
where A is the constant n x n matrix given by 
A af 
A=-- 
ax x=0. 
u=o, 
B is the constant n X m matrix given by 
B=?! 
au x=o. 
u=om 
and g(x, u) is a continuously differentiable vector-valued function. Moreover 
ag 
ax x=0. =@,.,,, 2 = = @,, x ,” (1.3) x 0. 
u=o, ” = 0,” 
where the notations O,,,, O,,, denote an n x n, and n x m zero matrices respectively. 
2. PRELIMINARY THEOREMS 
THEOREM 2.1 
The sufficient condition for the system (1.1) to be locally controllable is that the matrix 
Qoa [B AB . . . A”‘-“B] has rank n, i.e. 
Rank [B AB . . . A(“-‘JB] = n. (2.1) 
Proof. Note first that if (2.1) holds, then for any t, > 0, the n x n matrix ~(0; t,) 
I 
11 
w(O, t,) = eA.“.B.B’.e-““.& (2.2) 
0 
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is of full-rank. Thus ~~‘(0; t,) exists. Now let { be a constant (parameter) vector in [w” and 
let u(t; 5) be the vector-valued function given by 
u(t, 0 4 -B’ . evAT’ ’ . w -‘CO; t,) . c. (2.3) 
then, u(t, g) is defined for all t?O and, moreover 
u(1; 0,) = 0, 
Substituting u(t; <) defined (2.3) for u in (1.1) we have 
dx 
dt = A . x + B . u(t; 0 + g(x, u(t; t)) 
The solution of (2.5) starting from %ER” at t = 0, which we denote 
written in the following form. 
1 
e-*‘” * (BW 5, + g(x(s; xo, 51, u(s; 5,)) . ds 
1 
(2.4) 
(2.5) 
by x(c %, &I can be 
or 
’ e-*.r . B . Br . e-*‘.” . w-l((); t,) . ds . 5 
+ I emA” . g(x(s; x,, 0, u(s; 5)) . ds . 0 1 
Thus, at time t,, we have 
e-A'S.g(x(S;x,,r),u(S;C)).ds 1 (2.6) 
and 
Noting that 
u(t: 5, = o,, x(t; x0, 5, =o, 
5=% x0=0, 
5=0. 
for all t?O and using (1.3) it follows that n X n matrix 
wt1; %7 5) 
ae 
= _eA.,’ (2.7a) 
x,=0. 
5=0, 
is of full-rank. 
Thus, if the parameter t’= [[, , &, . . .,t] in (2.3) is sufficiently small, then the Jacobian 
of the matrix in (2.7a) will be different from zero for all sufficient small &. In addition, x(t,; 
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O,, 0,) = 0. By virtue of the implicit function theorem it follows that there is an E>O such that 
the equation: 
x(4; x0,5> = On (2.8) 
can be solved with respect o { for all x, in the neighborhood Q)(O,): (x,1 < E of the origin 
x = 0, in R”. In other words, for any point x,EKF’(O,) there exists a control-namely the 
control u(t; <), 0 I t I t, in (2.3) for suitably chosen ?j,, &, . . .,&,-which transfers the 
phase point from x, to the origin in some time l, > 0; and the theorem is proved. 
The proof of Theorem 2.1 shows that, under the condition (2.1), for any given tr > 0 
the control u(t; {) defined by (2.3) transfers the phase point from any x, belonging to a 
suitable neighborhood of the origin x=0, in the time tr>O. Therefore we have 
COROLLARY 2.1 
If (2.1) holds, then the nonlinear control system (1.1) is locally controllable in any given 
time r,>O. 
THEOREM 2.2 
Sufficient conditions for (1.1) to be completely controllable are: 
(a) Rank [BAB...A@‘-‘)B]=n 
(b) The free system 
dx 
;li = f(x, 0,) (1.10,) 
corresponding to (1.1) is globally asymptotically stable. 
ProoJ By Theorem 2.1 we know that under the condition (a) there exists some 
neighborhood Kp)(O,) of the origin such that for each point of @(O,) there is a control 
which transfers the phase point from it to the origin in some finite time. 
Now let x,, be an arbitrary point of R”. We shall first make the phase point move from x,, 
under the influence of the control u(t)=O,. Since the free system (1.10,) is globally asymp- 
totically stable, after some finite time T,>O has elapsed, the moving point will arrive in Kg) 
(0,). Then it can be transferred by some control u,(t) to the origin in some finite time T,>O. 
Thus, for any point x,&R”, the control u(t) given by 
{ 
0 
u(t)A m’ tE[o,T,I 
u,(t), tE[T,,T2l 
will transfer the phase point from x,, to the origin in time T, + T2. In other words, the system 
(1.1) is completely controllable. 
THEOREM 2.3 
If the rank of matrix [B AB . . A “I-“B] is equal to n and if for a given positive-definite 
scalar function L(x) defined in IL”, there exists a positive-definite solution V*(x) of the 
partial differential equation 
a v(x) 
--f(x,O,)+L(x)=O ax 
then system is controllable. 
It easy verify the solution of is Liapunov 
of free (1.10,). fact, x, any point R” let x,) 
the of free (1.10,) from The derivative V*(x) 
On the controllability of a nonlinear control system 
with respect to t along the trajectory determined by (1.10,) is given by 
~*(x(t; xo))lc1.lo,) = 
av*w; x0)) 
ax . f(x(t; %),O,). 
Since V*(x) is the positive-definite solution of (2.9), the following identity 
av*c4t; %I) 
dX 
. f(x(t; x,),0,) +L(X(t; x(J)=0 
holds for all t 2 0. It follows that 
v*w; x0>> =- -L(x(t; x,)) 
(~J%J 
44s 
(2.10) 
(2.11) 
for all t 2 0. In particular, when t = 0, we have x(0; x,) = x0, whence 
I* = -L(x,). (2.112) 
(1.0&J 
Since the equality (2.12) holds for every x0&” and since by hypothesis, L(x) is a 
positive-definite on KY’, we have that 3(x)1(1.,0,, is a negative-definite function on UP. Thus 
V*(x) is a Liapunov function of the free system (1.10,) in R”. Consequently, by Liapunov’s 
Theorem, the free system (1.10,) is globally asymptotically stable. 
Finally, since by hypothesis, the matrix [B AB . . . A’“-‘)B] has rank n, the conclusion 
of Theorem 2.3 follows directly from Theorem 2.2. 
3. MAIN RESULTS 
Let us consider a Bellman-type equation of the following form: 
[ ( fginm $+$. f(x, u)+L(x, u) =o 1 (3.1) 
I v(rl? x(t,)) = 0 (3.2) 
where L(x, U) is a given continuous scalar function which is positive-definite in u and t,>O. 
A pair of functions (V*(t, x)u*(t, x)), where u(t, x)=u(x,(aV*l&), (dV*ldx)), is said to 
be a solution of (3.1) and (3.2), if the following hold: 
(a) u(x, (dV/dt), (8Vldx)) is of class c’ with respect to all of its arguments, and the scalar 
function 
$+E * f(x, u)+L(x, u) 
attains its minimum when u =u(x, (dV/at), (avlax)), i.e. 
av av 
s-_-t-. 
ar ax f(x, v)+Ux, VI 
for all vEW”. 
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(b) The nonzero scalar function V*(t, x) is a solution of the partial differential equation 
with the terminal condition 
V(t, , et, 1) = 0 
i.e. the identity 
av*ct, x)+aV*(r, x) 
at ax . f(x, u*(t, x)) +ux, U*(t,X)) = 0 
and the terminal condition 
v*ct, At,)) = 0 
hold for 05 f St, and all xER”. 
Definition 3.1 We say that the Bellman-type equations (3.1) and (3.2) have a positive- 
definite solution, if there exists a pair (V*(t, x), u(t,x)) of functions both of class c’, satisfying 
the above conditions (a) and (b) and if, in addition, V*(t, x) is positive-definite, i.e. there is a 
positive-definite function W(x), dependent on x alone, such that V*(t,x) B W(x) for O%t%, 
and all xER”, and V*(t,O,)=O for all rE[O,t,]. 
Properties of solutions of (3.1) and (3.2) 
(1) if (V*(t, x), u*(t, x)) is a positive-definite solution of (3.1) and (3.2), then 
av*(h 0,) = o T 
ax “’ 
In this case. we have 
V*(t, O,)=O, V*[t, h,, q_,]>O for all h,#O 
whence it follows that 
v*tt, hl, On-,) 
h 
>O(<O) for all h,>O(<O). 
Consequently, it is easy to see that 
av*(r, 0”) 
ax, =O. 
The same reasoning establishes that 
av*o, 0,) 
ax, 
=0 for j=2, 3, . . . ,n. 
(3.3) 
Therefore, we have (aV*(t, O&ax) = 0,‘. 
(2) If ,5(x, u) is a positive-definite function in x and u, then the origin x=0, in R” is the 
unique solution of the nonlinear equation 
447 
f(x, uqt, x))=O,,. (3.4) 
First of all, x=0, is a solution of (3.4), because V*(t, x), u*(t, x) satisfy the identity: 
av*(t, x) + av*(t, x) 
at ax . f(x, u(t, x)) + L(x, u*(t, x)) E 0 (3.5) 
for 0 I t I tI and XER”. In particular, at x = 0,, we have 
av*y; On) + ““*J; On) . f(O,, lP(t, O,,)) +L(o,,, U*(t, O,,)) = 0 
UO,, U*(t, 0,)) = 0 (3.6) 
for OIt It,. 
From the property (1) we see that 
for OIt It,. 
Since L(x, u) is positive-definite in x and u, (3.6) yields 
u(t, 0”) = 0, 
for 0 I t 5 t,. Finally, since by assumption, f(O,,, 0,) = O,, we have 
f(O,,, W, O,,)) = 0,. 
Secondly, if there were another solution %,2 # 0, of (3.4), we would have the following 
equality: 
L(Z, U*(t, S)) = 0. 
Since L(x, u) is positive-definite, this implies 
(3.7) 
2 = 0, and u*(t, 2) = u*(t, 0,) = 0, 
which contradicts the fact x # 0,. 
‘Thus, the nonlinear equation (3.4) has x = 0, as its unique solution. 
(3) For every point x0&“, the solution x(r; 0, x,) of the closed-loop system 
dx 
z = 0, u*(t, x)) (3.8) 
which has x, as its initial value at the time x= 0 is defined on the whole interval [OJ,]. 
In fact, since the function f(x, u*(r, x)) in (3.8) is of class C”, it follows x(t; 0, x,) exists 
and is defined in some neighborhood of t= 0, at le8st. Suppose x(t; 0, x,) cannot be 
extended to t,. Then there exists a time f, O< I<r, and an infinite sequence {tk} such that 
x(ti; 0, x,,) becomes unbounded as ri--,f. Consequently, since V*(t. x) and x(f; 0, x,) are 
continuous and V*(r, x) is positive-definite. we have 
lim V*(t,, x(t,; 0, x,)) = V*(t, x(r; 0, x,)) = + CO. 
lk-., 
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Moreover, from the relation 
x(t; 0, x,)1 
dt 
= -Ux(t; 0, x,), u”(t, x(t; 0, x,))) 
we have the inequality: 
V*(o, %)>V*U, x(I; 0, x0)). 
Thus V*(O, x,J= +a, which contradicts the fact that V*(O, xg) is finite. 
Therefore, x(t; 0, ~0) is defined in the whole interval [0, t,]. 
THEOREM 3.1 
If there exists a positive-definite solution (V*(t, x), u*(t, x)) in R” of (3.1) and (3.2), then 
the nonlinear control system (1.1) is completely controllable. 
Proof. Consider the closed-loop system (3.8) 
dx 
z = f(x, u*o, xl> (3.8) 
and an arbitrary point x0&“. 
It suffices to prove that there exists a control u(t; x,) which transfers the phase point 
from x, to the origin in R”. In the following we determine such control. 
By the Property (3) of a solution of (3.1) and (3.2), the solution x(t, 0, x,) of the 
closed-loop system (3.8) having x, as initial value itself in the time I = 0 is defined on the 
whole interval [0, t,]. Moreover, xi 4 x(t,; 0, x,) is a finite vector in IF!“. 
Define a control u*(t; x,) as follows: 
u*(t; X,)hl*(t, x(t; 0, x,)). (3.9) 
Obviously, the control u*(t; x,) is defined on the whole interval [0, r,] and from the 
identity: 
Wt ; 0, xc,) 
dt 
= f(x(t ; 0, x0), u*(t, x(t; 0, x0))) 
- f(x(t; 0, X0), u*(t; x,)) 
it follows that x*(t)ax(t; 0, x,) is the solution of the system (1.1) corresponding to the 
control u*(t; x,) defined by (3.9) and x*(t,) = x, = x(t,; 0, x,) and x*(t) has x, as initial 
value itself at t = 0. 
Now utilizing the fact that V*(t, x) is positive-definite and V*(t,, x*(t,))=O, yields 
x(t,;O, x,) = x*(t,) = O”, 
and thus, Theorem 3.1 is proved. 
4. A SPECIAL CASE 
In this section as a special case of the above results we consider a controllability problem 
for a linear control system. The necessary and sufficient conditions for a linear system to be 
completely controllable were given by Kalman in 1961 [I] and various equivalent conditions 
were also obtained in the years that followed[l 11. Here we will give another necessary and 
sufficient condition based on the solutions of equations (3.1) and (3.2). 
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Suppose we have the linear control system: 
dx 
z=A.x+B.u 
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(4.1) 
where A and B are constant n x n and n x m matrices respectively. 
Let L(x, u) = $I’ . u. Obviously, L(x, u) is a positive-definite scalar function on [Wm. Thus, 
by the conclusion in Section 3, the linear system (4.1) is completely controllable, if the 
following Bellman-type equation: 
z$ ~+~~[A~x+B~u]+;u’~u =0 
> 
(4.2) 
with the terminal condition: 
V(T, x(T)) = 0 (4.3) 
possesses a positive-definite solution. 
We will show that if the linear system (4.1) is completely controllable, then (4.2) and (4.3) 
possess a positive-definite solution. 
In fact, noting that u = -B’ . (8 V/ax) makes 
g(x, u, (al’/&), (~V/~X))~(~V/CFJZ) + (~V/C~X) . [A . x + B . u] + $f. u attain its minimum 
with respect o u, and substituting -B’ . (i?V/~?x)~ for u ing(x, II, (aF’/&), (aV/ax)) we have, 
2. $+$. A . x+xT. A’. ($)‘- ($) .B. B’. ($0, 
Now, let the solution matrix of the following linear matrix differential equation 
&A+-B.B’.+ 
$=-A’.+ 
with the terminal condition 
4V)=@,.., IL(T)=4 
be denoted by 4(t), Ii/(t), where Z,, represented the n x n identity matrix. 
It is easy to see that for t@O, T], 4(t) and Ii/(t) can be represented as follows: 
eA.(‘-d. B . B’ .eA’.(~--s). & . eA’(T-t) 
Since the linear system (4.1) is completely controllable, the n x n matrix ~,(t’ a) 
T 
w,(t; T) = eA.(I--s). B , B’. eA”(‘-d ~ & 
is of full-rank for any t < [0, T) and, moreover 
M’,(r; T)5\V,(o: 
for te[O, T]. Therefore, i~;‘(r; 7’) exists in [0, T). 
T) 
(4.4) 
(4.5) 
(4.6) 
(4.7) 
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-1 
p*(t) 2 +(t> . +-l(t) = T eA.(r-s) . B . B’ . eA’+r) . ds 
t (4.9) 
= lK’(t;T). 
It is not difficult to prove that: (a) P*(t) is an n x n positive-definite matrix; (b) P*(t) 
satisfies the following Riccati matrix diffierential equation: 
-P=p.A+~~.p-p.~.~f.p (4.10) 
i.e. 
-P*(t) s P*(r). A + A’. P*(t) - P*(t). B . B' . P*(t) (4.11) 
for rk5(0, T). 
Next, we define a scalar function as follows: 
(4.12) 
Utilizing the identity (4.11) it is easy to show that the function V*(t, x) defined by (4.12) 
satisfies the partial differential equation (4.4). 
Let x, be an arbitrary point in R” and let the solution of the closed-loop system 
$ =[A . x - B . B' . P*(t) . x] (4.1)* 
starting at x, at t = 0 be denoted by x*(t). Then it is readily verified that the control 
function u*(t) 
u*(t) = -B’ . P*(t) . x*(f) = -B’ . eeAr” . P*(O). x, 
transfers the phase point from x, at t = 0 to the origin x = 0, in [w” in the time T. Let the 
solution of (4.1) corresponding to u*(t) be denoted by x(t; x,, u*(t)), so that 
dx(r; “8; “*(‘) E A x(t; x,, u*(t)) + B . u*(t) 
for tE[O, T] and x(T; %, u*(t))=O,. 
It remains to prove that V*(T, x(T; x,, u*(r)) = 0. To this end, we consider 
P*(t). x(t; x,, u*(t)). It is not difficult to show that 
P*(f). x(t; x,, u*(t)) = eeAr”. P*(O). x, 
whence it follows that 
vy P*(f). x(t; x,, u*(t)) = e-ar’r. P*(O). x, 
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which is finite. Since x(T; x,,, u*(t)) =O, we thus obtain 
v(T; x(t; x,, u*(t)) =; x(T; x,, u*(t)). P*(T). x(T; x0, U*(t)) 
=o 
which is our desired result. 
Furthermore, since P*(t) is positive-definite, it follows that the function V*(t, x) 
defined by (4.12) is also positive-definite. 
Thus we have proved that the Bellman-type equation (4.2) with the terminal condition 
(4.3) has a positive-definite solution, provided the linear system (4.1) is completely 
controllable. 
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