Error correcting codes are widely used in communication and storage applications. Codec complexity has usually been measured with a software implementation in mind. A recent hardware implementation of a Low Density Parity Check code (LDPC) indicates that interconnect complexity dominates the VLSI cost. We describe a heuristic interconnect-aware synthesis algorithm which generates LDPC codes that use an order of magnitude less wiring with little or no loss of coding efficiency.
INTRODUCTION
Error correcting codes are widely used in communication and storage applications, e.g., Turbo codes in 802.16a and Reed-Solomon codes in DVDs. Information theorists have studies these codes for decades. However, their measure of codec complexity has been more appropriate for software implementation than hardware implementation, e.g., the number of states in the FSM performing decoding, rather than the gate count, or wire length.
It is becoming clearer that there are significant advantages to using custom hardware for codecs. One benefit naturally is raw performance. More subtle, however, is the benefit in reduced power. This is particularly true for coding schemes which can use the parallelism offered by hardware: by using more devices, we can reduce frequency, and therefore scale voltage, thereby achieving the same throughput for less power [4] .
Turbo codes [2] and Low Density Parity Check codes (LDPCs) [5] are two leading families of error correcting codesboth come very close to achieving the bounds predicted by Shannon theory. Of these two families, Turbo codes are hard to parallelize [10] , and hence, benefit less from hardware implementation. LDPCs however have recently begun to gain attention because they are parallelizable, and VLSI technology has gotten to the point where LDPCs over fairly large code word sizes can be implemented in hardware.
With the selection of LDPC codes for the satellite digital broadcasting standard (DVB-S2), efficient VLSI implementation of these codes has become all the more important. Existing algorithms for building such codes do not take into account the VLSI cost [9] , specially the wiring complexity of the decoder. In a recently published implementation of an LDPC decoder hardware, interconnect completely dominates the layout [1] .
LDPC CODE IMPLEMENTATION
Low Density Parity Check codes were introduced by Gallager [5] . They are a natural extension of the parity bit commonly used for single bit error detection. Given m message bits, an LDPC encoder constructs a code word of length c (> m) bits. The coding scheme is associated with p possibly overlapping subsets of the code bits such that the parity of each subset in any codeword is 0. These subsets are described by a p × c matrix H = [hij], such that hij = 1 iff the i-th subset has bit j in it. The H matrix is called the parity check matrix of the code; it is sparse, hence the name 'low density'.
The H matrix defines the set of possible codewords. If all messages are equally likely, then the error correction capability of a code is only dependent on the set of codewords; specifically it is independent of the actual mapping of messages to codewords. Hence the parity check matrix defines the error correcting capability of an LDPC code.
The parity check matrix can be visualized as representing a bipartite graph G = (V, E), referred to as the Tanner graph of the code, with p + c vertices V = {1, 2, ..., p, p + 1, ..., p + c} . The first p vertices ({1, 2, ..., p}) correspond to p parity checks and are called check nodes. The remaining c vertices ({p + 1, ..., p + c}) are called code nodes (they can be thought of as representing the c bits of the codeword that was transmitted). A code node is connected to a check node if the bit corresponding to it participates in the parity check corresponding to the check node. We shall refer to the Tanner graph of an LDPC code simply as an LDPC graph.
Message passing [5] is an iterative decoding algorithm for decoding LDPC codes. Messages are passed between code nodes and check nodes along the edges connecting them. These messages are an estimate of the transmitted code bit and a measure of reliability of these estimates.
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Until recently, the major focus of research had been the software implementation of LDPC decoders. With the increasing demand for high throughput decoders, the complexity of hardware implementation of LDPC encoder/decoder has been gaining attention.
In the first published implementation of a practical LDPC decoder hardware, Blanskby et al. [1] describe a high throughput LDPC decoder implementation. Each node in the LDPC graph is implemented as a separate functional unit. The interconnects between the units describe the connectivity of the nodes. They report that routing congestion was the determining factor in the area of the chip (50% utilization). Furthermore, they also mention that because of the large number of long nets, most of the power dissipation is due to the switching activity of the wires.
It becomes important to consider the issues related to hardware implementation when designing LDPC codes, to make them practical.
Current approaches to handling hardware related issues have been limited to generating LDPC codes from special families of graphs (e.g., Ramanujam graphs) [6, 7] which imposes constraints on the code parameters. Another approach uses simulated annealing [8] to generate LDPC graphs satisfying certain conditions.
Campeliot et al. [3] describe the bit-filling method to generate LDPC graphs given constraints on the degree of the nodes and the girth (length of the smallest cycle in a bipartite graph).
Our main contribution is an algorithm to generate LDPC codes with a bound on the 'height' of the VLSI layout of the decoder for the code. This limits routing congestion with little or no loss in the effectiveness of the code. We compare the performance of the generated codes with different constraints on the 'height' of the decoder and examine the performance-area tradeoffs in the code design. In this context, we also compare the performance of the codes designed using the bit-filling algorithm [3] with the ones generated by our algorithm.
ALGORITHM AND ANALYSIS

Minimizing Cuts
We introduce the notion of a cut for the Tanner graph of an LDPC code.
Consider the example shown in Figure 1 (a). The layout in Figure 1 (b) represents a routing channel with nets to be routed between the terminals on both sides of the channel. The objective is to minimize the vertical height of the channel (which is the number of horizontal tracks required). A vertical line defines a cut (we shall refer to this as a vertical cut) on the edges of the graph. The maximum number of edges crossing any vertical cut (dashed vertical lines in Figure 1(b) ) is a lower bound on the height of the channel, since the different edges crossing any cut have to be routed on different horizontal tracks. For the example shown in Figure 1(b) , the maximum vertical cut-size is 9, hence a feasible layout would require at least 9 horizontal tracks. The layout shown uses exactly 9 horizontal tracks.
For the Tanner graph of an arbitrary LDPC code with e edges, the expected size of the maximum cut would be at least e 2 , since the edge connectivities are not constrained. Thus, the height of the channel and, consequently, the area of the layout is expected to be large. A larger height means longer wires and therefore, greater interconnect capacitance, implying more power consumption. Therefore, congestion becomes an important issue as the block size of the code increases.These are exactly the problems with the VLSI design of Blanksby et al. [1] . In summary, VLSI layout issues need to be incorporated in the design of the code. Our algorithm addresses this issue by generating codes with a constraint on their maximum cut-size.
Our Algorithm: Intuition
It has been shown in [5] that the girth of an LDPC graph affects its error correcting properties. A larger girth is desirable for a better performance. Therefore, it is important to incorporate the girth constraints into the LDPC code generation process.
The bit-filling algorithm [3] assumes a given number of check nodes. Code nodes and the corresponding edges are added to the graph until some (e.g., girth) constraints are violated. All the edges of a code node are added one after another during the algorithm. Our algorithm assumes a given number of code nodes and check nodes. At a high level, it consists of multiple passes. In a single pass, at most a single edge is added to a check node. Intuitively, since we want all the cut-sizes to be constrained the same way, all the nodes should be treated in the same way. Therefore, we proceed in a breadth first manner instead of the depth first manner of bit-filling. Edges are added between a code node and a check node only if the constraints are not violated. Thus, in a single pass, at most p edges would be added (with at most 1 edge added to a code node or check node). A single pass can be thought of generating a 1-1 mapping from the check nodes to the code nodes. The mapping generated in a single pass is constrained by the maximum cut-size. The number of passes is determined by the maximum degree of the check nodes or the average degree of the check nodes. In our implementation, the number of passes is governed by the average degree of the check nodes.
Our Algorithm Formalized
Objective
Generate an LDPC graph with the following parameters: number of code nodes c, number of (parity) check nodes p, average degree of (parity) check nodes davg, minimum girth of the graph g, and maximum cut-size of the mapping generated in a single pass is cutmax.
Preliminaries
1. U = {u1, u2, . . . , up} is the set of check nodes. V = {v1, v2, . . . , vc} is the set of code nodes.
2. posu denotes the column number of node u.
3. dist(u, v) denotes the number of edges in the shortest path from node u to node v.
4. For u ∈ U , Checksu is the set of nodes adjacent to u.
5.
For v ∈ V , we denote by Nv the set of code nodes which are at distance exactly 2 from v.
6. As in [3] , for a check node u,
u is the set of code nodes at distance 2 from some code node in Checksu. N 3 u is the set of code nodes at distance 2 from some code node in N 2 u , hence at distance 4 from some code node in Checksu. By a similar argument, N i u is the set of nodes at distance 2i − 2 from some code node in Checksu. Hence N i u is the set of nodes at distance 2i − 1 from check node u.
7. For u ∈ U , Iu is the largest continuous block of column numbers, such that posu ∈ Iu and cuti < cut (for a given value of cut) for all i ∈ Iu.
Main Algorithm
We recall the ideas in the bit-filling algorithm [3] . If the current graph does not violate the girth constraints, then edge (u, v) can be added, without violating the girth constraint of g, if and only if dist(u, v) ≥ g − 1. Since dist(u, v) ≥ g − 1, the edge (u, v) would create a cycle of length at least g (or no cycle if there was no path from u to v previously).
The set N i u contains code nodes at distance 2i − 1 from check node u. Therefore, the set of code nodes at distance at most g − 2 from u would be N *
i=1 N i u . We maintain N * u for each check node u, and Nv for each code node v.
We have assumed that the layout consists of c columns, with one code node per column (vi placed on column i). The check nodes are placed uniformly on the c columns (assume ui placed on column ic p ). Consider a single pass of the algorithm. During a single pass, the cut-size for each column is maintained. The cut-sizes during a pass are initialized to 0. The cut-size constraint cut is initialized to initcut. Each check node is considered one by one. A check node u of minimum degree is selected randomly (Step 6). If the girth constraint is not considered, then an edge (u, v) can be added if it does
2: while num edges < e and numiter < max iter do 3:
Select u ∈ A {using some heuristic}
7:
A ← A − {u}
8:
if N * u = V then
9:
Compute Iu, S = {v ∈ V | posv ∈ Iu} 10:
if C = ∅ then
12:
Select v ∈ C {using some heuristic}
13:
Update N * u , Checksu, Nv
14:
Update, for all v ∈ V , N v
15:
num edges ← num edges + 1
16:
Update cut i for all i 17:
cut ← min(2cut, cutmax)
19:
Repeat Steps 9-16 20:
end if
21:
end if 22: end while 23: end while Algorithm 1: LDPC Code Generation not increase the cut-size of the columns that the edge traverses. Edge (u, v) would violate the cut-size constraint if posv / ∈ Iu (since Iu is maximum, cutj = cut for a column j on the boundary of Iu). Therefore, the set S of code nodes which can be made neighbors of u (without considering the girth constraint) is S = {v ∈ V | posv ∈ Iu}. The set of code nodes that can be added as neighbors of u, without violating the girth and the cut constraints, would then be C = S − N * u . Choose a code node v of minimum degree randomly from C (Step 13) and add the edge (u, v). Update the cut-sizes, N * u , N v for all v ∈ Checksu, and Nv. If C turns out to be empty because of the cut constraint, then the cut-size constraint cut is increased (until cutmax), and S and C are recomputed. If no edges can be added to u in the current pass, due to the maximum cut constraint or the girth constraint, it is not considered further in the current pass.
Updating the set Nv is easy since v now shares check node u with code nodes in Checksu. Hence, Nv = Nv Checksu. Similarly, for all v in Checksu, N v = N v {v}.
Update the set N * u by first computing the set M * of code nodes at distance at most g − 2 from v (set M 1 as {v} and
this is exactly similar to the definition of
The number of passes is determined by the total number of edges to be added. So, the objective is to generate an LDPC graph with e = davg · p edges.
For Steps 6 and 13, we select a node of minimum degree randomly. This can be extended to the node selection heuristic in the bit-filling algorithm [3] . Figure 2: A comparison of LDPC codes with parameters c=1024, p=512, g=6, davg=8. M ax is the maximum cut-size constraint for each pass. F inal is the maximum cut-size of the generated graph. In randomized bit-filling, nodes are picked at random from the set of candidate nodes.
Complexity Analysis
max iter = O(davg), therefore time taken = O(davgpc) = O(ep) = O(p 2 ) (since e = O(p)).
RESULTS
Message passing decoding was used with 64 iterations of decoding for each block. BPSK mapping was used for transmitting codewords (0 → +1, 1 → −1). LDPC codes being linear codes, we only need to transmit the all zeros codeword and try decoding it for simulation studies. This is because the Gaussian noise added to the transmitted codeword is independent of the transmitted codeword. The best codes out of 5 randomly generated codes, were used for the results.
For comparison with Blanksby et al.'s [1] code, we generated rate-1/2 codes with c=1024, p=512, g=6 and davg=6.5 and 8. Higher values of g have been mentioned in the figures, whenever increasing g resulted in an improvement. The simulations were done for an additive white Gaussian channel with varying signal-to-noise ratio (SNR), where the SNR is defined as the ratio of the signal power (which is normalized to 1) to the variance of the Gaussian noise. Figure 2 illustrates the change in performance of codes generated as cutmax is varied. Observe that except for very small cutmax (in this case -16 and 32) the performance of codes degrades only marginally as cutmax is decreased. Therefore, our algorithm is able to find good LDPC codes with small maximum cut-size. Note that the code with final maximum cut-size = 605 (generated by our algorithm) has performance same as that of the code with final maximum cut-size = 2063, about 75% reduction in the maximum cutsize (without loss in performance). The height of the layout as well as the area is directly proportional to the cut-size. Figure 3 compares the performance of codes generated with different parameters. We used the data points for Blanksby et al.'s code [1] . For the same block error rate, the difference in SNR is less than 0.7 db. This means that using our codes, the increase in transmitter power would be less than 17%, while the area of the decoder reduces to a quarter, which is desirable in many applications.
We did interconnect layout for the decoder of the gen- erated codes in 0.18µ technology. For two codes with c = 1024, p = 512, g = 6, davg = 8, and varying cutmax we computed the height and width of the channel layout (assuming single bit messages). With cutmax = 256, the width, height and area are 3.56 mm, 1.31 mm and 4.66 mm 2 respectively. For cutmax = 64, the width, height and area are 3.56 mm, 0.36 mm and 1.27 mm 2 respectively. This is a 75% reduction in channel layout area with little performance degradation. Furthermore, reducing the wire lengths would decrease the power consumption of the chip.
Blanksby et al.'s [1] approach to building codes is based more on extensive simulations for a large number of randomly generated LDPC codes. Our algorithm, in comparison, adopts a constructive approach to generating layoutaware LDPC codes.
