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Abstrat
Consider a network of unreliable links, modelling for example a om-
muniation network. Estimating the reliability of the network { expressed
as the probability that ertain nodes in the network are onneted { is
a diÆult task. In this paper we study how the Cross-Entropy method
an be used to obtain more eÆient estimation proedures. Two standard
tehniques for network reliability estimation are onsidered: Crude Monte
Carlo and the more sophistiated Permutation Monte Carlo. We show that
the Cross-Entropy method yields a speed-up over both tehniques.
1 Introdution
It is well known that for large networks the exat alulation of network reliabil-
ity is diÆult. Indeed, omputing the probability that a graph is onneted is a
#P-omplete problem [3, 24℄. Hene, for large networks estimating the reliability
using simulation tehniques beomes neessary. In highly reliable networks suh
as modern ommuniation networks, the probability of network failure is very
low. Diret simulation of suh rare events is slow and hene very expensive. Var-
ious tehniques have been developed to produe better estimates. For example,
Kumamoto proposed a very simple tehnique alled Dagger Sampling to improve
the Crude Monte Carlo simulation [19℄. Fishman proposed Proedure Q whih
an provide reliability estimates as well as bounds [15℄. Colbourn and Harms
proposed a tehnique that will provide progressive bounds that will eventually
onverge to an exat reliability value [4℄. Easton and Wong proposed a sequential
onstrution method [12℄. Elperin et al. proposed Evolution Models for estimat-
ing reliability of highly reliable networks [13, 14℄. Hui et al. proposed an hybrid
sheme that an provide bounds and speed up by orders of magnitude in ertain
lass of networks [17℄.
The Cross-Entropy (CE) method originated from Rubinstein [25℄ as an adap-
tive algorithm for estimating probabilities of rare events in omplex stohasti
networks. The method an also be used for solving optimisation problems [26, 27℄.
The Cross-Entropy method has been suessfully applied to a wide range of om-
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binatorial and ontinuous optimisation problems [11, 20, 22, 26℄, inluding prob-
lems in reliability theory [21℄, buer alloation [1℄, teleommuniation systems
[5, 6, 7, 8℄, neural omputation [11℄, ontrol and navigation [16, 23℄, DNA se-
quene alignment [18℄, sheduling [10, 22℄ and Max-Cut and bipartition problems
[28℄. A short review of the basi ideas behind the Cross-Entropy method is
given at the end of this setion, but for details we refer to the forthoming book
on Cross-Entropy [29℄, and the tutorial in [9℄, whih is also available on-line at
http://www.s.utwente.nl/~ptdeboer/e/.
In this paper we investigate the benet of the Cross-Entropy method to the
estimation of network reliability or, equivalently, network unreliability. Basially,
the Cross-Entropy method provides an iterative proedure to adaptively estimate
the optimal Importane Sampling parameters for the quantity of interest, in our
ase the unreliability. We show that the Cross-Entropy tehnique indeed an
leads to a signiant speedup.
The rest of the paper is organised as follows. At the end of this introdution
we give a brief review of the most important aspets of the Cross-Entropy method
for Monte Carlo simulation. In Setion 2 we disuss unreliable networks and give
two methods, Crude Monte Carlo (CMC) and Permutation Monte Carlo (PMC)
to estimate network (un)reliability. Setion 3 deals with the Cross-Entropy mod-
iation of the Crude Monte Carlo and Permutation Monte Carlo. In this setion
we use a simple bridge system as the example. In Setion 4 we give numerial re-
sults for larger examples, exemplifying what we found in Setion 3 for the simple
bridge system.
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1.1 A Very Short Introdution to CE
It is not our intention to give here a detailed aount of the Cross-Entropy method
{ for this we refer to [9℄ { but in order to keep this paper fairly self-ontained,
we mention the main points. Consider the problem of estimating
` = E
u
[H(Y )℄ =
Z
H(y) f(y;u) dy; (1)
where H(y) is some performane funtion of y and Y = (Y
1
; : : : ; Y
n
) is a random
vetor with (joint) probability density funtion (pdf) f(;u) whih depends on a
referene parameter u. We an estimate ` using Importane Sampling (IS) as
b
` =
1
N
1
N
1
X
i=1
H(Y
i
)W (Y
i
;u;w); (2)
where Y
1
; : : : ;Y
N
1
is a random sample from f(;w) { using a dierent referene
parameter { and
W (Y ;u;w) =
f(Y ;u)
f(Y ;w)
; (3)
is the likelihood ratio. We an hoose any referene vetor w in (2), but the one
that is optimal in the Cross-Entropy sense is
v

= argmax
v
E
w
[H(Y )℄W (Y ;u;w) log f(Y ; v): (4)
We an estimate the optimal Cross-Entropy referene vetor, as the solution of
the iterative proedure
v
t
= argmax
v
1
N
N
X
i=1
H(Y
i
)W (Y
i
;u; v
t 1
) log f(Y
i
; v) ; (5)
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where at eah iteration t a random sample from f(; v
t 1
) is taken. The solution
of (5) an often be determined analytially.
In the rare-event setting H(Y ) is of the form H(Y ) = IfS(Y )  g and
` = P[S(Y )  ℄ (6)
is a small probability. The funtion S is alled the performane funtion. For
rare-event estimation problems (5) is diÆult to arry out: beause of the rareness
of the event most of the indiators H(Y
i
) will be zero. For these problems a two-
phase Cross-Entropy proedure is employed in whih apart from v also the level
parameter  is updated, reating a sequene of 2-tuples f(v
t
; 
t
)g with the goal
of estimating the optimal Cross-Entropy referene parameter v

. Starting with
v
0
= u (the original or nominal parameter), the updating formulas are as follows:
Given a random sample Y
1
; : : : ;Y
N
from f(; v
t 1
), let 
t
be the sample
(1   ){quantile of the performanes S(Y
i
); i = 1; : : : ; N , provided the sample
quantile is less than ; otherwise we set 
t
to . In other words,

t
= minf; S
(d(1 )Ne)
g; (7)
where S
(j)
is the j-th order-statisti of the performanes. Using the same sample,
we let
v
t
= argmax
v
1
N
N
X
i=1
IfS(Y
i
)  
t
gW (Y
i
;u; v
t 1
) log f(Y
i
; v) : (8)
Again, it is important to understand that in many ases an expliit formula
for v
t
an be given; that is, we do not need to \solve" optimisation problem (8).
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2 Estimation of Network Reliability
2.1 Network Reliability
Consider an undireted graph (or network) G(V;E;K), where V is the set of n
verties (or nodes), E is the set of m edges, and K  V is a set of terminal nodes,
with jKj  2. Assoiated with eah edge e 2 E is a binary random variable X
e
,
denoting the failure state of the edge. In partiular, fX
e
= 1g is the event that
the edge e is operational, and fX
e
= 0g is the event that it has failed. We label
the edges from 1 to m, and all the vetor X = (X
1
; : : : ; X
m
) the state of the
network. Let S be the set of all 2
m
possible states of E.
Next, we assume that the random variables fX
e
; e 2 Eg are mutually inde-
pendent. Let p
e
and q
e
denote the reliability and unreliability of e 2 E respe-
tively. That is
p
e
= P[X
e
= 1℄;
q
e
= P[X
e
= 0℄ = 1  p
e
:
The reliability r of the network is dened as the probability of K being onneted
by operational edges. Thus,
r = E ['(X )℄ =
X
x2S
'(x)P[X = x℄; (9)
where
'(x) =
8
>
>
>
<
>
>
>
:
1 if K is onneted,
0 otherwise.
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This is the standard formulation of the reliability of unreliable systems, see for
example [2℄. The funtion ' is alled the struture funtion of the unreliable
system. Note that the reliability of the network is ompletely determined by the
individual edge reliabilities sine we do not onsider node failures.
For highly reliable networks it is sometimes more useful to analyse or estimate
the system unreliability
r = 1  r :
Let Q is an unbiased estimate of r obtained through Monte Carlo simulations,
an important measure of the \eÆieny" of the simulation is its relative error
re(Q) =
s
Var(Q)
(E [Q℄)
2
:
Example 1 (Bridge Network)
Consider the simple network in Figure 1, alled a bridge network. The bridge
network will serve as a onvenient referene example to whih we will return
throughout the paper. Here we have 5 unreliable edges, labelled 1; : : : ; 5. The
network works if the two terminal nodes A and B are onneted by operational
edges. It is not diÆult to see that the struture funtion ' is given by
'(x) = 1  (1  x
1
x
3
x
5
)(1  x
2
x
3
x
4
)(1  x
1
x
4
)(1  x
2
x
5
) :
Applying the inlusion-exlusion priniple to the minuts, the system unreliability
is found to be equal to
r = q
1
q
2
+ q
2
q
3
q
4
  q
1
q
2
q
3
q
4
+ q
1
q
3
q
5
  q
1
q
2
q
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q
5
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4
q
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  q
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q
2
q
4
q
5
  q
1
q
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q
4
q
5
  q
2
q
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q
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+ 2q
1
q
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q
5
:
(10)
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Figure 1: Two-terminal bridge network
2.2 Crude Monte Carlo Simulation
Let us assume the typial situation that the edges are highly reliable, that is, the
q
e
are lose to 0. In that ase the appropriate quantity to estimate is the system
unreliability r whih will be lose to 0, rather than r whih will be lose to 1.
The easiest way to estimate r is to use Crude Monte Carlo (CMC) simulation.
Let X
(1)
; : : : ; X
(N)
be independent identially-distributed random vetors with
the same distribution as X. Then
Q =
1
N
N
X
i=1
(1  '(X
(i)
)) (11)
is an unbiased estimator for r and its relative error is
re(Q) =
s
Var(Q)
(E [Q℄)
2
=
r
r(1  r)=N
r
2
=
r
1  r
N r
:
This shows that for small r, a large sample size is needed to estimate r aurately.
When r is small, the event that the terminal nodes are not onneted is a rare
event.
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2.3 Permutation Monte Carlo Simulation
A more aurate way of estimating the network unreliability is Permutation
Monte Carlo [13℄. The idea is as follows. Consider the network G(V;E) in whih
eah edge e has an exponential repair time with repair rate (e) =   log(q
e
). At
time t = 0 all edges are failed. We assume that all repair times are independent
of eah other. The state of e at time t is denoted by X
e
(t) and the state of the
edge set E at time t is given by the vetor X(t), dened in a similar way as
before. Thus (X(t)) is a Markov proess with state spae f0; 1g
m
. This proess
is alled the Constrution Proess (CP) of the network.
Let  denote the order in whih the edges are onstruted (beome opera-
tional), and let A
0
; A
0
+ A
1
; : : : ; A
0
+    + A
m 1
be the times at whih those
edges are onstruted. Hene the A
i
are sojourn times of (X(t)).  is a random
variable whih takes values in the spae of permutations of E.
For any permutation  = (e
1
; e
2
; : : : ; e
m
) dene
E
0
= E;
E
i
= E
i 1
n fe
i
g; 1  i  m  1;
(E
i
) =
X
e2E
i
(e);
and let
b() = min
i
f'(E
i
) = 1g
be the so-alled ritial number of . From the general theory of Markov proesses
9
it is not diÆult to see that
P[ = ℄ =
m
Y
j=1
(e
j
)
(E
j 1
)
: (12)
Moreover, onditional on f = g, the sojourn times A
0
; : : : ; A
m 1
are inde-
pendent and eah A
i
is exponentially distributed with parameter (E
i
), i =
0; : : : ; m  1.
Note that the probability of eah edge e being operational at time t = 1 is p
e
.
It follows that the network reliability at time t = 1 is the same as in (9). Hene,
by onditioning on  we have
r = E ['(X (1))℄ =
X

P[ = ℄P['(X(1)) = 1 j = ℄; (13)
and
r = 1  r =
X

P[ = ℄P['(X(1)) = 0 j = ℄: (14)
Using the denitions of A
i
and b(), we an write the last probability in terms
of onvolutions of exponential distribution funtions. Namely, for any t  0 we
have
P['(X(t)) = 0 j = ℄ = P[A
0
+   + A
b() 1
> t j = ℄
= 1  Conv
0i<b()
f1  exp[ (E
i
) t℄g: (15)
Let
G() = P['(X(1)) = 0 j = ℄; (16)
as given in (15). Equation (14) an be rewritten as
r = E [G()℄; (17)
10
and this shows how the Permutation Monte Carlo simulation sheme works.
Namely, let 
(1)
; : : : ;
(N)
be independent identially distributed random per-
mutations, eah distributed aording to . Then
b
r =
1
N
N
X
i=1
G(
(i)
) (18)
is an unbiased estimator for r.
3 Estimating Network Reliability using the Cross-
Entropy Method
3.1 Cross-Entropy and Crude Monte Carlo
If we use the Constrution Proess idea of Setion 2.3 in the Crude Monte Carlo
framework of Setion 2.2, the Cross-Entropy method ts naturally. That is,
instead of sampling the up/down state of individual edges, we sample the up
time of eah edge. Then we see if the network is funtioning at time t = 1 and
this probability is the network reliability.
In other words, translate the original problem (estimating r), whih involves
independent Bernoulli random variables X
1
; : : : ; X
m
, into an estimation prob-
lem involving independent exponential random variables Y
1
; : : : ; Y
m
. Speially,
imagine that we have a time-dependent system in whih at time 0 all edges
have failed and are under repair, and let Y
1
; : : : ; Y
m
, with Y
i
 Exp(u
 1
i
) and
u
i
= 1=(i) =  1= log q
i
be the independent repair times of the edges. Note that,
11
by denition
P[Y
i
 1℄ = e
 1=u
i
= q
i
i = 1; : : : ; m :
Now, for eah Y = (Y
1
; : : : ; Y
m
) let S(Y ) be the (random) time at whih the
system \omes up" (the terminal nodes beome onneted). Then, we an write
r = P[S(Y )  1℄ :
Hene, we have written the estimation of r in the standard rare event formulation
of (6) and thus an diretly apply the Cross-Entropy method from [9℄.
Instead of sampling independently for eah i from Exp(u
 1
i
) we sample from
Exp(v
 1
i
). The vetor v = (v
1
; : : : ; v
m
) is thus our referene parameter. We now
onstrut a sequene of 2-tuples fv
t
; 
t
g suh that v
t
onverges to a referene
vetor lose to the optimal Cross-Entropy referene parameter and 
t
eventually
reahes 1. Starting with v
0
= u = (u
1
; : : : ; u
m
), we draw at eah iteration t a
random sample from Y
(1)
; : : : ;Y
(N)
from the pdf f(; v
t 1
) of Y and update the
level parameter using (7) and the referene parameter using (8), whih in this
ase has the analytial solution
v
t;j
=
P
N
i=1
IfS(Y
(i)
)  
t
gW (Y
(i)
;u; v
t 1
)Y
(i)j
P
N
i=1
IfS(Y
(i)
)  
t
gW (Y
(i)
;u; v
t 1
)
; (19)
where W is the likelihood ratio
W (y;u; v) =
f(y;u)
f(y; v)
= exp
 
 
m
X
j=1
y
j

1
u
j
 
1
v
j

!
m
Y
j=1
v
j
u
j
: (20)
For instane after iteration T when 
T
reahes 1, we estimate r using Impor-
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tane Sampling as
b
r =
1
N
1
N
1
X
i=1
IfS(Y
(i)
)  1gW (Y
(i)
;u; v
T
) :
Example 2 (Bridge Network, CE and CMC)
Consider the bridge network of Example 1. Sine we have a 2-terminal network,
the funtion S an be expressed in terms of the maximal paths of the networks.
In partiular, we have
S(Y ) = min
i
max
e2P
i
X
e
:
where P
1
= f1; 4g, P
2
= f2; 5g, P
3
= f2; 3; 4g and P
4
= f1; 3; 5g are the maximal
path sets of the system, see [2, 21℄. Suppose the \nominal" parameter vetor is
u = (0:3; 0:1; 0:8; 0:1; 0:2). From (10) the exat unreliability is r = 7:07868e-05.
A typial result of the simulations is given in Table 1. The Cross-Entropy param-
eters used were: (initial) sample size N = 2000 and rarity parameter  = 0:01.
In both CMC and CE-CMC a nal sample size of 10
6
was used.
b
r bre
CMC 5.9e-05 0.1302
CE-CMC 7.00611e-05 0.0127
Table 1: Results for CMC and CE-CMC. Exat unreliability r = 7:07868e-05
By using the Cross-Entropy method we have ahieved, with minimal eort,
90% redution in relative error (a 100-fold speedup) ompared to the Crude Monte
Carlo method. The algorithm stopped after two iterations, as is illustrated in
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Table 2. Notie that the algorithm tilted the parameters of the minut elements
f1; 3; 5g to higher values while leaving the rest unimportant.
t b
t
b
v
t
0 { 0.3 0.1 0.8 0.1 0.2
1 0.507 0.964833 0.216927 1.20908 0.0892952 0.567551
2 1.000 1.19792 0.120166 1.57409 0.0630103 1.15137
Table 2: Convergene of the parameters
3.2 Cross-Entropy and Permutation Monte Carlo Simu-
lation
We now wish to apply the Cross-Entropy method to the Permutation Monte
Carlo simulation of Setion 2.3. Instead of estimating r using (18), we estimate
it using Importane Sampling, where we apply a hange of measure { determined
by the Cross-Entropy method { to the distribution of the random permutation
. There are many ways to dene a distribution on the spae of permutations,
see also Remark 3.1 below. However, note that the original distribution of 
is determined by the exponential distribution of Y . In fat,  an be viewed
as a funtion of Y . Namely, we generate Y
1
; : : : ; Y
m
independently aording to
Y
i
 Exp(u
 1
i
) and order the Y
0
i
s suh that Y

1
 Y

2
     Y

m
. Then take
14
(Y ) = (
1
; : : : ;
m
) as our random permutation. We may thus write (17) as
r = E
u
[G((Y ))℄ = E
u
[S(Y )℄; (21)
where we redene S(Y ) as G((Y )), with G as in (16). A natural way of
dening a hange of measure is thus to hoose dierent parameters v
i
(instead of
the nominal u
i
) for the exponential distributions of the edge lifetimes, in a similar
way to Setion 3.1. Thus v = (v
1
; : : : ; v
m
) is still the vetor of mean \repair"
times. However, we have a slightly dierent situation from Setion 3.1, beause
instead of having to estimate a rare event probability P[S(Y )  1℄ we now have
to estimate the (small) expetation E [S(Y )℄. We an no longer use a two-phase
proedure (updating  and v) but instead use a one-phase proedure (5) in whih
we only update v
t
. The analyti solution to (5) for the i-th omponent of v
t
is
v
t;i
=
P
N
k=1
S(Y
(k)
)W (Y
(k)
;u; v
t 1
)Y
(k)i
P
N
k=1
S(Y
(k)
)W (Y
(k)
;u; v
t 1
)
;
where Y
(k)i
is the i-th omponent of Y
(k)
. To improve onvergene in random
sampling situations, sometimes it is beneial to use a smoothing parameter 
to blend the old with the new estimates. That is we take
v
0
t
= v
t
+ (1  )v
t 1
as the new parameter vetor for the next iteration.
Example 3 (Bridge Network, CE and PMC)
We return to the bridge network of Example 2. Table 3 lists the results for
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the standard Permutation Monte Carlo simulation, ompared with the Permuta-
tion Monte Carlo simulation with Importane Sampling in whih the referene
parameter is determined by the Cross-Entropy method. The nominal referene
parameter is again u = (0:3; 0:1; 0:8; 0:1; 0:2), and we use the Cross-Entropy pa-
rameters  = 0:7 and N = 2000. The nal sample size is N
1
= 10
6
in both the
original and Cross-Entropy simulation.
b
r re
PMC 7.07706e-05 0.0013249
CE-PMC 7.07402e-05 0.0011772
CE-CMC 7.00611e-05 0.0127
Table 3: Results for permutation sampling with exponential repair times. Exat
unreliability r = 7.07868e-05
We have repeated this experiment various times and have onsistently found
an improvement in relative error of about 10%. Compared to the CE-CMC sim-
ulation, the Cross-Entropy with Crude Monte Carlo still has about 10 times the
relative error of that in PMC or CE-PMC simulations. This shows that no matter
how muh you modify the Crude Monte Carlo with smart sampling tehniques,
it still annot ompare to the simple Permutation Monte Carlo sampling. It is
well known that onditional Monte Carlo methods suh as the PMC always yield
a variane redution over CMC, see for example Setion 4.4 of [30℄. However,
Table 3 also suggests that even though the Cross-Entropy method does not pro-
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vide the same perentage improvement as in Crude Monte Carlo sheme, it is
still worthwhile to apply the tehnique to the \better" Permutation Monte Carlo
sampling sheme.
With the CE-PMC sampling, there is no  parameter to indiate when to stop
the Cross-Entropy parameter tuning, therefore we need to use other strategies.
In order to optimize the funtion (4), we have to resort to simulation to evaluate
that funtion at eah point. Sine we do not want to spend too long on the CE
parameter estimation eort, ompared to the real simulation, we have impreise
knowledge of the funtion. As a result, we annot use lassi onvergene riteria
suh as: stop when two onseutive vetors are  lose in some norm. Fortunately,
however, permutation sampling depends on the relative weight of eah edge and
hene it is fairly insensitive to the preise values of the Importane Sampling
parameter v
t
. Therefore we only require a vetor that is in the \right" region.
Table 4 displays the evolution of the referene parameters, where we stopped
the Cross-Entropy algorithm after only 3 iterations, when the estimates have
\stabilised" (the values stop utuating). Notie again that the algorithm al-
loated more attention to the minut elements f1; 3; 5g and treated the rest as
unimportant.
Remark 3.1 (Zero-variane IS Permutation Distribution)
For a general network, it is not diÆult to nd the ideal Importane Sampling
distribution on the spae of all permutations. It is simply given by the probability
17
t v
t
0 0.3 0.1 0.8 0.1 0.2
1 0.435003 0.91117 2.96817 0.276884 0.195018
2 0.369376 0.0626414 0.900118 0.0594029 0.27086
3 0.383463 0.0642839 0.861578 0.0587683 0.279763
Table 4: Evolution of the referene parameters
mass funtion (pmf)
g

() =
G()f()
r
;
where f() is the probability of the permutation  = (e
1
; : : : ; e
m
) ourring
under the original measure, that is (12) with (e
j
) replaed with 1=u
e
j
. Under
g

the Importane Sampling estimator has zero variane. Although this has little
pratial value for large systems (for whih we do not know r), it an be of help
to onstrut and test good Cross-Entropy sampling strategies.
4 Numerial Experiments
In this setion we give a few slightly larger examples that might be found in
ommuniation networks. Figure 2 shows a 3 3 and a 6 6 grid network, eah
network has 4 terminals whih are marked with solid nodes at the orners. All the
links have the same failure probability. All the experiments use a nal sample
size of 10
6
and their Cross-Entropy tuning bath sample size of 5000. In the
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tables, T denotes the CE tuning iterations taken and  denotes the smoothing
parameter. The CE-CMC had a rarity parameter  = 0:02.
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Figure 2: A 3 3 and a 6 6 grid network
Example 4 (3 3 unreliable grid)
In this example, all the links of the 3  3 grid network have the same failure
probability q = 10
 3
. A typial result of the simulation is given in Table 5.
T 
b
r bre
CMC - - 4e-06 0.499999
CE-CMC 4 1 3.08281e-06 0.335240
PMC - - 4.01609e-06 0.003895
CE-PMC 10 0.1 4.01057e-06 0.003420
Table 5: Simulation results for the 3 3 unreliable grid network with q = 10
 3
.
Exat unreliability r = 4.01199e-06.
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The CMCmethod gives a poor relative error as expeted. The CE-CMC shows
a 33% redution but is still too high to make it very useful. The PMC method
gives a muh smaller relative error and the Cross-Entropy method ahieved an
average 8-10% further redution, making the CE-PMC a muh more desirable
method to use.
Example 5 (3 3 reliable grid)
This example is the same as last one exept the link failure probability is q = 10
 6
.
A typial result of the simulation is given in Table 6.
T 
b
r bre
CMC - - 0 NaN
CE-CMC 5 1 1.34033e-12 0.212152
PMC - - 3.99354e-12 0.003940
CE-PMC 10 0.1 4.00797e-12 0.003455
Table 6: Simulation results for the 3  3 reliable grid network with q = 10
 6
.
Exat rnreliability r = 4.00001e-12.
Clearly the failure probability in the order of 10
 12
is well beyond the ability
of the CMC method with only 10
6
samples. The Cross-Entropy method managed
to help and produe some meaningful results, however, the relative error is still
rather high. On the other hand the PMC method gives aurate estimates and
the Cross-Entropy method onsistently improves it by around 12%.
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Example 6 (6 6 unreliable grid)
This is a larger example network onsisting of 36 nodes and 60 edges with equal
link failure probability q = 10
 3
. A typial result of the simulation is given
in Table 7. Again the CMC and CE-CMC methods annot provide aurate
T 
b
r bre
CMC - - 3e-06 0.577349
CE-CMC 4 1 3.20052e-06 0.747044
PMC - - 3.95377e-06 0.020306
CE-PMC 10 0.1 4.02088e-06 0.011778
Table 7: Simulation results for the 6  6 unreliable grid network with exat
unreliability r=4.00800e-06.
estimates with 10
6
samples while the PMC and CE-PMC give pretty good results.
Notie that in this larger example, the Cross-Entropy method redues the relative
error of PMC by nearly half. Compared to the previous examples, this network
has a muh larger population size and variane. For instane, the 3 3 network
has about 4:8 10
8
edge permutations while the 6 6 network has about 8:3
10
81
! Here, the Cross-Entropy method demonstrated its ability to nd exellent
Importane Sampling parameter vetors to redue the sample variane.
Example 7 (6 6 reliable grid)
This example is the same as the last one exept the link failure probability is
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q = 10
 6
. A typial result of the simulation is given in Table 8. It has very similar
T 
b
r bre
CMC - - 0 NaN
CE-CMC 5 1 8.36512e-14 0.362529
PMC - - 4.00552e-12 0.020997
CE-PMC 10 0.1 4.00455e-12 0.012755
Table 8: Simulation results for the 6 6 reliable grid network with exat unreli-
ability r=4.00001e-12.
ndings to the last example: The CMC and CE-CMC methods annot handle
suh a low probability with 10
6
samples. The PMC provides good estimates and
yet the Cross-Entropy method improves it further by about 40%.
4.1 Summary of results
With a better \sampling struture" and smart onditioning, the Permutation
Monte Carlo sheme is superior than the Crude Monte Carlo shemes. The
Cross-Entropy tehnique further improves the performane of the PMC sheme,
the degree of improvement beomes more prominent as the network size grows.
Close inspetion of the Importane Sampling parameter v
T
reveals that all the
bottlenek-ut edges have been alloated a higher importane than the rest.
Another point to note is the smoothing parameter . If we keep  = 0:7 as
in the bridge example, the Importane Sampling parameters v might osillate
22
instead of onverge to the optimal v

and so give poor estimates. We found
that in larger networks, a smaller smoothing parameter suh as  = 0:1 is muh
more robust and always give good results in our examples. Numerial experiene
suggests that an inrease in the tuning sample size N an alleviate the need to
redue the smoothing parameter  in larger problems. Of ourse this means more
eort has to be spent estimating the optimal Importane Sampling parameter
v

. However, if we leave  very small, then more iterations would be required to
approah the v

. This raises the question of the most eÆient way to alloate
eort in estimating v

.
5 Conlusions
The Cross-Entropy tehnique gives substantial improvement over the Crude Monte
Carlo estimation of network reliability. However, no matter how muh we improve
the Crude Monte Carlo sampling, it still annot math the simple Permutation
Monte Carlo sampling. Therefore it is still better to apply the Cross-Entropy
tehnique to the Permutation Monte Carlo shemes. In this paper, we show that
the Cross-Entropy tehnique an be applied to further improve the Permutation
Monte Carlo sheme. Furthermore, the examples suggested that the improve-
ment an grow with the network size as the tehnique has the ability to \home
in" to those important edges quikly.
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