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ABSTRACT I
Abstract
URRENTLY there is a need to design, develop, and deploy autonomous and portable
indoor geolocation systems to fulfil the needs of military, civilian, governmental and
commercial customers where GPS and GLONASS signals are not available due to the
limitations of both GPS and GLONASS signal structure designs.
The goal of this dissertation is (1) to introduce geolocation systems; (2) to classify the
state of the art geolocation systems; (3) to identify the issues with the state of the art
indoor geolocation systems; and (4) to propose and assess four WPI indoor geolocation
systems.  It is assessed that the current GPS and GLONASS signal structures are
inadequate to overcome two main design concerns; namely, (1) the near-far effect and
(2) the multipath effect.  We propose four WPI indoor geolocation systems as an
alternative solution to near-far and multipath effects.  The WPI indoor geolocation
systems are (1) a DSSS/CDMA indoor geolocation system, (2) a DSSS/CDMA/FDMA
indoor geolocation system, (3) a DSSS/OFDM/CDMA/FDMA indoor geolocation
system, and (4) an OFDM/FDMA indoor geolocation system.  Each system is researched,
discussed, and analyzed based on its principle of operation, its transmitter, the indoor
channel, and its receiver design and issues associated with obtaining an observable to
achieve indoor navigation.  Our assessment of these systems concludes the following.
First, a DSSS/CDMA indoor geolocation system is inadequate to neither overcome the
near-far effect not mitigate cross-channel interference due to the multipath.  Second, a
DSSS/CDMA/FDMA indoor geolocation system is a potential candidate for indoor
positioning, with data rate up to 3.2 KBPS, pseudorange error, less than to 2 m and phase
error less than 5 mm.  Third, a DSSS/OFDM/CDMA/FDMA indoor geolocation system
is a potential candidate to achieve similar or better navigation accuracy than a
DSSS/CDMA indoor geolocation system and data rate up to 5 MBPS.  Fourth, an
OFDM/FDMA indoor geolocation system is another potential candidate with a totally
different signal structure than the pervious three WPI indoor geolocation systems, but
with similar pseudorange error performance.
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Chapter 1. Introduction
“Perseverance (Patience) must finish its work so that you might be mature and complete not
lacking anything.”¾James 1:4 (NIV)
1.0 Geolocation System
 GEOLOCATION System just like any other system requires a proper technical
definition, is needed for its usage, has a progression in the present time, has a
historical background and moment of conception in the past, and has a certain field of
applicability and vision towards the future (see Figure 1.1).
Figure 1.1 An overview of a geolocation system.
A
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The purpose of this study is to investigate the navigation and communication
properties of several candidate radio frequency (RF) signals in open indoor environments.
This research can be later extended for closed indoor environments.  To do this
efficiently it is necessary (1) to introduce the state of the art geolocation systems in
Chapter 1; (2) to address the limitations of the some of the state of the art geolocation
systems for indoor applications in Chapter 2; (3) to introduce channel models with
emphasis on indoor applications in Chapter 3; and propose and assess three candidates
radio frequency signals in Chapters 4 through 7.
Chapter 1 is organized as follows.  We briefly provide a history and background of
geolocation systems in §1.1.  We discuss the geolocation system concept, which includes
the domain environment and the methodology and we illustrate under ideal conditions the
generic principle of operation of an indoor geolocation system in §1.2.  We provide a
proper technical definition and classification of geolocation systems into outdoor, indoor,
and underwater geolocation system in §1.3.  We consider the components of a generic
geolocation system, which are transmitter, channel, and receiver, and we assess the prior
art issues associated with every component in §1.4.  We introduce and describe the
existing outdoor geolocation systems in §1.5.  We introduce and describe existing indoor
geolocation systems in §1.6.  We summarize the specifications of geolocation systems in
§1.7.  We introduce WPI indoor geolocation systems in §1.8.
1.1 History and Background
People have always had an interest in localizing themselves, objects, plants, animals,
cities, planets, stars, etc.  The level of science and technology determined the practicality,
the understanding, the capability, and other issues related to a means or systems of the
time to achieve localization and exchange information from one point to another.  We
take a long walk to uncover the individuals, the scientific wisdom, and some of the
political, philosophical and religious implications from the ancient times until the modern
era (see Appendix A).  Even though humans have been developing these ingenious ways
of navigating to remote locations for the past six thousand years, in the context of
geolocation systems that we are so much familiar with, these ways of navigating
remained out of reach for the public and a privilege to only a few individuals.  This is
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extremely important as although we live in a technologically, economically driven
society we have a great difficulty relating our modern technology and ideas or assertions
that were made perhaps some hundred or thousand years ago (see Appendix A) [1]-[5].
1.2 Geolocation System Concept
There are three main components that constitute any geolocation system: (1) the
domain, (2) the environment, and (3) the methodology as shown in Figure 1.2.
The domain of any geolocation system is the fabric of space and time, which means
that any geolocation system exists and operates in a well defined space and time
coordinate system.  Such a space-time coordinate system is defined as the reference
system.  For example, the World Geodetic System 1984 (or WGS’84) is an Earth-
Centered-Earth-Fixed (ECEF) coordinate system [4]-[7].  The WGS’84 system is fixed
with respect to the Earth but it is moving with respect to the Sun.  Another well-known
reference system is an Earth-Centered-Inertial (ECI) and in general the Earth is not fixed
with respect to this system [4]-[7].  A space-time reference system can also be a local
system such as a North East Down (NED) frame, which is widely used for local
positioning and navigation.
Figure 1.2 Geolocation system main components: domain, environment, and methodology.
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The environment is the set of local or global physical properties of the medium of
operation of any geolocation system.  For example, the free-space physical properties of
the medium are different from those in the air, from those on the surface of the Earth,
from those inside buildings, and from those underwater and so forth.
The methodology for achieving geolocation is the technology that maps the
appropriate theoretical approach (or the idea or concept) to the appropriate application.
For example, commonly studied radio techniques for geolocation are the angle of arrival
(AOA) positioning, the time of arrival (TOA) positioning, and the time difference of
arrival (TDOA) positioning.  The TOA and TDOA techniques become applicable
methodologies only after the invention of the radio in the beginning of the 20th century.
For example satellite based geolocation systems use TOA for localization and Loran C
and mobile phone positioning systems employ TDOA for doing the same thing.
Now that we know which are the main components of a geolocation system we shall
illustrate its concept.  For that we have assumed that the domain is a hypothetical NED
frame, the environment is indoors, and the methodology is a TOA positioning.  In this
case we have obtained an indoor geolocation system, which is shown in Figure 1.3.
There are four transmitters, one receiver and four channels shown in Figure 1.3.  All
transmitters are positioned in fixed locations, (Xi,Yi,Zi), i = {1,2,3,4}.  The direct path
between the transmitter and receiver is called the line-of-sight (LOS) path.  The signal
transmitted from the transmitter and received from the receiver forms an observable (or
measurement), ri, which can result from observing the signal strength, TOA, code, phase,
or Doppler.  The environment between the transmitter and receiver is called channel.  For
example, walls, floors, and roof, or open air can be viewed as individual indoor channels.
The receiver collects all measurements and solves for the receiver location (xr,yr,zr) and
local time, tr.
Let Ri denote the geometric distance between the ith transmitter and the receiver.
From Euclidean geometry Ri can be written as
(1.1.1) ( ) ( ) ( )222 riririi zZyYxXR -+-+-= , i = {1,2,3,4}.
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Figure 1.3 A generic indoor geolocation system diagram.
If the TOA positioning is used then the quantity observed by the receiver is, in its
simplest form, given by
(1.1.2) irii vcR +t+=r , i = {1,2,3,4}
where c is the speed of light (see Appendix A), tr is the receiver’s clock offset from the
reference time, vi is the receiver noise (which is assumed to be white Gaussian).  The
above equation is a non-linear equation with respect to (xr,yr,zr).  Linearizing with respect
to some initial location (xr0,yr0,zr0) yields
(1.1.3) irr
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Define the following:
(1.1.4) x = [xr yr zr tr]t
(1.1.5) r  = [r1 r2 r3 r4]t
(1.1.6) v = [v1 v2 v3 v4]t
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Then equation (1.1.3) can be written in vector form as
(1.1.8) vHx? += .
If the noise autocovariance matrix, R = E{vtv}, is known then an approximated
solution for (xr,yr,zr,tr) is derived from the well known least squares algorithm [12]
(1.1.9) ( ) ?RHHRHx 1t11tˆ ---= .
Since H and R are both 4 ´ 4 matrices and if the inverse of H exists then
(1.1.10) ?Hx 1ˆ -= .
From equations (1.1.9) and (1.1.10) we conclude that at least four independent
measurements are required to solve for receiver location (xr,yr,zr) and local time (or clock
offest, tr,) if TOA positioning is applied.  If more than four measurements are employed
then equation (1.1.9) should be used instead of equation (1.1.10).  For fewer than four
measurements equation (1.1.9) is underdetermined.  In that case we can only solve for
fewer than four unknowns.  For example if the number of measurements is only two then
we can solve for only one of six combinations {(xr,yr), (xr,zr), (yr,zr), (xr,tr), (yr,tr),
(zr,tr)}.
1.3 Technical Definition and Classification of Radio
Geolocation Systems
Radio is the practice or science of communicating over a distance by converting
localization information into electromagnetic waves and transmitting these directly
through space, without connecting wires, to a receiving set, which changes these into
signals appropriate for performing localization--taken and modified from [13].  A radio
CHAPTER 1. INTRODUCTION 7
geolocation system is a navigation system which employs either radio transmitters to
broadcast ranging signal(s) continuously and utilizes a radio receiver to resolve at a
minimum for its 3-D position and its own local time (see Figure 1.3).  Since we are
interested in radio geolocation systems the coin term radio is understood to mean a radio
system, a radio transmitter, a radio receiver, or a radio channel; and therefore, it is
dropped and it is no longer used later on.  Based on the application environment,  a
geolocation system can be classified into three main categories: outdoor, indoor, or
underwater geolocation system (see Figure 1.4).
Although in some geolocation systems it is also possible to use the same channel both
for navigation and communication applications, the focus of this work is to discuss the
channel mainly for navigation applications.  Each geolocation system is discussed in
order below starting with outdoor geolocation systems (see §1.3.1), indoor geolocation
systems (see §1.3.2), and underwater geolocation systems (see §1.3.3).
1.3.1 Outdoor Geolocation Systems
An outdoor geolocation system is a geolocation system that operates outdoors such as
open air and anywhere on the surface of the Earth except indoors.  As such outdoor
geolocation systems can have either global or local coverage.
Figure 1.4 Technical classification of geolocation systems.
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There are a variety of outdoor geolocation systems, which are grouped into five
categories: satellite, pseudolite, wireless, laser, and radar.  However, we are most
interested in the first three categories depicted in Figure 1.5.
The most recognized satellite outdoor geolocation systems are the Global Positioning
System (GPS) fielded by the United States of America, the Russian Global Navigation
Satellite System (GLONASS), the European Galileo, and the Japanese Multifunctional
Transport Satellite (MTSAT).
The first three outdoor geolocation systems provide global coverage and the last
outdoor geolocation system provides regional coverage [4]-[8],[14]-[20].  Today, only
GPS is fully operational, containing over 24 active satellites.  This system provides a very
respectable accuracy of 30 m 95% of the time using the C/A code with selective
availability turned off under any weather and view conditions [5].  The Russian
GLONASS [16] has lost almost half of its satellites as a result of the difficult economics
in Russia as reported by the Ministry of Defense of the Russian Federation Coordination
Scientific Information Center.  The European Galileo system is currently in the
development and validation phase (phase II) [17].  The Japanese MTSAT is a dual
aeronautical and meteorological system with only two satellites [20].
Figure 1.5 A classification of the most important outdoor geolocation systems.
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Outdoor pseudolite geolocation systems are: (1) the Local Area Augmentation System
(LAAS) based on pseudolites developed by Stanford University, (2) the LAAS based on
pseudolites developed by Ohio University, (3) the pseudolite system for Category III
Precision Landing (CAT III) proposed by WPI [21], [22]; and (4) others developed by
public or private companies [23]-[21].  The Stanford University and Ohio University
systems are GPS-like pseudolite systems as they utilize pseudolites which transmit a
signal that is identical to the signal transmitted by the GPS satellites.  In contrast, the WPI
outdoor (later indoor see §1.8) pseudolite geolocation system uses pseudolites that
transmit a signal that is specially engineered to avoid problems associated with the GPS
signal structure.  As such the WPI pseudolite outdoor geolocation system is treated
extensively in Chapters 4 through 8.
Mobile phone positioning for 3G systems and aided GPS systems, which fulfil the
requirements of the Enhanced (or emergency) 911/112 as mandated by the Federal
Communication Commission (FCC), are generally considered as outdoor wireless
geolocation systems [46]-[50].
Other local outdoor geolocation systems are OMEGA, Loran C, and other classical
radio navigation aids.  The outdoor laser geolocation systems are very expensive and are
used by NASA for very precise navigation and landing of space shuttles and personnel.
The outdoor radar geolocation systems are also very expensive and are currently used by
the US, Canadian, or European military forces.
1.3.2 Indoor Geolocation Systems
An indoor geolocation system is a geolocation system that operates indoors.  Indoor
geolocation systems have emerged as a means to render localization and navigation
inside buildings to people and personnel due to limited capabilities of outdoor systems in
such environments.  These systems may contain fixed transmitters, wireless networks, or
mobile units, in cases such as ad hoc networks as depicted in Figure 1.6.  Such systems
can be classified as satellite/pseudolite, wireless and other indoor geolocation systems.
Satellite/pseudolite indoor geolocation systems include GPS/GLONASS/Galileo,
SnapTrack™, and US Coast Guard indoor geolocation systems [52]-[58].
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Figure 1.6 A classification of indoor geolocation systems.
Wireless indoor geolocation systems, include IEEE 802.11 such as IEEE 802.11 (a),
(b), (c), etc. and the mobile phone positioning system and aided GPS, which fulfil the
E911/E112 requirements [46]-[50].  We discuss these systems in section §1.6 in great
detail.
Other indoor geolocation systems include relay indoor geolocation systems such as the
MIT relay system and the precise Radio Frequency (RF) positioning system [59]-[61];
Ultra Wide Band (UWB) systems with PinPoint 3D-ID system as an example [62]-[70];
radar and laser indoor geolocation systems (very specialized and expensive systems and
as such they fall outside the scope of this work).
Conceptually, an indoor pseudolite geolocation system is similar to its outdoor
counterpart.  We would desire to design a seamless technology which would yield an
indoor to outdoor or outdoor to indoor pseudolite geolocation system.
1.3.3 Underwater Geolocation Systems
An underwater geolocation system is a geolocation system that operates underwater.
Underwater geolocation systems are less familiar to us because they are currently used
for ships, submarines and other uncommon applications [71]-[94].  They can be grouped
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into three main categories: ultrasound, pseudolite, and laser.  Underwater ultrasound
geolocation systems are perhaps the most common examples and are currently used by
the Navy and the US Coast Guard for national security purposes.  An underwater
pseudolite geolocation system will probably emerge as the technology of the future to
partially or fully replace underwater ultrasonic geolocation systems due to advantages
such as signal robustness and encryption; important features for avoiding detection by
enemy ships or submarines.  Similarly, underwater laser geolocation systems are used for
very specialized and restricted manned operations.
1.4 A Generic Radio Geolocation System
Regardless of the specific details of an outdoor, an indoor or an underwater
geolocation system, each one of these systems contains three main components, as shown
in Figure 1.7 and Figure 1.8.  These components are transmitter(s), channel, and
receiver(s).
A transmitter is a device (or apparatus), which generates electromagnetic waves,
based on a signal that is encoded in a manner that improves its ability to render
localization, and sends them through space by means of an antenna.  Important
characteristics of a transmitter include modulation type, power level, and data rate.
A receiver is a device (or apparatus) that captures electromagnetic waves by means of
an antenna and converts them into electric signals for extracting localization information.
Electromagnetic waves are received by means of an antenna and they are converted into
electric signals, which are demodulated and utilized for tracking the code and the phase
of the transmitted signal.
Figure 1.7 Components of a generic radio geolocation system.
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Figure 1.8 Components of a generic indoor geolocation system.
A channel is the medium that enables the electromagnetic waves to propagate from the
transmitting antenna to the receiving antenna.  The transmitted electromagnetic waves,
passing through a channel, are subject to various channel impairments such as (1) path
loss, (2) reflection, (3) refraction, and (4) scattering.
1.4.1 Transmitter
A geolocation system, which uses a TOA positioning methodology (see §1.2), must
contain at least four transmitters to solve for the receiver’s 3D position and local time.  A
block diagram of a generic transmitter is shown in Figure 1.9.  The reader may refer to
Appendix B for further detail on transmitter design considerations.
Regardless of the application, a geolocation transmitter contains seven critical
components: (1) reference oscillator (REF OSC), (2) a frequency synthesizer (FREQ.
SYN.) (or a multiplier), (3) code generator(s) (CODER), (4) modulator(s) (MOD), (5) RF
combiner (RF COMB.), (6) power amplifier (POWER AMP), and (7) antenna(e).
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Figure 1.9 A block diagram of a generic transmitter.
Typically, a reference oscillator is a crystal oscillator for driving the transmitter local
clock, which is used to synchronize all processes that take place for generating a
transmitted signal.  A transmitter has a frequency synthesizer for increasing the frequency
of the reference oscillator to the desired carrier frequency.
The transmitted data (or information) is either in the form of communication or
navigation messages.  The rate of the communication data messages is usually different
from the rate of the navigation data messages.  A transmitter contains two code
generators for coding the input data messages.  The input communication data is often
encoded using forward error correction (FEC) encoding to improve the quality of the data
on the receiving side (see Appendix C).  Typically the navigation data messages are
spread either in time or in frequency employing spreading codes (see Appendix D) to
ensure data robustness.  The transmitter has two modulators one for changing the
amplitude, phase, or frequency of the signal of the output of the communication CODER
and the other for the navigation CODER.  The process of combining information with the
radio frequency carrier of the transmitter is called modulation, which takes place in the
modulator.  Four well-known modulation schemes, the code division multiple access
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(CDMA), the frequency division multiple access (FDMA), the orthogonal frequency
division multiplexing (OFDM), and the time division multiple access (TDMA) [95]-[124],
are the most-applied and appropriate modulation schemes for geolocation applications
[4]-[69].
The output signal coming from the first modulator and the output signal coming from
the second modulator are combined in the RF combiner.  A power amplifier is utilized to
raise the power of the output signal from the RF combiner.  The output of the power
amplifier goes to either the transmitter antenna or antenna array.  The underlying term
that identifies the process that takes place in the transmitter is called signal structure.  For
a complete classification of transmitter designs the reader may refer to Appendix B.
Chapters 2 and 4 discuss several transmitters in great detail, which are either
implemented or are currently being designed.
1.4.2 Channel
The channel is the medium (or the environment) between the transmitting antenna and
the receiving antenna.  An electromagnetic wave propagating through a channel
undergoes loss in power and dispersion in direction (see Figure 1.10) [125]-[172].
Figure 1.10 A block diagram of a generic channel.
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The ability of the medium to absorb an electromagnetic wave depends on its physical
properties, which is known as propagation power loss.  The power loss (in dB) can be
inversely proportional with the twice, three times, 4 times, or n times the distance or with
m times the signal frequency where n and m are real; therefore, the power loss can be of a
quadratic, cubic, biquadratic, or nth order law of the inverse distance [125]-[158].
The dispersion of an electromagnetic wave results from non-uniformity of the
geometry and physical properties of the environment.  The three most common
phenomena that perturb an electromagnetic wave are reflection, refraction, and scattering
(or diffraction).  When there is a direct path between the transmitter and the receiver, the
signal is received through the LOS path.  A signal that is received through the LOS path
loses power as a result of the lack of conductivity of the medium and through refraction
which occurs as a result of the existence of physical layers with different refractive
coefficients.  Part of the LOS signal may also be reflected and scattered.  When a signal
is received through paths different from the LOS path it is said that the signal is received
through non line-of-sight (NLOS) paths.  Like the LOS path, these paths also undergo
reflection, refraction, and diffraction.  Generically, the outcome of the signal dispersion is
called multipath [159]-[172].  For more details on the classification of channel models the
reader may refer to Appendix E and Chapter 3.
1.4.3 Receiver
Just like a transmitter, a receiver is a physical device, which is characterized by its
sensitivity, noise factor and signal structure.  The signal structure of a receiver is selected
to be compatible with the signal structure of the designated transmitter.  The signal
structure of a receiver can also be classified into many categories, such as CDMA,
FDMA, OFDM, TDMA, and Blind, which are the five main categories relevant to this
work [173]-[186].  The reader may refer to Appendix F for more details on the
classification of receiver designs.
A block diagram of a generic receiver is shown in Figure 1.11.  A receiver contains six
main components (or units): (1) antenna (or antenna array, ANTENNA(E)); (2) front end
(FE); (3) mixer (MIXER); (4) local oscillator (LO); (5) code/carrier tracking loops
(CCTL); and (6) demodulator (DMOD).
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Figure 1.11 A block diagram of a generic receiver.
A localization signal received at the antenna port is amplified in the front end section
of the receiver.  Then, the output signal of the front end is down-converted and filtered in
the mixer using a reference signal coming from code carrier tracking loops.  A local
oscillator drives the code and carrier tracking loops.  Each demodulator demodulates the
mixer output signal based on the code carrier and tracking loops output signal.  The
output signal of each demodulator is the desired signal, which contains localization
information.
Chapters 2 and 4 discuss several receiver designs and illustrate the process of
obtaining an observable in great detail.
1.5 Outdoor Geolocation Systems
Only the invention and development of radios forged the era of precise line-of-sight
radio based navigation technology in the 20th century.  Among many technologies of the
time, the US Navy’s Navigation Satellite System, called Transit, realized this promise in
the 1960’s [4], [5] when the John Hopkins Applied Physics Laboratory (APL) developed
the first operational, innovative navigation satellite system.  The second system, called
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Cicada, was developed by the USSR, as part of the cold war response and was very
similar to the Transit concept [4], [5].
A few years later, TIMATION by the Naval Research Laboratory and program 621B
by the Air Force Space and Missile Organization (SAMSO) were the next two satellite
navigation concepts and together with Transit became the prototypes for the development
and success of NAVSTAR (currently known as the Global Positioning System (GPS)) [4],
[5].
1.5.1 The Global Positioning System
Almost exactly 30 years ago, during the 1973 Labor Day weekend, a group of ten or
so individuals put the final touches on a plan that would revolutionize the art and science
of navigation [6].  These individuals were members of a newly formed JPO created to
develop the NAVSTAR GPS, having, as a first priority to meet all the US Department of
Defense (DoD) needs [6].  Although the GPS concept was based partially on the
predecessor navigation systems, the new added feature – radio ranging – would
revolutionize radio based navigation technology.  Radio ranging measurements were
anticipated to render greater accuracy than angular measurements to natural stars [4], [5].
1.5.1.1 GPS Description
GPS consists of three main segments (divisions or sections) (see Figure 1.12): the
space segment (see Figure 1.13), the control segment (see Figure 1.13), and the user
segment (see Figure 1.13) [5].
The space segment, which is what most people think of GPS, is the system of 24 GPS
satellites.  A GPS satellite is a man made object put into orbit around the earth which
continuously transmits a spread spectrum signal on two carrier frequencies, L1 = 1575.42
MHz and L2 = 1227.6 MHz (see Figure 1.13) [5]-[10].  At times, the number of satellites
can be different from 24.  Several satellites are designated as active and a few of them as
active spares.  The L1 carrier is modulated by two pseudorandom sequences, the C/A (or
coarse acquisition) code and the P (or precise) code.  The L2 carrier is modulated only
with the P code.  The C/A codes are selected from a family of Gold codes with length
equal to 1023 and each one of which repeats once every millisecond.  The P code is a
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much longer code resulting in a code that has a repeat period of several weeks.  The
information contained in one week of the P code period is assigned to one satellite; the
following week of the P code is assigned to another satellite and so forth.  The chipping
rate for modulating the C/A code is 1.023 MHz and the chipping rate for the P code is
10.23 MHz.  The power associated with the C/A code is 15 dB higher than the power
associated with the P code.  In Chapter 2 we provide a detailed description of the GPS
operation and the C/A code signal specifications.
The control segment (see Figure 1.13); i.e., the system of ground-based antennae and
monitoring stations is designed to accomplish the following tasks [5]:
· Maintain each satellite in its proper orbit through infrequent small command
maneuvers.
· Make corrections and adjustments to the satellite clocks and payload as needed.
· Track all GPS satellites and generate and upload the navigation data to each of the
GPS satellites.
· Command major satellite relocations in the event of satellite failure to minimize its
impact in the GPS system. (This is the reason why spare satellites are required.)
Figure 1.12 A description and definition of GPS.
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Figure 1.13 The GPS operational segments--using elements from [10].
The user segment consists of all GPS receivers every one of which tracks ranging GPS
signals and computes its 2-D or 3-D position and its local clock correction (or local time,
see Figure 1.13) with respect to the GPS time.  The user segment consists of military
receivers and civilian receivers.  The military receivers have access to both C/A and P(Y)
codes as opposed to the civilian receivers which have access only to the C/A code;
therefore, the civilian receivers are prone to larger position errors than the military
receivers are.
1.5.2 The Global Navigation Satellite System
Close in concept, but quite different in signal structure and satellite frequency
selection, is, the Russian equivalent to GPS, GLONASS.  GLONASS can achieve similar
or better accuracy for users on the surface of the earth, in the air or in space.  Both GPS
and GLONASS are part of the Global Satellite Navigation Systems (GNSS);
nevertheless, GLONASS is primarily designed to provide a navigation role for maritime
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and aviation interests and as such has many features in common with GPS.  The orbital
plan allows for 24 satellites with 8 satellites in each of three orbital planes separated by
120° with spacing of 45° within the plane.  Clearly the orbital planning enables users’
access to at least four satellites anywhere, which is the minimum for navigation purposes.
If combined together both GPS and GLONASS would offer about 8 satellites in view for
the greater part of the day, which offers a greater level of independence, redundancy, and
cross-checking that enhances certain global applications of GNSS such as civil aviation
[16].
GLONASS had the potential to be a great competitor of GPS.  However, GLONASS
has been plagued with several outages, which have reduced the number of available
satellites in the space segment to approximately half of what is needed.  This situation has
been exacerbated by the state of the Russian economy since 1990.  Currently GLONASS
has only 7 operating satellites, which is insufficient for GLONASS receivers to reliably
extract simultaneous positioning and timing information.
1.5.2.1 GLONASS Description
Like GPS, GLONASS also consists of three main segments: the space segment, the
control segment, and the user segment as shown in Figure 1.14.
The space segment contains 24 satellites each one of which transmits two spread-
spectrum ranging signals one at L1 = 1600 MHz and the other at L2 = 1250 MHz at
around the same power levels as the GPS signals.  Radio frequency channels, rather than
spread-spectrum codes, distinguish satellites; i.e., GLONASS uses FDMA rather than
CDMA.  A single narrowband code of length 511 repeats every 1 ms, which is the same
as the repetition period of the GPS C/A code.  Information is differentially encoded in a
return-to-zero (RZ) format with a final data rate of 50 baud.  A separate broadband code
is used to transmit differentially encoded data at 50 baud.  A narrowband code is found
only at the L1-band as opposed to the broadband code, which is found at both L-bands;
hence, it enables correcting for ionospheric delay in a manner analogous to that used by
GPS.  The GLONASS C/A-code (coarse/acquisition) spectrum covering 1 MHz
bandwidth is superimposed on the P-code (precise) signal transmitted in phase quadrature
and covering 10 times the C/A-code bandwidth.
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Figure 1.14 A description and definition of GLONASS.
The control segment consists of ground antennae and monitoring stations.  The
GLONASS control segment is designated to accomplish tasks similar to the GPS control
segment.
The user segment consists of all the GLONASS users; i.e., all users who own a
GLONASS receiver.
1.5.3 Galileo: The European Satellite Radio Navigation System
In February 1999 the European Commission presented an autonomous program on
satellite radio navigation--Galileo.  On July 19, 1999 the European Council passed a
resolution to call the Commission to develop a civilian system for global use managed by
civil authorities and offering both compatibility and significantly added value in relation
to existing systems, such as GPS and GLONASS [17].  On November 2000, the
Commission reaffirmed the importance of this technology on the future economy and
security of the European Union.  The European Union approved Galileo on March 23rd,
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2002, once it was demonstrated that Galileo would be profitable by generate €1 10,000
million annually [17].
Galileo is planned to become operational after the completion of four phases.  The 1st
Phase (the system definition) is already completed (1998-2002).  The 2nd Phase (the
development and validation) includes the launch of the first experimental satellite in 2004
(2002-2005).  The 3rd Phase (the deployment) starts in 2006 and ends 2007 with
construction and launch of satellites and installation of the complete ground segment.
The 4th Phase (the commercialization) starts in 2008 and onward [17].
1.5.3.1 Galileo Description
Galileo also consists of three segments, (1) the space segment, (2) the ground (or
control) segment, and (3) the user segment as depicted in Figure 1.15.
The Galileo space segment consists of 30 satellites (27 operational and 3 spare)
positioned in three circular medium Earth orbit planes at an altitude of 23,616 km and at
an inclination of 56° with reference to the equatorial plane [17].  Each satellite contains a
navigation payload and a search and rescue transponder.  It also contains two onboard
atomic clocks that calculate time within a few hundred microseconds per day; one based
on Rubidium atomic frequency standard (6 GHz) and the other using hydrogen maser
(1.4 GHz).  These clocks were chosen because they present very good stability to within
a day or so.  These clocks are regularly synchronized to a network of even more stable
ground-based reference clocks, based on a Cesium frequency standard [17].
Galileo provides five navigation signals.  Each signal contains one or two ranging
codes and one additional information message, which may be navigation, commercial or
search and rescue data.  Galileo provides four categories of services: open, safety,
commercial and public regulated service.  The open service is free of charge and gives
users their exact location on the planet to within 5-m accuracy.  The safety service
includes the search and rescue services.  In this case the open signals could be encrypted
to provide integrity information.  The commercial service sends encrypted data over the
open signals and provides access to a third navigation signal to enable users to apply the
                                                                
1 The symbol for European Current Unit (ECU) is €.
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three carrier phase ambiguity resolution technique which results in nearly instantaneous
ambiguity resolution.  As such, the commercial service is not free, but offers quality of
service (QoS) features, which are neither offered by GPS nor GLONASS.  The last two
navigation signals provide the public regulated service that offers position and timing to
specific users requiring high continuity of service [17].
Galileo is also equipped with data encryption, systems of keys managed by the
European governments, spectral separation between two different navigation signals, and
service denial capacity to meet European and global security concerns.  These concerns
are defined as (1) security of infrastructure; (2) security of signals against jamming and
spoofing and management of the potential keys used to access the service; (3) security to
guaranty a high level of continuity; and (4) global security [17].
The Galileo ground (or control) segment consists of: (1) two control centers to be
implemented on European soil to provide satellite control and navigation mission
management; (2) 20 sensor stations and 15 uplink stations installed around the world for
data exchange [17].
The Galileo user segment consists of all of the civil or military Galileo users, who will
poses a Galileo receiver.
Figure 1.15 A description and definition of Galileo--using information from [18] and [19].
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1.5.4 MTSAT or MSAS
MTSAT has a two-fold mission: aeronautical and meteorological [20].  These two
payloads work on board independently.  The owner and operator of the MTSAT are the
Japanese Civil Aviation Bureau (JCAB) and the Japanese Meteorological Bureau (both
belonging to Japanese Ministry of Land, Infrastructure, and Transport (MLIT)) [20].  The
MSAT aeronautical program objective is to provide safe and efficient aircraft operation
in rapid growing areas of the Asia/Pacific airspace [20].
1.5.5 Satellite/Pseudolite Outdoor Geolocation System
The pseudolite idea is just as old as the GPS idea itself.  A pseudolite is a GPS-like
signal transmitter that can be placed on the ground, on the top of buildings, indoors,
underground, or underwater.  Initially, a pseudolite is seen as a means for increasing
navigation accuracy in the vicinity of airports by using pseudolites to form a Local Area
Augmentation System (LAAS) [24].  Pseudolites greatly improve the geometry
especially the vertical component, and thus enable the aircraft to perform precision
approach and landing [24]-[26].
1.5.5.1 GPS Satellite/Pseudolite Outdoor Geolocation System
There are several authors who have proposed GPS satellite/pseudolite systems.  Stain
and Tsang propose a GPS aided with pseudolites and demonstrate the capability of using
Commercial Off-the-Shelf (COTs) GPS receivers with pseudolites [28]-[29].  Van
Dierendonck envisions a role for pseudolites in differential GPS [30].  Brown and Van
Diggelen [32] and Cohen et al. [33] propose a similar integrated system of GPS
satellites/pseudolites for category II and III precision approach and landing employing a
differential carrier ranging technique.  McGraw has analyzed the pseudolite code
interference effects for aircraft precision approaches [34].  Bartone and Van Graas have
proposed ranging airport pseudolite for local area augmentation [36].  Bartone and Kiran
have discussed the flight test results of an integrated wideband airport pseudolite for
LAAS [37].
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A GPS satellite/pseudolite outdoor geolocation system for Category II and III
precision landing is illustrated in Figure 1.16.  As shown in the figure, we note system
components: GPS satellites, GPS airport pseudolites, airport runaway, and the airplane.
Typically, an airplane has a dual GPS satellite/pseudolite receiver with two antennae,
one mounted on the top of the airplane to track GPS satellites and the other mounted on
the bottom of the airplane to track GPS pseudolites.  Pseudolites offer potentially several
improvements and benefits to the airplane approach, which are mentioned in order.
The geometry of such a system is greatly improved because to a large extent we have
control over the pseudolite placement.  This enhances the vertical accuracy and the
receiver clock correction to GPS time by almost an order of magnitude.  The system
integrity, continuity, and availability are enhanced because pseudolites provide additional
ranging sources, thus offering more redundancy.  For definitions of accuracy, integrity,
continuity, and availability, the reader may refer to §1.7.
Figure 1.16 A GPS/GLONASS satellite/pseudolite outdoor geolocation system.
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Nevertheless, there are several technical issues that pseudolites impose.  Pseudolites
may or may not be synchronized to the GPS time.  Past experience has demonstrated that
all pseudolites must be synchronized to allow a normal operation of the system [23]-[37].
Any pseudolite system requires additional infrastructure and real estate.  The
infrastructure includes the pseudolite cost, the synchronization cost and the maintenance
cost.  The real estate includes the land cost and availability.  Other technical issues of this
technology are addressed in Chapter 2.
1.5.5.2 GLONASS Satellite/Pseudolite Outdoor Geolocation System
Galijan and Lucha, suggest an approach for augmenting GNSS category III
approaches and landings based on a GPS/GLONASS and a GLONASS pseudolite system
[31].
A GLONASS satellite/pseudolite outdoor geolocation system for category III
approach and landing is depicted in Figure 1.16.  The operation of this system and the
issues associated with this system are very similar to the GPS satellite/pseudolite outdoor
geolocation system.
1.6 Indoor Geolocation Systems
Despite superior advantages for outdoor applications, current satellite-based systems
cannot provide accurate indoor geolocation simply because they were not designed to
operate indoors.  In principle, there are at least three solutions to this problem.  One
would be to redesign the satellite-based systems to provide accurate indoor geolocation
(GPS modernization, GPS III, and Galileo programs).  The second approach would be to
invent new indoor geolocation systems based on technologies such as relay, UWB,
mobile phone, IEEE 802.11, etc.  The third approach would be to integrate current indoor
geolocation systems with current satellite systems (for example Aided GPS mobile phone
positioning).  The answer to the first approach is that GPS modernization, GPS III, or
Galileo will presumably provide an indoor geolocation capability; however, this is not
expected to be available until at least the year 2010 or onwards.  The answer to the third
approach is based on the answer to the first approach anyway.  Therefore, the
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investigation of indoor technologies that utilize ground-based transmitters is critical for
the needs of indoor positioning of the current decade [46]-[69].
A technology that provides accurate indoor geolocation is particularly needed for
military, public safety, commercial, and scientific applications.  In public safety
applications, indoor geolocation systems may be used to track people afflicted with
diseases such as Alzheimer’s, to monitor inmates in prison and provide useful
information to policemen, firemen and emergency personnel.  Moreover, emergency
workers performing rescue missions or soldiers on the battlefield may depend on such
systems to accomplish their civilian duties or military objectives.  In residential and
commercial applications, such systems can be utilized to locate personal, portable
equipment, to navigate under emergency conditions, and pinpoint specific items inside
buildings.  In other commercial applications indoor geolocation systems can render
accurate localization of equipment and items and can be utilized by security personnel to
monitor guests or personnel with restricted privileges.  Nursing homes and hospitals can
benefit from this technology and use it to track people with special needs, children who
are away from visual supervision, the elderly, the blind, or to better assist people in case
of emergency etc.  Scientists, such as geologists, or cave explorers, can employ indoor
geolocation system for their scientific missions to locate themselves or equipment inside
caves or in underground environments.
A classification of indoor geolocation systems based on the signal structure is depicted
in Figure 1.6.  As shown in Figure 1.6 these systems can be classified into three main
groups: (1) Satellite/Pseudolite indoor geolocation systems (see §1.5.5); (2) wireless
indoor geolocation systems (see §1.6.2); (3) Relay indoor geolocation systems (see
§1.6.1.2); and (4) UWB indoor geolocation systems (see §1.6.1.2).
1.6.1 Indoor Satellite/Pseudolite Geolocation System
Although outdoor satellite/pseudolite geolocation systems were not designed to
operate indoors, in principle they can be utilized to operate indoors with limited accuracy
and benefits to indoor users.  Until outdoor geolocation systems will become fully
operational indoors, indoor users have three options: (1) extend the capabilities of
outdoor geolocation systems, (2) rely on the state of the art indoor positioning
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technologies, or (3) invent new technologies, which are investigated in this work in
Chapters 4 through 8.  The following system, called SnapTrack™, is presented as an
alternative to indoor positioning using GPS and a non-conventional GPS receiver design.
1.6.1.1 SnapTrack™ Indoor Geolocation System
The SnapTrack™ system is a GPS based indoor geolocation system, which uses a
SnapTrack™ receiver as illustrated in Figure 1.17 [52]-[54].  As shown in the figure, the
SnapTrack™ system uses a reference receiver to obtain GPS navigation data and
differential corrections.  These data feed a Terrain Database and Location Server that
provides aided data to a handset device.  The handset produces pseudorange
measurements and feeds them back to the terrain database and location server.  Finally,
the location server produces the handset navigation solution, which is passed in the
external application [52].
It is claimed that the SnapTrack™ system can acquire and provide position fixes in
environments with up to 25-dB attenuation [52].  In a worst case scenario, a SnapTrack™
system can provide the first fix in a few seconds [52].  Also a SnapTrack™ system
performs localization on demand; thus, minimizing the power consumption.
Figure 1.17 A snap track indoor geolocation system--taken from [52].
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1.6.1.2 US Coast Guard Indoor Geolocation System
In the late 1990s the United States Coast Guard Academy developed an indoor, spread
spectrum geolocation system to track personnel inside buildings under a project funded
by the Defense Advanced Research Projects Agency (DARPA) Small Unit Operations
Geolocation program.  This system is illustrated in Figure 1.18 [55].
The system evolved from a single time difference (TD) engineering testbed to a fully
functional, six-receiver indoor geolocation system [55].  The system consists of one
reference transmitter, one handheld transmitter and six wideband receivers.  The
reference transmitter is placed outside of the area of interest and supplies sampling time
synchronization to all receivers.  This is explained later in this section.  The soldier, who
is depicted in the figure inside the building, carries a hand-held transmitter, which is
placed inside a backpack along with a long-life battery.  Six wideband receiver antennae
are placed outside the area of interest in surveyed positions, which are selected to provide
adequate three-dimensional geometry.  Six receivers are grouped into three groups of two
and each group is equipped with a GPS receiver.  The GPS receiver provides a one-pulse-
per-second (1 PPS) signal to trigger the start of the data acquisition.  Even though the
stability of the 1 PPS signal may vary among receivers by as much as ±50 ns, the coarse
triggering of 1 PPS ensures that all receivers start data acquisition within the same
pseudorandom (PRN) sequence from the transmitter, whose duration is 80 ms.  To further
synchronize the receiver clocks a reference transmitter is placed in a known location.  A
clear view to each receiver is desired to minimize the effects of multipath for the
reference transmitter.  The reference transmitter also housed a GPS receiver supplying 1
PPS to reset the start of its PRN transmission.  Using the known locations of the
reference transmitter and the receiver antennae, a theoretical TOA was calculated for
each receiver.  This theoretical TOA was compared with the measured TOA to determine
the clock errors of each receiver with respect to the reference transmitter’s clock.  This
error was then applied to each receiver clock to synchronize it to the reference
transmitter’s clock.
The first major drawback of this approach is its reliance on GPS for synchronization.
The second major drawback is its complexity (six receivers and at least two transmitters).
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Figure 1.18 US Coast Guard indoor geolocation system--taken and modified from [55].
Nevertheless, utilizing over 3,000 samples taken at 28 different points throughout the
test area a solution converges within 1 second and 90 % of the fixes fell within a 2.86-m
(1 sigma) error [55].
1.6.2 Wireless Indoor Geolocation Systems
Wireless indoor geolocation systems contain the IEEE 802.11 wireless networks,
which are generally not considered as indoor geolocation systems, in contrast to the
mobile phone geolocation systems, which are typically considered as dual outdoor-indoor
communications and geolocation systems.  Nevertheless, IEEE 802.11 wireless networks
can be utilized as indoor geolocation systems.
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1.6.2.1 Wireless Networks (IEEE 802.11)
IEEE Standard 802.11 was initially conceived to operate at 1 and 2 MBPS in the
license-exempt 2.4-GHz industrial, scientific, and medical (ISM) band and also in the
infrared in 1997 as an extension technology for conventional wired local area networks
(LANs).  In its early days IEEE 802.11 was envisioned as a few PCs with wireless
capabilities connected to an Ethernet LAN through a single network access point.  Today,
it has grown into something much more capable, complex, and confusing [56].
Something more capable because IEEE 802.11 operates in both 2.4 and 5-GHz bands
[56].  Something more complex and confusing because service companies are stringing
these networks together to create what soon will be the world’s largest wireless data
network [56],[57].
In 1990, the IEEE 802.11 standards committee was established to set up task groups to
design specifications for systems operating in the 2.4-GHz and 5-GHz bands, systems
currently known as (a) and (b).
IEEE 802.11a was finalized in 1997 and was devised in parallel with the (b) variant,
partly because (b) shares spectrum with applications such as cordless phones, microwave
ovens, and Bluetooth [56].  IEEE 802.11a, the fastest flavor of the standard, operates at
data rates ranging from 6 MBPS to 54 MBPS and in the 5-GHz band (known in US as the
Unlicensed National Information Infrastructure (UNII) band) [56].  The physical layer
uses OFDM modulation and is similar to that for HiperLAN II, the wireless standard of
the European Telecommunications Standards Institute in France [56].
IEEE 802.11b was finalized in 1997 and was trademarked commercially by the
Wireless Ethernet Compatibility Alliance (WECA) as Wi-Fi.  This variant operates in the
ISM band at 5.5 MBPS and 11 MBPS.  The physical layer combines Complementary
Code Keying (CCK) and Packet Binary Convolution Coding (PBCC) [56].
A draft of IEEE 802.11g proposes an improvement of the data rate of IEEE 802.11a to
Wi-Fi (54 MBPS) in the 2.4-GHz ISM band.  IEEE 802.11g adopts OFDM from the (a)
variant and two modulation schemes: PBCC and CCK-OFDM from the (b) one [56].
IEEE 802.11c, d, and h working groups address regulatory and networking issues.
IEEE 802.11e working group addresses time-sensitive applications such as voice and
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video, IEEE 802.11f with communications among access points to support roaming, and
IEEE 802.11i with advanced encryption standards to support stronger privacy [56].
IEEE 802.11 Wireless Networks can be augmented (or modified) to offer position
accuracy from 100 m to 50 m in most cases.  It is important to emphasize that this
technology must be enhanced or integrated with other technologies or have a close
interface with a user to refine its position [58].
Typically, most IEEE 802.11 Wireless Networks contain several base stations
deployed around the city (see Figure 1.19).  Each base station consists of a server
equipped with two network interfaces: one network interface provides wireless access to
the client, and the other to connect to a fixed network [58].  Each cell server also
periodically broadcasts a beacon--a simple datagram that encapsulates a location
identifier--to inform the end-user system of his or her cell location.  In the worst case
scenario this system provides an accuracy of approximately 350 meters, which reflects
the transmission rage of the WaveLAN network cards.  In general 802.11 Wireless
Networks provide a much better accuracy.
Figure 1.19 An IEEE 802.11 wireless system--taken and modified from [58].
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If an end user can receive beacon signal from multiple sources then a smoothing
function could be used to avoid this issue.  Such smoothing function dictates that an end-
user must see at least N consecutive beacons from a new cell server before reporting the
cell as its new location.
1.6.2.2 Mobile Phone Positioning for 3G Systems
Finding the location of mobile phones is one of the important features of the 3G
mobile communication system (see Figure 1.20).  This new feature can enable many
valuable location-based services.
The architecture of such a system is illustrated in Figure 1.21.  The acronyms applied
to Figure 1.21 are explained in order.  UTRAN stands for Universal Terrestrial Radio
Access Network.  UE depicts the user equipment, which is handheld apparatus or
handset.  Node B is the term for base station.  LMU stands for location measurement unit.
LMU type A is a standalone LMU as opposed to LMU type B, which is an integrated
LMU with a base station.  SAS stands for standalone serving mobile location center
(SMLC).  RNC depicts radio network controller; thus, SRNC stands for standalone RNC.
CN stands for core network [47].  The deployment of all units is mandatory with
exception of the SAS, whose deployment is optional.  If SAS is not included in the
system, then the SMLC is integrated in either RNC or SRNC.
There are five types of interfaces that enable communications among all units in
UTRAN: (1) Uu, (2) Iub, (3) Iur, (4) Iupc, and (5) Iu.  Uu enables the communications
between the user equipment and the base station (or Node B).  Also, LMU type A
communicates through Uu with the Node B (or LMU type B).  Iub enables the
communications between Node B and either RNC or SRNC.  Iur ensures the
communications between RNC and SRNC.  Iupc (optional) enables the communications
between SRNC and (optional) SAS.  Iu ensures the communications between SRNC and
CN [47].
Mobile phone positioning methods for 3G systems include cell-ID-based, assisted
GPS, and TDOA-based methods (such as OTDOA, E-OTD, and A-FLT) as illustrated in
Figure 1.22 [46]-[51].
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Figure 1.20 A mobile phone geolocation system.
Figure 1.21 The architecture of a mobile phone geolocation system--taken from [47].
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Figure 1.22 Classification of mobile phone positioning methods.
We discuss the mobile positioning based on cell-ID in §1.6.2.3.  We investigate the
mobile positioning based on TDOA scheme in §1.6.2.3.  We discuss the GPS aided (or
assisted) mobile positioning in §1.6.2.5.
1.6.2.3 Cell-ID Positioning Method
Mobile phone systems are classified into 3 categories based on the cell size: (1)
macrocell systems; (2) microcell systems; and (3) picocell systems as shown in Figure
1.23 [51].  This classification is exploited in Chapter 3 to model the channel impairments
as a function of the cell radius.  It is conceivable that the smaller the cell radius the better
the accuracy; i.e., the smaller the position error.
1.6.2.4 TDOA Positioning Method
The FCC has issued an order requiring wireless providers to locate wireless 911
callers to within 100 m (67 % of the time) by October 2001 [48].  One alternative of
mobile phone positioning is proposed by Klukas et al. [49]-[50], which underlines the
efforts of the Cell-Loc Inc., and the Department of Geomatics Engineering at the
University of Calgary.  The system that Klukas et al. proposes consists of a telephone
positioning using superresolution to estimate time of arrival and hyperbolic
multilateration [49].
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Figure 1.23 A description of cell-ID mobile phone geolocation system systems.
Figure 1.24 A TDOA mobile phone geolocation system.
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1.6.2.5 Aided GPS Positioning Methods
The aided (or assisted) GPS positioning methods include Differential GPS (DGPS),
Wide Area Differential GPS (WADDGPS), the Wide Area Augmentation System
(WAAS) and the Local Area Augmentation System (LAAS).  An illustration of an
assisted GPS mobile indoor geolocation system is shown in Figure 1.25.  This system
attempts to establish a GPS reference network (or a wide-area DGPS network) whose
receivers have clear views of the sky and operate continuously.  This reference network is
connected with the mobile phone infrastructure, monitors the constellation status in real-
time, and provides data such as handset position (or base station location), ephemeris and
clock correction, satellite visibility, Doppler, and even the pseudorandom noise for each
visible satellite at a particular epoch [71].  A mobile phone or a specific location based
application can request the GPS reference network to transmit assist data back to the
mobile phone to aid fast start up and increase sensor sensitivity [71].  Since the reference
network and reference receiver predicts the Doppler vs. code phase acquisition time the
acquisition time is reduced to yield a rapid search speed and a much narrower signal
search bandwidth [71].  Ultimately, the received signal sensitivity is enhanced and the
receiver power consumption is reduced [71].
Figure 1.25 An aided GPS mobile phone geolocation system--modified from [71].
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1.6.3 Other Indoor Geolocation Systems
Other indoor geolocation systems that we discuss are relay indoor geolocation system
and UWB indoor geolocation systems as depicted in Figure 1.26.
A relay is a device or apparatus by means of which a change of current or a variation
in conditions of an electric circuit causes a change in conditions of another circuit or
operates another or other devices in the same or another circuit [13].
Based on this definition, we highlight two relay systems: namely, (1) the MIT relay
system (see §1.6.3.1) and (2) the precise RF positioning system (see §1.6.3.2).
UWB systems are discussed in §1.6.3.3.
1.6.3.1 MIT Relay Indoor Geolocation System
Reynolds (MIT) proposes a low frequency radio navigation system based on phase
measurements called a building positioning system [61].  This system provides good
accuracy 5 cm for a 50-m radius area and it is intended for asset tracking, security and
human computer interface, robot navigation, and management of services as diverse as
medical care.  A conceptual description of the MIT indoor geolocation system is
illustrated in Figure 1.27.  The system contains at least 4 low frequency relay transmitters
and more that one low frequency receiver.
Figure 1.26 A classification of other indoor geolocation systems.
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Figure 1.27 MIT relay indoor geolocation system.
It is believed that the monitoring station monitors all transmitters.  The portable low
frequency receiver computes the navigation solution and passes that solution to a
computer (or laptop) for other applications.  The system operational frequency is either
1.9 MHz or 13.56 MHz [61].
1.6.3.2 Precise RF Positioning System
Advanced Position Systems, Inc. has patented an idea which is called “A precise RF
positioning system,” [59]-[60].  This system employs a wireless link and it operates at
ranges greater than 5 m with resolution of 1 mm.  The reported accuracy is 2-mm rms.
The latency is less than 1 ms and the update rate is greater than 500 Hz.  This system can
accommodate more that 10 users simultaneously [59] as presented in Figure 1.28.
As shown in the figure there are four relays used for receiving the signal coming from
the user (who poses the transmitter device). All relays pass the received signal to the
central station, which contains the data processing unit and the computer (or the
operator).
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Figure 1.28 A precise RF positioning system--taken and modified from [59].
Potential applications to this system would be (1) 3D games and entertainment, (2)
military/professional training, (3) video recording prototype for airplane, houses, and
tourism [59].
1.6.3.3 UWB Indoor Geolocation System
An UWB indoor geolocation system is very distinct from the previous geolocation
systems from the frequency allocation and the modulation scheme [62]-[64].  An UWB
system is depicted in Figure 1.29.  An UWB indoor geolocation system employs at least
4 UWB transmitters.  Each transmitter broadcasts a 1-2 ns pulse, which results in a
signal bandwidth of several GHz; i.e., at least 1000 times the C/A code signal bandwidth.
An UWB indoor geolocation system uses a central transmitter, which employs time
division multiple access to control the transmission of every pulse from each transmitter.
The receiver receives the pulse from each transmitter and determines the range between
each transmitter and itself to an accuracy of ±6 cm.
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Figure 1.29 An UWB indoor geolocation system.
1.7 Indoor Geolocation System Specifications
So far we have discussed some of the most important ideas and inventions, which led
to the idea of an indoor geolocation system, we have commented on the need for such
technology in today's markets, and we have provided the technical definition of an indoor
geolocation system.  Finally, we shall discuss the indoor geolocation system
specifications (see Figure 1.30) which include system requirements, applications, and
novelty.
1.7.1 Requirements
Requirements consist of the set of technical merits that an indoor geolocation system
should achieve to satisfy commercial, governmental, and private customers.  Because an
indoor geolocation system may be a dual communication and navigation system, we have
specified navigation requirements as well as communication requirements.  The most
accepted technical navigation requirements of a geolocation system are accuracy,
integrity, availability, and continuity.
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Figure 1.30 Indoor geolocation system specifications.
Other secondary technical requirements are compatibility and interoperability of
indoor geolocation systems among themselves.  The communication requirements are
given in terms of data rate and QoS.  These requirements are based on our preliminary
investigations [38]-[21].
1.7.1.1 Accuracy
Accuracy is a measure of correctness placed on an estimated navigation solution,
which quantifies how close the estimated navigation solution is to the true navigation
solution.  If no other errors are present in the system then accuracy should be equal to
navigation system error (NSE).
Accuracy consists of the horizontal and vertical accuracy and local time.  For indoor
geolocation systems under investigation, distances are in the order of from a few meters
to a few tens or hundreds of meters.  The navigation accuracy depends upon the
application.  Based upon our investigation we believe that a system horizontal and
vertical accuracy of 10 cm 95% of the time and the local time accuracy less than 10 ns
95% of the time would be adequate for most indoor applications.
CHAPTER 1. INTRODUCTION 43
1.7.1.2 Integrity
Integrity is a measure of trust that can be placed on the correctness of the signals
coming from the transmitters.  The receiver should be equipped with an integrity flag to
indicate whether the signal is the correct signal or not.  Integrity can be further enhanced
utilizing encryption and scrambling of the signal to protect the signal from spoofing
although we do not discuss this issue in detain in this treatment.  The basic approach for
achieving integrity is the proper utilization of the signal structure, frequency and code
selection, and proper transmitter and receiver design [38]-[21].
1.7.1.3 Availability
Availability is the fraction of time that the system will be operational during the time
of the mission [38]-[21].
1.7.1.4 Compatibility
Compatibility is measure of the system interference on other systems and vice versa.
If the system is 100 % compatible it means that it is not influenced by the presence of
signals from other existing systems and it does not influence others also.  Hence,
compatibility is bi-directional: (1) it assesses how our system affects other systems and
(2) it assesses how other systems affect ours.
The International Telecommunication Union (ITU) provides the allowed interference
levels.
1.7.1.5 Interoperability
Interoperability is a measure of the receiver operating more than one system.  For
example, if a GPS/GLONASS receiver is said to be GPS and GLONASS interoperable
because it can operate as a GPS receiver and as a GLONASS receiver.  This requirement
may impose design complexity on the receiver.  Initially we will require that the device
be non-operable with other systems and later require that the device be operable at least
with GPS (or other systems).
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1.7.1.6 Continuity
Continuity is a measure of interruptions that is places in the system once a mission is
being initiated.  A measure of continuity is the outage probability.
1.7.1.7 Communication
Communication is a measure of information transmission between a transmitter and a
receiver and information exchange between a transceiver and a base station (or a central
processing computer).  This quantity is known as the data rate.  The quality is known as
the QoS.
We are dealing here with two kinds of data rate: geolocation data rate and
communication data rate.  Geolocation data rate is the amount of information that a
transmitter (pseudolite) broadcasts during a second to the receiving part of the
transceiver.  Communication data rate is the amount of information that the transmitter
part of a transceiver passes to the base station or the base station passes to the receiving
part of a transceiver.
The QoS is given in terms of Bit Error Rate (BER) for the geolocation data
information and Frame Error Rate (FER) for the communication information.  The
emphasis in this work is given only to geolocation information and thus QoS is measured
only using BER.
1.7.2 Applications
Applications will include the set of all mission/approaches/etc. and the conditions in
which these missions/approaches are carried.  Besides applications under normal
conditions, we require that an indoor geolocation system should operate indoors,
indoors/outdoors, outdoors/indoors, interference and jamming conditions.
1.7.2.1 Indoor, Indoors/Outdoors, and Outdoors/Indoors
Indoor here refers to all the interior space of residential, commercial, and
governmental owned buildings.  For example, a typical indoor residence would be the
area inside a typical home or apartment.  For example a typical indoor commercial would
be the area inside a university, institution, factory, bank, hospital, nursing home, etc.  For
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example, a typical governmental owned building would be city hall, all federal buildings,
The White House, etc.
Indoors/Outdoors refers to ability of the system to operate when transmitters are
placed indoors and the receiver is outdoors.
Outdoor/Indoors refers to ability of the system to operate when transmitters are placed
outdoors and the receiver is indoors.
1.7.2.2 Interference
To some extent interference is treated as part of the compatibility of the system with
other exiting FCC or ITU approved systems which are operational.  Interference here is
seen as multiple access interference effects caused by channel distortion or impairments.
The system should be designed to overcome the widely known channel distortion or
impairments.  Chapter 3 is dedicated for treating such effects and Chapter 4 through 7
discusses the extent to which such effects can be overcome.
1.7.2.3 Jamming/Spoofing
Jamming is a real concern for any geolocation system.  It is the intentional/hostile
action of deliberately degrading the signal using an external device called jammer.
Spoofing on the other hand is also a deliberate action of transmitting the same signal with
bogus information.  To a large extend an adaptive array can mitigate jamming effects.
Scrambling and encryption can overcome spoofing.  As part of system integrity these
conditions will be considered at a later development stage of the system but not initially.
1.7.3 Novelty
Novelty is the characteristic of the technology that will enable the system to meet its
requirements in the field of application.  As such we should seek novelty in signal
structure, code selection, frequency selection, equalization, and anti-jamming capability.
1.7.3.1 Signal Structure
The novelty of signal structure and system concept should enable the system to meet
its accuracy, integrity, availability, and continuity, requirements and for all applications
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(but jamming and spoofing) discussed earlier.  A novel signal should lead to a novel
transmitter or receiver design.  Signal structure is discussed extensively in Chapter 4 and
its applications in Chapters 5 through 7.
1.7.3.2 Code Selection
Code selection should enable the system to be compatible with other geolocation
systems such as GPS, GLONASS, etc.  Code selection should also enable the system to
meets its accuracy requirements.  Code selection is discussed extensively in Chapter 4
and its applications in Chapters 5 through 7.
1.7.3.3 Frequency Selection
Frequency selection should enable the system to be compatible with other geolocation
systems such as GPS, GLONASS, etc.  Frequency selection should also enable the
system to meets its accuracy requirements.  Frequency selection is discussed extensively
in Chapter 4 and its applications in Chapters 5 through 7.
1.7.3.4 Equalization
Equalization should enable the receiver to achieve its accuracy and QoS requirements.
As such equalization should have a priority on the receiver design.  Chapters 4 through 7
discuss in great detail ways of designing low quality receiver equalizers and assess the
system performance for each one of them.
1.7.3.5 Anti-jamming/Anti-spoofing
Anti-jamming/anti-spoofing should enable the system to operate under jamming and
spoofing conditions.  This aspect of the system novelty is left for future work.
1.8 WPI Indoor Geolocation System
So far, we have elaborated why non-of these indoor geolocation systems are the
solution to indoor positioning.  Therefore, we propose the WPI indoor geolocation system
as a solution to indoor positioning and this is going to be the focus of this work in
Chapters 4 through 7.
CHAPTER 1. INTRODUCTION 47
The WPI indoor geolocation system utilizes four or more ground-based pseudolites (or
transmitters) and one or more receivers as shown in Figure 1.3.  Pseudolites can be places
either indoors or outdoors and the receiver can operate either indoors or outdoors.  There
are several issues that are pertinent to this system, which are addressed in the indoor
geolocation system specifications.  The detailed treatment of all issues related to an
indoor geolocation system goes far beyond the scope of this work.  This work is going to
focus of the following important issues:
1. Chapter 2, Transmitter/Receiver signal structure and design for state of the art
systems relevant to WPI indoor geolocation system.  The extraction of observable
quantities is discussed and illustrated for these systems.
2. Chapter 3: Indoor/outdoor channel model.
3. Chapter 4: Extraction of observable quantities for three WPI indoor geolocation
systems (i) DSSS/CDMA/FDMA, (ii) DSSS/CDMA/OFDM/FDMA, and (iii)
OFDM/FDMA.
Figure 1.31 The rational for WPI indoor geolocation system.
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4. Chapter 5: Qualitative and quantitative objectives on the performance
requirements of a DSSS/CDMA/FDMA indoor geolocation system.
5. Chapter 6: Qualitative and quantitative objectives on the performance
requirements of a DSSS/CDMA/OFDM/FDMA indoor geolocation system.
6. Chapter 7: Qualitative and quantitative objectives on the performance
requirements of an OFDM/FDMA indoor geolocation system.
7. Chapter 8: Conclusions and future work.
Other issues such as relative synchronization and implementation are not discussed in this
work.
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Chapter 2. Radio Geolocation Systems
“Be ye transformed by the renewing of your mind.”¾Romans 12-2
2.0 Introduction
HE ability to measure line-of-sight range using radios forged a new successful era for
navigation technology in the 20th century.  The most successful among all geolocation
systems built are GPS (see §2.2) and GLONASS (see §2.3), which stand unique both in
historical significance and in operation.  These two systems motivated other outdoor
geolocation systems and techniques such as pseudolites, LAAS, WAAS, DGPS, etc.  In
this chapter we discuss the principle of operation, the transmitter design, receiver design,
the method used for extracting the observable and issues related with the prior art of all
geolocation systems that are relevant to the WPI indoor geolocation system.
The discussion starts with the selection of examples of outdoor geolocation systems
(see §2.1).  The discussion continues with GPS (see §2.2) and then GLONASS (see
§2.3).  Next, we investigate two indoor geolocation systems (see §2.4), which include a
pseudolite indoor geolocation system (see §2.5) and the MIT indoor geolocation system
(see §2.6).
2.1 Selection of Examples of Outdoor Geolocation
Systems
Although there are several outdoor geolocation systems that were designed and
deployed in the 20th century, we have selected only two systems to investigate in this
chapter: GPS and GLONASS.  As we already know from chapter 1 both GPS and
GLONASS are part of GNSS.  Both GPS and GLONASS are designed to provide
accurate positioning and timing information to users anywhere on the surface of the earth,
in the air, and in space using very distinct signal structure design and frequency
allocation.  Nevertheless, both GPS and GLONASS are very similar as far as their
principle of operation is concerned; therefore, we will explain the GPS operation in
T
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greater detail and emphasize the GLOANSS differences in the GLONASS section.  The
discussion presented here is based to some extent on [1]-[22] with enhancement and
detailed treatment for the average reader.
2.2 GPS
In chapter 1 we have described the GPS as a system with three main segments: the
space segment, the control segment, and the user segment.  Here we discuss the GPS
principle of operation (see §2.2.1), the GPS satellite (see §2.2.2), the GPS receiver (see
§2.2.3), the method for extracting the observable(s) (see §2.2.4), and issues related to
using GPS for indoor positioning (see §2.2.5).
2.2.1 Principle of Operation of GPS
The principle of operation of GPS is illustrated in Figure 2.1.  In this figure the true
and measured time of arrival are shown.  The true time of arrival between the ith GPS
satellite and the GPS receiver, tOAi, is defined as difference between the GPS time,
TGPS(TX), when signal transmission occurs at the transmitter with the GPS time,
TGPS(RX), when signal reception occurs at the receiver.  Note that in this definition, for
ease of understanding, we do not include both general and special relativistic effects with
the exception of one principle.  The speed of light is constant despite the motion of the
reference system or despite the relative motion between the ith GPS satellite and a GPS
receiver.  Analytically, the true time of arrival can be written as
(2.1.1) ( ) ( )RXTTXTt GPSGPSOAi -= .
The actual satellite time, Ti, when signal transmission occurs, is determined from
(2.1.2) ( ) iGPSi TTXTT D-=
where DTi is offset of the clock of the ith GPS satellite from the GPS time, TGPS(TX).  The
actual receiver time, tr, when signal reception occurs, is given by
(2.1.3) ( ) rGPSr tRXTt D-=
where Dtr is the receiver clock offset from the GPS time, TGPS(RX), when signal reception
occurs at the receiver.  Therefore, the measured (or actual) time of arrival, tOAi, between
the ith GPS satellite and a GPS receiver is
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Figure 2.1 The principle of operation of GPS.
(2.1.4) irOAiirOAi Ttttt D-D+=-=t .
The true time of the arrival when multiplied with the speed of light, c, produces the
true range, Ri, between the ith GPS satellite and the GPS receiver as
(2.1.5) ( ) ( )[ ]RXTTXTcctR GPSGPSOAii -== .
The measured time of the arrival when multiplied with the speed of light, c, produces
the measured range (or pseudorange), ri, between the ith GPS satellite and the GPS
receiver as
(2.1.6) ( ) ( ) ( )iriirOAiirOAii TtcRTttcttcc D-D+=D-D+=-=t=r .
The above quantity is the first crude measurement that any GPS receiver must initially
produce in order to provide a navigation solution.
The process for producing this measurement is explained in the reminder of this
section.  This process is overwhelming and the full details of it may easily span the pages
of many textbooks.  However, its main steps are addressed below:
1. How does a GPS receiver know what the GPS time is?
2. How does a GPS receiver know what the satellite clock offset from the GPS time
is?
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3. How does a GPS receiver account for the satellite motion and achieve
synchronization between the satellite clock and its own internal clock?
4. How does a GPS receiver know what the satellite location and motion parameters
are?
Here we briefly outline the general idea behind these questions and leaving the details
to be answered in the reminder of the section.
First, any GPS receiver does not know that the GPS time is unless this information is
contained in the transmitted signal.  Also, any GPS satellite does not know what the GPS
time is unless this information is provided from the control segment (see chapter 1).  That
is why we investigate the GPS satellite signal design and signal format in §2.2.2.
However, it is not enough that the GPS time is contained in the transmitted signal.
Any GPS receiver must perform a well-defined procedure to extract this information.
This is why we discuss the GPS receiver design and operation in §2.2.3.
Second, the receiver would similarly know what the satellite clock offset is if this
information is contained in the transmitted signal and if the receiver has a well-defined
procedure for extracting this information.  This is why we discuss the GPS satellite
onboard clocks as part of the GPS satellite in §2.2.2 and the GPS receiver design and
operation in §2.2.3.
Third, although the GPS time and the satellite clock offset are included in the
transmitted signal and although any GPS receiver may have in place a well-defined
procedure for extracting this information, a GPS receiver must account for the relative
motion between the GPS satellite and the receiver because the transmitted signal at the
receiver is corrupted by this information.  At the very least, the Doppler phenomenon
occurs as a consequence of the relative motion between the transmitter and the receiver.
This component will shift the spectrum of the transmitted signal at the receiver by the
amount of Doppler.  Thus, we will see that a GPS receiver performs an acquisition
process to recursively determine this Doppler component and achieve synchronization
between the transmitter clock (contained in the transmitted signal) and receiver clock (see
§2.2.3).
Fourth, the information about the satellite position and motion parameters must be
contained in the transmitted signal and the receiver must have a well-defined procedure
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for extracting this information.  This information is contained in the satellite ephemeris
and almanac message and the procedure for extracting this information is explained in the
GPS message format and content (see §2.2.2) and GPS receiver design (see §2.2.3).
Fifth, we discuss the how the actual measurement is obtained and how this process is
put together to produce the actual measurement (see §2.2.4).
And last, we discuss some of the issues associated with the accuracy of this
measurement for indoor positioning (see §2.2.5).
2.2.2 GPS Transmitter (Satellite)
For reasons explained earlier, the discussion on the GPS satellite design includes the
GPS satellite signal structure and design (see §2.2.2.1), message format and content (see
§2.2.2.2), and the GPS satellite onboard clocks (see §2.2.2.3) as shown in Figure 2.2.
2.2.2.1 Signal Structure and Design
The purpose of the GPS signal structure and design is to ensure propagation of the
GPS signal from the Satellite to everywhere on the surface of the Earth, to guarantee
reception of the signal from commercially built receivers (i.e., synchronization), and to
ensure signal robustness against cross-channel interference and to some extent to external
interference and jamming.
Each GPS satellite continuously transmits two signals, one at the L1 = 1575.42 MHz
frequency and the other at the L2 = 1227.6 MHz frequency as depicted in Figure 2.3.
These frequencies are selected because they ensure signal propagation through
ionosphere and troposphere.  The “critical” frequency of the ionosphere is around 30
MHz and any signal whose frequency is greater that 30 MHz can propagate through
ionosphere.  Also frequencies smaller than 10 GHz can propagate through troposphere or
through clouds, rain, snow, etc.  Both GPS L frequencies can easily satisfy these two
requirements.
Spreading codes or pseudorandom sequences ensures signal robustness against cross-
channel interference and multipath.  For this reason, the signal at L1 contains two
pseudorandom sequences: C/A (in phase) and P codes (in quadrature), which are also
used for synchronization purposes explained later in the receiver design.  The C/A and P
codes are unique for every satellite.  The signal at L2 contains only the P code.  Because
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both codes carry roughly the same power however they differ by a factor of 10 in
bandwidth, the C/A code is roughly 10-15 times stronger than the P code (see Figure
2.3).
Every signal also contains a navigation message.  Dual frequency navigation
transmissions at L1 and L2 enables the GPS receiver to correct for the propagation effects
caused by the ionosphere.  GPS uses a CDMA modulation scheme to achieve multiaccess
capability; i.e., every C/A or P code is unique for every satellite.  The signal generated
from every satellite is spread on a known pseudorandom sequence (Gold code) of a
length of 1,023 for the C/A code and 6,187,104,000 for the P code.  A C/A code sequence
lasts only 1 ms so that the C/A code (chipping) rate is 1023 KBPS (or 1.023 MBPS) and
the P code chipping rate 10.23 MBPS.  The power spectrum of the C/A code and P code
approximate the sinc2 function with the first nulls occur at ± the chipping rate; therefore,
the bandwidth for the C/A code or the P code is 2 MHz or 20 MHz respectively.  The
data is commonly sent at a 50-baud rate.  A binary phase shift keying (BPSK) technique
is employed to transmit encoded data.
Figure 2.2 GPS satellite design.
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Figure 2.3 GPS signal structure and frequency allocation--taken and modified from [8].
2.2.2.2 Message Format, Content, and GPS Time
GPS navigation messages ensure transmission of the necessary satellite orbital, clock,
and health parameters, of the GPS time, and the ionospheric propagation parameters.  The
satellite orbital and clock parameters are contained in the ephemerides and almanacs.
The GPS time is contained in the UTC message.  The navigation health message contains
health information.  The ionospheric message contains ionospheric parameters.
According to the GPS ICD 200 there are other special messages, which are not discussed
here [6].
The GPS navigation message format, content, and timing are illustrated in Figure 2.4
[4].  The GPS navigation message contains 5 subframes, which require 30 seconds for
transmission (or reception).  One subframe contains ten (10) GPS words, which requires
6 seconds for transmission.  A GPS word contains thirty (30) bits, which requires 600
milliseconds for transmission.  One (1) GPS data bit period contains twenty (20) C/A
code periods, which requires 20 milliseconds for transmission.  A C/A code period
consists of 1023 chips (or transitions) and it requires 1 millisecond for transmission.
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The first and the second words in a subframe are the telemetry word (TLM) and the
hand-over word (HOW), respectively (see Figure 2.5).  Each subframe conveys the time
of week (TOW) for the beginning of the next subframe, but since a subframe is sent in
exactly six seconds, the two least significant bits of the TOW will be zero at the start of
each subframe.  Only the upper 17 bits of the TOW are contained in the actual navigation
message.
Figure 2.4 GPS message format, content and timing--taken and modified from [9].
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Subframes are contained into five types that are sent in order; such a grouping of five
subframes is referred to as a minor frame (see Figure 2.5).  Subframe types 1, 2, and 3
convey precision clock parameters and ephemeris data.  Note that each satellite transmits
its own clock and precision ephemeris data.  Each type 1 subframe contains the week
number.  Subframe 4 and 5 convey all the almanac data for all participating satellites.  A
paring of a type 4 and 5 subframe is known as a page.  Type 4 and type 5 subframes are
sub-communicated with 25 such pairings; therefore, there are 25 pages that convey the
entire almanac, which requires 12.5 minutes.
Figure 2.6 illustrates the structure for the TLM and HOW words.  The TLM word is
the first word in each subframe, occurs every six seconds in the data frame and is 30 bits
long.  Each TLM word begins with a preamble followed by the TLM message, two
reserved bits and six parity bits.  Apparently in [20] the reserved bits are set to ‘1’.  The
HOW word is the second word in the subframe, immediately preceded by the TLM word,
occurs every six seconds in the data flame and is 30 bits long.  The most significant bits
(MSB) are transmitted first and the least significant bits are transmitted next.  The HOW
word begins with the seventeen MSBs of the TOW count.  Bit 18 is the momentum flag
(for SV configuration 000) or “alert” flag (for SV configuration 001) and bit 19 is the
synchronization flag (for SV configuration 000) or anti-spoof flag for (SV configuration
001) [5].
GPS time is referenced to the UTC zero time-point defined as midnight on the night of
January 5, 1980.  The largest unit used in stating GPS time is one week defined as
604,800 seconds.  The Z-count is convenient for precisely counting and communicating
GPS time (see Figure 2.4).  The Z-count is given as a 29-bit binary number consisting of
two parts: the 19 least significant bits and 10 most significant bits.
The 19 least significant bits (LSB) of the 29-bit Z-count form the GPS time of week.
The time of week count range is from 0 to 403,199 X1 epochs (equaling one week) and is
reset to zero at the end of each week.  To aid rapid ground lock-on to the P-code signal, a
truncated version of the TOW-count, consisting of the 17 most significant bits, is
contained in the HOW word.  The symbol ‘*’ is used to identify the last 2 bits of the
previous word of the subframe; D25, D26,..., D30 are the computed parity bits; D1,
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D2,..., D29, D30 are the bits transmitted by the SV; G is the modulo-2 or exclusive-or
(XOR) operation.
Figure 2.5 GPS navigation message data-frame structure--taken and modified from [11].
Figure 2.6 GPS TLM and HOW message data-frame structure--taken and modified from [11].
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The 10 most significant binary bits of the Z-count are assigned to a sequential number
representing the present GPS week (modulo 1024).  The range is from 0 to 1023 with its
zero state defined as the week, which began with the X1 epoch occurring at
approximately midnight on the night of January 5, 1980.
2.2.2.2.1 Satellite Ephemerides
The GPS ephemeris data describe a Kepler ellipse with additional corrections that
allow the satellite’s position to be calculated in an ECEF frame at any time during the
period of validity of the data.  This message is updated frequently most often on hour
boundaries, following an upload from the control segment; however, an update may
occur at any time [6].  According to Hill [9], updates (or cutovers) of the ephemerides
have been observed to occur after periods of approximately one to two hours, but in one
case a cutover was observed to occur after eleven minutes.  This may presume that there
is a suitable overlap between precision ephemeris data sets.
The GPS ephemeris message is illustrated in Table 2.1.
Table 2.1 GPS satellite ephemerides--taken and modified from [6].
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2.2.2.2.2 Satellite Almanacs
GPS provides a second message, namely the satellite almanac message, for computing
a less accurate satellite position and velocity for three reasons.  It contains fewer orbital
parameters than the precision ephemeris message does.  It is updated less frequently than
the ephemerides message is because the GPS satellite almanacs are valid for several days.
Old almanac data is still useful for calculating initial satellite visibility.  It requires only
one subframe to be transmitted unlike precision ephemeris, which requires three
subframes.
The almanac message (see Table 2.2) contains: (1) week of validity; (2) identifier; (3)
eccentricity; (4) inclination; (5) time of almanac; (6) health; (7) right ascension (RA); (8)
rate of change of RA (RRA); (9) root of semi-major axis; (10) argument of perigee; (11)
mean anomaly; (12) time offset; and (13) frequency offset.
2.2.2.2.3 GPS UTC Parameters
As far as timing is concerned the GPS satellites transmit satellite clock corrections to a
GPS time and corrections from GPS time to a national time reference.  GPS represents
the satellite clock behavior in terms of a clock-offset (a0), frequency-offset (a1), and rate
of change of frequency (a2).  The difference of the GPS system time from the Universal
Time Coordinated at the U.S. Naval Observatory, UTC (USNO), is given as A0, and its
first derivative as A1.  Updates of the UTC parameters are performed as necessary.
Table 2.2 GPS satellite almanac message--taken from [6] and [10].
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2.2.2.3 GPS Satellite Onboard Clocks
GPS offers precise location and time transfer continuously anywhere on the surface of
the earth and in space.  The time transfer from GPS is achieved in a straightforward
manner.  Each satellite transmits signals referenced to its own onboard clock.  The GPS
control segment monitors the satellite clocks and determines their offsets from the
common GPS time.  The GPS clock correction model is illustrated in Figure 2.7.
GPS satellites carry two cesium and two rubidium atomic clocks as frequency/time
standards.  The ith satellite clock correction, DTi, from the GPS time, TGPS, at the time of
signal transmission is computed from any GPS receiver based on the equation
(2.1.7) ( ) ( ) rOCGPSfOCGPSffi ttTatTaaT D+-+-+=D
2
210
where af0, af1, and af2 are the coefficients from the navigation massage; tOC is the
reference time for the current parameter set; and Dtr is the relativistic correction
parameter (sheet 73 of [6]).
The control segment uploads the af0, af1, and af2 clock parameters to every satellite as
part of the satellite transmitted data message.  When a GPS receiver receives signals from
a satellite, it decodes the datastream modulated onto the transmission and it obtains the
position of the satellite, as well as the satellite’s clock correction from the GPS system
time.  The signal propagation can be calculated at an instant.  The data message contains
the time of signal transmission.  By combining this time with the propagation time and
correcting first for atmospheric effects, other delays, and for the satellite’s own clock
offset, the user can effectively transfer the GPS time of transmission to the GPS time of
reception.
Figure 2.7 GPS satellite onboard clock correction model.
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Correction to an external time scale [such as UTC (USNO) or UTC (SU)] is possible
because the relevant offset is one of the transmitted data parameters.  Any other user who
has the same visible satellite is also able to transfer to the same GPS time scale.  Clearly
if two users access the same satellite simultaneously (common-view reception), the
difference between the two users’ measurements eliminates the systematic errors
common to both, such as satellite ephemeris error or dither clock errors.  In this way,
time transfer between users in common view offers increased accuracy.
2.2.3 GPS Receiver
Every GPS receiver is designed to track either the C/A code only or both the C/A and
P codes for a limited number of satellites.  The number of available channels of the
receiver may limit the maximum number of visible satellites that a GPS receiver can
track.  Typically, the number of visible satellites is smaller than 10 most of the time.
Every channel performs the same process simultaneously; therefore, the receiver clock
correction is common to all channels and when more than four simultaneous
measurements are available the receiver starts the computation of the navigation solution.
In §2.2.1 we address the main issues associated with the design of a GPS receiver.  A
generic design of a GPS receiver is depicted in Figure 2.8.
Figure 2.8 A block diagram of a generic GPS/GLONASS receiver--taken and modified from [5].
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Because the GPS signal may come from positive elevation directions then the antenna
of a GPS receiver must have positive gain (in dB) for positive elevation angles.  The GPS
signal is already very weak when it reaches at the entrance of a GPS antenna and the
antenna gain is not sufficient to bring the GPS signal to a level appropriate for analog and
digital processing.  A preamplifier amplifies both the signal and thermal noise
(introduced from the electronics of the radio frequency (RF) section).  The signal at this
point is ready for analog processing.  The down-conversion stage brings the RF signal
into the intermediate-frequency (IF) band, since, we know that the signal center
frequency is either L1 or L2.
However, the IF signal will still contain a Doppler component due to relative motion
of the satellite with respect to the GPS receiver.  Moreover, the signal also contains the
unwanted receiver clock errors (bias, first and higher order derivatives).  Every GPS
receiver must be able to accurately replicate the C/A code or P code (limited only to
military users) contained in the transmitted signal in order to acquire and track that
particular signal.  The locally generated C/A code in the C/A code generator multiplies
the IF signal based on a Doppler estimation from the data bit demodulation and code
control.  During this iterative process which ends when the GPS receiver is able to align
its own generated code with the satellite generated code to within half of a C/A code
chipping period (or roughly 500 ns equal to 150 m) then a good estimation of the Doppler
frequency is obtained.  Next comes the bit alignment process when the detection of the
navigation message is achieved.  The details of this process are explained in the
following section.  Next the receiver performs subframe alignment.  During this process
the start and the end of a subframe is determined.  The knowledge of the GPS navigation
message makes the decoding of the navigation message possible.  The navigation
message contains information on the GPS time, satellite position and velocity, satellite
clock errors, ionospheric, and tropospheric corrections.  The satellite position and
velocity information can be extracted from decoding and processing two messages:
satellite ephemerides or satellite almanac messages.  The computed satellite position and
velocity from the satellite ephemerides message is more accurate than the computed
satellite position and velocity from the almanac message.
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Thus far we have discussed the GPS operation, the satellite signal design, and the
receiver design, which provide all the background information to link them into the most
important section that of the extraction of the observable(s) or see how a measurement is
obtained.
2.2.4 Extraction of Observable(s)
In determining the accuracy with which the time of arrival (or its equivalent,
pseudorange) can be measured, it is important to remember that two basic quantities are
available: (1) code phase and (2) carrier phase [10].  We can use a GPS receiver to
measure code phase, meaning the time interval between local and transmitted epochs, to
an accuracy limited by the code frequency, the SNR, and the bandwidth of the
measurement.  We can use a GPS receiver to measure carrier phase meaning a fraction
of a wavelength at the carrier frequency.
If all satellite onboard frequency clocks are locked to the same frequency standard, the
stability of that standard limits the available accuracy [10].  In the carrier phase approach
where onboard standards are synchronized atomic clocks, range, and hence, position can
be established to a fraction of a wavelength at the carrier frequency.  At the L1 frequency
of 1.57542 GHz, the free-space wavelength is around 19 cm [10].  Because carrier-phase
measurements are fractional, range to a satellite can only be found by inclusion of the
integer number of carrier wavelengths between the satellite and receiver.  In practice,
these integers may only be resolved if two or more receivers are operating simultaneously
(differential operation) on the same satellite [5],[10].  The reminder of this section is
dedicated on the detailed discussion of how a code phase measurement or a carrier phase
measurement, namely an observable, is obtained.
There are several steps that a GPS receiver performs to produce an observable as
shown in Figure 2.9.  After the down-conversion process the noisy signal is digitized,
which is represented by the signal and noise model.  A received GPS signal at the output
of the IF stage, x(t), is a combination of carrier, C/A code, P(Y) code, navigation data,
and noise.  A typical, L1 signal looks like [11]
(2.1.8) ( ) ( ) ( ) ( ) ( ) ( ) ( )[ ] ( )ttPtDtAtCtDtAtx iiii uqwqw ++++= cos2sin
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where A is the signal amplitude; wi is the IF carrier frequency adjusted for Doppler; qi is
the phase offset for the carrier at time t = 0; D(t) is the navigation data; C(t) is the C/A
code; P(t) is the P(Y) code; and u(t) represents the noise term.
The 21  in front of the cosine term represents the -3dB attenuation applied by the
GPS transmitter to the P(Y)-code signal.  The reader is also reminded that we are dealing
with an IF GPS signal rather than the actual GPS signal at the RF (L1) frequency.
Suppose that this signal are sampled at a rate [5]
(2.1.9) 
N
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where N is an odd number.  Now we can easily determine the times in which the samples
are taken as
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Hence, the discrete-time signal xk (ignoring the P(Y) code) is obtained from [5]:
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Figure 2.9 GPS receiver signal processing model.
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where Df is an intentional frequency offset (included Doppler), Ck and Dk are the code
and data at time tk, and
(2.1.12) kiki
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ik tf
fkN
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qq D+=D+=
D
+=
2
where fD=D pw 2  is called a residual frequency offset.  If we ignore the Df from the
above equation then we observe that the IF signal is sampled at exactly 90° phases
depending only on the values of N.  The Df results in a phase rotation Dqk of the samples
that is removed after the sampling process.
2.2.4.1 GPS Receiver Signal Acquisition
The signal acquisition, during which coarse estimates of the locally generated code
offset, ti, and the carrier Doppler frequency, fi, are obtained, is depicted in Figure 2.10.
This information is exploited to initialize the carrier tracking process.  The signal
acquisition is a two dimensional search process, in which the signal code replica and
carrier are coarsely aligned with the received signal [11].
The heart of the acquisition process is the synchronization control scheme (see Figure
2.10) three important elements of which are (1) the acquisition search space, (2) the
detection criterion, and (3) the Discrete Fourier Transform (DFT) or Fast Fourier
Transform (FFT) search algorithm [11].
2.2.4.1.1 The Acquisition Search Space
The acquisition search space is illustrated in Figure 2.11.  Since the C/A code is fairly
short, 1023 chips; hence, the acquisition search space includes all C/A code chips.
Moreover, the resolution of the code search is typically 1/2-chip increments; however, the
sampling frequency determines the resolution of the code search.  In theory the Doppler
corresponding to the ith satellite, is given by, [14]
(2.1.13) 
( )
k
iui
i Lc
f
1vv ×-
-= , for k = {1,2}
where vi and vu are the Satellite velocity and user vector respectively, 1i is the line of
sight unit vector and Lk is the GPS operation frequency either L1 or L2.  The ratio, Lk/c is
5.255 for the L1 and 4.0948 for the L2 or in a more compact form
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(2.1.14) 
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í
ì
=
=
==a
.2,m 0948.4
,1,m 255.5
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-1
k
k
c
Lk
k
Therefore, the Doppler is largely determined from the inner product ( ) iui 1vv ×- , i.e.;
(2.1.15) ( ) iuiiui q-=×- cosvv1vv
Figure 2.10 GPS receiver acquisition process--taken and modified from [9] and [11].
Figure 2.11 GPS receiver acquisition search space--taken and modified from [11].
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where qi is the angle between the vector vi - vu and the vector, 1i.  Substituting equation
(2.1.14) and equation (2.1.15) into equation (2.1.13) and knowing that 1cos1 £q£- i  we
conclude that the Doppler satisfies the following inequality
(2.1.16) uikiuik f vvvv -a££-a- , or uikif vv -a£ , for k = {1,2}.
Based on equation (2.1.16) we conclude that Doppler is largely dependent on the
magnitude of the vector vi - vu, which means that the Doppler resolution, in theory, is
largely dependent by the user and GPS satellite dynamics [11].  In practice, however, the
Doppler resolution is also dependent by the stability of the receiver oscillator [11].
To get a better understanding of the Doppler value we find another upper bound for
the absolute value of the vector, vi - vu, as
(2.1.17) uiui vvvv +£-
so then the final upper bound for the Doppler is given by
(2.1.18) ( )uikif vv +a£ , for k = {1,2}.
Typically, a GPS satellite velocity is approximately 3870.4 m/sec [3] and a terrestrial,
civilian GPS user moves no faster than 360 m/sec (which is the speed of sound in the air).
Therefore, the Doppler value would be
(2.1.19) 
î
í
ì
<
.for kHz, 17
,for kHz, 22
2
1
L
L
f i
The above Doppler values are comparable with the 5-10 kHz Doppler values for
terrestrial users reported in [11].  The coherent integration time (or the dwell time in
seconds), T, determines the frequency resolution (or the bin size), Dfi, as [11]
(2.1.20) 
T
fi 3
2
=D .
The C/N0 of the transmitters to be acquired determines the dwell time, T.
2.2.4.1.2 The Detection Criterion
First, the IF input signal, xk, multiplies the reference code replica, Ckr,j, to yield a
signal, wk, that contains only Doppler information if both the code replica and the code
contained in the received signal are aligned.  The analytical expression of wk is given by
[5]
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(2.1.21) kjkrkkjkrkk CDCC
A
w u+q= ,, cos
2
.
The signal, wk, contains both the actual Doppler frequency, fi, and the code phase
offset, ti.  The signal, wk, is simultaneously multiplied by an in-phase signal and a
quadrature signal coming from the carrier numerically controlled oscillator (NCO), which
contains the estimate of the Doppler frequency to produce the uck signal and usk signal.
The analytical expressions of these signals are given by [5]
(2.1.22) krkck wu q= cos
(2.1.23) krksk wu q= sin .
These signals are lowpass filtered and whose analytical expressions become [5]
(2.1.24) ( ) krkjkrkrkkjkrkck CDCC
A
u qu+q-q= coscos
2
,,
(2.1.25) ( ) krkjkrkrkkjkrksk CDCC
A
u qu+q-q= sinsin
2
,, .
Let ( )kjtj  denote the crosscorrelation function between Ck and Ckr,j [5]
(2.1.26) ( ) { }
ïî
ï
í
ì
>t
£tt-
»=tj
1,0
1,1
,
kj
kjkj
jkrkkj CCE
where kjt  is the time offset at time tk.
Unless full correlation is achieved, the correlated signal components are still
pseudorandom.  Therefore, this accumulation process serves as a time average of the
components in equations (2.1.24) and (2.1.25).  Henceforth, we can only evaluate the
result as an expected value given by [5]
(2.1.27) cNicDi
M
k
ckci yyuEy +=
þ
ý
ü
î
í
ì
= å
=1
(2.1.28) sNisDi
M
k
sksi yyuEy +=
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ý
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î
í
ì
= å
=1
where
(2.1.29) ( ) ( ) ( )åå
==
q-qtj=
þ
ý
ü
î
í
ì
q-q=
M
k
krkii
M
k
krkkjkrkcDi D
A
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A
Ey
11
, cos2
cos
2
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(2.1.30) ( ) ( ) ( )åå
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(2.1.31) 
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(2.1.32) 
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.
Assumed a constant frequency and phase error Dfi and Dqi respectively.  Then the change
in the difference between the signal phase, qi, and the reference phase, qr, over the
interval, T, is given by
(2.1.33) ( ) ( ) iiiririi Tf qD+Dp=q-q-q-q -- 21,1 .
Now we can approximate the sums of the sine and cosine samples as finite integrals [5]
(2.1.34) ( )[ ] ( )òå qD+Dp»q-q
=
T
ii
M
k
krk dttfT
T
T 01
2cos
1
cos
1
(2.1.35) ( )[ ] ( )òå qD+Dp»q-q
=
T
ii
M
k
krk dttfT
T
T 01
2sin
1
sin
1
.
Integration of equations (2.1.29) and (2.1.30) produces [5]
(2.1.36) 
( ) ( ) ( )iii
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cDi Df
Tf
M
A
y qDtj
Dp
Dp
= cos
sin
2
(2.1.37) 
( ) ( ) ( )iii
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.
And the noise samples have the following variances
(2.1.38) { } { } M
T
N
yEyE cNicNi 2
022 == .
To aid our performance analysis we define a new set of I and Q samples which
normalizes the noise power as
(2.1.39) { } { } 122 == sici EE hh
and produces for the early-minus-late samples [5]
(2.1.40) { } { } ( )lenlesileci EE --- -== ,2 ,2 , 12 rhh .
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Define the signal power, S, by 22APS s == .  Multiply the samples by a factor of
0MNT2 , then we have [5]
(2.1.41) ( ) ( ) ( ) ( ) ciiii
i
i
cNicDici DTf
Tf
N
ST
yy
MN
T
y h+qDtj
Dp
Dp
=+= cos
sin22
00
(2.1.42) ( ) ( ) ( ) ( ) siiii
i
i
sNisDisi DTf
Tf
N
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yy
MN
T
y h+qDtj
Dp
Dp
=+= sin
sin22
00
.
For convenience, S/N0 = signal-to-noise density is given in ratio-Hz; C/N0 = 10log10S/N0
= carrier-to-noise density is given in dB-Hz; and, (S/N0)T = signal-to-noise ratio is given
in a 1/T Hz two-sided noise bandwidth [5].
The final results (the ciy  signal and siy  signal) are combined to yield the signal, z,
whose amplitude is compared with the threshold Vt.
(2.1.43) 22 sici yyz += .
The output of the detection criterion unit is an estimate of the Doppler frequency, fi, and
code phase offset, ti.  This Doppler frequency is used to feed the synchronization control
scheme, which controls both the coder process and the carrier NCO.
Typically the Doppler is set to its expected value and the code is searched over all
possible delays.  If the detection criterion fails, then the search is continued in the next
bin higher from the starting point.  If this also fails then the search is continued in the
next bin lower from the starting point.  And so forth the search continues on higher and
lower Doppler bins until success is achieved.  The following section explains the
detection criterion for determining a success or failure during the Doppler search
procedure.
The detection criterion consists of a measurement from the correlator outputs.  The
correlators provide a measure of the total Yc and Ys signal amplitude voltages over the
coherent integration time, T, (equations (2.1.27) and (2.1.28)).  The envelope of
22
sc YYZ +=  renders the total amplitude for determining the presence or absence of the
C/A code signal.  When the replica and the reference signals are aligned, the amplitude of
the aligned signal, Z, is close to its maximum.  During the dwell time in each cell,
striping off the reference code and the carrier from the received signal respectively forms
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the in-phase and quadrature components.  The envelope signal, Z, which is a measure of
the incoming signal amplitude, is computed and compared with a threshold, VT.  Care
must be shown to set the threshold of the signal based on an acceptable probability that
the noisy measurement does not contain a signal, which matches the replica.  Let Pfa
denote the probability of the false alarm of a single trial when no signal is present and sY
depict the noise amplitude of the ycN and ysN signal voltages.  It is a well known result that
if no signal is present, and assuming that ycN and ysN are normally distributed, then fz(z) is
Rayleigh distributed [9],[11]-[13]
(2.1.44) ( ) ( )zUezzf Y
z
Y
z
2
2
2
2
s
-
s
=
where U(z) is unit step function.  The mean of this distribution is given by [13]
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and variance is given by [13]
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In particular, the higher order moments of z are [13]
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Hill [9] proposes that the probability of false alarm (or false detection) Pfa be given by
(2.1.48) ( ) 2
2
2
2
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Hence, an amplitude threshold for acquisition is computed from [11]
(2.1.49) faYt PV ln2-s= .
For the chosen threshold, Vt, any cell envelope that is at or above the threshold is
detected as the presence of the signal.  Any cell envelope that is below the threshold is
detected as noise.  The detection of the signal is a statistical process because each cell
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either contains noise with signal present or noise with the signal absent.  Hence, in the
absence of the desired signal the envelope has a Rayleigh distribution.
If the noise is Gaussian yc and ys signals are normally distributed [9], [11].  Therefore,
let the joint distribution of f(yc,ys) is given by [13]
(2.1.50) ( )
( ) ( )[ ]
2
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= .
Since in the region DDz is such that dzzyyz sc +<+<
22 ; hence, it can be seen as a
circular ring with radius z and thickness dz.  If we select
(2.1.51) f= coszyc , f= sinzys , f= zdzddydy sc
the following is obtained
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Therefore, the pfd function is given by
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If we define
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then we can write
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Let w be defined as
(2.1.57) 
gcos
x
w =
and let, I(w) denote a function defined as
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which is the modified Bessel function and the distribution of the envelope, z, is the well
known Rician distribution [9],[11]-[13]
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The distributions of the envelope z for the cases 0=sm  (Rician distribution) and
{ }0,0 == cs mm  (Rayleigh) have been developed previously [9],[11]-[13].  Another case
we are also interested in is when both { }0,0 ¹¹ cs mm , which again produces a Rician
distribution given by equation (2.1.59), which is different from the previous case only
when 0=sm .
Figure 2.12 illustrates three probability density functions of the envelope signal z
given by equation (2.1.59).  We have assumed that we have 1023 samples for performing
the integration.  The input SNR is given by SNR {-30,-20,-10} dB and the Pfa = 0.01;
If the SNR is high, it is easy to set a threshold, which results in a low probability of
false alarm and also a low probability of a missed detection.  As the SNR is reduced, this
is no longer possible due to the significant overlap of the signal distributions.  If the
threshold is set very high to avoid false detection, then there is a high probability that
weak signals will not be detected.
Figure 2.12 Probability density function for SNR = -{30, 20, 10} dB, Pfa = -0.01, and Ns = 1023.
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2.2.4.1.3 DFT (FFT) Search Method
The DFT (FFT) search method has the advantage of calculating the correlation for an
entire range dimension in a single step in contrast to other methods which require more
than one step.  When Doppler is non-zero this approach has a disadvantage, because the
reference signal when convolved produces some error.  In this technique a DFT is applied
to the incoming GPS signal and multiplied by the conjugate DFT of the reference signal.
Taking the inverse DFT of the product gives the correlation result of the product [11].
2.2.4.2 Code and Carrier Tracking Loops
The acquisition process gives a coarse estimate of the carrier Doppler and PRN code
offset of the incoming signal.  Control is then handed over to the tracking loops, the
function of which are to track the variations in the carrier Doppler and code offset due to
line of sight dynamics between the satellite and the receiver.  The unknown parameters of
interest in the incoming GPS signal are the carrier Doppler, carrier phase, the PRN code
Doppler, and PRN code phase.  These parameters are functions of time because of the
relative motion between the satellite and the user receiver.  Hence it is important to track
these parameters and get a very good estimate of the same.  Another important function
of the tracking loops is to demodulate the Navigation data from the incoming GPS signal.
The PRN code phase can be used to determine the pseudorange whereas the carrier phase
is used to accurately determine the small changes in the pseudorange.
2.2.4.2.1 I/Q Demodulation
We use I/Q demodulation in all of the standard GPS tracking loops.  This simple
process has two functions:
§ Demodulates the navigation data from the carrier;
§ Provides an indicator of the frequency and phase errors between the reference and
input signals.
This section discusses I/Q demodulation outside the scope of GPS to simplify the later
tracking loop sections.  Figure 2.13 shows a typical time-domain I/Q demodulation
circuit.  Our discussion in this section uses the continuous time domain, but it applies
equally well to digital processing.
Let us assume a noiseless input signal x(t) given by
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(2.1.60) ( ) ( ) ( )ttDtx cw×= sin
where t is the time, D(t) is the modulated data signal, w is the radian frequency and the
subscripts c, r, and e refer to the carrier, reference, and error respectively.
Assume that cre w-w=w  is fairly small.  The signal x(t) is split into the in-phase
channel (I) and quadrature (Q) channel.  The I signal, multiplied by the reference signal,
( )qw +trsin , and then lowpass filtered, produces
(2.1.61) ( ) ( ) ( )tDttI e ×q+w= cos2
1
where q is the phase between the carrier signal and the reference signal.  The Q channel
when multiplied by the reference signal plus a 90° phase offset, ( )qw +trcos , and then
lowpass filtered, yields
(2.1.62) ( ) ( ) ( )tDttQ e ×q+w-= sin2
1
.
These two output values are combined to form the complex number
(2.1.63) ( ) ( ) ( )tjQtItx +=~ .
The phase of the signal ( )tx~  is an indicator the phase between the input and the reference
carriers.  Hence, we can use the ( )tx~  in the phase detector portion of the tracking loop to
provide the phase error
(2.1.64) ( ) ( ) ( )( )tItQkt pe , atan2=q
where kp is the discriminator gain and atan2(y,x) is defined in [15].  (This is explored
further in the tracking loop sections below)
Figure 2.13 Standard I/Q demodulation--taken and modified from [11].
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Once, the lock is achieved; i.e., we and q have been minimized, the I-channel contains
the navigation data at half amplitude and the Q-channel contains only noise.  Hence,
(2.1.65) ( ) ( ) noise
2
1
+@ tDtI
and
(2.1.66) ( ) noise@tQ .
The above results assume a continuous time domain with ( )tx~  updating instantly in
response to changes in the reference signal or input signal.  The digital GPS receiver,
however, integrates the input data over a time interval and then dumps the single, ( )tx~ ,
value--which changes the characteristics of the signal, ( )tx~ .  Here, we examine the
effect of the integration and dump on the phase angle of ( )tx~ .  For ease of understanding
we assume that there is no noise in the data and that the navigation data equals 1 for the
duration of the integration.
Let us assume an initial phase offset q and a constant frequency error we.  The signal,
( )txni~ , without the integration and dump is defined as
(2.1.67) ( ) ( )q+w-= tjni eetx 2
1~
with the phase angle
(2.1.68) ( )q+w-=q texni~ .
Given an integration interval, T > 0, a start time, t1, a stop time, t2 = t1 + T, and a scale
factor, 
T
1
, the integration is
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The solution to the above integral is simply
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This expression can be written as
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Now the expression in the brackets can be written as
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Now using the trigonometric identities we find
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Therefore, combining the above two equations together produces
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Substituting equation (2.1.75) into equation (2.1.71) yields
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Since, t2 = t1 + T, then we have
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Hence, the phase of the signal ( )tx~  is given by
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A simple example will show the significance of this difference.  For example, if q = 0
and t1 = 0, but we ¹ 0.  After a period of time, we perform integration and dump and we
get the following
(2.1.79) ( ) q+w=q Tetxni~
(2.1.80) q+
w
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x .
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As we can see the phase angles are quite different; we should keep that in mind when
analyzing the tracking loops.
2.2.4.2.2 Generic Tracking Loop
The goal of the tracking loop is to produce a replica (reference) signal that matches
some input q.  Figure 2.14 shows the block diagram for a generic-tracking loop.  The
digital signal, q, is run through a discriminator (shown as a dotted box) to produce the
error value dqi+1.  The discriminator is represented as a single subtraction with an
associated gain of kp but actual GPS discriminators are more complex.  The output is
lowpass filtered to reduce noise.  The NCO, with a gain of kv utilizes the resulting value
to produce a new replica of the signal for the next loop iteration.  We want the loop
output, Dqi, to be as close to zero as possible--at which point the replica signal will equal
the input carrier.
Note that the following discussion is applicable to PLL tracking loops and to other
loops as well such as GLONASS receiver’s [16].
The performance analysis is quite complex, especially during the pull-in process or in
the presence of noise; therefore, simplified analysis is considered here.  Because the signs
of the received databits are unknown a typical discriminator is given by [5]
(2.1.81) sicii yy=dq .
The product eliminates dependence on the signs of the databits, because they effect I
and Q alike, until their noise components dominate their signal components.  This leads
to a loss-of-lock.
The expected value of equation (2.1.81) in terms of equations (2.1.41) and (2.1.42)
yields [5]
Figure 2.14 Standard tracking loop--taken and modified from [11].
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in linearized form for small frequency errors and small code- and phase-tracking errors.
If the PLL is truly tracking, the frequency errors have to be small.  If the code tracking
errors are not small, the amplitude of the above discriminator is simply reduced; hence,
we see the importance of simultaneous code and carrier tracking.
The variance of that discriminator is as follows [5]
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The second term in the parenthesis of the variance equation is attributable to squaring
loss, which is proportional to the predetection bandwidth 1/T.
For ease of implementation, based on the results of equations (2.1.82) and (2.1.83) a
linear model of the feedback-tracking loop, illustrated in Figure 2.15, is often used [17].
For this linear model the discriminator gain, kp, would be
(2.1.84) T
N
S
k p
0
2= .
If the NCO gain is kv and the filter transfer function is F(s) then the loop transfer
function is given by
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Figure 2.15 PLL in Laplace domain--taken and modified from [11].
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Because of the ease of implementation and because of the presence of an integrator in
its transfer function the active proportional-integrator filter is employed as a loop filter.
Akos [16] provides the following derivations for the filter transfer function:
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therefore the loop transfer function is given by
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where the loop natural frequency, wn, is determined from
(2.1.88) 
1T
kk vp
n =w
and the damping ratio, z, is given by
(2.1.89) 
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z .
From this the filter parameters, T1 and T2, can be picked to taking into account the gain,
kpkv, to achieve the desired response.  These parameters define a number of key
properties associated with the tracking loop such as: lock-in time, pull-in range, and pull-
out range from which the performance of the implementation can be accurately predicted.
The steady-state error of this loop to a step change in phase or frequency (i.e., the first or
second order derivative of the phase angle) is zero [18].
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It is a second order-tracking loop since the denominator of the tracking loop, H(s), is a
second order of s.  A first order loop is not used for tracking GPS signals since the PLL
steady state error due to a frequency step or ramp (second or higher order derivatives of
the phase angle) does not go to zero due to the presence of only one integrator.
In order to implement this loop in software, the continuous system must be changed
into a discrete system.  To transfer from the ‘s’ domain into discrete domain ‘z’ we use
the bilinear transformation, 
( )
( )1
1
1
12
-
-
+
-
=
zt
z
s
s
, where ts is the sampling interval (i.e., the
coherent integration time, T).  The loop filter transfer function in the z domain is
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and K = kvkp [16].
This provides the most accurate discrete implementation of the linear phase lock loop
model, which is implemented in the software receiver of Data Fusion Co. [11].
The damping ratio plays an important role in the dynamics performance of the
tracking loop.  When working with an underdamped system (0 < z < 1) the step response
is rapid and will overshoot the desired state, oscillating before settling down to the
desired state.  If the system is overdamped (z > 1), the step response will be slow to
achieve the desired state, but will do so without any oscillation.  The optimally flat
response is achieved using z > 0.707, which corresponds to a second order Butterworth
lowpass filter.
The selection of the natural frequency of the loop filter is a compromise.  A relatively
small natural frequency will provide excellent noise performance but will be unable to
track dynamics induced on the signal.  A relatively large natural frequency will be able to
track signal dynamics but will have poor noise performance.  These conclusions are
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based strongly on the noise bandwidth, Bl, approximation for the tracking loop given by
[11]
(2.1.93) ( )z+zw= 415.0 nlB .
Based on expected dynamics, typical noise bandwidths for the code and carrier loops
are 1 Hz and 25 Hz respectively.  For a damping ratio of 0.707 this corresponds to a
natural frequency of 2 Hz and 50 Hz for the code and carrier tracking loops [11].
2.2.4.2.3 GPS Receiver Code Tracking Loop
Figure 2.16 illustrates a typical GPS code early/late delay lock loop (DLL) [11].  It is a
combination of the I/Q demodulation shown in Figure 2.13 and a tracking loop with 2-
error terms (early and late).  This implementation of the DLL is very similar to the
generic feedback structure shown in Figure 2.14.  The majority of components in the
block diagram represent the phase detector (shaded area of Figure 2.16).  The linear PLL
model has been shown to be a good approximation of the early/late non-coherent delay
lock loop [16].
The code-tracking loop plays a dual purpose in the software receiver: (1) to despread
the incoming signal and (2) to render time of arrival measurements, which are directly
linked with range measurements and navigation solution.
The code-tracking loop is thus the popular non-coherent early-late gate delay lock
loop.  The input to the loop is the composite signal consisting of the carrier modulated
with the navigation data and the pseudorandom sequence.  The input signal is split into
two paths and is correlated with two versions (one early and one late) of the locally
generated pseudorandom sequence.  The two versions are equally spaced, typically ±0.5
of the chipping period of the prompt pseudorandom related sequence (C/A code).
Each of these two paths is mixed to baseband, generating in-phase and quadrature
components.  The energy of the early and late paths is differenced and the result is
filtered and input to NCO, which adjusts the rate of the pseudorandom code generator.  In
this case, the NCO bias indicates which path, early or late, contains more energy and thus
whether the NCO needs to speed up or slow down the locally generated pseudorandom
sequence.  Ideally, when these two paths are balanced, the resulting difference is zero.
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Figure 2.16 GPS code tracking loop--taken and modified from [11].
Three of the most popular code-tracking discriminators are the non-coherent
discriminators (early-minus-late power) [5]
(2.1.94) 2,
2
,
2
,
2
, iLiLiEiEi QIQI --+=dt
the dot product
(2.1.95) iPiLEiPiLEi QQII ,,,, -- +=dt
and the coherent DLL
(2.1.96) ( )iPiLEi II ,, sign-=dt
where E, L, E-L, and P indicate early, late, early-minus-late, and punctual phases of the
reference code used in the cross correlation (see Figure 2.16) and sign( IP,i) is the sign of
the GPS navigation message databit demodulation in the PLL or FLL.  The coherent DLL
requires parallel carrier-phase tracking (and thus the coherent qualifier).  However, the
noncoherent discriminators require no carrier tracking as long as the frequency offset is
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small with respect to the predetection bandwidth.  This is an important feature in the
presence of jamming using an external aiding source.
The advantages and disadvantages of each of these three discriminators are discussed
in order.  First, the noncoherent early-minus-late discriminator is the most robust
discriminator because it has the largest linear range of the three.  Its expected value is
equal to [5]
(2.1.97) { } { } { } { } { }2,2,2,2, iLiLiEiEi QEIEQEIEE --+=dt
( ) ( )[ ]222 220 dRdRTNS iiI +t--t=
( ) iI dTNS t-» 24 0
in the range of 2di £t , where d < 2 is the spacing between the late and early
correlators (in units of PN chips), and where
(2.1.98) MTTi =
is the predetection integration interval after summing M I and Q samples in software,
providing a predetection bandwidth of 1/TI.  The closed loop-noise variance of a DLL
using the early-minus-late power discriminator is given by [5]
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for simultaneously measured early and late samples and a precorrelation bandwidth that
is wide relative to the chipping rate of the code.  The squaring loss term in the brackets is
the largest of the three discriminators.  Two correlators are required to measure early and
late power simultaneously.  In order to track the carrier at the correlation peak a third
correlator would be required.  However, the performance is best when d is small, in
which case either the early or late correlator is near the correlation peak.
The noncoherent dot-product DLL discriminator has an expected value of [5]
(2.1.100) { } { } { }iPiLEiPiLEi QQEIIEE ,,,, -- +=dt
( ) ( )[ ] ( )iiiI RdRdRTNS t+t--t= 222 0
( )iiITNS t-t» 14 0
in the range of 2di £t .  The closed-loop noise variance of the dot-product DLL is
given by [5]
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for simultaneous measured early-minus-late and punctual samples.
The coherent DLL discriminator has an expected value of [5]
(2.1.102) { } { } ( ) ( )[ ] iiiiiiLEi TNSdRdRTNSIEE t»+t--t=»dt - 00, 22222
in the range of 2di £t  for low bit error rates as long as phase lock is maintained and a
closed-loop noise variance of [5]
(2.1.103) { }
02 NS
dB
V li »dt
for simultaneous measured early-minus-late and punctual samples under the same
conditions.
The three implementations of the DLL presented here have the same noise
performance at higher signal-to-noise conditions at times when squaring loss is minimal
in the noncoherent designs.  Of course, when the squaring loss in a coherent DLL would
be significant, the performance of the coherent DLL would also be marginal and equation
(2.1.103) would not apply.
2.2.4.2.4 GPS Receiver Frequency Lock Loop
A Frequency Lock Loop (FLL) employs frequency error to track the input carrier,
unlike a PLL which utilizes the phase error.  In Figure 2.17, the discriminator output e(n)
is the frequency error dwi, which is then filtered and provided as an input to the NCO.  In
general, a Costas PLL tracks more tightly, but the FLL can track a larger noise bandwidth
and is more robust in the presence of dynamic stress [9], [19].
Much of the available GPS literature suggests that under normal conditions a PLL may
be sufficient to track the carrier [5], [9], [11], [19].  However, in situations where noise is
an issue or where a large noise bandwidth is required, the receiver may not be able to
track without an FLL [5], [9], [11], [19].  The GPS literature recommends using a
PLL/FLL combination that closes the bandwidth with an FLL and then switches to the
PLL [19].
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Figure 2.17 GPS carrier tracking loop--taken and modified from [11].
In continuous-time systems, a frequency w(t) is defined as the change in phase angle
over time
(2.1.104) ( )
dt
d
t
q
=w .
In digital systems, we approximate the derivative by using the change in phase angle
over two consecutive inputs
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The phase angles are available via the atan2() function, and for GPS the denominator
in equation (2.1.105) is the coherent integration time T.  Thus, the FLL discriminator will
collect and demodulate (see 2.2.4.2.1.) two consecutive input values, then compute the
frequency error
(2.1.106) 
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We switched from frequency [w] to error frequency [wi] because the complex phase
angles of the x~  terms (see equation (2.1.63)) correspond to the phase error dqi.
The general discriminator (a.k.a. differential arctangent discriminator), given by
equation (2.1.106), is computationally inefficient.  Kaplan [19] provides a list of
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discriminators requiring fewer calculations.  Here we address two of those discriminators,
one of which is equivalent to equation (2.1.106)
(2.1.107) 
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=d ----
2
,atan2 1111
and the other of which is known as the cross-product discriminator given by
(2.1.108) 
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11 .
First, it is not obvious how equation (2.1.106) and equation (2.1.107) are similar, so
some additional explanation is required.
In order for equation (2.1.107) to equal the frequency error Dwi, the following must be
true
(2.1.109) ( ) 1,atan2 -q-q= iixy .
It can be easily seen that ( )xy,atan2  is equal to the phase angle of the complex
number x + jy, which, in fact, is
(2.1.110) [ ]111
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jjj
ii eeexxyx .
We assume that a databit interval is Tb, and its relationship to the predetection interval
T is given by
(2.1.111) KTTb = .
The expected value of the cross-product discriminator summed over a databit period,
in terms of equations [5]
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for small Dfi and assuming that [5]
(2.1.113) TfTf kiii D=D=D-D - ppqq 221
over K-1 samples, with the first sample of the bit period being discarded.  Also note that
the discriminator is proportional to sin(2pDfkT) attenuated by the sinc2 function and has
more than one zero point as a function of Dfk, some with some positive slope and some
with some negative slope.  Care must be taken when initializing the tracking loop with a
large initial frequency because in order to avoid large phase errors T should be as small as
possible and gradually increased to a minimum value of 10 ms for the cross-product
discriminators.
Tracking error variance for the cross-product discriminator, in Hz, is [5]
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where B = 1/T is the predetection noise bandwidth with a minimum of 100 Hz if K = 2.
Prior to bit synchronization, when the times of bit edges are unknown, a predetection
bandwidth of 1 KHz is used.  In this case the first sample per bit would be discarded, and
the variance becomes [5]
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As discussed in [19] the FLL ignores navigation data, provided that the input samples
do not straddle a bit flip.  When this occurs, the Dq value is offset by n which (for T = 1
msec) is an unfiltered frequency error of 500 Hz - a significant amount.
Using a standard coherent integration time of T = l msec, we have at most 1 bit flip
per 20 inputs, meaning 1 out of every 10 outputs may be in incorrect.  The loop filter
helps alleviate this.  If we modify the FLL to provide an output for every input (see
previous section), then it becomes 1 in 20.  Also, once we get past initial tracking and
complete the bit synchronization process, we know when the bit flips will occur and can
adjust for them.
The situation becomes exacerbated, however, when we utilize a larger coherent
integration time.  For T = 3 msec, there is the possibility of a bit flip every 6.7 input
samples, meaning every 3rd or 4th output may be invalid.
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As the coherent integration time increases, FLL tracking performance is degraded.
The effects of the navigation bits become more significant, and we may lose lock and/or
tracking.
Depending upon the quality of lock, the Data Fusion Company’s software receiver
switches between FLLs and PLLs with varying bandwidth [11].  When these transitions
occur the tracking loop is reset and restarted with new parameters.  Similarly to the
switch from acquisition to tracking, the loops are especially vulnerable for a short period
immediately after restarting.  If a loop fails due to an ill-timed navigation bit flip,
tracking is lost and the receiver returns to the lengthy acquisition process.  This algorithm
provides an alternative fallback position by continuing to run the previous tracking loop
in parallel.
A close look at equation (2.1.106) brings up another interesting point about FLL
tracking loop - it does not provide any phase information.  Thus, although the NCO-
generated reference signal may be the correct frequency, it will most likely have some
phase offset from the input carrier.
As mentioned previously, the atan2() function returns a value between ±p .  Equation
(2.1.107), therefore, limits the maximum frequency error to 500 Hz/n (where ‘n’ is the
number of msec of coherent integration).  Thus, T = l msec is 500 Hz, 3 msec is 167 Hz,
and 10 msec is 50 Hz.  This value is the maximum error the discriminator can handle
before it starts to return invalid results.  (Note the difference between this and the Costas
PLL which tracks very well when it is exactly 180° out of phase due to its use of the
atan() function instead of atan2().)
As long as the frequency error is within this boundary, the loop will function nicely.
If we exceed the maximum error, however, atan2() returns the wrong value.  For
example, if Dq is 1.2p , the atan2() function returns -0.8p  and the reference frequency is
adjusted in the wrong direction.
Once again we see that FLLs and coherent integration don't mix well.  For T = 3 msec,
our maximum error is 167 Hz - a reasonable value in the early stages of tracking.
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2.2.4.2.5 GPS Receiver Carrier Tracking Loop
So far we have seen the GPS receiver code tracking (DLL) and frequency tracking
(AFC) loops.  A DLL is a code-tracking loop whose discriminator measures code phase
time delay.  An AFC is a FLL whose discriminator measures frequency (essentially the
Doppler) of the carrier.  In order the track the carrier phase, a PLL should use phase
tracking discriminators that measure carrier phase.  Three carrier tracking discriminators
are provided below [5]
(2.1.116) iii IQ=dq  (Generic Costas discriminator)
which is presented earlier (see 2.2.4.2.2) [5]
(2.1.117) ( )iii IQ sign=dq  (Decision-directed Costas discriminator)
where sign(Ii) is also the sign of the databit Di with an ambiguity of 180°
(2.1.118) ( ) ( )iiiii IQIQ ,atan,atan2 ==dq  (arctangent discriminator).
The computation of all of the above discriminators must be performed within a databit
period.  Except for the possible operation prior to achieving bit synchronization, they are
usually computed over the entire bit period [5].
Figure 2.17 depicts a standard GPS carrier-tracking loop, which is a combination of a
generic tracking loop shown in Figure 2.14 and of I/O demodulation shown in Figure
2.13.  From the input signal x(n) we strip the code and the carrier leaving the navigation
data as the output signal, y(n).  The complex signal I(n) + jQ(n) is passed through a
discriminator and filtered to determine the carrier tracking error, e f(n), which is then used
by the NCO to generate a new GPS reference signal.
A block diagram of the Costas loop implementation is given in Figure 2.18 [18].  It is
very similar to the structure shown in Figure 2.17.  The main difference is in the main
phase detection function, which is an arctangent discriminator function.  This is the
optimal (maximum likelihood estimator) phase detector, but also the most
computationally expensive [19].  Assuming that the loop operates in the lock mode, the
modulated data bits are present on the in-phase arm of the Costas loop directly after the
low pass filter.
The advantage of a Costas PLL over a regular PLL is the usage of the two quadrant
discriminator, atan(), over the fourth quadrant discriminator, atan2(), which enables the
former to easily handle 180° phase shifts [9].
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Figure 2.18 Costas phase lock loop--taken and modified from [11].
2.2.4.3 GPS Receiver Bit Synchronization
If the acquisition process succeeds then the next step is data bit alignment or
synchronization.  Since twenty C/A code periods are contained in one data bit transition
then a special mechanism is in place to determine the data bit transition.  This process
continues until a successful data bit alignment is achieved.  If this process fails then the
signal acquisition should restart.
At this point the start of each C/A code period is known; however, the start of the
navigation data bit is unknown, which contains several navigation C/A code periods.
There are several techniques used to perform bit synchronization search; i.e., determining
the data bit timing and eliminate the navigation bit offset ambiguity.
The algorithm senses sign changes between successive code periods and records these
sign changes by incrementing the count in the bin corresponding to that particular code
period.  The code offset can be determined from a peak in the histogram that exceeds a
pre-specified upper threshold. In the absence of noise, a peak will occur only at the true
offset value. Due to random, noise-related perturbations to the signal, it is possible that
peaks may appear at bins other than the true code offset.  In the presence of noise, two
possibilities exist: either the noise is weak enough that the noise-influenced bins appear
as background noise about the dominant peak or it is strong enough such to result in more
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than one dominant peak, with each of these peaks exceeding a pre-specified lower
threshold.
The procedure for histogram implementation in the Data Fusion Company receiver is
as follows: [5].
1. A cell counter is arbitrary set to run from 0 to 19.
2. Each sensed sign cell is recorded by adding 1 to the histogram cell corresponding
to Kcell.
3. The procedure continues until one of the following occurs
(a) Two cell counts exceed the threshold NSB2.
(b) Loss of lock
(c) One cell count exceeds the threshold NSB1.
4. If (a) occurs then bit synchronization fails because of low C/N0 or lack of bit sign
transition, and bit synchronization is reinitialized.  If (b) occurs then lock is
reestablished.  If (c) occurs than bit synchronization is successful, and C/A code
period count is set to the correct offset.
Figure 2.19 illustrates a successful GPS receiver bit synchronization histogram.  The
code navigation ambiguity is resolved and the NAV bit offset is set to 8.  The NAV bit
offset is defined as the number of C/A code periods proceeding the first code period of a
complete bit.
Figure 2.19 Illustration of bit cell statistics - with noise--taken and modified from [11].
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For example, a C/A code sequence with an offset of 0 would begin with the first code
period of a complete bit.  An offset of 5 would have five proceeding code periods of the
previous bit and then begin with the 6th period of the current bit.
Analysis for deriving the upper and lower histogram thresholds is provided in [11].
Subframe synchronization begins once data bit synchronization is established.
2.2.4.4 GPS Receiver Subframe Alignment
Frame synchronization is required in order to process the GPS data.  When timing
uncertainties are large, parity decoding is not possible since the boundaries of the words
are unknown.  The following section details the procedure necessary to synchronize
frames.
The algorithm for positively finding the correct preamble and performing frame
synchronization is as follows [5],[11]:
1. Search for either an upright or inverted preamble.
2. When one is found, which could be a legitimate pattern somewhere else in the data
stream, a check is required to see if it is the beginning of a 30-bit word.  This is
accomplished by collecting the following 22 bits and checking parity.  If parity
does not pass, the candidate preamble is discarded.
3. If parity passes, it verifies that the preamble existed at the beginning of a word.
The parity algorithm will also resolve the sign ambiguity.  However, there are also
legitimate such patterns at beginning of other words, so additional checks are
required.  If it is the correct TLM word, the following word must be a HOW word
that contains a truncated Z-count.  The first eight bits of this truncated Z-count can
also resemble a preamble. (The reader is reminded that the structure for the TLM
and HOW words is given in Figure 2.6)
4. Parity should pass on the HOW word.  If not, the frame synchronization procedure
should be restarted.  Two checks can be made to verify a legitimate HOW word.
First, the Z-count must be reasonable and second, it must agree with the sub-flame
frame count.  Of course, there is a small probability that these conditions could
also occur elsewhere in the message.  Thus, further checking is required.
5. If the HOW seems legitimate, provisional demodulation of the other words can
commence, and they can be stored in memory.  A final check on the next preamble
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and next Z-count solidifies the frame synchronization.  That is, the preamble is
where it is supposed to be, and the Z-count increments by one.
2.2.5 Issues
Despite its success as a world navigation and positioning system, the GPS system was
not intended to operate in areas of obstructed signal visibility, indoors, underground, or
underwater.  In these environments the GPS signal quality is deteriorated due to
additional channel errors unaccounted for in the GPS design and signal specifications;
hence, the reported GPS accuracy for such environments is questionable.  Several
alternatives can be pursued to overcome this disability of GPS.  (1) The GPS
modernization and GPS III is going to enhance the GPS signal structure and to some
extent provide far better capabilities than what currently is offered by GPS.  (2) A
pseudolite geolocation system can be exploited to navigate and localize users indoors or
underground.  Wireless networks can be employed to provide localization indoors and
outdoors.
2.3 GLONASS
In chapter 1 we have described the GLONASS as a system with three main segments:
the space segment, the control segment, and the user segment.  Here we discuss the
principle of operation (see §2.3.1), the GLONASS satellite (see §2.3.2), the GLONASS
receiver (see §2.3.3), the method for extracting the observable (see §2.3.4), and issues
related to GLONASS for indoor positioning (see §2.3.5).
2.3.1 Principle of Operation of GLONASS
GLONASS seeks to provide high-precision position-fixing and time-reference
capability on a worldwide and continuous basis to users on the Earth’s surface, on land
and at sea, in the air, and in space itself.  Under the control of highly stable, onboard
frequency references (clocks), timing signals (epochs) and data are transmitted
simultaneously from all satellites.  The data received from a particular satellite includes
precise ephemerides for that satellite, which can result in precise position and velocity
determination at a given time.  In addition, each satellite provides information on the
behavior of its own onboard clock.  The receiver simultaneously performs time of arrival
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(TOA) measurements from three satellites and employs the received data to compute the
position of the satellites.  Given a synchronized ground time reference, the observer can
then, in principle, solve three range equations for three unknown position coordinates.  In
practice the user will not have a synchronized time reference; hence, the user will use the
pseudorange measurements from four satellites to resolve its 3D position and local time
[3].
The GLONASS principle of operation is illustrated in Figure 2.20.  As depicted in
Figure 2.20 the GLONASS principles of operation are almost identical to the GPS
principles of operation.  If the reader can substitute TGLONASS(TX) for TGPS(TX),
TGLONASS(RX) for TGPS(RX), and GLONASS for GPS the rest of the GPS principles of
operation in §2.2.1 would be in fact a discussion on the GLONASS principles of
operation.
2.3.2 GLONASS Transmitter (Satellites)
The discussion on the GLONASS satellite includes a discussion on the signal structure
and design (see §2.3.2.1), message format and content (see §2.3.2.2), satellite ephemeris
(see §2.3.2.3), satellite almanac (see §2.3.2.4), and onboard clocks (see §2.3.2.5).
2.3.2.1 Signal Structure Design
Every GLONASS satellite transmits information continuously in form of messages on
its position and GLONASS reference time.  For military purposes such as hiding the user
position from the adversary, first the GLONASS user just like the GPS user is expected
to play a passive role.  Second, the navigation message is protected to some extent from
any deliberate interference or jamming by employing spreading codes, which increase the
bandwidth occupied by the signal and that of a potential jammer.  From the civilian point
of view, spreading serves two purposes: it minimizes interference to others and it
provides sufficient bandwidth for the definition of the epoch timing edge [10].
The two transmission carrier frequencies, chosen for the GLONASS satellite, lie in the
L-band, around 1250 MHz (L2) and 1607 MHz (L1) as depicted in Figure 2.21.  Dual-
frequency navigation transmissions at L1 and L2 allow the user to correct for ionospheric
propagation effects.  A high-precision code is modulated into both carriers: whereas, the
lower-precision civil code only appears at L1.  Russian publications refer to the services
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provided by low “C/A” and high “P” precision codes as the GLONASS Standard
Positioning Service (SPS) and as the GLONASS PPS respectively.  Spread-spectrum
techniques are primarily intended to reduce the jamming and interference effects on these
signals [10].
GLONASS employs FDMA as the modulation scheme as opposed to GPS, which
relays on the CDMA modulation scheme to achieve multiple access capability.  The radio
frequencies used by GLONASS are channelized within the bands 1240-1260 MHz and
1597-1617.  The channel spacing, Dfi, is given by [10]
Figure 2.20 The principle of operation of GLONASS.
Figure 2.21 The GLONASS signal structure and frequency allocation.
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The carrier frequencies themselves are also multiples of channel spacing, Dfi, and the
channel number, k, for k = {1,…,24}.  The relationship between channel number, k, and
the Li transmit frequencies, Li(k), is given by [10]
(2.2.2) ( ) iiki fkfL D´+= , for k = {1,…,24}
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At the L2 frequency, only the P code is carried, but at L1 both codes are transmitted on
the same carrier, one in phase and the other in quadrature.  This results in a signal
spectrum that superimposes the two individual spectra whose bandwidths differ by a
factor of 10.  Because both transmissions carry roughly the same power, a spectrum
analyzer will display the narrow band-code at 10 times the strength of the wide-band
code (see Figure 2.21) [10].
Each satellite sends data at 50-baud rate, superimposed on a pseudorandom related
sequence, to enable the receiver to compute its own position at any reference time.  The
GLONASS low precision (C/A) code is 511 bits long.  This code sequence lasts only 1
ms; therefore, the C/A code rate is 511 KBPS.  The P code rate is 10 times the C/A code
rate or 5.11 MBPS [10].
Both GLONASS codes are generated as maximum length sequences.  For a complete
discussion of the maximum length sequences the reader should refer to Appendix D
“Spreading Codes.”  The generating polynomials for both codes are [10]:
(2.2.4) C/A-code generator ( ) 951 xxxg ++=
(2.2.5) P-code generator ( ) 2531 xxxg ++=
the latter being truncated every 1 second.
The first nulls in the transmitted spectrum occur at ± the bit rate.  Hence, bandwidths
for GLONASS transmission can be taken at 1 MHz and 10 MHz for the C/A code and P
codes, respectively (see Figure 2.21) [10].
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Moreover, each data bit occupies 20 entire code sequences; i.e., when the data bit is a
‘0’ 20 periods of the C/A code itself are sent and when the databit is a ‘1’ 20 periods of
the C/A code inverse are sent.  In this manner the information spectrum is spread across a
wide bandwidth.  Due to the corruption of the signal with Gaussian noise whose power
level is proportional to the bandwidth and other errors the signal will become immersed
in the noise at the receiver’s end and recoverable by reversing the coding operation
applied at the transmitter.  This implies that the receiver has knowledge of the
pseudorandom codes [10].  To transmit the encoded data, a binary phase-shift keying
(BPSK) modulation technique is employed.  There is no need in GLONASS for HOW as
with GPS to allow acquisition of the P-code [10].
2.3.2.2 Message Format, Content, and GLONASS Time
The 50-Hz data essentially provides information on accurate positions and the onboard
frequency standard for the transmitting satellite.  Data in form of low-precision almanacs
of all satellites assists the GLONASS receiver to obtain signal acquisition.  Data are sent
in lines, subframes, and frames with preambles and parity checks at the end of each line.
Essentially, each subframe divides into a 5-line set of ephemeris data (including clock
correction) and a 10-line set of almanac data.  In this way, the subframe accommodates
the almanacs of five satellites; the full constellation of 24 satellites occupies five
complete subframes, the last of the 25 almanacs always being set to zero (spare).  The
subframe format is shown in Figure 2.22.
The start of each line marks the beginning of a 2-second subframe synchronized to
GLONASS system time.  The leading bit is always ‘0’ and followed by a line number,
various databits, parity bits, and a preamble.  Some information bits are flags (for
example, words P1-P5) not used by the receiver.  The flag H on line 2 is most important,
referring to the “health” of the space vehicle (‘1’ means unhealthy).
The symbol TA gives the time of transmission in hours, minutes, and half-minutes
Moscow Standard Time [MST (GMT + 3 h)].  The symbol TE gives the time of validity
of the ephemeris in hours and quarter-hours (MST).  Usually the ephemeris is valid at
odd quarter-hours, but occasionally (when a satellite is temporarily unhealthy) the
ephemeris will be valid only on the half-hour.  The remaining databits are described in
[10] and [21].
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Figure 2.22 GLONASS message content and format--taken and modified from [10].
2.3.2.3 Satellite Ephemerides
In GLONASS, the satellite’s instantaneous position and velocity are computed in an
ECEF frame and are updated at fixed intervals of time (usually one half-hour).  Satellite
positions and velocities at intermediate times are calculated using interpolation
procedures and acceleration terms, if the latter are provided.  The resolution in satellite
position and velocity are 0.5 m and 1 mm/s respectively [10].
GLONASS only transmits, in the ephemeris, two parameters relating to the satellite
clocks, a0 and a1.  The first time offset (with resolution 1 ns) refers to the instantaneous
time difference between space vehicle time and GLONASS system time.  The second
parameter (with resolution 1 in 10-12) gives the rate of change of space vehicle time
offset.  Use of both parameters allows the user to establish individual space vehicle time
offsets at any required instant of observation.  Reference to GLONASS system time to
Universal Coordinate Time/Soviet Union, UTC (SU) is by a single time offset parameter,
A0 (with a resolution of 7 ns) [10].
An additional parameter called age-of-data of ephemeris (ADOE) gives the integer
number of days starting at the previous local midnight since the ephemeris data was
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updated.  On a particular day, the parameter will normally be ‘0’, increasing by ‘1’ each
successive midnight unless, in the interim, the ephemeris data are based on a current
(same day) set of measurements.  When the GLONASS operates normally, this parameter
is always either ‘0’ or ‘1’.  On occasion it has being observed to grow as large as 25 [10].
2.3.2.4 Satellite Almanac
Each GLONASS satellite transmits the same basic elements of an osculating (reduced)
Kepler ellipse, which can be used to compute the satellite position.
The almanac data consists of a validity flag (V), an almanac number, a reduced-
precision satellite clock phase offset, a set of orbital elements, and a satellite channel
number.  The set of orbital elements is presented as follows (all angular quantities are in
semicircles and times are in seconds): (1) equator-crossing longitude; (2) inclination
(offset 0.35); (3) eccentricity; (4) argument of perigee; (5) equator-crossing time; (6)
period P (offset from 12 h); and (7) rate of change of period.  The equator-crossing time
of the reference orbit is always the first of the day.  The reference number occurs at the
start of the line 5.  Day 1 corresponds to the first day of the year at the start of the 4-year
leap cycle (currently 1 January 1992).  The reference day number does not necessary
change each day--a set of almanacs is often allowed to remain unchanged for 2 days.
The almanac number just referred to ranges from 1-25, each number in sequence (except
the last) referring to a satellite location within one of the three reference planes.  The first
8 almanac numbers (1-8) refer to location within the orbital arc in plane one starting with
phase “0” and working around clockwise in steps of 45°.  The second set of almanac
numbers (9-16) refers to satellites in plane two.  And the third set of 8 almanac numbers
(17-24) refer to satellites in plane three [10].
The reader is reminded that the primary goal of almanac data is to allow the user to
predict in fairly crude terms which satellites are above his local horizon at a given time
and whether their geometry is favorable for navigation as is the case of GPS almanacs.
However, the inclusion a luni-solar correction term in GLONASS almanac message
implies a position error perhaps an order of magnitude better than GPS almanac [10].
Almanacs are usually changed once a day at local midnight.
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Table 2.3 GLONASS Satellite almanac message--taken and modified from [10].
2.3.2.5 Onboard Clocks
GLONASS satellites carry three cesium standards.  For a performance comparisons of
the GLONASS and GPS clocks [22].  Over the years 1986-1989, a steady improvement
in performance has been demonstrated with clocks on board spacecraft launched during
1989 showing the qualities of high-quality cesium standards of roughly the same level of
performance as the GPS block I cesium’s.  Since 1989, the level of performance of
onboard clocks has been consistently high.  It is planned to use improved cesium clocks
on future GLONASS satellites.  These new clocks “Malachite” atomic standards will
offer long-term stability five times better than the ones are currently in operation.
2.3.3 GLONASS Receiver
Every GLONASS satellite, just like a GPS satellite, transmits a timing epoch every
millisecond.  This would imply that raw pseudorange measurements could be produced to
a rate up to 1000 times a second.  In most applications, such a high rate of raw
measurements is either not necessary or very expensive to achieve.
The block diagram of a GLONASS receiver is very similar to the block diagram of a
GPS receiver (see Figure 2.8).  Therefore, for discussion on the GLONASS receiver the
reader may refer to §2.2.3.
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2.3.4 Extraction of Observable(s)
The process for extracting an observable for GLONASS receivers is very similar with
the process for extracting an observable for GPS receivers; henceforth, the reader may
refer to §2.2.4.
2.3.5 Issues
For indoor positioning, in principle, GLONASS and GPS have similar disadvantages.
Nevertheless, the GLONASS signal structure (FDMA modulation scheme) provides
larger signal dynamic range than the GPS signal structure does.  Henceforth, it is to a
large extent preferred than the GPS signal structure is.
Because multipath and interference are the main sources of impairments; hence, the
GLONASS signal is just as susceptible as the GPS signal is for indoor applications.
These issues become more apparent when we discuss the GPS/GLONASS Pseudolite
signal structure for indoor applications.
2.4 Examples for (Indoor) Geolocation Systems
In chapter 1 we introduced several indoor geolocation systems, such as GPS or
GLONASS, Pseudolite based systems, the system developed by the US Coast Guard, the
MIT indoor geolocation system, Mobile Phone Positioning, IEEE 802.11, and UWB
based systems.  In this section we discuss the two systems which are the most relevant to
understanding the proposed WPI indoor geolocation systems discussed in detail in
chapters 4 through 7.  First, systems based on GPS or GLONASS pseudolites are
commonly used in both indoor and aviation applications (see §2.5).  These systems use
an approach that is related to the CDMA/FDMA and OFDM/CDMA/FDMA indoor
geolocation systems discussed in chapters 4 through 6.  Second, the MIT indoor
geolocation system (see §2.6) is related to our OFDM/FDMA indoor geolocation system,
which is discussed in chapters 4 and 7.
2.5 A Pseudolite Geolocation System
The classical embodiment of a pseudolite-based geolocation system is to create a
GPS-like system in which all pseudolites broadcast on the same carrier frequency.  In this
case, the signal separation (or multiaccess capability) is achieved by creating a spread
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spectrum system in which each transmitter modulates its carrier using a pseudorandom
noise code selected from a set of near orthogonal codes such as Gold or Kasami
sequences.  Such a system creates independent channels between the transmitter and
receiver using a technique commonly known as Code Division Multiple Access
(CDMA).  For a small number of pseudolites it is relatively easy to find pseudorandom
sequences which have good autocorrelation and crosscorrelation properties.  For large
numbers of pseudolites finding acceptable codes may be much more difficult.
Another embodiment of the pseudolite system would involve channelizing the
frequency spectrum as is done in the GLONASS system.  In this case each pseudolite
transmits its signal on a separate frequency and signal separation is achieved through the
signal frequency separation between individual pseudolites.  This technique is commonly
known as Frequency Division Multiple Access (FDMA).  In this case synchronization
between the pseudolite and the receiver (i.e., signal acquisition) is achieved by means of
a maximum length sequence.
Since the characteristics of the receiver, and the issues that must be resolved, are very
similar for GPS and GLONASS pseudolite systems, the remainder of this chapter will
assume the use of a GPS-based pseudolite system.
2.5.1 Principles of Operation of a Pseudolite Geolocation System
The principles of operation for a pseudolite geolocation system are similar to the
principles of operation for the GPS system.  Figure 2.23 depicts the main principle of
operation of the pseudolite system.  The reference time at the transmitter (pseudolite) or
receiver (TREF(TX) or TREF(RX)) can either be a local reference time or the GPS time if it
is known.  The receiver measures the TOA between the pseudolite and the receiver and
then the receiver derives several measurements based on this initial observable.  These
measurements are the pseudorange, Doppler, and accumulated carrier phase.
There are several advantages to using a pseudolite system.  In many applications, the
location of the pseudolites can be known either with extremely good accuracy
(millimeter-level) or with good accuracy (centimeter to meter-level).  Moreover, the
motion of the pseudolites may also be well known since the pseudolites are often in fixed
locations with earth so any measured Doppler will be due to user motion.  As a result, if
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the user is initially static then the acquisition process for a pseudolite receiver is much
faster than the one for a normal GPS receiver.  Further, the designer has much better
control of the position of the pseudolites and therefore can adjust the system geometry to
optimize system accuracy.  Because there is no need for ephemeredes, the pseudolite
signal design and message format can be simpler than either the GPS or GLONASS
signal design and message format.
Despite the great benefits and advantages that a pseudolite system offers, there are a
number of technical difficulties associated with pseudolite systems.
First, when a pseudolite is in close proximity to a receiver, that pseudolite can
potentially jam the signal coming from a far away pseudolite.  This phenomenon is
known as the near-far effect and is introduced here to give the reader an understanding of
the problem.  A formal investigation of the near-far effect is presented in §2.5.5.
Suppose that the transmitted power is Pt (dB) above the noise floor, which is assumed
to be at 0 dB (see Figure 2.24) and that the propagation losses from the 1st transmitter are
p1.  The signal coming from the 1st pseudolite will be received at a power level given by
[23]:
(2.3.1) 11 pPP tr -= .
Similarly, the signal coming from the 2nd pseudolite will be received at a power level
given by
Figure 2.23 The principle of operation of a pseudolite indoor geolocation system.
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(2.3.2) 22 pPP tr -= .
If we assume that a family of Gold code sequences of period 1023 is used, then the
autocorrelation peak is approximately 30 dB and the maximum crosscorrelation is
approximately 15 dB.  The necessary conditions for acquisition of signals coming from
the 1st and 2nd transmitters is [23]
(2.3.3) 30-³riP  dB, for i = {1,2}.
The sufficient condition for the near-far effect to occur is given by [23]
(2.3.4) 1521 >- rr PP  dB.
Assuming that the power Pr1 is constant, then variability of Pr2 can cause the near-far
effect.  Therefore, the necessary and sufficient condition for acquisition of both signals
(accounting for the near-far effect) is given by [23]
(2.3.5) 30-³riP  dB, for i = {1,2}, and 1521 £- rr PP  dB.
It is important to mention that systems [24]-[28] assume that the pseudilites use a
conventional GPS signal structure, which is basically a CDMA scheme based on a 1023-
Gold code family running at a chipping rate of Rc = 1.023 MHz [2].  The signal
separation achieved employing this Gold code family of period 1023 is approximately 15
dB.  Moreover, it is well known that the Gold code set with a period of 1023 (which
contains 1025 Gold sequences [29]) is sub-optimal with respect to the Sidelnikov and
Welch lower bound formula by a factor of 2  because the order of the generating
primitive polynomial is 10 (even) [29].  The near-far effect has always been an issue for
conventional pseudolite systems because such systems have preserved the properties of a
conventional GPS system.  This is not a problem for the GPS satellites since the extreme
separation between the satellites and the receiver means that the received signal strengths
will be similar for each satellite.  This is clearly not the situation in an indoor geolocation
system [23].
Second, the pseudolite signal power level is stronger than the satellite signal power
level on the ground.  Hence, if the pseudolite signal occupies the same frequency
bandwidth as the GPS or GLONASS do, then it can potentially jam either one of these
signals.  This is known as a compatibility issue of the pseudolite signal design (see
§2.5.5.2 for further details).
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Figure 2.24 The near-far effect--taken and modified from [23].
Other issues relevant to this system include the deployment requirements, relative
synchronization between pseudolites, signal data rate, signal integrity monitoring, user
antenna location and sensitivity, and system cost.  We remind our readers that the focus
of this research is on the signal structure, the steps that lead to obtaining the observable,
and issues associated with this process.
2.5.2 Transmitter (Pseudolite)
Two approaches can be followed to design a pseudolite.  A pseudolite can be designed
to operate within or outside the GPS frequency bands (L1: 1565-1585 MHz or L2 :
1217-1237 MHz).  The main concern for designing a pseudolite to operate within the
GPS frequency bands is the compatibility with the GPS system; i.e., pseudolites become
potential interference sources to the GPS signal.  The main concern for designing a
pseudolite to operate outside the GPS frequency bands is the interoperability of
pseudolite receivers with GPS receivers.  In both cases the near-far problem remains an
issue.
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Some have favored the first approach because to them the interoperability issue was
the most important and they have proposed a solution to the compatibility issue.  Using
the first approach pseudolites can be configured to cover a limited area with a power
level low enough to preclude appreciable interference to standard GPS signals [30].
Moreover, a pulsing scheme with fixed or random duty cycle rates is utilized to make the
impact of the pseudolite signal on the reception of GPS signals as transparent as possible.
Others have favored the second approach because to them the compatibility issue is
more important than the interoperability issue.  WPI indoor geolocation systems
discussed in chapters 4 through 7 fall into the second approach.
We refer to the first approach as the conventional pseudolite signal design and the
second approach as the novel pseudolite signal design.
2.5.2.1 Conventional Pseudolite Signal Design
There are five concerns which must be resolved for a conventional pseudolite signal
design: C/A codes, frequency offset, pulsing scheme, pseudolite carrier tracking, and
pseudolite transmit power [30].
First, a study referenced in [30] identifies 19 C/A codes with best crosscorrelation
properties and 712 balanced codes with properties almost as good as the 19 best C/A
codes.
Second, the pseudolite carrier frequency is proposed to have an offset of 1.023 MHz
on either side of the L1, because the first null of the GPS spectrum occurs at the frequency
L1 ± 1.023 MHz [30].
Third, the pulsing scheme is derived based on the pseudolite message bit rate of 50 N
BPS (where N = 1, 2, 4, 5, 10, or 20).  Each pseudolite code cycle (1 ms) is divided into
11 slots, each with a width of 1/11,000 s (90.909090 ms) and these pulses are never
synchronous with a GPS bit pattern [30].  However, only one of the slots contain the
pulse, so the duty cycle is 1/11.  Hence, there are 20/N pulses per bit, but only one is
required because the receiver integrates the energy over the entire bit period.  The C/A
code is now receiver once every 11 ms.  The clocking rate for the slots is 1/93 of the C/A-
code chipping rate of 1.023 MHz, or 11 kHz [30].
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Fourth, there is a misconception that pulsing would prevent the tracking of the
pseudolite signal carrier phase.  This is not true if the pulses occur at a high enough rate,
because one or more pulses will always be integrated along with noise over bit.  This
phenomenon is transparent to the tracking loop, because the phase change due to Doppler
uncertainty over a bit is negligible.  Hence, the pulsing signal looks continuous to the
tracking loops [30].
Fifth, given an average power Pr through a receiving antenna (with gain Ga) at a
distance d from a pseudolite, the average transmitted power, Pt, at the L1 ± Df is given by
[30]:
(2.3.6) arart GdPG
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where l1 = 19 cm.  For example, if we consider an average received power of -130 dBm
at 37 km through an antenna gain of -10 dB, the average transmitted power is 7.77 dBm
or about 6 mW.  The peak power for a duty cycle of 1/11 is then 18.18 dBm, or about 66
mW.  If we assume that a receiver receives two simultaneous signals from two
pseudolites which transmit at the same signal level we have
(2.3.7) atr GdPP +--» 75.101log20 1101  and atr GdPP +--» 75.101log20 2102
or
(2.3.8) 
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For example, if d2/d1 is taken from {0.01, 0.1, 1, 10, 100} then the difference in power
Pr1 - Pr2 is given by {-40, -20, 0, 20, 40} dBm.  The difference in received power of the
order of 20 dBm or higher can potentially lead to the near-far effect.  The analysis of the
near-far effect is more complicated than what is shown here and in §2.5.1.  For a
complete discussion of the near-far effect the reader should refer to §2.5.5.
2.5.2.2 Pseudolite Time Synchronization
Synchronizing a pseudolite clock to GPS time can be achieved in two ways: by
collocating each pseudolite with a GPS reference receiver or by having a remote
reference receiver that tracks the signals transmitted by each pseudolite [30].  In the latter
case, the reference receiver sends corrections to the remote “slave” pseudolite to correct
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itself and also sends message data (e.g., code- and/or carrier-based GPS corrections) to be
transmitted.  These two different pseudolite configurations are illustrated in Figure 2.25.
In the collocated configuration, the reference receiver shares the transmit/receive antenna
with the pseudolite, which also allows for self-calibration.  Details of the master and
slave pseudolite configuration are discussed in [30].
2.5.2.3 Message Format, Type, and Content
A pseudolite offers the possibility for an order of magnitude increase in the data rate
(up to 1000 BPS vs. 50 BPS for the GPS) that can be supported via a GPS-compatible
signal with essentially a firmware change in the user receiver [30].
The general format (see Figure 2.26) is patterned after the WAAS format with three
differences--it may or may not include forward error correction (the addition of a 7 bit
word see Appendix C) and the data rate can be higher than 250 BPS [30].  When the FEC
is not included the data rate is up to 1 KBPS [30]; hence, an order of magnitude increase
in the data rate.  The time word is added as a convenience to the user receiver, because
pseudolite time is not the same as GPS time.  This is because the code-chipping rate is
offset in frequency by approximately ± 664 chips per second, the feature that eliminates
cross-correlation with the GPS signals.  The actual pseudolite frequency can be chosen
(at an offset from the spectral null of 710.4166667 Hz) so that the pseudolite week is
exactly 393 s shorter than the GPS week.  In fact, pseudolite time is, at any GPS time,
given by [30]
(2.4.1) GPSPL tt ÷
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depending upon which null is selected.  The pseudolite time is distributed over three 250-
bit subframes making up a 21-bit word.  The 21-bit time word represents the pseudolite
time of week at the start of the currently transmitted 24-bit preamble with 0 at the
beginning of the week.  This pseudolite time word also serves as the reference time for
the data in the messages.  The data field consists of 205 information-bearing bits.  The
24-bit parity is the same as the cyclic redundancy check (CRC) parity specified for the
WAAS [30].
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To avoid confusing the message types with those of the WAAS, the message type
numbers starts at 40 [30] (see Table 2.4).  Every message type would include a certain
number GPS/ pseudolite signal integrity flags to provide a short time to alarm capability.
Every message broadcast contains integrity flags for several PRN numbers, with a
minimum of 11, including the transmitting pseudolite.  This allows for a positive integrity
indication at least once per 0.5 s.  Each can accommodate four satellites and/or
pseudolites.  Therefore, both pseudorange and carrier phase can be broadcast [30].
  
Figure 2.25 Master/Slave Pseudolite configuration--taken and modified from [30].
Figure 2.26 Pseudolite message structure--taken and modified from [30].
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Table 2.4 Pseudolite message types--taken and modified from [30].
2.5.3 Receiver
The design of a pseudolite receiver is similar to the design of a GPS receiver, which is
extensively discussed in §2.2.3 and §2.2.4.  However, for the purposes of discussing the
interference between two pseudolite signals, and the impact of the pseudolite signal
interference on the GPS signal, we use the simplified model of a pseudolite receiver
shown in Figure 2.27.
There are five modules in the simplified receiver model: a Doppler removal and phase
rotation module, a NCO, a correlator, a code generator, and an integrate and dump
module.  The input signal consists of a desired signal si(t) and an undesired signal, sj(t).
The reference phase consists of signal, 2pDfit + fi, and the reference code consists of the
signal, Ci(t).  The following section discusses these signals and modules in great detail.
2.5.4 Extraction of Observable(s)
The steps for obtaining an observable using a pseudolite receiver are exactly the same
as the steps described in the GPS section for the extraction of observable(s) §2.2.4.
Assuming that the receiver has reached a steady state condition (see Figure 2.27), the
focus of this section is to present an analytical model necessary to address two main
concerns of the pseudolite signal structure; namely, the near-far effect and the
interference between the pseudolite and the GPS signals (see §2.5.5).
CHAPTER 2. RADIO GEOLOCATION SYSTEMS 124
Figure 2.27 The block diagram of the signal-processing model of a pseudolite receiver--taken and
modified from [30].
Based on equation (2.1.8), ignoring the noise term, the P code, and the databit
component, the desired in-phase and quadrature components of the input signals at (1),
are given by [30]:
(2.4.2) ( ) ( ) ( )iiiii ftCAtI fp +D= 2cos1  and ( ) ( ) ( )iiiii ftCAtQ fp +D= 2sin1
and the undesired signal components are
(2.4.3) ( ) ( )( ) ( )[ ]jjjjjjj ffttCAtI fdpt +D++= 2cos1  and
( ) ( )( ) ( )[ ]jjjjjjj ffttCAtQ fdpt +D++= 2sin1
where the unknowns are: Ai, Aj are the signal amplitudes; Ci(t), Cj(t) are the signal C/A
codes; Dfi, Dfj are the signal Doppler shifts; Dfi, Dfj are the signal phases; dfj frequency
offset of undesired signal; and dtj(t) time offset between signals.
2.5.5 Issues
By now the reader is very familiar as with the two main concerns of the pseudolite
signal structure: the interference caused by cross correlation between C/A codes and the
interference between a pseudolite signal and other to the GPS or pseudolite signals (near-
far effect).
2.5.5.1 Interference Caused by Crosscorrelation Between C/A Codes
The reader is reminded that the pseudolite frequency of operation is within the GPS
signal frequency and the spreading codes are selected from the C/A code family.  The
similarity of pseudolite and satellite signal structure is the cause of the interference
between C/A codes.  In essence there are two kinds of interference between C/A codes.
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One is the interference of one or more C/A pseudolite code(s) on another C/A pseudolite
code and the other is the interference of one or more C/A pseudolite code(s) on a GPS
C/A code.
We recognize that interference caused by crosscorrelation between C/A codes is
directly linked with the signal structure properties and the Doppler deference, which is
going to become more apparent in the reminder of this section.  The signal model
illustrated in Figure 2.27 is employed to analyze the interference effect.
The Doppler removal and phase rotation process eliminates the desired signal’s
Doppler and phase shift so that the signal components at (2) in Figure 2.27 are given by
[30]:
(2.4.4) ( ) ( )tCAtI iii =2  and ( ) 02 =tQi ,
and the undesired signal components [30]
(2.4.5) ( ) ( )( ) [ ]ijijjjjj fttCAtI f-f+Dpt+= 2cos2  and
(2.4.6) ( ) ( )( ) [ ]ijijjjjj fttCAtQ f-f+Dpt+= 2sin2 .
where the Doppler difference is determined from [30]:
(2.4.7) ijjij ffff D-D+d=D .
For simplicity we assume that the code chips line up; i.e., the time offset between the
ith and the jth signal is an integer number of chipping periods or [30]
(2.4.8) ( ) cj nTt =t
where n is an integer, and Tc is a chip width (1/1,023,000 s).  Also, assume full
correlation for signal i.  Then, at (3) we have the following [30]:
(2.4.9) ( ) ii AtI =3  and ( ) 03 =tQi ,
and the undesired signal [30]
(2.4.10) ( ) ( ) ( ) [ ]ijijicjjj ftCnTtCAtI f-f+Dp+= 2cos3  and
( ) ( ) ( ) [ ]ijijicjjj ftCnTtCAtQ f-f+Dp+= 2sin3 .
The signal components at (4) are then determined from [30]:
(2.4.11) ( ) TAtI ii =4  and ( ) 04 =tQi ,
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(2.4.12) ( ) ( ) ( ) [ ]ò f-f+Dp+=
T
ijijijjj dtftCnTtCAtI
0
4 2cos  and
( ) ( ) ( ) [ ]ò f-f+Dp+=
T
ijijijjj dtftCnTtCAtQ
0
4 2sin ,
where T is a multiple M of 1 ms C/A-code repetition periods.
The power in the two correlated signals is given by [30]:
(2.4.13) 2224
2
442 TAQIP iiii =+=
(2.4.14) ( ) ( ) ( ) ( )
ïî
ï
í
ì
ú
û
ù
ê
ë
é
Dp+=D ò
2
0
2 2cos2
T
ijicjjijj dttftCnTtCAfP
( ) ( ) ( )
2
0
2sin ú
û
ù
ê
ë
é
Dp++ ò
T
ijicj dttftCnTtC .
Note that, through expansion using trigonometric identities, the dependence upon the
phase difference has been removed in equation (2.4.14), which resembles the expression
for a Fourier power spectrum component at the Doppler difference.  For indoor
applications, the pseudolites are stationary and the user motion can be characterized with
small Doppler values; hence, assuming that:
(2.4.15) 
T
fij
1
<<D  ==> kHz 1<<D ijf
we can make the following approximations
(2.4.16) ( ) 12cos »Dp tfij  and ( ) tftf ijij Dp»Dp 22sin .
Substituting equation (2.4.16) into equation (2.4.14) yields
(2.4.17) ( ) ( ) ( ) ( ) ( )
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ï
ý
ü
ïî
ï
í
ì
ú
û
ù
ê
ë
é
+Dp+ú
û
ù
ê
ë
é
+»D òò
2
0
2
0
2 22
T
icjij
T
icjjijj tdttCnTtCfdttCnTtCAfP .
Next, we make the following approximations [29]:
(2.4.18) ( ) ( ) ( )[ ]121
10
++£@+ åò
=
+ NMTTCCMdttCnTtC c
N
k
cinj
T
icj
(2.4.19) ( ) ( ) ( )[ ]121
22
2
1
2
0
++£@+ åò
=
+ N
T
M
T
CCMtdttCnTtC c
M
k
c
inj
T
icj
E
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where N is the length of the C/A code (1023 chips), M is the number of C/A code periods
within a bittransition (20 chips per bit), and Tc is the chipping period frequency (equal to
1/1.023 ms).
Substituting the results of equations (2.4.18) and (2.4.19) into equation (2.4.17) yields
(2.4.20) ( ) ( )[ ] ( )[ ]42222222 1212 cijcjijj TfMTMNAfP Dp+++£D .
Thus the ratio of equation (2.4.20) to equation (2.4.13) (i.e., the crosscorrelation power
ratio, DPij) is given by
(2.4.21) ( ) ( )[ ] ( )[ ]42222222
22 121
cijc
i
j
ijij TfMTMTA
NA
fP Dp+
++
£DD
( )[ ] ( )[ ]2222
2
1
121
cij
ij Tf
N
NP
Dp+
++
=
where T is the integration period equal to MNTc and Pij is the input power ratio equal to
22
ij AA .  Assume that 50=D ijf  Hz we present the crosscorrelation power ratio, DPij
(dB), versus the input power ratio, Pij (dB), in Figure 2.28.  The crosscorrelation power
ratio, DPij (dB), increases proportionally with the input power ratio, Pij (dB).  For this
particular example equation (2.4.21) is simply written as
(2.4.22) 27-=D ijij PP  (dB).
As shown in Figure 2.28, the upper-bound crosscorrelation power ratio is about -27
dB for 0 dB input power ratio.
Assuming 0 dB input power ratio and based on experimental computations, Elrod and
Van Dierendonck proposes that the average crosscorrelation power ratio vary as [30]
(2.4.23) ( ) ÷
ø
ö
ç
è
æ D=DD
N
f
N
fPij
2sinc
1  or ( ) ÷
ø
ö
ç
è
æ D+-=DD
N
f
NfP
dBij
sinclog20log10 1010
and Df is given in kHz.  The above closed form expression can be easily modified to
include the input power ratio, Pij (dB), hence we have
(2.4.24) ( ) ÷
ø
ö
ç
è
æ D=DD
N
f
N
P
fP ijij
2sinc  or ( ) ÷
ø
ö
ç
è
æ D+=DD
N
f
N
P
fP ij
dBij
sinclog20log10 1010 .
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The above closed form expression is employed to produce the dashed line in Figure
2.28.  As shown in the figure there is a very good agreement between the upper bound
and the modified result from Elrod and Van Dierendonck [30].
Equation (2.4.24) suggests that the first null occurs at f = 1.023 MHz [30].  Based on
this discussion, without changing the receiver structure, the pseudolite transmission
frequency is selected at L1 ± 1.023 MHz.  Although this solves the problem of
crosscorrelation interference between a pseudolite signal and satellite signal, there is still
a crosscorrelation problem between pairs of pseudolite signals.
Although a pseudolite can transmit at this frequency, there is potentially another
problem, which is addressed next.
2.5.5.2 Interference Caused by Pseudolite Signal Level
So far we have treated the problem of interference based only on the code properties
of the pseudolite signal.  However, if a pseudolite signal is strong enough it can also
interference with the satellite signal simply because both signals carrier frequencies are
almost the same.  The simple mechanism to explain this problem is illustrated below.
Figure 2.28 The crosscorrelation power ratio, DPij (dB), vs. input power ratio, Pij (dB).
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Let Ps/Pr denote the satellite/pseudolite signal power at the port of the receiver’s
antenna.  Let N0 denote the noise power spectrum density caused by the receiver
electronics and channel impairments.  In the absence of a pseudolite signal the signal to
noise ratio is given by
(2.4.25) 
0
0 N
P
SNR s= .
When a pseudolite signal is present then the signal to noise ratio is given by
(2.4.26) 
r
s
PN
P
SNR
+
=
0
1 .
If a duty cycle i is applied to the pseudolite signal, as usually suggested by [30], then
the signal to noise ratio becomes
(2.4.27) 
r
s
PN
P
SNR
i+
=
0
2 .
Rewriting the above equation in dB we obtain
(2.4.28) ( )rsdB PNPSNR i+-= 010102 log10log10 .
If we assume that the noise power is -170 dBm, the satellite signal power is -185
dBW, and the duty cycle is 1/11 then equation (2.4.28) is given by
(2.4.29) ( ) 1851111log10 17102 -+-= - rdB PeSNR
Varying the received pseudolite power we produce the graph shown in Figure 2.29.  For
pseudolite signal power smaller than -153 dBm the satellite signal can be detected and
for pseudolite signal power greater than -153 dBm the satellite signal cannot be detected.
If we want to compute the pseudolite transmitted power in light of equation (2.3.6) we
have
(2.4.30) 25.41log2075.111log20153 1010 -=++-» ddPt  (dBm).
For indoor applications the smallest reference distance between the transmitter and the
receiver is d = 1 m.  Hence, we find the requirement on the pseudolite transmitted power
equal to Pt = -41.25 dBm or 75 nW.
As indicated by our simplified analysis, pulsing of the pseudolite signal is one way to
reduce the interference caused by the pseudolite.  Although this is a preferred technique
for LAAS and WAAS applications would not be the desired method at all for indoor
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geolocation applications for multiple reasons.  First, it any duty cycle imposes restrictions
on the number of pseudolites.  For example the 1/11 duty cycle quite often applied will
not allow more the 11 pseudolites to operate in the same proximity.  Second, if we were
to reduce the duty cycle then the dwell time becomes so small risking loss of signal
detection during the acquisition and tracking process.  Third, any duty cycle would
impose tough restrictions of the pseudolite signal level.  Therefore, for these reasons we
propose a novel pseudolite signal structure and design when we discuss the WPI indoor
geolocation system in chapters 4 through 7.
2.6 MIT Indoor Geolocation System
Here we discuss the principles of operation of the MIT indoor geolocation system (see
§2.6.1), the transmitter (see §2.6.2), the receiver (see §2.6.3), the method for extracting
the observable(s) (see §2.6.4), and issues related to the MIT indoor geolocation system
(see §2.6.5).
Figure 2.29 Interference caused by the pseudolite signal level.
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2.6.1 Principle of Operation
The MIT positioning system employs phase information to determine the receiver
position from a set of fixed transmitters.  In order to understand how this system works,
we consider both the forward and the inverse positioning problem.  First, we consider the
forward problem; given the transmitter and receiver geometry what are the relative
phases of signals from the transmitters as seen by the receiver.  Second, we consider the
inverse problem; given the relative phases of the signals seen by the receiver, and the
location of the transmitters, how do we determine the location of the receiver.
Consider the MIT indoor geolocation system as illustrated in Figure 2.30.  We assume
that each transmitted signal is a spherical electromagnetic wave with a wavelength
smaller than the maximum distance between the transmitter and the receiver.  For signals
whose frequency is smaller than 1.9 MHz the corresponding wavelength is larger than
157 m.
2.6.1.1 The Forward Problem
Assume that each transmitter emits a pure sinusoidal signal with the same frequency, f,
and the same initial phase offset, f0.  Assume that the relative distance between the ith
transmitter and the receiver is di.  We express this delay as the fraction of the signal’s
wavelength and denote it with the symbol fi given by [33]
(2.5.1) i
i
i kdc
fd
=
p
=f
2
.
where k is defined as [33]
(2.5.2) 
c
f
k
p
=
2
.
Hence, the expression for the transmitted signal si(t) from the ith transmitter is given
by [33]
(2.5.3) ( ) ( )02sin f+f+p= ii ftts , { }4,3,2,1Î"i .
Let fi(t) denote the total phase of the received signal coming from the ith transmitter
[33]
(2.5.4) ( ) 02 f+f+p=f ii ftt , { }4,3,2,1Î"i .
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Figure 2.30 The principle of operation of the MIT indoor geolocation system.
Assume that the signal from the 1st transmitter is the reference signal; hence, the phase
from the 1st transmitter is the reference phase.  Let Dfi-1(t) denote the difference of the
phase of the signal from the ith transmitter with the phase of the signal from the 1st
transmitter.  The expression for Dfi-1(t) is given by [33]
(2.5.5) ( ) ( )111 ddkt iii -=f-f=fD - , { }4,3,2Î"i .
As long as di ¹ d1, { }4,3,2Î"i , we have independent measurements for the phase
difference Dfi-1 (t), which is in fact the observable.
Next, we discuss the inverse problem; i.e., given the transmitter locations and the
independent measurements Dfi-1 (t) we compute the receiver location.
2.6.1.2 The Inverse Problem
As long as the transmitted signal wavelength is longer than the diagonal of the cubic
building (see Figure 2.30), we notice that the transmit time of the signals from each
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transmitter to the receiver adds a nonzero phase offset, fi, given by equation (2.5.1) to the
measured signal [33].  The reader is reminded here that we can only measure phase with
respect to a reference signal; hence, between two pairs.  In fact, the receiver measures
phase differences between two pairs of stations.
Let Dfi-j be the phase difference between the station i and the station j.  Based on
equation (2.5.1) this phase difference can be written as [33]
(2.5.6) ( ) jijijiji ddk -- nD+-=f-f=fD , { }4,3,2,1, Î"Ç¹" jiji
where Dvi-j is the difference on the phase measurement noise vi and vj.  Assuming that the
first station is selected as the reference station, we can measure up to three independent
phase differences.  Using the first two terms of the Taylor series expansion, the distance
difference, di - d1, can be written as
(2.5.7) 
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In vector form equation (2.5.6) can be written as
(2.5.10) 
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Referring to the solution in Chapter 1 we have the following: If the noise
autocovariance matrix, R = E{vtv}, is known then an approximated solution for (xr,yr,zr)
is derived from the well known least squares algorithm [34]
(2.5.11) ( ) fRHHRHx 1t11tˆ ---= .
Since H and R are both 3 ´ 3 matrices and if the inverse of H exists then
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(2.5.12) fHx 1ˆ -= .
From equations (2.5.11) and (2.5.12) we conclude that at least three independent
measurements are required to solve for the receiver location.  If more than three
measurements are employed, then equation (2.5.11) should be used instead of equation
(2.5.12).  For fewer than three measurements equation (2.5.11) is underdetermined.  In
that case we can only solve for fewer than three unknowns.  For example if the number of
measurements is only two then we can solve for only one of three combinations {(xr,yr),
(xr,zr), (yr,zr)}.
2.6.2 Transmitter
The transmitter is responsible for generating a stable carrier signal, maintaining
synchronization, and transferring data packets to the receiver.  It is suggested that the
power levels generated by the transmitter must be as high as +43 dBm [33].  The
bandwidth of the signal is less than 14 kHz; hence, it is comparable with the signal of
Amateur Radio stations [33].
2.6.2.1 Signal Structure
The signal structure of the MIT indoor geolocation system consists of a set of 10 ms
frames, each of which is formed from four signal periods and one data period (see Figure
2.31).  Hence, the modulation scheme is Time Division Multiple Access (TDMA).  Each
signal period is 1.5 ms long and consists of a pure sinusoidal signal [33].  The remaining
4 ms of each frame consists of 3.9 ms of data period, followed by 100 ms of silence.  The
3.9 ms data period consists of digital data transmitted by primary location service station
1, using an FSK modulation at 10.25 KBPS [33].  The silent period enables the receiver
to recognize the end of the frame and to process the received data corresponding to each
frame’s data period.  Also, based on equation (2.5.4) the initial phases on all transmitted
signals must be equal; hence, all transmitted signals must be synchronized.
The block diagram of the MIT transmitter is depicted in Figure 2.32.  As depicted in
the figure, the transmitter contains two main sections: signal generation section and the
signal distribution section.
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Figure 2.31 MIT Signal Structure--taken and modified from [33].
Figure 2.32 MIT transmitter block diagram--taken and modified from [33].
2.6.2.2 Generation of Stable Signals
The Master Clock unit consists of a four-output source of timing signals whose
frequency and power output are under microprocessor control.  The unit’s master
oscillator is a quartz crystal based 40 MHz TCXO with a stated short-term stability
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limited by the oscillator’s phase noise.  A typical phase noise of -140 dBc at 10 kHz
offset is quite sufficient for our application; this corresponds to a short-term phase
variation that is negligible compared to propagation distortion phase.  The unit’s long
term frequency stability is less than 10 ppm per day at room temperature range.  This,
coupled with the Direct Digital Synthesizer (DDS) is used to synthesize the carrier
frequency, which ensures the long-term stability of the system.  It is possible to update
calibration values for the TCXO calibration input based on an external GPS reference
signal at 10 MHz, as the system includes a 10-MHz phase-synchronous output that is
ordinarily used as the A/D converter clock in the receiver.  The system operator has
access to this calibration output and can easily compare it to a high-accuracy external
standard.  Alternatively, if a source of extremely stable 40 MHz TTL level clock signals
is available, it is very easy to inject this external reference and dispense with the onboard
TCXO altogether [33].
2.6.2.3 Distribution of Stable Signals
With the help of a 4-port GaAs switch signals are distributed into four stations, each
one of which serves as a transmitter.  These signals are amplified, bandpass filtered, and
broadcast by means of an antenna.
2.6.3 Receiver
The BPS Receiver Unit is based on a digitized IF software radio architecture.  As
shown in Figure 2.33, the received signal from an antenna is filtered, pre-amplified,
mixed to a 455 kHz IF, and is then amplified by a limiting amplifier.  This signal is then
passed to a high speed ADC that feeds the CPU’s Direct Memory Access (DMA) unit
with a high speed streaming digitization of the incoming signal.  The CPU acquires these
signals in real time but processes them at leisure one signal frame at a time.  This
arrangement allows the use of a standard Hitachi SH-1 microcontroller instead of a
dedicated DSP unit.  Of course, this results in considerable cost and complexity savings.
Another feature of this receiver is its direct digital synthesis (DDS) local oscillator unit,
based on an Analog Devices DDS IC.  This IC greatly simplifies the task of generating a
clean local oscillator signal for the down-conversion [33].
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Figure 2.33 MIT receiver block diagram--taken and modified from [33].
2.6.4 Extraction of Observable(s)
2.6.4.1 Logarithmic Detection and RSSI A/D Conversion
In order to detect the gaps in the transmitted signal which indicate the start and end of
each transmitted frame, the CPU’s internal 12-bit ADC is used to capture the received
signal strength indicator (RSSI) voltage from the AD608 IF device.  The RSSI output is
logarithmic with respect with to the incoming signal over a range of 60 dB and is low
pass filtered with a one-pole RC lowpass filter which has a cutoff frequency of 10 kHz.
A filter removes frequency components 455 kHz and higher from the IF signal.  This
signal is then buffered by a high-speed operational amplifier, which is connected to the
CPU’s internal 12-bit low speed A/D converter for the digital measurement of RSSI.  An
appropriate compensation function is used to report actual RSSI in dBm units for test
purposes.  As the RSSI is used as a source of framing information the high cutoff
frequency is important to allow the signal acquisition to occur within the 100 ms inter-
frame interval [33].
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2.6.4.2 Frame Alignment
The RSSI looks for a 100-ms period of silence from the receiver IF module signifying
the imminent beginning of a signal frame.  When a silent period of 100 ms is detected, the
high-speed acquisition system begins to acquire the signal on each of the four transmitter
phase intervals.  The receiver’s DMA is capable of capturing 6.5 ms (65536 samples at
10 Msamples/sec) in a single shot measurement, but we capture only the first 6.0 ms of
the signal frame with the fast ADC.  This results in a buffer of 60 K 12-bit words, or 90
Kbytes of raw data.  These DMA periods include 5.0 ms dead times at the beginning and
end of each subframe period, yielding a total of 10.0 ms to allow for the transmitter
switching and power control systems to settle [33].
2.6.4.3 Framing Error Conditions
If two entire frame periods (20 ms) pass with no silence interval, the receiver assumes
that it is encountering a “Jam” condition; therefore, the receiver reports the last valid
position, and raises the “Jam” indicator on the operator display [33].  It also reports an
error code in its serial output stream.  This could be the result of interference from
environmental sources, including the close proximity of two or more MIT indoor
geolocation systems [33].  If no frames are received at all, or if the RSSI shows too weak
an incoming signal, a “No signal” is indicated to the user [33].  The same indication is
also presented if, for some reason, the processor records an unexpected drop in signal
levels during the processing of the acquired signal frame [33].
2.6.4.4 Frame Data Interval
The 3.9-ms data subframes, each containing data sent at 10.25 KBPS, transfer 40 bits
of information to the receiver per frame.  This occurs at a rate of 100 frames per second
to form a 4.0 KBPS data downlink channel, which is used to communicate the system ID
and operating health of the four primary channels.  It is sent in a narrow-shift FSK data
format in which a logic ‘1’ is represented by shifting the carrier frequency of transmitter
1 down by 10.0 kHz.  The transmitter unit performs this modulation by loading the
transmitter’s direct digital synthesizer with the appropriate new frequency value.  This
signal is demodulated by the simple expedient of digitizing the receiver’s RSSI signal
exactly as is done to locate the end-of-frame gaps and looking for the small deviations in
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RSSI that occur as the received carrier shifts in and out of the 6.0 kHz passband of the IF
filter.  This is a digital version of slope-detected FM and is a crude but effective way to
send small amounts of data to the receiver without requiring additional hardware [33].
An essential component of the downlink signal is the surveyed location of the
transmitter group’s origin point if the computations are required in global frame.  The 1st
transmitter as part of the data period sends this information as a string.  Moreover, the
position of each transmitter is computed with respect to the group origin point [33].
2.6.4.5 Signal Processing
The correlation engine is the processor’s main task.  It consists of a set of sliding
multiply-accumulate operations that seek to achieve maximal correlation among the four
transmit periods, and records the offset in samples between each pair of transmit periods.
The subsample interpolation used to meet the target position resolution goals is based on
a simple sine-fitting algorithm that tries to fit a maximal-amplitude sine wave to the given
point set.  For our four transmit periods we can derive six pairs of phase offsets, which
are then used by the position solution task to calculate a position estimate.  This process
is limited by the bus fetch speed to retrieve the appropriate samples from the main
memory [33].
2.6.5 Issues
There are several advantages and disadvantages of this system.  The main advantage is
its simplicity--the signal structure is very simple and both the transmitter and receiver
designs are very simple also.
The main disadvantage of this system is the synchronization between all transmitters
and interference between two identical indoor geolocation systems due to the restriction
on same frequency operation.  Another main disadvantage of this system is its
vulnerability against any external intentional jamming sources.
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Chapter 3. Channel Models
“Wherefore let them that suffer according to the will of God commit the keeping of their souls to
him in well doing, as unto a faithful Creator.”¾1 Peter 4:19
3.0 Introduction
N Chapter 2 we have discussed four geolocation systems, we have explained the
process for obtaining an observable in detail, and we have addressed issues associated
with each one of these technologies.  However, in Chapter 2, we have assumed an
impairment-free indoor environment.  The purpose of this Chapter is twofold: to classify
all channel models and to propose a unified channel model.
3.1 Wireless Communication Channel Models
The properties of wireless communication channels have been the focus of research
performed by many communication and fields engineers for many years [1]-[43].  This
has led to combined efforts from scientists and engineers to come up with channel models
that are easy to model, allow for accurate predictions, and are computationally efficient.
It is important to emphasize here that although there is yet to be found a unique and
complete channel model, there are several models that offer good to very accurate
prediction of channel behavior under certain conditions.  Many channel models have
been validated through experimental measurements.  Nevertheless, there is a need to
conduct more measurements and it is desirable to refine current analytical models in a
way that leads to a unified channel model.  Although we would like to address to some
extent an approach that might lead to a unified wireless communication model, this is
neither the objective of this book nor the objective of this Chapter (see §3.2).
Based on the current conventions in the wireless community (see Appendix E),
channel models are classified into three categories: (1) macrocellular geolocation systems
(see §3.1.1), (2) microcellular geolocation systems (see §3.1.2), and (3) indoor
geolocation systems (see §3.1.3).
I
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Although in Chapter 1 we have classified the geolocation systems as outdoor, indoor,
and underwater geolocation systems, we keep the definition of macrocellular,
microcellular, and indoors because this is the definition used in the communication
community.  Nevertheless, to establish the link between this Chapter and Chapter 1 we
treat macrocellular and microcellular and outdoor geolocation systems and picocellular as
indoor geolocation systems.  Moreover, we assume that there is a direct LOS path
between the transmitter and the receiver.  The case when the LOS path is not observed is
not treated here and will be treated in the future.
3.1.1 The Physics of Propagation for Macrocellular Geolocation
Systems
A macrocellular geolocation system consists of a network of macrocells [16], [18].
The transmitting antenna in a macrocell has a coverage radius going from approximately
1 km to 20 km.  As we have discussed in the first chapter, there are two primary channel
effects: path loss (see §3.1.1.1) and multipath distribution (see §3.1.1.2).
The propagation path between a transmitter (TX) and a receiver (RX) is illustrated in
Figure 3.1 (a) horizontal view (or looking from the top) and (b) vertical view (or looking
from forward).  There are four buildings, one transmitter, and one receiver as illustrated
in Figure 3.1.  As shown in Figure 3.1 (b) the distance between two consecutive buildings
is d and the height of each building is zb.  The transmitter’s height is zt and the receiver’s
height is zr.  The ray coming from the transmitter is refracted from the rooftop of the third
building; therefore, the receiver receives one refracted path whose length is r1 and one
reflected path whose length is r2 as shown in Figure 3.1 (b).
Figure 3.1 The (a) top (or horizontal) and (b) view vertical view of the propagation path between
the transmitter and the receiver—taken and modified from [18].
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The length of the direct path from the transmitter to the rooftop of the third building is
R.  The incident angle of the direct ray with the horizontal plane is f Figure 3.1 (a) and
the vertical phase is q Figure 3.1 (b).  Next, we shall see how to assess the path loss based
on the model shown in Figure 3.1 (a) and (b).
3.1.1.1 Path Loss
The free-space path loss, Q0, is the ratio of received power, Pr, to radiated power, Pt,
for isotropic antennae in free-space.  Assume that the receiving antenna with gain, Gr, is
located at a distance, R, from the transmitting antenna with gain, Gt.  The sector average
power, Pr, from the receiving antenna is, according to [1], equal to
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Similarly, the average path loss, Q, is defined as the ratio of the sector average
received power, Pr, to the radiated (or transmitted) power, Pt, times the factor GtGr.[18].
Employing Bertoni’s definition [18], the path loss can be written as a product of three
components: (1) free-space path loss, Q0; (2) reduction factor due to previous rows
propagation, Q12; and (3) reduction due to diffraction, Q2
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The free-space path loss, Q0, corresponds to the path loss from the transmitter to the
rooftop of the third building as shown in Figure 3.1 (a) and (b).  To give an intuitive
explanation of the free space path loss we have considered the following example.
Suppose that operating carrier frequency of the TX-RX is taken from the set f = {0.9,
1.17642, 1.2276, 1.57542, 20} GHz.  Suppose that the relative distance between the
TX-RX is taken from the set R = {1,2,…,20} km.  Based on these assumptions we have
computed the free space path loss Q0 (dB) (see eq. (3.1.2)) versus R = {1,2,…,20} km
and the result is plotted in Figure 3.2 (a).  As shown from Figure 3.2 (a) free space path
losses can be as high as -91 dB (R = 1 km and f = 900 MHz) and as low as -145 dB (R =
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20 km and f = 20 GHz).  Suppose that the distance from the transmitter to the receiver is
taken from the set R = {1,5,10,15,20} km and that the operation frequency changes from f
= {1,2,…,20} GHz.  Based on these assumptions we have computed the free space path
loss Q0 (dB) (see eq. (3.1.2)) versus f =  {1,2,…,20} GHz and the result is plotted in
Figure 3.2 (b).  Similar to Figure 3.2 (a) Q0 (dB) can be as high as -92 dB and as low as
-145 dB.
The field propagating through the rooftop of a building is approximated as a plane
wave propagating parallel to the ground with an azimuth angle, 90°–f, where f  is the
angle between the plane propagation vector and the horizontal direction x (see Figure 3.1
(a) and (b)).  The receiver receives two paths of the same original plane wave: one
diffracted path and the other reflected path, which are function of the elevation angle q.
The signal received at the receiver is reduced by the factor, Q2, given by[18]
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where G is the reflection coefficient at the building face.  The wavelength l is defined as
the distance for which kl = 2p , that yields the known expression for the wavenumber, k,
equal to lp= 2k .  The wavenumber k is interpreted as the number of wavelengths in a
distance of 2p  and its units are m-1.  The diffraction coefficient D(qi), i = {1,2} is
determined from [18]
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Figure 3.2 Free space path loss model (a) vs. R and (b) vs. f for a macrocellular geolocation system.
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The expressions for the elevation angle qi and distance ri are simply
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Signals reflected from next row of buildings have amplitude nearly equal to the
diffracted path; therefore, the factor, Q2, is simply [18]
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Further this relation is observed as deep fast fading and Q2 given by (3.1.7) is twice the
first term of Q2 given by (3.1.4).
Suppose that the frequency changes from f = {0.9, 1.17642, 1.2276, 1.57542, 20} GHz
and that the building height changes from zb = {10,11,…,100} m.  It is assumed that the
building separation is approximately d = 40 m and that the building thickness is w = 20
m.  Exploiting equations (3.1.4) through (3.1.6) yields the values of Q2 shown in Figure
3.3 (a).  Next, we change the building height from zb = {10,25,50,75,100} m and the
frequency range from f = {1,2,…,20} GHz and then compute the values of Q2 shown in
Figure 3.3 (b).  The largest value of Q2 is about -22.9 dB and the smallest value is about
-53.6 dB.
Quite often we are interested in normalized values of Q2 because a normalized value
eliminates the dependence on a number of parameters and at the same time preserves the
dependence of the parameter of interest such as building height and the frequency of
operation.  In addition to the parameters of the previous setup it is assumed that the
average building height is zb = 12.5 m.  Therefore, utilizing the parameters of the
previous setup we have normalized the values of Q2 with respect to the antenna height of
3 m (see Figure 3.4 (a)) and also with respect to the 900 MHz operating frequency (see
Figure 3.4 (b)).  In general we observe that the losses Q2 decrease with the increase of the
antenna height or with decrease of the operating frequency.
Bertoni’s simple diffraction model is validated with experimental results [18], which
asserts that the diffraction model is the mechanism for explaining the signal reception at
the street level coming from rooftop waves.
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Figure 3.3 Factor Q2 vs. (a) building height and (b)  f for a macrocellular geolocation system.
  
Figure 3.4 Normalized Q2 vs. (a) antenna height and (b) f for a macrocellular geolocation system.
The field reaching the rooftop before the receiver is reduced by the factor, Q1.  This
factor depends on the row spacing, frequency, and path geometry given by the
dimensionless parameter, gp, which is determined from[18]
(3.1.8) f
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For 0.101.0 << pg  a polynomial fit can be used to approximate the factor, Q1, as
[18], [19]
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Another useful expression for the factor, Q1, is obtained for d = 50 m, 12=- bt zz  m,
and 1 < R < 10 km
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In order to get an intuitive understanding of the parameter, Q1, we consider the
following example.  Suppose that R = 10 km, f = 60°, d = 40 m, zt = 120 m, zb =
{10,11,…,100}, and f = {0.9, 1.17642, 1.2276, 1.57542, 20} GHz.  Based on these
parameters and eq. (3.1.11) we have plotted the values of Q1 (dB) versus zb (m) Figure
3.5 in (a).  We note that Q1 decreases about 4 dB per meter of building height.  In Figure
3.5 (b) we have considered zb = {10,25,50,75,100} m and have computed the values of
Q1 (dB) versus f (GHz).  We note that Q1 increases about 0.2 dB per GHz of operating
frequency.
Combining the three factors together, eqs. (3.1.2), (3.1.4) or (3.1.7), (3.1.11), into eq.
(3.1.3), yields, Q, given by
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Based on eq. (3.1.12), a range index 3.8 is close to what is reported in North American
cities [18], [8].  The path loss, Q, varies proportionally to the wave length power of 2.1;
thus, inverse proportionally to the frequency power of 2.1.
Finally, in order to illustrate the total path loss, Q, we have considered the following
setup.  Suppose that (azimuth angle) f = 60°, (consecutive building distance) d = 40 m,
(transmitter height) zt = 20 m, (building height) zb = 12.5 m, (antenna heights) za = 1 m
and f = {0.9, 1.17642, 1.2276, 1.57542, 20} GHz.  Assuming that R = {1,2,…,20} km we
compute the path loss values Q for every frequency f as indicated in Figure 3.6 (a).  Next,
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assuming that frequency changes from f = {1,2,…,20} GHz we compute the values of Q
for every R = {1, 5, 10, 15, 20} km as shown in Figure 3.6 (b).
According to the data shown in Figure 3.6 (a) path loss Q drops with a rate of 3
dB/km.  According to the data shown in Figure 3.6 (b) path loss Q drops with a rate of
approximately 1.25 dB/GHz.
Next suppose that R = 10 km, zb = {10,11,…,100} m, and using the parameters of the
previous setup we compute the path loss, Q (dB), versus building height (m) for every f =
{0.9, 1.17642, 1.2276, 1.57542, 20} GHz as indicated in Figure 3.7 (a).  Note a 2-dB/m
drop of path loss Q.  Next, assuming that the frequency changes from f = {1,2,…,20}
GHz we compute the path loss Q (dB) versus f (GHz) for zb = {10,25,50,75,100} m as
shown in Figure 3.7 (b).  Not surprisingly we note that on average there is approximately
1.5 dB/GHz drop in path loss Q.
  
Figure 3.5 Factor Q1 vs. (a) building height and (b) f for a macrocellular geolocation system.
  
Figure 3.6 Total path loss Q (dB) vs. (a) R (km) and (b) f (GHz) for a macrocellular geolocation
system.
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Next suppose that R = 10 km, zb = 12.5 m, and using the parameters of the previous
example we compute the path loss, Q (dB), versus antenna height (m) for every f = {0.9,
1.17642, 1.2276, 1.57542, 20} GHz as indicated in Figure 3.8 (a).  Note a 1.5-dB/m
increase of path loss Q.  Next, assuming that the frequency changes from f = {1,2,…,20}
GHz we compute the path loss Q (dB) versus f (GHz) for zb = {10,25,50,75,100} m as
shown in Figure 3.8 (b).  Not surprisingly we note a 1.5-dB/GHz drop in path loss Q.
So far we have discussed the path loss model for the macrocellular geolocation system
based on the ray-tracing model or on the field propagation and to some extent the
geometry of buildings.  Next, we discuss the multipath distribution model, which
considers the statistical properties of the propagation such as path time of arrival
distribution, phase of distribution, path gain, and number of paths.
  
Figure 3.7 Total path loss Q (dB) vs. (a) building height (m) and (b) f (GHz) for a macrocellular
geolocation system.
  
Figure 3.8 Total path loss Q (dB) vs. (a) antenna height (m) and (b) f (GHz) for a macrocellular
geolocation system.
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Let R0 denote the known reference distance which is in the far field of the transmitting
antenna (for example 1 km for the macrocellular systems) then the total path loss factor,
Q, can be written as
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where a1 is a coefficient that depends only on the operating frequency and b1 is a
coefficient that indirectly depends on the distance R0.
Suppose that for some distance R > R0 the total path loss factor, Q, is given by
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The above equation is written in dB as follows
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Let f0 denote the reference operation frequency of system.  The total power loss factor,
Q, (see (3.1.12)) can be expressed as
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Suppose that for some other frequency, f > f0, the total path loss factor, Q, is given by
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Thus, the total power loss factor in dB is given by
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3.1.1.2 Multipath Distribution of a Macrocellular Geolocation System
If x(t) represents the transmitted waveform and y(t) the received waveform then a
multipath channel may be characterized as by its impulse response, C(t,t).  The received
signal, y(t), is an attenuated, time-delayed version of the transmitted signal, x(t).  For a
discrete channel model this implies [14]
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where t and t are the observation time and the application time of the impulse
respectively, K(t), is the number of multipath components, {ak(t)},{tk(t)}} are the
random time-varying amplitude (or gain) and arrival time of the kth path respectively.
Any indoor/outdoor channel is generally modeled as a time varying stochastic process
described by the channel impulse response function [20],[21]
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where {qk(t)} is the random phase of arrival of the kth path and d is the Kronecker delta
function.  Although these parameters completely characterize any channel, the model
given by equation (3.1.21) is very complicated due to the presence of four stochastic
processes K(t), {ak(t)},{tk(t)}, and {qk(t)}.  Therefore, we must seek an approach to
simplify it.  If we assume that during the bit duration time the number of paths K(t) and
the path parameters {ak(t)}, {tk(t)}, and {qk(t)}, fulfill the following
(3.1.22) ( ){ }tº KEK , ( ){ }taEa kk º , ( ){ }tE kk tºt , and ( ){ }tE kk qºq
then the stochastic impulse response (3.1.21) is transformed into a time-invariant impulse
response given by [3], [5]-[24]
(3.1.23) ( ) ( )å
=
qt-d=
K
k
j
kk
ketatC
1
ˆ .
The time-invariant impulse response model is more advantages than the time-varying
one due to its simplicity.  Now we can talk about the distribution of random path
parameters ak, tk, and qk, as opposed to stochastic processes {ak(t)},{tk(t)}, and {qk(t)}.
The total multipath power gain is given by [10], [22], [33]
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The power-weighted average multipath delay, t, for sampled impulse response
estimates is given by [10], [22], [33]
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The power-weighted second central moment (variance), 2s , of multipath component
delays is given by [10], [22], [33]
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The quantity, 2s , is also referred to as the static rms delay spread for the channel.
The above parameters can be estimated directly from the power profile ( )2th  of the
channel impulse response [11].  Defining the power profile moments [22]
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we can obtain the power-weighted average multipath delay as [22]
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Some researchers utilize these parameters to evaluate the propagation characteristics
of a given channel especially of indoor channels.  Therefore we discuss them more
extensively in §3.1.3.2.
Next we discuss the distribution of the path parameters, ak, tk, and qk.  We start first
with the distribution of the path amplitude (or gain), ak, for macrocellular geolocation
systems.  The average path loss is what remains after averaging the path loss over the fast
fading due to multipath [16].  The macrocells were the basis for the first generation
mobile systems with transmitters generally at high points like broadcasting systems with
an area of coverage of several kilometers [16].  The key problem is to understand of the
seemingly noise-like path loss existing over a variety of terrains such as land cover,
mixed land and sea, and sea [16].  It is observed that the slow shadowing fading is
remarkably close to a lognormal distribution, which implies that the average path loss in
dB has a normal distribution [16].  Due to multipath reflections in a macrocell multipath
environment, the fading phenomenon can be characterized as a multiplicative process,
which renders the empirical explanation for the occurrence of this distribution.
Moreover, multiplication of signal amplitudes give rise to a lognormal distribution, in the
same manner that an additive process results in a normal distribution (central limit
theorem) [16], [21].
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It is widely accepted that for a macrocellular geolocation system the path amplitude,
ak, is log-normally distributed with the probability density function (pdf) given by [16],
[21]
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where h is the mean and a is the standard deviation of log ak not of ak.  The mean and
variance of ak are given by [25], [43]
(3.1.31) ( )2exp 2a+h=m  and ( )( )1exp2exp 222 -aa+h=s .
Given m and s2 one can compute the parameters h and a2 in the manner shown below
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The lognormal pdf and lognormal cumulative distribution function (cdf) for m = {0.3,0.6}
and s = {0.0157,0.0626} are illustrated in Figure 3.9.  Hence, with a probability of 68 %,
95 % and 99 % the path gain values are centered around (m - s, m + s), (m - 2s, m + 2s),
and (m - 3s, m + 3s) respectively [25].
Figure 3.9 The lognormal pdf and cdf of the path gain, ak, for m = {0.3,0.6} and s  = {1.57, 6.26}
*1e-2.
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Before we look at the interarrival time, tk, we should note that only the NLOS paths
are randomly distributed as opposed to the LOS path, which is a deterministic function.
Therefore, it makes sense to look at the {tk - t1} for k = {2,…,¥}.  Typically, the
distribution of the sequence {tk - t1} for k = {2,…,¥} follows a Poisson model with pdf
given by [16], [25], [43]
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where ( )ò l=m T dttˆ  is the Poisson parameter (l(t) is the mean arrival rate at time t).  If,
on the other hand, the process is stationary (for l(t) = constant) then E{K} = V{K} = l
[21]-[25], [43].
Let xk = tk - tk-1 denote the interarrival time.  For a standard, stationary Poisson process
the interarrival times are independent, identically distributed with an exponential
distribution given by
(3.1.34) ( ) 0,X >l= l- kxk xexf k .
Figure 3.10 illustrates the exponential pdf and cdf of the interarrival times for l =
{0.5,1}.  As we know that parameter l determines the mean and the variance for this type
of distribution.
There are no empirical data to date that provide an understanding of the distribution of
the path phases, qk, due to difficulties associated with measuring the phase of individual
multipath components [21].  Since the phase of every multipath component changes by
2p  every time the path length changes by a wavelength (19 cm for the L1 = 1575.42 MHz
GPS frequency) it is reasonable to assume that the individual path phases, qk, are
uniformly distributed over [0,2p).  Figure 3.11 illustrates the uniform pdf and cdf of the
path phases.  The mean of the path phases is equal to p  and the variance is equal to p2/3.
Here we conclude the discussion on the macrocellular channel model and start the
discussion on the microcellular channel model.
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3.1.2 The Physics of Propagation for Microcellular Geolocation
Systems
A microcellular geolocation system consists of a network of microcells.  The
transmitter antenna in a microcell has a coverage radius going from 100 m up to 1 km
[15]-[18].  Similar to the macrocellular geolocation systems, physics of propagation for
microcellular geolocation systems can be classified into two groups: (1) path loss (see
§3.1.2.1) and (2) multipath distribution (see §3.1.2.2).
Figure 3.10 The exponential pdf and cdf of interarrival times, xk, for l = {0.5,1}.
Figure 3.11 The uniform pdf and cdf of path phases, qk.
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3.1.2.1 Path Loss
The path loss model for the microcell geolocation systems is different from the path
loss model of the macrocell geolocation systems.  The discussion presented here is
verified with experimental results, which confirms the accuracy of the prediction models.
Consider a simple two-ray model as illustrated in Figure 3.12.  The receiver receives
two rays: the line-of-sight (LOS) component and the non-line-of-sight component
(NLOS).  For isotropic antennae the line of sight path loss factor is given by [18]
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where r1 and r2 and the direct and ground reflected ray paths and G if the ground
reflection coefficient defined as [18]
(3.1.36) 
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where a = 1 for horizontal polarization and e=1a  for vertical polarization.  For typical
ground surfaces e is equal to fj9015 -=e , where f is the frequency of operation in
MHz [18].
In order to assess the line of sight path loss, QLOS (dB), as a function of the frequency
and distance between the transmitting antenna and receiving antenna, R, we consider two
examples.  For these examples, the height of the transmitting/receiving antenna is 20/1.5
m.
Figure 3.12 Two ray model showing the Fresnel ellipse about the direct ray—taken and modified
from [18].
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Figure 3.13 (a) and (b) illustrate the line of sight path loss, QLOS (dB), versus the
distance between the transmitter and the receiver, R, for every f = {0.9, 1.17642, 1.2276,
1.57542, 10} GHz, for horizontal polarization (a) and vertical polarization (b).  The
distance R changes from 10 m to 1000 m.  The line of sight path loss at 900 MHz for R =
10 m is about -47/-51 dB and for R = 1000 m is about -92/-89 dB for horizontal/vertical
polarization.  The path loss corresponding to L5 is almost the same as the path loss
corresponding to L2 and somewhat different from the one corresponding to the L1
frequency.  The LOS path loss at 10 GHz for R = 10 m is about -80/-69 dB and for R =
1000 m is about -120/-108 dB for horizontal/vertical polarization.  The line of sight path
loss numbers for R between 10 and 100 m are comparable with the numbers provided in
Fig. 20 of [18].  The line of sight path loss at 900 MHz is about 20/15 dB higher than the
path loss at 10 GHz for horizontal/vertical polarization.  The line of sight path loss drops
somewhat faster for horizontal polarization than for vertical polarization.  Henceforth,
vertical polarization would be a better choice than horizontal polarization.
Figure 3.14 (a) and (b) illustrate the line of sight path loss, QLOS (dB), versus the
frequency, f, for every R = {10, 250, 500, 750, 1000} m, for horizontal polarization (a)
and vertical polarization (b).  The frequency f changes from 1 to 10 GHz.  The line of
sight path loss for R = 10 m and f = 1 GHz is about -55 dB and for f = 10 GHz is about
-75 dB for either horizontal or vertical polarization.  The line of sight path loss for R =
250 m and f = 1 GHz is about -80/-78 dB and for f = 10 GHz is about -108/-96 dB for
horizontal/vertical polarization.  The line of sight path loss for R = 500 m and f = 1 GHz
is about -83/-90 dB and for f = 10 GHz is about -113/-102 dB for horizontal/vertical
polarization.  The line of sight path loss for R = 750 m and f = 1 GHz is about -88/90 dB
and for f = 10 GHz is about -107/-111 dB for horizontal/vertical polarization.  The line
of sight path loss for R = 1000 m and f = 1 GHz is about -92/-90 dB and for f = 10 GHz
is about -120/-108 dB for horizontal/vertical polarization.  The line of sight path loss at
10 m is about 40 dB higher than the path loss at 1000 m for either horizontal or vertical
polarization.  The minimums and maximums of the line of sight path loss depend on the
distance as well as the frequency. The line of sight path loss drops somewhat faster for
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horizontal polarization than for vertical polarization.  Henceforth, vertical polarization
would be a better choice than horizontal polarization.
Based on the data that is shown in Figure 3.13, we find the logarithmic power slope of
the QLOS
(3.1.37) ( ) 5010010 -=+== nQQ RRLOS  dB and ( ) 70200100 -=+== nQQ RRLOS  dB
Solving the above system produces, 
0R
Q  = -30 dB and n = -2; hence, the logarithmic
power slope for the QLOS curves shown in Figure 3.13 is -2.  Similarly, we can find that
the logarithmic power slope for the curves shown in Figure 3.14 is m = -2.
It is suggested that the Fresnel radius, Rb, is an important parameter that determines
the degree of the logarithmic power slope defined as [18], [26]
(3.1.38) 
l
= rtb
zz
R
4
.
  
Figure 3.13 The LOS path loss, QLOS, vs. the distance between TX and RX, R .
  
Figure 3.14 The LOS path loss, QLOS, vs. the frequency, f (GHz).
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The Fresnel distances for the first experiment are Rb = {360, 470, 491, 630, 4000} m
which correspond to the frequencies f = {0.9, 1.17642, 1.2276, 1.57542, 10} GHz.  As
shown in Figure 3.13 (a) and (b) the logarithmic power slope is near 2 for br Rx <  or
equal to br Rx > .
For a given transmitting/receiving antenna height of 13.4/1.6 m, measuring the
normalized signal strength (dB) at 800-MHz frequency for a transmitter receiver distance
varying from 1 to 1000 m on a logarithmic scale produces a regression line slope less
than 2 for br Rx <  and near 4 for br Rx >  [18], [27].   Nevertheless, the effect of traffic on
all the ground-reflected rays is not fully understood.  Measurements made in Manhattan
and two experiments shown in Figure 3.13 and Figure 3.14 show a logarithmic power
slope is near 2 at distances beyond, Rb [28].  Therefore this is currently a controversial
issues to be resolved in the future.
The propagation over buildings for low antennae is treated next.  The reduction QM in
the rooftop field at the Mth row past the base station due to propagation past the previous
rows depends on the signal frequency and path geometry.  The last two parameters
conspire the dimensionless parameter, gc, given by [18], [29]
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The reduction QM [19], [29] can be computed from the Boersma functions In,q [30]
given by
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where the recursion relation for the Boersma function is [19], [29], and [30]
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If 0=cg  then ( ) MgQ cM 10 == , which is equivalent to ( )[ ] MgQ cM log0log -== ; the
log of QM decreases linearly with the log of M.  If BTX zz <  then the logQM (i.e., the slope
of the curve of log QM) decreases initially more rapidly than logM but it quickly
approaches the logM variation.  Conversely, if BTX zz >  then the logQM decreases initially
less than logM but it quickly approaches the logM variation [18], [19].  Quantitatively,
the slope of the curves is given by
(3.1.44) 
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The range index, n, is computed in terms of the slope, s, as follows:
(3.1.45) ( )sn += 12 .
For low antennae the index, n, is greater than 4 and for high antennae the index, n, is
close to 3.8 as predicted [18].
The approach presented here has a limitation because it does not account for crossing
streets, which can form a significant fraction of all paths over a small area (see Figure
3.15).  Also, the present approach does not account for high (or very tall) buildings (see
Figure 3.16).  For very tall buildings, the propagation is not carried out over the buildings
but through the streets and around the corners [18].
Figure 3.15 depicts the approximate footprints of the houses in a typical downtown
district and the propagation paths from a mid-block base station to several nearby
subscriber locations.  Paths 1-7 involve diffraction past rows of buildings parallel to the
street on which the base station is located, and 1, 3, 4, 5, and 7 also involve diffraction at
rows on perpendicular streets.  Finally, line of sight propagation occurs on path 8, which
is evaluated using the two-ray model for vertical polarization [18].
Replacing the buildings by absorbing screens located at the center of the building and
oriented perpendicular to the propagation path is employed to evaluate the diffraction at
the rooftops.  Assuming a building height of 8 m, the -110 dB path loss contours are
plotted in [18] for three base station heights 4, 8, and 14 m.  It is observed that antenna
height strongly affects the coverage area.  Similar calculations for a base station located
in a backyard rather than a street show that elimination of LOS path results in a more
elliptical coverage area [18], [31], and [32].
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Figure 3.15 Footprints of four rectangular multiple story buildings—modified from [18].
Figure 3.16 Two turn routes from the transmitter to the receiver—modified from [18].
It is found that the signal power level decreases by about 20 dB when the signal
propagation path turns a corner.  Thus the signal received by receivers on streets that
cross the 2nd street on which the transmitter is located, such as RX1 is essentially due to
signals that make a single turn off the 2nd street, as indicated by route 1.  More turns are
required to reach locations on streets parallel to the 2nd street, such as RX2, RX3, and
RX4 which are all located in 3rd street [18].
Each one turn route is composed of an infinite number of two-dimensional (2D) ray
paths that make m reflections at the buildings on the 2nd street followed by n reflections at
the buildings on the 3rd avenue (RmDRn rays).  Rays that are multiply diffracted at the
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corners of one intersection are ignored since they are significantly weaker.  Note that
each 2D ray is composed of two rays, one of which is reflected from the ground and
appears to come from the image of the transmitter in the ground plane [18].
On one hand, the path loss associated with a RmRn ray for vertically polarized
antennae is given by [18]
(3.1.46) ( ) ( ) LOS
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where ( )ifG , { }2,1Î"i , are the reflection coefficient at the building faces from the 2nd
street and 3rd avenue.  The factor QLOS is computed from eq. (3.1.35) and r1 and r2 are the
total unfolded path lengths of the two three-dimensional (3D) rays.  On the other hand,
the path loss associated with a RmDRn ray is computed from [18]
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where r1 and r2 are the unfolded 2D ray lengths between the diffracting edge and the
transmitter or receiver respectively.  For an absorbing boundary condition, the diffraction
coefficient, D(y), is given by (3.1.5).  Also, the diffraction angel y is negative in the
illuminated region and positive in the shadow region.
This model given by equations (3.1.46) and (3.1.47) can be transformed in the form of
(3.1.48) ( ) ( ) ( ) nmDn RRfRQ
1
22 ba=
where a2(f) and b2(R) are different from a1(f) and b1(R) corresponding to the
macrocellular systems.  This is going to yield the following
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where R0 is the reference distance equal to 1 km.
Similarly, this model given by equations (3.1.46) and (3.1.47) can be transformed in
the form of
(3.1.50) ( ) ( ) ( )
mmDn f
fRRQ
1
22 ed=
where d2(R) and e2(f) are different from d1(R) and e1(f) corresponding to the
macrocellular systems.  This is going to yield the following
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Note the n and m for microcellular geolocation systems can be different from n and m
corresponding to macrocellular geolocation systems.  For example, based on the
measurements performed in five German cities [16] the slope n varies from -2 to - 5.
3.1.2.2 Multipath Distribution for Microcellular Geolocation Systems
The channel model for microcellular geolocation systems is essentially the same as the
channel model for macrocellular geolocation systems given by equation (3.1.23).  The
difference here is the multipath distribution of the path gain, ak, of the path interarrival
time, tk, of the path phases, qk, and of the number of paths, K.
For most microcellular geolocation systems the distribution of the path gain, ak, is
Rician due to the presence of a strong LOS component or a path that goes through much
less attenuation compare to other arriving paths [21].  In this case the received signal
vector is modeled as the sum of two vectors: a deterministic vector in amplitude and
phase and a scattered Rayleigh vector with random amplitude and phase.  If the fixed
component is denoted by vejf (v and f are not random) and the random component is
denoted by uejj (u and j are random) then the received signal vector aejq is the phasor
sum of the above two signals.  The joint pdf of a (or ak) and q (or qk) is given by [2], [21]
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Furthermore, since the length and the phase of the fixed path usually changes, f, itself
is a random variable uniformly distributed in the semi-interval [0, 2p).  Randomizing f
causes ak and qk to become independent with qk having a uniform distribution and ak have
the Rician distribution given by [21]
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where I0 is the zeroth-order of the modified Bessel function of the first kind, v is the
magnitude (envelope) of the strong component and a2 is proportional to the power of the
scattered Rayleigh component [21].
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When v goes to zero (or if 22 kav << ), the strong path is eliminated and the amplitude
becomes Rayleigh as expected, which explains why the Rician distribution contains
Rayleigh distribution as a special case.  If, on the other hand, 22 kav >> , power in the
direct path is considerably higher than the combined random paths; hence, ak and qk are
both approximately Gaussian, r having a mean equal to vk and qk having a mean equal to
zero [21].
Several measurements conducted in the factory environments have indicated that
Rician distribution is a good fit for signal amplitudes of microcellular systems [13], [16],
[20].  The rms delay spread is between 10 - 100 ns.
The Rician pdf and cdf for v = {0.6,0.6} and a = {0.0521,0.1041} are pictured in
Figure 3.17.
The mean and the variance of the Rician distribution are computed numerically and
for our example the values are m = {0.3,0.6} and s = {1.57, 6.26} *1e-2.  The Rician
distribution is compared and contrasted to the lognormal and Rayleigh distribution in
§3.1.3.2.  Here we conclude our discussion on microcell propagation and distribution
models and start our discussion on picocell propagation and distribution models.
Figure 3.17 The Rician pdf and cdf of path gain, ak, for v  = {0.3,0.6} and a = {0.0521,0.1041}.
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3.1.3 The Physics of Propagation for Indoor Geolocation
Systems
An indoor geolocation system may be pictured as having one or several picocells.  The
transmitter antenna in a picocell has a coverage radius from 1 m up to 150 m [15]-[18].
As we are now already familiar with, the physics of propagation for indoor geolocation
systems can be classified into two groups: (1) path loss model (see §3.1.3.1) and (2)
multipath distribution model (see §3.1.3.2).
3.1.3.1 Path Loss Model for Indoor Geolocation Systems
The indoor propagation includes scattering inside rooms, refraction between rooms,
penetration between floors, refraction from inside to outside, and refraction from outside
to inside.  It is suggested that either 2-D or 3-D ray tracing models can be applied to yield
accurate indoor propagation predictions [18].  Due to the complexity associated with the
analysis for the indoor channel model, we consider only the indoor propagation model
due to scattering inside rooms and the most important one.  Refraction between rooms,
penetration between floors, refraction from inside to outside and from outside to inside
have to some extent a similar behavior.  Depending on the wall or floor material,
thickens, and surface, a propagation loss of 10-15 dB is reported for these types of
indoor propagation.  The alternative to ray-tracing models is to create a model based on
indoor experiments [17], [34], and [38]or on statistical models, which is discussed in
§3.1.3.2.
The propagation inside rooms includes the influence of room furniture and ceiling
fixtures.  Due to the typical construction of modern buildings, the ray incident on the
ceiling and on the floor will be scattered rather than reflected inside rooms [18], which is
illustrated in Figure 3.18.  As indicated in Figure 3.18, when the transmitter and receiver
are placed in clear space it is suggested that the propagation can be explained through
Fresnel ellipse mechanism [18].  For small distances between the transmitter and receiver
the ellipse lies entirely within the clear space, and the presence of scattering will not
affect the fields associated with the direct ray; therefore, the path loss will have the 1/R2
free-space dependence [18].  As we increase the separation between transmitter and
receiver the ellipse becomes larger, and the scattering is contained within the ellipse (see
Figure 3.18), which produces a path loss greater than that of the free-space [18].
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Figure 3.18 The Fresnel zone for propagation between the TX and RX in clear space between
building furnishings and ceiling fixtures—taken and modified from [18].
The ellipse first encounters the scattering at a distance h2/l.  The path loss in excess to
the free space is computed at 900 and 1800 MHz for h = 1.5 m and is plotted in Fig. 36 of
[18] as a function of the transmitter receiver reparation R.  The path loss is small for
small distances up to 40 m and then increases dramatically.  The theoretical approach
finds good agreement with the measurements made in an office building having very
large open areas furnished with 1.57-m high cubicles but with no floor to ceiling walls
[18].
Ray procedures have been used to account for reflection and transmission at interior
and exterior walls, treating the interaction as a specular process.  Use of the specular
approach involves two approximations, the first being that the linear extent of the wall is
large enough to act as a planar reflector, and that it is electrically smooth so that the
scattering does not dominate.  For ray paths whose unfolded length is up to 100 m, the
maximum width of the Fresnel ellipse in the horizontal plane is less than 4.1 m at 900
MHz and 2.9 m at 1.8 GHz.  Since the length of walls is commonly 4 m or more, they
span most of the Fresnel zone, or several zones, so that they can reasonably be considered
large [18].
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Figure 3.19 shows the ray model dealing with wall reflections [18].  Five rays
emanated from the transmitter reach the receiver after the transmission through and
reflection from the walls.  The total path length L is the sum of the path length of specular
components.  For example, the path loss of the signal associated with the r1 and r2
specular components, whose path length equal to (r1 + r2), is proportional with the factor
( )2211 rr + is addition to the excess path loss of Fig. 36 of [18].  Nevertheless, scattering,
associated with segments s1 and s2, exhibits a multiplicative factor of ( )2211 ss  [18].
Scattering influences the signal in the vicinity of the walls and its amplitude decreases
more rapidly with distance than the amplitude of the reflected rays; therefore, it is
neglected [18].
Ray shooting approach or image theory are usually suggested to determinate all
possible 2D ray paths.  In the first approach rays start off from the transmitter at one
degree angular interval.  Each ray is traced through its interaction with the first wall,
where it generates a transmitted and reflected ray [18].  Both rays are then traced to the
next interaction, and so on, building a binary tree of rays, which continues through some
present number of interactions [18].
Figure 3.19 The two dimensional ray-tracing accounting for specular reflection and transmission at
walls—taken and modified from [18].
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It is known that discrete rays have zero probability of intercepting a given point; thus,
a circle of finite radius proportional to the ray length is used to represent the receiver
[18].  In the second approach the exact ray path between points is determined by imaging
the source in the plane of each wall, one at a time, and checking that the plane between
the image and the receiver intersects the wall in the physically existing segments.  The
same process is repeated for double/triple imaging of all combinations of the two/three
walls etc [18].  It is reported that triple imaging is adequate for most cases [18].
Assuming isotropic antennae and having found the contributing rays, the path loss
associated with the ith ray is computed from
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where Li is the total unfolded path length of the ray and Q0 is the free-space factor given
by (3.1.2).  The coefficient E(Li) includes the excess path loss and the coefficients Gn(fni)
and Gm(fmi) are the reflection and refraction coefficients at the walls that the ray
encounters [18].
The path loss associated with segments, L0, L1, ×××, LM separated by diffraction at edges
through angles, b0, b1, ×××, bM provided that each edge lies outside the shadow boundary
of the previous edge is determined from
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jLL , Q0 is the free-space factor given by
(3.1.2) for a distance L, and ( )jD b  is the diffraction coefficient given by (3.1.5).
This model given by equation (3.1.55) can be transformed in the form of
(3.1.56) ( ) ( ) ( ) nRRfRQ
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where a3(f) and b3(R) are different from a1(f) and b1(R) corresponding to the
macrocellular systems.  This is going to yield the following
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where R0 is the reference distance equal to 1 m.
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Similarly, the indoor propagation model given by equation (3.1.55) can be
transformed in the form of
(3.1.58) ( ) ( ) ( )
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where d3(R) and e3(f) are different from d1(R) and e1(f) corresponding to the
macrocellular systems.  This is going to yield the following
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Note the n and m for microcellular geolocation systems can be different from n and m
corresponding to macrocellular geolocation systems.  For example based on the
measurements summarized in [16] the slope n varies from -2 to - 4.
3.1.3.2 Multipath Distribution for Indoor Geolocation Systems
The indoor channel is perhaps very intriguing because multipath is ubiquitous due to
high signal scattering, reflection, and refraction.  We have summarized here the most
widely used and accepted indoor channel models: Raleigh and Rician [33]-[42] and out
of them we shall pick the most severe one, which is the Raleigh model.
We assume that every channel has fixed number of paths (also referred to as the
number of resolvable paths), K, and that the properties of every channel are stationary
over the longest symbol period.  The channel bandwidth is assumed larger than the signal
bandwidth prior to spreading.
The pdf of a Rayleigh distributed path gain, ak, is given by [21], [43]
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where a is a positive parameter.  As we shall see the parameter, a, plays an important
role in computing the higher moments of ak which are [43]
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In particular, the mean, m, and the variance, s2, are given by [43]
(3.1.62) 2pa=m , ( ) 22 22 ap-=s .
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There is a close relation between the mean, m, and the variance, s2, for Rayleigh
distributed random variables
(3.1.63) 
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Figure 3.20 depicts the Rayleigh pdf and cdf for m = {0.3,0.6} and s = {0.015,0.063}.
Figure 3.21 illustrates the pdf and cdf of the lognormal, Rician, and Rayleigh for m = 0.6
and s = 0.063.  As indicated in the figure the Rayleigh distribution is wider than Rician
and Rician is wider than lognormal.  This implies that the Rayleigh fading channel is the
most severe and Rician fading is more severe than lognormal and lognormal is the least
severe channel.
Figure 3.20 The cdf and pdf of a Rayleigh fading channel.
Figure 3.21 The cdf and pdf of a Lognormal, Rician, and Rayleigh fading channel for ma = 0.6 and
sa = 0.0626.
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The distribution of the path interarrival time is exponential (see Figure 3.10) and the
path phases are uniform in [0,2p) (see Figure 3.11) as indicated in §3.1.1.2.
We recall that two other important parameters of the indoor channel are the mean
excess delay spread, t , (see equation (3.1.25)) and rms delay spread, s  (see equation
(3.1.26)).  The rms delay spread, s , is a very important parameter because it determines
the number of resolvable paths, K, based on the findings of Kavehrad et al. [37] and upon
the confirmation of Prasad et al. [33]
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where Tc is the chipping period and Rc is the chipping rate.
To illustrate the impact of the chipping rate and rms delay spread we consider the
following example.  Suppose that the chipping rate is 1.023 MBPS and we vary the rms
delay spread from 0.1 to 10 ms and note that K changes from 1 to 11.  This is presented
on the top of Figure 3.22.  If we keep the rms delay spread equal to 50 ns and vary the
chipping rate from 1 to 100 MBPS then the number of resolvable paths changes from 1 to
6.  This indicates that for most indoor geolocation applications the number of paths will
not exceed 10.
Figure 3.22 The number of resolvable paths as a function of the chipping rate, Rc, and rms delaly
spread, s .
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3.2 Unified Channel Model
Although a unified channel model has not yet been found, in this section we make a
first attempt to present a unified channel model which consists of a unified path loss
model (see §3.2.1) and a unified multipath distribution model (see §3.2.2).
3.2.1 Unified Path Loss Model
The unified path loss model consists of an approach for linking together the path loss
models of the three geolocation systems (macrocellular, microcellular, and indoor) with
the distance between the transmitter and receiver, R, and the frequency of operation, f.
Although there are several parameters that affect the power loss factor, we consider R and
f as the most important parameters for two reasons.  Most of the geolocation systems
presented in chapter 1 and 2 are based on a direct measure of the time of travel; i.e.,
distance between the transmitter and receiver.  The frequency of these systems varies;
hence, the path loss factor varies as well.
Equations (3.1.16), (3.1.49), and (3.1.57) can be generalized as
(3.2.1) ( ) ( ) ( )( )010
0
100 log10log10 R
R
R
R
nRQRQ
i
i
dBdB b
b
++=
where R0 is the reference distance equal to 10 km (for macrocellular systems), 1 km (for
microcellular systems), and 1 m (for indoor systems).  Also, b i is equal to b1 (for
macrocellular systems), b2 (for microcellular systems), and b3 (for indoor geolocation
systems).
The term ( ) ( )[ ]010log10 RR ii bb  is very complicated and not very easy to be assessed.
Nevertheless, it is proposed that a zero mean Gaussian noise fit reasonably well [16]
(3.2.2) 
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where cs denotes a zero mean Gaussian random variable that reflects the variations in
average received power that naturally occurs as well as indirect dependence of the
distance.  The standard deviation s plays an important role on the accuracy of the
propagation loss model [16].
The equation (3.2.1) is generalized as [16]
CHAPTER 3. CHANNEL MODELS 175
(3.2.3) ( ) ( ) sc+÷
ø
ö
ç
è
æ+=
R
R
nRQRQ dBdB
0
100 log10
where n denotes the power law relationship between distance and received power.
In order to illustrate the unified path loss model given by equation (3.2.3) we consider
three examples.
In the first example we consider a macrocellular geolocation system with the
following parameters Q(R0)dB = -140 dB, R0 = 1 km, and s = 0.5.  Figure 3.23 depicts the
unified path loss, Q, versus the relative distance between the transmitter and the receiver,
R, going from 1 km to 20 km and for n = {2,3,…,6}.
In the second example we consider a microcellular geolocation system with the
following parameters Q(R0)dB = -70 dB, R0 = 100 m, and s = 2.5.  Figure 3.24 depicts the
unified path loss, Q, versus relative the distance between the transmitter and the receiver,
R, going from 100 m to 1 km and for n = {2,3,…,6}.
In the third example we consider an indoor geolocation system with the following
parameters Q(R0)dB = 0 dB, R0 = 1 m, and s = 1.  Figure 3.25 depicts the unified path
loss, Q, versus relative the distance between the transmitter and the receiver, R, going
from 1 m to 100 m and for n = {2,3,…,6}.
Figure 3.23 Unified path loss model for a macrocellular geolocation system, s = 0.5.
CHAPTER 3. CHANNEL MODELS 176
Figure 3.24 Unified path loss model for a microcellular geolocation system, s  = 2.
Figure 3.25 Unified path loss model for an indoor geolocation system, s = 1.
The reader is reminded that equation (3.2.3) shows the dependency between the power
loss factor (in dB) and the distance between the transmitting antenna and the receiving
antenna.  Another important parameter that affects the power loss factor is the frequency
of operation.  Unfortunately, the dependency of the power loss factor on the frequency of
operation is overlooked in the literature.
Equations (3.1.19), (3.1.51), and (3.1.59) can be generalized as
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where f0 is the reference frequency, e i is equal to e1 (for macrocellular systems), e2 (for
microcellular systems), and e3 (for indoor geolocation systems).
The term ( ) ( )[ ]010log10 ff ii ee  is very complicated and not very easy to be assessed.
Nevertheless, we model this term as a zero mean Gaussian process; hence, we have
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where gs denotes a zero mean Gaussian random variable that reflects the variations in
average received power that naturally occur and indirect dependence of the frequency.
Similarly, we anticipate that the standard deviation s will greatly influence the accuracy
of the prediction of the path loss propagation model.
We can generalize equation (3.2.4) as follows
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where m denotes the power law relationship between the frequency and the power loss
factor.
In order to illustrate the unified path loss model given by equation (3.2.6) we consider
three examples.
In the first example we consider a macrocellular geolocation system with the
following parameters Q(f0)dB = -140 dB, f0 = 1 GHz, and s = 0.5.  Figure 3.26 depicts the
unified path loss, Q, versus the frequency, f, going from 1 GHz to 10 GHz and for m =
{2,2.1,…,2.4}.
In the second example we consider a microcellular geolocation system with the
following parameters Q(f0)dB = -70 dB, f0 = 1 GHz, and s = 2.5.  Figure 3.27 depicts the
unified path loss, Q, versus the frequency, f, going from 1 GHz to 10 GHz and for m =
{2,2.1,…,2.4}.
In the third example we consider an indoor geolocation system with the following
parameters Q(f0)dB = 0 dB, f0 = 1 GHz, and s = 1.  Figure 3.28 depicts the unified path
loss, Q, versus the frequency, f, going from 1 GHz to 10 GHz and for m = {2,2.1,…,2.4}.
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Figure 3.26 Unified path loss model for a macrocellular geolocation system, s = 0.5.
Figure 3.27 Unified path loss model for a microcellular geolocation system, s  = 2.
Figure 3.28 Unified path loss model for an indoor geolocation system, s = 1.
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Sometimes we desire to have the path loss model be a function of both f and R.  In this
case, equations (3.2.3) and (3.2.6) are combined in one equation given by
(3.2.7) ( )( ) ( )
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f
m
tR
R
nfRQftRQ dBdB
where ( )dBfRQ 00 ,  is the path loss corresponding to the frequency f0 and distance R0 and
N(0,s) is a normal random variable.  Clearly, if R = R0 then equation (3.2.7) is the same
as equation (3.2.3) as long as N(0,s) is the same as cs.  On the other hand if f = f0 then
equation (3.2.7) is the same as equation (3.2.6) as long as N(0,s) is the same as gs.  So
then in general N(0,s) can be model as a sum of cs and gs.  And since cs and gs are zero
mean random variables then N(0,s) is also zero mean and with variance the sum of the
variance of cs and gs.
Let p(t) be defined as the ratio of the received power over the transmitted power as
(3.2.8) ( ) ( )( ) ( )tQGGtP
tP
tp rt
t
r ==
and in dB the above equation can be written as
(3.2.9) ( ) ( )dBrtdB tQGGtp dBdB ++=
where ( )dBtQ  is given by equation (3.2.7).  The parameter p(t) is different from the total
path loss factor only by the transmitting and receiving antenna gain.  The benefit of using
p(t) is seen in Chapters 5 through 7.
3.2.2 Unified Multipath Distribution Model
While unifying the path loss model was to some extent initiated in the literature,
unifying the multipath distribution model is currently a silent quest in the literature.  It
appears that the tendency is to come up with newer and more sophisticated models that
would explain the characteristics of the old models.  The approach that we present here to
unify the multipath distribution models is rather simple.
Let fi(ak) denote the multipath distribution model, which for the macrocellular systems
(i = 1) is given by equations (3.1.30), for the microcellular systems (i = 2) is given by
(3.1.52), and for the indoor geolocation systems (i = 3) is given by (3.1.60).  Let f(ak)
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denote the unified multipath distribution model.  If m1 and m2 are two real numbers
between [0,1] then
(3.2.10) ( ) ( ) ( ) ( ) ( )[ ] ( )kkkk afmafmafmmaf 3221112 11 ++--= .
Clearly, f(ak), is a valid pdf function because it is greater than zero and because
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By selecting numbers m1 and m2 we can fit a wide number of distribution functions
which come close to lognormal, Rician, and Rayleigh.
To aid our analysis we make the following definitions.  Let r and ni be defined as
follows
(3.2.12) r º ak, ( )( )121 11 mmn --= , ( ) 122 1 mmn -= , and 23 mn =
subject to the conditions
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=i
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Now equation (3.2.10) can be written as
(3.2.15) ( ) ( )å
=
=
3
1i
ii rfnrf , ¥<<¥- r .
We will also assume that individual distribution functions are linearly independent;
i.e., for any coefficients {a1, a2, a3} and for ¥<<¥- r  the following holds
(3.2.16) ( ) ( ) ( )rfarfarf 33221 +¹ , ( ) ( ) ( )rfarfarf 33112 +¹ , ( ) ( ) ( )rfarfarf 22113 +¹ .
It is interesting to note that the following theorems provides the relation between the
mean and variance of r based on the composite distribution, f(r), and the mean and the
variance of r based on the individual distributions, fi(r), { }3,2,1Î"i , and condition for
finding the solutions for the parameters ni.
Before introducing our theorems let provide some useful definitions.  Let m and mi
depict the following
(3.2.17) ( )ò
¥
¥-
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¥-
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and let u and ui denote
(3.2.18) ( ) 22 m-=u ò
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Theorem 1: The mean of r based on the composite distribution, f(r), is the superposition
of the mean r based on the individual distribution functions, fi(r), { }3,2,1Î"i ;i.e.,
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iin .
Proof.  Equation (3.2.19) is proved based on equations (3.2.17) and (3.2.15)
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Theorem 2 : If the mean of r based on the composite distribution, f(r), is the same as the
mean of r based on the individual distribution functions, fi(r), { }3,2,1Î"i ;i.e.,
(3.2.21) imºm  { }3,2,1Î"i
then variance of r based on the composite distribution, f(r), is the superposition of the
variance of r based on the individual distribution functions, fi(r), { }3,2,1Î"i ;i.e.,
(3.2.22) å
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Proof.  Similarly, based on equations (3.2.18), (3.2.15), and (3.2.22) we obtain
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Theorem 3: If the mean and variance of r based on the composite distribution, f(r), is
the same as the mean and variance of r based on the individual distribution functions,
fi(r), { }3,2,1Î"i , then it is possible to obtain a solution n = [n1, n2, n3]t
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Proof.  Given the composite distribution, f(r), and the mean and variance of r based on
f(r), given also that imºm , iuºu , and knowing each individual distributions fi(r),
{ }3,2,1Î"i , for ¥<<<<¥- 321 rrr  we can obtain
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Since ( ) { }3,2,1, ,0 Î"> jirf ji  and since each individual distribution is linearly
independent of the other two individual distributions then
(3.2.26) 
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
0
333231
232221
131211
¹
rfrfrf
rfrfrf
rfrfrf
where equation (3.2.24) results.
Although the above theorem is very important it does not guarantee that we will always
succeed in finding the desired solution.  To accomplish this goal we have provided the
following, important corollaries.
Corollary 1: If the solution n is subject to the conditions of equations (3.2.13) and (3.2.14)
then we have found the desired solution because the solution is unique ; i.e., the solution
n falls within the desired subspace.  In the case we can obtain the composite pdf as the
superposition of the three-desired pdf functions.
Corollary 2: If the solution n is not subject to the conditions of equations (3.2.13) and
(3.2.14) then that is not the desired solution; i.e., the composite pdf cannot be obtained
as the superposition of the three-desired pdf functions.  In this case we could increase our
subspace of the desired pdf functions to include more than three functions.
Let us illustrate the result of our analysis with an example.  Consider the example
presented in Figure 3.21.  Using the parameters of Figure 3.21 and the vector n = {0.25,
0.35, 0.4} we form the composite pfd which is shown in Figure 3.29 the curve with a
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triangular marker.  Using the values of the composite pdf function and the values of the
individual pdf functions we obtained the values of the vector n = {0.25, 0.35, 0.4}.  So
for this case Theorem 3 and Corollary 1 are satisfied.
An example that satisfies both Theorem 3 and Corollary 2 is given next (see Figure
3.30).  For this example we consider a uniform function with mean and variance equal to
0.6 and 0.0039 respectively.  The values for n = {0.4137, 0.5023, 4.3884} or {-0.2136,
1.7936, -0.0015}.
Figure 3.29 The composite cdf and pdf which contains a Lognormal, Rician, and Rayleigh fading
channel for ma = 0.6 and sa = 0.0626 and n = {0.25, 0.35, 0.4}.
Figure 3.30 The uniform cdf and pdf which is not a superposition of a Lognormal, Rician, and
Rayleigh fading channel for ma = 0.6 and sa = 0.0626.
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Since the theorem 3 is the existence theorem because corollary 1 gave the desired
solution and corollary 2 the undesired solution then we provide the following theorem
which lays out the conditions for the unique solution of n.
Theorem 4: Given the conditions of the theorem 3 then for a set of numbers
¥<<<<¥- 321 rrr  there exists a vector n = [n1, n2, n3]
t such that equation (3.2.24) is
satisfied.  Also for a different set of numbers ¥<¢<¢<¢<¥- 321 rrr  such that ( ) ( )11 rfrf ¹¢
or ( ) ( )22 rfrf ¹¢  or ( ) ( )33 rfrf ¹¢  there exists another vector n' = [n'1, n'2, n'3]t such that
equation (3.2.24) is satisfied.  The solution is unique if and only if n º n'.  Moreover the
unique solution satisfies corollary 1 of theorem 3; i.e., equations (3.2.13) and (3.2.14).
Proof.  In order to prove theorem 4 we have to prove both the necessary and the
sufficient conditions.  The proof the necessary condition is rather simple.  We know that
equation (3.2.15) is valid ¥<<¥- r .  Suppose that we can find ¥<¹¹<¥- 321 rrr
such that n = [n1, n2, n3]t is a solution for (3.2.15).  Suppose on the other hand we can find
¥<¢¹¢¹¢<¥- 321 rrr  such that n' = [n'1, n'2, n'3]
t is another solution of (3.2.15).  Since the
solution of equation (3.2.15) is valid ¥<<¥- r  then n º n'.  The proof of the sufficient
condition is rather difficult therefore we have not provided here.
As a summary, we have provided a rather simple way to augment the set of the
probability distribution functions based on the Lognormal, Rician, and Rayleigh
distribution functions and we have derived the mathematical tools when such
augmentation is valid.  This is a way to attack the quest for a unified statistical channel
model, which remains to be validated with real measurement data.
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Chapter 4. WPI Indoor Geolocation Systems
“For I am persuaded, that neither death, nor life, nor angels, nor principalities, nor powers, nor
things present, nor things to come,
Nor height, nor depth, nor any other creature, shall be able to separate us from the love of God,
which is in Christ Jesus our Lord.”¾Romans 8:38-39
4.0 Introduction
UPPOSE that we want to build an indoor-to-outdoor geolocation system to localize
people or emergency personnel in one or more multistory buildings.  The main
engineering issue with building such a system is the availability of a suitable
infrastructure; thus, a portable ad-hoc network would be desirable.  Such a network,
would consist of ground-based transmitters (or pseudolites) and portable (or handheld)
receivers [1].
Consider a situation in which a building is on fire as depicted in Figure 4.1.  For the
purposes of our investigation and modeling we can symbolically describe the rescue
mission of firefighters either operating in the same floor or operating in different floors as
shown in Figure 4.1 [1].
                      
Figure 4.1 Firefighter in rescue mission working in the same floor (left) and at different floors
(right)¾taken from [1].
S
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Each of these firefighters must know the relative position of his peers and be able to
communicate with them under severe fire, smoke, and/or interference conditions.  In
addition, there are people outside the building who conduct and coordinate the mission.
Therefore, we recognize three specific situations: (1) outdoor-indoor, (2) the same floor,
and (3) in between floors [1].
In order to accomplish these missions we propose the WPI pseudolite based indoor
geolocation system which also consists of three segments: the pseudolite segment, the
control segment, and the user segment [1]-[12].
The pseudolite segment consists of all pseudolites, which are positioned on precise
locations on the ground and continuously transmit a spread spectrum signal modulated on
a carrier frequency (see Figure 4.2).  Suppose that the location of each pseudolite is
known but each pseudolite clock bias remains unknown.  Therefore, the problem of
uploading the pseudolites’ clock biases from the control segment or from neighboring
pseudolite is relatively simple.  When the location of the pseudolites is however unknown
then an algorithm to determine the location of the pseudolites in place is required before
attempting to determine the location of the receiver.  The problem of relative
synchronization between pseudolites is not addressed here but it is a main problem to
these systems and it remains to be solved in the future.
Figure 4.2 The WPI pseudolite indoor geolocation system without the control segment.
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The control segment consists of one or more monitoring (or base) stations on the
ground, which continuously monitor the pseudolite and keep track of the reference time.
It is conceivable that the control segment must be synchronized to the GPS time or some
other reference time.  The study and design of the control segment is not the objective of
this work.  When the position of each pseudolite is known then the control segment (or
base station) needs only to upload the clock corrections to each pseudolite.  When the
location of each pseudolite is however unknown then base-stations are required to
determine the location of each pseudolite first and then upload the pseudolite clock
corrections.  This again is not the objective of this work.
The user segment consists of all the receivers every one of which tracks and computes
its 2-D or 3-D position and local time based on the signals coming from at least three or
more pseudolites.
The principle of operation of a WPI indoor geolocation system is similar to the
principle of operation of GPS or GLONASS in that each system utilizes range
information based on the measurement of the time of the arrival between a pseudolite and
a receiver.  The reader is reminded that GPS employs a CDMA modulation scheme to
achieve multiaccess capability and GLONASS employs a FDMA modulation scheme for
the same.  In Chapters 1 and 2 we discussed most of the limitations of both GPS and
GLONASS signal structures for indoor geolocation applications.  But GPS and
GLONASS provide a wealth of information on system design and implementation.  So
then the motivation of the WPI indoor geolocation systems is to reuse ideas and concepts
from GPS and GLONASS as much as possible to maintain usefulness and enhance the
signal structure of GPS and GLONASS to a new signal structure to achieve originality.
There are three WPI indoor geolocation systems that are proposed here and are
discussed in Chapters 5 through 7.
A direct sequence spread spectrum (DSSS)/CDMA/FDMA indoor geolocation system
(see §4.1) is motivated by GPS and GLONASS signal structure.  We have attempted to
utilize both code and frequency diversity to achieve better signal separation than the
signal separation achieved by GPS and GLONASS individually.  In Chapter 5 we analyze
the performance objectives of the signal structure of a DSSS/CDMA/FDMA indoor
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geolocation system; namely, the bit error probability and the pseudorange and carrier
phase error utilizing a low cost and non-optimal receiver signal processing.  The main
objective behind this signal processing is to show that even under non-optimal receiver
signal processing we can achieve a desirable performance of in terms of the bit error
probability, pseudorange error and carrier phase error.  Section §4.1 and Chapter 5
provide a baseline of a DSSS/CDMA/FDMA indoor geolocation system.
GPS, GLONASS and a DSSS/CDMA/FDMS indoor geolocation system motivate the
discussion on a DSSS/OFDM/CDMA/FDMA indoor geolocation system (see §4.2).
Here we propose both OFDM and FDMA as frequency diversity and CDMA as code
diversity to achieve higher data rate than GPS, GLONASS, or a CDMA/FDMA indoor
geolocation system proposed in §4.1.  In Chapter 6 we analyze the performance of a
DSSS/OFDM/CDMA/FDMA indoor geolocation system utilizing a low cost and non-
optimal receiver signal processing.  Section §4.2 and Chapter 6 provide a baseline of a
DSSS/OFDM/CDMA/FDMA indoor geolocation system.
An OFDM/FDMA indoor geolocation system is the last WPI indoor geolocation
system proposed in §4.3 and discussed in Chapters 7.  A reduction of system complexity,
an improvement of spectrum utilization, and an idea of DSL signal structure are the
motivation behind such a system.  Section §4.3 and Chapter 7 provide a baseline of an
OFDM/FDMA indoor geolocation system.
4.1 A DSSS/CDMA/FDMA Indoor Geolocation System
A DSSS/CDMA/FDMA indoor geolocation system is the first system that we propose,
which is intended to overcome the indoor channel impairments by introducing an
improved signal structure.  This system is motivated by both GPS and GLONASS signal
structures and combines these two ideas into one.  It is well known (see Chapter 2) that
both GPS and GLONASS utilize about 20 MHz of the frequency spectrum in both the L1
and L2 frequencies.  GPS employs the CDMA modulation scheme as opposed to
GLONASS, which utilizes the FDMA modulation scheme.  It has been reported in the
literature that a combination of these two schemes yields better SNR for the same
spectrum allocation (see Appendix B).  Nevertheless, modifications on the transmitter
and receiver design may be required.  These modifications are, however, insignificant
CHAPTER 4. WPI INDOOR GEOLOCATION SYSTEMS 192
compared to the gain in SNR.  The combination of CDMA with FDMA does not change
the data rate.  Here we discuss the principles of operation (§4.1.1), the transmitter
(§4.1.2), and the receiver design (§4.1.3).  In Chapter 4 we discuss the system
performance evaluation based on the channel model introduced in Chapter 3 and in
Chapter 8 we highlight some of the issues of this system.
4.1.1 Principle of Operation of a DSSS/CDMA/FDMA Indoor Geolocation
System
The principle of operation of a DSSS/CDMA/FDMA indoor geolocation system is
exactly the same as the principle of operation of a GPS/pseudolite indoor geolocation
system (see Chapters 1 and 2).
4.1.2 Transmitter
The signal structure of a DSSS/CDMA/FDMA indoor geolocation system is shown in
Figure 4.3.  The signal structure of each transmitter contains three codes: C code, B code,
and P code.  The C code is relatively short and it called the synchronization code.  As
such the C code is unique for every transmitter and we have assumed them to be either
Gold or Kasami sequences (see Appendix D).  The B code is a much longer code and it is
used to protect the signal against interference or jamming.  This protection, of course, is
to a certain extent.  For the reader, who is familiar with the GPS signal structure, the
purpose of the C code and B code is almost identical to the purpose of the “C/A” code
and “P” code in the GPS signal design.  The P code here should not be confused with the
“P” code in the GPS signal design.  This code has a special purpose in this design.  It is
used to improve the resolution of the data bit transition.  This is the reason why the P
code is selected as a maximum length sequence (see Appendix D).  The C and P codes
are in phase with each other.  The B code in 90° offset with either the C or the P code.
Assume that the B code requires a bandwidth of Wb.  Also assume that the total
bandwidth is W.  The relation among, W, Wb, f1, and, fI, is given by
(4.1.1) ( ) cbIblh RIWffWffW 15.01 -+=-+=-=
where fh is the highest frequency of the allowable spectrum and fl is the lowest frequency
of the allowable spectrum.
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Figure 4.3 The signal structure of a DSSS/CDMA/FDMA indoor geolocation system.
The bandwidth of the C code is Wc, which is close to the chipping rate, Rc.  The peak
power spectrum gain of the C code is PCB (dB) higher than the peak power spectrum of
the B code.  And the peak power spectrum gain of the P code is PPC (dB) higher than the
peak power spectrum of the C code.
The block diagram of the ith transmitter, { }Ii ,,1 LÎ" , is shown in Figure 4.4.  The
transmitted data is generated serially and is encoded with Forward Error Correction
(FEC) (see Appendix C).  The output of the C and P code generators (see Appendix D)
and the output of the FEC enter the left XOR the output of which forms the quadrature
component of the transmitted signal.  The output of the B code generator and the output
of the FEC enter the right XOR the output of which forms the in-phase component of the
transmitted signal.  The two XOR outputs and the carrier enter the quadrature phase shift
keying (QPSK) modulator the output of which is the composite, transmitted signal.  This
signal is ready to be amplified and broadcast.
Let the subscript ë ûa  depict the greatest integer smaller than or equal to a.  Assume
that ë û{ }dNmx=x  denotes the binary sequence representing useful data at a rate of Nd =
Rc/Rd chips per data bit, where Rd is the actual data rate.  This sequence is encoded with a
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half rate convolutional code with generating polynomial matrix G.  Therefore, in view of
eq. (B.1.3, Appendix C) the FEC output sequence is given by y = xtG, and can be
represented as ë û{ } ë û{ }sd NmNm yy == 2y .
Next, let { }mb=b  and { }mc=c  depict either Gold or Kasami periodic pseudorandom
spreading sequences of length Mb and Mc respectively, and ë û{ }PNmp=p  represents an m-
sequence of length N and rate Rp chips per P symbol; thus, Np = Rc/Rp.  In view of the
above assumptions and notation, the output of the first XOR, { }mz11 =z , can be written as
(see Table 4.1 (a))
(4.1.2) ypcz ÅÅ=1  or ë û ë ûsp NmNmmm ypcz ÅÅ=1 .
Similarly, the output of the second XOR, { }mz22 =z , (see Table 4.1 (b)) is given by
(4.1.3) ybz Å=2  or ë ûsNmmm ybz Å=2 .
Applying the QPSK modulator, shown in Figure 4.5, the signals, { }mz11 =z  and
{ }mz22 =z , are utilized to produce the analog signals, ( )tsci  and ( )tssi , as follows
(4.1.4) ( ) ( ) ( )å
¥
-¥=
--=
m
cm
c
i mTthzts 121ˆ
Figure 4.4 A block diagram of a DSSS/CDMA/FDMA transmitter—taken from [12].
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(4.1.5) ( ) ( ) ( )å
¥
-¥=
--=
m
cm
s
i mTthzts 221ˆ .
Assuming that the energy per C code chip is Ec and assume that the amplifier gain is
ca EG 2= , which is assumed to be the same for all transmitters, then the ith RF
transmitted signal; i.e., the signal broadcast by the ith transmitter, is given by (see [12]
and Figure 4.5)
(4.1.6) ( ) ( ) ( ) ( ) ( )[ ]iisiiicicii ttsttsEts fwfww +×++×= sincos2,
Table 4.1 Truth table for the XOR with three inputs and the XOR with two inputs.
(a) (b)
Figure 4.5 A block diagram of a QPSK modulator.
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The unknowns in equations (4.1.6), (4.1.4), and (4.1.5) are explained in order: ii fpw 2= ,
fi is the carrier frequency of the ith transmitter; t is the time; fi is the random phase
uniformly distributed over the semi-interval [ )p2,0  ( [ )pf 2,0un=i ); h(t) is the impulse
response of the raised cosine filter, ( ) 12 ºò
¥
¥-
dtth ; and cc RT 1º  is the chipping period.
These signals do partially overlap because ( ) ci Riff 15.01 -+= , { }Ii ,,2 LÎ" , [12];
and thus, the proposed signal structure is designed to overcome this impairment (see
Figure 4.3).  Employing complex notation the transmitted signal given by equation
(4.1.6) can be written as
(4.1.7) ( ) ( ) ( ) ( ) ( ) ( )[ ] ( )isiciisiiciii jtjstsjtsjtstS aapaw -+=÷÷
ø
ö
çç
è
æ
úû
ù
êë
é -+-= exp
2
expexp,
where ( ) iii tt fwa +=  is the total phase of the transmitted signal at any given time t and
1-=j .  We observe that the real part of (4.1.7) is the same as (4.1.6).
A diagram that describes the timing relationship among the B, C, and P codes and the
data bit after it is encoded with FEC is shown in Figure 4.6.  In this diagram it is assumed
that the chipping rate for both the B and the C code is 1.023 MBPS.  The C code length is
1023.  The length of the B code is not important; however it is much longer than the C
code.  The P code chipping rate is 1000 BPS; hence the P code chipping period is 1 ms.
The P code length is 31.  The data rate is 1000/31 BPS and the data bit period is 31 ms
[13].
Since the C and the B codes are either Gold or Kasami whose lengths are given by
(see Appendix D) [9]-[13]
(4.1.8) 12 -= cmcM  and 12 -= b
m
bM
where mc is the order of the generating polynomial of the C code and mb is the order of
the generating polynomial of the B code.
Kasami sequences exists only for even mc or mb and Gold sequences exists for both
even and odd mc or mb (see Appendix D).
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Figure 4.6 The timing diagram of P, C, B, and data symbol--taken from [13].
Another important aspect in our discussion for this system is that the number of
transmitters may impose a restriction to the number of available PRN sequences.  The
number of PRN sequences, Nc, is equal to
(4.1.9) 
ïî
ï
í
ì +
=
î
í
ì
+
+
=
Kasami,2
Gold,12
Kasami,1
Gold,2
2
c
c
m
m
c
c
c M
M
N
The modulation scheme of this system is CDMA as long as the number of PRN
sequences is greater than or equal to the number of transmitters, i.e.
(4.1.10) IN c ³ .
Substituting equation (4.1.9) into (4.1.10) and after some mathematical steps we get
(4.1.11) 
ï
ï
î
ï
ï
í
ì
ú
ú
ù
ê
ê
é
ú
ú
ù
ê
ê
é -
=³
Kasami,
2log
log2
Gold,
2log
1log
0 I
I
mm cc
where mc0 is the smallest order of the generating polynomial for a given number of
transmitters, I, and é ùa  is the largest number greater than or equal to a.
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In Figure 4.7 we plot the smallest number of the generating polynomial, mc0, versus
the number of transmitters, I.  As we anticipated mc0 corresponding to Gold sequences is
smaller than mc0 corresponding to Kasami sequences.  We have arrived at a very
important design decision point.  The choice that we have to make is simply this: We can
either select two different mc0s, one corresponding to the Gold sequences and the other to
Kasami sequences, or we can select the same mc0.  If we were to make the first decision
we would achieve that the smallest number of Gold or Kasami sequences is greater than
or equation to I.  However, since the code length, the chipping rate, and the data rate are
closely linked together then the selection of two different mc0s will ultimately lead to
different code lengths, chipping rates, and data rates and hence complicate the assessment
process.  If we were to select, on the other hand, the same mc0, we will then maintain the
same code lengths, chipping rates, and data rates for both systems and thus simplify the
assessment process.  Therefore, in order to simplify the assessment process we have
decided to select the same mc0, corresponding to either Gold or Kasami sequences to keep
code lengths, chipping rates, and data rates unchanged.
As indicated in Figure 4.7 for up to 32 transmitters, mc0 = 10 or mc ³ 10.  As we shall
see in Chapter 5 this is the number that we have used for the generating polynomial of
either Gold or Kasami sequences, mc = 10.  The B sequence is a much larger code;
therefore, mb is always greater than mc.  As long as mb is even and greater than mc, the
number of PRN sequences is always greater than I.
Figure 4.7 The smallest order of generating polynomial, mc0, vs. the number of transmitters, I.
CHAPTER 4. WPI INDOOR GEOLOCATION SYSTEMS 199
This concludes the discussion on the design of a DSSS/CDMA/FDMA transmitter.
Next, we continue our discussion on the design of a DSSS/CDMA/FDMA receiver.
4.1.3 Receiver
The block diagram of a generic DSSS/CDMA/FDMA receiver is shown in Figure 4.8.
When designing a receiver, the engineer is going to take into account the principle of
operation, the transmitter design, the channel model, and the noise generated from
electronics section of the receiver.
Taking into account the principle of operation (see Chapters 1 and 2) a receiver must
contain multiple channels to enable simultaneous tracking of multiple transmitters.  In
this configuration one channel is designated to track the signal coming from a single
transmitter.  Taking into account the transmitter design a receiver must contain a section
that locally replicates the C, P, and B codes and must account for signal structure
parameters discussed in the previous section.  A receiver design must account for indoor
channel models discussed in Chapter 3.  The noise generated by the electronics section of
the receiver must be accounted in the signal processing.  Based on these design constrains
(see Appendix F for more details) we propose a DSSS/CDMA/FDMA receiver which
contains eight modules as shown in the figure.  A C and P code receiver contains these
modules: (1) receiver’s front end (FE) and baseband sampling (BBS), (2) Doppler
removal (DR) and phase rotation (PR), (3) C code I/Q correlators/integrators, (4) P code
I/Q correlators/integrators; (5) acquisition and tracking loops, (6) digital oscillator, (7) C
code generators, and (8) P code generator.
Figure 4.8 A block diagram of a channel of a C and P code receiver.
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There may be other modules in the receiver, which are not shown in the figure such as
decoding of the communication or navigation messages, synchronization module,
navigation solution solver, etc.  Therefore, we will only discuss a subset of a receiver
design, which enables us to analyze the steps for obtaining an observable and assess the
parameters that affect such a process.
In Chapter 3 we have considered the propagation effects that occur as a result of the
wave propagation from the transmitting antenna to the receiving antenna.  If we assume a
transmitting antenna with gain, Gt, and a receiving antenna with gain, Gr, located at a
distance, Ri(t), from the transmitting antenna, then the received energy per chip, Eri(t),
from the receiving antenna is equal to
(4.1.12) ( ) ( )( ) crtiiri EGGftRQtE ,=
where Q(Ri(t),fi) is the propagation power loss factor.  For a given frequency, fi, the
propagation power loss factor, Q(Ri(t),fi), is computed from
(4.1.13) ( )( ) ( ) ( ) ( )s+÷÷ø
ö
çç
è
æ
+÷÷
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+= ,0log10log10,, 010
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nfRQftRQ
ii
dBdBii
where R0 = 1 m, f0 = 1575.42 MHz, and cs and gs are both zero mean Gaussian random
variables.  Moreover, the parameter n denotes the slope of the power loss factor,
Q(Ri(t),f0)dB, from the distance, Ri(t), and the parameter m denotes the slope of the power
loss factor, Q(R0,fi)dB, from the frequency, fi.  The values of n, m, and Q(R0,f0)dB are
specified in Chapter 5.
The effects of the total propagation losses, of the transmitting antenna gain, of the
receiving antenna gain and of the system geometry are given by equations (4.1.12) and
(4.1.13).  Taking into account these effects the received noiseless signal, ( )tS iri ,~w , can be
written as
(4.1.14) ( ) ( ) ( )[ ] ( )isricriiri jtjststS a-×+=w ~exp,~
where
(4.1.15) ( ) ë û
( ) ( ) ( )å
¥
-¥=
-=
m
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i
Nmri
c
ri mTthbdEts D2ˆ
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(4.1.16) ( ) ë û
( )
ë û
( ) ( )å
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-¥=
-=
m
c
i
mNm
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s
ri mTthcpdEts PD2ˆ
(4.1.17) ( ) iii tt fwa += ~~
(4.1.18) ( )( )ctRiii &±= 1~ ww
and ( )tRi&  is the geometric range rate (m/s) between the ith transmitter and the receiver.
If we assume a one-to-one correspondence between channels of the receiver and
transmitters; i.e., the channel index is denoted by subscript j, which means that the jth
channel is assigned to track the ith transmitted signal.
Considering the propagation effects as the result of the multipath distribution (see
Chapter 3) and noise generated by the receiver’s front end electronics the received signal,
rj(t), is determined from
(4.1.19) ( ) ( ) ( ) ( )tndtSCtr
I
i
iriij +tt-wt= å ò
=
¥
¥-
1
,~
( ) ( )[ ] ( )[ ] ( )tntjtjstsa
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i +b-t-+t-= åå
= =1 1
exp
where
(4.1.20) ( ) ( ) kiikiiki tt q+f+t-w=b ~ .
The received signal, given by (4.1.19), goes through several processing stages, which
are described in Chapter 5.  It is important to emphasize here that the received signal
model is independent of the processing performed by the receiver; i.e., the same signal
model can potentially lead to a variety of different receivers or receiver designs.  In
Chapter 5 two different receivers are exploited: one tracking the C code and the other
tracking the C and B code.  Next, we discuss an improved system, namely a
DSSS/OFDM/CDMA/FDMA indoor geolocation system which is motivated by the
system we have already introduced.
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4.2 A DSSS/OFDM/CDMA/FDMA Indoor Geolocation
System
When high data rate is required then a DSSS/OFDM/CDMA/FDMA system can be
exploited.  The channel spacing can be divided into subchannels, in which the subchannel
spacing is equal to the channel spacing divided by number of subchannels.  The center
frequency of every channel is the transmitter main frequency.  In this embodiment the
number of subchannels is equal to the number of OFDM frequencies.  The number of
channels can, however, be different from the number of transmitters.  Chapter 6 discusses
the analytical development of this system.
Here we discuss the principle of operation (§4.2.1), the transmitter (§4.2.2), and the
receiver design (§4.2.3).  In Chapter 6 we discuss the system performance evaluation
based on the channel model introduced in Chapter 3 and in Chapter 8 we highlight some
of the issues of this system.
4.2.1 Principle of Operation
The principle of operation of a DSSS/OFDM/CDMA/FDMA system is the same as the
principle of operation of a GPS/pseudolite indoor geolocation system discussed in
Chapter 2.
4.2.2 Transmitter
From the communication point of view a DSSS/OFDM/CDMA/FDMA indoor
geolocation system must suppress three kinds of interference the Inter Symbol
interference (ISI), the Subchannel Access Interference (SAI), and the Mutually Accessed
Interference (MAI).  The scheme that we propose for this system cancels most of the ISI,
SAI, and part of the MAI.
The signal structure of a DSSS/OFDM/CDMA/FDMA indoor geolocation system is
depicted in Figure 4.9.  The transmitted signal contains only the C code as a spreading
code.  Assume that the total bandwidth is W.  Assume that the C code bandwidth is Wc,
which is close to the chipping rate, Rc.  Assume that the bandwidth of the ith transmitter
signal is Wi and assume that N is the number of OFDM frequencies.  The relation among,
W, Wi, f1, and, fI, is given by
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(4.2.1) ( ) ciIilh RIWffWffW 15.01 -+=-+=-= ,
where fh is the highest frequency of the allowable spectrum and fl is the lowest frequency
of the allowable spectrum.
The modulation scheme of this system would be CDMA as long as the number of
PRN sequences, Nc, is greater than or equal to the number of transmitters, I, times the
number of OFDM frequencies, N, i.e.
(4.2.2) INN c ×³ .
Substituting equation (4.1.9) into (4.2.2) and after some mathematical operation we
get
(4.2.3) 
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where mc0 is the smallest order of the generating polynomial for a given number of
transmitters, I, and for a given number of OFDM frequencies, N.
Figure 4.9 The signal structure of a DSSS/OFDM/CDMA/FDMA indoor geolocation system.
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Figure 4.10 (a) depicts the smallest order of generating polynomial, mc0, vs. the
number of transmitters, I, for N = 10.  As shown in the figure for up to 32 transmitters mc0
= 17.  Since we have determined that only even mc are required; therefore, mc ³ 18.
However, if we select mc = 18 then this is going to yield a code length of 262,143
which is going to limit the data rate.  To avoid this condition, we change the assumption
from every transmitter as a unique set of codes to every transmitter has the same set of
codes but there is a unique code corresponding to an OFDM frequency.  In this case the
order of the generating polynomial is given by
(4.2.4) 
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where mc0 is the smallest order of the generating polynomial for a given number of
OFDM frequencies, N.
Figure 4.10 (b) shows the smallest order of generating polynomial, mc0, vs. the number
of OFDM frequencies, N.  As shown in the figure for up to 12 OFDM frequencies the
smallest, even order of the generating polynomial is mc0 = 8 or mc ³ 8.  In fact, mc ³ 8 is
the number that we have selected in our analysis performance parameters in Chapter 6.
  
(a) (b)
Figure 4.10 The smallest order of generating polynomial, mc0, vs. (a) the number of transmitters, I,
(b) the number of OFDM frequencies, N.
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Assume that ë û
( ) ( ){ }li Nmli dd ,, =d  denotes the binary sequence representing useful data at a
rate of Nd chips per symbol where the superscript i depicts the transmitter index, which is
also the carrier frequency index because we have assigned one frequency per carrier per
transmitter, and l depicts the OFDM frequency index.  Let ( ) ( ){ }nimni c ,, =c  depict periodic
pseudorandom spreading sequences of length Mc and n is the index of an OFDM
frequency.  The sequence ( ) ( )nimc
,  and ë û
( ) ( ) ( ) ( )ni
m
li
Nm cd d
,,  modulate an impulse train respectively,
where the energy per chip is Ec, which is assumed to be the same for all transmitters.
The ith transmitted signal; i.e., the signal broadcast by the ith transmitter, is modeled
as (see Figure 4.11)
(4.2.5) ( ) ( ) ( ) ( ) ( )åå
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Figure 4.11 A block diagram of a DSSS/OFDM/CDMA/FDMA transmitter.
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The unknowns in equations (4.1.6) through (4.2.7) are explained in order: nn fp=w 2 ,
fn is the nth OFDM frequency, t is the time; fi is the random phase uniformly distributed
over the semi-interval [ )p2,0  ( [ )p=f 2,0uni ); h(t) is the impulse response of a raised
cosine filter, ( ) 12 ºò
¥
¥-
dtth ; and cc RT 1º  is the chip period with Rc being the chipping
rate in units of MBPS.
Based on the signal structure discussed in the previous section and employing
complex notation we get
(4.2.8) ( ) ( ) ( )[ ] ( )[ ]å
=
a-+=w
N
n
ni
s
ni
c
niii ttjststS
1
,,, exp,
where ( ) inini ttt f+w+w=a ,  is the total phase corresponding to the nth OFDM frequency
of the ith transmitted signal at any given time t and 1-=j , examining that the real part
of (4.2.8) is the same as (4.2.5).
4.2.3 Receiver
So far we have discussed the transmitter and the channel model (see Chapter 3).  The
block diagram of a generic receiver is similar to that of a DSSS/CDMA/FDMA receiver
shown in Figure 4.12.
Figure 4.12 A block diagram of a channel a DSSS/OFDM/CDMA/FDMA receiver.
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Taking into account the propagation effects, the received noiseless signal, ( )tS iri ,~w ,
can be written as
(4.2.9) ( ) ( ) ( )[ ] ( )å
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or every signal component
(4.2.10) ( ) ( ) ( )[ ] ( )nis nric nrininri jtjststS ,,,,, ~exp,~ a-+=w
where
(4.2.11) ( ) ë û
( ) ( ) ( ) ( ) ( )å
¥
-¥=
-=
m
c
ni
m
li
Nmri
c
ri mTthcdEts d
,,2ˆ
(4.2.12) ( ) ( ) ( ) ( )å
¥
-¥=
-=
m
c
ki
mri
s
ri mTthcEts
,2ˆ
(4.2.13) ( ) ninini tt ,,, ~~ f+w=a
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and ( )tRi&  is the geometric range rate (m/s) between the ith transmitter and the receiver.
Considering the propagation effects as a result of multipath distribution and the
receiver’s frontend electronics, the received signal, rj(t), is given by
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(4.2.16) ( ) ( ) k niniknikniknikni tt ,,,,,, ~ q+f+t-w=t-b .
The received signal, given by equation (4.2.15), undergoes through several processing
stages, which are described in Chapter 6.
It is important to emphasize here that the received signal model is independent of the
processing performed by the receiver; i.e., the same signal model can potentially lead to a
variety of different receivers or receiver designs.
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4.3 An OFDM/FDMA Indoor Geolocation System
Ultra Wide Band (or UWB) systems employ narrow, pulsed signals in the time
domain (hence, ultra wideband signals in the frequency domain).  The pulse width can be
very narrow which eliminates the multi-path effect; thus, making UWB systems attractive
in indoor applications.  The time of arrival between two consecutive pulses is measured
to determine the receiver location.  Signal bandwidth is one of the key factors that affects
TOA estimation accuracy in multipath propagation environments [16]-[17].  In general,
larger bandwidth yields better ranging accuracy.  UWB systems, which exploit
bandwidths in excess of 1 GHz, have attracted considerable attention as a means of
measuring accurate TOA for indoor geolocation applications [18].  The utilization of high
frequencies result in high attenuation; therefore, the high and low cutoff frequencies
considered for a UWB system are typically focused unlicensed operation in the 2–3 GHz
band up to the year 2002 [18].  Results of propagation measurement in a typical modern
office building have shown that the UWB signal does not suffer multipath fading [18],
which is desirable for accurate TOA estimation in indoor areas.
The actual deployment of UWB systems in the United States is subject to the Federal
Communications Commissions (FCC) approval of Feb. 14, 2002 [19].  The main concern
of the FCC is the interference between UWB devices, other licensed services and GPS
system that operate at {1176.45, 1227.6, 1575.42} MHz frequency bands [20]-[22].  The
UWB signal has a low, flat, and noise-like power spectrum similar to a spread spectrum
signal [20]-[22].  Therefore, FCC has approved the operation of wall imaging systems
below 960 MHz and in the frequency band of 3.1-10.6 GHz (see Figure 4.13) [19].
These systems are designed to detect the location of objects contained within a “wall,”
such as concrete structure, the side of a bridge, or the wall of a mine [19].  Nevertheless,
operation of these systems is restricted to law enforcement, fire and rescue organizations,
scientific research institutions, commercial mining companies and construction
companies [19].  However, given the weak GPS satellite signals that must be processed
by GPS receivers, the noise-like UWB signal is still considered harmful to GPS systems
in close proximity [20]-[22].  For this reason we propose a modified or spectralized UWB
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system; namely, an OFDM/FDMA indoor geolocation system, which is presented here
and which is discussed in Chapter 7.
4.3.1 Principle of Operation
An OFDM/FDMA (or spectralized UWB) indoor geolocation system utilizes a profile
for the configuration of the bandwidth allocation, which determines which portion of the
spectrum can be allocated and which cannot be allocated.  The following steps describe
the basic idea behind the spectralized UWB (or OFDM/FDMA) system (see Figure 4.14).
First, we divide the high end UWB spectrum into I blocks of equal bandwidth W.
Second, there is a one-to-one mapping between a frequency block and a transmitter;
hence, on one hand the modulation scheme of the system is FDMA.  On the other hand,
each frequency block is composed of tones with consecutive spacing of D; hence, the
other aspect of the modulation scheme is OFDM.
There are two reasons why we propose an OFDM/FDMA indoor geolocation system:
(1) there is a large, available spectrum equal to 7.5 GHz and (2) the FDMA modulation
scheme is well known to achieve the smallest cross-channel interference (ex.
GLONASS).
Figure 4.13 GPS and UWB frequency allocation--taken from [23].
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Figure 4.14 GPS and UWB frequency allocation--taken from [23].
Typically, synchronization is achieved using a pseudorandom sequence, as it is the
case with GPS.  This is necessary because the phase information from a single sinusoid is
lost due to multipath.  In the system described below, we employ the characteristics of an
OFDM signal to preserve the phase information even in the presence of multipath; thus,
eliminating the need of a conventional PRN scheme.
Based on this discussion we propose an OFDM/FDMA indoor geolocation system as
illustrated in Figure 4.15.  In this figure there are I OFDM/FDMA transmitters and one
OFDM/FDMA receiver.  The channel (see Chapter 3) enables the signal propagation
from a transmitter to the receiver.
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Figure 4.15 A block diagram of an OFDM/FDMA indoor geolocation system.
An OFDM/FDMA receiver contains multiple channels (not to be confused with the
propagation medium between the transmitting antenna and receiving antenna).  Each
channel of the receiver is designated to track a particular OFDM transmitter.  Each
channel generates an observable based on the OFDM transmitted signal and the locally
generated OFDM signal.  This observable is in fact a direct measure of the time of arrival
between that transmitter and the receiver.  From this point on the principle of operation of
an OFDM/FDMA indoor geolocation system is the same as the principle of operation of
GPS, GLONASS, or WPI indoor geolocation systems that we discussed earlier.
4.3.2 Transmitter
The transmitted signal is a superposition of sinusoids (or tones) equally spaced in the
frequency domain.  A tone is defined as a narrowband signal whose bandwidth does not
exceed 40 kHz.  This kind of signal structure is often referred to as OFDM and it is very
similar to the Digitally Sampled Line (DSL) waveform.  The generation of an OFDM-
like signal is depicted in Figure 4.16.  There are N OFDM frequencies (or tones)
generated by the same clock; therefore all OFDM tones have the same initial phase.
These tones are combined with the help of an analog combiner.  The combined signal is
sampled and digitized employing an analog-to-digital (A/D) converter.  At this stage the
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signal can go through additional filtering and processing, which is not shown in the figure
because it is not relevant to the discussion here.  Next, the signal is converted back to the
analog domain using a digital-to-analog (D/A) converter and modulated on a RF carrier.
The mathematics of the signal structure is discussed next.
Let Si(t) be the complex OFDM transmitted signal coming from the ith transmitter
before up-conversion, which is defined as
(4.3.1) ( ) [ ]( )å
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N
n
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where w is the radian frequency, fi is the initial phase, and the subscript n denotes the
index of the OFDM frequency (see Figure 4.16).
The transmitted signal (see eq. (4.3.1)) is sampled at the sampling frequency, fs,
producing the discrete-time signal
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The crosscorrelation function, ( )tg ,k , of the discrete-time signal [ ]mSi  with a delayed
and conjugated version of itself, [ ]t++ kmSi , is defined as
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where Ns is the number of samples.
Figure 4.16 A block diagram of an OFDM/FDMA transmitter--taken from [23].
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In order to evaluate equation (4.3.3), we compute the expression inside the sum as
follows
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where D is the difference between two sinusoids (or tones).
Substituting the results of equation (4.3.4) into equation (4.3.3) yields
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Let bh denote the sum
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These coefficients bh, { }Nh ,,1 LÎ" , are independent of the delay t; therefore, they
will be the same for every t.  Hence, equation (4.3.5) can be written as
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We shall seek a relation between the spacing parameter, D, and the sampling
frequency, fs; such that the coefficient, bh, has the largest possible value and it is
independent of h.  If we assume the following
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The above equality allows writing the crosscorrelation function (4.3.7) as follows
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We shall also seek a relation between the OFDM frequencies, fh, { }Nh ,,1 LÎ" , the
sampling frequency, fs; and the number of samples, Ns.  If we assume
(4.3.11) 
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then the magnitude of the sum of all the complex exponents in eq. (4.3.10) will have the
shape of a sinc function with maximum occurring for m = –t; thus, the magnitude of this
crosscorrelation function serves as a detector statistics.
Now we come back to the discussion of the transmitter design.  The signal [ ]nSi  is
passed through a D/A converter, up-converted at the RF frequency, ( ) iiRF ff º , and
amplified with gain tP2  yielding the RF signal at the transmitter antenna (or at the
output of the transmitter)
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where Pt is the transmitted signal power and ( ) ( )iRFiRF fp=w 2  is the RF radian frequency
of the ith transmitter (see Figure 4.16).
Figure 4.17 Crosscorrelation function g for t = {–204.8 (dash ^), 0 (solid +), 204.8 (dash o)} nsec.
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Expression (4.3.12) enables us to compute the ith transmitted signal amplitude based
only on the transmitter signal structure and design.  For example, assume that the
transmitter has 10 OFDM frequencies, 1 MHz spaced apart, a 500 MHz sampling
frequency and Ns = 256 samples.  Figure 4.17 illustrates the autocorrelation function g for
delay t = {–204.8 (dash ^), 0 (solid +), 204.8 (dash o)} nsec.
The maximum detectable range without ambiguity for this transmitter is
(4.3.13) 
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As it is shown in Figure 4.17, when the delay between two sequences is zero, then we
have the maximum crosscorrelation peak.  When t  = 0.4T = 204.8 nsec, the maximum
crosscorrelation peak occurs slightly earlier.  Also, when t  = –0.4T = –204.8 nsec, the
maximum crosscorrelation peak occurs slightly later.  However, the closer the maximum
crosscorrelation peak is to the center the smaller this time difference becomes.
4.3.3 Receiver
The block diagram of a generic receiver is shown in Figure 4.18.  As shown in Figure
4.18, the incoming signal is received through an antenna element, is amplified, filtered,
and down-converted to the intermediate frequency.  (In actual implementation there may
be several down-conversion stages.)  A local oscillator drives the locally generated RF
reference frequency of every mixer.  It is conceivable that this frequency will differ both
in absolute value and in rate of change from the actual RF signal frequency; therefore, the
frequency of the signal after the down-conversion will exhibit an error with statistics
depending on the stability of the local receiver clock and the propagation models.  This
frequency error is expected to have an impact on the following stages of the receiver.
The IF signal is sampled and it is either amplified or attenuated depending on the gain
from the automatic gain controller (AGC) (not shown in the figure).  Then the signal is
ready for digital signal processing in the digital signal processor.  The digital signal
processor utilizes a locally generated reference OFDM signal (LGS) to produce an
estimate of the time delay, pseudorange, Doppler, carrier phase and finally navigation
solution.  The phase of the LGS is expected to be different from the phase of the OFDM
signal from the ith transmitter.  Once the time delay is estimated then a coherent phase
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lock loop can be used to track the phase of the OFDM signal from the ith transmitter;
thus, improving the time delay and navigation solution accuracy.
Taking into account the propagation effects (see equations (4.1.12) and (4.1.13) and
Chapter 3) the received noiseless signal reads
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We have assumed a one-to-one correspondence between channels and transmitters;
hence, the channel index is denoted by subscript, j, which means that jth receiver channel
is assigned to track the ith transmitted signal.
Considering the multipath distribution of the channel and the front end receiver noise,
the received signal, rj(t), is determined from
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Figure 4.18 A block diagram of an OFDM/FDMA receiver.
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where
(4.3.18) ( ) ( ) ( ) kiikinkiiki ttt q+f+t-w+t-w=b ~ .
The received signal, given by (4.3.17), undergoes through several processing stages,
which are considered separately in Chapter 7.  It is important to emphasize here that the
received signal model is independent of the processing performed by the receiver; i.e., the
same signal model can potentially lead to a variety of different receivers or receiver
designs or the model discussed here can be used as a base line for future receiver designs.
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Chapter 5. A DSSS/CDMA/FDMA Indoor
Geolocation System
“…to pursue mathematical analysis while at the same time turning one’s back on its
applications and on intuition is to condemn it to hopeless atrophy.”¾R. Courant
5.0 Introduction
HE performance of a DSSS/CDMA/FDMA indoor geolocation system is analyzed in
this Chapter.  This system contains multiple transmitters and multiple receivers.  As
we have already discussed in Chapter 4 each transmitted signal contains a single
frequency and two unique pseudorandom sequences.  Each receiver is capable of
simultaneously tracking multiple transmitters.  A known pseudorandom sequence of
zeros and ones (called chips) modulates the transmitted signal phase and it is used to
transmit information in form of binary data [1].  The chip modulation is typically
accomplished using either the binary phase shift keying (BPSK) or quaternary phase shift
keying (QPSK) modulation [1].  Although the QPSK modulation is more complex than
the BPSK modulation it is usually employed to prevent signal capture when a strong
interferer drives the receiver into saturation [1].
It is well known that a DSSS/CDMA system is susceptible from large mutually
accessed interference (MAI).  FEC coding (see Appendix C) is utilized in the CDMA
systems to enhance the multiple access capability because the processing gain is not
affected by the coding rate, thus, performance is improved by coding gain [1].
Nevertheless, a DSSS/CDMA system has good frequency spectrum utilization (large
capacity) and good multipath protection because it discriminates the multipath
components that are delayed with respect the LOS path by more than one chip duration
[1]-[13].  On the other hand, a DSSS/FDMA system has a small MAI in the expense of
large spectrum utilization (small capacity) and good multipath protection [1], [5], [14],
and [15].  Although a combination of both the CDMA and FDMA can improve the MAI
and multipath protection, it still suffers from the bandwidth allocation.
T
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This Chapter is organized as follows.  Based on the mathematical model discussed in
Chapter 4 we analyze the communication performance based on C code tracking in §5.1.
Communication performance includes the bit error probability (BEP) (or bit error rate
(BER) as preferred by some).  Next, we analyze the communication performance based
on tracking both C and B codes §5.2.  Next, we analyze the receiver’s phase error,
receiver’s code error, and receiver’s frequency error, as part of the navigation
performance analyses §5.3.  In the context of this investigation the parameters of interests
are the ideal signal to noise ratio, synchronization frequency error, synchronization time
error, synchronization phase error, number of transmitters, system geometry and system
kinematics and dynamics and channel parameters.  Quantitative assessment is provided in
§5.4.  Conclusions and summary is provided in §5.5.
5.1 Communication Performance Analyses (C Code)
The communication performance of the receiver is analyzed relaying on the
synchronization as a result of tracking of the C code.  The C code is relatively short
which makes it relatively easy to resolve for its beginning.  Having resolved the start of
the C code the receiver then attempts to resolve the beginning of the P code.  For ease of
analyses qualitative computations are performed for an analog receiver assuming that the
sampling rate satisfies the Nyquist criterion.
Based on the receiver diagram, shown in Figure 5.1, we can identify 8 (eight)
important processing stages, which are analyzed in order.  We analyze the receiver’s
front end and base band sampling is §5.1.1.  We discuss the process of Doppler removal
and phase rotation in §5.1.2.  We analyze the correlation with the locally generated C
code in §5.1.3.  We discuss the first integration after the correlation with the locally
generated C code in §5.1.4.  We continue our discussion with the correlation with the
locally generated P code in §5.1.5.  We analyze the second integration after the
correlation with the locally generated P code in §5.1.6.  We study the signal plus
interference to noise ratio in §5.1.7.  And finally, we conclude our analyses with the
qualitative of the bit error probability (see §5.1.8).
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Figure 5.1 Block diagram of the first channel of a DSSS/CDMA/FDMA receiver.
5.1.1 Receiver’s Front End and Baseband Sampling
The receiver’s front-end section has a two-fold impact on the received signal: a
desired impact and an undesired impact.  On one hand, the down-conversion of the
received signal to the desired base-band or intermediate frequency (IF) for further signal
processing occurs at the receiver’s front end and baseband sampling (the desired effect).
On the other hand, thermal or Johnson noise is introduced in the received signal
(undesired effect).
We perform the analysis only for the first channel; i.e., we assume that the desired
signal (i =1) is received at channel (j = 1), all the remaining adjacent (or interfering)
signals { }Ii ,,2 LÎ"  for that particular channel come from the other transmitters.  The
analysis is performed for the continuous signal, which should provide the base line for
any design method.
The received signal, ( ) ( )trtr j º=1 , is down-converted to the base-band frequency and
sampled (see Figure 5.2) and the subscript j is no longer used in our analysis.  Therefore,
the expression for the sampled, received signal at base-band, o(t), can be written as
(5.1.1) ( ) ( ) ( )[ ] ( )( )[ ]{ }åå
= =
q+f+t-w-w-t-+t-=
I
i
K
k
k
ii
k
ii
k
i
s
ri
k
i
c
ri
k
ia tjtjstsaGto
1 1
1ˆ
~exp
( )tnout+
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Figure 5.2 Block diagram of the receiver's front end and base band sampling.
where the hat (^) denotes a parameter generated and estimated locally by the receiver and
( )tnout  is the noise with power spectral density given by (5.1.4) and Ga is the amplifier
gain of the electronics section of the receiver, which includes the RF and IF sections.
The undesired effect of the receiver’s front end is analyzed next.  Assume that the
available thermal noise power, Nin (W), which is proportional to the temperature, T0 (K),
and receiver bandwidth, Bn (Hz), in accordance with [20], is given by
(5.1.2) noin BkTN =
where KJk 231038.1 -´= , the Boltzmann’s constant.  The bandwidth of the IF stage is
typically considered as the receiver’s bandwidth [20]; i.e.
(5.1.3) 
( )
( ) 2
2
cIF
IF
n
fH
dffH
B ò
¥
¥-=
where ( )fH IF  is the frequency response of the IF filter (amplifier) and cf  the maximum
response frequency (or the center band frequency).
Normalizing ( )fH IF  such that ( ) 1=cIF fH  produces a rectangular filter whose
bandwidth is the noise bandwidth, Bn, and a 3-dB separation in hertz on the normalized
frequency response, HIF(f), can be exploited to approximate Bn, a practice which is
widely used by electronics engineers.
Let Fn denote the noise figure (or the noise factor) by which the actual receiver noise
power, Nout, is greater than the ideal thermal noise power, Nin.  These three parameters are
the basis of the following closed form expression
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(5.1.4) nonainnaout BkTFGNFGN == .
It is important to emphasize here that the same signal model given by (5.1.1) can be
exploited for different signal processing designs (such as coherent, non-coherent, or
vector based tracking loops).  Next we discuss the removal of Doppler shift from the
desired signal and the rotation of the phase of the desired signal.
5.1.2 Doppler Removal and Phase Rotation
Obviously, the signal given by (5.1.1) contains the Doppler shift and its phase is not
rotated.  Hence, before correlating it with the C code, the Doppler shift must be removed
and its phase must be rotated to an acceptable accuracy.
First, during this process the Doppler shift of the desired signal (corresponding to the
signal coming out from the first transmitter) is removed and second, the phase of the
desired signal is rotated, which yields the signal, u(t), determined from (see Figure 5.3)
(5.1.5) ( ) ( ) ( )[ ] ( ) ( )åå
= =
+c-t-+t-=
I
i
K
k
out
k
i
k
i
s
ri
k
i
c
ri
k
ia tnjtjstsaGtu
1 1
exp .
where
(5.1.6) ( )( )ctR111 1ˆ~ˆ &±= ww
(5.1.7) ( )( ) kiikiiki t q+f+t-w-w=c 1~ˆ~ .
Let eiw  denote radian error frequency term defined as
(5.1.8) ( )( ) ( )( )ctRctRiiiei 111 1ˆ1~ˆ~ && ±w-±w=w-w=w
then relation (5.1.7) can be further written as
(5.1.9) ( ) kiikieiki t q+f+t-w=c .
Figure 5.3 Doppler removal and phase rotation block diagram.
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The accuracy of removing the Doppler shift and rotating the phase depends upon the
radian frequency error, wei, and the time delay, kit .  This effect, while unnoticeable at this
stage, will become very detrimental during the acquisition and tracking of the C code.
Before acquiring the C code, the receiver performs the correlation with the locally
generated C code, which is the topic of the coming subsection.
5.1.3 Correlation with the Locally Generated C Code
The receiver will be able to track the desired code, ( ) ( )tc 1 , from the first channel by
exploiting or comparing the received signal with the desired code, ( ) ( )tc 1 .  Although,
there are several techniques for performing this comparison such as full or partial
correlation of the c code, maximum likelihood estimation, or match-filtering etc., we
perform our analyses assuming full or complete correlation with the C code due to its
simplicity.
Assuming full or complete correlation with the code, ( )( )tc 1  (see Figure 5.4), the signal
coming out of this process, w(t), is a superposition of the desired signal component, wd(t),
the Inter Symbol Interference (ISI) term, wf(t), Mutually Accessed Interference (MAI)
component, wm(t), and the Additive With Gaussian Noise (AWGN) term, wn(t).  The
signal, w(t), is analytically expressed as [16]
(5.1.10) ( ) ( ) ( ) ( ) ( )twtwtwtwtw nmfd +++=
where these individual components are computed from
(5.1.11) ( ) ( ) ( )[ ] ( ) ( )( )tcjtjstsaGtw srcrad 11111111111 exp ×c-t-+t-=
Figure 5.4 Block diagram of the correlation with the locally generated C code.
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(5.1.12) ( ) ( ) ( )[ ] ( ) ( )( )tcjtjstsaGtw
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(5.1.13) ( ) ( ) ( )[ ] ( ) ( )( )tcjtjstsaGtw
I
i
K
k
k
i
k
i
s
ri
k
i
c
ri
k
iam
1
2 1
exp ×c-t-+t-= åå
= =
(5.1.14) ( ) ( ) ( )( )tctntw outn 1×= .
When proper alignment is achieved, every component of the desired signal, wd(t),
should yield minimum and constant phase, as opposed to the other component, which
should yield random and non-minimum phase.  During the integration phase the desired
signal component is accumulated and the undesired terms are averaged out as much as
possible.  The following section provides the necessary mathematical details to support
these claims.
5.1.4 (First) Integration after the Correlation with the Locally
Generated C Code
Having discussed the correlation with the C code, the receiver performs initially a
non-coherent detection; i.e., the first accumulation (integration) is performed, for only
one C code repetition period, Tr, until the start of the ( ) ( )tc 1  sequence is determined (see
Figure 5.5).  This process is known by the name “acquisition mode.”  Then for every
block of Mc data the receiver performs the correlation with the p(t) sequence and the
second integration until the start of the p(t) sequence is determined.  At this point the
receiver has entered the “tracking mode.”  The outcome of this process determines the
data bit transition; hence, it enables the transition from the acquisition to the tracking
mode.
Figure 5.5 Block diagram of the integration after the correlation with the C code.
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The signal, x(v), that describes the acquisition mode is given by [16]
(5.1.15) ( ) ( ) ( ) ( ) ( )vxvxvxvxvx nmfd +++=
where each component of x(v), for j = {d,f,m,n} and v an integer, is obtained from [16]
(5.1.16) ( ) ( )ò=
rT
j
r
j dttwT
vx
0
1
.
The integration of (5.1.16) requires the computation of the crosscorrelation function,
( )( )kieiim twj ,,1 , which is computed by crosscorrelating the sequence ( ) ( )tc 1  with the function
( )kisri ts t-  and the crosscorrelation function, ( )( )kieiim twg ,,1 , which is derived by
crosscorrelating the sequence ( ) ( )tc 1  with the sequence ( )kicri ts t- .  The crosscorrelation
functions, ( )( )kieiim twj ,,1  and ( )( )kieiim twg ,,1  are defined as [16]
(5.1.17) ( )( ) ( ) ( )( ) ( )ò c-t-=twj
rT
k
i
k
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ri
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iei
i
m dtjtcts
0
1,1 exp,
(5.1.18) ( ) ( ) ( ) ( )( ) ( )ò c-t-=twg
rT
k
i
k
i
c
ri
k
iei
i
m dtjtcts
0
1,1 exp, .
These crosscorrelation functions depend on several parameters, such as the time delay,
k
it , the frequency error, wei, the phase shift, 
k
ii q+f , and code properties, 
( ) ( )i
mll cc -
1  or
( ) ( )i
mll bc -
1 . Therefore, a better understanding of these parameters is necessary for a proper
calculation of the crosscorrelation functions ( )( )kieiim twj ,,1  and ( )( )kieiim twg ,,1 .
The time delay kit  is a sum of multiple number of chipping periods and a random
number between 0 and Tc; and thus, it can be modeled as
(5.1.19) kic
k
i mT dt+=t , { }L,1,0Îm  and cki T<dt£0 .
The parameter dt is called the synchronization parameter and as such it must be taken
into account when designing the tracking loops (see Chapter 2).  Conceivably, the
number m corresponding to the line-of-sight path (or the direct path) is smaller than the
number m corresponding to each of the non line-of-sight paths because the line-of-sight
path is shorter than each the non line-of-sigh paths.  Moreover, the number m
corresponding to the line-of-sight path is directly linked with the pseudorange
measurement accurate to the synchronization parameter, dt.
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The frequency error, wei, is assumed to be independent of any variable and much
smaller than the chipping rate; hence, 0@cei Rf , where pw= 2eieif .  This is not a bad
assumption at this point, knowing that this variable is dependent upon the design of the
tracking loops, which is secondary at this stage, because we are trying to provide an
analytical performance of the tracking loop(s).
The phase shift, kii q+f , and code properties, 
( ) ( )i
mll cc -
1  or ( ) ( )i mll bc -
1  are explored in that
after some mathematical steps, the crosscorrelation functions ( )( )kieiim twj ,,1  and
( )( )kieiim twg ,,1  can be written as [16]
(5.1.20) ( )( ) ( ) ( )[ ] ( ) ( )å
-
=
-q+f-dtwkw
=twj
1
0
1,1 exp,
2
,
cM
l
i
mll
k
ii
k
ieic
ei
rik
iei
i
m ccjj
E
( )( ) ( )[ ]kiikieiim jj q+f-twj= exp,,1
(5.1.21) ( ) ( ) ( ) ( )[ ] ( ) ( )å
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( )( ) ( )[ ]kiikieiim j q+f-twg= exp,,1
where
(5.1.22) ( ) ( ) ( )[ ] ( )( )kiceic
T
k
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k
ieic Rfdttjt
c
dt-Y@dt-wdt-y=dtwk ò 1exp,
0
.
In light of expressions (5.1.20) and (5.1.21) the desired signal term is given by
(5.1.23) ( ) ( )( ) ( )( ) ( )[ ] ( )[ ]111111,11111,1
1
1 exp,, q+f-twj+twg= jvpj
M
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vx kemem
c
a
d .
Similarly, the ISI component can be obtained from
(5.1.24) ( ) ( )( ) ( )( ) ( )[ ] ( )[ ]å
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and the MAI term as follows
(5.1.25) ( ) ( )( ) ( )( ) ( )[ ] ( )[ ]åå
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Finally, the AWGN term can be written as
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(5.1.26) ( ) ( ) ( )v
M
N
M
v
vx
c
out
c
out
n h=
hs
=
2
where h  is WGNs(0,1).
During the acquisition process the receiver can only tell where the start of the C code
sequence is.  This is going to become clearer in §5.1.7 where we will talk about the signal
to interference plus noise ratio as a means of declaring whether the desired signal (i.e.,
the desired code ( ) ( )tc 1 ) is present or absent.  On one hand tracking the C code enables
the receiver to track the desired signals at the appropriate channels.  On the other hand, it
enables the receiver to measure the travel time between the receiver and the appropriate
transmitter, which is the time difference between the start of the C sequence generated
from the transmitter and the start of the C code sequence generated from the receiver.  To
the extent that acquisition is achieved reliably the receiver can enter the next phase,
which is the tracking phase and this is the topic discussed next.
5.1.5 Correlation with the Locally Generated P Code
There are two ways, at least in principle, to determine the data bit transition. The first
approach exploits the autocorrelation properties of the N blocks to detect the data bit
without utilizing any additional locally generated pseudo random sequence. The second
approach improves the autocorrelation property of the N blocks by introducing an
additional sequence, p(t) (see Figure 5.6).  This and the following section discuss the
correlation with the P code and the (second) integration process respectively.
Once the start of the sequence ( ) ( )tc 1  is determined then we perform the correlation
with the p(t) code. The signal, y(v), that describes the correlation with the p(t) code is
given by [16]
Figure 5.6 Block diagram of the correlation with the locally generated P code.
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(5.1.27) ( ) ( ) ( ) ( ) ( )vyvyvyvyvy nmfd +++=
where the desired, ISI, MAI and AGWN components of y(v) are determined from [16]
(5.1.28) ( ) ( ) ( )tpvxvy jj = , { }nmfdj ,,,= , { }Nv ,,1 L= , and x-= PoTt
and o is an integer and x  is the unknown P chip delay.
In principle the correlation with the P code is similar to the correlation with the C code
other than the differences in codes and their corresponding rates.  Therefore, we can
conclude here that when proper alignment is achieved then the desired component phase
is constant and minimum and the remaining components have non-minimum random
phase.  When the integration is performed then the desired component is accumulated and
the undesired terms are minimized as much as possible.  The following section provides
the analytical development of this discussion.
5.1.6 (Second) Integration after the P Code Correlation
This is required to determine the data bit transition.  The output signal, z(u), during the
tracking phase is calculated from (see Figure 5.7) [16]
(5.1.29) ( ) ( ) ( ) ( ) ( )uzuzuzuzuz nmfd +++=
where its components can be written as [16]
(5.1.30) ( ) ( )å
-
=
=
1
0
1 N
v
jj vyN
uz , { }nmfdj ,,,= .
We are interested only in the autocorrelation property of the sequence p(t); therefore,
it is desired that the sequence p(t) be a maximum length sequence (its autocorrelation
peak is c
n MN <<-= 12 , its out-of-phase auto-correlation peak is –1 and its average is 1
[21]).
Figure 5.7 Integration with the P code block diagram.
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Let ( )xwr ,1eu  denote the autocorrelation function of p(t) sequence, which includes the
effects of synchronization and assuming, that ( ) x-+= pTuvt  then ( )xwr ,1eu  is given by
[16]
(5.1.31) ( ) ( )å
-
=
-xwk=xwr
1
0
11 ,,
N
v
uvvepeu pp
where ( )xwk ,1ep  is the coefficient which accounts for synchronization and is determined
from [16]
(5.1.32) ( ) ( )( )x-Y@xwk pePep Rf 1, 11 .
Once the start of the C code is determined than the time can be known to within one-
half of a chip.  This implies that the unknown P chip delay can be also known to within
one-half of a chip of the C code; i.e., [ )2,0un cTÎx .
First, utilizing the definition of the autocorrelation function, ( )xwr ,1e , the desired term
can be written as [16]
(5.1.33) ( ) ( )( ) ( )( ) ( ) ( )[ ]11111111,1
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Utilizing the explanation provided in [16], the desired term can be computed from
(5.1.34) ( ) ( )( ) ( )( ) ( )[ ] ( )[ ]11111111,11111,1
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Second, exploiting the definition of the ( )xwr ,1e  into the ISI term produces [16]
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Third, similarly we can compute the MAI component as [16]
(5.1.36) ( ) ( )( ) ( )( ) ( )[ ] ( )[ ]åå
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And finally the noise term is determined from [16]
(5.1.37) ( ) ( )u
NM
uz
c
out
n n
s
=
where n is WGNs(0,1).
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Up to now we have been concerned with the analysis of the signal characteristics,
which undergoes several processing stages.  This is the first important block in the
endeavor to evaluate the receiver and the total system performance.  The second
important block is the useful criterion to assess the system performance; hence, the next
two sections (see §5.1.7 and §5.1.8) provide a way of achieving such a goal.
5.1.7 Signal to Interference Plus Noise Ratio
Among several performance criteria, two are the most distinct, suitable, and familiar to
spread-spectrum communication engineers: SINR and BEP (while the latter is dependent
from SINR).  First, SINR demonstrates whether the desired signal can be detected in the
presence of noise, MAI, and ISI.  Second, depending on the distribution of the
interference and noise, BEP provides a measure to the quality of data detection (see
§5.1.8), which differentiates one system from another.
The output signal conditional SINR conditioned on { } aa =º 11a  is defined as the ratio
of the desired signal power over the sum of the output ISI, MAI, and AWGN signal
power in accordance with the following expression [16]
(5.1.38) 
( ) Power AWGNMAIISI
Power Desired
++
=SINR .
To aid our analysis we make for following notation simplifications
(5.1.39) ee 1wºw , 
1
1tºt , and 
1
1dtºdt .
The desired output signal power conditioned on a is determined from:
(5.1.40) ( ) ( )( ) ( )( ) ( ) úû
ù
êë
é xwrtwj+twg=xtw 2
21,121,12
22
,,,
5.0
,,, euemem
c
a
e
z
d aNM
G
aP .
Note the explicit dependency of the desired output signal power conditioned on a on the
C code unknown time delay t (because of the misalignment of the code ( )( )tc 1  generated
from the receiver and the code ( )( )t-tc 1  contained in the received signal), the frequency
error, we1, and the unknown block time delay, x, (because of the misalignment of the p(t)
code generated from the receiver with the ( )x-tp  contained in the received blocks).
Note that the proper alignment of the ( )( )tc 1  code is achieved when m = 0 and u = 0;
hence, eq. (5.1.40) can be written as
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The power corresponding to the ISI term is given by
(5.1.42) ( ) ( )( ) ( ) ( ) ( )å
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where { }a2kiaEg =  and .1 22NMB c=   The argument given for the desired signal term,
which shows the dependency of the ISI terms on the C code unknown chip time delay k1t ,
the frequency error we, and on the block P code unknown chip time delay, x, can be
applied here as well.  Under the assumption that c
k T>t1  then the out-of-phase
autocorrelation function, ( )( )kem 11,1 ,twj , and the crosscorrelation function, ( )( )kem 11,1 , twg ,
satisfy the following inequality [16]
(5.1.43) ( )( ) ( )( )dtwj£twj ,, 1,111,1 eakem
(5.1.44) ( )( ) ( )( )dtwg£twg ,, 1,111,1 eckem
where ( )( )dtwj ,1,1 ea  is the peak out-of-phase autocorrelation magnitude, ( )( )dtwg ,1,1 ec  is the
peak crosscorrelation magnitude, and [ )cT,0un=dt .  Utilizing the above relationships
into (5.1.42) produces
(5.1.45) ( ) ( )( ) ( )( ) ( ){ }2121,121,1 ,,,~5.0,,, xwrdtwj+dtwg£xtw eueaecaezf KBgGaP
where 1~ -= KK .
Similarly, the power corresponding to the MAI term can be written as
(5.1.46) ( ) ( )( ) ( )( ) ( ){ }åå
= =
xwrtwj+twg=xL
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where { }teIeI wwtt=L ,,,,, 12 LL .  Under the assumption that cki T>t  then the
crosscorrelation function, ( )( )kieiim twj ,,1 , and the crosscorrelation function, ( )( )kieiim twg ,,1 ,
satisfy the following inequality [16]
(5.1.47) ( )( ) ( )( )ieiickieiim dtwj£twj ,, ,1,1
(5.1.48) ( )( ) ( )( )ieiickieiim dtwg£twg ,, ,1,1
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where ( )( )ieiic dtwj ,,1  is the peak crosscorrelation magnitude of ( )( )kieiim twj ,,1 , ( )( )ieiic dtwg ,,1
is the peak crosscorrelation magnitude of ( )( )kieiim twg ,,1 , and [ )ci T,0un=dt .
If the misalignments of the code ( )( )tc 1  generated from the receiver and the code
( )( )ii tc t-  contained in the received signal, for { }Ii ,,2 L=  can be expressed with the
help of the vector { }TeIeI wwtt=L ,,,,, 12 LL , then the total receiver power of the MAI
terms will show this dependency.
Similarly, after some algebra and under the assumption that c
k
i T>t  the power
expression of the MAI terms is simplified to
(5.1.49) ( ) ( )( ) ( )( ) ( )[ ]å
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The power corresponding to AWGN terms is computed from
(5.1.50) ( )
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= .
Hence, it follows that the output signal SINR conditioned on a is written, according to
[16], as
(5.1.51) ( ) ( )( ) ( ) ( ) SINR
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Z
n
Z
m
Z
f
Z
d
D
N
aPaPaP
aP
aSINR =
+xL+xt
xt
=xLt
,,,,
,,
,,,
1
1
1 .
Substituting (5.1.50), (5.1.49), (5.1.45) and (5.1.41) into (5.1.51) produces
(5.1.52) ( )( ) ( )( ) ( )[ ]21021,1021,1012 ,,,5.0 xwrdtwj+dtwg= - eeecSINR BEaN
(5.1.53) ( )( ) ( )( ) ( )[ ]{ 2021,121,11 ,,,~5.0 xwrdtwj+dtwg£ - eeaeccSINR EKBgD
( )( ) ( )( ) ( )[ ] ( )
þ
ý
ü
+xwrtwj+twg+ -
=
- å 1
2
2
0
2,12,11 5.0,,,5.0 inbn
I
i
eiiei
i
ciei
i
cc NEFBgKE
where ccb NEME =  is the total energy per bit.  Note the disappearance of the amplifier
gain, Ga, from the computation of the SINR.
Assuming that the power loss factor, Qi(t), is not changing during the data bit
transition and that the C code is a Gold sequence [21] then the SINR expression, (5.1.52)
and (5.1.53), can be further simplified as
CHAPTER 5. A DSSS/CDMA/FDMA INDOOR GEOLOCATION SYSTEM 234
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Assuming that the C code comes from the small Kasami sequences [21] then we can
write the SINR expression, (5.1.52) and (5.1.53), as follows
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The lower bound expressions on the SINR are particularly useful, because they
provide an upper bound expression on BEP (or rate see §5.1.8) and on the receiver’s
detector degradation ratio, which is the inverse of the SINR and which is, to some extent,
a direct measure of the receiver’s code and phase error (see §5.3.1 and §5.3.2).
5.1.8 Bit Error Probability
Assuming that the interference is Gaussian distributed we can obtain the expression
for BEP conditioned on a and to the extent that this is a good approximation, BEP reads
[16]
(5.1.58) ( ) ( )( )xLt=xLt ,,,,,, aSINRQaBEP
where ( ) ( ) ò
¥ --p=
x
t dtexQ 221
2
2 .
The unconditional ( )xLt ,,BEP  can be produced by integrating the conditional
( )xLt ,,,aBEP  with respect to the density function of a, ( ) ( ) ( )aUaaap 2exp 2-=  (see
Appendix A of [16]), which reads
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(5.1.59) ( )
( )[ ]
ú
ú
û
ù
ê
ê
ë
é
÷
÷
ø
ö
ç
ç
è
æ
+m
m
-@xLt
ma-exp
1
15.0,,BEP
where ( ){ }xLtºm ,,,
2
1
aSINRE  and the expectation is performed with respect to a.
Knowing that the function BEP given by (5.1.59) is monotonically decreasing with
respect to m then the largest BEP corresponds to the smallest m; hence, the upper BEP
bound can be obtained from
(5.1.60) ( )
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where ( ){ }xLtºm ,,,
2
1
minmin aSINRE  and the expectation is performed with respect to a.
Equation (5.1.60) is particularly useful for hardware implementation because it
provides a closed form expression that can be implemented employing any digital signal
processor or the state of the art microprocessor design, which utilizes floating-point
arithmetic. Nevertheless, for our theoretical performance evaluation we can employ the
accurate expression from MATLAB®.
Thus, we have concluded the analytical evaluation of the receiver performance based
only on tracking performance of the C and P code.  We have not considered however, the
performance based on tracking the frequency and the carrier phase which can be
exploited using any of the Delay Lock Loops or Phase Lock Loops, leaving this of part of
future studies or publications.  We have; nevertheless, considered the performance based
on tracking the C and the B code, which is the topic of the following section.
5.2 Communication Performance Analyses (C and B
Codes)
So far we have analyzed the communication performance evaluation; i.e., the SINR
and BEP based on the tracking performance of the C and P code signal structure and with
partial exploitation of the B code signal structure.  While, there are several combinations
of the C and B code, in this section we explore the impact of the B code signal structure
on the communication performance evaluation for a particular combination of the B and
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C codes.  For this particular combination the B code is assumed to be much longer than
the c code.  Hence, the B code is very important because it protects the receiver from
interference and jamming, although there are limitations to its protection and when we
intentionally desire to deny the use of the C code to other users.  The B code is a much
longer code than the C and P codes are together and this insures a much higher ratio of
the autocorrelation peak for the B code over the out of phase autocorrelation and
crosscorrelation peak.  The correlation with the B code is exploited in §5.2.1.  The
integration after the B code correlation is presented in §5.2.2.  The SINR is analyzed in
§5.2.3 and the BEP is exploited in §5.2.4.
5.2.1 Correlation with the Locally Generated B Code
When the correlation with the B code is performed we have resolved not only the start
the C code sequence but also the start of the B code sequence to better than a half of the
chipping period (or cT5.0 ).  The signal, a(t), that describes the correlation with the b(t)
code is given by
(5.2.1) ( ) ( ) ( ) ( ) ( )tatatatata nmfd +++=
where the desired, ISI, MAI and AGWN components of a(t) are determined from
(5.2.2) ( ) ( ) ( )tbtwta jj = , { }nmfdj ,,,=  and { }Nv ,,1 L= .
As mentioned earlier, the correlation with the B code is the first step towards acquiring
the B code, which is followed by the integration stage.  Due to the perfect
synchronization between the C and the B code, the receiver is potentially able to resolve
for the start of the B code (see §5.2.2), if the start of the C sequence is known at this time.
5.2.2 (Third) Integration after the Correlation with the Locally
Generated B Code
After the correlation with the B sequence is performed, next the receiver’s designated
channel performs the third integration or the integration after the B code correlation.
Nevertheless, before achieving this goal, one important design parameter to be
determined is the length of the B code sequence, bM .  Having determined the optimum
length of the B code sequence, bM , the receiver performs the third integration.
The signal, d(n), that describes this mode is given by
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(5.2.3) ( ) ( ) ( ) ( ) ( )ndndndndnd nmfd +++=
where every component of d(n), for { }nmfdj ,,,=  and { }bMn ,,1 L= , is obtained from
(5.2.4) ( ) ( )ò=
dT
j
d
j dttaT
nd
0
1
where Td is the bit transition or the data bit period.
Next, the crosscorrelation function, ( )( )kieiim twJ ,,1 , obtained by crosscorrelating the
sequence ( )( )tb 1  with the waveform ( )kisri ts t-  and the crosscorrelation function,
( )( )kieiim twd ,,1 , derived by crosscorrelating the sequence ( )( )tb 1  with the waveform
( )kicri ts t- , are required to compute the components of d(n).  The crosscorrelation
functions, ( )( )kieiim twJ ,,1  and ( )( )kieiim twd ,,1 , are defined as
(5.2.5) ( ) ( ) ( ) ( )( ) ( )ò c-t-=twJ
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m dtjtbts
0
1,1 exp,
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m dtjtbts
0
1,1 exp, .
After some mathematical steps, assuming that 0@cei Rf  then the crosscorrelation
functions ( )( )kieiim twJ ,,1  and ( )( )kieiim twd ,,1  can be written as
(5.2.7) ( ) ( ) ( ) ( )[ ] ( ) ( )å
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where ( )kieic dtwk ,  is determined from (5.1.22).
In light of equations (5.2.7) and (5.2.8) the desired signal term is computed from
(5.2.9) ( ) ( )( ) ( )( ) ( ) ( )[ ]111
0
1
11
1,1
,
1
11
1,1
1
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After some simplifications the desired signal component can be written as
(5.2.10) ( ) ( ) ( ) ( )( )[ ] ( )[ ]1111111,11111,1
1
1 exp,, q+f-twJ±twd= jj
NM
Ga
nd emem
c
a
d
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where ( ) ( )1111,1 , twJ em  is the maximum value of ( ) ( )1111,1, , twJ eqm .
Similarly, the ISI component can be approximated by
(5.2.11) ( ) ( )( ) ( )( )[ ] ( )[ ]å
=
q+f-twJ±twd=
K
k
kk
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k
em
k
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f jjaNM
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and the MAI term is given by
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Finally the AWGN term can be written as
(5.2.13) ( ) ( ) ( )n
NM
N
NM
n
nd
c
out
c
out
n i=
is
=
2
where i  is WGNs(0,1).
So far the focus of our analysis has been the study of the signal characteristics, which
undergoes several processing stages while tracking both the C and the B code.  This is the
first important step in the endeavor to evaluate the receiver and system performance.  The
second important step, just like in §5.1.7 and §5.1.8, is the useful criterion to assess the
system performance; hence, the next two sections provide the analytical development of
the SINR (see §5.2.3) and BEP (see §5.2.4), for the reasons mentioned earlier.
5.2.3 Signal To Interference Plus Noise Ratio
Based on the development of §5.1.7 we determine the SINR for the receiver in
accordance to the properties of the B code.
The output signal conditional SINR conditioned on { } aa =º 11a  is defined similarly as
in equation (5.1.38); hence, we can compute the output desired, ISI, MAI, and AWGN
signal power. First, the desired output signal power conditioned on a is determined from:
(5.2.14) ( ) ( )( ) ( )( ) úû
ù
êë
é twJ+twd=xtw
21,121,12 ,,5.0,,, ememaed BaGaP .
Second, the power corresponding to the ISI term is given by
(5.2.15) ( ) ( )( ) ( )( )å
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where { }a2kiaEg = .  Under the assumption that ck T>t1  then the out-of-phase
autocorrelation function, ( )( )kem 111,1 , twd , and the crosscorrelation function, ( )( )kem 111,1 ,twJ ,
satisfy the following inequality
(5.2.16) ( )( ) ( )( )dtwd£twd ,, 1,1111,1 eakem
(5.2.17) ( )( ) ( )( )dtwJ£twJ ,, 1,1111,1 eckem
where ( )( )dtwd ,1,1 ea  is the peak of the out-of-phase autocorrelation magnitude,
( )( )dtwJ ,1,1 ec  is the peak of the crosscorrelation magnitude, and [ )cT,0un=dt .  Utilizing
the above relationships into (5.2.15) produces
(5.2.18) ( ) ( )( ) ( )( ){ }21,121,1 ,,~5.0,,, dtwJ+dtwd£xtw eceaaef BKgGaP
where 1~ -= KK .
Similarly, the power corresponding to the MAI term can be written as
(5.2.19) ( ) ( )( ) ( )( ){ }åå
= =
twJ+twd=xL
I
i
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i
m
k
iei
i
mam gBGaP
2 1
2,12,1 ,,5.0,,
where { }TeIeI wwtt=L ,,,,, 12 LL .  Under the assumption that cki T>t  then the
crosscorrelation function, ( )( )kieiim twd ,,1 , and the crosscorrelation function, ( )( )kieiim twJ ,,1 ,
satisfy the following inequality
(5.2.20) ( )( ) ( )( )ieiickieiim dtwd£twd ,, ,1,1
(5.2.21) ( )( ) ( )( )ieiickieiim dtwJ£twJ ,, ,1,1
where ( )( )ieiia dtwd ,,1  is the peak of the crosscorrelation magnitude of ( )( )lieiim twd ,,1 ,
( )( )ieiic dtwJ ,,1  is the peak of the crosscorrelation magnitude of ( )( )ieiim twJ ,,1 , and
[ )ci T,0un=dt .
If the misalignments of the code ( )( )kb 1  generated from the receiver and the code
( ) ( )ii tb t-  contained in the received signal, for { }Ii ,,2 L=  can be expressed with the
help of the vector { }TeIeI wwtt=L ,,,,, 12 LL , then the total receiver power of the MAI
term will show this dependency.
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Similarly, after some algebra and under the assumption that c
k
i T>t  the power
expression of the MAI term is simplified to
(5.2.22) ( ) ( )( ) ( )( )[ ]å
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2
2,12,1 ,,5.0,, .
Fourth, the power corresponding to the AWGN term is computed from
(5.2.23) ( )
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= .
Hence, it follows that the output signal SINR conditioned on a is determined from
(5.2.24) ( ) ( )( ) ( ) ( ) SINR
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Substituting (5.2.15), (5.2.18), (5.2.22), and (5.2.23) into (5.2.24) produces
(5.2.25) ( )( ) ( )( )[ ]21,121,1012 ,,5.0 dtwJ+dtwd= - ececSINR BEaN
(5.2.26) ( )( ) ( )( )[ ]{ 21,121,11 ,,~5.0 dtwJ+dtwd£ - ececcSINR BEKgD
( )( ) ( )( )[ ] ( )
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where ccb NEME =  is the total bit energy.
Given the power loss factor, pi(t), and assuming that the B code is a Gold sequence
[21] then the SINR equations, (5.2.25) and (5.2.26), can be further simplified as
(5.2.27) ( ) ( ) [ ]BtpaN eecSINR +wdtwk³
-
1,
22
1
2
(5.2.28) ( ) ( ) [ ]12121 1,~4 --- +wdtwk£ NMKgtpD ececSINR
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=
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i
eiieicic NEFtpNgKM .
Assuming that the B code comes from the small set of Kasami sequences [21] then we
can write the SINR equations (5.2.25) and (5.2.26), as follows
(5.2.29) ( ) ( ) [ ]BtpaN eecSINR +wtwk³
-
1,
22
1
2
(5.2.30) ( ) ( ) [ ]12121 1,~ --- +wtwk£ NMKgtpD ececSINR
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The lower bound expressions on the SINR are particularly useful, because they
provide an upper bound expression on the BEP (or BER see §5.2.4) and on the receiver’s
detector degradation ratio, which is the inverse of the SINR and which is, to some extent,
a direct measure of the receiver’s code and phase error (see §5.3.1 and §5.3.2).
5.2.4 Bit Error Probability
The development, presented in §5.1.8, can be utilized here as well.  Rather than repeat
that development here, the reader is referred to that section.
5.3 Navigation Performance Analyses
Thus far we have been concerned with the communication performance analysis,
which provides the means of assessing the SINR and BEP.  Another important aspect of
our analysis is the navigation performance analyses.  To evaluate the navigation
performance it is necessary to evaluate the receiver’s code error (see §5.3.1) and to
evaluate the receiver’s phase error (see §5.3.2), which directly influences the receiver’s
position and velocity error.
5.3.1 Receiver’s Code Error
An accurate estimate of the receiver’s code (or pseudorange) error can only be
obtained from analyzing the delay lock loop suitable for the system under investigation.
For a discussion on delay locked loops the reader is referred to Chapter 2 (see §2.2.4.2.3),
and [22]-[26].  For the purposes of our investigation we only look at a simplified
expression of the receiver’s code error, which is sufficient to provide a preliminary
estimate and thus serve as a baseline for the future design of a delay lock loop.
For a discussion on the delay locked loops and phase lock loops the reader is referred
to Chapter 2 (see §2.2.4.2.3), and [22], [25]-[26].
According to Spilker [22], a simplified expression for the receiver’s code error can be
obtained as follows
(5.3.1) 
SINR
cTc
c =s  (m).
For analysis purposes we are interested in computing an upper bound expression for
the receiver’s code error.  Since sc is a monotonically decreasing with respect to SINR
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then SINRmin produces scmax; therefore, in our numerical assessment results we compute
scmax instead of sc.
5.3.2 Receiver’s Phase Error
An accurate estimate of the receiver’s phase error can only be obtained from analyzing
frequency lock loops and phase lock loops suitable for the system under investigation.
For a discussion on frequency lock loops and phase lock loops the reader is referred to
Chapter 2 (see §2.2.4.2.4 and §2.2.4.2.5) [22]-[26].  For the purposes of our investigation
we only look at a simplified expression on the receiver’s phase error, which is sufficient
to provide a preliminary estimate and thus serve as a baseline for the future design of
frequency lock loops and phase lock loops.
For a discussion on the delay locked loops and phase lock loops the reader is referred
to Chapter 2 (see §2.2.4.2.5) [22], [25]-[26].
Similarly, according to Spilker [22], a simplified expression for the receiver’s phase
error can be obtained as follows
(5.3.2) 
SINRf
c
ip
=sf 2
 (m).
For analysis purposes we are interested in computing an upper bound expression for
the receiver’s phase error.  Since sf is a monotonically decreasing with respect to SINR
then SINRmin produces sfmax; therefore, in our numerical assessment results we compute
sfmax instead of sf.
5.4 Quantitative Assessment
While quantitative assessment is partially discussed in some of our references [16]-
[19], we perform here a complete assessment of the impact of the system design
parameters; such as the signal to noise ratio, inb NE , receiver’s noise figure, nF , number
of transmitters, I, number of paths, K, synchronization parameter, dt, and frequency
error, fe, on the upper bound of the BEP and receiver’s code and phase error.  This section
includes the selection of parameters in §5.4.1 and the quantitative requirements on the
theoretical performance in §5.4.2.
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5.4.1 Selection of Parameters
The system geometry is shown in Figure 5.8.  As shown in the figure there are 10
transmitters and one receiver.  More discussion about this geometry is provided later in
this section.
The selection of the parameters is based on the initial work performed in [16]-[19] and
it is applied to every section of the system.
The transmitter parameters are selected from:
· The number of transmitters is I = 10.
· The frequency of the desired signal (coming from the 1st transmitter) is 3.069 GHz.
· The chipping rate Rc = 1.023e8 MBPS, the C code repetition rate or the P code
chipping rate Rr º Rp = 1 MBPS.
· The frequency of the adjacent signal (signal coming from other transmitters) is
( ) ci Riff 15.01 -+= , { }Ii ,,2 LÎ" , [16]-[19].
· The C code length Mc = 1023, the P code length N = 31 and the B code length Mb =
1023 x 1025.
· The data rate for this configuration is Rp = 1/31 BBPS @ 3.2 KPBS.
Figure 5.8 Transmitter receiver geometry of both a CDMA and a CDMA/FDMA indoor
geolocation systems.
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· The transmitting antenna gain is Gt = 10 dB.
The channel parameters are selected as follows:
· The reference path loss is Q0 = -42.275 dB.  This reference path loss corresponds to
R = 1 m and L1 =1575.42 MHz.
· The slope for the path loss function vs. transmitter receiver distance is n = 3.5.
· The slope of the path loss function vs. operating frequency is m = 2.01.
· The standard deviation of the normal distributed noise, which represents
unaccounted factors of the path loss model, is 0.5.
· The number of paths including the line of sight path is 10.
· The average attenuation a = 0.5 and g = 0.25.
· The roll-off factor for the raised cosine filter is d = 0.5.
The receiver parameters are selected as follows:
· Doppler shift between the receiver and the ith transmitter is i*0.1 m/s.
· The noise figure, Fn = 10, and the calibration temperature is T0 = 290 K.
· The IF filter bandwidth, Bn = 30 MHz.
· The synchronization parameter dt for the C code is [ )cT,0un  nsec.  The mean of dt
is given by cc Tt 5.0= . With the help of ct  we have selected two distinct values for
the synchronization parameter dt ={0, ct } which correspond to perfect and average
synchronization respectively.
· The synchronization parameter x corresponding to the P code misalignment is the
same as the synchronization parameter dt, due to the perfect synchronization of the
P code with the C code.
· The frequency error is given by fe = 0.05 Hz.
· The receiving antenna gain is Gr = 10 dB.
5.4.2 Quantitative Requirements on Theoretical Performance
Quantitative requirements on theoretical performance are given in terms of the
quantitative requirements on the communication performance (see §5.4.2.1) and
quantitative requirements on navigation performance (see §5.4.2.2).
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5.4.2.1 Quantitative Requirements on Communication Performance
The BEP provides the means of assessing the communication performance of a
DSSS/CDMA and DSSS/CDMA/FDMA indoor geolocation system.  The BEP is given
as a function of six important design parameters such as ideal signal to noise ratio, Eb/N0
(dB), relative adjacent distance, Ri (m), { }Ii ,,2 LÎ" , number of transmitters, I, number
of paths, K, synchronization parameter, dt (nsec), and frequency error, fe, (Hz).  Figure
5.9 illustrates the synchronization coefficient, k (see equation (5.1.22)), as a function of
the synchronization parameter, dt.  As indicated in the figure, perfect synchronization
corresponds to k = 1 and average synchronization corresponds to k = 0.5.
Figure 5.10 depicts the BEP as a function of Eb/N0 (dB) using (a) Gold and (b) Kasami
sequences for a DSSS/CDMA only and DSSS/CDMA/FDMA indoor geolocation system
for average and perfect synchronization.
Figure 5.9 The synchronization coefficient vs. synchronization parameter, dt (nsec).
  
(a) (b)
Figure 5.10 BEP vs. ideal SNR, Eb/N0 (dB), for (a) Gold and (b) Kasami sequences.
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We note that for a DSSS/CDMA indoor geolocation system with Gold/Kasami
sequences as Eb/N0 increases from 60 to 80 dB the BEP for average synchronization
decreases from 0.1/0.1 to 0.02/1e-6 the BEP for perfect synchronization decreases from
0.09/0.1 to 0.02/3e-7.  Clearly, a DSSS/CDMA indoor geolocation with Kasami
sequences can achieve a BEP almost 10 times as small as the BEP of the same system
with Gold sequences.
For a DSSS/CDMA/FDMA indoor geolocation system with Gold/Kasami sequences
as Eb/N0 increases from 60 to 80 dB the BEP for average synchronization decreases from
0.1/0.1 to 2e-11/0 and the BEP for perfect synchronization decreases from 8e-3/2e-3 to
2e-13/0.  At Eb/N0 = 70 dB the DSSS/CDMA/FDMA system with Kasami sequences can
achieve an order of magnitude smaller BEP than the same system with Gold sequences.
Figure 5.11 depicts the BEP as a function of relative adjacent distance, Ri (m),
{ }Ii ,,2 LÎ" , using (a) Gold and (b) Kasami sequences for a DSSS/CDMA only and
DSSS/CDMA/FDMA indoor geolocation system for average and perfect
synchronization.  For this experiment, in addition to the parameters shown above, Eb/N0
is equal to 70 (dB).
We note that for a DSSS/CDMA indoor geolocation system with Gold/Kasami
sequences as Ri increases from 1 to 100 m the BEP for average synchronization decreases
from 0.5/0.5 to 1e-4/1e-5 and the BEP for perfect synchronization decreases from
0.5/0.5 to 1e-8/1e-13.  Clearly, a DSSS/CDMA indoor geolocation with Kasami or Gold
sequences cannot overcome the near-far effect.
  
(a) (b)
Figure 5.11 BEP vs. relative adjacent distance, Ri (m), for (a) Gold and (b) Kasami sequences.
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We note that for a DSSS/CDMA/FDMA indoor geolocation system with Gold/Kasami
sequences as Ri increases from 1 to 100 m the BEP for average synchronization remains
almost unchanged at 1e-4/1e-5 and the BEP for perfect synchronization remains almost
unchanged 1e-8/1e-13.  Clearly, a DSSS/CDMA/FDMA indoor geolocation with
Kasami or Gold sequences can overcome the near-far effect.
Figure 5.12 depicts the BEP as a function of the number of transmitters, I, using (a)
Gold and (b) Kasami sequences for a DSSS/CDMA only and a DSSS/CDMA/FDMA
indoor geolocation system for average and perfect synchronization. For this experiment,
in addition to the parameters shown above, the Eb/N0 is equal to 70 (dB).  Also the
relative distance between the 1st transmitter and receiver is 10 m and the relative distance
between each adjacent transmitter and the receiver is 10 m.
We note that for a DSSS/CDMA indoor geolocation system with Gold/Kasami
sequences as I increases from 2 to 32 the BEP for average synchronization increases from
9e-9/5e-5 to 1e-1/1e-2 and the BEP for perfect synchronization increases from
1e-5/1e-10 to 1e-1/1e-2.  Clearly, a DSSS/CDMA indoor geolocation with Kasami or
Gold sequences cannot be used when more than 10 transmitters are required.
We note that for a DSSS/CDMA/FDMA indoor geolocation system with Gold/Kasami
sequences as I increases from 2 to 32 the BEP for average synchronization remains
almost unchanged at 4e-4/1e-5 and the BEP for perfect synchronization remains almost
unchanged 7e-8/2e-14.  Clearly, a DSSS/CDMA/FDMA indoor geolocation with
Kasami or Gold sequences can be used when up to 32 transmitters are required.
  
(a) (b)
Figure 5.12 BEP vs. number of transmitters, I, for (a) Gold and (b) Kasami sequences.
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Figure 5.13 illustrates the BEP as a function of the number of paths, K, using (a) Gold
and (b) Kasami sequences for a DSSS/CDMA only and a DSSS/CDMA/FDMA indoor
geolocation system for average and perfect synchronization.  For this experiment, in
addition to the parameters shown above, the Eb/N0 is equal to 70 (dB).  The relative
distance between the 1st transmitter and receiver is 10 m and the relative distance between
each adjacent transmitter and the receiver is 10 m.  The number of transmitters is equal to
10.
We note that for a DSSS/CDMA indoor geolocation system with Gold/Kasami
sequences as K increases from 1 to 100 the BEP for average synchronization increases
from 2e-4/3e-5 to 0.5/1e-1 and the BEP for perfect synchronization increases from
1e-7/1e-13 to 0.5/1e-1.  Clearly, a DSSS/CDMA indoor geolocation system with
Kasami or Gold sequences cannot be used when an indoor channel contains more than
10 paths.
We note that for a DSSS/CDMA/FDMA indoor geolocation system with Gold/Kasami
sequences as K increases from 1 to 100 the BEP for average synchronization increases
from 1e-4/1e-5 to 1e-2/1e-3 and the BEP for perfect synchronization increases from
1e-13/0 to 1e-2/1e-5.  Clearly, a DSSS/CDMA/FDMA indoor geolocation with Kasami
or Gold sequences can be used when an indoor channel contains up to 30 paths.
  
(a) (b)
Figure 5.13 BEP vs. number paths, K, for (a) Gold and (b) Kasami sequences.
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Figure 5.14 presents the BEP as a function of the synchronization parameter, dt
(nsec), using (a) Gold and (b) Kasami sequences for a DSSS/CDMA only and a
DSSS/CDMA/FDMA indoor geolocation system.  For this experiment, in addition to the
parameters shown above, the Eb/N0 is equal to 70 (dB).  The relative distance between the
1st transmitter and receiver is 10 m and the relative distance between each adjacent
transmitter and the receiver is 10 m.  The number of transmitters is equal to 10 and the
number of paths is equal to 10.
We note that for a DSSS/CDMA indoor geolocation system with Gold/Kasami
sequences as t increases from 0 to 9 nsec the BEP increases from 1e-2/1e-5 to 0.1/1e-1.
A DSSS/CDMA indoor geolocation system with Kasami or Gold sequences can be used
when dt < 5 nsec.  We note that for a DSSS/CDMA/FDMA indoor geolocation system
with Gold/Kasami sequences as dt increases from 0 to 9 nsec the BEP increases from
5e-8/1e-13 to 1e-2/1e-3.  A DSSS/CDMA/FDMA indoor geolocation with Kasami or
Gold sequences can be used when dt < 5 nsec.
Figure 5.15 presents the BEP as a function of the frequency error, fe (Hz), using (a)
Gold and (b) Kasami sequences for a DSSS/CDMA only and a DSSS/CDMA/FDMA
indoor geolocation system for average synchronization.  For this experiment, in addition
to the parameters shown above, the Eb/N0 is equal to 70 (dB).  The relative distance
between the 1st transmitter and receiver is 10 m and the relative distance between each
adjacent transmitter and the receiver is 10 m.  The number of transmitters is equal to 10,
the number of paths is equal to 10, and dt = 0.5*Tc = 5 nsec.
  
(a) (b)
Figure 5.14 BEP vs. synchronization parameter, dt,  for (a) Gold and (b) Kasami sequences.
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(a) (b)
Figure 5.15 BEP vs. frequency error, fe, (Hz) for (a) Gold and (b) Kasami sequences.
We note that for a DSSS/CDMA indoor geolocation system with Gold/Kasami
sequences as fe increases from 0.01 to 10 Hz the BEP increases from 1e-7/0 to 0.5/0.5.  A
DSSS/CDMA indoor geolocation system with Kasami or Gold sequences would require
a frequency error smaller than 0.01 Hz.
We note that for a DSSS/CDMA/FDMA indoor geolocation system with Gold/Kasami
sequences as fe increases from 0.01 to 10 Hz the BEP increases from 1e-12/0 to 0.5/0.5.
A DSSS/CDMA/FDMA indoor geolocation system with Kasami or Gold sequences
would require  a frequency error smaller than 0.1 Hz.
5.4.2.2 Navigation Performance
The pseudorange error and the phase error provide the means of assessing the
navigation performance of a DSSS/CDMA and DSSS/CDMA/FDMA indoor geolocation
system.  The pseudorange error and phase error are given as a function of six important
design parameters such as ideal signal to noise ratio, Eb/N0 (dB), relative adjacent
distance, Ri (m), { }Ii ,,2 LÎ" , number of transmitters, I, number of paths, K,
synchronization parameter, dt (nsec), and frequency error, fe, (Hz).
Figure 5.16 depicts the pseudorange error as a function of Eb/N0 (dB) using (a) Gold
and (b) Kasami sequences for a DSSS/CDMA only and DSSS/CDMA/FDMA indoor
geolocation system for average and perfect synchronization.
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(a) (b)
Figure 5.16 Pseudorange error vs. ideal SNR, Eb/N0 (dB), for (a) Gold and (b) Kasami sequences.
We note that for a DSSS/CDMA system with Gold/Kasami sequences as Eb/N0
increases from 60 to 80 dB the pseudorange error for average synchronization decreases
from 4/2 to 2/0.8 and the pseudorange error for perfect synchronization decreases from
2.5/1.5 to 2/0.8.  Clearly, a DSSS/CDMA indoor geolocation with Kasami sequences can
achieve a pseudorange error almost 2 times as small as the same system with Gold
sequences.
We note that for a DSSS/CDMA/FDMA indoor geolocation system with Gold/Kasami
sequences as Eb/N0 increases from 60 to 80 dB the pseudorange error for average
synchronization decreases from 3/2 to 0.6/0.4 the pseudorange error for perfect
synchronization decreases from 1.5/1.5 to 0.6/0.3.  Clearly, a DSSS/CDMA/FDMA
indoor geolocation with Kasami sequences can achieve a pseudorange error almost 2
times as small as the pseudorange error of the same system with Gold sequences.
Figure 5.17 depicts the pseudorange error as a function of relative adjacent distance, Ri
(m), using (a) Gold and (b) Kasami sequences for a DSSS/CDMA only and
DSSS/CDMA/FDMA indoor geolocation system for average and perfect
synchronization.  For this experiment Eb/N0 is equal to 70 (dB).
We note that for a DSSS/CDMA indoor geolocation system with Gold/Kasami
sequences as Ri increases from 1 m to 100 m the pseudorange error for average
synchronization decreases from 100/50 to 1/1 and the pseudorange error for perfect
synchronization decreases from 100/50 to 0.7/0.5.  Clearly, a DSSS/CDMA indoor
geolocation with Kasami or Gold sequences cannot overcome the near-far effect.
CHAPTER 5. A DSSS/CDMA/FDMA INDOOR GEOLOCATION SYSTEM 252
We note that for a DSSS/CDMA/FDMA indoor geolocation system with Gold/Kasami
sequences as Ri increases from 1 to 100 m the pseudorange error for average
synchronization remains almost unchanged at 1 m and the pseudorange error for perfect
synchronization remains almost unchanged 0.7/0.5 m.  Clearly, a DSSS/CDMA/FDMA
indoor geolocation with Kasami or Gold sequences can overcome the near-far effect.
Figure 5.18 depicts the pseudorange error as a function of the number of transmitters,
I, using (a) Gold and (b) Kasami sequences for a DSSS/CDMA only and a
DSSS/CDMA/FDMA indoor geolocation system for average and perfect
synchronization.  In addition to the parameters shown above, the Eb/N0 is equal to 70
(dB).  Also the relative distance between the 1st transmitter and receiver is 10 m and the
relative distance between each adjacent transmitter and the receiver is 10 m.
  
(a) (b)
Figure 5.17 Pseudorange error vs. adjacent distance (m) for (a) Gold and (b) Kasami sequences.
  
(a) (b)
Figure 5.18 Pseudorange error vs. number of transmitters, I, for (a) Gold and (b) Kasami
sequences.
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We note that for a DSSS/CDMA indoor geolocation system with Gold/Kasami
sequences as I increases from 2 to 32 the pseudorange error for average synchronization
increases from 1.2/1 to 3.2/2 m and the pseudorange error for perfect synchronization
increases from 0.9/0.65 to 3.2/1.8.  Clearly, a DSSS/CDMA indoor geolocation with
Kasami or Gold sequences cannot be used when more than 10 transmitters are required.
We note that for a DSSS/CDMA/FDMA indoor geolocation system with Gold/Kasami
sequences as I increases from 2 to 32 the pseudorange error for average synchronization
remains almost unchanged at 1.2/1 m and the pseudorange error for perfect
synchronization remains almost unchanged 7.5/5.5 m.  Clearly, a DSSS/CDMA/FDMA
indoor geolocation with Kasami or Gold sequences can be used when up to 32
transmitters are required.
Figure 5.19 illustrates the pseudorange error as a function of the number of paths, K,
using (a) Gold and (b) Kasami sequences for a DSSS/CDMA only and a
DSSS/CDMA/FDMA indoor geolocation system for average and perfect
synchronization.  For this experiment, in addition to the parameters shown above, the
Eb/N0 is equal to 70 (dB).  The relative distance between the 1st transmitter and receiver is
10 m and the relative distance between each adjacent transmitter and the receiver is 10 m.
The number of transmitters is equal to 10.
We note that for a DSSS/CDMA indoor geolocation system with Gold/Kasami
sequences as K increases from 1 to 100 the pseudorange error for average
synchronization increases from 1 m to 6/3 m and the pseudorange error for perfect
synchronization increases from 0.7/0.6 m to 6/3 m.  Clearly, a DSSS/CDMA indoor
geolocation system with Kasami or Gold sequences cannot be used when an indoor
channel contains more than 10 paths.
We note that for a DSSS/CDMA/FDMA indoor geolocation system with Gold/Kasami
sequences as K increases from 1 to 100 the pseudorange error for average
synchronization increases from 1/1 m to 2/1.5 m and the pseudorange error for perfect
synchronization increases from 0.5/0.45 m to 2/1 m.  Clearly, a DSSS/CDMA/FDMA
indoor geolocation with Kasami or Gold sequences can be used when an indoor channel
contains more than 10 paths.
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Figure 5.20 presents the pseudorange error as a function of the synchronization
parameter, dt (nsec), using (a) Gold and (b) Kasami sequences for a DSSS/CDMA only
and a DSSS/CDMA/FDMA indoor geolocation system.  For this experiment, in addition
to the parameters shown above, the Eb/N0 is equal to 70 (dB).  The relative distance
between the 1st transmitter and receiver is 10 m and the relative distance between each
adjacent transmitter and the receiver is 10 m.  The number of transmitters is equal to 10
and the number of paths is equal to 10.
We note that for a DSSS/CDMA indoor geolocation system with Gold/Kasami
sequences as dt increases from 0 to 10 nsec the pseudorange error increases from 3/1 m
to 6/5 m.  A DSSS/CDMA indoor geolocation system with Kasami or Gold sequences
can be used when dt < 5 nsec.
  
(a) (b)
Figure 5.19 Pseudorange error vs. number of paths, K, for (a) Gold and (b) Kasami sequences.
  
(a) (b)
Figure 5.20 Pseudorange error vs. dt for (a) Gold and (b) Kasami sequences.
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We note that for a DSSS/CDMA/FDMA indoor geolocation system with Gold/Kasami
sequences as dt increases from 0 to 9 nsec the pseudorange error increases from 0.7/0.6
to 5/5 m.  A DSSS/CDMA/FDMA indoor geolocation with Kasami or Gold sequences
can be used when dt < 5 nsec.
Figure 5.21 presents the pseudorange error as a function of the frequency error, fe
(Hz), using (a) Gold and (b) Kasami sequences for a DSSS/CDMA only and a
DSSS/CDMA/FDMA indoor geolocation system for average synchronization.  For this
experiment, in addition to the parameters shown above, the Eb/N0 is equal to 70 (dB).
The relative distance between the 1st transmitter and receiver is 10 m and the relative
distance between each adjacent transmitter and the receiver is 10 m.  The number of
transmitters is equal to 10, the number of paths is equal to 10, and dt = 0.5*Tc = 5 nsec.
We note that for a DSSS/CDMA indoor geolocation system with Gold/Kasami
sequences as fe increases from 0.01 to 10 Hz the pseudorange error increases from 0.7/0.3
to 500/300 m.  A DSSS/CDMA indoor geolocation system with Kasami or Gold
sequences would require  a frequency error smaller than 0.01 Hz.
We note that for a DSSS/CDMA/FDMA indoor geolocation system with Gold/Kasami
sequences as fe increases from 0.01 to 10 Hz the pseudorange error increases from 0.6/0.3
m to 200/200 m.  A DSSS/CDMA/FDMA indoor geolocation system with Kasami or
Gold sequences would require  a frequency error smaller than 0.1 Hz.
  
(a) (b)
Figure 5.21 Pseudorange error vs. the frequency error (Hz) for (a) Gold and (b) Kasami sequences.
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Figure 5.22 depicts the phase error as a function of Eb/N0 (dB) using (a) Gold and (b)
Kasami sequences for a DSSS/CDMA only and DSSS/CDMA/FDMA indoor geolocation
system for average and perfect synchronization.
We note that for a DSSS/CDMA system with Gold/Kasami sequences as Eb/N0
increases from 60 to 80 dB the phase error for average synchronization decreases from
2/1.5 cm to 1.2/0.5 cm and the phase error for perfect synchronization decreases from
1.5/0.8 cm to 1.2/0.4 cm.  Clearly, a DSSS/CDMA indoor geolocation with Kasami
sequences can achieve a phase error almost 2 times as small as the phase error of the
same system with Gold sequences.
We note that for a DSSS/CDMA/FDMA indoor geolocation system with Gold/Kasami
sequences as Eb/N0 increases from 60 to 80 dB the phase error for average
synchronization decreases from 1.5/1.5 cm to 3/2 mm the phase error for perfect
synchronization decreases from 8/7.5 mm to 3/1.6 mm.  Clearly, a DSSS/CDMA/FDMA
indoor geolocation with Kasami sequences can achieve a phase error almost 2 times as
small as the phase error of the same system with Gold sequences.
Figure 5.23 depicts the phase error as a function of relative adjacent distance, Ri (m),
{ }Ii ,,2 LÎ" , using (a) Gold and (b) Kasami sequences for a DSSS/CDMA only and
DSSS/CDMA/FDMA indoor geolocation system for average and perfect
synchronization.  For this experiment, in addition to the parameters shown above, the
Eb/N0 is equal to 70 (dB).
  
(a) (b)
Figure 5.22 Phase error vs. the ideal SNR (dB) for (a) Gold and (b) Kasami sequences.
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(a) (b)
Figure 5.23 Phase error vs. the adjacent distance, Ri, (m) for (a) Gold and (b) Kasami sequences.
We note that for a DSSS/CDMA indoor geolocation system with Gold/Kasami
sequences as Ri increases from 1 to 100 m the phase error for average synchronization
decreases from 50/30 cm to 5/5 mm and the phase error for perfect synchronization
decreases from 50/30 cm to 5/5 mm.  Clearly, a DSSS/CDMA indoor geolocation with
Kasami or Gold sequences cannot overcome the near-far effect.
We note that for a DSSS/CDMA/FDMA indoor geolocation system with Gold/Kasami
sequences as Ri increases from 1 to 100 m the phase error for average synchronization
remains almost unchanged at 5 mm and the phase error for perfect synchronization
remains almost unchanged 4/3 mm.  Clearly, a DSSS/CDMA/FDMA indoor geolocation
with Kasami or Gold sequences can overcome the near-far effect.
Figure 5.24 depicts the phase error as a function of the number of transmitters, I, using
(a) Gold and (b) Kasami sequences for a DSSS/CDMA only and a DSSS/CDMA/FDMA
indoor geolocation system for average and perfect synchronization.  For this experiment,
in addition to the parameters shown above, the Eb/N0 is equal to 70 (dB).  Also the
relative distance between the 1st transmitter and receiver is 10 m and the relative distance
between each adjacent transmitter and the receiver is 10 m.
We note that for a DSSS/CDMA indoor geolocation system with Gold/Kasami
sequences as I increases from 2 to 32 the phase error for average synchronization
increases from 6/5 mm to 1.8/1 cm and the phase error for perfect synchronization
increases from 5/3 mm to 1.8/1 cm.  Clearly, a DSSS/CDMA indoor geolocation with
Kasami or Gold sequences cannot be used when more than 10 transmitters are required.
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We note that for a DSSS/CDMA/FDMA indoor geolocation system with Gold/Kasami
sequences as I increases from 2 to 32 the phase error for average synchronization remains
almost unchanged at 6/5 mm and the phase error for perfect synchronization remains
almost unchanged 4/3 mm.  Clearly, a DSSS/CDMA/FDMA indoor geolocation with
Kasami or Gold sequences can be used when up to 32 transmitters are required.
Figure 5.25 illustrates the phase error as a function of the number of paths, K, using (a)
Gold and (b) Kasami sequences for a DSSS/CDMA only and a DSSS/CDMA/FDMA
indoor geolocation system for average and perfect synchronization.  For this experiment,
in addition to the parameters shown above, the Eb/N0 is equal to 70 (dB).  The relative
distance between the transmitter and receiver is 10 m and the relative distance between
the adjacent transmitters and the receiver is 10 m.  The number of transmitters is equal to
10.
  
(a) (b)
Figure 5.24 Phase error vs. number of transmitters, I, for (a) Gold and (b) Kasami sequences.
  
(a) (b)
Figure 5.25 Phase error vs. number paths, K, for (a) Gold and (b) Kasami sequences.
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We note that for a DSSS/CDMA indoor geolocation system with Gold/Kasami
sequences as K increases from 1 to 100 the phase error for average synchronization
increases from 5/5 mm to 3/1.6 cm and the phase error for perfect synchronization
increases from 4/3 mm to 2/1.6 cm.  Clearly, a DSSS/CDMA indoor geolocation system
with Kasami or Gold sequences cannot be used when an indoor channel contains more
than 10 paths.
We note that for a DSSS/CDMA/FDMA indoor geolocation system with Gold/Kasami
sequences as K increases from 1 to 100 the phase error for average synchronization
increases from 5/5 mm to 1/0.7 cm and the phase error for perfect synchronization
increases from 2.5/1.5 mm to 1/0.55 cm.  Clearly, a DSSS/CDMA/FDMA indoor
geolocation with Kasami or Gold sequences can be used when an indoor channel
contains more than 10 paths.
Figure 5.26 presents the phase error as a function of the synchronization parameter, dt
(nsec), using (a) Gold and (b) Kasami sequences for a DSSS/CDMA only and a
DSSS/CDMA/FDMA indoor geolocation system.  For this experiment, in addition to the
parameters shown above, the Eb/N0 is equal to 70 (dB).  The relative distance between the
1st transmitter and receiver is 10 m and the relative distance between each adjacent
transmitter and the receiver is 10 m.  The number of transmitters is equal to 10 and the
number of paths is equal to 10.
  
(a) (b)
Figure 5.26 Phase error vs. synchronization parameter, dt,  for (a) Gold and (b) Kasami sequences.
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We note that for a DSSS/CDMA indoor geolocation system with Gold/Kasami
sequences as dt increases from 0 to 9 nsec the phase error increases from 1/0.5 cm to 3/3
cm.  A DSSS/CDMA indoor geolocation system with Kasami or Gold sequences can be
used when dt < 5 nsec.  We note that for a DSSS/CDMA/FDMA indoor geolocation
system with Gold/Kasami sequences as dt increases from 0 to 9 nsec the phase error
increases from 4/3 mm to 2.8/2.8 cm.  A DSSS/CDMA/FDMA indoor geolocation with
Kasami or Gold sequences can be used when dt < 5 nsec.
Figure 5.21 presents the phase error as a function of the frequency error, fe (Hz), using
(a) Gold and (b) Kasami sequences for a DSSS/CDMA only and a DSSS/CDMA/FDMA
indoor geolocation system for average synchronization.  For this experiment, in addition
to the parameters shown above, the Eb/N0 is equal to 70 (dB).  The relative distance
between the transmitter and receiver is 10 m and the relative distance between the
adjacent transmitters and the receiver is 10 m.  The number of transmitters is equal to 10,
the number of paths is equal to 10, and dt = 0.5*Tc = 5 nsec.
We note that for a DSSS/CDMA indoor geolocation system with Gold/Kasami
sequences as fe increases from 0.01 to 10 Hz the phase error increases from 4/2 mm to
2/1.5 m.  We note that for a DSSS/CDMA/FDMA indoor geolocation system with
Gold/Kasami sequences as fe increases from 0.01 to 10 Hz the phase error increases from
3/2 mm to 1/1 m.  A normal operation of a DSSS/CDMA indoor geolocation system and
a DSSS/CDMA/FDMA indoor geolocation system with Kasami or Gold sequences
would require  a frequency error smaller than 0.01 Hz and 0.1 Hz respectively.
  
(a) (b)
Figure 5.27 Phase error vs. frequency error (Hz) for (a) Gold and (b) Kasami sequences.
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5.5 Summary and Conclusions
We have analyzed and discussed the theoretical performance of a DSSS/CDMA only
indoor geolocation system and a DSSS/CDMA/FDMA indoor geolocation system.
Recall that in Chapter 2 when we discussed a pseudolite indoor geolocation system where
we argued that the conventional pseudolite signal structure is inadequate the overcome
the near-far effect and mitigate the indoor multipath effect.  The theoretical performance
results indicate that a DSSS/CDMA only system which operates on a frequency different
from the L1 frequency is also inadequate the overcome the near-far effect.  On the other
hand, a DSSS/CDMA/FDMA indoor geolocation system would be successful is
eliminating the near-far effect, operating when a large number of transmitters is required,
handling severe multipath, and operating under average synchronization requirements.
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Chapter 6. A DSSS/OFDM/CDMA/FDMA
Indoor Geolocation System
“They that hate me without a cause are more than the hairs of mine head.”¾Psalm 69:4
6.0 Introduction
LTHOUGH a DSSS/CDMA/FDMA indoor geolocation system can overcome the near-
far effect and the multipath propagation effect, it has a low data rate.  For such a
system, the data rate is to some extent proportional to the chipping rate; i.e., a higher
chipping rate increases the data rate and vice versa.  This is a major concern for achieving
high data rate.  So far we have exploited only time diversity.  Exploiting other diversities,
such as frequency diversity, may provide the infrastructure for achieving higher data
rates.  In a DSSS/OFDM/CDMA/FDMA indoor geolocation system the data rate increase
is achieved at the expense of high system complexity.  Moreover, reducing the code
length, applied to achieve timing diversity, can also potentially increase the data rate.
Shorter codes can potentially deteriorate the time delay estimation by worsening the code
autocorrelation and crosscorrelation properties.  If we exploit frequency diversity then we
may estimate the time of arrival for every OFDM frequency and then average them out to
obtain a time of arrival corresponding to the time of flight for a signal coming from a
transmitting antenna to the receiving antenna.
There are many similarities between this system and the system analyzed in Chapter 5
that enable us to reuse some parts of Chapter 5 in this Chapter.  The discussion of this
Chapter starts with the communication performance analyses (see §6.1), continues with
navigation performance analyses (see §6.2), goes on with quantitative assessment (see
§6.3), and is concluded with a summary and conclusions (see §6.4).
6.1 Communication Performance Analyses
We analyze the communication performance of the receiver relying only on tracking
the C code.  In contrast to a DSSS/CDMA/FDMA indoor geolocation system (see
A
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Chapter 5) which contained the C, P, and B codes, the system under investigation in this
Chapter contains only the C code.  The C code is relatively short and thus it is relatively
easy to resolve the beginning of the C code, which enables a coarse acquisition between
the transmitter and the receiver.  Assuming that the sampling rate satisfies the Nyquist
criterion, analyses are performed for an equivalent analog receiver to simplify the
computations.  Based on the diagram, shown in 0, we can identify 6 (six) important
processing stages, which are analyzed in order: First, the analysis starts with the
receiver’s front end and base band sampling (see §6.1.1).  Second, the analysis continues
with the Doppler removal and phase rotation (see §6.1.2).  Third, the discussion includes
the correlation with the C code (see §6.1.3).  Fourth, the investigation goes on with the
integration after the C code correlation (see §6.1.4).  Fifth, the discussion continues with
the time of arrival estimation (see §6.1.5).  Sixth, the analysis goes on with the study of
the signal plus interference to noise ratio (see §6.1.6).  And seventh, the discussion
concludes with the evaluation of the bit error probability (see §6.1.7).
Figure 6.1 A DSSS/OFDM/CDMA/FDMA receiver design.
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6.1.1 Receiver’s Front End and Baseband Sampling
The receiver’s front end section has a two-fold impact on the received signal: a
desired impact and an undesired impact.  On one hand, the desired impact consists of
down-converting the received signal to the desired base-band or intermediate frequency
for further signal processing.  On the other hand, the undesired effect consists of
introducing thermal or Johnson noise into the received signal.  For a detailed discussion
of the undesired impact of the receiver’s front end and baseband sampling the reader
should refer to §5.2.1.
The received signal, ( ) ( )trtr j º=1 , is down-converted to the base-band frequency and
sampled (see Figure 6.1 and Figure 6.2) and the subscript j is no longer used in our
analysis.  Therefore, the expression for the sampled, received signal at base-band
frequency, o(t), can be written as
(6.1.1) ( ) ( ) ( )( )[ ]{ }ååå
= = =
q+f+t-w-w-t-=
I
i
N
n
K
k
k
nini
k
nini
k
nini
k
nia tjtsaGto
1 1 1
,,,1,1,,,, ˆ
~exp
( )tnout+
where
(6.1.2) ( ) ( ) ( )tjststs rsnircnini ,,, +=
and Ga is the front end amplifier gain.  Note that the hat (^) denotes a parameter
generated and estimated locally by the receiver and ( )tnout  is the noise with power
spectral density given by equation (5.1.4).
Figure 6.2 Block diagram of the receiver's front end and base band sampling.
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6.1.2 Doppler Removal and Phase Rotation
During this process the Doppler shift of the desired signal (corresponding to the signal
coming out from the first transmitter) is removed and the phase of the desired signal is
rotated, which yields the signal, u(t), determined from (see Figure 6.1 and Figure 6.3),
(6.1.3) ( ) ( ) ( ) ( )tnjtsaGtu out
I
i
N
n
K
k
k
ni
k
nini
k
nia +c-t-= ååå
= = =1 1 1
,,,, exp
where
(6.1.4) ( )( )ctR11,11,1 1ˆ~ˆ &±= ww
(6.1.5) ( )( ) k ninik ninikni t ,,,1,1,, ~ˆ~ q+f+t-w-w=c .
Let e ni,w  denote radian error frequency term defined as
(6.1.6) ( )( ) ( )( )ctRctR nininie ni 11,1,,1,1,, 1ˆ1~ˆ~ && ±w-±w=w-w=w
then equation (6.1.5) can be further written as
(6.1.7) ( ) kninik nie nikni t ,,,,, q+f+t-w=c .
The accuracy of removing the Doppler shift and rotating the phase depends upon the
radian error frequency, e ni,w , and the time delay, 
k
ni,t .  This effect, while unnoticeable at
this stage, will become very detrimental during the acquisition and tracking of the C
code.  Before acquiring the C code, the receiver performs the correlation with the C code,
which is the topic of the coming subsection.
Figure 6.3 Doppler removal and phase rotation block diagram.
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6.1.3 Correlation with the Locally Generated C Code
Assuming full or complete correlation with the code, ( ) ( )( )tc 1,1 , (see Figure 6.1 and
Figure 6.4), the signal coming out of this process, w(t), is the superposition of the desired
signal component, ( )twd , the Inter Symbol Interference (ISI) term, ( )twf , the Subchannel
Access Interference (SAI), ( )tws , the Mutually Accessed Interference (MAI) component,
( )twm , and the Accumulated White Gaussian Noise (WGN) term, ( )twn , which is
analytically expressed as
(6.1.8) ( ) ( ) ( ) ( ) ( ) ( )twtwtwtwtwtw nmsfd ++++=
where these individual components can be separately computed from
(6.1.9) ( ) ( ) ( ) ( ) ( )( )tcjtsaGtw ad 1,11 1,11 1,11,111,1 exp ×c-t-=
(6.1.10) ( ) ( ) ( ) ( ) ( )( )tcjtsaGtw
K
k
kkk
af
1,1
2
1,11,11,11,1 exp ×c-t-= å
=
(6.1.11) ( ) ( ) ( ) ( ) ( )( )tcjtsaGtw
N
n
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k
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k
nn
k
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1,1
2 1
,1,1,1,1 exp ×c-t-= åå
= =
(6.1.12) ( ) ( ) ( ) ( ) ( )( )tcjtsaGtw
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1,1
2 2 1
,,,, exp ×c-t-= ååå
= = =
(6.1.13) ( ) ( ) ( ) ( )( )tctntw outn 1,1×= .
When proper alignment is achieved, every component of the desired signal, ( )twd ,
should yield minimum and constant phase, as opposed to the other component, which
should yield random and non-minimum phase.  This ensures that during the integration
phase the undesired terms average out as mach as possible.  The following section
provides the necessary mathematical details to support these claims.
Figure 6.4 Correlation with the C code block diagram.
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6.1.4 Integration after the Correlation with the Locally Generated
C Code
Having discussed the correlation with the C code, the receiver will initially perform a
non-coherent detection by integrating over only one C code repetition period, Tr, until the
start of the ( ) ( )( )tc 1,1  sequence is determined.  This process is known by the name
“acquisition mode” (see Figure 6.1 and Figure 6.5).
When all subchannels have acquired the signal then the receiver enters the “tracking
mode.”  The outcome of this procedure determines the data symbol transition; hence, it
enables the transition from the acquisition to the tracking mode.
The signal, x(v), that describes the acquisition mode is given by
(6.1.14) ( ) ( ) ( ) ( ) ( ) ( )vxvxvxvxvxvx nmsfd ++++=
where every component of x(v), for { }nmsfdj ,,,,=  and v an integer, is obtained from
(6.1.15) ( ) ( )ò=
rT
j
r
j dttwT
vx
0
1
.
The integration of (6.1.15) requires the computation of the crosscorrelation function,
( ) ( )( )k nie ninim ,,,1,,1 ,twj , which is computed by crosscorrelating the sequence ( ) ( )( )tc 1,1  with the
function ( )k nirsni ts ,, t-  and the crosscorrelation function, ( ) ( )( )k nie ninim ,,,1,,1 ,twg , which is derived
by crosscorrelating the sequence ( ) ( )( )tc 1,1  with the sequence ( )k nircni ts ,, t- .  The
crosscorrelation functions, ( ) ( )( )k nie ninim ,,,1,,1 ,twj  and ( ) ( )( )k nie ninim ,,,1,,1 ,twg  are defined as
Figure 6.5 Integration of the C code block diagram.
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(6.1.16) ( ) ( )( ) ( ) ( ) ( )( ) ( )ò c-t-=twj
rT
k
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ni
rs
ni
k
ni
e
ni
ni
m dtjtcts
0
,
1,1
,,,,
,1,,1 exp,
(6.1.17) ( ) ( ) ( ) ( ) ( ) ( )( ) ( )ò c-t-=twg
rT
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m dtjtcts
0
,
1,1
,,,,
,1,,1 exp, .
These crosscorrelation functions depend on several parameters, such as the time delay,
k
ni,t , the frequency error, 
e
ni,w , the phase shift, 
k
nini ,, q+f , and code properties, 
( ) ( ) ( ) ( )ni
mjj cc
,1,1
- .
Therefore, a better understanding of these parameters is necessary for a proper
calculation of the crosscorrelation functions ( ) ( )( )k nie ninim ,,,1,,1 ,twj  and ( ) ( )( )k nie ninim ,,,1,,1 ,twg .
The time delay k ni,t  is a sum of multiple number of chipping periods and a random
number between 0 and Tc; and thus, it can be modeled as
(6.1.18) k nic
k
ni mT ,, dt+=t , { }L,1,0Îm , and ck ni T<dt£ ,0 .
The parameter dt is called the synchronization parameter and as such it must be taken
into account when designing the tracking loops (see Chapter 2).  Conceivably, the
number m corresponding to the line-of-sight path (or the direct path) is smaller than the
number m corresponding to each of the non line-of-sight paths because the line-of-sight
path is shorter than each the non line-of-sigh paths.  Moreover, the number m
corresponding to the line-of-sight path is directly linked to the pseudorange measurement
accurate to the synchronization parameter, dt.
The frequency error, e ni,w , is assumed to be independent of any variable and much
smaller than the chipping rate; hence, 0, @c
e
ni Rf , where pw= 2,,
e
ni
e
nif .  This is not a
bad assumption at this point, knowing that this variable depends on the design of tracking
loops, which is secondary at this stage, because we are trying to provide an upper bound
for the performance of the tracking loop(s).
The phase shift, k nini ,, q+f , and code properties, 
( ) ( ) ( ) ( )ni
mjj cc
,1,1
-  are explored in that after
some mathematical steps, the crosscorrelation functions ( ) ( )( )k nie ninim ,,,1,,1 ,twj  and
( ) ( )( )k nie ninim ,,,1,,1 ,twg  can be written as
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(6.1.19) ( ) ( )( ) ( ) ( )[ ] ( ) ( ) ( ) ( )å
-
=
-q+f-dtwkw
=twj
1
0
,1,1
,,,,
,
,
,,
,1,,1 exp,
2
,
cM
j
ni
mjj
k
nini
k
ni
e
nice
ni
r
nik
ni
e
ni
ni
m ccjj
E
( ) ( ) ( ) ( )[ ]k ninik nie ninim jj ,,,,,1,,1 exp, q+f-twj=
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( ) ( )( ) ( )[ ] ( ) ( )( )k nie ninimk ninik nie ninim jj ,,,1,,1,,,,,1,,1 ,exp, twj-=q+f-twg=
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,,
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In light of expressions (6.1.19) and (6.1.20) the desired signal term is computed from
(6.1.22) ( ) ( ) ( )( ) ( )[ ]1 1,11,11,11,11,1,1,1
1
1 25.0exp,
2
q+f-ptwj= j
M
Ga
vx kem
a
d .
The ISI component can be obtained from
(6.1.23) ( ) ( )( ) ( )[ ]å
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The SAI component is written as
(6.1.24) ( ) ( ) ( )( ) ( )[ ]åå
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The MAI term is given by
(6.1.25) ( ) ( ) ( ) ( ) ( )[ ]ååå
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The AWGN term can be written as
(6.1.26) ( ) ( ) ( )v
M
N
M
v
vx outoutn h=
hs
=
2
where h  is WGN(0,1).
During the acquisition process the receiver can only tell where the start of the C code
sequence is.  This is explained in §2.2.4.1 where we discuss the signal to interference
plus noise ratio as a means of declaring whether the desired signal (i.e., the desired code
( ) ( )( )tc 1,1 ) is present or absent.  Tracking the C code enables the receiver to track the
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desired signals at the appropriate channels.  Tracking the C code also enables the receiver
to crudely measure the travel time between the appropriate transmitter and the receiver,
which is the time difference between the start of the C sequence generated from the
transmitter and the start of the C code sequence generated from the receiver accurate to
the standard of the receiver’s own clock.  To the extent that acquisition is achieved
reliably, the receiver enters the “tracking phase” which is the next topic of discussion as
part of the time of arrival estimation.
6.1.5 Time of Arrival Estimation
After the integration process, every correlator dumps the clock offset from the receiver
clock which is a crude estimate of the time of the arrival estimate.  The signal coming
from each pseudolite (or transmitter) contains N OFDM frequencies; and therefore, the
receiver has N correlators per channel to track N PRN codes and determine N time of
arrival, tn,n, n = {1,2,…,N}, from the ith transmitter to the receiver.  A simple averaging
can be used at this point to determine the estimate of the time of arrival from the ith
transmitter to the receiver
(6.1.27) å
=
t=t
N
n
nni N 1
,
1 .
The mean and the variance of ti can be determined from [1]
(6.1.28) { } { }å
=
t=t
N
n
nni EN
E
1
,
1
(6.1.29) { } { }å
=
t=t
N
n
nni VN
V
1
,2
1 .
Therefore, a simple averaging can reduce the variance by N.  More is said about the
time of arrival estimate in §6.2.1.
6.1.6 Signal to Interference Plus Noise Ratio
Among several performance criteria, two are the most distinct, suitable, and familiar to
spread-spectrum communication engineers: SINR and BEP (while the latter depends
from SINR).  First, SINR demonstrates whether the desired signal can be detected in the
presence of noise, MAI, SAI, and ISI, treated in this subsection (see Chapter 2, §2.2.4.1).
Second, depending on the distribution of the interference and noise, BEP provides a
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measure to the quality of data detection (see §6.1.7), which differentiates one
communication system from another.
The output signal conditional SINR conditioned on { } aa =º 11,1a  is defined as the ratio
of the desired signal power over the sum of the output ISI, SAI, MAI, and AWGN signal
power in accordance with the following expression
(6.1.30) 
( )Power AWGNMAISAIISI
Power Desired
+++
=SINR .
To aid our analysis we make for following notation simplifications
(6.1.31) ee 1,1wºw , 
1
1,1tºt , and 
1
1,1dtºdt .
Now the desired output signal power conditioned on a is determined from:
(6.1.32) ( ) ( ) ( )( )21,1,1,12 ,,, twj=tw emaezd aM
G
aP .
Note the explicit dependency of the desired output signal power conditioned on a, on the
C code synchronization parameter dt (because of the misalignment of the code ( ) ( )( )tc 1,1
generated from the receiver and the code ( ) ( )( )t-tc 1,1  contained in the received signal),
and on the frequency error, we.
Note also that the proper alignment of the ( ) ( )( )tc 1,1  code is achieved when 0=m ;
hence, eq. (6.1.32) can be written as
(6.1.33) ( ) ( ) ( )( ) 21,1,1,102 ,,, dtwj=tw eaezd aM
G
aP .
The power corresponding to the ISI term is given by
(6.1.34) ( ) ( ) ( ) ( )å
=
twj=ttw
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f BgGaP
2
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1,1,1,1
1,1
2
1,1 ,,,,, L
where { }a2,kniaEg =  and .1 2MB =   The argument given for the desired signal term,
which shows the dependency of the ISI terms on the C code delay time, k1,1t , the
frequency error, ew , can be applied here as well.  Under the assumption that c
k T>t 1,1  then
the out-of-phase autocorrelation function, ( ) ( )( )kem 1,11,1,1,1 ,twj , satisfies the following
inequality
(6.1.35) ( ) ( )( ) ( ) ( )( )dtwj£twj ,, 1,1,1,11,11,1,1,1 eakem
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where ( ) ( )( )dtwj ,1,1,1,1 ea  is the peak out-of-phase autocorrelation magnitude and
[ )cT,0un=dt .  Substituting the above equation into (6.1.34) produces
(6.1.36) ( ) ( ) ( )( )21,1,1,1 ,~,, dtwj£tw eaaezf KBgGaP
where 1~ -= KK .
The power corresponding to the SAI term can be written as
(6.1.37) ( ) ( ) ( )( )åå
= =
twj=L
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s BgGaP
2 1
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,1,1,1 ,,
where { }te NeNN ,11,1,12,1 ,,,,, wwtt=L LL .  Under the assumption that ck n T>t ,1  then the
crosscorrelation function, ( ) ( )( )k ne nnm ,1,1,1,1,1 ,twj , satisfies the following inequality
(6.1.38) ( ) ( ) ( ) ( ) ( )( )ne nnck ne nnm ,1,1,1,1,1,1,1,1,1,1 ,, dtwj£twj
where ( ) ( )( )ne nnc ,1,1,1,1,1 ,dtwj  is the peak crosscorrelation magnitude of ( ) ( )( )k ne nnm ,1,1,1,1,1 ,twj  and
[ )cn T,0un,1 =dt .
If the misalignment of the code ( ) ( )( )tc 1,1  generated from the receiver and the code
( ) ( )( )nn tc ,1,1 t-  contained in the received signal, for { }Nn ,,2 L= , can be expressed with
the help of the vector, { }te NeNN ,11,1,11,1 ,,,,, wwtt=L LL , then the total receiver power of
the SAI terms will show this dependency.
Similarly, after some algebra and under the assumption that c
k
n T>t ,1  the power
expression of the SAI terms is simplified to
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The power corresponding to the MAI term can be written as
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where { }te NieiNii ,1,,1, ,,,,, wwtt=L LL .  Under the assumption that ck ni T>t ,  then the
crosscorrelation function, ( ) ( )( )k nie ninim ,,,1,,1 ,twj , satisfies the following inequality
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(6.1.41) ( ) ( )( ) ( ) ( )( )nie ninick nie ninim ,,,1,,1,,,1,,1 ,, dtwj£twj , n > 1
(6.1.42) ( ) ( )( ) ( ) ( )( )1,1,1,1,,11,1,1,1,,1 ,, ieiiakieiim dtwj£twj , n = 1
where ( ) ( )( )nie ninic ,,,1,,1 ,dtwj  is the peak crosscorrelation magnitude of ( ) ( )( )k nie ninim ,,,1,,1 ,twj , for
[ )cni T,0un, =dt , and ( ) ( ) ( )1,1,1,1,,1 , ieiic dtwj  is the out-of-phase autocorrelation peak of
( ) ( )( )kieiim 1,1,1,1,,1 ,twj .
If the misalignments of the code ( ) ( )( )tc 1,1  generated from the receiver and the code
( ) ( )( )nini tc ,, t-  contained in the received signal, for { }Ii ,,2 L=  and { }Nn ,,2 L= , can be
expressed with the help of the vector { }te NieiNii ,1,,2, ,,,,, wwtt=L LL , then the total
receiver power of the MAI term will show this dependency.
Similarly, after some algebra and under the assumption that c
k
ni T>t ,  the power
expression of the MAI term is simplified to
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The power corresponding to the AWGN terms is computed from
(6.1.44) ( )
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= .
The output signal SINR conditioned on a is written as
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Substituting (6.1.33), (6.1.36), (6.1.39), (6.1.43), and (6.1.44) into (6.1.45) produces
(6.1.46) ( ) ( )( )21,1,1,1012 ,dtwj= - ecSINR BEaN
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where cb MEE =  is the total energy per bit.  Note the disappearance of the amplifier gain,
Ga, from the computation of the SINR.
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Assuming that ( ) ( )tQGGtp nirtni ,, =  is not changing during the data bit transition and
that the C code is a Gold sequence [2] then the SINR expression, (6.1.46) and (6.1.47),
can be further simplified as
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Assuming that the C code is a Kasami sequence [2] then the SINR expression, (6.1.46)
and (6.1.47), can be further simplified as
(6.1.50) 
( ) ( )
2
2
1,12 ,2
e
ec
SINR
tp
aN
w
dtwk
³
(6.1.51) 
( ) ( ) ( ) ( )
å
= w
dtwk
+
w
dtwk
£
N
n
e
n
n
e
ncn
cec
ec
SINR
tp
M
gK
M
Kgtp
D
2
2
,1
2
,1,1,1
2
2
1,1 ,2,
~
2
( ) ( ) ( ) 1
2 1
2
,
2
,,,
2
,2 -
= =
+
w
dtwk
+ åå inbn
I
i
N
n
e
ni
ni
e
nicni
c
NE
Ftp
M
gK
.
The lower bound expressions on the SINR are particularly useful, because they
provide an upper bound expression on BEP (or BER see §6.1.7) and on the receiver’s
detector degradation ratio, which is the inverse of the SINR and which is, to some extent,
a direct measure of the receiver’s code and phase error (see §6.2.1 and §6.2.2).
6.1.7 Bit Error Probability
Assuming that the interference is Gaussian distributed we can obtain the expression
for BEP conditioned on a and to the extent that this is a good approximation, BEP reads
(6.1.52) ( ) ( )( )xLt=xLt ,,,,,, aSINRQaBEP
where ( ) ( ) ò
¥ --p=
x
t dtexQ 221
2
2 .
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The unconditional ( )xLt ,,BEP  is obtained by integrating the conditional
( )xLt ,,,aBEP  with respect to the density function of a, ( ) ( ) ( )aUaaap 2exp 2-=  (see
Appendix A of [3]), which reads
(6.1.53) ( )
( )[ ]
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m
-@xLt
ma-exp
1
15.0,,BEP
where ( ){ }xLtºm ,,,
2
1
aSINRE  and the expectation is performed with respect to a.
Knowing that the function BEP given by (6.1.53) is monotonically decreasing with
respect to m then the largest BEP corresponds to the smallest m; hence, the upper BEP
bound can be obtained from
(6.1.54) ( )
( )[ ]
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15.0,,BEP
where ( ){ }xLtºm ,,,
2
1
minmin aSINRE  and the expectation is performed with respect to a.
Equation (6.1.54) is particularly useful for hardware implementation because it
provides a closed form expression that can be implemented employing any digital signal
processor or the state of the art microprocessor design, which utilizes either fixed or
floating-point arithmetic.  Nevertheless, for our theoretical performance evaluation we
can employ the accurate expression from MATLAB®.
Thus, we have concluded the analytical evaluation of the receiver performance based
only on tracking performance of the C code.  We have not considered however, the
performance of the Delay Lock Loops, Frequency Look Loops, and Phase Lock Loops,
but we have provided an upper bound on time, frequency, and phase error and
synchronization.  The actual design of the Delay Lock Loops, Frequency Look Loops,
and Phase Lock Loops is left for future studies and publications.
6.2 Navigation Performance Analyses
Thus far we have concerned the communication performance analyses as a means of
assessing the SINR and BEP.  Next, our analyses include the navigation performance;
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namely, the receiver’s code error (see §6.2.1) and the receiver’s phase error (see §6.2.2),
which influence directly the receiver’s position and velocity error.
6.2.1 Receiver’s Code Error
An accurate estimate of the receiver’s code (or pseudorange) error can only be
obtained from analyzing the delay lock loop suitable for the system under investigation.
For a discussion on delay locked loops the reader is referred to Chapter 2 (see §2.2.4.2.3),
and [4]-[6].  For the purposes of our investigation we only look at a simplified expression
on the receiver’s code error, which is sufficient to provide a preliminary estimate and
thus serve as a baseline for the future design of a delay lock loop.
According to Spilker [4], a simplified expression for the receiver’s code error can be
obtained as follows
(6.2.1) 
SINR
cTc
c =s  (m).
After the simple averaging the variance on receiver’s code error is reduced by N (see
equation (6.1.29)); thus, we can write
(6.2.2) 
SINRN
cTc
c
×
=s  (m).
For purposes of our analysis we are interested in computing an upper bound
expression for the receiver’s code error.  Since sc is a monotonically decreasing with
respect to SINR then SINRmin produces scmax; therefore, in our numerical assessment
results we compute scmax instead of sc.
6.2.2 Receiver’s Phase Error
An accurate estimate of the receiver’s phase error can only be obtained from analyzing
frequency lock loops and phase lock loops suitable for our system under investigation.
For a discussion on frequency lock loops and phase lock loops the reader is referred to
Chapter 2 (see §2.2.4.2.4 and §2.2.4.2.5) [4]-[6].  For the purposes of our investigation
we only look at a simplified expression on the receiver’s phase error, which is sufficient
to provide a preliminary estimate and thus serve as a baseline for the future design of
frequency lock loops and phase lock loops.
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Similarly, according to Spilker [4], a simplified expression for the receiver’s phase
error can be obtained as follows
(6.2.3) 
SINRf
c
ip
=sf 2
 (m).
After the simple averaging the variance on receiver’s phase error is reduced by N (see
equation (6.1.29)); thus, we can write
(6.2.4) 
SINRNf
c
i ×p
=sf 2
 (m).
For analysis purposes we are interested in computing an upper bound expression for
the receiver’s phase error.  Since sf is a monotonically decreasing with respect to SINR
then SINRmin produces sfmax; therefore, in our numerical assessment results we compute
sfmax instead of sf.
6.3 Quantitative Assessment
System design parameters; such as the signal to noise ratio, inb NE , receiver’s noise
figure, nF , number of transmitters, I, number of paths, K, synchronization parameter, dt,
and frequency error, fe, on the upper bound of the BEP and receiver’s pseudorange and
phase error are exploited in our numerical assessment.
This section includes the selection of parameters in §6.3.1 and the quantitative
requirements on the theoretical performance in §6.3.2.
6.3.1 Selection of Parameters
The system geometry is shown in Figure 6.6.  As shown in the figure there are 10
transmitters and one receiver.  More discussion on the system geometry is provided later
in the section.
The selection of these parameters is based on the initial work performed in Chapter 5
and it includes the transmitter parameters, the channel parameters, and the receiver
parameters.
The transmitter parameters are selected from:
· The number of transmitters is I = 10.
· The number of OFDM frequencies per transmitter is N = 10.
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Figure 6.6 Transmitter receiver geometry of an OFDM/CDMA/FDMA indoor geolocation system.
· The difference between the first and the last OFDM frequency is B = 1 MHz.
· The 1st OFDM frequency of the desired signal (coming from the 1st transmitter) is
3.1875 GHz.
· The chipping rate Rc = 127.5 MBPS and thus the C code repetition rate is Rr = 0.5
MBPS.
· The frequency of the adjacent signal (signal coming from other transmitters) is
( ) NBnRiff cni /)1(15.01, -+-+= , { }Nn ,,2 LÎ" , and { }Ii ,,2 LÎ" .
· The C code length Mc = 255 bits.
· The data rate for this system is N*Rr = 5 MBPS.
· The transmitting antenna gain is Gt = 10 dB.
The channel parameters are selected as follows:
· The reference path loss is Q0 = -42.275 dB.  This reference path loss corresponds to
R = 1 m and L1 =1575.42 MHz.
· The slope for the path loss function vs. transmitter receiver distance is n = 3.5.
· The slope of the path loss function vs. operating frequency is m = 2.01.
· The standard deviation of the normal distributed noise, which represents
unaccounted factors of the path loss model, is 0.5.
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· The number of paths including the line of sight path is 10.
· The average attenuation a = 0.5 and g = 0.25.
· The roll-off factor for the raised cosine filter is d = 0.5.
The receiver parameters are selected as follows:
· Doppler shift between the receiver and the ith transmitter is i*0.1 m/s.
· The noise figure, Fn = 10, and the calibration temperature is T0 = 290 K.
· The IF filter bandwidth, Bn = 30 MHz.
· The synchronization parameter dt for the c code is [ )cT,0un  nsec.  The mean of dt
is given by cc Tt 5.0= .  With the help of ct  we have selected two distinct values for
the synchronization parameter dt ={0, ct } which correspond to perfect and average
synchronization respectively.
· Frequency error is fe = 0.05 Hz.
· The receiving antenna gain is Gr = 10 dB.
6.3.2 Quantitative Requirements on Theoretical Performance
Quantitative requirements on theoretical performance are given in terms of the
quantitative requirements on the communication performance (see §6.3.2.1) and
quantitative requirements on navigation performance (see §6.3.2.2).
6.3.2.1 Quantitative Requirements on Communication Performance
The BEP provides a means of assessing the communication performance of a
DSSS/OFDM/CDMA/FDMA indoor geolocation system.  The BEP is given as a function
of six important design parameters such as ideal signal to noise ratio, Eb/N0 (dB), relative
adjacent distance, Ri (m), number of transmitters, I, number of paths, K, synchronization
parameter, dt (nsec), and frequency error, fe, (Hz).  Figure 6.7 illustrates the
synchronization coefficient, k (see equation (6.1.21)), as a function of the
synchronization parameter, dt.  As indicated in the figure perfect synchronization
corresponds to k = 1 and average synchronization corresponds to k = 0.5.
Figure 6.8 depicts the BEP as a function of Eb/N0 (dB) using (a) Gold and (b) Kasami
sequences for a DSSS/OFDM/CDMA/FDMA indoor geolocation system for average and
perfect synchronization.
CHAPTER 6. A DSSS/OFDM/CDMA/FDMA INDOOR GEOLOCATION SYSTEM 282
Figure 6.7 The synchronization coefficient vs. synchronization parameter, dt (nsec).
  
(a) (b)
Figure 6.8 BEP vs. ideal SNR, Eb/N0 (dB), for (a) Gold and (b) Kasami sequences.
We note that for this system with Gold/Kasami sequences as Eb/N0 increases from 60
to 80 dB the BEP for average synchronization decreases from 0.1/0.1 to 4e-3/4e-6 and
the BEP for perfect synchronization decreases from 0.02/1e-2 to 4e-3/1e-7.  Clearly, a
DSSS/CDMA indoor geolocation with Kasami sequences can achieve a BEP almost 10
or more times as small as the BEP of the same system with Gold sequences.
Figure 6.9 depicts the BEP as a function of relative adjacent distance, Ri (m), using (a)
Gold and (b) Kasami sequences for a DSSS/OFDM/CDMA/FDMA indoor geolocation
system for average and perfect synchronization.  For this experiment, in addition to the
parameters shown above, Eb/N0 is equal to 70 (dB).  We noted that a DSSS/CDMA
indoor geolocation system with Kasami or Gold sequences could not overcome the near-
far effect (see Chapters 2 and 5).  We also noted that a DSSS/CDMA/FDMA indoor
geolocation with Kasami or Gold sequences could overcome the near-far effect.
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(a) (b)
Figure 6.9 BEP vs. relative adjacent distance, Ri (m), for (a) Gold and (b) Kasami sequences.
Now for a DSSS/OFDM/CDMA/FDMA indoor geolocation system with Gold/Kasami
sequences as Ri increases from 1 to 100 m the BEP for average synchronization remains
almost unchanged at 1.5e-2/1.4e-3 (see Figure 6.9) and the BEP for perfect
synchronization remains almost unchanged 6e-3/7e-6.  We remind the reader that these
results are without the forward error correction encoding which means that once the
forward error correction is employed then the BEP is improved by a factor of a thousand
to one hundred thousand as indicated in Appendix C.
Nevertheless, the poor communication performance of a DSSS/OFDM/CDMA/FDMA
indoor geolocation system is not due to the near-far effect but due to short integration
time and short code length.  To some extent we have sacrificed communication
performance to achieve high data rate.  As a conclusion, a DSSS/OFDM/CDMA/FDMA
indoor geolocation system does not suffer from the near-far effect.  The poor
communication performance can be ameliorated by means of a forward error correction
encoding.
Figure 6.10 depicts the BEP as a function of the number of transmitters, I, using (a)
Gold and (b) Kasami sequences for a DSSS/OFDM/CDMA/FDMA indoor geolocation
system for average and perfect synchronization.  For this experiment, in addition to the
parameters shown above, the Eb/N0 is equal to 70 (dB).  Also the relative distance
between the 1st transmitter and receiver is 10 m and the relative distance between each
adjacent transmitter and the receiver is 10 m also.  We noted that a DSSS/CDMA indoor
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geolocation with Kasami or Gold sequences could not be recommended when more than
10 transmitters are required.
We also noted that a DSSS/CDMA/FDMA indoor geolocation with Kasami or Gold
sequences could be used when more than 32 transmitters are required.  Now, for a
DSSS/OFDM/CDMA/FDMA indoor geolocation system with Gold/Kasami sequences as
I increases from 2 to 32 the BEP for average synchronization remains almost unchanged
at 1.4e-2/1.3e-3 and the BEP for perfect synchronization remains almost unchanged
6e-3/9e-6.
The poor performance of this system is not due to the number of transmitters but due
to the short integration time and short code length.  If forward error correction encoding
were utilized then the system communication performance would be improved
drastically.  Therefore, the number of transmitters does not represent any concern for the
communication performance of this system.
Figure 6.11 illustrates the BEP as a function of the number of paths, K, using (a) Gold
and (b) Kasami sequences for a DSSS/OFDM/CDMA/FDMA indoor geolocation system
for average and perfect synchronization.  For this experiment, in addition to the
parameters shown above, the Eb/N0 is equal to 70 (dB).  The relative distance between the
1st transmitter and receiver is 10 m and the relative distance between each adjacent
transmitter and the receiver is 10 m also.  The number of transmitters is equal to 10.  We
noted that a DSSS/CDMA indoor geolocation system with Kasami or Gold sequences
could not be used when an indoor channel contains more than 10 paths.
  
(a) (b)
Figure 6.10 BEP vs. number of transmitters, I, for (a) Gold and (b) Kasami sequences.
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(a) (b)
Figure 6.11 BEP vs. number paths, K, for (a) Gold and (b) Kasami sequences.
We also noted that a DSSS/CDMA/FDMA indoor geolocation with Kasami or Gold
sequences could be used when an indoor channel contains more than 10 paths.  Now for
an OFDM/CDMA/FDMA indoor geolocation system with Gold/Kasami sequences as K
increases from 1 to 100 the BEP for average synchronization increases from 5e-4/2e-4
to 0.5/0.5 and the BEP for perfect synchronization increases from 1e-11/5e-13 to
0.5/0.5.
Clearly, any system is very susceptible to the number of paths, K.  Although the
system with Kasami sequences outperforms the system with Gold sequences by a factor
of 5 for K = 10 both systems require a forward error correction encoding to improve the
communication performance.  Therefore, a DSSS/OFDM/CDMA/FDMA indoor
geolocation system with forward error correction encoding can be employed when the
number of resolvable paths is smaller than or equal to 10.
Figure 6.12 presents the BEP as a function of the synchronization parameter, dt
(nsec), using (a) Gold and (b) Kasami sequences for a DSSS/OFDM/CDMA/FDMA
indoor geolocation system.  For this experiment, in addition to the parameters shown
above, the Eb/N0 is equal to 70 (dB).  The relative distance between the 1st transmitter and
receiver is 10 m and the relative distance between each adjacent transmitter and the
receiver is 10 m also.  The number of transmitters is equal to 10 and the number of paths
is equal to 10.
We noted that both a DSSS/CDMA and a DSSS/CDMA/FDMA indoor geolocation
system with Gold/Kasami sequences could be used when dt < 5 nsec.  In Figure 6.12 we
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note that for a DSSS/OFDM/CDMA/FDMA indoor geolocation system with
Gold/Kasami sequences as dt increases from 0 to 8 nsec the BEP increases from
5e-3/1e-6 to 5e-1/4e-1.  A normal operation of DSSS/OFDM/CDMA/FDMA indoor
geolocation system with forward error correction encoding would require  dt < 4 nsec.
Figure 6.13 presents the BEP as a function of the frequency error, fe (Hz), using (a)
Gold and (b) Kasami sequences for a DSSS/OFDM/CDMA/FDMA indoor geolocation
system for average synchronization.  For this experiment, in addition to the parameters
shown above, the Eb/N0 is equal to 70 (dB).  The relative distance between the transmitter
and receiver is 10 m and the relative distance between the adjacent transmitters and the
receiver is 10 m.  The number of transmitters is equal to 10, the number of paths is equal
to 10, and dt = 0.5*Tc = 4 nsec.
  
(a) (b)
Figure 6.12 BEP vs. synchronization parameter, dt,  for (a) Gold and (b) Kasami sequences.
  
(a) (b)
Figure 6.13 BEP vs. frequency error (Hz) for (a) Gold and (b) Kasami sequences.
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We noted that a DSSS/CDMA indoor geolocation system with Kasami or Gold
sequences would require  a frequency error smaller than 0.01 Hz.  We also noted that a
DSSS/CDMA/FDMA indoor geolocation system with Kasami or Gold sequences would
require  a frequency error smaller than 0.1 Hz.  Here we note that for a
DSSS/OFDM/CDMA/FDMA indoor geolocation system with Gold/Kasami sequences as
fe increases from 0.01 to 10 Hz the BEP increases from 4e-3/1e-7 to 0.5/0.5.
Again, a DSSS/OFDM/CDMA/FDMA indoor geolocation system is very susceptible
to any frequency error changes.  If the frequency error is smaller that 0.1 Hz and if
forward error correction encoding is utilized then a DSSS/OFDM/CDMA/FDMA indoor
geolocation system can be successfully employed to achieve high communication
performance.
6.3.2.2 Quantitative Requirements on Navigation Performance
The pseudorange error and the phase error were a means of assessing the navigation
performance of a DSSS/CDMA and DSSS/CDMA/FDMA indoor geolocation system as
discussed in Chapter 5.  The pseudorange error and phase error are given as a function of
six important design parameters such as the ideal signal to noise ratio, Eb/N0 (dB), the
relative adjacent distance, Ri (m), number of transmitters, I, number of paths, K, the
synchronization parameter, dt (nsec), and the frequency error, fe, (Hz).
Figure 6.14 depicts the pseudorange error as a function of Eb/N0 (dB) using (a) Gold
and (b) Kasami sequences for a DSSS/OFDM/CDMA/FDMA indoor geolocation system
for average and perfect synchronization.
We note that for this system with Gold/Kasami sequences as Eb/N0 increases from 60
to 80 dB the pseudorange error for average synchronization decreases from 80/72 cm to
40/22 cm and the pseudorange error for perfect synchronization decreases from 55/40 cm
to 40/22 cm.
Clearly, a DSSS/OFDM/CDMA/FDMA indoor geolocation with Kasami sequences
can achieve a pseudorange error almost 2 times as small as the same system with Gold
sequences.  Moreover, the pseudorange error of a DSSS/OFDM/CDMA/FDMA indoor
geolocation system is 10 or more times smaller than the pseudorange error of either a
DSSS/CDMA or a DSSS/CDMA/FDMA indoor geolocation system.  We note that this
performance is achieved due to the expense of high system complexity.
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Figure 6.15 depicts the pseudorange error as a function of relative adjacent distance, Ri
(m), using (a) Gold and (b) Kasami sequences for a DSSS/OFDM/CDMA/FDMA indoor
geolocation system for average and perfect synchronization.  For this experiment, in
addition to the parameters shown above, Eb/N0 is equal to 70 (dB).
We noted in Chapter 5 that a DSSS/CDMA indoor geolocation with Kasami or Gold
sequences cannot overcome the near-far effect.  We also noted that a
DSSS/CDMA/FDMA indoor geolocation with Kasami or Gold sequences could
overcome the near-far effect.  We note that for a DSSS/OFDM/CDMA/FDMA indoor
geolocation system with Gold/Kasami sequences as Ri increases from 1 to 100 m the
pseudorange error for average synchronization remains almost unchanged at 50/35 cm
and the pseudorange error for perfect synchronization remains almost unchanged 42/24
cm.
  
(a) (b)
Figure 6.14 Pseudorange error vs. ideal SNR, Eb/N0 (dB), for (a) Gold and (b) Kasami sequences.
  
(a) (b)
Figure 6.15 Pseudorange error vs. adjacent distance (m) for (a) Gold and (b) Kasami sequences.
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Besides the BEP performance, it appears that a DSSS/OFDM/CDMA/FDMA indoor
geolocation system can overcome the near-far effect and achieve a better navigation
performance than a DSSS/CDMA only or a DSSS/CDMA/FDMA indoor geolocation
system.
Figure 6.16 depicts the pseudorange error as a function of the number of transmitters,
I, using (a) Gold and (b) Kasami sequences for a DSSS/OFDM/CDMA/FDMA indoor
geolocation system for average and perfect synchronization.  For this experiment, in
addition to the parameters shown above, the Eb/N0 is equal to 70 (dB).  Also the relative
distance between the 1st transmitter and receiver is 10 m and the relative distance between
each adjacent transmitter and the receiver is 10 m.
We noted in Chapter 5 that a DSSS/CDMA indoor geolocation with Kasami or Gold
sequences could not be used when more than 10 transmitters were required.  In Chapter 5
we also noted that a normal operation of DSSS/CDMA/FDMA indoor geolocation with
Kasami or Gold sequences would require up to 32 transmitters.
We note here that for a DSSS/OFDM/CDMA/FDMA indoor geolocation system with
Gold/Kasami sequences as I increases from 2 to 32 the pseudorange error for average
synchronization remains almost unchanged at 50/35 cm and the pseudorange error for
perfect synchronization remains almost unchanged 42/24 cm.
It appears that a DSSS/OFDM/CDMA/FDMA indoor geolocation system with up to
32 transmitters can achieve better navigation performance than either a DSSS/CDMA or
a DSSS/CDMA/FDMA indoor geolocation system.
  
(a) (b)
Figure 6.16 Pseudorange error vs. number of transmitters, I, for (a) Gold and (b) Kasami
sequences.
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Figure 6.17 illustrates the pseudorange error as a function of the number of paths, K,
using (a) Gold and (b) Kasami sequences for a DSSS/OFDM/CDMA/FDMA indoor
geolocation system for average and perfect synchronization.
For this experiment, in addition to the parameters shown above, the Eb/N0 is equal to
70 (dB).  The relative distance between the 1st transmitter and receiver is 10 m and the
relative distance between each adjacent transmitter and the receiver is 10 m.  The number
of transmitters is equal to 10.
In Chapter 5 we noted that a DSSS/CDMA indoor geolocation system with
Gold/Kasami could not be used when an indoor channel contains more than 10 paths.
However, in Chapter 5 we also noted a normal operation of DSSS/CDMA/FDMA indoor
geolocation with Kasami or Gold sequences would require  an indoor channel with no
more than 10 paths.
We note that for a DSSS/OFDM/CDMA/FDMA indoor geolocation system with
Gold/Kasami sequences as K increases from 1 to 100 the pseudorange error for average
synchronization increases from 30/30 cm to 1.4/0.72 m and the pseudorange error for
perfect synchronization increases from 15/15 cm to 1.4/0.7 m.
As indicated by the results in Figure 6.17 a DSSS/OFDM/CDMA/FDMA indoor
geolocation system can be successfully employed to achieve a pseudorange error smaller
than 2 m when the indoor channel contains up to 10 paths.  Moreover, such a system
achieves better navigation performance than either a DSSS/CDMA or a
DSSS/CDMA/FDMA indoor geolocation system discussed in Chapter 5.
  
(a) (b)
Figure 6.17 Pseudorange error vs. number of paths, K, for (a) Gold and (b) Kasami sequences.
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Figure 6.18 presents the pseudorange error versus the synchronization parameter, t
(nsec), using (a) Gold and (b) Kasami sequences for a DSSS/OFDM/CDMA/FDMA
indoor geolocation system.
For this experiment, in addition to the parameters shown above, the Eb/N0 is equal to
70 (dB).  The relative distance between the 1st transmitter and receiver is 10 m and the
relative distance between each adjacent transmitter and the receiver is 10 m.  The number
of transmitters is equal to 10 and the number of paths is equal to 10.
In Chapter 5 we noted that a DSSS/CDMA or a DSSS/CDMA/FDMA indoor
geolocation system with Gold/Kasami sequences could require dt < 5 nsec.  For a
DSSS/OFDM/CDMA/FDMA indoor geolocation system with Gold/Kasami sequences
we note that the pseudorange error increases from 40/22 cm to 1.2/1.1 m as dt increases
from 0 to 8 nsec.  A proper operation of a DSSS/OFDM/CDMA/FDMA indoor
geolocation with Kasami or Gold sequences would require dt < 4 nsec.
Figure 6.19 presents the pseudorange error as a function of the frequency error, fe
(Hz), using (a) Gold and (b) Kasami sequences for a DSSS/OFDM/CDMA/FDMA
indoor geolocation system for average synchronization.
For this experiment, in addition to the parameters shown above, the Eb/N0 is equal to
70 (dB).  The relative distance between the transmitter and receiver is 10 m and the
relative distance between the adjacent transmitters and the receiver is 10 m.  The number
of transmitters is equal to 10, the number of paths is equal to 10, and dt = 0.5*Tc = 4
nsec.
  
(a) (b)
Figure 6.18 Pseudorange error vs. dt for (a) Gold and (b) Kasami sequences.
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(a) (b)
Figure 6.19 Pseudorange error vs. the frequency error (Hz) for (a) Gold and (b) Kasami sequences.
In Chapter 5 we note that a normal operation of a DSSS/CDMA indoor geolocation
system with Gold/Kasami sequences would require  a frequency error smaller than 0.01
Hz.  We also noted in Chapter 5 that a normal operation of a DSSS/CDMA/FDMA
indoor geolocation system with Kasami or Gold sequences would require  a frequency
error smaller than 0.1 Hz.
We note here that a normal operation of a DSSS/OFDM/CDMA/FDMA indoor
geolocation system with Gold/Kasami sequences as fe increases from 0.01 to 10 Hz the
pseudorange error increases from 55/30 cm to 65/55 m.  As indicated by the results a
normal operation of a DSSS/OFDM/CDMA/FDMA indoor geolocation system would
require a frequency error of the order of 0.1 Hz or smaller.
Figure 6.20 depicts the phase error as a function of Eb/N0 (dB) using (a) Gold and (b)
Kasami sequences for a DSSS/OFDM/CDMA/FDMA indoor geolocation system for
average and perfect synchronization.
We note that for a DSSS/OFDM/CDMA/FDMA indoor geolocation system with
Gold/Kasami sequences as Eb/N0 increases from 60 to 80 dB the phase error for average
synchronization decreases from 5.5/3 mm to 2.5/1.4 mm the phase error for perfect
synchronization decreases from 3.5/2.3 mm to 2.5/1.4 mm.
It appears that a DSSS/OFDM/CDMA/FDMA indoor geolocation with Kasami
sequences can achieve a phase error almost 2 times as small as the phase error of the
same system with Gold sequences.  Moreover, such a system achieves a smaller phase
error than a DSSS/CDMA or a DSSS/CDMA/FDMA indoor geolocation system.
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Figure 6.21 depicts the phase error as a function of relative adjacent distance, Ri (m),
using (a) Gold and (b) Kasami sequences for a DSSS/OFDM/CDMA/FDMA indoor
geolocation system for average and perfect synchronization.  For this experiment, in
addition to the parameters shown above, the Eb/N0 is equal to 70 (dB).  In Chapter 5 we
noted that a DSSS/CDMA indoor geolocation with Kasami or Gold sequences could not
overcome the near-far effect.
We also noted that a DSSS/CDMA/FDMA indoor geolocation with Kasami or Gold
sequences could overcome the near-far effect.  Here we observe that for a
DSSS/OFDM/CDMA/FDMA indoor geolocation system with Gold/Kasami sequences as
Ri increases from 1 to 100 m the phase error for average synchronization remains almost
unchanged at 3/2.1 mm and the phase error for perfect synchronization remains almost
unchanged 2.7/1.6 mm.
  
(a) (b)
Figure 6.20 Phase error vs. the ideal SNR (dB) for (a) Gold and (b) Kasami sequences.
  
(a) (b)
Figure 6.21 Phase error vs. the adjacent distance (m) for (a) Gold and (b) Kasami sequences.
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Therefore, a DSSS/OFDM/CDMA/FDMA not only can overcome the near-far effect
but also at the same time can achieve a smaller phase error than a DSSS/CDMA or a
DSSS/CDMA/FDMA indoor geolocation system discussed in Chapter 5.
Figure 6.22 depicts the phase error as a function of the number of transmitters, I, using
(a) Gold and (b) Kasami sequences for a DSSS/OFDM/CDMA/FDMA indoor
geolocation system for average and perfect synchronization.
For this experiment, in addition to the parameters shown above, the Eb/N0 is equal to
70 (dB).  Also the relative distance between the 1st transmitter and receiver is 10 m and
the relative distance between each adjacent transmitter and the receiver is 10 m.
We noted in Chapter 5 that a DSSS/CDMA indoor geolocation with Kasami or Gold
sequences could not be used when more than 10 transmitters are required.  We also noted
that a normal operation of a DSSS/CDMA/FDMA indoor geolocation with Kasami or
Gold sequences would require  up to 32 transmitters.
We note here that for a DSSS/OFDM/CDMA/FDMA indoor geolocation system with
Gold/Kasami sequences as I increases from 2 to 32 the phase error for average
synchronization remains almost unchanged at 3.2/2.1 mm and the phase error for perfect
synchronization remains almost unchanged 2.6/1.6 mm.
Thus, for a normal operation of a DSSS/OFDM/CDMA/FDMA indoor geolocation
with Kasami or Gold sequences up to 32 transmitters are required and at the same time
this system achieves a better navigation performance than either a DSSS/CDMA or a
DSSS/CDMA/FDMA indoor geolocation system.
  
(a) (b)
Figure 6.22 Phase error vs. number of transmitters, I, for (a) Gold and (b) Kasami sequences.
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Figure 6.23 illustrates the phase error as a function of the number of paths, K, using (a)
Gold and (b) Kasami sequences for a DSSS/OFDM/CDMA/FDMA indoor geolocation
system for average and perfect synchronization.
For this experiment, in addition to the parameters shown above, the Eb/N0 is equal to
70 (dB).  The relative distance between the 1st transmitter and receiver is 10 m and the
relative distance between each adjacent transmitter and the receiver is 10 m.  The number
of transmitters is equal to 10.
In Chapter 5 we noted that a normal operation of a DSSS/CDMA indoor geolocation
system with Kasami or Gold sequences would require  an indoor channel which contains
no more than 10 paths.  We also noted that a normal operation of a DSSS/CDMA/FDMA
indoor geolocation with Kasami or Gold sequences would require  an indoor channel,
which contains no more than 10 paths.
We note here that for a DSSS/OFDM/CDMA/FDMA indoor geolocation system with
Gold/Kasami sequences as K increases from 1 to 100 the phase error for average
synchronization increases from 2/1.9 mm to 8/5 mm and the phase error for perfect
synchronization increases from 0.9/0.9 mm to 8/4 mm.  Therefore, a normal operation of
a DSSS/OFDM/CDMA/FDMA indoor geolocation with Kasami or Gold sequences
would require  an indoor channel with no more than 10 paths.
Figure 6.24 presents the phase error as a function of the synchronization parameter, dt
(nsec), using (a) Gold and (b) Kasami sequences for a DSSS/OFDM/CDMA/FDMA
indoor geolocation system.
  
(a) (b)
Figure 6.23 Phase error vs. number paths, K, for (a) Gold and (b) Kasami sequences.
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(a) (b)
Figure 6.24 Phase error vs. synchronization parameter, dt,  for (a) Gold and (b) Kasami sequences.
For this experiment, in addition to the parameters shown above, the Eb/N0 is equal to
70 (dB).  The relative distance between the 1st transmitter and receiver is 10 m and the
relative distance between each adjacent transmitter and the receiver is 10 m.  The number
of transmitters is equal to 10 and the number of paths is equal to 10.
In Chapter 5 we noted that a normal operation of a DSSS/CDMA or a
DSSS/CDMA/FDMA indoor geolocation system with Gold/Kasami sequences would
require  dt < 5 nsec.  We note that a normal operation of a DSSS/OFDM/CDMA/FDMA
indoor geolocation system with Gold/Kasami sequences as dt increases from 0 to 9 nsec
the phase error increases from 2.6/1.5 mm to 8/7 mm.  As indicated earlier a normal
operation of a DSSS/OFDM/CDMA/FDMA indoor geolocation with Kasami or Gold
sequences would require dt < 4 nsec.
Figure 6.19 presents the phase error as a function of the frequency error, fe (Hz), using
(a) Gold and (b) Kasami sequences for a DSSS/OFDM/CDMA/FDMA indoor
geolocation system for average synchronization.
For this experiment, in addition to the parameters shown above, the Eb/N0 is equal to
70 (dB).  The relative distance between the 1st transmitter and receiver is 10 m and the
relative distance between each adjacent transmitter and the receiver is 10 m.  The number
of transmitters is equal to 10, the number of paths is equal to 10, and dt = 0.5*Tc = 4
nsec.
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(a) (b)
Figure 6.25 Phase error vs. frequency error (Hz) for (a) Gold and (b) Kasami sequences.
In Chapter 5 we noted that a normal operation of a DSSS/CDMA indoor geolocation
system with Kasami or Gold sequences would require  a frequency error smaller than
0.01 Hz.  We also noted that a normal operation of a DSSS/CDMA/FDMA indoor
geolocation system with Kasami or Gold sequences would require  a frequency error
smaller than 0.1 Hz.
We note that for an OFDM/CDMA/FDMA indoor geolocation system with
Gold/Kasami sequences as fe increases from 0.01 to 10 Hz the phase error increases from
2.5/1.5 mm to 30/25 cm.  Therefore, a normal operation of a DSSS/CDMA/FDMA
indoor geolocation system with Kasami or Gold sequences would require  a frequency
error smaller than 0.1 Hz.
6.4 Summary and Conclusions
We have analyzed and discussed the quantitative requirements on the theoretical
performance of an OFDM/CDMA/FDMA indoor geolocation system.  Recall that in
Chapter 5 when we discussed the theoretical performance results indicate that a
DSSS/CDMA only system which operates on a frequency different from the L1 frequency
and we have concluded that this system is inadequate the overcome the near-far effect.
In Chapter 5 we also have discussed that a DSSS/CDMA/FDMA indoor geolocation
system would be successful is eliminating the near-far effect, operating when a large
number of transmitters is required, handling severe multipath, and operating under
average synchronization requirements.  As we have mentioned earlier a
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DSSS/CDMA/FDMA indoor geolocation system has several restrictions such as low data
rate (~3.2 KBPS) and high signal bandwidth.  A DSSS/OFDM/CDMA/FDMA indoor
geolocation system can operate with a data rate up to 5 MBPS which makes this system
very attractive to achieve both communication and navigation applications.  The
communication performance evaluation of such a system is not very good if no forward
error correction encoding is employed.  The main concern of such a system is its
complexity in comparison to a DSSS/CDMA or DSSS/CDMA/FDMA indoor
geolocation system.
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Chapter 7. An OFDM/FDMA Indoor
Geolocation System
“Study to show thyself approved unto God, a workman that needeth not to be ashamed, rightly
dividing the word of truth.”¾2 Timothy 2:15
7.0 Introduction
LTHOUGH a DSSS/OFDM/CDMA/FDMA indoor geolocation system that we
discussed in Chapter 6 was an evolution of a DSSS/CDMA/FDMA indoor
geolocation system discussed in Chapter 5, in terms of higher data rates it introduces
much more complexity and it requires much more computation power.  The system under
discussion here is intended to achieve similar performance with much less complexity.
This system is called an OFDM/FDMA system because it employs the OFDM
modulation scheme for a single transmitter and the FDMA modulation scheme for
multiple transmitters.
Recently broadband wireless access (BWA) solutions are proposed based on the
OFDM access in IEEE 802.16 [1].  These BWA solutions will compete with the
traditional cable modem and Digital Subscriber Line (DSL) technologies, which are
strongly entrenched in the “last mile” access environment [1].  About 28 million homes
and businesses are forecasted to deploy fixed wireless access [1].  While the majority of
these deployments will be for communication purposes (such as video, voice, and data) a
good percentage will be equipped with some sort of localization technology.  Some
suggest that the two-way multi-channel and multi-service distribution system (MMDS),
which operates in the bands of 150 MHz to 2.5 GHz or 12 MHz to 2.1 GHz, is viewed as
the most appropriate for BWA solutions in the United States [1].  A group of US
companies formed the Broadband Wireless Internet Forum (BWIF) as a program of the
IEEE Industry Standard and Technology organization to address the shortcomings of
MMDS (although the program proceedings are proprietary information [1]).  In order to
A
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efficiently mitigate the effect of fading and multipath the operation in 2-11 GHz bands is
supported under the project IEEE 802.16a [1].
The actual deployment of UWB systems in the United States is subject to the Federal
Communications Commissions (FCC) approval of Feb. 14, 2002 [2].  The main concern
of the FCC is the interference between UWB devices, other licensed services and GPS
system that operate at {1176.45, 1227.6, 1575.42} MHz frequency bands [3]-[5].  The
UWB signal has a low, flat, and noise-like power spectrum similar to a spread spectrum
signal [3]-[5].  Therefore, FCC has approved the operation of wall imaging systems
below 960 MHz and in the frequency band of 3.1-10.6 GHz [2].
In Chapter 4 we presented the mathematical model of an OFDM/FDMA indoor
geolocation system.  The communication performance analyses are given in §7.1, where
we discuss the receiver’s front end and intermediate frequency sampling and the digital
signal processing.  Next we continue our discussion with the navigation performance
analyses (see §7.2), where are particularly interested in the time delay estimation,
pseudorange and phase error estimation.  This chapter is concluded with a summary and
conclusion section (see §7.3).  In addition we provide a list of useful references.
7.1 Communication Performance Analyses
A block diagram of an OFDM/FDMA receiver for the OFDM transmitter shown in
Figure 4.16 is shown in Figure 7.1.  Based on the discussion presented in Chapter 4 and
Figure 7.1 the communication performance analyses include the receiver’s front end and
intermediate frequency sampling (see §7.1.1) and the digital signal processing (see
§7.1.2).  The receiver’s front end and intermediate frequency sampling consists of down-
converting the radio frequency signal into the intermediate frequency and then sampling.
The digital signal processing consists of the crosscorrelation estimation in the digital
signal processor, which leads to the time delay estimation (see §7.2.1) and pseudorange
estimation (see §7.2.2).
7.1.1 Receiver’s Frond End and Intermediate Frequency
Sampling
The receiver’s front-end section has a two-fold impact on the received signal: a
desired impact and an undesired impact.  On one hand, the desired impact consists of
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down-converting the received signal to the desired intermediate frequency for further
signal processing.  On the other hand, the undesired effect consists of introducing thermal
or Johnson noise into the received signal.  For a detailed discussion of the undesired
impact of the receiver's front end and baseband (here intermediate frequency) sampling
the reader should refer to §5.2.1.
The received signal, ( ) ( )trtr j º=1 , is down-converted to the intermediate frequency
and sampled and then digitized (see Figure 7.2) and the subscript j is no longer used in
our analysis.  Therefore, the expression for the received signal at the intermediate
frequency, o(t), can be written as
(7.1.1) ( ) ( ) ( )( ) ( )[ ]å åå
= = =
q+f+t-w+t-w-wt-=
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1 1 1
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~exp2
( )tnout+
and Ga is the front end amplifier gain.  Note that the carat (^) symbol denotes a parameter
generated or estimated locally by the receiver and ( )tnout  is the noise with power spectral
density given by (5.2.3), which includes the impact of the noise figure (see §5.2.1).
Figure 7.1 The block diagram of an OFDM/FDMA receiver.
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Figure 7.2 The block diagram of the receiver’s front end and intermediate frequency sampling.
In order to perform some analysis we have to simplify our notation for the received
signal given by eq. (7.1.1).  Therefore, we rewrite equation (7.1.1) as follows:
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where, eiw , is the radian frequency error defined as
(7.1.3) 1ˆ
~ w-w=w i
e
i .
Based on equation (7.1.2) we recognize four components (or terms) of the received
signal o(t): the desired component, the inter symbol interference term, the mutually
accessed interference term, and the noise component.  For notation simplicity, the above
expression can be written as
(7.1.4) ( ) ( )[ ] ( )[ ] ( )titjtjAto
N
n
n
e +t-wq+f+t-w= å
=1
expexp
where
(7.1.5) 1ff º , 
1
1qq º , 1tt º , 
ee
1wºw and ( ) ( )t-º tdatpGPA at 11112
and i(t) is the interference signal which is assumed to be normally (or Gaussian)
distributed keeping in mind the central limit theorem and the filtering that occurs after the
mixer (or down-conversion).
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The signal o(t) is sampled at the rate (or sampling frequency) fs; thus, producing a
discrete-time signal
(7.1.6) [ ] ( ) ( ) [ ]mim
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The signal o[m] can be written in a more simplified expression as
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The signal given by (7.1.6) is the first input into the digital signal processor and the
locally generated OFDM signal the second input.  These two inputs are processed to form
the desired signal detection function as shown in Figure 7.1 the output of which is the
time delay estimation.
7.1.2 Digital Signal Processing
The principle (or the idea) behind the processing that occurs in the digital signal
processor is similar to the concept that is treated in the transmitter section (see §4.3.2).
The detection statistics on the receiver is based on the crosscorrelation function, ( )tg ,k ,
between the received signal o[m] and the locally generated OFDM signal S[m + k]
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The crosscorrelation function at the receiver contains two components: a desired
component and an undesired (or unwanted) component.  The desired component results
from considering the multiplication
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The undesired component is obtained from the multiplication between i[m] and S[m +
k] as
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Substituting the results of equations (7.1.9) and (7.1.10) into equation (7.1.8) yields
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We observe three major impairments in the crosscorrelation function, ( )tg ,k : (1)
multipath, (2) frequency error, and (3) receiver noise and interference.  Under
assumptions similar to those applied in the transmitter design, the receiver detection
function ( )tg ,k  can be approximated as
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Here we conclude our discussion of the communication performance and discuss a
quantitative assessment next.
7.1.3 Quantitative Assessment
As an example we consider an OFDM/FDMA indoor geolocation system depicted in
Figure 7.3.  This system consists of three transmitters and one receiver, which are all
positioned in the same line.  The receiver location is defined as the origin of the system.
The coordinates of the 1st, 2nd, and 3rd transmitters are -130.47 m, 0 m, and 130.467 m
respectively.  The receiver is however located at 0 m.
We have assumed that the transmitted signal power is at 0 dB.  The IF signal coming
from the 1st, 2nd, and 3rd transmitters are illustrated in Figure 7.4, Figure 7.5, and Figure
7.6 respectively.  Each signal contains 10 sinusoids with 1 MHz spacing between two
consecutive sinusoids.  Therefore, the bandwidth of each IF OFDM signal is 10 MHz
wide.  The first signal is delayed in time by 435.2 nsec that corresponds to a distance of
-130.47 m.  The second signal is generated in true time that corresponds to a distance of
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0 m.  The third signal is advanced by 435.2 nsec that corresponds to a distance of 130.47
m.  In reality there is neither a negative distance nor a negative time.  However, to
distinguish between the first and the second transmitter we have made such assumptions.
For the true principle of operation of such a system the reader should refer to §1.2,
§2.2.1, and §2.5.1.  The purpose of this quantitative assessment is only to show how an
observable can be obtained and what would be the accuracy on that observable.
Figure 7.3 An example of an OFDM/FDMA indoor geolocation system--modified from [6].
Figure 7.4 The IF signal from the 1 st transmitter in the time and frequency domain.
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Figure 7.5 The IF signal from the 2nd transmitter in the time and frequency domain.
If we were to crosscorrelate the three IF signals with an OFDM signal, normalize the
crosscorrelation function, and plot the crosscorrelation function versus time, we would
obtain the result shown in Figure 7.7.  As shown in the figure each crosscorrelation
function peaks at t = {-435.2 (blue o), 0 (red +), 435.2 (green ^)}.  Therefore, the
crosscorrelation peak would indicate the “distance” between each transmitter and the
receiver.
Figure 7.8 illustrates the total RF signal in the time and frequency domain.  Each IF
OFDM signal is unconverted at 3.105 GHz, 3.125 GHz, and 3.145 GHz respectively.  As
shown in Figure 7.8, two consecutive RF frequencies are 20 MHz apart; hence, there is
little overlap between the waveforms of two separate transmitters.  As we have indicated
in Chapter 4 this is known as the OFDM/FDMA modulation scheme and this waveform
is crucial for achieving channelization between a transmitter and a channel of the
receiver.  Next, we consider the result of channel losses to this transmitted signal.
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Figure 7.6 The IF signal from the 3rd transmitter in the time and frequency domain.
Figure 7.7 The crosscorrelation function g for t = {-435.2 (blue o), 0 (red +), 435.2 (green ^)} nsec.
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We assume that the power spectrum density of the normally distributed interference is
10 dB above the signal power, which is at 0 dB.  Hence, the received signal at the
receiver’s antenna port looks like the waveform shown in Figure 7.9.  Figure 7.10, Figure
7.11, and Figure 7.12 depict the received signal after down-conversion in the 1st, 2nd, and
3rd channel at the receiver respectively.  We have indicated in these figures that the
bandwidth between 0-15 MHz of the spectrum of the waveform of 1st,  2nd, and 3rd
channel would correspond to the 1st, 2nd, and 3rd transmitter respectively.  We have also
indicated that further signal processing would be required to filter out or window out
unwanted signals.  As we have mentioned earlier in an OFDM/FDMA receiver (see
Figure 7.1), this receiver generates a replica of an ideal IF OFDM signal which is used to
estimate the time of arrival between each transmitter and the receiver.  This is the
processing that occurs next.
Figure 7.8 The total noiseless RF signal in the time and frequency domain.
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Figure 7.9 The total noisy RF signal in the time and frequency domain.
Figure 7.10 The received noisy IF signal of the 1 st channel in the time and frequency domain.
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Figure 7.11 The received noisy IF signal of the 2nd channel in the time and frequency domain.
Figure 7.12 The received noisy IF signal of the 3rd channel in the time and frequency domain.
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A snapshot of the crosscorrelation ( )tg ,m  at the receiver side is shown in Figure 7.13.
As a result of the multipath error, the frequency error, and the receiver noise the
crosscorrelation function at the receiver is distorted (see Figure 7.13) compared to the
ideal crosscorrelation function at the transmitter (see Figure 7.7).
How accurately we will estimate the crosscorrelation peak from the center is the
subject of the upcoming section.
7.2 Navigation Performance Analyses
An OFDM/FDMA indoor geolocation system is very different from any conventional
GPS like systems that we have discussed in the previous two chapters because it does not
use any pseudorandom related sequences; therefore, its signal is not a spread spectrum
signal.  Therefore, we should look more carefully into the concept of measurement
generation and navigation solution using an OFDM/FDMA signal structure.  There are
two topics that we discuss here include (1) a quantitative approach for time delay
estimation (see §7.2.1) and (2) a quantitative approach for pseudorange error (see §7.2.2).
Figure 7.13 The crosscorrelation function g for t = {-435.2 (blue o), 0 (red +), 435.2 (green ^)} nsec.
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7.2.1 A Quantitative Approach for Time Delay Estimation
The time delay, t, is defined as the sum of the signal time of travel (or arrival), to,
with the transmitter clock bias, tt, (or offset from the reference time) and with the
receiver clock bias, tr, (or offset from the reference time), which analytically reads
(7.2.1) rot t+t+t=t .
If we assume that we can achieve some means of synchronization between
transmitters (either using a master GPS receiver, local area network (LANs), or some
other means) then the transmitter clock bias, tt, is estimated separately to enable the
computation of the navigation solution.
Consider the numerical example presented in both transmitter and communication
sections (see §4.3.2 and §7.1.2).  The time delay can be measured without ambiguity if
the maximum distance between the transmitter and receiver is less than 153.6 m (see
equation 4.3.13).  Comparing the results of Figure 7.13 with the results of Figure 7.7 we
conclude that the location of the crosscorrelation peaks is preserved to a large extent.  We
also observe that the actual distance of the crosscorrelation peak from the center does not
reflect the true time delay due to the nonlinear nature of the crosscorrelation function.
The algorithm for computing the time delay is provided in the following steps:
1. Initialize the transmitter and channel models
2. Compute the IF locally generated OFDM signal at its own local time t
3. Set 0=m and t = 0
4. Set (step index) index = 0
5. While ( 11 >-- Mm  or index < 3) do
6. Compute the crosscorrelation function g(m,t) given by equation (7.1.12).
7. Find the maximum value, gmax, and its corresponding index, m
8. Compute the intermediate time delay, sfMmdum )1( --=
9. Compute the actual time delay, dum+t=t
10. Update the local time, dumtt +=
11. Compute the IF locally generated signal using the new time t
12. Increment the step index, index = index + 1
13. End
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14. Output the time delay
This algorithm is supposed to converge in no more than two or three steps.  If it does
not converge than at the third step the computational loop of the algorithm is supposed to
be interrupted.
Figure 7.14 illustrates the crosscorrelation function, g, after the algorithm has
converged and the time delay from each transmitter is given by t = {-434 (blue o), -2
(red +), 436 (green ^)} nsec.
Since the time delay estimates are statistical parameters we conducted the experiment
1000 times and plotted the cumulative distribution functions in Figure 7.15.  We also
computed the sample mean
(7.2.2) mt = {-435.53, 0.4, 435.03} nsec,
and standard deviation
(7.2.3) st = {8.4, 0.8, 0.3} nsec.
Figure 7.14 A snap shot of the crosscorrelation function g for t = {-434 (blue o), -2 (red +), 436
(green ^)} nsec after the algorithm as converged.
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Figure 7.15 The cumulative distribution function corresponding to the three scenarios for 1000
runs.
These results appear to be consist with the previous publications that the rms delay
spread for indoor wireless systems is in the range of tens of nanoseconds [7]-[10].
The time delay estimation is the first important measurement for producing the
navigation solution.  As we shall see in the following section this measurement can be
interpreted as a pseudorange measurement.
7.2.2 Pseudorange Estimation and Pseudorange Error
By definition the pseudorange measurement, r, is a quantity which results from the
multiplication of the time delay estimation (see equation (7.2.1)) with the speed of light,
c; i.e.
(7.2.4) rot cccc t×+t×+t×=t×=r .
On the other hand, if we write the time delay, t, as
(7.2.5) tt s±m=t
then the pseudorange error based on eq. (7.2.4) reads
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(7.2.6) rrtt s±m=s×±m×=t×=r ccc .
Therefore, the pseudorange sample mean, mr, and standard deviation, sr, for the
experiment under investigation are:
(7.2.7) mr = {-130.6, 0.12, 130.91} m
(7.2.8) sr = {2.5, 0.24, 0.08} m.
We note that the pseudorange error is independent of the time delay estimation; i.e.,
whether the time delay estimation is positive, zero, or negative the pseudorange error is
almost 2 – 3 m.  Nevertheless, the pseudorange error is very large.  Therefore, we should
seek alternate measurements to insure precise indoor geolocation.  And one such
measurement results from estimating the phase of the carrier, which would the subject of
future work.
The cumulative distribution function of the pseudorange error is plotted in Figure
7.16.  We observe more error associated with the first observable than with the second
and third.
Figure 7.16 The cumulative distribution function corresponding to the three scenarios for 1000
runs.
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7.3 Summary and Conclusions
There are several lessons learned from this investigation.  We have shown that it is
possible to design an OFDM/FDMA indoor geolocation system.  There are several
advantages for developing such a system:
§ There is a 7.5 GHz bandwidth available for such systems.
§ The design of an OFDM/FDMA indoor geolocation system appears to be
conceptually simpler than the design of a GPS like indoor geolocation system.
§ The pseudorange error of an OFDM/FDMA indoor geolocation system is about
2.3 m (1 sigma) which is much better that the accuracy a GPS like indoor
geolocation system.
Nevertheless, there are also some disadvantages to an OFDM/FDMA indoor
geolocation system.
§ The theoretical maximum detectable range depends on the number of OFDM tones
and on the sampling frequency (see equation 4.3.13).
Further developments and implementations of this system will be presented in future
publications.
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Chapter 8. Conclusions and Future Work
“But the wisdom that is from above is first pure, then peaceable, gentle, and easy to be
entreated, full of mercy and good fruits, without partiality, and without hypocrisy.
And the fruit of righteousness is sown in peace of them that make peace.”¾James 3:17-18
8.0 Introduction
Y now the reader is introduced to the concept of an indoor geolocation system;
namely, its principle of operation, transmitter, channel, and receiver design and the
issues associated with obtaining an observable to achieve indoor navigation.  As we
already know from Chapter 2 and 3, the main issues of designing a radio based indoor
geolocation system are directly linked with the signal waveforms and parameters under
the term of signal structure.  Motivated by the success of GPS, GLONASS, and GPS-like
pseudolite systems we have addressed many of the limitations associated with GPS,
GLONASS, and GPS-like pseudolite signal structures for indoor positioning.  In the
context of providing something novel and useful we have proposed three indoor
geolocation systems two of which are motivated by GPS and GLONASS signal structure
and principle of operation and one of them is motivated by the DSL and GLONASS
signal structure and GPS or GLONASS principle of operation.  We made this main
assumption because: (1) GPS, GLONASS and other systems are the state of the art
technology and have proven to be successful and reliable outdoors (2) modifications of
the GPS and GLONASS signal structure to the extent that the principle of operation is
kept the same as GPS and GLONASS would hopefully result in a reasonable complexity
of a receiver design.
This Chapter is organized as follows.  First, we discuss the benefits a CDMA/FDMA
indoor geolocation system and contrast the signal structure of this system with the GPS
and GPS like signal structure (see §8.1).  Second, we discuss the benefits an
OFDM/CDMA/FDMA indoor geolocation system and contrast the signal structure of this
system with the GPS and GPS like signal structure (see §8.2).  Third, we discuss the
B
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benefits an OFDM/FDMA indoor geolocation system and contrast the signal structure of
this system with the GPS and GPS like signal structure (see §8.2).  Fourth, we discuss a
number of avenues that this work will eventually lead in the near future.
8.1 A DSSS/CDMA/FDMA Indoor Geolocation System
Motivated by GPS and GLONASS limitations indoor and the need of indoor
positioning system, the study of the signal structure of a CDMA/FDMA indoor
geolocation system and its performance has been our goal for quite some time [1]-[13].
In essence we believe that a CDMA/FDMA indoor geolocation system as discussed in
Chapters 4 and 5 is a solution to the near-far effect and multipath effects because it
utilizes both frequency and code diversity to achieve multiaccess capability in contrast
the GPS which employs only the code diversity and GLONASS only the frequency
diversity.  In the case of GPS the signal waveforms fully overlap and therefore the
multiaccess is achieved only through code properties.  In the case of GLONASS the
signal waveforms partially overlap and the GLONASS signal structure is a better solution
than the GPS signal structure.  Nevertheless, as it is currently designed the overlap
between the GLONASS signals is a problem for indoor positioning.  As we have
discussed in Chapters 4 and 5 the overlap between the signals of a CDMA/FDMA system
is small enough that an observable can be obtained under an indoor Rayleigh fading
channel.  The near-far effect is eliminated as a result of the frequency and code diversity.
The multipath effect is eliminated as a result of frequency, code diversity, and high
chipping rate.  For a CDMA/FDMA indoor geolocation system to accommodate up to 32
pseudolites (or transmitters) within circle of a 100-m radius, 10 multipath components, 1-
m adjacent transmitter receiver distance in indoor Rayleigh fading channel the ideal
signal to noise ration should be 70 dB, chipping rate of 102.3 MBPS, timing
synchronization of 5 nsec, and frequency synchronization of 0.1 Hz.  In addition the
spacing between the carrier frequency of one transmitter with the carrier frequency of
another transmitter should be a multiple of one-half of the chipping rate.  In addition the
spreading codes should be selected as follows: the C code should be selected from the
small set of Kasami sequences with a length of 1023 chips.  The P code should be a
maximum length sequence of length 31.  The B code should be a sequence of length
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1023´1025 chips.  The data rate of this system is approximately 3.2 KPBS and roughly
200-MHz bandwidth for the C code.  Therefore, a DSSS/CDMA/FDMA indoor
geolocation system is a solution to indoor navigation and communication but not
necessarily the optimal one.  An alternative solution to both indoor navigation and
communication is a DSSS/CDMA/FDMA indoor geolocation system, which we have
discussed in Chapters 4 and 6.
8.2 A DSSS/OFDM/CDMA/FDMA Indoor Geolocation
System
A DSSS/OFDM/CDMA/FDMA indoor geolocation system is motivated by its
predecessor a DSSS/CDMA/FDMA indoor geolocation system.  The goal of this system
is to increase the data rate.  In order to achieve this requirements we proposed in Chapter
4 and 6 a DSSS/OFDM/CDMA/FDMA indoor geolocation system that can achieve up to
10 MBPS date rate while maintaining the signal characteristics mitigate both indoor
multipath Rayleigh fading and near-far effect.  Again we have very high requirements on
channel bandwidth of the order of 254 MHz.  Since, there is about 7.5 GHz spectrum
allocated by the FCC for indoor positioning devices then a total number of transmitters
that can operate simultaneously would be approximately 27.  Nevertheless, this number is
close to our requirements of 32 transmitters within a circle of 100-m radius.  At the same
time the system complexity is increased.  We believe that a DSSS/OFDM/CDMA/FDMA
indoor geolocation system is a better solution to both indoor navigation and
communications but with higher risks for implementation than a DSSS/CDMA/FDMA
indoor geolocation system.
8.3 An OFDM/FDMA Indoor Geolocation System
An OFDM/FDMA indoor geolocation system is a system that we have recently started
to investigate [14].  The system that we propose in Chapters 4 and 7 is purely a
navigation system.  It requires only 10 MHz bandwidth per transmitter.  Since, there are
about 7.5 GHz unused bandwidth in the bands of 3.1 - 10.6 GHz we can obtain up to 600
transmitters.  It still remains to investigate the communications aspects of such a system,
which should not be a problem given that this structure is successfully used in a DSL
line.
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8.4 Assessment of All WPI Indoor Geolocation Systems
The assessment of the three WPI indoor geolocation systems is given in terms of the
data rate capability and pseudorange and phase error performance.  Figure 8.1 illustrates
the data rate, Rd, versus the order of the generating polynomial for both a
DSSS/CDMA/FDMA indoor geolocation system and a DSSS/OFDM/CDMA/FDMA
indoor geolocation system.  As indicated by the figure, a DSSS/OFDM/CDMA/FDMA
indoor geolocation system has a data rate that is about 2.5 orders of magnitude higher
than the data rate of a DSSS/CDMA/FDMA indoor geolocation system for the same
order of the generating polynomial, m.
Table 8.1 depicts the quantitative requirements of the pseudorange error for a
DSSS/CDMA indoor geolocation system, a DSSS/CDMA/FDMA indoor geolocation
system, a DSSS/OFDM/CDMA/FDMA indoor geolocation system, and an
OFDM/FDMA indoor geolocation system.  Based on the pseudorange error performance,
as indicated Table 8.1, a DSSS/OFDM/CDMA/FDMA indoor geolocation system with
Kasami sequences is superior to all the remaining indoor geolocation systems.
Figure 8.1 Data rate, Rd, vs. the order of the generating polynomial, m.
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Table 8.2 depicts the quantitative requirements of the phase error for a DSSS/CDMA
indoor geolocation system, a DSSS/CDMA/FDMA indoor geolocation system, a
DSSS/OFDM/CDMA/FDMA indoor geolocation system, and an OFDM/FDMA indoor
geolocation system.  Based on the phase error performance, as indicated Table 8.2,  a
DSSS/OFDM/CDMA/FDMA indoor geolocation system with Kasami sequences is
superior to all the remaining indoor geolocation systems.
To achieve high data rate, as indicated in Figure 8.1, the signal structure of a
DSSS/OFDM/CDMA/FDMA indoor geolocation system is superior to the signal
structure of a DSSS/CDMA indoor geolocation system or a DSSS/CDMA/FDMA indoor
geolocation system.
To achieve small pseudorange error, as indicated in Table 8.1, the signal structure of a
DSSS/OFDM/CDMA/FDMA indoor geolocation system with Kasami sequences is
superior to the signal structure of all other indoor geolocation systems.
To achieve small phase error, as indicated in Table 8.2, the signal structure of a
DSSS/OFDM/CDMA/FDMA indoor geolocation system with Kasami sequences is
superior to the signal structure of all other indoor geolocation systems.  Therefore, the
signal structure of a DSSS/OFDM/CDMA/FDMA indoor geolocation system with
Kasami sequences is the best system in terms of both communication performance and
navigation performance.
In terms of bandwidth requirements, an OFDM/FDMA indoor geolocation system
requires almost an order of magnitude smaller signal bandwidth than either a
DSSS/CDMA/FDMA or a DSSS/OFDM/CDMA/FDMA indoor geolocation system.
Table 8.1 Quantitative results for the pseudorange error performance.
CDMA CDMA/FDMA OFDM/CDMA/FDMA OFDM/FDMA
Gold Kasami Gold Kasami Gold Kasami
2 m 1.5 m 1 m 0.8 m 0.5 m 0.3 m 2 m
Table 8.2 Quantitative results for the phase error performance.
CDMA CDMA/FDMA OFDM/CDMA/FDMA OFDM/FDMA
Gold Kasami Gold Kasami Gold Kasami
1 cm 6 mm 7 mm <6 mm 3 mm <2 mm N/A
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8.5 Future Work
There are a lot of avenues to be followed based on the research presented here.  The
most obvious is to build the three systems that we have proposed in Chapters 4 through 7
and verify the validity of our assumptions.  These systems can be either built separately
or jointly.  Within each system we suspect that the transmitter and the receiver would be
a project in itself.  Moreover, synchronization is another issue, which must be addressed.
In the mean time, the communication or networking protocol needs to be defined for
every system.  Another important contribution in the future would be to repeat this work
for closed indoor enviroments.
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Appendix A. History and Background
“The glory of young men is their strength: and the beauty of old men is the grey head.”¾Prov.
20:29
A.0 Introduction
HE material presented here is neither original nor unheard of.  Because most of it can
be found in most books of history and science; therefore, we do not deserve any credit
for presenting it here.  In the context of a geolocation system, nevertheless, it might be
attractive to the reader to see how the ancient idea of measuring distance has evolved to
the modern idea of measuring time and then translating this to distance measurements.
A.1 History and Background
A.1.1 Ancient Era
In ancient Greece science was simply a branch of general philosophy; therefore, most
of philosophers were concerned with both the physical and the abstract sciences.  Thales
of Miletus (635-546 BC), for example, who believed that water is the source of
everything, died fittingly by falling down a well.  He, among other thing, measured the
distances between ships and the height of mountains, and he was also credited with
predicting solar eclipses [1].  It is believed that Greek mathematics developed under the
influence both of speculative thought and religious mysticism.  Supposedly, Thales had
learned the rudiments of arithmetic and geometry in Egypt [1].  But, it was Pythagoras,
who having made a number of original advances, launched the Theory of Numbers,
formulated the theorem about the square of the hypotenuse of the right-angle triangle,
which are the bases of the Euclidian Geometry that emerged later [1].  Aristotle
contributed systematic works in both physics and biology.  Eudoxus, discovered the
Theory of Proportions and the method of exhaustion for measuring the curvilinear
surfaces.  With Euclides of Alexandria whose Elements is said ‘to have reigned longer
than any other book save the Bible began the new era of systematized geometry’.
T
APPENDIX A. HISTORY AND BACKGROUND 326
Moreover, he was noted as the great mathematical systematizer and he was noted to have
provided lasting proofs for all existing knowledge [1].  Later, Archemedes and
Eratostheless of Cyrene (276-196 BC), who in calculating the earth’s diameter at 252,000
strades or 7,850 miles, erred (or was mistaken) by less than 1 per cent [1].  (Note here
that distance measurement will become the centerpiece of modern localization.)
A.1.2 Medieval Era
In medieval times the science was inextricably mixed in with theology.  The
awareness of time and space then was radically different from our own [1].  It is believed
that time was measured by the irregular motions of day and night, of the seasons, of
sowing and reaping; i.e., primitively, by mere observation of the eye without relaying on
any scientific evidence or methodology.  Only the Church (not to be confused with the
word Church used in the New Testament) had sacredly the privilege to measure the time
based on fixed hours and calendars.  There were no means of testing conventional
geographical wisdom of men because they traveled so slowly and so seldom.  The main
idea of the world was simply this: Jerusalem lay at the center of the three
continents¾Asia, Africa, and Europe, which were attributed to the sons of Noah: Shem,
Ham, and Japheth respectively.  And beyond the continents lay the encompassing ocean,
and beyond the ocean the line were heaven and earth merged imperceptibly into one.
Such was the wisdom and horizon of medieval men.  Nevertheless, even in this dark
period of human history, there were great inventions such as the clock.  Giovanni da
Dondi (1318-89), Professor of Astronomy at Padua, was indisputably the first clock
maker.  Although, clock is mentioned as early as Dante in his Paradiso, and other records
of clock are found in London’s St Paul’s in 1286 and in Milan in 1308, Donti’s treatise
provides the earliest detailed description of clockwork [1].  This description presented a
seven-dialed astronomical clock, regulated by an escapement of the crown-wheel-and-
verge type [1].  (The reader is reminded that the accurate measure of time is translated
into accurate measure of distance in modern localization.)
On the other fields of science, most of the landmark achievements came from the work
of scattered individuals.  The experiments of Roger Bacon in optics and machines formed
part of his general attack on corruption and superstition.  Pierre de Maricourt (Peter the
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Stranger), Bacon’s master, produced a fundamental treatise on magnetism during the
Angevin siege of Lucera di Calabria (Lucera of Calabria) in 1269.  Witello, or Vitello
(1230-80), a Silesian, wrote a fundamental treatise on optics, il Perspectiva (the
Perspective).  By dividing the mechanical operations of the eye from the coordinating
function of the mind he opened the way of modern psychology [1].  (Certainly with
optics starts the observation of propagation effects such as reflection, refraction, and
diffraction.)
A.1.3 Scientific Revolution
Between the mid-sixteenth and mid-seventeenth centuries, the scientific revolution is
generally held to have taken place and it has been called ‘the most important event in
European History since the rise of Christianity’ [2].  Science with its forte in astronomy,
and in those sciences such as mathematics, optics, and physics, followed a natural
progression from Renaissance humanism and was assisted to some extent by Protestant
attitudes [1].  The scientific revolution changed the mankind’s view both of human nature
and the human predicament starting with the observations made on the tower of the
capitular church of Frombork (Frauenburg) in Polish Prussio in the second decade of the
sixteenth century; and culminating at a meeting of the Royal Society at Gresham College
in London on 28 April 1686 [1].
Although Copernicus, Bacon, and Galileo were undoubtedly the highest achievers of
human thought, it would be a misnomer, to call this period the so-called ‘age of
Copernicus, Bacon, and Galileo’ because in most respect that was still the age of the
alchemists, the astrologers, and the magicians.  Davies on one hand claims that ‘the
alchemists misunderstood the nature of matter’, and on the other hand he disclaims that
‘researchers who have being the constructive aspect of alchemy are tinctured by the
lunacy which they try to describe’ [1]-[2].  Nevertheless, the discoveries of Copernicus,
Bacon, and Galileo were a breakthrough never seen before in human history.
Nikolaj Kopernik (Copernicus, 1473-1543) proved that the Sun, not the Earth, lay at
the center of the solar system by detailed experiments and measurements.  Johann Kepler
(1571-1630) established the elliptical shape of planetary orbits and enunciated the laws of
motion underlying Copernicus.  But Galileo Galilei really brought Copernicus to the
APPENDIX A. HISTORY AND BACKGROUND 328
wider public because he was among the first to avail himself of the newly invented
telescope.  Moreover, Galilei also contributed the kinematic principle, which in common
engineering terms is known as the relation between the position and the velocity of a
moving, physical body.  This principle will become the backbone of Isaac Newton theory
enunciating the laws of physics and including second order derivatives for the motion of
physical bodies.  (Without the knowledge produced from the works of Kopernik, Kepler,
Galilei and Newton it would be impossible to even conceptually build the simplest
Satellite Navigation System or a Geolocation System for that matter).
Practical science, to our disadvantage, remained in its infancy during the era when the
Copernican theory was in dispute.  Frances Bacon, the father of scientific method, made
some important assertions in his Advancement of Learning (1605), the Nuvum Organum
(1620), and the New Atlantis (1627), that knowledge should proceed by orderly and
systematic experimentation and by inductions based on experimental data, which is a
common practice in scientific methodology even today.
Tow dazzling Frenchmen, René Descartes (1596-1650) and Blaise Pascal (1623-62),
and their successor, Benedicus Spinoza (1632-77), a.k.a. as ‘philosophers with a
mathematical bent’, made other important advances and contributions [1].  Descartes is
most associated with his contribution to the analytical geometry (Amsterdam, 1644), and
whose Cartesian system was named after him and so popular today.  Pascal is also known
for his contribution in physics and Spinoza in philosophy.  (Analytical geometry lay at its
center in all the study of mechanics and provides the framework for most coordinate
systems.)
The scientific revolution opened the door to a new era, the Enlightenment, which
enabled the scientific knowledge to make great strides.  Undisputedly, the central giant of
the period was Sir Isaac Newton (1642-1727), President of the [British] Royal Society. In
his Principia in 1687, his description about the laws of Motion and Gravity provided the
basis of physics and the working of the universe for over 200 years [1].  To him is
attributed the invention of differential calculus, which he called ‘fluxions’, and he also
conduced the first experiments in 1666 into the nature of Light, placing a glass of prism
behind a hole in the blind of his window in Trinity College, Cambridge.  In mathematics
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the Leipziger Gottfried Leibniz (1646-1716) may well have discovered calculus
independently before Newton did, and rightfully giving him the honor by calling the
Newton-Leibniz calculus.  Another giant in mathematics, Leonhard Euler (1707-83), who
is said that ‘Euler calculated as other men breathed, or eagles soar’, discovered any
number of theorems, invented the calculation of sines, completed the search for the
numerical evaluation of the pi, and posited the existence of transcendental numbers [1].
Davies mentioned that Euler wrote 886 scientific works and 4,000 letters, at an average
rate of two printed pages per day over five decades.  Not surprisingly, the Russian journal
Commentarii Academiae Scientiarum Imperialis Petropolitanae was still publishing the
backlog of his articles forty-five years after his death.  ‘Euler’s Theorem’, which we take
so much for granted in our complex algebra calculations, demonstrated the connection
between the exponential and trigonometric functions: exp(ix) = cos x + i sin x [1].  The
only peer in the history of mathematics, who could measure up to Euler, was C. F. Gauss
(1777-1855), who was born in Brunswick ten years latter after Euler left Berlin.
A.1.4 Dynamo
Nineteenth century is fittingly called the ‘dynamo or the powerhouse of the world’
because its dynamism far exceeded anything that was previously known in the world.  In
the same period, science and technology marched ahead as never seen before.  Although
the discoveries made were not as fundamental as those of Copernicus’s, Newton’s, or
Einstein’s were, the amount of knowledge gained was equal to map out whole new
continents [1].  With the exception of one or two American of genius, it was entirely
dominated by Europeans, and the most distinguished names belong to the fields of
physics, chemistry, medicine, and biology [1].
During the same period communication systems improved as well.  For the first time,
the creation of a unified postal services made correspondence available to all.  Postal
stamps appeared with Great Britain’s ‘Penny Black’ on 1 May 1840, later introduced in
Zurich and Geneva (1843), in France and Bavaria (1849), in Prussia, Austria, and Spain
(1850), in Sweden (1855), in Russia and Romania (1858), in Poland (1860), and in Island
(1873) [1].  The invention of electric telegraph (1835), of the telephone (1877), and of
radio (1890) rendered long-distance communications instantaneously and safely [1].  (For
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the first time radio based systems rendered safe long-distance communications under
severe weather or terrain conditions.)
A.1.5 Greatest Scientific Discoveries between 1800-1951
Some of the scientific discoveries between 1800–1951 are: (1) E. L. Malus,
polarization of light, Strasburg, 1808; (2) A, J, Fresnell, frequency of light, France, 1815;
(3) H. C. Oested, electromagnetism, Copenhagen, 1819; (4) G. Ohm, electrical resistance,
Cologne, 1827; (5) M. Faradey, electrical induction, London, 1831; (6) C. J. Doppler,
acoustics, Prague, 1842; (7) G. R. Kirchhoff, spectral analysis, Heidenberg, 1859; (8) H.
Hertz, electromagnetic waves, Karlsruhe, 1888; (9) H. Lorentz, electron theory, Leiden,
1895; (10) W. Röntgen, X-rays, Wuzburg, 1895; (11) J. J. Thompson, electron.
Cambridge, 1897; (12) P. and M. Curie, radioactivity, Paris, 1898; (13) M. Plank,
quantum theory, Berlin, 1900; (14) A. Einstein, theory of relativity, Zurich, 1905; (15) H.
K. Onnes, superconductivity, Leiden, 1911; (16) E. Rutherford, atomic structure,
Manchester, 1911; (17) W. Heinsenberg, quantum mechanics, Copenhagen, 1925; and
(18) O. Hahn, nuclear fission, Berlin, 1938 [1].
A.1.6 Greatest Technological Inventions Between 1800-1951
Some of the technological inventions between 1800–1951 are: (1) A. Volta, electric
battery, Bologna, 1800; (2) C. Babbage, mechanical calculator, Cambridge, 1834; (3) L.
Foucault, gyroscope, Paris, 1852; (4) J. Reis, telephone, Friedrichsdorf, 1861; (5) W. von
Siemens, dynamo, Berlin, 1867; (6) E. Berliner, microphone, Germany, 1877; (6) C. von
Linde, refrigerator, Munich, 1877; (7) W. von Siemens, electric locomotive, Berlin, 1879;
(8) H. S. Maxim, machine-gun, London, 1883; (9) G. Daimler, petrol engine, Connstatt,
1884; (10) Daimler and Benz, motor car, Mannheim, 1885; (11) C. Ader, aeroplane,
France, 1890; (12) G. Marconi, radio transmiter, London, 1901; (13) K. E. Tsiolkovsky,
roketry, Moskcow, 1903; (14) Breguet-Richet, helicopter, France 1907; (14) British
Army, military tank, Cambrai, 1915; (15) J. Logie Braird, television, London, 1924; (16)
F. Whittle, jet engine, Cranwell, 1930; (17) Air Ministry, radar, Dover, 1940; (18) Wilkes
and Renwick, EDSAC, computer, Manchester, 1946; (19) Power Ministry, nuclear power
station, Calder Hall, 1956 [1].
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A.1.7 Modern Localization Idea
Such discoveries and inventions provided the basis, the means of the technology and
the understanding of geolocation systems we discuss in this work.
Thus, we have arrived in the present era and demand for geolocation systems.  In the
context of this chapter, the word ‘present’ is referred to a time period from as early as
1900 up to the current time of the publication of this work.
We briefly mentioned that modern localization idea is based upon the precise
measurement of time rather than distance.  Although in Newton physics time and
distance are intrinsically related with the help of another component, which is called
velocity, the latter must account for the system in which the observation is performed.  It
was Einstein who with his principle of special relativity enunciated the greatest
achievement in modern physics.  He postulated that the speed of light is constant despite
the condition of the observer.  On one hand, indisputably the electromagnetic wave was
the best candidate for distance measurement because it propagates in almost any media as
long as it had the proper frequency with a velocity equal to 299,792,458 m/sec in free
space.  On the other hand, a precise measure of time resulted from the atomic reaction of
some materials such as rubidium/cesium/etc.  At least from the theoretical perspective, it
was possible to precisely measure both time and distance in free space.  What was
required next was the embodiment of these principles into physical devices and the
greatest of them all is called radio.
On 28 September 1901, Reginald Fessenden applied for a patent on a means of
reception of wireless signals by beats, for which he coined the term ‘heterodine’.  He was
granted the U.S. Patent No. 706,740 on 12 August 1902 [3].  Fessenden proposed in
sending Morse signals simultaneously on two carriers differing in frequency by a small
amount.  Not long after this, about 1907, it was soon realized that one of the signals could
be replaced by a locally generated oscillation.  The heterodyne principle has since
rendered many amazing applications in wireless communications, notably the
superheterodyne circuit, the standard circuit in radio receivers [3].
The twentieth century is known to all as the century of science, engineering, as the
century of great dreams and worst nightmares.  Today the knowledge in both science and
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engineering is tremendous and the rate that this knowledge is increasing is overwhelming
too.  Nevertheless, in Chapter 1 we discuss some of the state of the art geolocation
systems in great detail.
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Appendix B. Transmitter Design
Considerations
“He that hath knowledge spareth his words: and a man of understanding is of an excellent
spirit.”¾Prov. 17:27
B.0 Introduction
S we have mentioned in Chapter 1 a transmitter is an apparatus that broadcasts one or
more ranging signals.  For personal communication systems a transmitter broadcasts
a communication (voice, data, and video) signal.  For geolocation systems a transmitter
can either be a moving object such as a satellite or a fixed object in the ground such as a
pseudolite.  In the effort to combine both personnel communication systems and
geolocation systems together we shall treat a transmitter as a pseudolite and vise versa.
From the communication and signal structure point of view we exploit transmitters based
in its signal structure presented in Figure B.1.  As shown in Figure B.1 transmitters can
be designed exploiting either one or a combination of code, frequency, time (delay),
amplitude, phase, pulse, encoding, antenna, and polarization diversities.  The advantages
and disadvantages of each modulation technique in connection with indoor geolocation
and communication are discussed in order.
Figure B.1 An overview of transmitter modulation techniques.
A
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B.1 Code Diversity
Code diversity is the modulation scheme, which exploits the code properties such as
code autocorrelation and crosscorrelation.  Code diversity can be further classified into
binary (meaning two voltage levels) or M-ary (more than two voltage levels).
Two of the classical references in the study of binary code properties are the works by
Sarwate and Pursley [1] and Enge and Sarwate [2].  There are several properties of the
code autocorrelation and crosscorrelation discussed by Sarwate and Pursley [1];
nevertheless, they all depend to some extent on the code family (or type) and code length.
Moreover, binary codes can be further classified into periodic and aperiodic.  On one
hand, code autocorrelation has two performance measures: autocorrelation peak and out-
of-phase autocorrelation peak [1].  One the other hand, code crosscorrelation has one
performance measure crosscorrelation peak [1].  In general, the code autocorrelation
peak improves faster with the increase of the code length than the out-of-phase and
crosscorrelation peaks do.  Some code families have better ratio of the autocorrelation
over either the out-of-phase autocorrelation peak or the crosscorrelation peak [1];
however, some families with poorer code properties provide a larger number of codes
than some other families with better code properties.  All these should be taken into
consideration for designing a particular transmitter (pseudolite).  The communication and
geolocation systems that exploit code diversity are known as CDMA.  Although with this
modulation scheme we can achieve large system capacity due to a large number of
transmitters, this is achieved in expense of large channel bandwidth due to long code
length.  Therefore, due to multiaccess interference an important problem occurs which is
known as the near-far effect.  Hence, we have arrived to a very important conclusion that
the near-far effect is primarily dependent on the code family and length.  Alone, this
technique has limitations in eliminating the near-far effect.
The next technique is known as the M-ary.  Although this technique is known to
improve the bandwidth efficiency; nevertheless, it still retains the near-far effect
problems of the binary sequences.  For example, Pahlavan discusses a direct sequence
spread spectrum system (DSSS) which provides resistance to multipath and utilizes
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coding and diversity combining to improve bandwidth efficiency [3].  He also employs
an M-ary signaling to further improve the bandwidth efficiency [3].
Magill, Natali, and Edwards provide an excellent review on the spread spectrum (SS)
signaling [4].  While these techniques were widely used by the military, due to the
advancement of the digital signal processing they are proliferating more and more in the
commercial markets.  Some of the properties of SS signaling properties that make it
attractive for commercial applications are: (1) signal hiding and non-interference with
conventional systems; (2) anti-jam and interference resistance; (3) privacy; (4) accurate
ranging (self synchronization); (5) multi access; and (6) multipath mitigation [4].  There
are two SS techniques that are carefully treated: direct sequence (DS) SS and frequency
hopping (FH) SS (see the discussion in the following section) [4].
In conclusion code diversity can provide larger capacity and bandwidth efficiency
with limited near-far capability.
B.2 Frequency Diversity
Frequency diversity is the modulation scheme based on the signal frequency
operation.  Unlike code diversity, frequency diversity has a major restriction—it is
regulated the Federal Communication Commission (FCC).  In the context of indoor
geolocation systems three are of the most important modulation schemes that exploit
frequency diversity: FDMA, orthogonal frequency division modulation (OFDM) [5], and
frequency hopping (FH).
For example, Progri and Michalson exploit a hybrid FDMA/CDMA scheme to
overcome the near-far and the multipath effect [6]-[9]; hence, FDMA provides
robustness against frequency selective multipath fading and to some extent narrow band
interference [6]-[9].
Dardari and Tralli discusses high-speed indoor wireless communications at 60 GHz
with coded OFDM by taking into account the propagation conditions in an actual
environment [10].  Local performance and coverage figures have been suitably defined
and the effects of code choice, frequency diversity, system clustering, and antenna
sectorization have been studied and new algorithms to evaluate coding performance have
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been introduced [10].  It has been shown that a system using 32 subcarriers, code-rate
0.5, sectored antennas, and 10 dBm of transmitted power in linear conditions can support
packet transmission up to 155 MBPS with coverage of 84% [10].
Saleh summarizes the theoretical and experimental results on an experimental indoor
radio communications system based on slow frequency hopping and coding to overcome
the frequency selective multipath and narrowband interference [11].  Wang and
Moeneclaey propose a hybrid direct sequence, slow frequency hopped, spread spectrum
multiple access (DS/SFH-SSMA) operating over a Rician-fading channel which is less
vulnerable to multi-access interference power than DS; and thus, more suitable to
overcome the near-far problem [12].  Wang and Moeneclaey conclude that for both
coherent and non-coherent receivers, frequency diversity and coding should be exploiting
to achieve a satisfactory BER performance [12].
In conclusion, frequency diversity can be exploited to overcome frequency selective
multipath fading, narrowband interference, overcome near-far effect, and increase the
data rate.  The only drawback is the lack of unallocated frequency spectrum.
B.3 Time Diversity
Time diversity is the modulation scheme, which utilizes a fraction of time to
communicate between a designated transmitter and a designated receiver.  TDMA and
signal pulsing are two well know time diversity modulation schemes.
For example, Saleh appears to favor the TDMA technique due to its service flexibility
stand point as opposed to the FDMA and spread spectrum CDMA which employ a fixed
bit rate format [11].
Stanford and Ohio universities have employed signal pulsing to overcome the near-far
effect [13].
Therefore, in summary time diversity can provide service flexibility; i.e., variable bit
rate and overcome the near-far effect.
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B.4 Phase Diversity
Phase diversity is the modulation scheme, which exploits the phase information.
Phase information is achieved when there is a coherent reception; therefore, phase
modulation should only be considered in the context of coherent reception.
For example, the work by Driessen and Greenstein [14] is a classical treatise of
modulation techniques for high-speed wireless indoor systems using narrowbeam
antennas.  Due to the ubiquitous multipath encountered in indoor environment high data
rates cannot be achieved easily [14]; hence, the aim of Driessen and Greenstein research
is to break the multipath barrier “… to devise techniques whereby other factors (power,
cost, etc) alter the limiting attainable bit-rates [14].”  Based on the analysis considered
here 2 level PSK schemes (coherent with pilot tones or differential) is favored among the
other modulation schemes for narrow beam transmission indoors [14].
In conclusion, phase diversity can be exploited if very high data rate is required when
it is possible to establish coherent reception.
B.5 Amplitude Diversity
Amplitude diversity is the modulation scheme, which exploits amplitude information.
This modulation scheme suffers from the Inter Symbol Interference (ISI) and alone it is
the least attractive.  The most popular amplitude diversity is the quadrature amplitude
modulation (QAM) which has better performance that the amplitude modulation (AM).
B.6 Pulse Diversity
Pulse diversity is the modulation technique, which exploits the pulse shape
information.  The most popular is the pulse position modulation (PPM) or its derivatives
utilized in infrared communication [15]-[23].
For example, in order to overcome the bandwidth requirements of the PPM Shiu and
Kahn [23] propose differential pulse-position modulation (DPPM) for power-efficient
optical communication.  The authors also discuss the chip-rate and multichip-rate to
combat ISI.  DPPM always achieves higher power efficiency and lower hardware
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complexity than PPM does [23].  These make DPPM a favorable candidate to replace
PPM in many applications [23].
In conclusion pulse diversity should be exploited for infrared or laser (optical)
communication.
B.7 Encoding Diversity
Encoding diversity is the scheme, which improves the data robustness in fading and
noisy channels.  There are several encoding techniques that should be exploit; however,
this is secondary and it is not going to be the focus of this work.  For example, forward
error correction (FEC) should be exploited to preserve the data information in multipath
fading channels (see Appendix C).
B.8 Antenna Diversity
Antenna diversity is based on the space information achieved from the different
location of the antenna elements.  Antenna diversity is becoming more and more popular
due to a number of improvements that it offers such as capacity increase, bandwidth
efficiency, power decrease, and superior performance against narrowband interference
and frequency selective and flat fading multipath.
For example, an indoor communication system proposed by Saleh appears also to
employ antenna diversity to gain immunity against very-slow-time varying and frequency
selective multipath fading and to some extent to narrow band interference [11].  He is
also asserting that signaling rate can almost be doubled through the use of antenna
diversity [11].
B.9 Polarization Diversity
Polarization diversity is the modulation scheme, which exploits the polarization
diversity to yield better multipath interference mitigation.  Nevertheless, this kind of
modulation is not going to be exploited here anyway.
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Appendix C. Forward Error Correction (FEC)
“Now the just shall live by faith.”¾Heb 10:38
C.0 Forward Error Correction
IRST, it is possible to encode l binary source digits into u binary code words by
mapping lu 2=  orthogonal signals to reduce the probability of bit error.  However,
this encoding increases the bandwidth proportionally with u, which introduces more
noise into the system, ultimately resulting in an inefficient improvement in the
probability of bit error.  FEC encoding provides an optimum solution to this problem by
minimizing the probability of bit error at the smallest possible bandwidth increase.  It is
well known that the number of errors that can be detected is equal to the Hamming
distance, dH, which is the minimum number of bit positions by which code words of a
particular code are different.  However, the maximum number of errors that can be
corrected is equal to ( ) 21-Hd  [1].  Next, we discuss some categories of FECs and the
process for encoding and decoding of a specific category of FEC.
The FEC main categories are block coding, cyclic codes (Read Solomon codes), and
convolutional codes [1]-[4].  For example, for Wide Area Augmentation System
(WAAS) applications, the WAAS signal is encoded with FEC (convolutional code) with
rate, R = 0.5, and a constraint length, N = 7, and 3-bit soft decision [2].  For the purposes
of this investigation we cover only convolutional codes because first, both block coding
and cyclic codes are primarily non-binary codes and second the convolutional codes are
primarily binary codes and have been previously utilized in geolocation applications [2].
Let l denote the source digits before entering the FEC encoder and u the digits of the
sequence coming out of the FEC encoder.  The code R rate of the output of a
convolutional encoder is defined as [1]
F
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(C.1.1) 
u
l
=R .
The constraint length, N, of a convolutional code is defined as [1]
(C.1.2) SLN º
where LS is the length of the shift registers (see Figure C.1).
A generator polynomial matrix G describes the connections between modulo-2 adders
and shift registers.  Let X be the code word corresponding to the input sequence entering
the convolutional encoder.  Then the code word corresponding to the output sequence, Y,
exiting the convolutional encoder is defined as [1]
(C.1.3) GXY T= .
As shown in Figure C.1 there are two generator polynomials that form the generator
polynomial matrix G: one that represents the upper connections from the shift register
and the other the lower connections from the shift register.  The best R = 0.5
convolutional codes can be generated using the data from Table C.1 for convolutional
codes with rates other than R = 0.5 the reader may refer to Appendix B of [1].
The left column of Table C.1 is the constraint length N.  The second column of Table
C.1 represents the two generator polynomials in octal representation.  The third left
column represents the corresponding generator polynomials in binary representation.
Whenever there is a '1' in the generating polynomial (third column of Table C.1) then
there is a physical connection at the corresponding location of the shift register and the
modulo two adder and whenever there is a '0' in the generating polynomial there is no
physical connection at the location of the shift register and the modulo two adder.  For
example, for N = 3 the best convolutional code is created using g1 = [1 1 1] and g2 = [1 0
1]; i.e., there are three connections connecting each location of the shift register to the
upper modulo two adder and there are only two connections connecting only the first and
the last locations of the shift register to the modulo two adder.  The fourth column of
Table C.1 represents the free distance, d, (not to be confused with the Hamming distance,
dH) and the fifth through the ninth columns represent the total information weight of all
paths with weight d through d + 4.  More is said about these columns later.
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Figure C.1 A R=0.5, convolutional code with constrain length of Ls.
A convolutional encoder is in fact a finite state machine and the state is determined by
the most recent v = N-1 symbols shifted into the encoder shift register and therefore it is
a number from 0 to 2v-1 [1].  The state diagram of a convolutional code with R = 1/2 and
constraint length of N = 4 is shown in Figure C.2.1
Table C.1 Generators (in Octal) and weight structure of an R = 0.5 convolutional code—taken and
modified from [1].
                                                                
1 Because the R = 0.5 and N = 3 convolutional code is discussed extensively in [1] we have decided to
discuss here the R = 0.5 and N = 4 convolutional code structure and properties.
APPENDIX C. FORWARD ERROR CORRECTION 344
Figure C.2 State diagram for an R = 1/2, N = 4, convolutional code.
The state diagram of Figure C.2 can be exploited to produce a signal flow graph as
shown in Figure C.3 because the theory of signal flow graphs have been applied to the
study of convolutional structure and performance [1].  Assuming the all-zero transmitted
sequence, the paths of interest are those which start and end in the zero state and do not
return to the zero state anywhere in between [1].  The length of the input sequence, the
weight of the input sequence, and the weight of the output sequence are often determined
from each one of these paths [1].  For example, consider the signal flow graph that results
from the state diagram of Figure C.2 as shown in Figure C.3.  Let L denote the length of
the input sequence, W denote the weight of the input sequence, and O denote the weight
of the output sequence.  Each branch in the flow graph in Figure C.3 has a gain, g, given
by OI ww OLW , where Iw  is the input weight required to drive the encoder between two
nodes connected by the branch and Ow  is the output weight associated with the branch.
Since the paths that start and end in state zero and do not go through zero in between are
the paths of interest then the self loop on zero state is removed and the state is split into
an input and an output [1].  The gain of this graph is computed using the standard
methods, which results in the following generating function
(C.1.4) ( ) ( )( ) 42442333224223
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Figure C.3 Signal flow graph for an R = 1/2, N = 4, convolutional code.
Let L = 1 we get
(C.1.5) ( ) ( )3
26
21
,
WOWO
WOOWWO
OWT
--
-+
=
Expanding by long division the above equation can be written as
(C.1.6) ( ) ( ) [ ] [ ]( )L+++++-+= 2222282762 221, OOWOWOOWWOOWOWT
( )( )293827382762 2 OOWOWOWOWWOOW +-++-+=
( )( )221049384 2 OOWOWOW +-++ .
Hence, there is one path of input weight 2 and output weight 6.  There are three paths two
of input weight 3 and one of input weight 1 and all of output weight 7.  Now we define
the free-distance, d, of the code as the weight of the minimum [output] weight path which
begins and ends in state zero [1].  There are three paths that start in state zero and end in
state zero: 0-1-4-0', 0-1-3-6-4-0', and 0-1-3-7-6-4-0'.  The first path has an output weight
of 7, the second of 6, and the third of 7.  Hence, the free-distance for this R = 1/2, N = 4
convolutional code is 6 just like shown in Table C.1 fourth column.
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Another useful method for obtaining the transfer (or generating) function, given by eq.
(C.1.4), would be through the use of state equations
(C.1.7) ubAxx +=
(C.1.8) duy += cx
where
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The transfer function can be obtained as
(C.1.11) ( ) ( ) bA1c 1,, --=OWLT .
A simple illustration in MATLAB for computing the transfer function given by eq.
(C.1.11) is shown in Figure C.4.
According to eq. (C.1.6) there is one path of weight 6, three of weight 7, etc [1].  This
information is used later to determine the probability of event error.  Now, we define the
total information weight, jw , of all paths of weight j as the coefficient of O
j and is
determined from:
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After some calculus manipulations the above equation is given by
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The weight coefficients obtained in eq. (C.1.13) are in agreement with those provided in
the 2nd row and in the 5th through 7th column of Table C.1.
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Figure C.4 An illustration in MATLAB for computing the transfer function T(L ,W,O).
Thus far we have explained in great detail the meaning of all the columns of Table
C.1.  It remains to discuss the probability of event error and the convolutional code
performance.  The performance of the convolutional code is estimated in terms of union
bounds and computer simulations [1].  Union bounds is the performance measure that
relates the bit error probability (BEP) (more commonly used as bit error rate (BER))
without encoding to the BER with encoding as shown in Figure C.5.  Assuming a binary
symmetric channel (BSC) with a channel symbol error rate NCCBER (i.e., the BER
without any encoding), the WCCBER  (i.e., the BER with convolutional encoding) of a
R=0.5 convolutional code is given by [1],
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Utilizing the data from Table C.1 and the expression (C.1.14) we estimated the
performance of an R = 0.5 convolutional code; i.e., the WCCBER  vs. the NCCBER  for a
convolutional code with constraint length N = {3, 5,…, 9} and the result of this work is
plotted in Figure C.5.
As shown in Figure C.5 the convolutional code improves tremendously the BER.  For
example, for a typical channel if the BER rate without convolutional code is 1e-5 the
convolutional code of N = {3,4,…,9} would improve the BER = {2.5e-14,1e-14, 2.8e-18,
3.5e-19, 2.22e-22, 1.26e-23, 7.63e-27}.  Obviously, if the channel is erroneous or for
1.0>NCCBER  then the 1.0>WCCBER  (not shown in Figure C.5 but implied and
computed), which indicates that convolutional encoding is helpful for channels with
2.0£NCCBER  and it is very helpful for channels with 3.0£NCCBER .  Here we conclude
our discussion on FEC and R = 0.5 convolutional codes.
Figure C.5 The BERWCC vs. BERNCC for a 0.5 rate convolutional code with N = {3, 5,…, 9}.
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Appendix D. Spreading Codes
“The fear of the LORD is the instruction of wisdom; and before honour is humility.”¾Prov.
15:33
D.0 Spreading Codes
HE generation of the spreading C, P, and B, codes (see Chapter 4) is performed using
shift registers with linear feedback [1].  The spreading sequences that we are
interested in are Gold and Kasami sequences [1]-[6], which are derived from a very
important class of pseudorandom (PN) sequences called maximum length shift register
sequences (or m-sequences).  A general m-stage shift register with linear feedback is used
for generating m-sequences as shown in Figure D.1.  The m-sequence code generator
contains one m-stage shift register and one modulo 2 adder.  Stages connected for
generating the m-sequence for m = {2,3,…,34} are tabulated in Table D.1.  From Table
D.1 it is interesting to observe that the number of stages connected to modulo 2 adder can
be either 2 or 4 with position 1 being always connected.
Figure D.1 An m-stage shift register with linear feedback—taken from [1].
T
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Table D.1 Shift register connections for generating m-sequences—taken from [1]
In geolocation and DSSS applications the binary sequence { } { }1,0=¢mc  is mapped into
a corresponding binary sequence with elements { } { }1±=mc , which is called a bipolar
sequence, to avoid multiplications with zero simply by mm cc ¢-= 21 .  Let us discuss eight
important properties of m-sequences.
1. The m-sequence length (in bits) is equal to M = 2m -1 bits [1].
2. There are exactly M nonzero sequences generated by f(x) and they are just the M
different phases of c; i.e., c, Tc, T2c, T3c, …, TM-1c, where Tm is a left cyclic shift
operator or ( ) kmmk ccT +=  [1].
3. Given distinct integers m and n, Mnm <£ ,0 , there exists a unique k, such that
jikNk ,0 ¹Ç<<  and [1]
cTcTcT knm =Å .
This property is known as the shift-and-add property and it is the necessary and
sufficient condition for a sequence of period M to be an m-sequence.
4. The number of ones in c is called the Hamming weight of c and it is equal to
( ) 212 1 +== - Mmch  [1].
5. The autocorrelation function, jc, of the bipolar sequence is defined as [1]-[4]
(D.1.2) ( ) ( )Mmccm c
M
n mnnc
+j==j å -= +
1
0
, { }1,,0 -Î" Mm L
where M is the period of the sequence and the autocorrelation function ( )mcj ,
which satisfies
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(D.1.3) ( )
î
í
ì
¹-
=
=
Mm
MmM
mc mod0,1
mod0,
j .
The ( )0cj  is called the autocorrelation peak and ( )mcj , 11 -££ Mm , is called
the out of phase autocorrelation peak (or the off-peak).  The peak ratio
( ) ( ) Mm cc 10 -=jj  decreases proportionally with M; hence, the m-sequence is
the closest to the ideal pseudorandom sequence with autocorrelation properties
similar to white noise.
6. Among M sequences generated by p(x) there is only one sequence, mc
~ , which
satisfies the property mm cc 2
~~ = , ZÎ"m  [1].  This unique sequence, mc~ , is called a
characteristic m-sequence, or the characteristic phase of the m-sequence c.
7. Consider the sequence, b, formed by taking every qth bit of c (i.e., qmm cb = ,
+ÎÇÎ" ZZ qm ); the sequence b is said to be a decimation by q of c is denoted
by c[q] [1].  Also, denote the greatest common divisor of the integers m and n by
( )nm,r .  If c[q] is not identically zero (i.e., [ ] 0¹qc ) then its period is equal to
( )nmM ,r  and c[q] is generated by the polynomial ( )xpˆ  whose roots are the qth
powers of the roots of p(x) [1].
8. Assume that ( ) 1, =qMr .  If [ ]qcb =  then for all 0³n ,
(D.1.4) [ ] [ ] bMqcqc nn ~mod2~2~ ==
and
(D.1.5) [ ] [ ] bTMquqc mnn == mod22
for some m that depends on n [1].
Although some of these properties may not seem obvious they are carefully discussed
in [1] and applied in [1]-[4].  Nevertheless, all m-sequences have two major drawbacks:
(1) they are vulnerable to enemy interception and (2) they are impractical for CDMA and
geolocation applications.  On one hand, m-sequences are vulnerable to enemy
interception because the enemy can determine the linear feedback by observing the 2m
chips from the m-sequences and thus can decode the data.  This vulnerability of the m-
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sequence can be solved the encryption or scrambling.  And on the receiver, the
decryption and de-scrambling is applied.  On the other hand, for CDMA and geolocation
applications the crosscorrelation of the PN sequences are as important and the
autocorrelation properties which is discussed next.
Suppose that b and c are two m-sequences of period 12 -= mM  and [ ]qcb = .  The
crosscorrelation function between b and c is defined as [1]
(D.1.6) ( ) ( )Mmcbm cb
M
n mnncb
+== å -= + ,
1
0,
jj , { }1,,0 -Î" Mm L .
It is relatively easy to see that jb,c(m) is an odd integer and that ( ) Mmcb £,j  [1].
Moreover, if b and c are generated by reciprocal polynomials then ( ) 4mod1, -=mcbj ;
otherwise, ( ) 8mod1, -=mcbj  [1].  The average of the crosscorrelation function jb,c(m) is
always +1 or
(D.1.7) ( ) 11
0 ,
+=å -=
M
m cb
mj .
A very important identity of the crosscorrelation function is given below and the proof
can be found in [1]
(D.1.8) ( ) ( )[ ] ( ) ( )[ ]åå -= *
-
=
* +=+
1
0
1
0 ,,
M
m cb
M
m cbcb
nmmnmm jjjj
and setting n = 0 gives,
(D.1.9) ( ) ( ) ( )[ ]åå -=
*-
=
=
1
0
1
0
2
,
M
m cb
M
m cb
mmm jjj .
Utilizing the above identity and property 5 of the autocorrelation function produces [1]
(D.1.10) ( ) 1221 221
0
2
, --=-+=å -= mm
M
m cb
MMmj .
There exists one integer l for which,
(D.1.11) ( ) ( ) 1212212 2221, ->-=-> + mmmcb lj .
A very important property of the crosscorrelation function is given by [1]
(D.1.12) ( ) ( ) ( )Mmmm n
cb
n
cbcb
mod22 ~,~~,~~,~ jjj == , 0³"n .
Therefore, it is sufficient to know the values of the crosscorrelation function for only a
few selected values because the remaining values can be determined based on the above
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property and the following technique. First, find the decimation of b
~
 that produces x~
and the decimation of x~  that produces y~ ; then, if [ ]rbx ~~ = , [ ]qxy ~~ = , and [ ]qbc ~~ = , the
following is obtained [1]
(D.1.13) ( ) ( )mrm
cbyx ~,
~~,~ jj =  and ( ) ( )mrm cbyx ¢= ~,~~,~ jj
where Mrr mod1=¢ .
For geolocation application it is not necessary to know all the values of the
crosscorrelation function, jb,c(m), for each m; nevertheless, it may be sufficient to know
the set of values taken on by jb,c(m) = u for each u in this set.  This is referred to as the
crosscorrelation spectrum or just spectrum.  For example, the autocorrelation spectrum
is two valued [1]
M occurs 1 time
-1 occurs M-1 times.
The crosscorrelation spectra for the pair (b,c) is the same as for the pair (Tib, Tjc) and
in particular for the pair ( cb ~,
~
) [1].  From eq. (D.1.13) the crosscorrelation spectra
depends only on the decimation q and not upon the individual m-sequences [1].  Also, if
Mqq mod1=¢  then both decimations q and q' give rise to the same crosscorrelation
spectra [1].
Theorem 1: Let b and c denote m-sequences of period M = 2m - 1.  If c = b[q] or b =
c[q], where either q = 2k + 1 or q = 22k - 2k + 1, and if e = r(m,k) is such that if m/e is
odd, then the spectrum of jb,c(m) is three valued and is given by [1]
-1 + 2(m+e)/2 occurs 2m-e-1 + 2(m-e-2)/2 times,
-1 occurs 2m - 2m-e - 1 times,
-1 - 2(m+e)/2 occurs 2m-e-1 - 2(m-e-2)/2 times.
The reader is reminded that if e is large, jb,c(m) takes on large values but only a few
times and if e is small then jb,c(m) takes on smaller values but more frequently [1].
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Theorem 2 : Let b and c denote m-sequences of period M = 2m - 1, where m is a multiple
of 4.  If c = b[q], where either q = -1+2(m+2)/2  = t(m) - 2, then the spectrum of jb,c(m) is
four valued and [1]
-1 + 2(m+2)/2 occurs (2m-1 - 2(m-2)/2)/3 times,
-1 + 2m/2 occurs 2m /2 times,
-1 occurs 2m-1 - 2(m-2)/2  - 1 times,
-1 - 2m /2 occurs (2m - 2m /2)/3 times.
The reader is reminded that since m º 0 mod 4, the best three-valued crosscorrelation
spectrum provided by Theorem 1 has crosscorrelation magnitudes as large as 1 + 2(m+e)/2
where e ³ 4. However, the crosscorrelation magnitudes in Theorem 2 are bounded by
-1+2(m+2)/2  = t(m) - 2 [1].
Suppose that b and c are reciprocal pairs of m-sequences (i.e., generated by reciprocal
polynomials) then [1]
(D.1.14) ( ) ( ) 12 22, -£ +ncb mj .
When m is even inequality (D.1.14) can be written as
(D.1.15) ( ) 2)(2)( , -££+- mtmmt cbj .
When m odd (i.e., m = 2k + 1) then
(D.1.16) ( )[ ] ( ) ( )[ ]2222222222 1,1 -=££--=- ++ ktmkt kcbk j
which means that the bound is larger by 2 .
Let jc denote the maximum crosscorrelation magnitude for a given pair of m-
sequences b and c of period M = 2m - 1, m ³ 3.  The most important results concerning,
jc, can be summarized as follows [1]:
· When m is odd, or when m º 2 mod 4, jc = t(m) for preferred pairs of m-
sequences.
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· When m is even and m ¹ 0 mod 4, jc = t(m) - 2 for reciprocal pairs of m-
sequences.
· When m º 0 mod 4, jc = t(m) - 2 for pairs of m-sequences specified in Theorem
2.
It is interesting to note that when m is odd, jc ³ t(m) for any pair of m-sequences;
hence, the preferred pair achieve the minimum possible value of jc odd m.
Now that we have discussed the crosscorrelation spectra it remains to find the sets of
binary sequences with small crosscorrelation values because for most of the geolocation
applications more than two pairs of m-sequences are required.
A maximal connected set, Mm, of m-sequences is called a largest collection of m-
sequences that has the property that every pair is a preferred pair [1].  In Table D.2 we list
the information on all m-sequences and maximal connected set of sequences for m =
{3,4,…,16}.  Table D.2 contains six columns, which are explained in order.  The first
column contains the size of the generating polynomial or the primitive.  The second
column contains the period of m-sequence, M = 2m -1, which is an odd number.  The
third column contains the number of all possible m-sequences that have a period M.  The
fourth column contains the crosscorrelation magnitude for the set of all m-sequences.
The fifth column contains the maximal connected set of m-sequences.  And the sixth
column contains approximately the crosscorrelation magnitude for the maximal
connected set.  Note that for all m = 4k the maximal connected set contain zero
sequences, as opposed to when m is a prime number then the maximal connected set
contains the highest possible number.  Anyway, even for m prime number, the maximal
connected set is still a very small number (six for m = 7) and not useful for geolocation
applications.  Therefore, larger sets that contain non-maximal-length sequences as well as
maximal-length sequences must be obtained, which would sacrifice the out-of-phase
autocorrelation peak to yield small crosscorrelation peak.  This is where Gold, Kasami,
and other sequences come to play a very important role.
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Table D.2 M-sequences and maximal connected set for m = {3,4,…,16}--taken from [1].
A set of Gold sequences of period, M = 2m -1, consists of M + 2 sequences for which
jc = ja = t(m) [1].  Let us see how a Gold sequence can be constructed.
Suppose that the generating polynomial f(x) factors into h(x)h(x), where h(x) and h(x)
have no factors in common.  Then the set of all sequences generated by f(x) is the set of
all sequences of the form g = b Å c where b is some sequence generated by h(x) and c is
some sequence generated by h(x) and b and/or c may be zero sequence(s) [1].  Based on
the property 2 of m-sequences we get that either
(D.1.17) bTg i= , or cTg j= , or cTbTg ji Å=
where 1,0 -££ Mji  and where cTbT ji Å  denotes the sequence whose kth element is
bk+i Å ck+j; therefore, the sequence g is some phase of some sequence in the set G(b,c)
defined by [1]
(D.1.18) ( ) { }cTbcTbTcbcbcbcbG M 12 ,,,,,,ˆ, -ÅÅÅÅ= L .
It is easier to see that G(b,c) contains M + 2 sequences of period M.
Theorem 3: Let {b,c} denote a preferred pair of m-sequences of period M = 2m -1.
Generated by the primitive binary polynomial h(x) and h(x) respectively.  The set defined
in (D.1.18) is called a set of Gold sequences.  For every pair of sequences ( )cbGzy ,, Î ,
the three-valued a crosscorrelation spectrum is ( ) ( ) ( ){ }2,,1, ---Îj mtmtlzy , ZÎ"l  and
the three-valued autocorrelation spectrum is ( ) ( ) ( ){ }2,,1 ---Îj mtmtly , Ml mod0¹" .
The polynomial f(x) = h(x)h(x) generates every sequence of G(b,c), which is simply a
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modulo 2 adding (term by term modulo 2) of the output sequence generated by h(x) with
the one generated by h(x) (see Figure D.2).
Let jmax = max{ja, jc} for a set of Gold sequences defined by Theorem 3 and eq.
(D.1.18).  A bound on jmax due to Sidelnikov states that for any set of M or more binary
sequences of period M [1]
(D.1.19) 22max ->j M .
For M = 2m -1 then the bound is given by [1]
(D.1.20) ( ) 2242 211max -³->j
++ mm  or ( ) 12 21max ->j
+m .
When m is odd then the right hand side of (D.1.20) is equal to t(m) -2.  Since, jmax is an
odd integer then for any set of M or more binary sequences of period M = 2m -1 and m
odd, [1]
(D.1.21) ( )mt³jmax .
Figure D.2 Generation of a Gold sequence as depicted in Theorem 3.
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On the other hand, for Gold sequences jmax = t(m); thus, Gold sequences form an optimal
set with respect to the bounds (D.1.19) through (D.1.21) when m is odd.  Table D.3 lists
primitive polynomials h(x) and h(x) in octal representation for generating a Gold
sequence when the degree of the polynomial m = {5,6,…,34}.  For example, for m = 5
h(x) = 45 (octal) and h(x) = 75 (octal).  For m even the right hand side of (D.1.20) is
smaller than t(m) by approximately 2 ; hence, Gold sequences are not the optimal set
for m even.  The small set of Kasami sequences that are discussed next are, on the other
hand, the optimal set for m even.
Another important class of sequences, which has properties similar to Gold sequences,
is discussed now.
Theorem 4: Let m be even and let q be an integer such that r(q,M) = 3.  Let c denote an
m-sequence of period M = 2m -1 generated by h(x), and let b(k), k = {0,1,2}, denote the
result of decimation Tkc by q.  Property 7 of m-sequences implies that the b(k) sequences
have period M' = M/3 and are generated by the polynomial h(x) whose roots are qth
powers of the roots of h(x).  Suppose that y denote a nonzero sequence generated by f(x)
= h(x) h(x), then y = Tic or y = Tjb(k) or y = Tic Å Tjb(k) where 0 £ i < M, 0 £ j < M'-1, and
0 £ k £ 2.  Any sequence of period M generated by the polynomial f(x) is some phase of
some sequence in the set Hq(c) defined by [1]
(D.1.22) ( ) ( ) ( ) ( ) ( ){ 11'101'0 ,,,,,, bTcbcbTcbcccH MMq -- ÅÅÅÅ= LL
( ) ( )}21'2 ,, bTcbc M -ÅÅ L
Table D.3 The primitive polynomials (octal) for generating Gold sequences.
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Note that Hq(c) contains M + 1 = 2m sequences of period M.  Suppose that c is
generated by h(x) and b = c[t(m)] is generated by h(x), where the roots of h(x) are the
t(m)th power of the roots of h(x).  According to Gold, for any sequence y generated by
f(x) = h(x) h(x) [1]
(D.1.23) ë û ë û2121 2222 mmy
mm +££- -- h  or ë û21 22 mmy +£-
-h .
Two cases can be discussed here.  If m ¹ 0 mod 4, h(x) is a primitive polynomial and
G(b,c) constructed has jmax = t(m).  However, if m = 0 mod 4, r(t(m),M) = 3 is thus
Theorem 4 must be applied and the set obtained is called Gold-like and is denoted by
Ht(m)(c).  The crosscorrelation spectrum for the sequence Ht(m)(c) is given by {-1, -t(m),
t(m) - 2, -s(m), s(m) -2}, where s(m) is defined for even m only and is given by
(D.1.24) ( ) ( )[ ]15.021 2 +=+= mtms m .
Theorem 5: Let m be even and let c denote an m-sequence of period M = 2m -1
generated by h(x).  Consider the sequence b = c[s(m)] = c[2m /2 +1], which based on
property 7 has period 2m /2 -1.  The b sequence is generated by h'(x) whose roots are the
s(m)th powers of the roots of h(x).  Furthermore, since h'(x) is a polynomial of degree
m/2; hence, b is an m-sequence of period M' = 2m /2 -1.  Now consider the sequence, y,
generated by the polynomial h(x)h'(x) of period M and degree m + m/2 = 3m/2.  Any such
sequence, y, (see Figure D.3) must be one of the forms {Tic, Tjb, TicÅTjb}, 0 £ i < M, 0 £
j < M, which is some phase of some sequence in the small set of Kasami sequences,
KS(c), defined by [1]
(D.1.25) ( ) { }bTcTbcbcccK MS 1',,,,ˆ -ÅÅÅ= L .
Table D.4 lists primitive polynomials h(x) and h'(x) in octal representation for
generating a Gold sequence when the degree of the polynomial m = {6,8,…,30}.  For
example, for m = 6 h(x) = 103 (octal) and h'(x) = 15 (octal).
The crosscorrelation spectrum of KS(c) taken on three values in the set {-1, -s(m),
s(m)-2}; thus, the crosscorrelation magnitude satisfies [1],
(D.1.26) ( ) ( )( )15.012 2max +=+==j mtms m .
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Figure D.3 Generation of a small set Kasami sequence as depicted in Theorem 4.
Table D.4 The primitive polynomials (octal) for generating Kasami sequences.
We notice two important consequences of the small set of Kasami sequences: (1) the
number of sequences in the set is 12 2 += Mm  sequences, while the set discussed
previously contain M + 2 sequences and (2) the crosscorrelation magnitude is
approximately smaller by half than the crosscorrelation magnitude discussed previously.
If a set contains K binary sequences of period M then Sidelnikov and Welch provided a
formula for lower bound on the crosscorrelation magnitude, jc, and out-of-phase
autocorrelation magnitude, ja, [1]
(D.1.27) { }
1
1
,maxˆmax -
-
³jj=j
MK
K
Mca .
Applying the above result to the set of 2m /2 sequences of period 2m -1 implies that [1]
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(D.1.28) ( ) ( ) ( )
( ) ( )
( ) 1212
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m .
Also, since jmax is an odd integer then the above bound can be improved to [1]
(D.1.29) ( )msm =+³j 12 2max .
Therefore, for m even, the small set of Kasami sequences, KS(c), achieves the smallest
possible jmax; hence, KS(c) is an optimal collection of binary sequences with respect to
the bound (D.1.29).
Theorem 6 : Let m be even and let h(x) denote a primitive binary polynomial of degree m
that generates the m-sequences, b, of period M = 2m -1.  Let y = b[s(m)] denote the m-
sequence of period M' = 2m/2  -1 generated by the primitive polynomial h'(x) of degree
m/2 and let h(x) denote the polynomial of degree m that generates b[t(m)].  Then the set
of sequences of period M generated by the h(x)h(x)h'(x), called the large set of Kasami
sequences, KL(b), is as follows [1]:
(a) if m º 2 mod 4, then
(D.1.30) ( ) ( ) ( ){ }ú
û
ù
ê
ë
é
Å=
-
=
UU
1'
0
,,
M
i
i
L cbGyTcbGbK
where c = b[t(m)] and G(b,c) is defined in (D.1.18).
(b) if m º 0 mod 4, then
(D.1.31) ( ) ( ) ( ){ } ( ){ }3/'0,20:
1'
0
)()( MkjyTcbHyTbHbK
jj
M
i
mt
i
mtL <£££Åú
û
ù
ê
ë
é
Å=
-
=
UU U
where c(j) is the result of decimating Tjy by t(m) and Ht(m)(b) is defined in (D.1.22).
Two important remarks of the large set of Kasami sequences are underlined in order.
First, the crosscorrelation spectrum of the KL(b) is on either case the set {-1, -t(m),
t(m)-2, -s(m), s(m)-2}; and thus, jmax = t(m).  Second, the when m º 2 mod 4/0 mod 4,
KL(b) contains (M'+1)(M+2)/(M'+1)(M+1)+M' sequences respectively.  Therefore, for the
same crosscorrelation bound, jmax = t(m), the large set of Kasami sequences can achieve
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a much larger set then the set of Gold sequences because the latter one is included in the
former one.
Applying the Sidelnikov and Welch lower bound formula for the large set of Kasami
sequences we get
(D.1.32) ( )msm =+³j 12 2max .
Therefore, the large set of Kasami sequences is sub-optimal with respect to the bound
(D.1.32) because t(m) > s(m) for m even.
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Appendix E. Channel Considerations
“Whoso findeth a wife findeth a good thing, and obtaineth favour of the LORD.”¾Prov. 17:22
E.0 Introduction
ORE or less there are two approaches for modeling the Wireless Communication
Channel (WCC): (1) ray-tracing approach (or model) and (2) statistical approach.
First, the ray-trace approach is based on the analytical description of a certain polarized
electromagnetic wave propagating in a layered, lossy media characterized by reflection,
refraction, and diffraction (or scattering).  Second, the statistical approach is based on the
analytical and stochastic description of the WCC impulse response.  While the first
approach is particularly useful in understanding the path losses, the second one is useful
in understanding the nature of the multipath effect.  There are efforts made to come up
with a unified WCC ray-trace model as well as efforts made to come up with a unified
WCC statistical model.  There are also some efforts made to reconcile both models into
one.  When necessary we will mention either one of these efforts; nevertheless, that this
is currently an open issue in the wireless community to be solved in the future.
An overview of the indoor WCC is shown in Figure E.1.  The signal (i.e., the
electromagnetic wave) travelling through an indoor communication channel is diffracted
(or scattered), reflected, and refracted.  Also the signal energy (or power) is reduced (or
“absorbed”).  Different media absorb different amount of the signal energy and this
phenomenon results in different power loss factor.  The two most accepted indoor
communication channel models are the ray-tracing model and the statistical model.  The
ray tracing model is the most accurate yet the most computationally intensive because it
models the propagation effects of every path which includes the effects we have just
mentioned.  The statistical model, however, is less accurate yet less computationally
intensive.  For fast and easy calculations the statistical model can be employed as
opposed for more accurate computations the ray-trace model can be employed.
M
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Nevertheless, both models have two things in common: the path loss and the multipath
effect.  There is another less known channel model—auto regressive (AR)—which stands
in between ray tracing model and statistical model.  While both the ray-tracing model and
the statistical model processing the data in the time domain, the AR does it in the
frequency domain.  In our discussion we have included also the interference effect.  The
indoor communication channel model is yet to be complete and universally accepted for
two reasons: (1) lack of measurements and (2) lack of accurate simulation models fully
compliant with the existing measurements.  In the following chapter we attempt to
provide a broader picture on these issues.
E.1 Path Loss
Below we give two definitions of the path loss: (1) used for radio frequencies and (2)
used for optical frequencies.  The path loss is defined as the ratio of the average
transmitted power to the average received power, provided that the transmitting antenna
used in the field is comparable to the type used to arrive at the path loss model.  Second,
the path loss is defined as the ratio of the transmitted average optical power to the
average optical power received by a 1-cm2 having an acceptance half-angle of 70° [1].
Figure E.1 An overview of the indoor communication channel.
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We discuss here as part of the system introduction only the contributors in modeling
the path loss and leaving the mathematics that underline the path loss model(s) to be
discussed in Chapter 3.  The indoor environment is a layered media and as a result it can
exhibit a higher power loss factor than the outdoor environment.  While the power loss
factor, outdoors, is computed and measured to be between 2 – 3; the power loss factor,
indoors, is between 1 (LOS) – 6.5 (NLOS).  Similarly, the degree of scattering, reflection,
and refraction is expected and is measured to be higher indoors than outdoors.
Rappaport defines the power loss as the relative power attenuation (dB) seen by a
receiver with respect to a convenient (close) reference distance between the transmitter
and receiver (usually 1 km for HF frequencies, or 1 m for wideband propagation
measurements inside office buildings) [2].  Along the lines of the statistical channel
models, Rappaport et al. assert that there are two compelling reasons why the indoor
channel should be modeled as a statistical channel as opposed to a deterministic channel:
(1) the number of potential reflectors and (2) the location of each potential scatterer [2]-
[3].  He then presents an approach for modeling indoor channels based on the first and
second-order statistics both the LOS and OBS channels [2]-[3].  These statistics are the
mean excess delay and the rms delay spread [2]-[3].  The mean excess delay is simply the
first moment of the power delay profile and the rms delay spread is the square root of the
second moment of the power delay profile [2]-[3].  For some particular scenarios the
statistical channel model appear to provide a very good agreement with the experimental
results from propagation measurements from five factory buildings [2]-[3].  Another
important result from the safety standpoint is that manmade noise is not a problem for
indoor radio factory systems operating at frequencies higher than 1 GHz and that fading
characteristics are highly correlated with the local topography in the workplace [2]-[3].
The work by Rappaport et al. [4] indicates that the directional circularly polarized
(CP) antennae always reduce the rms delay spread when compared to omni-directional
and directional linearly polarized (LP) antennae in LOS [4].  Therefore, CP may be an
effective technique for minimizing the small-scale variation of the multipath delay spread
[4], [5].
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In a work by Kahn, Krause, and Carruthers [1] an infrared indoor system is discussed.
The focus of this work consists primarily in the study and measurement of the channel
response for the line of sight and diffuse link configurations and then the computation of
the channel impulse response, path losses, and rms delay spreads amounting to
approximately 100 different channels from 5 different rooms and for frequency ranging
from 2 to 300 MHz [1].  It is shown a strong penalty between the rms delay spread and
the multipath power penalty [1].  Moreover, it is shown that non-directed infrared
channels employing intensity modulation do not exhibit multipath fading; hence, whose
representation can be justified as linear time invariant [1].
A work by Carruthers and Kahn considers modeling of non-directed wireless infrared
channels by characterizing only two important parameters: (1) optical path loss and (2)
rms delay spread [6].  The authors propose and analyze several functional indoor infrared
channel models for the impulse response [6].  Moreover, by employing ceiling-bounce
functional model, Carruthers and Kahn have developed a computationally efficient way
of predicting the path loss and multipath power of diffuse links based on the location of
the transmitter and receiver within a room [6].
Hashemi has conducted a remarkable survey on the indoor radio propagation channel
[7].  He discussed that the path losses are reported in the literature modeled in at least
four different ways that are analyzed in Chapter 3 in great detail.  Moreover, all of them
taken together provide inconclusive remarks, which suggests that the modeling of indoor
channel path loss is currently an open issue.
Babich and Lombardi have statistically analyzed and characterized the indoor
propagation channel by measuring narrow-band path loss at the digital enhanced cordless
telecommunications (DECT) frequency (1.89 GHz) [8].  They have applied goodness-of-
fit to the measured data and have found out that either the Weibull or Nakagami
distribution can better approximate the local path loss distribution in most environments
[8].  Nevertheless, they have made a good effort to show that when the signals and
interferers are coherent/noncoherent and Rician then a general, simple, approximate
expression for the cumulative distribution function of the signal-to-interference ratio can
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be obtained, which is known as noncoherent and coherent Prasad approximations [8]-
[33].
Durgin, Rappaport, and Xu have conducted measurements and have developed models
based on these measurements for radio outdoor path loss, tree loss, and indoor
penetration loss at 5.85 GHz; namely, the US National Information Infrastructure (NII)
band [34].  Detailed measurements (270 local area path loss measurements and over
270,000 instantaneous power measurements) were performed in the 5.85 GHz NII band
for three typical middle- to upper-middleclass houses and for deciduous and coniferous
stands of trees [34].  Specific effects of foliage, house shadowing, transmitter receiver
separation, and receiver height were quantified for outdoor path loss in residential areas
[34].  This work also determined how exterior shadowing, house construction, and floor
plan influence the penetration of radio waves into homes [34].  Results show that, at 5.85
GHz, home penetration attenuates signals at an average of 14 dB, tree shadowing
attenuates signals between 11 and 16 dB, and close-in house shadowing attenuates
signals between 15 and 21 dB, depending on the height of the receive antenna [34].
These measurements and models may aid the development of future outdoor-to-indoor
communication systems, which operate at NII band [34].
E.2 Multipath
Multipath is encountered when signal propagates from a transmitter to a receiver
through more than one path.  The direct line of sight path (DLOS) is usually the strongest
path and the other paths are called the obstructed paths (OP) or simply multipath (MP).
One way of classifying the multipath impact for indoor geolocation would be according
to Pahlavan et al [31].  To relate the performance of traditional GPS receivers into more
complex RAKE-type receivers he classifies the frequency fading multipath profiles in
three categories: (1) the DLOS path is the direct dominant path (DDP); (2) the DLOS
path is not the direct dominant path (NDDP); (3) undetectable direct paths (UDP) [31].
Moreover, for the first category (DDP) both the GPS and RAKE-type receivers work
properly [31].  For the second category (NDDP) only the RAKE-type receivers work
properly [31].  And for the third category (UDP) neither receiver works properly [31].
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Tannous investigates the nature of multipath indoors and according to his research the
estimation of the correlation dimension of multipath propagation signals may indicate the
presence of strange attractors [35].  Although the model that he proposes for the indoor
channel is very complicated because it can be described by a set of at most 5 nonlinear
differential equations, it reveals an important aspect of the true nature of multipath in
indoor environments [35].
The endeavor to model the radio channel based on experimental data is continued by
Yegani and McGillem, who in [36] present an excellent approach for modeling the
factory radio channel as a statistical, discrete channel.  The channel properties can be
fully characterized exploiting three important parameters: the path gain coefficient, the
path interarrival times, and the path number.  First, the path gain coefficients can be
model using any of the Reyleigh, Rician, or lognormal distributions [36].  The Reyleigh
distribution provides a good fit for scenarios with heavy clutter as opposed to the Rician
distribution, which models the path gain coefficients for scenarios with light clutter [36].
Nevertheless, for data with no threshold at the receiver, the lognormal model appears to
provide a better fit than either the Reyleigh or the Rician distribution [36].  Second, the
interarrival times can be model using the Weibull distribution [36].  And third, it was
determined empirically that the number of paths (or signals) distribution fits the Beta
distribution [36].
Bargallo and Roberts [37] claim that semi-analytic results obtained using exponential
multipath profile for spread-spectrum indoor radio channels are closer to the simulation
results based on actual measurements for indoor radio channels than those obtained
assuming constant profile multipath.
E.3 Auto-Regressive
Howard and Pahlavan propose an auto-regressive (AR) modeling for indoor radio
propagation [38].  They demonstrate both analytically and experimentally that a second
order process is sufficient to represent the important statistical characteristics of the
channel both in the time and the frequency domain [38].  They argue that the second-
order AR based indoor channel modeling requires fewer parameters than the time domain
modeling [39]-[49], [4]; therefore, once the AR gains and phases are determined then it
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would be considerably easier to simulate the channel model in the computer [38].
According to Howard and Pahlavan the location of the poles represent the arrival of a
cluster of paths, and the angel of the pole represent the arrival time, and the closeness to
the unit circle indicates the relative strength of the cluster [38].  Therefore, a two-pole AR
process is identified with two clusters and it is shown in [38] that this model is sufficient
to model indoor radio propagation channels based on over 800 global, local, and mixed
measurements.
Hassan-Ali and Pahlavan propose a new statistical model for site-specific indoor radio
propagation prediction based on geometric optics and geometric probability [50].  This
model is supposed to perform worse than the ray-tracing model and better than the
statistical models [50].
E.4 Interference
Vogel, Hao, and Torrence bring an interesting fact on the fluorescent light interaction
with personal communication signals [51].  According to Vogel, Hao, and Torrence the
fluorescent light absorb and reflect radio waves in the band of 1 ~ 2 GHz [51].  A
variation of 3dB/2dB on the peak-to-peak amplitude and 10°/20° phase for the in-
line/orthogonal path was encountered [51].
Butterworth, Sowerby, and Williamson have studied the base station placement for in-
building mobile DS-CDMA communication systems to yield high capacity and efficiency
[52].  Correlated shadowing is identified as being a ‘key’ in-building propagation
characteristic that has the potential to strongly influence system performance [52].
Propagation models that included correlated shadowing are shown to produce the most
accurate estimates of outage probability when there are a number of interferers facing a
user [52].  Base station deployment is shown to be a dominant factor influencing the
levels of correlated shadowing, and consequently, base station deployment is shown to
have major implications on system performance [52].
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Appendix F. Receiver Design Considerations
“He that getteth wisdom loveth his own soul: he that keepeth understanding shall find
good.”¾Prov. 18:8
F.0 Introduction
IFFERENT receiver designs are shown in Figure F.1.  As presented in Figure F.1
receivers can be build exploiting any of the combinations of equalization, code,
frequency, time, amplitude, phase, antenna, blind, and other diversities.  The advantages
and disadvantages of each receiver technique in connection with indoor geolocation and
communication are discussed in order.
F.1 Equalization
Saleh asserts that signaling rate can almost be even quadrupled through the use of
adaptive equalization [1].
Figure F.1 An overview of indoor communication and localization receiver designs.
D
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Pahlavan, Howard, and Sexton analyze the performance of the binary phase shift key
(BPSK) and BPSK with decision feedback equalization (DFE) modems operating in five
different indoor industry and business areas [2].  It was observed that for all five areas
data rate in the order on 10 MBPS are obtainable with a DFE having three feedback and
three forward taps as opposed 1 MBPS without any equalization [2].  This is another
example that stresses the importance of equalization on the receiver side.
Lo, Falconer, and Sheikh are concerned with co-channel interference (CCI) in
multipath fading environment and propose the direct recursive leas squares (RLS)
decision feedback equalizer to militate the CCI in the presence of multipath [3].
Audeh and Kahn [4] investigate a wireless indoor infrared LAN operating at 100
MBPS using baseband nonreturn-to-zero (NRZ) and on-off-keying (OOK) modulation.
They also employ an adaptive decision feedback equalizer based on least mean squares
algorithm to recover most of the performance degradation cased by multipath [4].  They
also evaluate the timing recovery of the phase lock loop, which operates independent of
the adaptive equalizer and quickly and accurately recovers the sampling phase with minor
performance degradation [4].  The authors also present an approach for mitigating the
low-frequency noise impact induced by the fluorescent light [4].  Overall results support
the feasibility of the infrared indoor communication for data rates of the order of 100
MBPS [4].
Audeh, Kahn, and Barry [5] examine the performance of pulse-position modulation
(PPM) on measured non-direct indoor infrared channels with inter symbol interference
(ISI).  They also examine bit rates of 10 MBPS to 30 MBPS and employ the maximum
likelihood sequence detection (MLSD), which yields that 16-PPM provides superior
performance than 2, 4, or 8 PPM and OOK modulation scheme [5].
Marsh and Kahn present in [6] the performance evaluation of experimental 50-MBPS
diffuse infrared wireless link using on-off keying with decision-feedback equalization.
They favor the OOK for achieving low BERs in the presence of background noise, ISI,
and shadowing [6].  The decision feedback equalizer yields a reduction of the multipath
effects, conclusion, which is supported both from the theory and experimental result [6].
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Lee, Kahn, and Audeh discuss the Trellis-coded pulse-position modulation (PPM) for
indoor wireless infrared communications [7].  They claim that the maximum likelihood
sequence detection (MLSD) of trellis-coded PPM is a very effective in eliminating the
multipath effect for indoor infrared channels [7].
The work by Lee and Kahn is a treatise on coding and equalization for PPM on
wireless infrared channels [8].  The authors have analyzed the performance of trellis-
coded pulse position modulation with block decision-feedback equalization (BDFE) and
parallel decision-feedback decoding (PDFD) on indoor, wireless infrared channels [8].
They showed that the reduced complexities of BDFE and PDFD as compared to
maximum-likelihood sequence detection allow for better codes whose increased coding
gain more than compensates for the penalty due to suboptimal detection [8].  These net
gains were quantified in performance over a range of dispersive channels, indicating
where BDFE and PDFD provide the best performance [8].
Audeh, Kahn, and Barry reconsider the decision-feedback equalization of pulse-
position modulation on measured nondirected indoor infrared channels [9].  Earlier work
[5] has shown that the maximum likelihood sequence detector (MLSD) yields significant
performance for IR indoor wireless communication system; nevertheless, this is achieve
in expense to higher system complexity.  Here the authors reconsider the same system by
employing a sub-optimal, reduced complexity optimization techniques and they provide
performance analysis for zero-forcing (ZF) chip-rate and symbol-rate DFE’s [9].  Based
on their investigation, the performance of a symbol-rate ZF-DFE closely approaches that
of the MLSD [9].
A novel, asynchronous multiuser CDMA detector which includes a novel decorrelator,
combiner, canceller, combiner (DC3) structure is discussed by Bar-Ness [10].  The new
detector uses a one-shot decorrelator followed by a maximum SNR data combiner of
other user (current and previous) bits, an adaptive canceller, and an output data bit
combiner [10].  The one-shot code may use a particular code to be inserted at the input of
the receiver and, hence, simplifies bit synchronization [10].  The detector’s output
performance is almost the same as that of the synchronous user detector, and, thus, there
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is no need to repeat the one-shot matched filter for each user separately [10].  This fact
results in a simple structure with tremendous hardware savings [10].
The measurements perform by Frigon and Daneshrad support the idea of DFE and
antenna array for indoor radio design [11].
F.2 Frequency Diversity
Wang and Moeneclaey explore a multiple hops fast frequency hopped spread spectrum
multiple access (FFH-SSMA) system for indoor radio communication [12].  The system
proposed by Wang and Moeneclaey consists of three units: transmitter, channel, and
receiver [12].  The transmitter encodes the data via a Reed-Solomon scheme, and
modulates employing an M-ary frequency-shift-keying (MFSK) [12].  The channel is
represented as either Rayleigh or Rician slowly fading [12].  And the receiver employs
diversity by linearly combining the squared envelopes of the different frequency hops of
the same MSFK symbol [12].  It is concluded that for signal to noise ratio much greater
than 0 dB; i.e., in order to overcome the near-far problem, the receiver performs equally
well operating in either Rayleigh or Rician fading channel and under this conditions the
multipath Rayleigh fading is equivalent to multipath Rician fading [12].  On the other
hand, when the multiaccess interference is small the bit error rate (BER) performance is
better under Rician fading channel then under Rayleigh fading channel due to the
presence of specular components [12].  Moreover, the multiple hops per symbol system is
not sensitive to the number of path which is in contrast with the conventional DS systems
whose performance degrades with the increase of the number of paths [12].  In addition
the RS coding appears to improve the BER performance with number of M-ary [12].
Alles and Pasupathy explore an indoor wireless communication system operating in
20-60 GHz band which are biased toward the power efficiency than bandwidth efficiency
[13].  The authors consider a two-wave Rayleigh fading channel to derive the optimum
detector structure and develop a simple suboptimum detector [13].  Moreover, the
suboptimum detector is optimum when the delay of the second wave is know and
whenever the equally energy signals have a normalized complex autocorrelation of either
zero or unity at that delay [13].  The results presented here appear to indicate that the
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frequency diversity provides robustness for the signal with multipath fading [13]. The
method presented here can be extended for M-ary signals [13].
A work by Wu, Chao, and Chen considers the capacity of synchronous coded DS slow
frequency-hopped (SFH) and fast frequency-hopped (FFH) spread-spectrum multiple-
access (SSMA) for wireless local communications for high and low data rates [14].  For
high data rate communications, wide band DS-SSMA systems appear to outperform in
capacity the hybrid frequency division multiple access (FDMA)/SSMA systems [14].
For low data rate communications the fading statistics determines which system has
larger capacity [14].  On the other hand, hybrid FDMA/SFH SSMA systems have larger
capacity than wide band DS-SSMA; nevertheless, FFH SSMA systems could not provide
satisfactory performance due to correlation among hopping bands [14].
Dardari and Tralli discusses high-speed indoor wireless communications at 60 GHz
with coded OFDM by taking into account the propagation conditions in an actual
environment [15].  Local performance and coverage figures have been suitably defined
and the effects of code choice, frequency diversity, system clustering, and antenna
sectorization have been studied and new algorithms to evaluate coding performance have
been introduced [15].  It has been verified that in the NLOS points, a suitable coding can
considerably reduce fading effects, but large propagation losses have a negative impact
on link budget when a sufficient antenna gain is not introduced [15].  The use of
sectorization has been found to be a flexible solution, which increases the received signal
strength without a significant reduction of the available frequency diversity [15].  It has
been shown that a system using 32 subcarriers, code-rate 0.5, sectored antennas, and 10
dBm of transmitted power in linear conditions can support packet transmission up to 155
MBPS with a coverage of 84% [15].
F.3 Code Diversity
Wang, Moeneclaey, and Milstein propose a direct sequence code division multiple
access (DS-CDMA) system operating under a Rician fading channel, which is more
common in factories in contrast to a Rayleigh fading channel which is more suitable for
the interoffice radio channels [16].  In this work both the coherent and non-coherent
phase shift keying modulation schemes are considered as well as predetection multipath
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diversity to improve the BER [16].  The base station is assumed to control the average
transmission power, within its particular cell, to overcome the near-far problem [16].  An
important parameter for the Rician fading channel is the ratio (H) of the specular
component power to the Rayleigh fading power.  For typical factory environments the
value of H changes from 2–7 dB.  It appears that tremendous improvement can be
obtained utilizing predetection multipath diversity for both the coherent and non-coherent
receivers [16].  For small/large values of H the coherent receiver under-
performs/outperforms the noncoherent receiver and for some intermediate values of H
both receivers achieve similar BER performance.  Nevertheless, the coherent receiver is
very sensitive to the variations of H and is more complicated than the non-coherent
receiver; thus, making the non-coherent scheme the preferred deign for the receiver [16].
A classical work by Prasad, Misser, and Kegel [17] considers the diversity, coding,
and spreading as ways of improving the performance of direct-sequence spread spectrum
multiple-access for indoor wireless communication system in a Rician fading channel.
The authors note that maximum ratio combining yields superior performance as
compared to selection diversity [17].  In general, an increase of the rms delay spread
increases the number of resolvable paths; hence, a decrease of the system performance
[17].  If the number of resolvable paths is required to be smaller than the order of
diversity than additional antennae are required as well, which constitutes a drawback of
the diversity scheme [17].  On the other hand, forward error correction (FEC) codes and
spread spectrum codes require considerable about of channel bandwidth [17].  Therefore,
improvements in diversity, coding, and spreading sequences require additional hardware
and logic, which results in higher system cost [17].
Fantacci and Galligani discuss in [18] an efficient RAKE receiver architecture with
pilot signal cancellation for downlink communications in DS-CDMA indoor wireless
networks.  This is among the first papers on the IEEE Transactions on Communications
that discusses the DS-CDMA for indoor wireless communications.  While this scheme is
researched and implemented for outdoor applications and systems such as the GPS,
cellular and mobile, it was considered less popular due to its large system Mutually
Accessed Interference (MAI) [18].  One approach of canceling the MAI is provided in
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the paper by Fantacci and Galligani [18], which considers a pilot signal cancellation for
downlink communications.
Yang has evaluated the performance of a CDMA system with a diversity receiver
scheme [19].  She uses the frame error rate (FER) instead of the BER as a performance
measure because when more users are present, the FER is more sensitive to channel
characteristics than BER is [19].  Based on her simulation results, when the multipath
delay spread is less than the chip interval than the antenna diversity is essential for
improving the system performance [19].
Kim and Roh discuss the performance of slotted asynchronous CDMA using
controlled time of arrival, which is similar to a wireless indoor system [20].
Hueda, Corral-Briones, and Rodriguez have shown that significant extra diversity gain
can be achieved when a RAKE receiver (RR) with reduction of the interval between
diversity branches is used in combination with an MMSEC [21].  This technique is
attractive when the bandwidth of the spread-spectrum signal is not sufficiently large to
give rise to path diversity (e.g., IS-95 in indoor radio channels) [21].  By means of
theoretical analysis and computer simulations, they have shown that an important
performance improvement can be achieved in a typical indoor office environment [21].
They also showed that a RR to one quarter of the chip interval for the IS-95 parameters is
enough to provide almost all of the achievable improvement [21].  In practice, a RR to
less than one quarter of the chip interval is not useful as a result of uncorrelated noise
components such as quantization noise from A/D converters [21].  To allow a simple
practical implementation, a suboptimal structure of the MMSEC was also proposed.
Simulations of this receiver scheme in the forward link of the digital cellular standard IS-
95, demonstrated that a gain of 4.9 dB over a classical MRC-RAKE receiver at an FER of
0.01 can be obtained.  It is important to realize that this gain is achieved without the need
of multiple antennae [21].  Furthermore, the additional processing required by the RR
technique takes place at the output of the RAKE at a low sampling rate (for example,
19.2 kHz for an IS-95 receiver) [21].  Finally, they have found that if the proposed
receiver is used in combination with a distributed antenna system, a significant increase
of the capacity of DS-CDMA systems can be obtained [21].
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F.4 Antenna Diversity
The utilization of antenna arrays for mobile and indoor users is well known [22]-[26].
An antenna array increases the number of degrees of freedom in the system, which results
in better multipath and interference mitigation in expense of an increased size, cost, and
system complexity.
Fernandes, Watson, and Neves discussed the wireless LANs: physical properties of
infra-red (IR) systems vs. millimeter wave (mmw) systems [22].  Their contribution is
very pertinent in the context of the assessment of indoor communication systems [22].
First, on one hand the use of transceiver antenna diversity can improve multipath
mitigation for the mmw systems but not for the IR systems.  On the other hand, the use of
the transceiver antenna diversity can improve shadowing and blocking for both systems
[22].  Second, frequency diversity can provide significant improvement for the mmw
system but almost no improvement at all for the IR systems [22].  Third, channel
equalization can yield significant improvement for the mmw systems and is impractical
for the IR systems [22].  Fourth, the cost for building a mmw system would be smaller
than the cost for building an IR system for achieving the same bit rate (less than 10
MBPS) [22].
Kandala, Sousa, and Pasupathy [24] propose a multi-user multi-sensor detectors for
CDMA networks emphasizing the diversity to improve the performance of both cellular
networks and personal communications systems.  They have developed sub-optimal
receivers based on both the multi-user detection and diversity concepts to mitigate the
near-far effect and increase the network capacity [24].
An interesting work by Driessen [25], gigabit/s indoor wireless systems with
directional antennas is explored.  The author investigates the multipath effect on the size
of the beam-width for a given maximum data rate [25].  According to Driessen simple
FSK and PSK modems can be used instead of more costly and complex “anti-multipath”
modems to achieve data rates above 1 GBPS [25].
Li, Ingram, and Rausch [26] have considered the relative performance of a number of
different BS beamformer/DFE configurations for 100-MBPS QPSK using a clustered
statistical indoor propagation model.  They have observed a significant SNR
APPENDIX F. RECEIVER DESIGN CONSIDERATIONS 383
improvement for the beam-former case relative to the single omni-directional antenna
case when enough DFE FF taps are provided to fully exploit the in-band diversity in all
cases [26].  They have determined that tapering was not beneficial in this TDMA
interference-free environment [26].  While performance improves as the total number of
beams increases, beyond 56 beams, the improvements are small; therefore, cost is likely
to heavily influence the choice of the total number of beams [26].
F.5 Phase Diversity
Roberts and Bargallo discuss the performance of a Differential Phase Shift Keying
(DPSK) indoor wireless system operating in Rician fading channel [27].  Besides the
typical BER performance, the loss and the packet error probability are also shown, which
are of interest in packet communication [27].  The loss is the amount of additional signal
power in Rician fading channel compared to the Additive White Gaussian Noise
(AWGN) channel [27].  When the loss is large then additional mitigation techniques
should follow [27].
Janssen, Stigter, and Prasad [28] have conducted measurements for wideband indoor
channels and analyzed the BER performance for frequency selective multipath channels
at 2.4, 4.75, and 11.5 GHz for data rates up to 50 MBPS.  They have also developed an
analytical model for an indoor coherent binary phase shift keying (BPSK) receiver [28].
A work by Benvenuto and Salloum [29] evaluates the Multitrellis Viterbi algorithm
(MVA) for indoor systems using narrowbeam antennas and two modulation schemes 2-
PSK and 4-PSK.  This algorithm is compared against a slicer detector threshold (DT)
considering two carrier recovery methods: (1) data directed (DD), which sets the phase of
the recovered carrier to zero and (2) pilot toning (PT), which sets the phase of the
recovered signal equal to the original signal [29].  It is observed that the 4-PSK VMA
system is more robust than the 2-PSK system [29].
Jonqyin and Reed have conducted a nice survey on the performance of multiple
differential phase-shift keying (MDPSK), multiple phase shift keying (MPSK), and
noncoherent multiple frequency shift-keying (MFSK) in wireless Rician fading channels
[30].  The analysis performance results consider the symbol error probability for a given
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Rayleigh, Rician parameter K between 6-12 dB, AWGN, the multiple coding order or
index M = {2,4,8,16}, and different modulation schemes [30].
F.6 Time Diversity
Marsh and Kahn [31] discuss channel reuse for base station strategies for indoor
infrared wireless communications based on the following techniques: (1) Time division
multiple access (TDMA) using on-off keying (OOK) or PPM; (2) FDMA using BPSK or
QPSK; and (3) CDMA using OOK with direct sequence spreading by m-sequences or
optical orthogonal codes (OOC) [31].
They define a parameter g, which equals the signal-to-noise ratio (SNR) for unit
optical path gain and is proportional to the square of the transmitted average optical
power [31].  Employing measured path loss data TDMA with OOK or 2-PPM, and
CDMA using OOC’s all require approximately the same g to achieve a worst-case bit-
error rate (BER) of 10-9 within a cell in a system using hexagonal cells and a reuse factor
of three, for cell radii above 3 m [31].  Using TDMA with 4-PPM results in a 6-dB
decrease in the required value of g ?[31]: CDMA using m-sequences requires an increase
in g of 5 dB over TDMA using OOK, and FDMA with BPSK requires an increase of 12
dB [31].  For a given reuse factor N in the noise-limited regime, the required value of g
decreases in inverse proportion to N2 for TDMA schemes and inversely with N for
FDMA and CDMA schemes [31].  For cell radii below 3 m, cochannel interference
dominates the systems using TDMA, FDMA, and CDMA with an OOC, resulting in an
irreducible BER above 10-9 at cell radii below 1.5 m [31].  Only CDMA with m-
sequences does not develop an irreducible BER, making it the only choice for cell radii
below 1.5 m [31].
F.7 Blind
Cui, Falconer, and Sheikh [32] have investigated the blind adaptation of antenna
arrays using a simple algorithm based on small frequency offsets based on the idea by
Agee [33].  A novel and simple algorithm is proposed for blind adaptive extraction of a
binary phase-shift keying (BPSK) signal in the presence of interference by
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cyclostationary signal processing using an antenna array [32].  The algorithm operates in
an interference limited system in which the desired and interfering signals have identical
symbol rates, but are modulated on slightly different carrier frequencies [32],[34].
Compared to existing blind algorithms, which also exploit the cyclostationarity of the
received signal, the new algorithm provides a simpler and faster converging means to
estimate the channel phase for diversity combining [32]-[34].  The proposed algorithm is
relatively simple and very promising in applications to indoor wireless communication
where interference rejection and increased spectrum efficiency are the objectives.
Analysis and simulation results are presented to confirm interference rejection
capabilities [32]-[34].
F.8 Other
Jang, Vojcic, and Pickholtz [35] propose a joint transmitter-receiver optimization in
synchronous multiuser communications over multipath channels.  They claim that
transmitter optimization in addition to receiver optimization contributes significantly in
improving the system performance and in multipath mitigation [35].  Joint optimization is
defined as a linear transformation of the transmitted signal at the transmitter and as a
linear transformation of the received signal at the receiver subject to minimizing the
multiaccess and multipath interference [35].  They have shown that the joint transmitter-
receiver optimization outperforms significantly either one of the single transmitter and
receiver separately [35].
Tellambura, Johnson, Guo, and Barton while studying the frequency-offset estimation
for HIPERLAN came across to something very peculiar: the estimator is shown to
approach the Cramer–Rao bound for frequency-offset estimation over a multipath
channel and the performance for a HIPERLAN system simulation example with an offset
of 150 kHz is within 0.5 dB of that of a system with zero frequency offset [36].
Just when I thought that my knowledge in the Quantum Theory was lost, Fleury,
presents a wonderful treatise on an uncertainty relation for WSS processes and its
application to WSSUS systems [37].  This principle (similar to the one established by
Heisenberg) states basically that there exists an uncertainty relation between the
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coherence interval and the spectral spread of zero-mean WSS processes whose spectrum
has a finite, second moment [37].
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