We consider a semimartingale model where (the logarithm of) an asset price is modeled as the sum of a Lévy process and a general Brownian semimartingale. Using a nonparametric threshold estimator for the continuous component of the quadratic variation ("integrated variance"), we design
Introduction
In order to correct for various empirical shortcomings of diffusion models used in finance, the necessity of allowing for discontinuities in price behavior has been increasingly recognized in the recent years, both in theoretical studies and in market practice. A wide variety of stochastic models with jumps have been proposed for modeling asset price dynamics [11] . While some of these models consist in adding jumps to a (diffusion) process with continuous sample paths [22, 17] , some authors have argued for the use of purely discontinuous processes which move only through jumps [19, 8] . Even within the class of purely discontinuous models, one finds a variety of models with different qualitative properties: finite/infinite jump intensity, finite/infinite variation. These qualitative properties may seem to be of a purely theoretical interest but they turn out to have an impact on properties of option prices: the smooth pasting property for American options [4] , the behavior of European option prices at short maturities [9] and the existence of derivatives (sensitivities) for European and barrier options [12] have been shown to depend on the class -diffusion, jumpdiffusion or pure jump-the model belongs to and on the fine properties of the jumps.
In absence of a consensus pointing to a specific parametric class of models for price processes, it is therefore of interest to dispose of nonparametric procedures to investigate these qualitative properties of price processes: presence of jumps, presence or not of a Brownian component, nature of the jumps (infinite/finite variation).
The issue of nonparametric detection of jumps has been addressed in the recent literature (see for example [5, 2, 18] ). Other results on the fine structure of semimartingales are given in [26] and [3] . We address here related, but different, issues: testing for the presence of a nonzero Brownian component and discriminating between finite/infinite variation jumps.
We consider a semimartingale model for an asset price where the jump component is a Lévy process and the continuous part has stochastic volatility. We use a nonparametric threshold technique to estimate the integrated variance [21] , based on discretely-observed prices. Without imposing restrictive assumptions on the stochastic volatility dynamics, we obtain a central limit theorem for the considered estimator and use it to design
• a test for the presence of a continuous martingale component in the price process, which allows to discriminate between pure-jump and jump-diffusion models and
• a test for establishing whether the jump component has finite or infinite variation.
Using simulations of stochastic models commonly used in finance, we check the performance of our tests and compare with analogous tests constructed using multipower variation estimators of integrated variance developed in [7, 25] . We then apply our test to time series of DM/USD exchange rates and SPX futures prices. In both cases we find that a non-zero Brownian martingale component is present in the process generating each data set and it is combined with a finite variation jump component.
The article is structured as follows. Section 2 introduces the framework, section 3 introduces the threshold estimator of integrated variance and presents our main theoretical result which is central limit theorem for this threshold estimator. Section 4 describes a statistical test for detecting whether the jump component has finite or infinite variation and a test for detecting the presence of a Brownian martingale component in a process. In section 5 we apply the tests to simulations of some commonly used models in finance and we assess the number of observations and the threshold which lead to reliable results. In section 6 we apply the tests, with the previously selected parameters, to DM/USD exchange rate and SPX index time series and we present our conclusions in section 7. Section 8 is an appendix containing some results used in our proofs.
Definitions and notations
Consider the logarithm X t of the price of a financial asset, modeled as a nonanticipative process with possibly discontinuous paths, defined on a (filtered) probability space (Ω, (F t ) t∈ [0,T ] , F , P). In this section we discuss some mathematical preliminaries and define the model setup for X t .
Mathematical preliminaries
A Lévy process is a process L t with independent stationary increments. The rate of occurrence of jumps of a given size is determined by the Lévy measure However even some infinite activity Lévy processes have α = 0, as, for instance, the Gamma process or the Variance Gamma process (VG). An α-stable process has Blumenthal-Getoor index equal to α. An infinite activity process with Blumenthal-Getoor index α < 1 has paths with finite variation, while if α > 1 then the sample paths have infinite variation almost-surely. Note that when α = 1 we can have either finite or infinite variation (see examples in [7] ). The Normal Inverse Gaussian process (NIG) and the Generalized Hyperbolic Lévy motion (GHL) have infinite variation and α = 1. The tempered stable process [8, 11] allows for α ∈ [0, 2[. Any Lévy process may be decomposed into the sum of a Brownian motion σW t , σ ∈ IR, and a discontinuous component which may then be further decomposed as
where
is the sum of the "large" jumps i.e. with absolute value larger than one, μ is a Poisson random measure on [0, T ] × R with intensity measure ν(dx)dt and
is the compensated sum of jumps smaller than one, and μ(dx, dt) − ν(dx)dt =:μ(dx, dt) is the compensated Poisson random measure. J 1 is a compound Poisson process and can be represented as
where N is a Poisson process with intensity ν(|x| > 1) < ∞ and γ are IID.
Model setup
We consider the framework where X t is driven by a (standard) Brownian motion W and a Lévy process L without Gaussian part:
where a, σ are progressively measurable processes guaranteeing that (2) has a unique strong solution on [0, T ] which is adapted and right continuous with left limits [14] , and L is a pure-jump Lévy process with Lévy measure ν. We will denote by X 0 the "continuous component" of X
and by X 1 the continuous part plus the large jumps
We will occasionally use the notationã = a + b.
We use the following assumptions in the sequel:
where α is the Blumenthal Getoor index of L.
Assumption A1 is satisfied if for instance ν has a density f (x) such that f (x) behaves as
when x → 0, where K is a real function with lim x→0 K(x) ∈ IR − {0}, and α is the Blumenthal-Getoor index of L. In particular A1 holds for any of the models commonly used in finance such as NIG, Variance Gamma, tempered stable, α-stable, GHL, etc.
Typically, we do not observe X t continuously, but dispose of a discrete record {x 0 , X t1 ..X tn−1 , X tn } of X on a time grid t i = ih, for a given resolution h = T /n. The goal of this paper is to provide, given such a discrete set of observations, two nonparametric tests for
• detecting the presence of a continuous component in the price process
• analyzing the qualitative nature of the jump component i.e. whether it has finite or infinite variation.
We shall use the following notations, where Z and V are semimartingales:
• ΔZ t is the size Z t − Z t− of the jump at time t
s is the quadratic variation process associated to Z
• c will denote a generic constant.
Threshold estimator of integrated variance
In this section we introduce an estimator for the integrated variance t 0 σ 2 u du which is consistent in the presence of jumps and characterize its asymptotic behavior via a central limit theorem.
A consistent estimator for integrated variance
The threshold estimator of
is based on the idea of summing the squared increments of X, those whose absolute value is smaller than some threshold. It is well known that the sum
The idea is to eliminate the term h log h r(h) = 0.
1) If X has jumps of finite activity then there exists a random variableh with
2) The threshold estimator is a consistent estimator of the integrated variance as h → 0,
By (7) 
where M, C are almost-surely finite-valued random variables. It follows [21] that under the assumptions of theorem 3.1,
Therefore, in the finite jump intensity case, a.s. for sufficiently small h,
When J has infinite jump activity, 3. In the case where J has finite activity then (7) also allows to separate the jump component J from the Brownian component [20] .
Central limit theorem for the threshold estimator of integrated variance
Denote by 
where α is the Blumenthal-Getoor index of J. In the sequel we shall use the following lemmas. 
ii) for any fixed c > 0, as h → 0,
iii) In the case r(h) = h β , we have
Proof. Equality (11) is a consequence of (9), while (12) is a consequence of the fact that N andJ 2 are independent and of the Chebyshev inequality:
The proof of (13) is similar to that of proposition 5.9 in [3] but since we have different assumptions here, we give a much simpler proof. It is sufficient we show that
First we show that
so that for (14) it is sufficient to prove that
To show (15) let us note that if
Thus
Secondly, defineÑ
, and write 
and (16) is verified.
Denote
so that by lemma 3.2 a.s. for sufficiently small h, ∀i = 1..n,
Δ iJ2m is the martingale part of Δ iJ2 I {(ΔiJ2) 2 ≤4r(h)} , that is, the compensated sum of jumps smaller in absolute value than 2 r(h), while Δ iJ2c is the compensator of the jumps larger than 2 r(h).
The following proposition gives us the limit in probability of the variance of the estimation errorÎV h − IV .
Proposition 3.4. If a and σ are càdlàg processes, and r(h)
Proof.
t dt in probability. We show here that each one of the other terms tends to zero in probability.
Let us consider I
and by (9), a.s. for sufficiently small h,
This implies, by (11) that a.s. as h → 0
having used (16) . We can conclude that I 2 (h)
, where each term
is decomposable as
On
and then
. So the probability that the second term of (19) differs from zero is bounded by (12) and tends to zero in probability. As for the first term, on {(
To show that this last term tends to zero in probability for each k = 1..4, we use the decomposition of Δ iJ2 I {(ΔiJ2) 2 ≤4r(h)} given in lemma 3.2 and we obtain that a.s.
which tends to zero ∀k = 1, 2, 3, 4 by the assumptions on r(h).
As for
we need to deal separately with each k. Note that since a and σ are locally bounded on Ω × [0, T ], we can assume they are bounded without loss of generality, so E[( 
For k = 1 the expected value of (20) is bounded
) and thus it tends to zero as h → 0. As for k = 2,
whose expected value is given by
by the assumptions made on r(h).
Concerning k = 3, we have
so that this step is reduced to the step with k = 4. Finally, for k = 4, we have
Our next result provides an estimate for the quadratic variation due to the small jumps of X. It will be used to prove the central limit theorem forÎV h .
Theorem 3.5. Under assumption A1 and the assumptions of proposition 3.4, as h
Proof. We apply the Lindeberg-Feller theorem (see the appendix) to the double array sequence H ni given by the normalized versions of the variables (Δ iJ2 ) 2 I {(ΔiJ2) 2 ≤4r(h)} and n = T /h. We have
For h → 0, E ni tends to zero as hη 2 (2 r(h)). Using relations (10) we also obtain that
as h → 0. Consider then
We are now going to verify that the Lindeberg condition
is satisfied, since this implies that
that is (22) . We have to compute the asymptotic behavior of
. We show that, for small h, I {|Hn1|>δ} = 0 a.s., so that nE[H 2 n1 I {|Hn1|>δ} ] is zero for h small enough, as we need.
and thus a.s.
We are now ready to state our central limit result for the estimatorÎ V h . Proposition 3.6. Assume A1 and that a and σ are càdlàg, σ ≡ 0; choose r(h) = h β with
Proof. Note that if β > 
The term I 1 (h) is asymptotically Gaussian (see theorem 8.4 in appendix). Since we are now going to show that the remaining terms either tens to zero in probability or to infinity, we can assume w.l.g. that bothã := a + b and σ are bounded a.s. The term I 2 (h) simplifies as follows. If
the proof of proposition 3.4. It follows that
The main factor of the remaining part of
We remark that on
and, by (13)
Therefore in probability
Now we show that term I 3 (h) in (25) has the same limit in probability of
term i contributes only when Δ i N = 0, in which case we also have (Δ iJ2 ) 2 > r(h), because for
Secondly, as for
, as in the the beginning of the proof of lemma 8.1, we have
however since both P
Moreover by the Cauchy-Schwartz inequality, we have
which tends to zero in probability, since
On the other hand
where the first term tends to zero in probability. In fact we see that
→ 0: since ti ti−1 σ u dW u and Δ iJ2m are martingale differences, it is sufficient to show that
which is dealt as in (21).
Putting together the simplified versions of each I 2 (h) and I 3 (h) and doing for I 4 (h) as in (26) and in the following part, we reach that
has the same limit in distribution as
where N denotes a random variable with standard Gaussian law. However note that the second, third and fourth terms of (30) are negligible with respect to
, in fact
and
Therefore (30) can be written as
Now note that a.s.
To show that let us first deal with
On the other hand, on
→ 0, or Δ i N = 0, and thus
That implies that
Combining now (33) and (34), since
we reach (32).
Therefore in (31) we have: if α < 1 then
and r(h)
As soon as, on the contrary, α ≥ 1 then
withc > 0, and thusÎ
Remark. Jacod [15] has shown a related central limit result for a threshold estimator of IV where J is a semimartingale under the assumption that σ is a semimartingale with absolutely continuous characteristics and having a given stochastic integral representation. Central limit theorems for the power variation estimators of T 0 σ p s ds in presence of jumps can be found in [15, 25, 7] and for the multipower variation estimators, for the case α < 1, in [25, 7] .
Statistical tests 4.1 Test for the presence of a continuous martingale component
We now use the above results to design a test to detect the presence of a continuous martingale component t 0 σ t dW t given discretely recorded observations. Our test is feasible in the case when J has Blumenthal-Getoor index α < 1 i.e. the jumps are of finite variation. In the next subsection we will describe a test to check whether α < 1 or not. The test proceeds as follows. First, we choose a coefficient β ∈ [1/2, 1[ close to 1. If we dispose of an estimateα of the Blumenthal-Getoor index [26, 3] we choose β > 1 2−α ∈ [1/2, 1[. We then choose a threshold r(h) = h β and definê
As shown in proposition 3.6, as h → 0 or, equivalently, as n = T /h → ∞,
Note that if σ ≡ 0 then both the numerator and the denominator tend to zero. To handle the case σ ≡ 0 we add to the data Δ i X an IID Gaussian noise with known variance v 2 :
Now the law of Δ i X v coincides with that of the corresponding increment of
where W v is a standard Brownian motion independent from W . Now as h → 0
and I {(ΔiX v ) 2 ≤r(h)} rules out the contributions of the jumps of X v , so that under the assumptions of proposition 3.6, as h → 0
Moreover under the null hypothesis
as h → 0: in particular P {|U h | > 1.96} has to be close to 5%. Note that if on the contrary σ ≡ 0 we have that the limit in probability ofÎV v h is strictly larger than v 2 T and, by lemma 8.1, passing to a subsequence, a.s.
Using that lim
→ cv 4 , we have that as h → 0
Therefore under the alternative (H 1 ) σ ≡ 0 the test statistic U h diverges in probability to +∞, so that P {|U h | > 1.96} >> 5%.
In the simulation tests, if P (|U h | > 1.96) >> 0.05 we conclude that the test leads to a rejection of (H 0 )σ ≡ 0.
Testing whether the jump component has finite variation
Proposition 3.6 allows us to construct a test for discriminating whether α < 1 or α ≥ 1, that is, whether the jumps have finite variation. However we cannot use (ÎV h − IV )/ 2hÎQ h directly, since we do not know the true value of σ to compute the integrated variance IV . We consider the sequenceĤ
When α < 1, analogously as in lemma 8.1 with r(h) in place of r(h) as bound for the max i=1..n |a ni |, we reach thatĤ hT behaves as
when h → 0. Moreover, since a.s. N T < ∞, this last term has the same asymptotic behaviour as
by application of lemma 3.2. Now
O(c − cr(h)
(1−α)/2 ) tends to a constant (α < 1), so thatĤ h,T P → J T + c. Consider now n independent standard Gaussian random variables Z i and define
Under the null hypothesis of α < 1, Δ iĤ v is the increment of an approximation in law of
will be an estimator of the integrated variance
h | > 1.96 has to be close to the value of 5%. If on the contrary α ≥ 1 then, reasoning similarly as in proposition 3.6, for any β ∈]0, 1[
h | > 1.96 we reject (H 0 ) α < 1 at a 95% confidence level.
Remark. From a practical point of view we first need to decide whether α < 1 or not. If α < 1 we can apply the test for the presence of a Brownian component.
Numerical experiments

Testing for the finite variation of the jump component
We simulate n increments Δ i X of a process
where J is a Lévy symmetric α−stable process, σ a positive constant and W a standard Brownian motion. To simulate the α-stable increments we use the algorithm described in [11, p.180 
Then we compute the percentage of the H statistics U The table tells us that in fact the results we obtain from our test are reliable if we dispose of n = 1000 observations and a time resolution of five minutes. In fact when the data generating process has Blumenthal-Getoor index 0.6 the test leads us to accept the hypothesis (H 0 ) α < 1, and thus allows us to recognize that α is less than one. On the contrary when the true process has Blumenthal-Getoor index 1.6 the test tells us, as it should, to reject (H 0 ). 
Test for the presence of a Brownian component. Comparison with multipower variation estimators.
for different Lévy processes J and constant or stochastic σ. For each model we implement the statistic
We repeat H times, obtaining U h(j) , j = 1..H, and then we compute the percentage of the H statistics such that |U h(j) | > 1.96.
We then compare our results with those of an analogous test based on multipower variation estimators [5, 7, 25] . Define the bipower variation of X
and more generally the multipower variation
Woerner [25] (theorems 3.1 and 3.2) has shown the convergence of such variations to the integral of proper powers of σ, under the following conditions: if X is a semimartingale without drift part, α < 1, the càdlàg process σ is a.s. strictly positive, has paths regular enough and is independent of W , if r, s > 0, max(r, s) < 1 and r + s > α/(2 − α) then as h → 0
where 
rp . Note that the integrals at denominators can be estimated using in turn the multipower variations.
We have chosen to use the bipower variation V 1/3,1/3 (X) to estimate
(X)μ −2 1 3 , and also the tripower variation V 2/3,2/3,2/3 (X) to estimate
as h → 0, where C BP V is constructed using the powers r = s = 1/3 and C T P V is the constant C MP V constructed with the powers r 1 = r 2 = r 3 = 2/3, and We denote
Example 5.1. (Brownian motion plus compound Poisson process, BG index α = 0).
We consider a jump diffusion process with finite activity compound Poisson jump part:
where B i are i.i.d. with law N (0, 0.6 2 ), and N is a Poisson process with constant intensity λ = 5
(the parameters are taken from [1] ). With five minutes step h = 1/(84 × 252), and with v = 0.0001 and β = 0.999 we obtain: We find that the results given by the threshold test are reliable, since it correctly accepts (H 0 ) when it is true and rejects (H 0 ) when it is false. On the contrary the multipower tests give not correct results, since they reject (H 0 ) even when it is true. analogous empirical densities when σ = 0.2. The pictures lead us to make the same conclusions as the previous table.
One reason why the BPV and TPV tests reject (H 0 ) for samples as large as n = 1000 seems to be that, contrary to the threshold estimator, the multipower variation estimators of I k := 
√
C T P V = 1.75, while the standard error given by (35) equals 1.41, the smallest value attainable (at least when X has constant parameters, see [1] ). For λ = 5 the step h = 1/(252 × 84) seems to be not sufficiently small to allow U 
where W , W (2) are independent standard Brownian motions, S is a Gamma subordinator where that even for this model we can rely on our test.
reject
Remark. Note that we have the same values for n and h as in the previous example, so that we can rely on the test even if we do not know whether the underlying model has a finite activity jump component or a Variance Gamma jump component. The threshold estimator behaves as expected since α < 1. More surprising is the mediocre performance of the tripower and bipower variation tests, since the assumptions of the central limit theorems (theorems 3.1 and 3.2 in [25] ) are satisfied. step h = 1/(252 × 84) and β = 0.999 we obtain the following results confirming us that when α < 1 we can rely on our test. . We simulate -using the procedure described in [11, p.182 ]-the process
where S is an Inverse Gaussian subordinator [11, p. 116] Let us now consider a process X having a stochastic volatility correlated to the Brownian motion leading X and with jump part given by a Variance Gamma process
We 
Applications to financial time series
We apply our tests to explore the fine structure of price fluctuations in various financial time series. We consider two time series: the DM/USD exchange rate from 1-10-1991 to 29-11-1994 and the SPX futures prices from 3-1-1994 to 18-12-1997 . From high-frequency time series, we build 5-minute log-returns (excluding, in the case of SPX futures, overnight log-returns). In both cases we have concluded that the price process can be represented as the sum of a Brownian martingale component and a jump component with finite variation e.g. Blumenthal-Getoor index α < 1.
Deutschemark/USD exchange rate
We consider the (widely studied) time series of the DM/$ exchange rates from 1991 to 1994 from the Olsen & Associated database. From this time series we construct a series of 5-minute logreturns: this sampling frequency avoids many microstructure effects seen at shorter time scales (e.g. seconds) while leaving us with a relatively large sample. We have a total of 64284 equally spaced 5 minute log-returns, with h = 1 252×84 ≈ 4.7 × 10 −5 . Figure 6 .1 shows the differences Δ i X of the logarithm of the rates (log-returns).
Using as threshold the function r(h) = h 0.999 as in the numerical experiments, we disentangle the 5-minute log-returns into increments containing jumps and others, as shown in figure [?] 
Does the jump component have finite variation?
We apply the test of subsection 5.1 to our DM/USD exchange rate time series in order to study the jump component amount of activity. As in the simulation study, we use n = 1000 and v = 10 −4 .
In particular we divide the first 64000 data into 64 groups of 1000 observations and for each group we implement the statistics U 
fall into the interval [−1.96, 1.96]. Since, as we see in Figure 6 .3, the values outside the interval are 4.7 %, we accept (H 0 ) α < 1.
Does the price follow a pure-jump process?
Since we have estimated α to be less than 1, we now can test the presence of a Brownian component in the price process. We use the technique described in section 5.2 with n = 1000, as in the simulation study. As a consequence H = 64. Since all absolute values we obtain of U h are much larger than 1.96, as seen in Figure 6 .4, we reject (H 0 ) σ ≡ 0. We remark that our results are consistent with the results of Barndorff-Nielsen and Shephard [5] . In fact, assuming a finite activity jump component (Blumenthal-Getoor index α = 0 < 1) for a time series of the DM-$ exchange rate, they detected the presence of jumps. Here the presence of a non zero Brownian component allows to explain the variability of such rates. We can conclude, for instance, that a Variance Gamma model, with no Brownian component, would be inadequate for the DM-$ time series for the period from October 1991 to November 1994.
SPX index
We consider the time series of the S&P500 futures prices from 3-1-1994 to 18-12-1997 . We have a total of 78497 equally spaced 5 minutes data, with h = 
Is the jump component of the asset price of finite variation?
We apply the test of section 5.1 to our SPX prices time series in order to study the jump component amount of activity. Using n = 1000 and v = 0.0001, we divide the first 78000 data into 78 groups of 1000 observations and for each group we implement the statistics U 
Does the price follow a pure-jump process?
Since our test indicates α < 1, we now can test for the presence of a Brownian component in the price process. We use n = 1000 and H = 78. Since all absolute values we obtain of |U h | are much larger than 1.96, as we can see in Figure 6 .7, we reject (H 0 ) σ ≡ 0. For example, a Variance Gamma model with no Brownian component would be inadequate for this SPX futures prices time series.
We note that our findings contradict the conclusion of Carr et al. [8] who, assuming a tempered stable model plus a Brownian motion for the (log) SPX index from 1994 to 1998, conclude towards a pure jump model using a parametric estimation methods. Under less restrictive assumptions on the structure of the process and using our non-parametric test, we find a non-zero Brownian component in the index. 
Conclusions
We have shown a central limit theorem for a nonparametric threshold estimator of the continuous component of the quadratic variation of a semimartingale whose jump component is a Lévy process. Using this theoretical result we have proposed
• a test for the presence of a continuous martingale ("Brownian") component
• a test for establishing whether the jumps of the process have finite or infinite variation based on observations on a discrete time grid. Using simulations of stochastic models commonly used in finance, we have shown that our test are reliable for realistic data sizes and compare favorably with analogous tests constructed based on multipower variation estimators of integrated variance. Applied to time series of the DM/USD exchange rate and to SPX futures prices, our tests reveal the presence of a non-zero Brownian component, combined with a finite variation jump component. Our empirical results -one of which is somewhat different from previous ones reported in the literature based on parametric estimation methods-point to the sufficiency of "jump-diffusion" models which model the (log)-price as the sum of a Brownian martingale and a jump component of finite variation. 
as h → 0, and thus a.s. 
