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Abstract
Two-component mixture models for long-term survivors, known as cure rate models, have
been widely used and intensively discussed in the literature. In most applications, much of
attention has been put on interpreting the covariate effects on the two components of the
model: the cure fraction and the conditional hazard rate. However, for this mixture model, it
is very challenging to give a straightforward interpretation of covariate effects on the overall
survival responses, especially when the covariates are shared by these two components of the
model. By overall survival responses, we mean the population survival outcomes such as the
overall survival rate or the overall instantaneous death rate.
In our study, we propose two marginal cure rate models that can offer a general framework
to investigate the covariate effects on the overall survival outcomes from the marginal per-
spective and, most importantly, provide nice interpretations. These two models are named as
Marginal Mean Survival Rate Model and Marginal Mean Hazard Rate Model. Technically,
novel reparameterizations are used to relate the covariates directly to the marginal mean
survival rate or hazard rate. These parameterizations then can be purposely imposed into
the likelihood function of a standard cure rate model and all parameters can be estimated
via the regular likelihood approach. We evaluate the proposed marginal models extensively
with simulation studies and further use the liver cancer data from the SEER registry as an
illustration of the proposed model. Moreover, we propose a semi-parametric approach based
on the Bernstein polynomials to relax the assumption of parametric baseline hazard for the
noncured subpopulation. The performance of the proposed semi-parametric method is also
evaluated through an extensive simulation study and illustrated with SEER liver cancer
data.
Finally, as motivated by the microarray data of breast cancer patients from The Cancer
Genome Atlas (TCGA) program, we extend the proposed marginal mean hazard rate model
to high-dimensional settings. We handle the high-dimensional covariates with the use of
variable selection method based on LASSO-type penalized likelihood function. The model
estimation can be easily done with a minimum programming effort by using the techniques
of quadratic approximation and cyclic coordinate descent algorithm. The simulation results
show that our approach for high-dimensional settings performs reasonably well in terms of
low False Positive and False Negative Rates. We then apply our approach to a subset of
TCGA microarray data for illustration.
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to high-dimensional settings. We handle the high-dimensional covariates with the use of
variable selection method based on LASSO-type penalized likelihood function. The model
estimation can be easily done with a minimum programming effort by using the techniques
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Chapter 1
Introduction
In many clinical studies, survival analysis is a critical method to analyze the data where
the response of interest is time to the occurrence of event, such as death or relapse of
disease. In order to evaluate the covariates effects on the survival outcomes, researchers
often use the survival models based on regression techniques such as proportional hazard
(PH) model in which the covariates effects are typically interpreted for the hazard rate
(Prentice and Kalbfleisch, 1979). However, this type of survival models may not work for
the data with the presence of long-term survivors. Such data often exhibit heavy censoring
with these long-term survivors, suggesting a proportion of cure in the population. For
this reason, cure rate models that can incorporate a cure fraction are commonly suggested
and widely used in the literature for analyzing such data (for example, see Sposto, 2002;
Bejan-Angoulvant et al., 2008; Cucchetti et al., 2015). A cure rate model is typically a
two-component mixture model which assumes the overall population is a mixture of cured
and uncured subpopulations. This class of model has been well studied for both parametric
and nonparametric approaches (see, Boag, 1949; Berkson and Gage, 1952; Farewell, 1982,
1986; Taylor, 1995; Sy and Taylor, 2000). However, the way to interpret the covariate effects
under such model is pretty restricted since we are only allowed to make interpretations on
the cure fraction and the baseline hazard rate from the conditional perspective. Thus, it
becomes very challenging for studies that are attempting to directly interpret the covariate
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effects on the marginal survival rate or hazard rate.
To interpret the covariate effects from a marginal perspective has been studied for the
class of mixture models in some papers. For example, Heagerty et al. (2000) reparametrized
the marginal mean for the multilevel model in which covariates are regressed on the marginal
mean directly, rather than on the conditional mean given the latency. Albert et al. (2014)
employed an Average Predicted Value method for zero-inflated models to evaluate the overall
exposure effect by comparing the marginal mean counts of exposure and non-exposure group
after integrating over all other extraneous covariates. Long et al. (2014, 2015), Smith et al.
(2014), and Todem et al. (2016) employed marginalized methods relating the marginal mean
to covariates directly in order to offer a straightforward inference about the overall population
mean. Other related applications for this idea can be found in Wang and Griswold (2016,
2017), where marginal technique is adopted to give a natural explanation of covariates effects
for the Tobit regression model. However, there is no study, to our best knowledge, in the
literature to discuss the marginal model under the framework of cure rate model.
In this dissertation, we develop marginal cure rate models with novel parameterizations
to relate covariates directly to the marginal mean survival rate or marginal mean hazard rate.
The proposed models yield a feasible solution to obtain the interpretation of the covariate
effects on the marginal survival outcomes. Our models based on these novel parameter-
izations can be easily fitted by using routine statistical software such as SAS NLMIXED
procedure with a minimum programming effort. Under the framework of marginal cure rate
model, we firstly propose a parametric method and assume a weibull baseline hazard for the
uncured subpopulation. Then we employ the Bernstein polynomials to relax the restriction
of Weibull baseline hazard for the uncured latency. This semi-parametric technique would
extend the usage of our proposed marginal model.
As motivated by the microarray data of breast cancer patients from The Cancer Genome
Atlas (TCGA), we further extend one of our marginal cure rate models to high-dimensional
data in the sense of a massive number of covariates (i.e., microarrays). Coupled with the use
of LASSO-type penalized likelihood function, the extended model can successfully identify
the critical microarrays that are significantly related to the overall survival outcome and
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provide a straightforward interpretation.
The rest of the dissertation is organized as follows: In Chapter 2, we briefly introduce
the standard cure rate model and discuss the challenges of making interpretation for the
covariate effects on the overall population. In Chapter 3, we propose a na¨ıve marginal mean
survival rate model which can relate covariates to the overall mean survival rate via a novel
parameterization. In Chapter 4, we propose a marginal mean hazard rate model in which the
covariates are regressed on the marginal mean hazard rate. This method is then evaluated
through simulation studies and illustrated with liver cancer data from the SEER registry. In
chapter 5, we employ a semi-parametric technique to relax the assumption of Weibull baseline
hazard for the uncured latency. More specifically, Bernstein polynomials are employed for
the baseline hazard, and simulation results indicate the consistency of estimators obtained
from this new method. In Chapter 6, we extend the marginal mean hazard rate model
to high-dimensional data coupled with the use of variable selection based on LASSO-type
penalized likelihood function. Simulations are conducted, and the application to TCGA
breast cancer data is used to illustrate the proposed marginal model in high-dimensional
settings.
3
Chapter 2
Two-component mixure cure rate
model
It is getting common to see the survival data contain two types of subjects. One type of
subjects is susceptible to the event of interest and the other type is not, which means that
we may observe some long-term survivors who will never experience the event. This type of
survival data often shows a non-negligible proportion of censoring after a long follow-up and
its associated survival curve levels off at a specific survival rate. It is reasonable to assume the
population is a mixture of uncured subpopulation consisting of the susceptible subjects and
cured subpopulation consisting of all the long-term survivors. However, standard survival
models are not able to accommodate these two different types of subjects. As a solution,
an extended survival model called two-component mixture cure rate model (Boag, 1949;
Farewell, 1982) is proposed to model such survival data from the heterogeneous population.
2.1 Two-component mixture cure rate model
Assuming the individual i (i = 1, 2, ..., n) is from uncured group that will eventually experi-
ence the event (Ui = 1) or cured group that will never experience the event (Ui = 0), with
P (Ui = 1) = pii. This probability pii is also referred to as uncure fraction. The indicator
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U is called the membership latent variable which is partially observed. Let ti denote the
time to the event or the censoring time, and Su(ti) be the survival function for the uncured
individuals. The marginal survival function for the overall population is defined as
SM(ti) = (1− pii) + piiSu(ti), 0 ≤ pii ≤ 1 (2.1)
In practice, the uncure fraction pii is often related to covariates zi through a logit link
function (Farewell, 1982), that is, logit(pii) = ξ
′zi. Unless pii = 1, the marginal survival
function SM(ti) is improper in the sense that it has the range of [1 − pii, 1]. The condi-
tional survival function Su(ti) for the uncured individuals could be parametric (Boag, 1949;
Farewell, 1982; Fan et al., 2017) or semi-parametric (Cox, 1972; Sy and Taylor, 2000; Wang
et al., 2012) under the proportional hazard assumption. The hazard rate hu(ti) for the
uncured individual with the survival time ti is
hu(ti|wi) = hu0(ti) exp
{
η′wi
}
, ti ≥ 0,
where wi is the covariate vector for the i
th individual. The parameter η is a vector of un-
known regression coefficients. Cox (1972) assumed an arbitrary nuissance baseline hazard
hu0(ti) and used a partial likelihood function that only invovles η for further parameter
estimation. However, this technique does not work for the cure rate model since hu0(ti) can-
not be cancelled out in the likelihood function. If the baseline hazard function is assumed
parametrically, then the η can be estimated via a regular maximum likelihood approach.
Some parametric baseline hazard functions suggested in the literature are including lognor-
mal (Boag, 1949), exponential (Boag, 1949; Berkson and Gage, 1952; Fan et al., 2017) and
Weibull (Farewell, 1982, 1986; Hsu et al., 2016). The most popular baseline hazard is Weibull
since it is more flexible compared to exponential due to its additional scale parameter. The
Weibull baseline hazard is
hu0(ti) = αλt
α−1
i ,
where α > 0 and λ > 0 are the scale and shape parameters. For the uncured subpopulation,
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the survival function in Equation 2.1 could be derived by the cumulative hazard rate function
Hu(ti) =
∫∞
0
hu(vi)dvi, which is
Su(ti|wi) = e−Hu(ti)
=
[
Su0(ti)
]exp{η′wi}, (2.2)
where Su0 is the baseline survival function. When Weibull distribution is assumed, the
baseline survival function is Su0 = exp{−λtαi }.
In real studies, it is also important to justify that the cure rate model is appropriate for
data fitting. Zhao et al. (2009) developed a score test procedure to determine whether the
cure fraction is significant. Using above notations, we are interested in testing H0 : φi = 0
against H1 : φi > 0, where φi = (1− pii)/pii, then the score test statistic could be written as
S(αˆ, λˆ, ηˆ, 0) = U ′(αˆ, λˆ, ηˆ, 0)Γˆ−1U(αˆ, λˆ, ηˆ, 0)
where αˆ, λˆ, ηˆ are parameter estimates under the null hypothesis φi = 0. The U is correspond-
ing score function and Γˆ is the Fisher information matrix under the alternative hypothesis
but evaluated at (αˆ, λˆ, ηˆ, 0), which are estimates under the null hypothesis.
Hsu et al. (2016) further constructed a sup-score test statistic by using empirical process,
which could take advantage of covariate information to assess the cure fraction.
2.2 Likelihood function for the two-component cure
rate model
Suppose the survival data for the ith individual is {ti, δi, zi,wi}, where ti is the survival time,
and δi is the censoring indicator (δi = 1, noncensored; δi = 0 , censored). The covariates zi
and wi are related to the uncure rate pii and the hazard rate hu(ti), respectively. Assuming
the censoring mechanism is noninfomative and independent with Ui, then the likelihood
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function for the cure rate model is
L(α, λ,η, ξ|t, δ,W ,Z) =
n∏
i=1
f(ti)
δiS(ti)
1−δi
=
n∏
i=1
[
piifu(ti)
]δi[
1− pii + piiSu(ti)
]1−δi
,
(2.3)
where the conditional survival function Su(ti) is given by Equation 2.2 if proprotional hazard
is assumed for the uncured individuals. Under the same assumption, the fu(ti) has the
following form:
fu(ti) = hu(ti)Su(ti)
= hu0(ti) exp{η′wi}
[
Su0(ti)
]exp{η′wi} (2.4)
The parameter estimation can be done by maximizing the log-likelihood function us-
ing Newton-Ralphon or quasi-Newton method in most statistical software such as SAS
NLMIXED procedure. Other techniques such as EM algorithm (Peng et al., 1998; Li and
Taylor, 2002; Wang et al., 2012) could also be used for the parameter estimation.
2.3 Difficulty in interpretating from the marginal per-
spective
In practice, it is often of interest to evaluate the covariate effects in this cure rate model.
The covariate effects on the response of uncured subpopulation can be evaluated by the
coefficient vector η and the covariate effects on the cure fraction could be easily evaluated
by ξ via the logit link function. However, it is very challenging to interpret the covariate
effects on the marginal responses since marginal response SM(ti) or hM(ti) are not simple
functions of parameters ξ and η under the framework of two-component mixture models.
For example, assuming pii = e
ξ′zi/(1 + eξ
′zi) and hu(ti) is the same as Equation 2.1, then
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marginal hazard rate for the two-component mixture cure rate model is
hM(t) =
piifu(ti)
1− pii + piiSu(ti)
=
exp{ξ′zi}hu(ti)
exp{ξ′zi}+ Su(ti)−1 by Equation (2.4)
=
exp{ξ′zi + η′wi}hu0(ti)
exp{ξ′zi}+
[
Su0(ti)
]− exp{η′wi} , for t > 0
(2.5)
Clearly, the marginal hazard function hM(ti) no longer satisfies the proportional hazard
rate assumption, which makes the interpretation difficult from the marginal perspective.
Specifically, for two individuals with different covariates z and z∗, the hazard ratio is
hM(ti|z)
hM(ti|z∗) = exp
{
(ξ + η)′(z− z∗)}exp{ξ′z∗}+ [Su0(t)]− exp{η′z∗}
exp{ξ′z}+ [Su0(t)]− exp{η′z} (2.6)
This hazard ratio is clearly not a constant over time and the baseline hazard hu0(ti) needs
to be specified if a closed form of the ratio is desired. Due to these difficulties, a new method
to interpret the covariate effects on the overall population is much needed.
8
Chapter 3
Marginal mean survival rate model
The two-component cure rate model is appealing to accommodate time-to-event data when
long-term survivors are present in the data. With the regression technique, the two-component
cure rate model can provide the interpretation of covariate effects on the cure fraction and
the uncured subpopulation survival easily. However, for the studies that are focusing on
the covariate effects on the overall survival rate or hazard rate, two-component cure rate
model is not appropriate for such use. It is known that SM(ti) = (1−pii) +piiSu(ti), and the
overall survival function SM(ti) is confounded by the subpopulation survival rate Su(ti) and
cure fraction pii, where the Su(ti) and pii are related to their own covariates separately. This
makes the interpretation of covariate effects for the marginal survival function extremely
challenging. Likewise, covariate effects on the marginal hazard rate hM(ti) is also diffcult to
interpret for the same reason.
In this chapter, we employ the idea of marginal methods (Heagerty et al., 2000; Smith
et al., 2014; Long et al., 2014, 2015; Todem et al., 2016) that relate the marginal mean to
covariates directly for which we could interpret the covariate effects easily from the marginal
prospective. Existing marginal methods focus on zero-inflated models or generalized linear
models with random effects. However, it is challenging to apply the same idea directly due
to the fact that the marginal survival function in the cure rate model is not standard.
For this, we propose two methods which are marginal mean survival rate model (MMSR)
9
and marginal mean hazard rate model (MMHR, this will be introduced in Chapter 4).
Techinically, we relate covariates to the overall mean survival rate and the overall mean
hazard rate through novel link functions. In this chapter, we mainly focus on the MMSR
model.
3.1 Formulation of marginal mean survival rate model
The proposed MMSR model can be used to evaluate the covariate effects on the overall mean
survival rate E[SM(ti)]. In this model, covariates are related to E[SM(ti)] by a novel link
function which has the same range as E[SM(ti)]. As ti is a continuous random variable, it is
clear that Su(ti) is also a random variable. Then we could take the expectation with respect
to ti on the both sides of Equation 2.1,
E[SM(ti)] = 1− pii + piiE[Su(ti)]
As known, 0 ≤ Su(ti) ≤ 1 and Su(ti) = 1−Fu(ti), where Fu(ti) is the cumulative density
function for ti. By the probability integral transformation theory and the assumption of
continuity of ti, we have Fu(ti) ∼ U(0, 1). As a result, the Su(ti) ∼ U(0, 1) and E[Su(ti)] =
1/2. Therefore,
E[SM(ti)] = 1− 1
2
pii (3.1)
It is clear that the range of E[SM(ti)] is [0,
1
2
] for 0 ≤ pii ≤ 1. We propose a novel link
function to relate E[SM(ti)] to covariates and given as,
E[SM(ti)] =
1 + eγ
′xi
1 + 2eγ′xi
, (3.2)
where γ is the marginal parameter vector and this link function has the same support
as of E[SM(ti)]. This link function provides a direct interpretation of covariate effects on
the marginal mean survival rate. To estimate the marginal coefficients γ, we borrow the
framework of standard cure rate model and replace pii with a function of E[SM(ti)] in the
10
likelihood function (Equation 2.3). By combing Equations 3.1 and 3.2, we can have
pii = 2− 2E[SM(ti)] or pii = e
γ′xi
0.5 + eγ′xi
(3.3)
It is interesting to see that the uncure fraction pii under the marginal mean survival
rate model is very similar to the pii under the conditional cure rate model where pii =
eξ
′zi/(1 + eξ
′zi). By assuming xi = zi, then the only difference lies in the first constant in
both denominators, meaning that the interpretation for the covariate effects on the marginal
mean survival rate is similar to the interpretation for the cure fraction under the regular
cure rate model.
3.2 Likelihood function and estimation
Suppose we have independently observed survival data (ti, δi,xi,wi), where ti is the observed
event time, δi is the censoring indicator (δi = 1, noncensored; δi = 0 , censored). Covariate
vectors xi and wi are the covariates related to marginal mean survival rate E[SM(ti)] and
hazard rate hu(ti), respectively. Then, likelihood function for the marginal mean survival
rate model under the independence assumption is
L(α, λ,γ,η|t, δ,X,W ) =
n∏
i=1
fM(ti)
δi
n∏
i=1
SM(ti)
1−δi
=
∏
δi=1
{
piifu(ti)
}∏
δi=0
{
2E[SM(ti)]− 1 +
{
2− 2E[SM(ti)]
}
Su(ti)
}
In our model, we assume a proportional hazard model hu(ti) = hu0(ti) exp{η′wi}. The
baseline hazard follows the Weibull distribution with hu0(ti) = αλt
α−1
i , where α, λ > 0. Then
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the log-likelihood function could be written as
`(α, λ,γ,η|t, δ,X,W ) =
n∑
i=1
{
δi log
[
piifu(ti)
]
+ (1− δi) log
{
2E[SM(ti)]− 1 + piiSu(ti)
}}
=
∑
δi=1
{
log(pii) + log(λ) + log(α)− λtαi eη
′wi + (α− 1) log ti + η′wi
}
+
∑
δi=0
log
{
(1− pii) + pii exp
{− λtαi eη′wi}},
where pii = e
γ′xi/(0.5 + eγ
′xi). The maximum likelihood estimation (MLE) of γˆ, ηˆ, αˆ and
λˆ could be obtained by implementing SAS NLMIXED procedure with respect to the above
log-likelihood function. The SAS code for fitting this model is given in Appendix A.1.
For the purpose of the statistical inference, the SAS NLMIXED procedure calculate
variance for the above estimations (αˆ, λˆ, γˆ, ηˆ) using Hessian matrix (Billingsley, 2008). The
variance of parameter is b′Hˆ−1b, where b is the resulting vector of the parameter and Hˆ
is the approximate Hessian matrix calculated in the process of maximizing the likelihood
function.
3.3 Simulation
Simulation studies are conducted to evaluate the performance of proposed marginal mean
survival rate model in different settings. Here we are considering two types of data gener-
ating mechanisms: (1) Data are generated from the marginal cure rate model; (2) Data are
generated from the conditional cure rate model.
3.3.1 Data generated from the marginal model
In the first simulation, the survival time ti for each individual i(i = 1, 2, ..., n) is generated
from the marginal mean survival rate model with the true marginal mean survival rate,
E[SM(ti)] =
1 + e−1.5+Xi1+4Xi2
1 + 2e−1.5+Xi1+4Xi2
,
12
where the covariates Xi1 and Xi2 are independently generated from a standard normal
distribution and a uniform distribution, respectively. We futher assume a Weibull as the true
baseline hazard for the uncured subpopulation, thus, hu(ti) = 1.1×0.01× t0.1i ×e−0.5Xi1−2Xi2 ,
here we consider X = W . Then the data generating procedure for each subject is given
as follows: Each subject is grouped by a Bernoulli random variable U with the success
probability pii, and
pii =
e−1.5+Xi1+4Xi2
0.5 + e−1.5+Xi1+4Xi2
We know the form of pii from Equation 3.3. If U = 1, the survival time of such individual
is generated from the distribution associated with above hu(ti). Otherwise, the individual
is expected to have survival time ti = ∞. We also generate the non-informative and inde-
pendent right censoring time for each subject from an exponential distribution with three
different censoring rates: (1) Heavy censoring with λc = 0.002; (2) Intermediate censoring
with λc = 0.001; (3) Mild censoring with λc = 0.0002. The censoring rate for the uncured
population is about 32.88%, 21.48% and 9.18% respectively (Appendix A.3).
Simulations are replicated 1000 times for sample sizes from 200 to 800. The results
presented in Table 3.1 show that MMSR model has small bias for the parameters of interest
γ. Estimates are close to the true value of parameters and the standard errors are reduced
as sample size increases. Furthermore, the coverage probability of the estimations is about
desired 0.95.
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3.3.2 Data generated from the conditional model
In the second simulation, we generate data from the standard conditional cure rate model,
where the uncured hazard rate is hu(ti) = 1.1 × 0.01 × t0.1i × e−0.5Xi1−2Xi2 and the uncure
fraction pii is assumed to be a logit
pii =
e−1.5+Zi1+4Zi2
1 + e−1.5+Zi1+4Zi2
(3.4)
where covariates Zi1 ∼ N(0, 1) and Zi2 ∼ U(0, 1). It is important to mention that γ is the
parameter vector of interest in the marginal model, however, the true γ is unknown when
data are generated from the conditional models. But we can derive the true γ by using
Equation 3.3, which is
eγ0+γ1Zi1+γ2Zi1
0.5 + eγ0+γ1Zi1+γ2Zi1
=
e−1.5+Zi1+4Zi2
1 + e−1.5+Zi1+4Zi2
holds for all i
Let Zi1 = 0, Zi2 = 0, then
eγ0
0.5 + eγ0
=
e−1.5
1 + e−1.5
.
Then eγ0 = 0.5e−1.5, and true γ0 = −2.193 by solving the equation. Futhermore, we
could have γ1 = 1 and γ2 = 4 by assuming Zi1 = 0 and Zi2 = 0, seperately. Therefore, the
corresponding true parameter vector γ is (−2.193, 1, 4)′.
The censoring rate for the uncured population is about 32.88%, 21.48% and 9.18% for
λc = 0.002, λc = 0.001 and λc = 0.0002 respectively (Appendix A.3).
Results in Table 3.2 show that MMSR model works very well to find the marginal co-
variate effects even the data are generated from the conditional model. The estimation bias
is very small for the parameters across different settings, and the associated standard errors
decrease as sample size increases.
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3.4 Discussion
This proposed MMSR method establishes a connection between covariates and the overall
mean survival response. With the novel parameterization of marginal mean survival rate, we
could interpret the covariate effects on the survival rate of the overall population. However,
this model is na¨ıve in the sense that the covariate effects on the marignal mean survival rate
are the same as the covariate effects on the uncure fraction in the conditional cure rate model.
As shown in Section 3.3.2, the only difference of above two sets of parameters or covariate
effects is the intercept term, a value of log(0.5). In other words, the covariate effects on the
marginal mean survival rate are equivalent to the covariate effects on the uncure fraction in
the classical cure rate model.
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Chapter 4
Marginal mean hazard rate model
Instead of marginal mean survival rate, we then focus on the marginal mean hazard rate. The
hazard rate, or so-called failure rate, is referred to as the risk of event for an individual at a
given time t. In general, it is a function of time and called hazard function. Hazard function
plays a fundamental role in survival analysis as it is another representation of the distribution
of survival time (Prentice and Kalbfleisch, 1979; Aalen et al., 2001). However, the marginal
hazard function for the cure rate model is still not standard. Therefore, we consider to use the
marginal mean hazard rate which could be obtained by taking the expectation of the marginal
hazard function with respect to time t, which is similar to mean hazard rate discussed by
Makino (1984). This marginal mean hazard rate then represents the risk of event on average.
We can relate it to covariates via a proper link function. We call this reparameterized cure
rate model as marginal mean hazard rate model (MMHR), which provides a straightforward
interpretation of covariate effects on the overall population, specifically, on the marginal
mean hazard rate.
4.1 Formulation of marignal mean hazard rate model
In this study, we propose a marginal mean hazard rate model which establish a direct
connection between the marginal mean hazard rate E[hM(ti)] and the covariates through a
18
link function. A reasonable link function should have the same range as the marginal mean
hazard rate, i.e. E[hM(ti)] > 0. We assume a logit link function for marginal mean hazard
rate,
E[hM(ti)] = e
β′xi (4.1)
The parameter of interest is the β which can be used to interpret the covariate effects
directly on the marginal mean hazard rate. To estimate β, we use the framework of the
standard cure rate model with the assumption of Weibull baseline hazard. Specifically, we
would replace the conditional hazard rate with the function of the marginal mean hazard
rate.
Let Ui be the unobserved indicator, where Ui = 1 if the individual i is uncured with
probability pii and Ui = 0 if cured with probability 1 − pii. Then the marginal hazard rate
could be written as follows, we have
hM(ti) =
 hu(ti), if Ui = 10, if Ui = 0
Considering ti as a continuous random variable and then taking the expectation on
marginal hazard rate with respect to t,
E[hM(ti)] = Eti
{
EUi
[
hM(ti)|Ui
]}
= Eti [piihu(ti)]
= piiE[hu(ti)]
(4.2)
As we assumed in a standard cure rate model, the uncure fraction is pii = e
ξ′zi/(1 + eξ
′zi)
and the conditional hazard function hu(ti) = αλt
α−1
i e
η′wi . Since we are not interested in η,
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we can rewrite η′wi as ui. Then by Equations 4.1 and 4.2,
eβ
′xi = piiE[hu(ti)]
= pii
∫
αλtα−1i e
µifu(ti)dti
= piiαλe
µi
∫
tα−1i λαe
µitα−1i exp(−λtαi eµi)dti
= piiαλe
µiE[tα−1i ]
= piiα[λe
µi ]
1
αΓ(2− 1
α
)
The last equality comes from the fact that E[tki ] = (λe
µi)−
k
αΓ(1 + k
α
), the k−th moment
functions of Weibull distribution. The previous equation can be rewritten as
λeµi =
[ eβ′xi
αpiiΓ(2− 1α)
]α
, (4.3)
and we then can replace λeµi in the likelihood function of standard cure rate model by the
right side of Equation 4.3. It is worth to mention that since we are not interested in η, and
therefore µi could be a more general form rather than a linear function of covariates wi.
4.2 Likelihood function and estimation
Suppose we observe independent data with {ti, δi,xi, zi} for ith subject, where these nota-
tions are the same as we defined in Chapter 3. The likelihood function for marginal mean
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hazard rate model is given by
L(α,β, ξ|t1, ..., tn) =
n∏
i=1
f(ti)
δiS(ti)
1−δi
=
n∏
i=1
[
piifu(ti)
]δi[1− pii + piiSu(ti)]1−δi
=
n∏
ı=1
{
piiα
[ eβ′xi
αpiiΓ(2− 1α)
]α
tα−1 exp
{
− tα
[ eβ′xi
αpiiΓ(2− 1α)
]α}}δi
{
1− pii + pii exp
{
− tα
[ eβ′xi
αpiiΓ(2− 1α)
]α}}1−δi
where pii = e
ξ′zi/(1 + eξ
′zi).
We can estimate the above parameters through the regular likelihood approach and the
SAS code for fitting this model is given in Appendix A.2. Moreover, we could obtain the
standard error of above estimates by Hessian matrix for the purpose of statistical inference.
The equation for the Hessian matrix could be referred to Section 3.2.
4.3 Simulation
Here we are considering two types of data generating mechanisms: (1) Data are generated
from the marginal mean hazar rate model; (2) Data are generated from the standard condi-
tional cure rate model.
4.3.1 Data generated from the marginal model
In the first simulation, the survival time ti(i = 1, 2, ..., n) is generated from the marginal
cure rate model with the true E[hM(ti)] = exp{−4 + Xi1 − 2Xi2} and Xi1 ∼ N(0, 1) and
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Xi2 ∼ U(0, 1). By Equation 4.3, the hazard function of uncured subpopulation is given as
hu(ti) = αt
α−1
i
[ eβ′xi
αpiiΓ(2− 1α)
]α
= 0.75× t−0.25i
[exp{−4 +Xi1 − 2Xi2}
0.75× pii × Γ(2/3)
]0.75
,
where logit(pii) = 1 + 2Xi1 + 1.5Xi2. Based on the above setting, the data generating
procedure is the same as we described in Section 3.3.1. The censoring time are generated from
an exponential distribution with rate λc taking values on 0.0002, 0.001, 0.002, representing
mild, intermediate and heavy censoring. The true censoring rate for the uncured population
is about 18.06%, 13.01% and 7.67% respectively (Appendix A.3). Simulations are replicated
1000 times for sample size from 200 to 800.
The results are presented in Table 4.1, which show the average estimations for all pa-
rameters are close to the true value. We could also see the accuracy of estimation increases
and standard error decreases as the sample size gets larger. Moreover, coverage probabil-
ity is very close to 0.95 as expected. Those findings indicate that our maximum likelihood
estimators should be asymptotically consistent.
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4.3.2 Data generated from the conditional model
This simulation is conducted to evaluate the performance of proposed marginal mean hazard
rate method with the Average Predicted value (APV) approach proposed by Albert et al.
(2014). The survive time ti is generated from the conditional cure rate model with
hu(ti) = hu0(ti) exp
{
η′xi
}
= 0.75× 0.1× t−0.25i × exp{−4 +Xi1 − 2Xi2}
where Xi1 is an binary exposure covariate taking value 1 if subject is exposed and 0 otherwise.
For Xi2, we consider to use a standard normal distribution or a uniform distribution. The
uncure fraction is assumed to be logit(pii) = 1 + 2Xi1 + 1.5Xi2. Censoring times is generated
from a exponential distribution with λc = 0.0002. As we are assuming the marginal mean
hazard rate E[hM(t)] = e
β′x in our model, the true parameter β is actually unknown when
data generated from a conditional cure rate model. Instead, we evaluate the ratio of two
marginal mean hazard rates for exposure and nonexposure group after averaging out the
extraneous covariates as suggested by the APV method. Specifically, the true ratio can be
obtained by
θR =
∫
E[hM(t)|x1 = 1, x2]dx2∫
E[hM(t)|x1 = 0, x2]dx2
=
∫
eξ0+ξ1+ξ2x2
1+eξ0+ξ1+ξ2x2
(
eη1+η2x2
) 1
α
f(x2)dx2∫
eξ0+ξ2x2
1+eξ0+ξ2x2
(
eη2x2
) 1
α
f(x2)dx2
,
(4.4)
where f(x2) is the pdf function of the covariate X2. The last equality holds in Equation 4.4
since ∫
E[hM(t)|x1 = 1, x2]dx2
=
∫
piiα[λe
µi ]
1
αΓ(2− 1
α
)f(x2)dx2
=
∫
eξ0+ξ1+ξ2x2
1 + eξ0+ξ1+ξ2x2
α
[
λeη0+η1+η2x2
] 1
α
Γ
(
2− 1
α
)
f(x2)dx2
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and ∫
E[hM(t)|x1 = 0, x2]dx2
=
∫
piiα[λe
µi ]
1
αΓ(2− 1
α
)f(x2)dx2
=
∫
eξ0+ξ2x2
1 + eξ0+ξ2x2
α
[
λeη0+η2x2
] 1
α
Γ
(
2− 1
α
)
f(x2)dx2
On the other hand, we could get the same mean ratio easily through the proposed
marginal mean hazard rate that is defined in Equation 4.1. Specifically,
θRM =
E[hM(t)|x1 = 1, x2]
E[hM(t)|x1 = 0, x2]
=
exp{β0 + β1 + β2x2}
exp{β0 + β2x2}
= exp{β1}
Therefore, we can estimate the β1 through the proposed model to further obtain θˆRM .
Then the θˆRM can be evaluated with the true θR obtained by the APV method.
Simulations are replicated 1000 times for sample size from 200 to 800. We implement
the simulations by using the Quasi-Newton nonlinear optimization embedded in SAS 9.4
NLMIXED procedure (SAS Institue, Cary, NC, USA).
The simulation results presented in Table 4.2 indicate that proposed method perform well
in estimating the overall exposure effect on marginal mean hazard. As sample size increases,
the estimated mean ratio is getting close to the true mean ratio and corresponding standard
errors decreases.
4.4 Application to SEER liver cancer data
We apply the marginal mean hazard rate model to the liver cancer data collected from the
state of Connecticut by the Surveillance, Epidemiology, and End Results (SEER) Program,
which is the most comprehensive source of population-based cancer data in the United States.
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Table 4.2: Simulation results for mean ratio (exposed vs nonexposed) when data generated
from the conditional model with two covariates and λc = 0.0002
X1 ∼ Binom(n, 0.5)
X2 ∼ N(0, 1) X2 ∼ U(0, 1)
n AVE EST SE AVE EST SE
200 4.884 0.635 4.695 0.473
400 4.730 0.590 4.740 0.460
600 4.778 0.524 4.741 0.449
800 4.850 0.442 4.772 0.421
True mean ratio θR 4.845 4.781
In our dataset, we have total 2362 patients age from 10 to 96 who were diagnosed with liver
cancer between 1975 and 2016. The event in this study is the death of liver cancer. Our
primary objective in this study is to evaluate the covariate effects such as age or surgery
treament on the overall mean hazard.
As seen from Figure 4.1, survival curve levels off at the rate about 0.4 after 180 months
of follow-up, which shows an evidence of the existence of long-term survivors. Furthermore,
we conduct a non-parametric hypothesis test which is developed by Maller and Zhou (1994)
whether the follow-up is sufficiently long for cure rate model. In this test, the p-value
is pˆn = (1 − Nn/n)n, where Nn is the number of observed events between the interval
(2T ∗n − Tn, T ∗n), and T ∗n denote the largest uncensored survival time in the dataset and Tn
represent the largest censored survival time in the dataset. Here n = 2362, Nn = 14,
where Nn is the number of observed events between the interval (2T
∗
n −Tn, T ∗n) = (171, 247).
T ∗n = 247 is the largest uncensored survival time in the dataset and Tn = 323 is the largest
censored survival time in the dataset. Thus aˆ = 7.98× 10−7 < 0.05, leads to the conclusion
that follow-up time is long enough to observe the cured patients.
As long-term survivors are justified, we apply the proposed methods to the data with
covariates of patient’s Age at diagnosis (Age), Surgery or not (SUR) and Number of lymph
nodes (NLN). Table 4.3 summarizes the information of those covariates. The marginal mean
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Figure 4.1: Survival curve and 95% log confidence interval for the liver cancer patients in
SEER registry
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Table 4.3: Summary statistics of covariates for 2362 liver patients in SEER registry
Name Mean Std Dev Min. Max.
Age at diagnosis (years) 66.47 12.52 10 96
# of lymph nodes 1.43 1.90 0 6
Surgery Frequency Percent(%)
Yes 2278 96.44
No 84 3.56
Total 2362 100
hazard rate and uncure fraction are related to covariates as follows,
E[hM(ti)] = exp
{
β0 + β1AGEi + β2SURi + β3NLNi
}
and
logit(pii) = ξ0 + ξ1AGEi + ξ2SURi + ξ3NLNi
The estimates and the standard errors are given in Table 5.5. As seen, covariates Age and
Number of lymph nodes have positive effects on the overall mean hazard rate (βˆ1 = 0.117,
p-value < 0.001; βˆ3 = 0.249, p-value < 0.001), which means that the patients diagnosed at
older age with higher number of lymph nodes might expose to a higher risk of death. Surgery,
however, is negatively associated with the marginal mean hazard rate (βˆ2 = −0.948, p-value
< 0.001), meaning that the liver cancer patients who received the surgery would expect
to have a lower risk of death. This application is an excellent example where the classical
formulation of cure rate model fails to explain the overall effect of covariates on the overall
mean hazard rate directly.
4.5 Discussion
To our best knowledge, this is the first study proposing a marginal method to interpret the
covariate effects on the overall hazard for the two-component mixture cure rate model. This
method is particularly useful when the aim is the statistical inference on the overall mean
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Table 4.4: The parameter estimations for the liver cancer patients using the marginalized
mean hazard rate model with Weibull baseline hazard assumption
Covariate Parameter Estimate SE p-value
Marginal mean hazard Age β1 0.117 0.035 < 0.001
Surgery β2 −0.948 0.135 < 0.001
Lymph Nodes β3 0.249 0.029 < 0.001
Noncure fraction Age ξ1 0.201 0.052 < 0.001
Surgery ξ2 −1.306 0.373 < 0.001
Lymph Nodes ξ3 0.395 0.058 < 0.001
Weibull baseline hazard Shape α 0.982 0.021 < 0.001
hazard rate. However, the assumption of the conditional baseline hazard in the model is too
restrictive as we only assume the Weibull. It is challenging to relax this assumption by using
more general distributions or nonparametric techniques due to potential difficulties in the
calculation of intergral. This will be a topic for the next chapter. Another chanllenging but
interesting extension is how to apply the proposed marginal model to high-dimensional data
with a proper variable selection procedure. We will discuss about this study in Chapter 6.
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Chapter 5
Semi-parametric marginal mean
hazard model
The proposed marginal cure rate model in Chapter 4 assumes the uncured subpopulation
has a parametric Weibull baseline hazard function for its generality as well as simplicity.
However, this assumption could be too restrictive in practice, particularly as the baseline
hazard is often unknown a priori. To relax this assumption, a semi-parametric method is
proposed for the marginal mean hazard models, where the baseline hazard is nonparametric
and the marginal mean hazard is denoted by a parametric link function.
The semi-parametric methods for the regular cure rate models have been well discussed
in the literature. For example, Kuk and Chen (1992) proposed a semi-parametric approach
in which a Cox proportional hazard model was used to incorporate the covariate informa-
tion but its baseline hazard was estimated nonparametrically. Taylor (1995) used an EM
algorithm and a Kaplan-Meier type approach to estimate the uncured survival curve. Sim-
ilarly, Sy and Taylor (2000), and Peng and Dear (2000) proposed semi-parametric models
where the cumulative hazards for the uncured subpopulation can be estimated nonpara-
metrically by using Breslow or Aalon-Nelson estimator. Liu and Shen (2009) presented a
semi-parametric cure model for the regression analysis of interval-censored event data, and
the semi-parametric maximum likelihood estimation was obtained by using the EM method.
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Wang et al. (2012) further applied spline approaches to model both the cure fraction and con-
ditional survival function of uncured subpopulation. Zhou et al. (2017) presented a class of
semi-parametric transformation models for the interval-censored survival data and developed
a sieve maximum likelihood approach to estimate model.
The key characteristic of the aforementioned studies for cure rate model is that EM
algorithm is naturally used such that the regression parameters for the cure fraction and
the baseline hazard for the uncured population could be estimated separately in the M step.
Then the classical nonparametric method, such as Kaplan-Meier curve, Breslow or Aalon-
Nelson estimator, could be directly applied to model the uncured subpopulation. However,
to our best knowledge, there is no study in the literature to discuss the semi-parametric or
nonparametric marginal cure rate models. Moreover, according to our study, EM algorithm is
not helpful for the marginal cure rate model as it cannot separate the marginal parameters
and the distribution of uncured subpopulation in the M step. Thus we could not enjoy
the benefits of fitting each component separately by using EM algorithm. Appendix A.4
provides detailed evidence about this statement. Our objective is to propose a new semi-
parametric method for the marginal cure rate model, which could model the uncure baseline
hazard nonparametrically and keep the marginal mean hazard rate being parametric for the
interpretation.
In Chapter 4, we assume a Weibull function as the baseline hazard function of the uncured
subpopulation hu0(t). As a result, the analytic form of E[hu0(t)] could be derived with some
efforts. With all the components in the likelihood function being parameteric, the regular
maximum likelihood method could be employed for the model estimation. As we mentioned
previously, however, this assumption could be too restrictive in practice. To relax this
restriction, we propose a new semi-parametric approach for our marginal cure rate mode.
Specifically, Bernstein polynomials can be used to model the uncured cumulative hazard
function Hu0(t).
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5.1 Bernstein polynomials
In this section, we introduce a semi-parametric method to model the uncured hazard function
of marginal cure rate models by using Bernstein polynomials. A Bernstein polynomial is a
technique using the linear combination of Bernstein basis to approximate functions. Carnicer
and Pena (1993) gave an affirmative statement that the Bernstein polynomials has the opti-
mal shape preserving property among all other polynomial approximation. Delgado and Pena
(2012) further demonstrated the optimal stability property of Bernstein polynomials for the
fastest convergence rates of the corresponding iteration approximation. Osman and Ghosh
(2012) pointed out that Bernstein polynomials could naturally capture the monotonically
non-decreasing property of the cumulative hazard function, and have nice differentiability
properties such that the log-likelihood takes easy forms, making the implementation is rel-
atively efficient as compared to other computationally intensive splines. Owing to its good
properties, Zhou et al. (2017) employed the Bernstein polynomials to model interval-censored
failure time data, which could provide additional flexibility to classical proportional hazard
models.
5.2 Marignal mean hazard model with Bernstein poly-
nomials
The log likelihood function `(β, ξ, Hu0(t)) of our marginal cure rate model consists of marginal
parameter vector β, cure rate parameter vector ξ and unknown cumulative hazard function
Hu0(t). Since we employ a nonparametric approach for the cumulative hazard function
Hu0(t), the likelihood function `(β, ξ, Hu0(t)) will involve not only the finite-dimensional
parameters β and ξ, but also the infinite-dimensional Hu0(t). To alleviate the dimensional
issue of Hu0(t), we refer to Huang and Rossini (1997); Osman and Ghosh (2012); Zhou et al.
(2017) and consider a sieve likelihood method for the estimation based on Bernstein polyno-
mials. According to Zhou et al. (2017), the sieve space M for the infinite-dimensional Hu0(t)
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is defined as
M =
{
Hu0(t) =
m∑
k=0
φkBk(x,m), 0 ≤ φ1 ≤ φ2 ≤ · · · ≤ φm
}
(5.1)
where M represents the reduced sieve space for Hu0(t), and Bk(x,m) are basis of Bernstein
polynomials with degree m = o(nν) for some ν ∈ (0, 1). Specifically,
Bk(x,m) =
(
m
k
)
(x)k(1− x)m−k, k = 0, 1, 2...,m, and x = t
max(t)
(5.2)
Note that the cumulative hazard function in Equation 5.1 is positive and non-decreasing.
Thus, some constraints could be imposed on the coefficients of Bernstein polynomials, such
as 0 ≤ φ0 ≤ φ1... ≤ φm. Furthermore, the basis for baseline hazard function hu0(t) could be
obtained by taking the first derivative of Equation 5.2 with respect to x. The form is given
as,
bk(x,m) =
(
m
k
)
kxk−1(1− x)m−k −
(
m
k
)
(m− k)xk(1− x)m−k−1, k = 0, 1, 2, ...,m,
where
(
m
k+1
)
(k+1) =
(
m
k
)
(m−k) = m!
k!(m−k−1)! . Then by the inductive method, we can obtain
the baseline hazard
hu0(x) =
m∑
k=1
(φk − φk−1) m!
(k − 1)!(m− k)!
[
xk−1(1− x)m−k
]
.
As an example, the Bernstein approximation with degree of 5 for Hu0(x) is,
Hu0(x) = B(x, 5)
=
5∑
k=0
φkBk(x, 5)
= φ0(1− x)5 + 5φ1x(1− x)4 + 10φ2x2(1− x)3 + 10φ3x3(1− x)2 + 5φ4x4(1− x) + φ5x5
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and its associated baseline hazard function hu0(x) is
hu0(x) = −5φ0(1− x)4 + 5φ1(1− x)4 − 20φ1x(1− x)3 + 20φ2x(1− x)3 − 30φ2x2(1− x)2
+ 30φ3x
2(1− x)2 − 20φ3x3(1− x) + 20φ4x3(1− x)− 5φ4x4 + 5φ5x4
= 5(φ1 − φ0)(1− x)4 + 20(φ2 − φ1)x(1− x)3 + 30(φ3 − φ2)x2(1− x)2
+ 20(φ4 − φ3)x3(1− x) + 5(φ4 − φ3)x4
Then we could get the sieve likelihood function of the marginal mean hazard rate model
by substituting hu0(t) and Hu0(t) with these Bernstein approximations. It is necessary to
determine the degree of Bernstein polynomials in practice. Zhou et al. (2017) suggested to
choose the degree m which could minimize
AAIC = −2`(θˆ) + 2(p+ 1 + 2(m+ 1))
where AAIC is adjusted Akaike information criterion used for model selection (Anderson
and Burnham, 2004), θˆ is the estimation of parameters and p is the number of parameters
used in the model. It is worth mentioning that using a higher value of m can improve the
approximation but it would be less efficient in the computation.
5.3 Likelihood function and estimation
After employing the Bernstein approximation for the baseline hazard function, E[hu0(t)]
appeared in the likelihood equation needs to be handled. This expectation is hard to derive if
the density of x, or t/max(t) has a complicated form. We note that Bernstein approximation
of baseline hazard function is
hu0(x) =
m∑
k=1
(φk − φk−1) m!
(k − 1)!(m− k)!x
k−1(1− x)m−k, x = t
max(t)
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which has the closed form for any fixed m and has the kernel of Beta distribution. To
calculate the E[hu0(t)], we then assume a Beta distribution for f(x), which has the following
advantages. First, it could help deriving the closed form of E[hu0(t)] as shown in Equation
5.3. Second, this assumption brings two more free parameters a and b to the E[hu0(t)],
which should be flexible enough to account for E[hu0(t)]. Lastly, this assumption is only
used for calculating E[hu0(t)]. The likelihood function is still derived based on the Bernstein
polynomials according to Equation 5.4. As
f(x) =
Γ(a+ b)xa−1(1− x)b−1
Γ(a)Γ(b)
, a > 0, b > 0, 0 < x < 1
then we could derive the closed form of E[hu0(t)]. For any fixed m, E[hu0(t)] could be
expressed as
E[hu0(t)] =
∫ 1
0
m∑
k=1
(φk − φk−1) m!
(k − 1)!(m− k)!x
k−1(1− x)m−kf(x)dx
=
Γ(a+ b)
Γ(a)Γ(b)
∫ 1
0
m∑
k=1
(φk − φk−1)m!
(k − 1)!(m− k)!x
k−1(1− x)m−kxa−1(1− x)b−1dx
=
Γ(a+ b)
Γ(a)Γ(b)
∫ 1
0
m∑
k=1
(φk − φk−1)m!
(k − 1)!(m− k)!x
k+a−2(1− x)m+b−k−1dx
=
Γ(a+ b)
Γ(a)Γ(b)
m∑
k=1
(φk − φk−1)m!
(k − 1)!(m− k)!
Γ(k + a− 1)Γ(m+ b− k)
Γ(m+ a+ b− 1)
=
∑m
k=1
(φk−φk−1)m!
(k−1)!(m−k)!Γ(k + a− 1)Γ(m+ b− k)(a+ b− 1)!
Γ(a)Γ(b)(m+ a+ b− 2)!
(5.3)
Then, suppose we observe independent data with {ti, δi,xi, zi} for ith subject, the likelihood
function of the proposed semi-parametric marginal mean hazard rate model is
L(α,β, ξ|t1, ..., tn) =
n∏
ı=1
{
hu0(ti)
eβ
′xi
E[hu0(t)]
exp
{
−Hu0(ti) e
β′xi
piiE[hu0(t)]
}}δi
×{
1− pii + pii exp
{
−Hu0(ti) e
β′xi
piiE[hu0(t)]
}}1−δi (5.4)
35
where
pii =
eξ
′zi
1 + eξ′zi
and
Hu0(ti) =
m∑
k=0
φk
(
m
k
)
(xi)
k(1− xi)m−k, k = 0, 1, 2...,m, and xi = ti
max(ti)
and
E[hu0(t)] =
∑m
k=1
(φk−φk−1)m!
(k−1)!(m−k)!Γ(k + a− 1)Γ(m+ b− k)(a+ b− 1)!
Γ(a)Γ(b)(m+ a+ b− 2)! (5.5)
With above Equation 5.4 and 5.5, we can estimate the parameters of interest β and ξ
through the likelihood approach. Zhou et al. (2017) proved that the estimators of sieve like-
lihood estimation using Bernstein ploynomials enjoy the property of asymptotic consistency
and normality when n → ∞. According to this paper, assuming the regularity conditions
held, and the cumulative baseline hazard Hu0(t) is continuously differentiable up to order γ,
γ ≥ 2, then for estimators βˆn and ξˆn, we have
√
n{(βˆ′n, ξˆ′n)′ − (β′0, ξ′0)′} →d N{0, I−1(β0, ξ0)}
where I−1(β0, ξ0) is bounded. Namely, for any vection b with ‖b‖ ≤ 1, there exists
v∗ ∈ V¯ such that ‖v∗‖ = b′I−1(β0, ξ0)b. V¯ is the closed linear span of parameter space.
Moreover, the degree of Bernstein polynomial m will determine the rate of convergence as
d
[
(βˆ′n, ξˆ
′
n), (β
′
0, ξ
′
0)
]
= Op(n
−min{(1−ν)/2,νr/2}), where ν ∈ (0, 1) such that m = o(nν). The
regularity conditions are detailed in the appendix of Zhou et al. (2017). The parameter
estimators could be further evaluated by statistical inference after getting the standard er-
ror from the Hessian matrix. In this study, we will implement the maximization of above
likelihood function using maxLik package of R software.
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5.4 Identifiability problem
It should be noted that the identifiability problem is present for the intercept term β0 after in-
troducing the Bernstein polynomials for the baseline hazard function. The Profile Likelihood
(PL) approach described by Raue et al. (2014) can be used to detect the non-identifiable pa-
rameters. The idea of this approach is that changing the value of non-identifiable parameter
doesn’t have an impact on the maximized likelihood function or likelihood profile. This pro-
file could be obtained for each parameter, say θj individually by repeating the maximization
for a series of different value of the parameter θj, namely,
PL(θi) = max
j 6=i
[L(θj)]
As an example, Figure 5.1 shows likelihood profiles of marginal mean hazard parameters
and uncure fraction parameters. A flat profile demonstrates a structurally non-identifiable
parameter. It shows that only intercept term β0 is structurally not identifiable. (Witten and
Tibshirani, 2010)
In our model, however, intercept term β0, is not our object of interest. Thus, this issue
would not impact the application of our model.
5.5 Simulation
We conduct simulations to validate if the suggested method could estimate the true covariate
effects on the marginal mean. Here we consider two types of data generating mechanisms: (1)
Data are generated from the marginal mean hazard rate model; and (2) Data are generated
from the standard conditional cure rate model.
5.5.1 Data generated from the marginal model
In the first simulation, the survival time ti(i = 1, 2, ..., n) is generated from the marginal cure
rate model with the true E[hM(ti)] = exp{−1.5− 1.25Xi1 − 0.75Xi2}, where Xi1 ∼ N(0, 1)
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Figure 5.1: Likelihood profiles for the marginal mean and uncured fraction parameters in
the estimation, where n = 400 and λc = 0.001
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and Xi2 ∼ U(0, 1). To generate survival time for the uncured group, we need to derive the
hazard function as well as density of it by taking use of marginal mean hazard E[hM(ti)]. We
assume a true Weibull baseline hazard function for the uncured group while using Bernstein
polynomials to fit this baseline hazard. Then the conditional hazard function or uncured
hazard function for data generation is
hu(ti) = αt
α−1
i
[ eβ′xi
αpiiΓ(2− 1α)
]α
= 0.8× t−0.2i
[exp{−1.5− 1.25X1i − 0.75X2i}
0.8× pii × Γ(3/4)
]0.8
,
where logit(pii) = 1.5−0.5X1i−0.75X2i. Based on the above setting, the data generating pro-
cedure is the same as the one we described in Section 4.3.1. The censoring time are generated
from an exponential distribution with rate λc taking values on 0.1, 0.01, 0.001, representing
mild, intermediate and heavy censoring. According to Appendix A.3, the true censoring
rate for the uncured population is 29.80%, 7.62% and 4.01% respectively. Simulations are
repeated 1000 times for sample sizes from 200 to 800.
The estimation result of mild censoring using both true model and Bernstein polynomial
methods are presented in Table 5.1. We observe that in the setting of mild censoring,
Bernstein methods are as good as the true Weibull assumption when sample size is more
than 200. We also see that the standard error and bias of the marginal parameters β1 and β2
decreases as the sample size increases. This empirical result indicates our semi-parametric
should have asymptotic consistency property and is robust with respect to the function of
uncured baseline hazard.
The results of intermediate censoring are presented in Table 5.2. We observe that in the
setting of intermediate censoring, estimation results using Bernstein methods are improved
and as good as true Weibull assumption method when sample size reaches 600. We also
see that the standard error and bias of the marginal parameters β1 and β2 decreases as the
sample size increases.
However, the results of heavy censoring, presented in Table 5.3, indicates that the esti-
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mation of marginal parameters deviates from the true values when censoring rate is high,
especially when the sample size is 200 or 400. The estimation is improved when sample size
reached 800. Thus, reseacher should demand a large sample size in real practice when heavy
censoring is present in the data.
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Table 5.1: Comparison of Bernstein baseline hazard and Weibull baseline hazard for
marginalized mean hazard rate model with 1000 simulations and mild censoring rate
(λc = 0.001)
Weibull baseline hazard Bernstein baseline hazard
True Esti. SE CP Esti. SE CP
n = 200
β∗0 −1.5 −1.491 0.276 0.951 10.277 0.636 0.000
β∗1 −1.25 −1.253 0.151 0.937 −1.252 0.082 0.970
β∗2 −0.75 −0.735 0.466 0.944 −0.735 0.288 0.965
ξ∗0 1.5 1.572 0.627 0.951 1.515 0.255 0.960
ξ∗1 −0.5 −0.515 0.309 0.950 −0.514 0.133 0.935
ξ∗2 −0.75 −0.821 0.933 0.952 −0.777 0.399 0.945
n = 400
β∗0 −1.5 −1.490 0.194 0.960 10.262 0.592 0.000
β∗1 −1.25 −1.251 0.105 0.946 −1.247 0.082 0.949
β∗2 −0.75 −0.749 0.326 0.948 −0.742 0.274 0.954
ξ∗0 1.5 1.532 0.421 0.962 1.517 0.247 0.962
ξ∗1 −0.5 −0.509 0.210 0.952 −0.518 0.119 0.941
ξ∗2 −0.75 −0.777 0.627 0.966 −0.742 0.387 0.956
n = 600
β∗0 −1.5 −1.492 0.157 0.947 9.912 0.363 0.000
β∗1 −1.25 −1.249 0.085 0.941 −1.246 0.069 0.950
β∗2 −0.75 −0.747 0.264 0.962 −0.761 0.229 0.950
ξ∗0 1.5 1.547 0.341 0.962 1.515 0.180 0.940
ξ∗1 −0.5 −0.508 0.170 0.934 −0.508 0.103 0.960
ξ∗2 −0.75 −0.795 0.508 0.958 −0.753 0.299 0.955
n = 800
β∗0 −1.5 −1.493 0.112 0.953 9.792 0.157 0.000
β∗1 −1.25 −1.253 0.058 0.945 −1.246 0.060 0.946
β∗2 −0.75 −0.761 0.194 0.951 −0.754 0.210 0.952
ξ∗0 1.5 1.497 0.177 0.942 1.513 0.142 0.942
ξ∗1 −0.5 −0.503 0.088 0.934 −0.507 0.090 0.944
ξ∗2 −0.75 −0.741 0.292 0.942 −0.748 0.212 0.948
CP: Coverage Probability
SE: Standard Error
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Table 5.2: Comparison of Bernstein baseline hazard and Weibull baseline hazard for
marginalized mean hazard rate model with 1000 simulations and intermediate censoring
rate (λc = 0.01)
Weibull baseline hazard Bernstein baseline hazard
Para. True Esti. SE CP Esti. SE CP
n = 200
β∗0 −1.5 −1.473 0.234 0.944 9.854 0.282 0.000
β∗1 −1.25 −1.252 0.125 0.943 −1.233 0.126 0.955
β∗2 −0.75 −0.776 0.409 0.943 −0.764 0.429 0.950
ξ∗0 1.5 1.521 0.393 0.962 1.515 0.255 0.960
ξ∗1 −0.5 −0.509 0.211 0.957 −0.585 0.939 0.995
ξ∗2 −0.75 −0.741 0.658 0.957 −0.685 0.419 0.940
n = 400
β∗0 −1.5 −1.492 0.164 0.947 10.177 0.614 0.000
β∗1 −1.25 −1.250 0.088 0.951 −1.231 0.080 0.955
β∗2 −0.75 −0.754 0.287 0.932 −0.730 0.281 0.945
ξ∗0 1.5 1.509 0.275 0.946 1.460 0.259 0.950
ξ∗1 −0.5 −0.506 0.147 0.954 −0.522 0.163 0.935
ξ∗2 −0.75 −0.739 0.459 0.948 −0.738 0.421 0.945
n = 600
β∗0 −1.5 −1.491 0.134 0.952 10.013 0.181 0.000
β∗1 −1.25 −1.249 0.072 0.943 −1.235 0.068 0.935
β∗2 −0.75 −0.764 0.264 0.949 −0.758 0.224 0.94
ξ∗0 1.5 1.511 0.223 0.964 1.509 0.233 0.945
ξ∗1 −0.5 −0.511 0.119 0.955 −0.518 0.123 0.960
ξ∗2 −0.75 −0.770 0.371 0.955 −0.772 0.399 0.950
n = 800
β∗0 −1.5 −1.504 0.116 0.961 9.870 0.125 0.000
β∗1 −1.25 −1.247 0.062 0.942 −1.239 0.062 0.945
β∗2 −0.75 −0.738 0.202 0.949 −0.744 0.215 0.955
ξ∗0 1.5 1.503 0.193 0.941 1.492 0.198 0.950
ξ∗1 −0.5 −0.502 0.103 0.951 −0.526 0.103 0.935
ξ∗2 −0.75 −0.727 0.322 0.954 −0.745 0.338 0.945
CP: Coverage Probability
SE: Standard Error
42
Table 5.3: Comparison of Bernstein baseline hazard and Weibull baseline hazard for
marginalized mean hazard rate model with 1000 simulations and heavy censoring rate
(λc = 0.1)
Weibull baseline hazard Bernstein baseline hazard
True Esti. SE CP Esti. SE CP
n = 200
β∗0 −1.5 −1.463 0.293 0.938 6.166 0.603 0.000
β∗1 −1.25 −1.241 0.169 0.933 −1.145 0.161 0.895
β∗2 −0.75 −0.752 0.516 0.941 −0.670 0.510 0.945
ξ∗0 1.5 1.632 0.804 0.944 3.865 22.255 0.990
ξ∗1 −0.5 −0.489 0.443 0.930 −2.157 13.230 0.985
ξ∗2 −0.75 −0.695 1.317 0.965 2.109 42.568 0.990
n = 400
β∗0 −1.5 −1.480 0.207 0.935 7.192 1.315 0.000
β∗1 −1.25 −1.250 0.121 0.942 −1.157 0.100 0.840
β∗2 −0.75 −0.760 0.364 0.946 −0.683 0.335 0.950
ξ∗0 1.5 1.591 0.538 0.946 1.357 0.424 0.945
ξ∗1 −0.5 −0.483 0.308 0.952 −0.645 0.284 0.915
ξ∗2 −0.75 −0.753 0.850 0.954 −0.769 0.759 0.965
n = 600
β∗0 −1.5 −1.489 0.169 0.950 7.157 0.868 0.000
β∗1 −1.25 −1.246 0.098 0.948 −1.185 0.092 0.880
β∗2 −0.75 −0.749 0.297 0.952 −0.696 0.323 0.950
ξ∗0 1.5 1.567 0.417 0.955 1.334 0.372 0.945
ξ∗1 −0.5 −0.492 0.245 0.939 −0.640 0.221 0.895
ξ∗2 −0.75 −0.777 0.665 0.956 −0.797 0.593 0.960
n = 800
β∗0 −1.5 −1.481 0.145 0.938 6.990 0.735 0.000
β∗1 −1.25 −1.247 0.085 0.948 −1.212 0.070 0.915
β∗2 −0.75 −0.767 0.256 0.948 −0.698 0.248 0.940
ξ∗0 1.5 1.543 0.349 0.963 1.297 0.271 0.880
ξ∗1 −0.5 −0.502 0.207 0.942 −0.601 0.182 0.925
ξ∗2 −0.75 −0.790 0.558 0.960 −0.681 0.472 0.940
CP: Coverage Probability
SE: Standard Error
43
5.5.2 Data generated from the conditional model
We conducted simulations to evaluate the performance of nonparametric marginal mean
hazard rate method with the Average Predicted Value (APV) approach proposed by Albert
et al. (2014). The survival time ti is generated from the conditional cure rate model with
hu(ti) = hu0(ti) exp
{
η′xi
}
= 0.75× 0.1× t−0.25i × exp{−4 +Xi1 − 2Xi2}
where X1 is a binary exposure covariate taking the value of 1 if subject is exposed, and 0
otherwise. We assume Xi1 to be a balanced categorical variable with P (Xi1 = 1) = 0.5. For
Xi2, we consider using a standard normal distribution or a uniform distribution. The uncure
fraction is assumed to be logit(pii) = 1 + 2Xi1 + 1.5Xi2. Censoring time is generated from an
exponential distribution with λc = 0.0002.
The simulations are replicated 1000 times for sample sizes from 200 to 800. We implement
the simulations by using the Quasi-Newton nonlinear optimization embedded in SAS 9.4
NLMIXED procedure (SAS Institue, Cary, NC, USA).
The simulation results presented in Table 5.4 indicate that both nonparametric Bernstein
method and parametric Weibull method perform well in estimating the overall exposure effect
on marginal mean hazard. As sample sizes increases, the estimated mean ratio is closer to
the true mean ratio and the corresponding standard errors decreases.
5.6 Application
In this section, we apply the proposed Bernstein marginal mean hazard rate model suggested
above to the liver cancer data discussed in Section 4.4. The liver cancer data are collected
from the Surveillance, Epidemiology, and End Results (SEER) Program in Connecticut. Our
dataset contains a total of 2362 patients aged from 10 to 96 who were diagnosed with liver
cancer between 1975 and 2016. The event in this study is the death of liver cancer. Our
primary objective in this study is to evaluate the covariate effects such as age or surgery
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Table 5.4: Simulation results for mean ratio (exposed vs nonexposed) when data generated
from the conditional model with two covariates and λc = 0.0002
X2 ∼ U(0, 1) X2 ∼ N(0, 1)
Weibull Bernstein Weibull Bernstein
n Esti. SE Esti. SE Esti. SE Esti. SE
200 4.884 0.635 4.898 0.521 4.695 0.473 4.678 0.512
400 4.730 0.590 4.890 0.482 4.740 0.460 4.671 0.487
600 4.778 0.524 4.873 0.465 4.741 0.449 4.762 0.463
800 4.850 0.442 4.856 0.421 4.772 0.421 4.802 0.438
True θR 4.845 4.781
treatment on the overall mean hazard of liver cancer patients, that is, the overall risk of
death. By comparing the parametric and nonparametric methods, we should expect similar
parameter estimations.
As shown in Section 4.4, the follow-up time for the liver cancer study is long enough
to observe the cured patients. As long-term survivors are justified, we apply the proposed
methods to the data with covariates of patient’s age at diagnosis (Age), surgery or not (SUR)
and number of lymph nodes (NLN). The marginal mean hazard rate and uncured fraction
are related to covariates as follows,
E[hM(ti)] = exp
{
β0 + β1AGEi + β2SURi + β3NLNi
}
and
logit(pii) = ξ0 + ξ1AGEi + ξ2SURi + ξ3NLNi
The estimates and the standard errors of parameters of interest are presented in Table 5.5.
As seen, covariates Age and Number of lymph nodes have positive effects on the overall
mean hazard rate (βˆ1 = 0.108, p-value 0.002; βˆ3 = 0.247, p-value < 0.001), which indicates
that the patients diagnosed at older age with higher number of lymph nodes might expose
to a higher risk of death. Surgery, however, is negatively associated with the marginal mean
hazard rate (βˆ2 = −0.937, p-value < 0.001), meaning that the liver cancer patients who
received the surgery would expect to have a lower risk of death. The comparison results that
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Table 5.5: The parameter estimations for the liver cancer patients using the marginalized
mean hazard rate model with Weibull baseline hazard and Bernstein baseline assumption
Weibull baseline hazard Bernstein baseline hazard
Covariate Para. Esti. SE p-value Esti. SE p-value
Mean hazard Age β1 0.117 0.035 < 0.001 0.108 0.036 0.002
Surgery β2 −0.948 0.135 < 0.001 −0.937 0.208 < 0.001
Lymph Nodes β3 0.249 0.029 < 0.001 0.247 0.032 < 0.001
Uncure fraction Age ξ1 0.201 0.052 < 0.001 0.153 0.048 0.002
Surgery ξ2 −1.306 0.373 < 0.001 −1.303 0.324 < 0.001
Lymph Nodes ξ3 0.395 0.058 < 0.001 0.390 0.079 < 0.001
two methods give similar estimations of marginal parameters are as we expected, indicating
the above interpretation of covariates effects on the overall population is reliable.
5.7 Discussion
In the above sections, we employ the Bernstein polynomials to relax the parametric base-
line hazard assumption for the marginal mean hazard rate model. Compared with other
nonparametric techniques such as M or I splines, Bernstein polynomials enjoy the advan-
tage of preserving shape and supporting fast implementation. As the equation of Bernstein
polynomials is similar to the kernel of Beta distribution, we could conveniently calculate the
E[hu0(x)], existing in the marginal likelihood function, by Beta approximation. However,
using splines such as M and I splines (Ramsay et al., 1988) will make the computation of
E[hu0(t)] challenging. Thus it is hard to estimate the likelihood function of the marginal
mean hazard rate model, and those splines are not used.
In addition, there is no need to decide the spline knots for Bernstein polynomials. The
simulation results indicate that estimated parameters are consistent. Furthermore, the Bern-
stein estimation is as efficient as the Weibull estimation even though the true data are gener-
ated from the Weibull baseline hazard function. Compared with the previous estimates, the
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application results indicate that the proposed semi-parametric marginal model works well in
the real practice.
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Chapter 6
Marginal mean hazard rate model
with high-dimensional data
6.1 Motivation
This extension of our marginal mean hazard rate model to high-dimensional data is mo-
tivated by TCGA (The Cancer Genome Atlas) breast cancer data. TCGA provides high-
quality genomic information which can be used to identify the abnormalities in DNA that
are associated with the hazardous cells. In our study, we are interested in identifying the
important microarrays in the TCGA microarray data that are significantly related to sur-
vival outcome of the breast cancer patients. However, in this survival dateset we observe
a certain proportion of censoring after a long period of follow-up, indicating the existence
of long-term survivors. Therefore, it is appropriate to use cure rate models to anlyze such
data.
Few studies have addressed variable selection associated with the censored surviving
data, especially in the high-dimensional covariates with small sample size setting. Tibshirani
(1997) firstly imposed a LASSO penalty on the partial likelihood function for Cox propor-
tional hazard rate model in the low-dimensional setting. Later he developed a quadratic
programming technique that could overcome the diffculty of computation for optimizing the
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above penalized likelihood function in high-dimensional setting (Tibshirani, 2009). Similar
studies include Gui and Li (2005), using both quadratic programming and LARS algorithm
to do estimation for LASSO-type penalized Cox model under the high-dimensional setting.
However, these studies are limited to the homogeneous survival data with only uncured
population. Some other methods involving variable selection for cure rate model are only
investigated for the low-dimensional data (Liu et al., 2012; Masud et al., 2018). An exception
is Fan et al. (2017), proposing a penalization method for variable selection under the stan-
dard cure rate model, where the same covariate structure and coefficients on both survival
rate and cure rate are assumed. While this could promote the structure effects, it is not
an approriate model if covariates have different bilogocial process on affecting the cure rate
and survival rate for the uncured subpopulation. Furthermore, there is no test procedure
available for examining the similarity in the covariate structure.
The goals of our study inlcude: (1) identify the key microarrays that are associated with
overall hazard rate of breast cancer patients in the high-dimensional setting, and (2) propose
a rubost estimation method without the need of correctly specifiying the unknown relation
between cure rate and covariates. To achieve these goals, we extend the proposed marginal
cure rate model to the high-dimensional setting. In this high-dimensional setting, we further
assume a working random distribution for cure fraction. This randomization technique
could help reduce the number of parameters as well as avoid the issue of misspecification
on cure fraction. We propose a penalization method for conducting variable selection for
the marginal cure rate model in the high-dimensional data setting. The penalized marginal
likelihood could be estimated by linear quadrature-cordinate decent method. To the best of
our knowledge, this is the first paper that studying the variable selection for marginalized
model in the high-dimensional setting.
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6.2 Marginal mean hazard rate model with random
cure fraction
As discussed in Chapter 4, we relate marginal mean hazard rate E[hM(ti)] to covariates
directly by a log link function, and assume a Weibull proportional hazard for the uncured
subpopulation. Specifically,
E[hM(ti)] = e
β′xi
hu(ti) = hu0(t)e
µi
hu0(ti) = αλt
α−1
i ,
(6.1)
where µi is not necessarily a linear function of covariates, α and λ are scale and shape
parameters of Weibull distribution, respectively.
It is common to see in the literature that covariates are related to uncure fraction pi
through a logit link function. However, it is very difficult to validate this specification in
practice, and the high-dimensional covariates may cause an issue of model fitting due to
the curse of dimensionality. In this study, covariate effects on the cure fraction are not the
primary of interest. We could assume a random distribution rather than using a logit link
function for the cure fraction. This assumption can avoid the misspecification if the true
link function is unknown for us.
Based on Equation 4.3 and the above assumption, we can further have the conditional
hazard rate as
hu(ti) = αt
α−1
i
[ E[hM(ti)]
αpiiΓ(2− 1α)
]α
= αtα−1i
[ eβ′xi
αpiΓ(2− 1
α
)
]α
, where pi is a random variable,
(6.2)
which can be embedded in the likelihood function of a standard cure rate model. The
associated marginal likelihood is then obtained by intergrating out pi from this likelihood
function.
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With the random assumption of pi, the covariates are no longer related to the uncured
fraction. However, the marginal mean hazard rate model is still needed when the research
goal is interpreting the covariate effect on the marginal response. While the standard cure
rate model with the random pi is good to interpret the covariate effects on hu(ti), it is hard
to obtain the interpretation of covariate effects on the marginal outcome. For example,
hM(ti|wi) = Epi
[
pifu(ti)
1− pi + piSu(ti)
]
=
∫ 1
0
pihu(ti)Su(ti)
1− pi + piSu(ti)f(pi)dpi
=
∫ 1
0
pihu0(ti) exp{η′wi}
[
Su0(ti)
]− exp{η′wi}
1− pi + pi[Su0(ti)]− exp{η′wi} f(pi)dpi
Clearly, the effect of covariates wi on hM(ti) is changing over different values of wi and ti,
which makes the interpretation difficult from the marginal perspective. Thus, the marginal
mean hazard rate model, relating the marginal response directly to the covariates, is still
needed.
6.3 Penalized likelihood function
6.3.1 Marginal likelihood function
Suppose we have independently observed data (ti, δi,xi), where ti is the observed event time,
δi is the censoring indicator with a value 1 if ti is not censored and 0 otherwise. xi is the
covariate vector related to the marginal hazard rate. Then, marginal likelihood L(α, θ,β)
by intergrating out pi when δi = 1 is
L(β, α, θ|ti, δi = 1) =
∏
δi=1
Epi[L(β, α, θ|ti, pi)]
=
∏
δi=1
α
[ eβ′xi
αΓ(2− 1
α
)
]α
tα−1i Epi
[
pi−α+1 exp
{
− tαi
[ eβ′xi
αΓ(2− 1
α
)
]α
pi−α
}]
51
Let bi = t
α
i
[
eβ
′xi
αΓ(2− 1
α
)
]α
, and u = pi−α with range [1,+∞) as pi ∈ [0, 1]. then
L(β, α, θ|ti, δi = 1) =
∏
δi=1
αbi
ti
Euu
1− 1
α exp{−biu} (6.3)
We assume u or pi−α follows a two-parameter exponential distribution with the scale
parameter θ and the location parameter of 1, i.e, this pdf is f(u) = θ exp{−θ(u − 1)}. By
assuming a random pi, we could reduce about half the amount of parameters in the high-
dimensional setting and avoid the misspecification if the true link function is unknown. We
should choose a random distribution that could represent the uncertainty of uncure fraction.
There are some advantages by using the two-parameter exponential distribution. First, the
support is matched with pi−α. Second, the exponential form of this distribution will be
beneficial to calculate the likelihood function, which could be seen in the Equations 6.3 and
6.4. Finally, this random assumption could account for the uncertainty of cure fraction over
different individuals. Then the integration in the above marginal likelihood function can be
done as
Euu
1− 1
α exp{−biu} =
∫ ∞
1
u1−
1
α exp{−biu}θ exp{−θ(u− 1)}du
=
θe−bi
θ + bi
∫ ∞
1
u1−
1
α (θ + bi) exp{−(θ + bi)(u− 1)}du
=
θe−bi
θ + bi
M(1− 1
α
),
(6.4)
where M(1− 1
α
) is the (1− 1
α
)th moment of exponential distribution with the scale parameter
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θ+ bi and the location parameter of 1. The marginal log-likelihood function for δi = 1is then
`(β, α, θ|t, δi = 1) =
∑
δi=1
αθbie
−bi
(θ + bi)ti
M(1− 1
α
)
=
∑
δi=1
log(α) + log(θ) + α
[
β′xi − log(α)− log Γ
(
2− 1
α
)]
− tαi
[ eβ′xi
αΓ(2− 1
α
)
]α
− log
{
θ + tαi
[ eβ′xi
αΓ(2− 1
α
)
]α}
− log(ti) + log
{
M
(
1− 1
α
)}
(6.5)
Likewise, for δi = 0, the marginal likelihood function is
L(β, α, θ|ti, δi = 0) =
∏
δi=0
Epi[L(β, α, θ|ti, pi)]
=
∏
δi=0
{
E[1− pi] + E
[
pi exp
{
− tα
[ eβ′xi
αΓ(2− 1
α
)
]α
pi−α
}]}
Assuming bi = t
α
i [
eβ
′xi
αΓ(2− 1
α
)
]α, and u = pi−α with range [1,+∞) as pi ∈ [0, 1], then
L(β, α, θ|ti, δi = 0) =
∏
δi=0
{
E[1− pi] + θe
−bi
θ + bi
M(α)
}
,
where M(α) is the αth moment of exponential distribution with the scale parameter (θ+ bi)
and the location parameter of 1. And
E[pi] = E[u−
1
α ]
=
∫ ∞
1
u−
1
α θe−θ(u−1)du
= θeθ
∫ ∞
1
u−
1
α e−θudu let ν = θu,
= θ
1
α eθ
∫ ∞
θ
ν−
1
α e−νdν
= θ
1
α eθΓ(1− 1
α
, θ),
where Γ(1− 1
α
, θ) is the incomplete upper Gamma fuction. Then marginal log-likelihood for
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censored individuals is
`(β, α, θ|ti, δi = 0) =
∑
δi=0
Epi
[
`(β, α, θ|ti, pi)]
=
∑
δi=0
{
log
(
1− θ 1α eθΓ(1− 1
α
, θ) +
θe−bi
θ + bi
M(α)
)} (6.6)
Finally, the marginal log-likehood function for all subjects is then given as (i.e. Equation
6.5 and 6.6),
`(β, α, θ|ti) =
∑
δi=1
{
log(α) + log(θ) + α
[
β′xi − log(α)− log Γ
(
2− 1
α
)]
− tαi
[ eβ′xi
αΓ(2− 1
α
)
]α
− log
{
θ + tαi
[ eβ′xi
αΓ(2− 1
α
)
]α}
− log(ti) + log
{
M
(
1− 1
α
)}}
+
∑
δi=0
{
log
(
1− θ 1α eθΓ(1− 1
α
, θ) +
θe−bi
θ + bi
M(α)
)}
6.3.2 Penalization and estimating algorithm
By adopting the LASSO approach, we impose a `1 penalty on the marginal log-likelihood
function given α and θ in order to induce sparsity to high-dimensional covariates for variable
selection (Tibshirani, 1997), that is,
βˆ = argmin
β
{
− `(β, α, θ)
}
subject to
p∑
j=1
|βj| ≤ s
where p is the number of covariates and α is the shape parameter of Weibull baseline, and
θ is the parameter characterizing the random variable pi. User-specified parameter s can be
determined by cross-validation method.
We employ the techniques of quadratic approximation (Tibshirani, 1997) and cyclical
coordinate descent algorithm (Friedman et al., 2010) to estimate β. Quadratic techinique
can approximate the complicated marginal log-likelihood function by using a quadratic form
derived from the second-order Taylor expansion of that function. Since this quadrature
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approximation has the same form as the squared error of general linear model, we could
easily obtain the optimizer by employing existing R package such as lars or glmnet. The later
package uses the cyclical coordinate descent algorithm which is highly efficient to compute
the solution path for the LASSO or ridge regression. In this study, we use the glmnet package
to do the parameter estimation after giving the form of the quadratic approximation under
our framework.
To give specific details on this estimation, we briefly describe the procedure below. The
quadratic method to approximate the likelihood function is formulated as follows: Suppose
X is the design matrix of covariates and ζ = Xβ, define µ = ∂`/∂ζ, A = −∂2`/∂ζ∂ζT and
z = ζ + A−µ, then the quadrature approximation for the above `(β) after updating α and
θ by Taylor expansion has the form
`(β|α, θ) ≈ (z −Xβ)TA(z −Xβ) (6.7)
Even though A− is not unique, Gui and Li (2005) pointed out that Equation 6.7 is
invariant to the choice of A− that satisfies AA−A = A as long as rank(A) = n − 1. Set
Q = A1/2, z˜ = Qz, X˜ = QX, then above equation could be denoted as
`(β|α, θ) ≈ (z˜ − X˜β)T (z˜ − X˜β)
Then the modified iterative procedure of Tibshirani (1997) given below are used to obtain
βˆ:
(1) Initialize βˆ = β(0), such as β(0) = 0.
(2) Estimate the nuissance parameter θ and α.
(3) Compute η, µ, A, z, Q, z˜, X˜ based on current value of θ, α and β.
(4) Update βˆ by minimizing (z˜ − X˜β)T (z˜ − X˜β) subject to ∑pj=1 |βj| ≤ s based on the
cyclical coordinate descent algorithm.
(5) Repeat (2),(3),(4) until convergency of θˆ, αˆ and βˆ.
The above estimation algorithm for marginal mean hazard rate lasso model could also
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be extended to the elastic net or ridge by modifying the step (4). We could update βˆ by
minimizing (z˜−X˜β)T (z˜−X˜β) subject to∑pj=1 β2j ≤ s for ridge and subject to∑pj=1 λ|βj|+∑p
j=1(1− λ)β2j ≤ s for elastic net. R package glmnet could be used directly for the update.
6.4 Numerical study
6.4.1 Simulation
In this simulation, the survival time ti(i = 1, 2, ..., n) is generated from the marginal cure
rate model with the true E[hM(t)] = exp{β′xi}, where total number of covariates in xi is p
set as 100 or 300, and these covariates are generated from a multivariate normal distribution
with mean zero and correlation ρ and variance of 1. We do consider some correlation between
covariates, X is multivariate normal with Cov(Xj, Xk) = ρ
|j−k| , where ρ = 0, 0.2, 0.5, 0.7.
We are assuming 6 covariates are related to the outcome (i.e., positive) and the rest are
unrelated (i.e., negative). Without loss of generality, the first 5 covariates are true positives
and their corresponding parameters are (1,−1.5, 2, 1.75,−1.25), and the intercept parameter
is −1. For the rest of covariates, the parameters are set to zero. We consider parameter
α∗ = 0.9 or α∗ = 1.1 for the Weibull baseline hazard. We also assume pi−α
∗ ∼ Exp(θ∗, 1),
where θ∗ = 6 in order to achieve a non-negligible cure fraction in the data. The censoring
time for each individual is generated from the exponential distribution with rate λc: (1)
Heavy censoring with λc = 0.02; (2) Intermediate censoring with λc = 0.002; (3) Mild
censoring with λc = 0.0002.
Simulations are replicated 500 times for sample size n = 200. Simulation results from
Table 6.1 and 6.2 show increasing biases as the correlation between covairates are greater.
But the false positive rate and false negative rate are relatively low.
Figure 6.1 and 6.2 illustrate the selection rate of each covariate in the simulated data
under the low censoring and the high censoring setting, respectively. As shown, the rates
of selecting correct covariate are roughly between 0.9 and 1 when the correlation is small to
moderate (i.e., ρ = 0, ρ = 0.2, ρ = 0.5, see Figure 6.1(a),(b),(c), for example). But when
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Table 6.1: Simulation results when α∗ = 1.1 and θ∗ = 6
n = 200, p = 100 n = 200, p = 300
Corr. Model Model
ρ Error FPR FNR Error FPR FNR
Mild Censoring(λc = 0.0002)
0 0.541 0.037 0.000 0.667 0.012 0.000
0.2 0.569 0.039 0.000 0.735 0.015 0.000
0.5 0.713 0.056 0.000 0.981 0.022 0.000
0.7 0.885 0.080 0.000 1.446 0.034 0.025
Moderate Censoring(λc = 0.002)
0 0.608 0.041 0.000 0.779 0.015 0.000
0.2 0.737 0.061 0.000 1.064 0.024 0.003
0.5 0.737 0.039 0.000 1.064 0.013 0.000
0.7 0.923 0.083 0.000 1.547 0.033 0.044
Heavy Censoring(λc = 0.02)
0 0.757 0.049 0.000 0.967 0.020 0.005
0.2 0.801 0.057 0.000 1.040 0.022 0.003
0.5 0.948 0.073 0.000 1.349 0.032 0.013
0.7 1.133 0.090 0.002 1.889 0.036 0.096
Model Error: [(βˆ − β∗)T ∗ (βˆ − β∗)]0.5,β∗ = (β0, β1, β2, ..., βp)T
True β∗: β∗ = (−1, 1,−1.5, 2, 1.75,−1.25, 0, 0, ..., 0)T
FPR: False positive rate = (# of false positive covariates)/(total # of covariates)
FNR: False negative rate = (# of false negative covariates)/(total # of covariates)
Corr.: Correlation
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Table 6.2: Simulation results when α∗ = 0.9 and θ∗ = 6
n = 200, p = 100 n = 200, p = 300
Corr. Model Model
ρ Error FPR FNR Error FPR FNR
Mild Censoring(λc = 0.0002)
0 0.641 0.044 0.000 0.811 0.015 0.000
0.2 0.707 0.052 0.000 0.900 0.019 0.000
0.5 0.891 0.075 0.000 1.208 0.028 0.000
0.7 1.093 0.096 0.000 1.900 0.035 0.103
Moderate Censoring(λc = 0.002)
0 0.701 0.052 0.000 0.856 0.016 0.000
0.2 0.750 0.056 0.000 0.953 0.020 0.000
0.5 0.914 0.076 0.000 1.300 0.031 0.003
0.7 1.142 0.099 0.001 1.989 0.033 0.129
Heavy Censoring(λc = 0.02)
0 0.886 0.063 0.000 1.102 0.022 0.003
0.2 0.948 0.067 0.000 1.256 0.029 0.007
0.5 1.096 0.087 0.000 1.702 0.037 0.044
0.7 1.355 0.106 0.005 2.318 0.032 0.238
Model Error: [(βˆ∗ − β)T ∗ (βˆ − β∗)]0.5,β∗ = (β0, β1, β2, ..., βp)T
True β∗: β∗ = (−1, 1,−1.5, 2, 1.75,−1.25, 0, 0, ..., 0)T
FPR: False positive rate = (# of false positive covariates)/(total # of covariates)
FNR: False negative rate = (# of false negative covariates)/(total # of covariates)
Corr.: Correlation
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correlation is high (i.e., ρ = 0.7), the rates of correct selection are between about 0.75 and
1. Furthermore, it is interesting to note that true positives x3 and x4 have higher chances
of being correctly selected in this multicollinearity setting. There are two reasons: (1)The
negative effects (β2 = −1.5) will be diminished by the neighboring positive effects (β1 = 1
and β3 = 2) as high correlation exists between the neighboring covariates. Thus the chance
to be selected will be decreased, which is also true for β5. (2)As each covariate is generated
with the same variance, then the magnitude of the coefficient will represent the variable
importance. Larger coefficients tend to have higher chances to be selected under the same
penalization. However, this is not necessarily true under the multicollinearity setting as the
magnitude of coefficient might be diminished by highly correlated variables.
In our study, as a random variable is adopted to represent the uncure fraction, we con-
jecture that this representation will bring robustness for the model estimation against any
link function for the uncure fraction. As an empirical evidence, we generate data by different
true link functions for the uncure fraction and the simulation results given in Table 6.3 show
that false positive rates and false negative rates are small regardless of the form the uncure
fraction.
6.4.2 Application to TCGA breast cancer data
The TCGA breast cancer dataset contain 607 patients with about 40, 000 microarray expres-
sions (i.e., covariates). Figure 6.3 is the survival curve for the breast cancer patient data.
As seen from the graph, survival curve levels off around the rate about 0.6 after about 120
months follow-up. This phenomenon suggests the existence of long-term survivors in the
data, meaning that a marginal cure rate model is appropriate to use.
We preselect 8,000 microarrays by Cox’s score (Witten and Tibshirani, 2010) for the
purpose of analysis. The average correlation for all pairs of those 8000 microarrays is 0.05
with maximum correlation is 0.99 and minimum is−0.97. The histogram of these correlations
is given in Figure 6.4. We can observe that about 75% of these correlations are falling in
[−0.06, 0.19].
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Figure 6.1: The rate of each covariate selected by the model for 500 replicates with α∗ =
1.1, θ∗ = 6 and λc = 0.0002, where only the first 5 covariates are used for data generation
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Figure 6.2: The rate of each covariate selected by the model for 500 replicates with α∗ =
1.1, θ∗ = 6 and λc = 0.02, where only the first 5 covariates are used for data generation
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Figure 6.3: Survival curve for the breast cancer patients for TCGA data
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Table 6.3: Robustness of the proposed method with various pi∗i , α
∗ = 1.1,n = 200,p = 300
and ρ = 0
Working uncure fraction
pi−1.1 ∼ Exp(θ, 1) pii = constant
Model Model
True link function Error FPR FNR Error FPR FNR
pi∗i = 0.75 1.123 0.026 0.022 1.174 0.028 0.034
pi∗i = 1− exp
{− exp{3.5− 2x1 − 1.5x2}} 0.976 0.021 0.002 1.006 0.022 0.008
pi∗i = exp
{− exp{−4 + 2x1 + 1.5x2}} 1.094 0.026 0.009 1.152 0.028 0.020
pi∗i = Φ(3.5− 2x1 − 1.5x2) 1.096 0.024 0.009 1.096 0.026 0.016
logit(pii) = 3.5− 2x1 − 1.5x2 1.174 0.028 0.023 1.182 0.030 0.040
pi−1.1 ∼ Exp(θ∗, 1) 0.964 0.020 0.005 0.979 0.020 0.006
Model Error: [(βˆ − β∗)T ∗ (βˆ − β∗)]0.5,β∗ = (β0, β1, β2, ..., βp)T
True β: β∗ = (−1, 1,−1.5, 2, 1.75,−1.25, 0, 0, ..., 0)T
FPR: False positive rate = (# of false positive covariates)/(total # of covariates)
FNR: False negative rate = (# of false negative covariates)/(total # of covariates)
Φ: The CDF of standard normal distribution
Table 6.4: Variable selection results with estimated coefficients
Microarray Parameter
cg02421553 −3.085
cg08150755 −0.035
cg14059988 −0.037
cg27047459 −0.015
cg22191803 −0.010
cg14458509 −0.025
As most of the correlations are small, our proposed model is expected to be reliable. The
real data analysis result is given in Table 6.4. It suggests that there are 6 important microar-
rays related to the overall hazard rate of breast cancer patients with negative coefficients.
Among those 6 microarrays, cg02421553 is the one with the most great effect size, and all
of the 6 are with negative coefficients.
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6.5 Discussion
A few studies in the literature focus on cure rate model with high-dimensional data. This
study is the first one to propose a feasible method to handle and select important covariates
that are related to the marignal mean hazard rate from the high-dimensional data. A
quadrature programming algorithm proposed by Tibshirani (2009), orginally used for high-
dimensional Cox proportional hazard model, is extended to our model.
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Chapter 7
Conclusion
Existing literature has overlooked the explanation of covariate effects on the overall survival
outcome when long-term survivors are present in the data. The classical cure rate models
offer two sets of parameters, which could only make interpretations on the probability of
being cured and on the hazard rate of the uncured subpopulation. Therefore, the way to
interpret the covariate effects under classical cure rate model is pretty restricted. It becomes
very challenging for studies that are attempting to directly interpret the covariate effects on
the marginal survival rate or hazard rate.
Based on the classical cure rate model, we develop a new type of model, marginal cure
rate models with novel parameterizations that can relate covariates directly to the marginal
mean survival rate or marginal mean hazard rate. The proposed models yield a nice solution
to interpret the covariate effects on the marginal survival outcomes. Our models based on
these novel parameterizations together with the Weibull assumption of baseline hazard can
be easily fitted by using routine statistical software such as SAS NLMIXED procedure with
a minimum programming effort.
To relax the restriction of Weibull baseline hazard assumption for the uncured sub-
population, we extend the model and propose a semi-parametric technique using Berstein
polynomials. This spline method enjoys the benefits of fast implementation as well as no
need to decide the spline knots. After comparing with the results of Weibull method, we
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find that the proposed semi-parametric method performs well in the simulation study and
the liver cancer application. For the future study, we need to strengthen the theoretic prop-
erties of sieve likelihood method, such as convergence rate. Moreover, intercept term of the
marginal mean hazard parameters is not identifiable in this semi-parametric model. Even
though intercept term is usually not the of interest to interpret, it is also deserved to be
further studied.
Lastly, motivated by the microarray data of breast cancer patients from The Cancer
Genome Atlas (TCGA), we further extend the marginal mean hazard rate model to high-
dimensional data in the sense of a massive number of covariates (i.e. genes). It is worth to
note that current work is focused on the lasso penalty for variable selection. This penalty
is not appealing when covariates are related or having groupwise structure. Future work
could extend the current marginal mean hazard model to the elastic net or other penalties
for much more flexibility.
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Appendix A
SAS Code
A.1 Marginal mean survival rate model
%let N = 200;
%let MCsamp = 1000;
%let r0=-1.5;
%let r1=1;
%let r2=4;
%let b1=-0.5;
%let b2=-2;
%let alpha=1.1;
%let lambda=0.01;
data simulation (drop=i censor1 censor2);
do sampleID = 1 to &MCsamp;
do i= 1 to &N;
ss=rand(‘uniform’);
x1=rand(‘normal’);
x2=rand(‘unif’);
p=exp(&r0+&r1*x1+&r2*x2)/(0.5+exp(&r0+&r1*x1+&r2*x2));
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conmean=exp(&b1*x1+&b2*x2);
tt=(-(log(1-ss))/(&lambda*conmean))**(1/&alpha);
g=rand(‘binom’,p,1);
censor1 = rand(‘EXPONENTIAL’);
censor2 = censor1/0.001;
censor = min(800,censor2);
curet=100000;
if g=1 then truet=tt; else truet=curet;
if truet le censor then d=1; else d=0;
if d=1 then obt=truet; else obt=censor;
output;
end;
end;
run;
%macro ODSOff();
ods graphics off;
ods exclude all;
ods results off;
options nonotes;
%mend;
ods graphics on;
ods exclude none;
ods results;
%mend;
%ODSOff
proc nlmixed data=simulation gconv=1e-20 fconv=1e-20;
by SampleID;
parms r0=-1.5 r1=1 r2=4 b1=-0.5 b2=-2 alpha=1.1 lambda=0.01;
bounds alpha>0, lambda>0;
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eta1=r0+r1*x1+r2*x2;
eta2=b1*x1+b2*x2;
p=exp(eta1)/(0.5+exp(eta1));
t=obt;
s0=exp(-lambda*(t**alpha));
if d=1 then
loglik=log(p)+log(lambda)+log(alpha)+log(s0)*exp(eta2)+(alpha-1)*log(t)+eta2;
else loglik=log(1-p+p*(s0**exp(eta2)));
model t general(loglik);
ods output ParameterEstimates=estimate;
run;
%ODSOn
proc sql;
create table want as
select *
from estimate
group by sampleID
having min(abs(estimate)) ge 0;
quit;
data want2;
set want;
if parameter=‘alpha’ then true=&alpha;
if parameter=‘lambda’ then true=&lambda;
if parameter=‘b1’ then true=&b1;
if parameter=‘b2’ then true=&b2;
if parameter=‘r0’ then true=&r0;
if parameter=‘r1’ then true=&r1;
if parameter=‘r2’ then true=&r2;
if true ≤ Lower or true ≥ Upper then inconfi=0; else inconfi=1;
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bias=abs((estimate-true)/true);
run;
proc summary data=want2 print;
var estimate;
run;
PROC MEANS DATA=want2 MEAN STD MAXDEC=5;
CLASS parameter;
VAR estimate StandardError bias inconfi;
run;
A.2 Marginal mean hazard rate model
%let N = 800;
%let MCsamp = 1000;
%let b0=-4;
%let b1=1;
%let b2=-2;
%let r0=1;
%let r1=2;
%let r2=1.5;
%let alpha=0.75;
%let lambda=0.1;
data simulation (drop=i censor1 censor2);
do sampleID = 1 to &MCsamp;
do i= 1 to &N;
ss=rand(‘uniform’);
x1=rand(‘bernoulli’,0.5);
x2=rand(‘normal”);
p=exp(&r0+&r1*x1+&r2*x2)/(1+exp(&r0+&r1*x1+&r2*x2));
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marmeanh=exp(&b0+&b1*x1+&b2*x2);
vv=gamma(2-1/&alpha);
condmean=1/&lambda*(marmeanh/(&alpha*p*gamma(2-1/&alpha)))**(&alpha);
tt=(-(log(1-ss))/(&lambda*condmean))**(1/&alpha);
g=rand(‘binom’,p,1);
censor1 = rand(‘EXPONENTIAL’);
censor2 = censor1/0.0002;
censor = min(1000,censor2);
curet=100000;
if g=1 then truet=tt; else truet=curet;
if truet le censor then d=1; else d=0;
if d=1 then obt=truet; else obt=censor;
output;
end;
end;
run;
%macro ODSOff();
ods graphics off;
ods exclude all;
ods results off;
options nonotes;
%mend;
%macro ODSOn();
ods graphics on;
ods exclude none;
ods results;
%mend;
%ODSOff
proc nlmixed data=simulation gconv=1e-20 fconv=1e-20 tech=QUANEW;
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by SampleID;
parms b0=-5 b1=1 b2=-2 r0=1 r1=1.5 r2=2 alpha=1.1;
bounds alpha>0;
eta1=b0+b1*x1+b2*x2;
eta2=r0+r1*x1+r2*x2;
p=exp(eta2)/(1+exp(eta2));
mm=exp(eta1);
lameu=(mm/(alpha*p*gamma(2-1/alpha)))**(alpha);
t=obt;
su=exp(-lameu*(t**alpha));
if d=1 then loglik=log(p)+log(lameu)+log(alpha)-(t**alpha)*lameu+(alpha-1)*log(t);
else loglik=log(1-p+p*su);
model t general(loglik);
ods output ParameterEstimates=estimate;
run;
%ODSOn
proc sql;
create table want as
select *
from estimate
group by sampleID
having min(abs(estimate)) ge 0;
quit;
data want2;
set want;
if parameter=‘alpha’ then true=&alpha;
if parameter=‘lambda’ then true=&lambda;
if parameter=‘b0’ then true=&b0;
if parameter=‘b1’ then true=&b1;
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if parameter=‘b2’ then true=&b2;
if parameter=‘r0’ then true=&r0;
if parameter=‘r1’ then true=&r1;
if parameter=‘r2’ then true=&r2;
if true ≤ Lower or true ≥ Upper then inconfi=0; else inconfi=1;
mse=(estimate-true)**2;
bias=abs((estimate-true)/true);
run;
PROC MEANS DATA=want2 MEAN STD MAXDEC=5 ;
CLASS parameter;
VAR mse estimate StandardError bias inconfi;
run;
A.3 True censoring rate for simulations
A.3.1 Marginal mean survival rate model
For marginal mean survival rate model, the hazard function for the uncured subpopulation
is assumed to be
hu(ti) = hu0(ti) exp
{
η′xi
}
= 1.1× 0.01× t0.1i × exp{−0.5Xi1 − 2Xi2}
then survival function for uncured subpopulation is
Su(ti) = Su0(ti)
exp{η′xi}
= e−0.01×t
1.1
i ×exp{−0.5Xi1−2Xi2}
The censoring time tc is generated from exponential distribution with f(tc) = λce
−λctc .
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As tc is independent of ti, then f(ti, tc) = fu(ti)f(tc). The true censoring rate CR is
CRi = P (ti ≥ tc|Xi)
=
∫ ∞
0
∫ ∞
tc
f(ti, tc)dtidtc
=
∫ ∞
0
∫ ∞
tc
fu(ti)f(tc)dtidtc
=
∫ ∞
0
f(tc)Su(tc)dtc
=
∫ ∞
0
λce
−λctc−0.01×tc{1.1}×exp{−0.5Xi1−2Xi2}dtc
where λc = 0.002, 0.001 and 0.0002 respectively. There is no closed form for above integra-
tion. We could use numerical method to approximate the integration for each observation
i and then get the true average censoring rate. By calculation, CR = 32.88%, 21.48% and
9.18% for the uncured subpopulation respectively.
A.3.2 Marginal mean hazard rate model
When data is generated from the standard cure rate model, the hazard function for the
uncured subpopulation is assumed to be
hu(ti) = hu0(ti) exp
{
η′xi
}
= 0.75× 0.1× t−0.25i × exp{−4 +Xi1 − 2Xi2}
then survival function for uncured subpopulation is
Su(ti) = Su0(ti)
exp{η′xi}
= e−0.1×t
0.75
i ×exp{−4+Xi1−2Xi2}
We also assume the censoring time tc follows exponential distribution, then f(tc) = λce
−λctc .
As tc is independent of ti, then f(ti, tc) = fu(ti)f(tc). The true censoring rate CR is
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CRi = P (ti ≥ tc|Xi)
=
∫ ∞
0
∫ ∞
tc
f(ti, tc)dtidtc
=
∫ ∞
0
∫ ∞
tc
fu(ti)f(tc)dtidtc
=
∫ ∞
0
f(tc)Su(tc)dtc
=
∫ ∞
0
λce
−λctc−0.1×tc{0.75}×exp{−4+Xi1−2Xi2}dtc
where λc = 0.002, 0.001 and 0.0002 respectively. There is no closed form for above integra-
tion. We could use numerical method to approximate the integration for each observation
i and then get the true average censoring rate. By calculation, CR = 14.69%, 10.18% and
8.16% respectively.
When data is generated from the marginal cure rate model, hazard function for the
uncured subpopulation is
hu(ti) = αt
α−1
i
[ eβ′xi
αpiiΓ(2− 1α)
]α
= 0.75× t−0.25i
[exp{−4 +Xi1 − 2Xi2}
0.75× pii × Γ(2/3)
]0.75
,
then survival function for uncured subpopulation is
Su(ti) = Su0(ti)
exp{η′xi}
= exp
{
− t0.75i ×
[exp{−4 +Xi1 − 2Xi2}
0.75× pii × Γ(2/3)
]0.75}
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then the true censoring rate CRi given covariates Xi is
CRi = P (ti ≥ tc|Xi)
=
∫ ∞
0
∫ ∞
tc
f(ti, tc)dtidtc
=
∫ ∞
0
∫ ∞
tc
fu(ti)f(tc)dtidtc
=
∫ ∞
0
f(tc)Su(tc)dtc
=
∫ ∞
0
λc exp
{
− λctc − t0.75i ×
[exp{−4 +Xi1 − 2Xi2}
0.75× pii × Γ(2/3)
]0.75}
dtc
The above calculation can also be calculated by using numerical method for λc =
0.002, 0.001 and 0.0002. By calculation, CR = 18.06%, 13.01% and 7.67% for the uncured
subpopulation respectively.
A.3.3 Semi-parametric marginal mean hazard rate model
When data is generated from the marginal cure rate model, hazard function for the uncured
subpopulation is
hu(ti) = αt
α−1
i
[ eβ′xi
αpiiΓ(2− 1α)
]α
= 0.8× t−0.2i
[exp{−1.5− 1.25Xi1 − 0.75Xi2}
0.8× pii × Γ(3/4)
]0.8
,
then survival function for uncured subpopulation is
Su(ti) = Su0(ti)
exp{η′xi}
= exp
{
− t0.8i ×
[exp{−1.5− 1.25Xi1 − 0.75Xi2}
0.8× pii × Γ(3/4)
]0.8}
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then the true censoring rate CRi given covariates Xi is
CRi = P (ti ≥ tc|Xi)
=
∫ ∞
0
∫ ∞
tc
f(ti, tc)dtidtc
=
∫ ∞
0
∫ ∞
tc
fu(ti)f(tc)dtidtc
=
∫ ∞
0
f(tc)Su(tc)dtc
=
∫ ∞
0
λc exp
{
− λctc − t0.8i ×
[exp{−1.5− 1.25Xi1 − 0.75Xi2}
0.8× pii × Γ(3/4)
]0.8}
dtc
The above calculation can also be calculated by using numerical method for λc = 0.1, 0.01
and 0.001. By calculation, the CR = 29.80%, 7.62% and 4.01% for the uncured subpopula-
tion respectively.
A.4 EM algorithm for marginal cure rate model
Suppose we have independently observed survival data {ti, yi, δi, zi,wi}, where ti is the
survival time for individual i. The yi is the cured indicator, yi = 1 if cured and 0 otherwise.
The δi is the censoring indicator (δi = 1, noncensored; δi = 0 , censored). The covariates zi
and wi are related to the uncure rate pii and the hazard rate hu(ti), respectively. Then the
completely likelihood function for the marginal cure rate model is
Lc(α, λ,η,γ|t,y, δ,W ,Z) =
n∏
i=1
[
pii(wi)fu(ti|zi)
]δi(1−yi){
[1− pii(wi)]yi [pii(wi)Su(ti|zi)]1−yi
}1−δi
Taking log function on both sides, we could get the completely log likelihood function as
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follows,
`c =
n∑
i=1
{[
δi(1− yi) + (1− δi)(1− yi)
]
pii(wi) + (1− δi)yi log
[
1− pii(wi)
]
+ δi(1− yi) log
[
hu(ti|zi)Su(ti|zi)
]
+ (1− δi)(1− yi) logSu(ti|zi)
}
=
n∑
i=1
(1− yi)pii(wi) + yi log
[
1− pii(wi)
]
+ δi log hu(ti|zi) + (1− yi) logSu(ti|zi)
(A.1)
The second equality holds in Equation A.1 as (i)if yi = 1 then δi = 0, (ii)the set of values of
yi and δi is {0, 1}. Applying the EM algorithm, the E step calculate the expectation of 1−yi
given current estimates of (α, λ,η,γ) . Let gi = E
[
(1− yi)|α, λ,η,γ
]
, then gi = P (yi = 0).
It’s obvious that gi = 1 if δi = 1. For the case δi = 0,
gi = P (yi = 0|δi = 0)
= P (yi = 0|Ti > ti)
= 1− P (yi = 1|Ti > ti)
= 1− P (Ti > ti|yi = 1)P (yi = 1)
P (Ti > ti)
= 1− P (yi = 1)
P (Ti > ti)
=
pii(wi)Su(ti|zi)
1− pii(wi) + pii(wi)Su(ti|zi)
where Ti is the actual survival time of individual i. Combining the cases of δi = 1 and δi = 0,
then we could rewrite
gi = δi +
(1− δi)pii(wi)Su(ti|zi)
1− pii(wi) + pii(wi)Su(ti|zi) (A.2)
M step maximize the expected completely likelihood given current estimates, which could
be written as follows according to Equation A.1 and A.2,
`c =
n∑
i=1
[
gi log pii(wi) + (1− gi) log(1− pii(wi))
]
+
n∑
i=1
[
giSu(ti|zi) + δi log hu(ti|zi)
]
(A.3)
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where fu(ti) and Su(ti) have the following expressions,
fu(ti) = hu0(ti)
eβ
′xi
piiE[hu0(t)]
exp
{
−Hu0(ti) e
β′xi
piiE[hu0(t)]
}
(A.4)
and
Su(ti) = exp
{
−Hu0(ti) e
β′xi
piiE[hu0(t)]
}
(A.5)
Peng and Dear (2000) demonstrated that using the EM algorithm for the standard cure
rate model could separate the pii and uncured distribution in the M step, thus makes the
estimation much more convenient compared with the MLE method. However, this is not
true for the marginal mean hazard rate model. According to above Equations A.3, A.4
and A.5, pii appears in both the fu(ti) and Su(ti), then pii cannot be fitted separately from
the distribution of the uncured subpopulation in the M step. In other words, maximizing
Equation A.3 would not be easier than maximizing likelihood function directly. Therefore, it
is not beneficial to use the EM algorithm to estimate the marginal mean hazard rate model
compared with using the MLE method.
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