Abstract. From sum-of-squares formulas of sizes [r, s, n] and [r , s , n ] we construct a formula of size [r + r , 2ss , 2nn ].
where X = (x 1 , . . . , x r ) and Y = (y 1 , . . . , y s ) are systems of independent indeterminates, and each z k = z k (X, Y ) is a bilinear form in X and Y with coefficients in a given field K. Most constructions of such formulas use coefficients only from {0, 1, −1}. For example, the [2, 2, 2]-formula arises from multiplication of complex numbers. Set α = x 1 + x 2 i and β = y 1 + y 2 i and note that the norm property |αβ| = |α| · |β| yields the formula displayed above. Here z 1 = x 1 y 1 − x 2 y 2 and z 2 = x 1 y 2 + x 2 y 1 are bilinear forms in X and Y .
In 1 Theorem (Hurwitz). If an [n, n, n]-formula exists, then n = 1, 2, 4 or 8.
In that same paper, he asked:
Hurwitz Problem. For which r, s, n does there exist an [r, s, n]-formula?
Later, Hurwitz [2] answered this question for cases when s = n, published posthumously in 1923. The same result was found independently by Radon [3] in 1922. Their result has been extended to any field K in which 2 = 0.
2 Hurwitz-Radon Theorem. An [r, n, n]-formula exists over K if and only if r ≤ ρ(n).
That maximal value ρ(n), now called the Hurwitz-Radon function, is determined by the following rules:
It's easy to check that ρ(n) = n only when n = 1, 2, 4 or 8, as expected from Hurwitz' earlier Theorem. Note that:
ρ(16) = 9, ρ(32) = 10, and ρ(64) = 12.
The proof of Theorem 2 uses linear algebra, and we review the initial steps here. Suppose an [r, s, n]-formula (*) is given as above. Let X be the column vector (x 1 , . . . , x r ) T , and similarly for column vectors Y and Z. (Here T denotes the transpose.) Since Z is bilinear in X, Y , we may express it as Z = (x 1 A 1 + · · · + x r A r )Y for some n × s matrices A i with entries in K. With that notation, formula (*) is equivalent to the following system of "Hurwitz Equations" for those n × s matrixes A 1 , . . . , A r : 1 arXiv:1709.07729v1 [math.CO] 18 Sep 2017
T j A i = 0 whenever 1 ≤ i, j ≤ r, and i = j. When s = n, those A j are square matrices and methods of linear algebra are easier to use. Further history and details about the Hurwitz-Radon Theorem appear in articles and books by several authors. For instance, see the references in [5] .
Analysis of [r, s, n]-formulas is more difficult when s < n. In most cases there is a wide gap between sizes (r, s, n) for which constructions are known, and those that have been proved to be impossible.
The following "Doubling Lemma" is a first step in constructing such formulas.
3 Lemma. An [r, s, n]-formula yields an [r + 1, 2s, 2n]-formula.
Proof. Here is a direct construction, as mentioned in [5] Exercise 0.2. From a given [r, s, n] we have a system A 1 . . . , A r of n × s matrices satisfying the Hurwitz Equations. Choose A 1 to get special treatment, and consider the following system of (2n) × (2s) matrices given in block form: Since ρ(16) = 9 and ρ(32) = 10 it does not seem that the r + 1 entry in the Lemma can be improved. But ρ(64) = 12, so there is a [12, 64, 64], a larger size than the [11, 64, 64] found by Doubling. Such gaps can be filled in the classical case (s = n) by using the Expansion and Shift Lemmas described in [5] . Recently, C.
Zhang and H.-L. Huang filled that gap a different way by improving the Doubling Lemma directly:
4 Proposition (Extended Doubling [6] ). For any k ≥ 1, an [r, s, n]-formula yields an [r + ρ(2 k−1 ), 2 k s, 2 k n]-formula.
Application of Zhang-Huang Doubling to the classical [8, 8, 8]-formula yields a [ρ(n)
, n, n]-formula, for every n = 2 m ≥ 8.
The goal of this note is to extend this Zhang-Huang result a step further, using the idea of "amicable" spaces. As discussed in Chapter 2 of [5] , that expanded view of compositions is useful in exposing some of the symmetries in the classical [r, n, n]-formulas. Amicable spaces have not been investigated much when s < n. We begin with a definition: Matrices A, B are amicable if
Suppose a [p, s, n] formula is given by the n × s matrices A 1 , . . . , A p , and a [q, s, n]-formula is given by the n × s matrices B 1 , . . . , B q . Then these systems satisfy the Hurwitz Equations Here we assume that i, j run from 1 to p, while k, run from 1 to q. Proof. Start with matrices A i and B k as above. Consider the 2n × 2s matrices:
The p + 1 matrices in the first row satisfy the Hurwitz Equations, and similarly for the q + 1 matrices in the second row. Moreover, the matrices in the first row are amicable with those in the second row.
This doubling idea for amicable systems was pointed out in Exercise 2.12 of [5] . We apply it below only in the case q = 0, when there are no matrices B k .
Here is the main result of this note. Suppose an [r, s, n]-formula is given by the n × s matrices A 1 , . . . , A r , and B is another matrix of that size. Suppose a [p, q, m]-formula is given by the m × q matrices C 1 , . . . , C p , and D is another matrix of that size.
Consider the following system of nm × sq matrices: 
