Abstract-Single and multi-step prediction-error-methods based on the maximum likelihood and least squares criteria are compared. The prediction-error methods studied are based on predictions using the Kalman filter and Kalman predictors for a linear discrete-time stochastic state space model, which is a realization of a continuous-discrete multivariate stochastic transfer function model. The proposed prediction error-methods are demonstrated for a SISO system parameterized by the transfer functions with time delays of a continuous-discrete-time linear stochastic system. The simulations for this case suggest to use the one-step-ahead prediction-error maximum-likelihood (or maximum a posteriori) estimator. It gives consistent estimates of all parameters and the parameter estimates are almost identical to the estimates obtained for long prediction horizons but with consumption of significantly less computational resources. The identification method is suitable for predictive control.
I. INTRODUCTION
In this paper, we address construction of stochastic linear models using the prediction-error-method [1] - [3] . We parameterize the stochastic linear models as continuousdiscrete-time transfer functions with delay and realize these models as discrete-time stochastic linear state space models. The Kalman filter and Kalman predictor for this system is used to generate the prediction errors and covariances need by the prediction-error identification criteria. We investigate multi-step prediction error identification and compare it to single-step predictor error identification. Shah and coworkers [4] - [6] apply a similar multi-step approach based on impulse response models and a least-squares criterion. The approach presented in this paper distinguishes itself by being general for linear systems, by applying least-squares as well as maximum likelihood criteria for the prediction errors in the estimator, and in particular by being directly applicable to state space model based predictive control in its modern implementation. predictive control. We propose a method to address the request for better identification methods tailored for predictive control in order to potentially improve the closed-loop performance of such control systems [7] - [11] .
II. PREDICTION-ERROR-METHODS

A. Standard Regression Problem
The essence of regression is to select some parameters, θ, such that the predicted outputs,ŷ k (θ), match the measured outputs, y k , as well as possible for all measurements k = *Corresponding author 0, 1, . . . , N − 1. The estimation problem is often stated as the stochastic relation y k =ŷ k (θ) + e k , e k ∼ N (0, R k ), k = 0, 1, . . . , N − 1 (1)
The predictor or estimator,ŷ k (θ), is a function of the parameters, θ ∈ Θ ⊂ R n θ . For the measured realization, {y k } N −1 k=0 , of the outputs, {y k } N −1 k=0 , the parameters, θ, are computed such that some measure, e.g. the least squares measure, of the residuals, {e k (θ) = y k −ŷ k (θ)} N −1 k=0 , is minimized. This is the standard nonlinear regression problem [12] , [13] , which can be stated as the optimization problem
with the objective function V (θ) = V LS (θ) being
in the least squares case. The maximum-likelihood estimate corresponds to using negative log-likelihood function in (2), i.e.
The maximum a posteriori estimate assumes that a priori the parameters stem from the distribution θ ∼ N (θ 0 , P θ0 ) in which θ 0 ∈ Θ ⊂ R n θ . Then using Bayes rule the negative log-likelihood a posteriori function is
Hence, the maximum a posteriori estimate is obtained by applying
B. Parametrization, Realization and Prediction
One way to represent multivariate stochastic distributed processes is through the input-output representation in the LaPlace domain
in which U (s) is the process input vector, E(s) is a vector with white noise components, Z(s) is the process output vector. v(t k ) ∼ N (0, R vv (θ)) is the measurement noise vector and y(t k ) is the measured process output vector at time t k . The elements, {g ij (s)} and {h ij (s)}, of the transfer function matrices, G(s) and H(s), are rational transfer functions with time delays
Assuming that u(t) is a zero-order-hold input, (6) may be realized as a discrete-time stochastic linear state space model
and
The Kalman filter and Kalman predictor are optimal estimators for (8) and therefore also optimal estimators for (6) [14] , [15] . The Kalman filter equations
provide the mean and covariance for the conditional distributions
. The Kalman one-step state predictor equationŝ
and the j-step (j > 1) state predictor equationŝ
provide the mean and covariance for the conditional distribution x k+j |I k ∼ N (x k+j|k , P k+j|k ) for j ≥ 1. The output predictionsŷ
provide the conditional mean and covariance for y k+j |I k ∼ N (ŷ k+j|k , R k+j|k ) for j ≥ 1. The Kalman filter and Kalman predictor are implemented numerically robust using the array algorithm propagating the square root of the covariances rather than the covariances themselves [14] .
C. The PE Method as a Regression Problem
The family of prediction-error-methods can be considered as solving a general regression problem similar to (1) . The estimate of the prediction error estimates are obtained by solving an optimization problem like (2) for some criteria (LS, ML, MAP) and some predictors. For the case considered in this paper, the predictors in the prediction error method are the Kalman predictors,ŷ k+j|k (θ). The prediction errors, ε k+j|k = y k+j −ŷ k+j|k (θ), correspond to the residuals in the standard regression problem. Therefore, the predictionerror-method is a standard regression problem with a predictor generated by the Kalman filter and predictor. In the following, the statistical properties of the predictors and the prediction errors will be discussed and various criteria for estimating the parameters in the prediction error framework are presented.
If it is possible to know the true structure of the system, S, and the model identified, M(θ), is equal to the true system, M(θ) = S, then this model will be optimal in a statistical sense no matter for what purpose it is to be used and what consistent estimator (criterion) used for determining the parameters. In any realistic situation, it is almost impossible to know the true model structure due to changing process conditions, changing disturbance properties and nonlinearities. Therefore, in practice the model should be suited and be identified for the purpose it is going to be used. In predictive control this corresponds to minimization of multi-step predictions compatible with the regulator objective function.
D. Single-Step j-Step-Ahead Prediction Error
Let
k=0 denote the IO-data for identification and let N p denote the prediction horizon. Let the time indices be k = −1, 0, 1, . . . , N − 1 − j and the prediction index be
and their correlation may be computed by [14] 
in which 1 ≤ i ≤ N p , 1 ≤ j ≤ N p , and
Hence, the single-step j-step-ahead prediction error problem may be stated as
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is minimized. ε k+j|k can be regarded as the realization of ε k+j,k |I k ∼ N (0, R k+j|k ). When the structure of the model and the system are different, ε k+j,k |I k may have a non-zero mean and a covariance different from R k+j|k . Even in such cases it seems reasonable to minimize some measure of the prediction error, ε k+j|k . However, as the distribution of ε k+j,k |I k is unknown maximum likelihood based procedures can only be considered as approximation, i.e. quasi maximum likelihood. Asŷ k+j|k (θ) is not a simple function of θ, the analytical derivatives of ε k+j|k = ε k+j|k (θ) with respect to θ are generally not available. Hence, the optimization algorithms for solving the parameter estimation problem must compute the derivatives of the objective functions numerically, i.e. by finite difference.
The one-step prediction-error estimates may be regarded as special versions of the j-step prediction-error estimates. However, in that case no extra effort is needed for computing ε k+1|k and R k+1|k as they are already computed as part of the Kalman filter updates. In the j-step prediction case with j > 1, ε k+j|k and R k+j|k must be computed explicitly if needed in the parameter estimation objective function.
E. Multi-Step Maximum Likelihood Predictors
To deduce true multi-step prediction-error (quasi) maximum likelihood and maximum a posteriori estimators, the correlation between ε k+i,k |I k and ε k+j,k |I k for i = j must be taken into account. This correlation is
and the corresponding multi-step predictionŝ
Furthermore, define the conditional multi-step prediction error vector as
The multi-step prediction error problem can then be expressed as the stochastic model
The realization of the multi-step prediction-error vector for
The negative log likelihood function for the multi-step prediction is
. In computation of the multi-step prediction-error maximum likelihood estimate, ln (det R k ) and ǫ ′ k|k R −1 k ǫ k|k must be computed. ǫ k|k is obtained by computing the j-step prediction errors. This is accomplished using (10)-(12) for j = 1, 2, . . . , N p given I k andû k+j|k = u k+j . By construction the covariance matrix, R k , has the special structure that arise from a state space model. This implies that [14] 
in which the factorization, L k and R ǫ,k , is computed using the Kalman filter recursions (9)- (12) . Using the one-step predictive Kalman gain
the block lower triangular matrix, L k , may be computed as
and the block diagonal matrix, R ǫ,k , is
. . .
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Hence, the determinant of R k may be computed as
which implies
The term ǫ
in which ē
is efficiently computed using the Kalman filter recursions for j = 1, 2, . . . , N p e k+j|k = ε k+j|k − Cx k+j|k (33a)
withx k+1|k = 0. Note that (33b)-(33d) may be expressed as
which implies that (33) can be expressed as
Consequently, the term
k ǫ k|k in (24) may be efficiently evaluated using and a bank of Kalman filter recursion (33) for computinḡ e k|k−j andx k+1|k−j for j = 1, 2, . . . , N p . Hence, at each time instant k the multi-step prediction error ǫ k|k is computed using the Kalman predictions. This vector is stored in memory for N p iterations such that ε k|k−j can be used in computation ofē k|k−j and subsequent evaluation of the terms in (36). The advantage of this method compared to a naive implementation is that gains and covariances in the Kalman recursions need to be evaluated only once at each time step.
III. SISO EXAMPLE
To illustrate the identification criteria discussed in this paper, we consider the SISO system, S = {g(s), h(s)}, defined as
in which E(s) is standard white noise and v(t k ) ∼ N iid (0, r 2 ). The transfer function, g(s), from the process inputs, U (s), to the process output, Y (s), and the disturbance transfer function, h(s), are
The parameters defining the system S and used for generating the data are: K = 1.0, α 1 = 1.0, α 2 = 3.0, τ = 5.2, σ = 0.2, γ = 1.0 and r = 0.2. The system is sampled with a sampling time of T s = 0.25. The deterministic input, U (s), is assumed to be implemented using a zero-order-hold circuit. The IO-data used for estimation of this system are illustrated in Figure 1 .
A. Identical Model and System Structure
Consider the situation in which the model and the system has the same structure. In this case the structure of the model, WeA04.6 143 ĝ(s), and the disturbance model,ĥ(s), arê
Let M = ĝ(s),ĥ(s) . This implies that the true system, S, is within the class of models, M, estimated, i.e. S ∈ M.
The estimates for the single-step and multi-step least squares criteria and various prediction horizons are shown in Tables I-II. 1 From these results, it is apparent that the LS method cannot be used to uniquely estimate σ and r. However, their ratio seems to be constant for different starting guesses and decreases with increasing horizon. This implies that the identified model approaches an output error model for long prediction horizons.
The estimates for the single-step and multi-step maximum likelihood criteria and various prediction horizons are shown in Tables III-IV. σ and r are estimated consistently for various initial guesses. For long-range single-step maximum likelihood estimation, the estimated model is essentially an output error model. The step response for the true model and the models estimated by the multi-step maximum-likelihood criterion with prediction horizons N p = 1 and N p = 200 are shown in Figure 2 . There is not much difference between the two estimated models, but a little steady difference compared to the true model. However, as can be read off from Table IV the main difference between the estimated models for prediction horizon N p = 1 and prediction horizon N p = 200 is not the deterministic transfer function,ĝ(s), but the disturbance model,ĥ(s), and the covariance of the measurement noise,r 2 .
B. Simplified Model with Output Integrator
In this subsection we will illustrate the methodology when the model structure, M, is different from the system model, S, used to generate the data, i.e. S / ∈ M. To do this consider the modelĝ
In the process industries most stable models can be approximated quite well by delayed first-order transfer functions, g(s). The disturbance model,ĥ(s), is chosen as an integrator to ensure off-set free control for step-type disturbances and model-plant mismatch in the resulting predictive control system for which the estimated model is applied. For internal model control (IMC) which can be considered as a restricted class of predictive control this modelling approach is commonplace [16] . In contrast to the least-squares prediction-error-methods, the maximum-likelihood prediction-error-methods yield 1 All computations are conducted using a 3.20 GHz Pentium IV processor. The CPU time is reported to indicate the order of magnitude of computing time needed to calculate the various estimates. unique estimates for the covariance matrices. Hence, only the maximum-likelihood prediction-error-estimates for the system (40) will be reported here. The single-step maximumlikelihood estimates for various prediction horizons are shown in Table V . As the prediction horizon increases,σ is decreased and the estimated model becomes essentially an output error model. For the case considered, the estimated process noise vanishes already at a prediction horizon of j = 8. The measurement noise is increased slightly as the prediction horizon increases to accommodate the output noise that is not caught by the process noise. The multistep maximum-likelihood estimates are shown in Table VI . Compared to the single-step maximum likelihood estimates the multi-step maximum-likelihood estimates are much less sensitive to the chosen prediction horizon. In fact there is WeA04.6 not much difference between the estimated parameters for the one-step ahead maximum likelihood estimate and the multi-step maximum likelihood estimate with a very long prediction horizon, i.e. N p = 200. The step responses for the estimated multi-step maximum likelihood estimate with a prediction horizon of N p = 1, i.e. the one-step maximum likelihood estimate, and a prediction horizon of N p = 200 are shown in Figure 3 . They can hardly be distinguished. Hence, for all practical purposes they can be considered identical. This suggests that the one-step ahead prediction maximum-likelihood estimate should be applied in practice as the computing time for the one-step ahead prediction maximum-likelihood estimate is considerably lower than the computing time for the multi-step maximum-likelihood prediction with a long prediction horizon (N p = 200). Figure  3 also depicts the step response of the true system. It is evident that the step responses of the estimated models approximate the true step response quite well.
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IV. CONCLUSION
A constructive method for estimation of parameters in continuous-discrete-time stochastic systems described by WeA04.6 transfer functions with time delays has been described and demonstrated. The method applies prediction-error criteria and the predictions are generated using the Kalman filter and predictor for a stochastic linear discrete-time state space model equivalent to the continuous-discrete-time stochastic transfer function model with time delays. In particular, an efficient computing scheme for the multi-step maximum likelihood prediction-error estimator is developed. The multi-step prediction-error criteria may be selected such that they are compatible with the optimization criterion applied by the predictive controller that uses the identified model. Compared to the single-step least-squares and the single-step maximum likelihood estimators, the multi-step maximum likelihood estimator produces parameter estimates that are less sensitive to the prediction horizon applied. In contrast to the singlestep and multi-step least squares estimators, the multi-step maximum likelihood estimator computes unique parameters for the process and measurement noise. Hence, the multistep maximum likelihood estimators are recommended for predictive control. Depending on the prediction horizon, the multi-step maximum likelihood estimator requires much more computer resources than the single-step one-step ahead least-squares predictor.
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Consequently, based on the SISO simulation example, we recommend the maximum likelihood (or maximum a posteriori) estimator based on the one-step-ahead predictionerror. The models obtained using the multi-step maximumlikelihood prediction-error method with a prediction horizon of one and a very long prediction horizon are essentially identical. However, the long prediction horizon demands much more computational resources than the criterion based on the one-step-ahead prediction.
