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Abstract
In this article we study (possibly degenerate) stochastic differential equations (SDEs) with irregular (or
discontinuous) coefficients, and prove that under certain conditions on the coefficients, there exists a unique
almost everywhere stochastic (invertible) flow associated with the SDE in the sense of Lebesgue measure.
In the case of constant diffusions and BV drifts, we obtain such a result by studying the related stochastic
transport equation. In the case of non-constant diffusions and Sobolev drifts, we use a direct method. In
particular, we extend the recent results on ODEs with non-smooth vector fields to SDEs.
© 2009 Elsevier Masson SAS. All rights reserved.
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1. Introduction
Consider the following Itô’s stochastic differential equation (SDE):
dXt = b(Xt )dt + σ(Xt )dWt, X0 = x, (1.1)
where b : Rd → Rd and σ : Rd → Rd ×Rm are two Borel measurable functions, and (Wt)t0 is
the m-dimensional standard Brownian motion on the classical Wiener space (Ω,F ,P ; (Ft )t0),
i.e., Ω is the space of all continuous functions from R+ to Rm with locally uniform convergence
* Address for correspondence: Department of Mathematics, Huazhong University of Science and Technology, Wuhan,
Hubei 430074, PR China.
E-mail address: XichengZhang@gmail.com.0007-4497/$ – see front matter © 2009 Elsevier Masson SAS. All rights reserved.
doi:10.1016/j.bulsci.2009.12.004
X. Zhang / Bull. Sci. math. 134 (2010) 340–378 341topology, F is the Borel σ -field, P is the Wiener measure, (Ft )t0 is the natural filtration gen-
erated by the coordinate process Wt(ω) = ω(t).
It is by now a classical result that if b and σ are globally Lipschitz continuous, then there exists
a unique bi-continuous solution (t, x) → Xt(x) to SDE (1.1) such that for almost all ω and any
t  0, x → Xt(ω,x) is a homeomorphism. Thus, {Xt(x), x ∈ Rd}t0 forms a stochastic home-
omorphism flow (cf. [16]). Recently, there are increasing interests for studying the stochastic
homeomorphism flow property associated with SDE (1.1) under various non-Lipschitz assump-
tions on b and σ (cf. [21,1,20,24,8–11,27], etc.). Here, the non-Lipschitz conditions may be less
smooth or not global Lipschitz.
On the other hand, when σ is non-degenerate and b is not continuous and even singular,
SDE (1.1) may have a unique strong solution for each starting point x ∈ Rd (cf. [14,17,25], etc.).
But it is not known whether it still defines a stochastic homeomorphism flow. In the completely
degenerate case (σ = 0), a celebrated theory established by DiPerna and Lions [6] says that
ordinary differential equation (ODE)
dXt = b(Xt )dt, X0 = x (1.2)
defines a regular Lagrangian flow in the sense of Lebesgue measure when b is a Sobolev vector
field with bounded divergence. This theory was later extended to the case of BV vector fields
by Ambrosio [2]. The central of DiPerna and Lions’ theory is based on the connection between
ODE and the Cauchy problem for the transport equation:
∂tu+ bi∂iu = 0, u|t=0 = u0. (1.3)
Here and below, we use the usual convention: the repeated indices will be summed. By intro-
ducing a new notion of renormalized solutions, DiPerna and Lions showed the uniqueness and
stability of L∞-distributional solutions for (1.3) when b is Sobolev regular so that they can go
back to ODE and show the well-posedness of (1.2) with Sobolev vector field b in the distribu-
tional sense.
We now go back to SDE (1.1). It is also well known that SDE (1.1) is connected with the
following stochastic transport equation (cf. [16,23]):
du = 1
2
σ ilσ jl∂2ij u−
(
bi − σ jl∂j σ il
)
∂iudt − σ il∂iudWlt , u|t=0 = u0. (1.4)
Thus, it is natural to ask whether we can extend the DiPerna and Lions theory to the case of SDEs.
Notice that (1.4) is always a degenerate second-order stochastic parabolic equation whatever
σ is or not degenerate. More general second-order linear stochastic partial differential equation
has been recently studied in [26]. In general, it is hard to solve Eq. (1.4) if b and σ are not
smooth (cf. [23]). The source of difficulty clearly comes from the degeneracy. Nevertheless, we
can extend the well-known theory about the transport equation to the case of constant σ and
BV vector field b. In this case, it will be shown that we can also go back to SDE (1.1) from
stochastic transport equation (1.4) and obtain the well-posedness of SDE (1.1) with BV drift. We
remark that in another direction, Flandoli, Gubinelli and Priola [13] studied the well-posedness
of (1.4) when b is Hölder continuous and σ is the unit matrix, where their proofs benefit from the
stochastic flow associated with SDE (1.1). We emphasize that when σ is constant, SDE (1.1) can
be directly solved by transferring it to a time dependent ODE. But, this will lose some “stochastic
flavor”.
Recently, Crippa and De Lellis [5] derived some new estimates for ODEs with Sobolev coef-
ficients. These estimates allowed them to give a direct and simple treatment for DiPerna–Lions
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terms of ‖∇b‖Lp (p > 1):∫
BR
sup
t∈[0,T ]
sup
r∈[0,2R]
[
/
∫
Br
log
( |Xt(x)−Xt(x + y)|
δ
+ 1
)
dy
]p
dx,
where Br := {x ∈ Rd : |x|  r} denotes the ball with radius r and center 0. For estimating this
quantity, the Hardy–Littlewood maximal function was used to control the difference |b(Xs(x))−
b(Xs(x + y))|. Moreover, the stability was also derived in [5] by using a similar quantity. We
remark that the above quantity was first introduced in [3] in order to prove the approximative
differentiability of regular Lagrangian flows. The second part of this paper is to extend Crippa
and De Lellis’ result to the stochastic case so that σ can be non-constant.
We also mention that Figalli [12] has already developed a stochastic counterpart for DiPerna–
Lions theory. Therein, the martingale solution (or weak solution) in the sense of Stroock–
Varadhan was considered corresponding to the Fokker–Planck equation. Moreover, the non-
degenerate condition on σ is required when σ is non-constant. Compared with [12], we can
directly construct the “strong” solution of SDE (1.1) with Sobolev drift and possibly degenerate
diffusion coefficients in the sense of Lebesgue measure. Moreover, as an easy consequence, we
can uniquely solve the SDE in the classical sense when the initial value is an absolutely contin-
uous F0-measurable random variable (see Corollary 6.4 and Corollary 6.5 below). It should be
noted that for the simplicity, we only consider the time independent coefficients in the present
paper. Clearly, our results can be extended to the time dependent case by requiring some integra-
bility in the time variable.
This paper is organized as follows: in Section 2, after introducing the notion of almost every-
where stochastic (invertible) flow, we give two direct consequences of this notion and then state
our main result. In Section 3, we give some necessary preliminaries for later use. In Section 4, we
study stochastic transport equation (1.4) in case that b ∈ BVloc has bounded divergence and σ is
constant. In Section 5, we apply the results of Section 4 to the study of stochastic flows of SDE
with BV drift and constant diffusion coefficients. In Section 6, we extend the result of [5] to the
stochastic case. Here, an SDE with discontinuous coefficients is provided to show our result. This
section can be read independently of Sections 4 and 5. In Section 7, we prove our main result.
In Appendix A, we give a detailed proof about the flow property as well as the Markov property
when SDE (1.1) admits a unique almost everywhere stochastic flow in the sense of Definition 2.1
below.
2. Main results
We first introduce some necessary notations. Let (E,E,μ) be a measure space and T :E → E
a measurable transformation. We shall use μ ◦ T to denote the image measure of μ under T ,
i.e., for any non-negative measurable function ϕ,∫
E
ϕ(x)μ ◦T (dx) :=
∫
E
ϕ
(
T (x)
)
μ(dx).
By μ ◦ T 
 μ we mean that μ ◦ T is absolutely continuous with respect to μ. Let C∞c (Rd)
be the set of all smooth functions on Rd with compact supports, Cb(Rd) the set of all bounded
continuous functions, and L+(Rd) the set of all non-negative Borel measurable functions. Below,
we shall denote the Lebesgue measure by L (dx) or dx.
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will denote a positive constant whose value is not important and may change in different oc-
casions. Moreover, all the derivatives, gradients and divergences are taken in the distributional
sense.
We introduce the following notion of almost everywhere stochastic (invertible) flows, which
is inspired by LeBris and Lions [18] and Ambrosio [2].
Definition 2.1. Let Xt(ω,x) be an Rd -valued measurable stochastic field on R+ ×Ω × Rd . We
say X is an almost everywhere stochastic flow of (1.1) corresponding to (b, σ ) if
(A) For L -almost all x ∈ Rd , t → Xt(x) is a continuous (Ft )-adapted stochastic process satis-
fying that for any T > 0
T∫
0
∣∣b(Xs(x))∣∣ds +
T∫
0
∣∣σ (Xs(x))∣∣2 ds < +∞, P -a.s.,
and solves
Xt(x) = x +
t∫
0
b
(
Xs(x)
)
ds +
t∫
0
σ
(
Xs(x)
)
dWs, ∀t  0.
(B) For any t  0 and P -almost all ω ∈ Ω , L ◦Xt(ω, ·) 
 L . Moreover, for any T > 0, there
exists a constant KT,b,σ > 0 such that for all ϕ ∈ L+(Rd)
sup
t∈[0,T ]
E
∫
Rd
ϕ
(
Xt(x)
)
dx KT,b,σ
∫
Rd
ϕ(x)dx. (2.1)
We say X is an almost everywhere stochastic invertible flow of (1.1) corresponding to (b, σ )
if in addition to the above (A) and (B),
(C) For any t  0 and P -almost all ω ∈ Ω , there exists a measurable inverse X−1t (ω, ·) of
Xt(ω, ·) so that L ◦X−1t (ω, ·) = ρt (ω, ·)L , where the density ρt (x) is given by
ρt (x) := exp
{ t∫
0
[
divb − 1
2
∂iσ
jl∂j σ
il
](
Xs(x)
)
ds +
t∫
0
divσ
(
Xs(x)
)
dWs
}
. (2.2)
Here, divσ ·l := ∂iσ il and we require that for any T > 0 and L -almost all x ∈ Rd ,
T∫
0
[|divb| + ∣∣∂iσ jl∂j σ il∣∣+ |divσ |2](Xs(x))ds < +∞, P -a.s.
Remark 2.2. If σ = constant and divb ∈ L∞(Rd), then (C) clearly implies (B). In fact, in this
case we have
L ◦Xt(ω, ·) = ρ−1t
(
ω,X−1t (ω, ·)
)
L
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In what follows, for the simplicity of notations, we shall drop the time variable t and the
spatial variable x if there are no confusions. For examples, for a function fs(x), we simply write
t∫
0
∫
f :=
t∫
0
∫
Rd
fs(x)dx ds
and
t∫
0
∫
f dWs :=
t∫
0
∫
Rd
fs(x)dx dWs.
The following result is an easy consequence of Definition 2.1.
Proposition 2.3. Assume that b ∈ L1loc(Rd) with divb ∈ L1loc(Rd) and σ ∈ C2(Rd). Let X be
an almost everywhere stochastic invertible flow of (1.1) in the sense of Definition 2.1. Let
u0 ∈ L∞(Rd) and set ut (x) := u0(X−1t (x)). Then ut (x) solves the following stochastic trans-
port equation in the distributional sense:
du = 1
2
σ ilσ jl∂2ij u− biσ ∂iudt − σ il∂iudWlt ,
where biσ := bi − σ jl∂j σ il . In particular, u¯t (x) := Eu0(X−1t (x)) is a distributional solution of
the following second-order parabolic differential equation:
∂t u¯ = 12σ
ilσ jl∂2ij u¯− biσ ∂i u¯.
Proof. Let ϕ ∈ C∞c (Rd). By (C) of Definition 2.1, we have
−
t∫
0
∫ (
biσ ∂iu
)
ϕ =
t∫
0
∫
u0
(
X−1
) · div(bσ ϕ) =
t∫
0
∫
u0 · div(bσ ϕ)(X) · ρ
=
t∫
0
∫
u0 ·
(
biσ ∂iϕ
)
(X) · ρ +
t∫
0
∫
u0 · (ϕ divbσ )(X) · ρ.
Similarly,
−
t∫
0
∫ (
σ il∂iu
)
ϕ dWls =
t∫
0
∫
u0 ·
(
σ il∂iϕ
)
(X) · ρ dWls +
t∫
0
∫
u0 ·
(
∂iσ
ilϕ
)
(X) · ρ dWls
and
1
2
t∫ ∫
σ ilσ jl∂2ij uϕ =
1
2
t∫ ∫
u0 ·
[
∂2ij
(
σ ilσ jlϕ
)]
(X) · ρ.0 0
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t∫
0
∫
u0 ·
(
biσ ∂iϕ
)
(X) · ρ +
t∫
0
∫
u0 ·
(
σ il∂iϕ
)
(X) · ρ dWls
=
∫
u0
( t∫
0
(
biσ ∂iϕ
)
(X) · ρ ds +
t∫
0
(
σ il∂iϕ
)
(X) · ρ dWls
)
and
t∫
0
∫
u0 · (divbσ · ϕ)(X) · ρ +
t∫
0
∫
u0 · (divσ · ϕ)(X) · ρ dWs
=
∫
u0
( t∫
0
(divbσ · ϕ)(X) · ρ ds +
t∫
0
(divσ · ϕ)(X) · ρ dWs
)
.
On the other hand, by (2.2) and Itô’s formula, we have
ρt = 1 +
t∫
0
ρs
[
divbσ + 12∂
2
ij
(
σ ilσ jl
)]
(Xs)ds +
t∫
0
ρs∂iσ
il(Xs)dWls
and
d
[
ϕ(Xt )ρt
]= [bi∂iϕ + 12σ ikσ jk∂2ij ϕ
]
(Xt )ρt dt +
(
σ il∂iϕ
)
(Xt )ρt dWlt
+
[
ϕ divbσ + 12ϕ∂
2
ij
(
σ ilσ jl
)]
(Xt )ρt dt +
[
ϕ∂iσ
il
]
(Xt )ρt dWlt
+ [σ il∂iϕ∂jσ jl](Xt )ρt dt
= biσ ∂iϕ(Xt )ρt dt +
(
σ il∂iϕ
)
(Xt )ρt dWlt
+ ϕ divbσ (Xt )ρt dt +
[
ϕ∂iσ
il
]
(Xt )ρt dWlt +
1
2
∂2ij
(
σ ilσ jlϕ
)
(Xt )ρt dt.
Combining the above calculations, we get
1
2
t∫
0
∫
σ ilσ jl∂2ij uϕ −
t∫
0
∫ (
biσ ∂iu
)
ϕ −
t∫
0
∫ (
σ il∂iu
)
ϕ dWls
=
∫
u0
( t∫
0
d
[
ϕ(Xs)ρs
])= ∫ u0[ϕ(Xt)ρt − ϕ]
=
∫
u0
(
X−1t
)
ϕ −
∫
u0ϕ =
∫
utϕ −
∫
u0ϕ.
The proof is complete. 
The following proposition is much technical. We shall prove it in Appendix A.
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vertible) flow. Then the following flow property holds: for any s  0 and (P × L )-almost all
(ω, x) ∈ Ω × Rd ,
Xt+s(ω, x) = Xt
(
θsω,Xs(ω,x)
)
, ∀t  0, (2.3)
where θsω := ω(s + ·)−ω(s). Moreover, for any bounded measurable function ϕ on Rd , define
Tt ϕ(x) := Eϕ
(
Xt(x)
)
,
then for any t, s  0
E
(
ϕ
(
Xt+s(x)
)∣∣Fs)= Tt ϕ(Xs(x)), (P ×L )-a.e. (2.4)
In particular, (Tt )t0 forms a bounded linear operator semigroup on Lp(Rd) for any p  1.
Remark 2.5. Here, an open question is that whether the following stronger flow property holds:
For (P ×L )-almost all (ω, x) ∈ Ω × Rd ,
Xt+s(ω, x) = Xt
(
θsω,Xs(ω,x)
)
, ∀t, s  0. (2.5)
In the language of random dynamical systems (cf. [4, Definition 1.1.1]), property (2.3) is called
“crude”, and property (2.5) is called “perfect”. A deep result of Arnold and Scheotzow (cf. [4,
Theorem 1.3.2, p. 17]) asserted that a crude cocycle admits an indistinguishable and perfect
version. But, it seems that we cannot use their result to deduce (2.5) since it is not clear how to
endow a structure on the set of all measurable transformations so that it becomes a Hausdorff
topological group with countable topological base.
Our main result of this paper is
Theorem 2.6. Assume that
|b(x)|
1 + |x| ,divb(x) ∈ L
∞(
R
d
) (2.6)
and one of the following conditions holds:
b(x) ∈ BVloc and σ is independent of x; (2.7)⎧⎨
⎩
∣∣∇b(x)∣∣ ∈ (L logL)loc(Rd),∣∣∇σ(x)∣∣, sup
|z|1
∣∣σ(x − z)∣∣ · |∇ divσ |(x) ∈ L∞(Rd). (2.8)
Then there exists a unique almost everywhere stochastic invertible flow of (1.1) corresponding to
(b, σ ) in the sense of Definition 2.1.
Remark 2.7. By definitions, b ∈ BVloc means that ∇b is a locally finite vector valued Radon
measure on Rd ; and |∇b| ∈ (L logL)loc(Rd) means that |∇b| log(|∇b| + 1) ∈ L1loc(Rd). In par-
ticular, for any p > 1,
L
p
loc
(
R
d
)⊂ (L logL)loc(Rd)⊂ L1loc(Rd).
In (2.8), the second condition on σ is certain growth restriction on σ and ∇ divσ .
Theorem 2.6 will be proved in Section 7.
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In this section, we prepare some lemmas for later use. Below, we consider SDE (1.1) and as-
sume that b,σ ∈ C∞b (Rd) are C∞-smooth, whose derivatives of all orders are bounded. It is well
known that the family of solutions {Xt(x), t  0}x∈Rd to SDE (1.1) forms a C∞-diffeomorphism
flow (cf. [15,16]). We have the following simple result about the Jacobian determinant of stochas-
tic flow.
Lemma 3.1. Let ρt (x) be defined by (2.2). Then
det
(∇Xt(x))= ρt (x) (3.1)
and for any T > 0 and p  1,
E
∣∣det(∇X−1T (x))∣∣p
 exp
{
pT
(∥∥∥∥
[
−divb + 1
2
∂iσ
jl∂j σ
il + σ il∂2ij σ jl +
p
2
|divσ |2
]+∥∥∥∥∞
)}
, (3.2)
where for a real number a, a+ := a ∨ 0 := max(a,0).
Proof. Let b˜i := bi − 12σ jl∂j σ il . We write Eq. (1.1) as Stratonovich form:
dX = b˜(X)dt + σ(X) ◦ dWt, X0 = x.
Let Wnt be the linearized approximation of Wt . Consider the following ODE:
dXn(x) = b˜(Xn)dt + σ(Xn)W˙nt dt.
Then,
det
(∇Xn,t (x))= exp
{ t∫
0
div b˜
(
Xn,s(x)
)
ds +
t∫
0
divσ
(
Xn,s(x)
)
W˙ns ds
}
.
By the limit theorem (cf. [15,16]), we get
det
(∇Xt(x))= exp
{ t∫
0
div b˜
(
Xs(x)
)
ds +
t∫
0
divσ
(
Xs(x)
) ◦ dWs
}
.
(3.1) then follows by rewriting the Stratonovich integral as Itô’s integral.
On the other hand, fix T > 0 and let Ys solve the following SDE:
dYt = −b˜(Yt )dt + σ(Yt ) ◦ dWTt , Y0 = x,
where WTt := WT−t −WT . It is well known that (cf. [15,16])
X−1T (x) = YT (x).
As above, we have
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{
−
T∫
0
div b˜(Ys)ds +
T∫
0
divσ(Ys) ◦ dWTs
}
= exp
{ T∫
0
[
−div b˜ + 1
2
σ il∂2ij σ
jl
]
(Ys)ds +
T∫
0
divσ(Ys)dWTs
}
.
Note that for any p  1
t → exp
{
p
t∫
0
divσ(Ys)dWTs −
p2
2
t∫
0
∣∣divσ(Ys)∣∣2 ds
}
is a continuous exponential martingale. Estimate (3.2) then follows by Hölder’s inequality. 
Let C∞p (Rd) be the set of all smooth functions with polynomial growth. The following propo-
sition is an easy consequence of Proposition 2.3 (see also [23, Theorem 1, p. 180]).
Proposition 3.2. For any u0 ∈ C∞p (Rd), let ut (x) := u0(X−1t (x)). Then ut (x) solves the follow-
ing stochastic transport equation in the classical sense:
du = 1
2
σ ilσ jl∂2ij udt − biσ ∂iudt − σ il∂iudWlt , u|t=0 = u0,
where biσ := bi − σ jl∂j σ il .
The following result can be found in [16] and [23, Theorem 1, p. 180].
Proposition 3.3. Let Xs,t (x) solve
Xs,t (x) = x +
t∫
s
b(Xs,r )dr +
t∫
s
σ (Xs,r )dWr, t  s  0.
Fix t > 0. For any v0 ∈ C∞p (Rd), let vs,t (x) := v0(Xs,t (x)), where s ∈ [0, t]. Then vs,t (x) solves
the following backward stochastic Kolmogorov equation in the classical sense:
dv + 1
2
σ ilσ jl∂2ij v ds + bi∂iv ds + σ il∂iv ∗ dWs = 0, v|s=t = v0,
where the asterisk denotes the backward Itô’s integral.
Let C+c (Rd) be the set of all non-negative continuous functions on Rd with compact support
and C a countable and dense subset of C+c (Rd) with respect to the uniform norm ‖ϕ‖∞ :=
supx∈Rd |ϕ(x)|. We need the following simple lemma.
Lemma 3.4. Let X,Y : Rd → Rd be two measurable transformations.
(i) Let γ ∈ L+(Rd)∩L1loc(Rd). Assume that for any ϕ ∈ C ,∫
ϕ(X)
∫
ϕ · γ. (3.3)
Then this inequality still holds for all ϕ ∈ L+(Rd). In particular, L ◦X 
 L .
X. Zhang / Bull. Sci. math. 134 (2010) 340–378 349(ii) Let ρ : Rd → R+ be a positive measurable function with ρ ∈ L1loc(Rd). Assume that for any
ϕ,ψ ∈ C ,∫
ϕ(Y ) ·ψ =
∫
ϕ ·ψ(X) · ρ. (3.4)
Then X admits a measurable invertible Y , i.e., X−1(x) = Y(x) a.e. Moreover,
L ◦X−1 = ρL , L ◦X = ρ−1(X−1)L .
Proof. (i) Thanks to the density of C in C+c (Rd), by Fatou’s lemma and the dominated conver-
gence theorem, one sees that (3.3) holds for all ϕ ∈ C+c (Rd). Now, let O ⊂ Rd be a bounded
open set. Define
ϕn(x) := 1 −
(
1
1 + distance(x,Oc)
)n
.
Then ϕn ∈ C+c (Rd) and for every x ∈ Rd ,
ϕn(x) ↑ 1O(x) as n → ∞.
By the monotone convergence theorem, we find that (3.3) holds for ϕ = 1O . Thus, the desired
conclusion follows by the monotone class theorem.
(ii) As above, one sees that (3.4) holds for all ϕ,ψ ∈ L+(Rd). Thus, we have for all ϕ,ψ ∈
L+(Rd),∫
ϕ(X ◦ Y) ·ψ =
∫
ϕ(X) ·ψ(X) · ρ =
∫
ϕ ·ψ
and ∫
ϕ ·ψ(Y ◦X) · ρ =
∫
ϕ(Y ) ·ψ(Y ) =
∫
ϕ ·ψ · ρ.
By the monotone class theorem, we obtain that for any Borel measurable set A ⊂ Rd × Rd ,∫
Rd
1A
(
X ◦ Y(x), x) · e−|x| dx = ∫
Rd
1A(x, x) · e−|x| dx
and ∫
Rd
1A
(
x,Y ◦X(x)) · e−|x| dx = ∫
Rd
1A(x, x) · e−|x| dx.
Hence, letting A = {(x, y): x = y} yields that X ◦ Y(x) = x and Y ◦X(x) = x for L -almost all
x ∈ Rd . The result follows. 
The following lemma will play a crucial role for taking limits below.
Lemma 3.5. Let Xn(ω,x) : Ω × Rd → Rd, n ∈ N, be a family of measurable mappings, which
is uniformly bounded in L∞loc(Rd ;Lp(Ω)) for any p  1. Suppose that for P -almost all ω ∈ Ω ,
L ◦Xn(ω, ·) 
 L and the density γn(ω,x) satisfies
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n
ess.sup
x∈Rd
E
∣∣γn(x)∣∣2  C1. (3.5)
If for (P ×L )-almost all (ω, x) ∈ Ω ×Rd , Xn(ω,x) → X(ω,x) as n → ∞, then for P -almost
all ω ∈ Ω , L ◦X(ω, ·) 
 L and the density γ also satisfies
ess.sup
x∈Rd
E
∣∣γ (x)∣∣2  C1. (3.6)
Moreover, let (ψn)n∈N be a family of measurable functions on Rd and satisfy that for some
C2 > 0 and α  1
sup
n∈N
ess.sup
x∈Rd
|ψn(x)|
1 + |x|α  C2. (3.7)
If ψn converges to some ψ in L1loc(Rd), then for any N > 0,
lim
n→∞E
∫
BN
∣∣ψn(Xn)−ψ(X)∣∣= 0. (3.8)
Proof. Fix ϕ ∈ C ⊂ C+c (Rd) with support contained in BN for some N > 0. Then by Fubini’s
theorem and Fatou’s lemma, we have for P -almost all ω ∈ Ω ,∫
ϕ
(
X(ω)
)
 lim
n→∞
∫
ϕ
(
Xn(ω)
)= lim
n→∞
∫
ϕ · γn(ω) =: lim
n→∞
Jϕn (ω). (3.9)
By (3.5), there exists a subsequence still denoted by n and a γ0 ∈ L∞(Rd ;L2(Ω)) satisfy-
ing (3.6) such that
γn weakly∗ converges to γ0 in L∞
(
R
d;L2(Ω)).
Since γn also weakly converges to γ0 in L2(BN ×Ω), by Banach–Saks’ theorem, there is another
subsequence still denoted by n such that its Cesàro mean γ¯n := 1n
∑n
k=1 γk strongly converges
to γ0 in L2(BN × Ω). Thus, there is another subsequence still denoted by n such that for P -
almost all ω ∈ Ω ,
γ¯n(ω)
n→∞−→ γ0(ω) in L2(BN).
Hence,
J¯ ϕn (ω) :=
1
n
n∑
k=1
J
ϕ
k (ω) =
∫
ϕ · γ¯n(ω) n→∞−→
∫
ϕ · γ0(ω),
which together with (3.9) yields that for P -almost all ω,∫
ϕ
(
X(ω)
)
 lim
n→∞
Jϕn (ω) limn→∞ J¯
ϕ
n (ω) =
∫
ϕ · γ0(ω).
Since C is countable, we may find a common null set Ω ′ ⊂ Ω such that the above inequality
holds for all ω /∈ Ω ′ and ϕ ∈ C . The first conclusion then follows by (i) of Lemma 3.4.
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BN
∣∣ψn(Xn)−ψ(X)∣∣ 
∫
BN
∣∣ψn(Xn)−ψ(Xn)∣∣+
∫
BN
∣∣ψ(Xn)−ψ(X)∣∣
=: In + Jn.
By (3.7) and ψn → ψ in L1loc(Rd), we also have
ess.sup
x∈Rd
|ψ(x)|
1 + |x|α  C2.
Let (φm)m∈N be a family of bounded continuous functions such that φm → ψ in L1loc(Rd) as
m → ∞ and
sup
m∈N
ess.sup
x∈Rd
|φm(x)|
1 + |x|α  C2. (3.10)
We have
Jn 
∫
BN
∣∣φm(Xn)−ψ(Xn)∣∣+
∫
BN
∣∣φm(X)−ψ(X)∣∣+
∫
BN
∣∣φm(Xn)− φm(X)∣∣
=: J1nm + J2m + J3nm.
For any R > 0, we may write
J1nm =
∫
BN∩{|Xn|R}
∣∣φm(Xn)−ψ(Xn)∣∣+
∫
BN∩{|Xn|>R}
∣∣φm(Xn)−ψ(Xn)∣∣
=: J 1,R1nm + J 2,R1nm.
By the change of variable and (3.5), we have
EJ
1,R
1nm 
∫
BR
|φm −ψ | · Eγn  C1
∫
BR
|φm −ψ |.
By Chebyshev’s inequality and (3.10), we have
EJ
2,R
2nm 
CN,α
R
sup
x∈BN
E
(
1 + ∣∣Xn(x)∣∣2α) CN,α
R
.
Combining the above two estimates, we obtain
lim
m→∞ supn∈N
EJ1nm = 0. (3.11)
Similarly, we also have
lim
m→∞EJ2m = 0
and for fixed m ∈ N, by the dominated convergence theorem,
lim
n→∞EJ3nm = 0.
Hence,
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n→∞EJn = 0.
As proving (3.11), we also have
lim
n→∞EIn = 0.
The proof is then complete. 
The following lemma will be used to prove the strong convergence in Theorem 4.7 below.
Lemma 3.6. Let B be a separable and uniformly convex Banach space. Let (un)n∈N be a bounded
sequence in L1(Ω;C([0, T ];B)). Assume that for some u ∈ L1(Ω;C([0, T ];B)),
lim
n→∞E
(
sup
t∈[0,T ]
∣∣
B∗
〈
φ,un(t)− u(t)
〉
B
∣∣)= 0, ∀φ ∈ B∗, (3.12)
where B∗ is the dual space of B, and
lim
n→∞E
(
sup
t∈[0,T ]
∣∣∥∥un(t)∥∥B − ∥∥u(t)∥∥B∣∣)= 0. (3.13)
Then supt∈[0,T ] ‖un(t)− u(t)‖B converges to zero in probability as n → ∞.
Proof. It is enough to prove that for any subsequence nk , there exists a subsubsequence n′k such
that supt∈[0,T ] ‖un′k (t)−u(t)‖B converges to zero P -almost surely as k → ∞. We now fix a sub-
sequence nk below. Since B∗ is separable, by (3.12) and (3.13), we may find a subsubsequence n′k
and a measurable set Ω ′ ⊂ Ω with P(Ω ′) = 1 such that for all ω ∈ Ω ′, u(ω, ·) ∈ C([0, T ];B)
and
lim
k→∞ supt∈[0,T ]
∣∣
B∗
〈
φ,un′k (ω, t)− u(ω, t)
〉
B
∣∣= 0, ∀φ ∈ B∗, (3.14)
and
lim
k→∞ supt∈[0,T ]
∣∣∥∥un′k (ω, t)∥∥B − ∥∥u(ω, t)∥∥B∣∣= 0. (3.15)
We want to show that for such ω ∈ Ω ′,
lim
k→∞ supt∈[0,T ]
∥∥un′k (ω, t)− u(ω, t)∥∥B = 0.
Suppose that this is not true. Then, there exist a δ > 0 and a sequence (tk)k∈N ⊂ [0, T ] such that∥∥un′k (ω, tk)− u(ω, tk)∥∥B  δ, ∀k ∈ N. (3.16)
Without loss of generality, we assume that tk converges to t0. By (3.14), (3.15) and u(ω, ·) ∈
C([0, T ];B), we have
lim
k→∞
∥∥un′k (ω, tk)− u(ω, t0)∥∥B = 0,
which together with u(ω, ·) ∈ C([0, T ];B) yields
lim
k→∞
∥∥un′k (ω, tk)− u(ω, tk)∥∥B = 0.
This is a contradiction with (3.16). The proof is complete. 
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on Rd . For every R > 0, the local maximal function is defined by
MRf (x) := sup
0<r<R
1
|Br |
∫
Br
f (x + y)dy =: sup
0<r<R
/
∫
Br
f (x + y)dy.
The following result can be found in [7, Theorem 3, p. 143] and [5, Appendix A].
Lemma 3.7.
(i) (Morrey’s inequality) Let f ∈ L1loc(Rd) be such that ∇f ∈ Lqloc(Rd) for some q > d . Then
there exist Cq,d > 0 and a negligible set A such that for all x, y ∈ Ac with |x − y|R,
∣∣f (x)− f (y)∣∣ Cq,d · |x − y| ·
(
/
∫
B|x−y|
|∇f |q(x + z)dz
)1/q
 Cq,d · |x − y| ·
(
MR|∇f |q(x)
)1/q
. (3.17)
(ii) Let f ∈ L1loc(Rd) be such that ∇f ∈ L1loc(Rd). Then there exist Cd > 0 and a negligible
set A such that for all x, y ∈ Ac with |x − y|R,∣∣f (x)− f (y)∣∣ Cd · |x − y| · (MR|∇f |(x)+MR|∇f |(y)). (3.18)
(iii) Let f ∈ (L logL)loc(Rd). Then for any N,R > 0 and some Cd,N ,Cd > 0,∫
BN
MR|f | Cd,N +Cd
∫
BN+R
|f | log(|f | + 1). (3.19)
(iv) Let f ∈ Lploc(Rd) for some p > 1. Then for some Cd,p > 0 and any N,R > 0,( ∫
BN
(
MR|f |
)p)1/p  Cd,p
( ∫
BN+R
|f |p
)1/p
. (3.20)
4. Stochastic transport equations
In this section we work on [0, T ] and mainly study the following stochastic transport equation:
du =
[
1
2
σ ilσ jl∂2ij u+ bi∂iu
]
dt + σ il∂iudWlt , u|t=0 = u0, (4.1)
where σ ∈ Rd × Rm does not depend on x, and b is a BV vector field and satisfies
b(x)
1 + |x| ,divb(x) ∈ L
∞(
R
d
)
, b ∈ BVloc. (4.2)
We first introduce the following notion of renormalized solutions for Eq. (4.1).
Definition 4.1. A measurable and (Ft )-adapted stochastic field u : [0, T ]×Ω×Rd → R is called
a renormalized solution of (4.1) if for any β ∈ C2(R),
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(
arctanut (ω, x)
)
solves (4.1) in the distributional sense, i.e., for any φ ∈ C∞c (Rd)
∫
vtφ =
∫
v0φ + 12
t∫
0
∫
vσ ilσ jl∂2ij φ
−
t∫
0
∫
v
(
divbφ + bi∂iφ
)−
t∫
0
∫
vσ il∂iφ dWls . (4.3)
Remark 4.2. Since v is bounded, it is clear that both sides of (4.3) are well defined.
Our main result in this section is
Theorem 4.3. Assume that condition (4.2) holds.
(Existence and uniqueness) For any measurable function u0, there exists a unique renormal-
ized solution u to stochastic transport equation (4.1) with u|t=0 = u0 in the sense of Defini-
tion 4.1. Moreover, for any p > 1 and N > 0,
arctanu ∈ Lp(Ω;C([0, T ];Lp(BN))).
(Stability) Let bn ∈ L1loc(Rd) be such that divbn ∈ L1loc(Rd) and bn,divbn converge to b,divb
respectively in L1loc(R
d). Let un0 L -almost everywhere converge to u0. Let u
n and u be the
renormalized solutions corresponding to (bn,un0) and (b,u0) in the sense of Definition 4.1. Thenfor any p > 1 and N > 0,
arctanun → arctanu strongly in Lp(Ω;C([0, T ];Lp(BN))).
For proving this theorem, we first study the following more general stochastic partial differ-
ential equation:
du =
[
1
2
σ ilσ jl∂2ij u+ bi∂iu+ cu
]
dt + (σ il∂iu+ hlu)dWlt , u|t=0 = u0, (4.4)
where σ and b are as above and
c,h,∇h ∈ L∞(Rd). (4.5)
As in Definition 4.1, we also introduce the following notion about the renormalized solutions
for Eq. (4.4).
Definition 4.4. We say u ∈ L∞([0, T ] × Ω × Rd) is a renormalized solution of (4.4) if for any
β ∈ C2(R), it holds that in the distributional sense
dβ(u) =
[
1
2
σ ilσ jl∂2ij β(u)+ bi∂iβ(u)+ cuβ ′(u)
]
dt
+
[
1
2
|h|2β ′′(u)u2 + hlσ il∂iβ ′(u)u
]
dt + (σ il∂iβ(u)+ hluβ ′(u))dWlt .
X. Zhang / Bull. Sci. math. 134 (2010) 340–378 355We remark that for Eq. (4.4), the renormalized solution is a non-linear notion, whereas the
distributional solution is a linear notion. However, under (4.2) and (4.5), we can show that these
two notions are equivalent. For this aim, we need the following class of regularized functions:
N :=
{
 ∈ C∞c (B1),  0,
∫
 = 1
}
. (4.6)
We now establish the following equivalence between the distributional solution and renormal-
ized solution.
Proposition 4.5. Let u ∈ L∞([0, T ] × Ω × Rd) be a distributional solution of (4.4). Then un-
der (4.2) and (4.5), u is also a renormalized solution of (4.4) in the sense of Definition 4.4.
Proof. Let  ∈ N and set ε(x) := ε−d(x/ε). Define
uε := ut,ε(x) := ut ∗ ε(x) =
∫
ut (y)ε(x − y)dy.
Taking convolutions for both sides of (4.4), we obtain
duε =
[
1
2
σ ilσ jl∂2ij uε +
(
bi∂iu
) ∗ ε + (cu) ∗ ε
]
dt + [σ il∂iuε + (hlu) ∗ ε]dWlt .
Let β ∈ C2(R). By Itô’s formula, we have
dβ(uε) =
[
1
2
σ ilσ jl∂2ij β(uε)+
((
bi∂iu
) ∗ ε + (cu) ∗ ε) · β ′(uε)
]
dt
+
[
1
2
β ′′(uε)
((
hlu
) ∗ ε)2 + β ′′(uε)σ il∂iuε · (hlu) ∗ ε
]
dt
+ [σ il∂iβ(uε)+ (hlu) ∗ ε · β ′(uε)]dWlt .
Write
rρε :=
((
bi∂iu
) ∗ ε − bi∂i(u ∗ ε)) · β ′(uε)
and [
ε,h
l
]
(u) := (hlu) ∗ ε − hl(u ∗ ε).
Let φ ∈ C∞c (Rd). Multiplying both sides by φ and integrating over Rd , by the integration by
parts formula, we get
∫
β(ut,ε)φ =
∫
β(u0,ε)φ +
t∫
0
∫
β(uε)
[
1
2
σ ilσ jl∂2ij φ − divbφ − bi∂iφ
]
+
t∫
0
∫
rε φ +
t∫
0
∫
(cu) ∗ ε · β ′(uε)φ
+
t∫ ∫ 1
2
β ′′(uε)
((
hlu
) ∗ ε)2φ +
t∫ ∫ [
β(uε)− uεβ ′(uε)
]
σ il∂i
(
hlφ
)
0 0
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t∫
0
∫
β ′(uε)σ il
(
∂i
[
ε,h
l
]
(u)φ + [ε,hl](u)∂iφ)
+
t∫
0
∫ [(
hlu
) ∗ ε · β ′(uε)φ − σ il∂iφβ(uε)]dWls .
Now taking limits ε → 0 and using [6, Lemma II.1, p. 516], we find that∣∣∣∣∣
∫
β(ut )φ −
∫
β(u0)φ −
t∫
0
∫
β(u)
[
1
2
σ ilσ jl∂2ij φ − divbφ − bi∂iφ
]
−
t∫
0
∫
(cu) · β ′(u)φ −
t∫
0
∫ 1
2
β ′′(u)
(
hlu
)2
φ −
t∫
0
∫ [
β(u)− uεβ ′(u)
]
σ il∂i
(
hlφ
)
−
t∫
0
∫ [(
hlu
) · β ′(u)φ − σ il∂iφβ(u)]dWls
∣∣∣∣∣ lim supε→0
∣∣∣∣∣
t∫
0
∫
rε φ
∣∣∣∣∣.
Since the left-hand side of the above inequality does not depend on , it suffices to show that
inf
∈N
lim sup
ε→0
∣∣∣∣∣
t∫
0
∫
rε φ
∣∣∣∣∣= 0.
This has been proved in the proof of [2, Theorem 3.5]. 
Using Proposition 4.5, we can prove the uniqueness of distributional solutions.
Proposition 4.6. Let u ∈ L∞([0, T ] × Ω;L1(Rd) ∩ L∞(Rd)) be a distributional solution
of (4.4). If u|t=0 = 0, then
ut (ω, x) = 0, a.e.
Proof. Let χ ∈ C∞c (Rd) be a non-negative cutoff function with
‖χ‖∞  1, χ(x) =
{1, |x| 1,
0, |x| 2. (4.7)
Set χn(x) := χ(x/n). By Proposition 4.5 and Definition 4.4, we have
E
∫
u2t χn = E
t∫
0
∫ [1
2
u2σ ilσ jl∂2ij χn − u2bi∂iχn
]
+ E
t∫
0
∫ [−u2 divbχn + 2cu2χn]
+ E
t∫ ∫ [|h|2u2χn − u2∂i(hlχn)σ il].0
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∣∣bi∂iχn∣∣ |b| · 1{n|x|2n} · ‖∇χ‖∞
n
 C1 · 1{|x|n}, (4.8)
where C1 = 3‖b/(1 + |x|)‖∞ · ‖∇χ‖∞, and∣∣hl∂iχn∣∣ ‖h‖∞ · ‖∇χ‖∞.
Since u2 ∈ L∞([0, T ] ×Ω;L1(Rd)), by letting n → ∞, we obtain
E
∫
u2t = E
t∫
0
∫ [(−divb + 2c + |h|2 − σ il∂ihl)u2s ]

∥∥2c + |h|2 − divb − σ il∂ihl∥∥∞
t∫
0
(
E
∫
u2s
)
ds,
which gives by Gronwall’s inequality that
E
∫
u2t = 0.
The uniqueness follows. 
In general, it is not expected to have a bounded solution for SPDE (4.4) because of the
presence of stochastic integral
∫ t
0 h
ludWls (cf. [23]). We now turn back to stochastic transport
equation (4.1), and prove the existence-uniqueness and stability of L∞-distributional solutions
when the initial value belongs to L∞(Rd).
Theorem 4.7. Assume that condition (4.2) holds.
(Existence and uniqueness) For any u0 ∈ L∞(Rd), there exists a unique distributional solu-
tion u ∈ L∞([0, T ] × Ω × Rd) (also a renormalized solution in the sense of Definition 4.4) to
stochastic transport equation (4.1) satisfying∥∥ut (ω)∥∥∞  ‖u0‖∞. (4.9)
Moreover, there is a version still denoted by u such that for any p > 1 and N > 0
u ∈ Lp(Ω;C([0, T ];Lp(BN))). (4.10)
(Stability) Let bn ∈ L1loc(Rd) and un0 ∈ L∞(Rd) be such that divbn ∈ L1loc(Rd) and
bn,divbn,un0 converge to b,divb,u0 respectively in L
1
loc(R
d). Let un,u ∈ L∞([0, T ]×Ω ×Rd)
be the distributional solutions of (4.1) corresponding to (bn,un0) and (b,u0) and satisfy (4.10).
Assume that
sup
n
‖un‖L∞([0,T ]×Ω×Rd ) < +∞. (4.11)
Then for any p > 1 and N > 0,
un → u strongly in Lp
(
Ω;C([0, T ];Lp(BN))). (4.12)
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n(x) := nd(nx), χn(x) = χ(x/n)
and define
bn = b ∗ n · χn. (4.13)
Let Xn solve the following SDE:
dXn = −bn(Xn)dt − σ dWt, Xn|t=0 = x.
By Proposition 3.2, un,t := u0(X−1n,t ) solves the following SPDE:
dun =
[
1
2
σ ilσ jl∂2ij un + bin∂iun
]
dt + σ il∂iun dWlt , un|t=0 = u0.
Clearly, un ∈ L∞([0, T ] ×Ω × Rd) and∥∥un,t (ω, ·)∥∥∞  ‖u0‖∞.
Therefore, for some u ∈ L∞([0, T ] ×Ω × Rd) and some subsequence nk ,
unk → u weakly∗ in L∞
([0, T ] ×Ω × Rd).
Taking weakly∗ limits, it is easy to see that u is a distributional solution of (4.1). Moreover,
(4.9) holds. As for (4.10), it can be seen from the proof of the following stability.
(Uniqueness) Let u and uˆ be two distributional solutions of (4.1) with the same initial value.
Then v := u− uˆ ∈ L∞([0, T ]×Ω ×Rd) is still a distributional solution of (4.1) with zero initial
value. Since v does not belong to L∞([0, T ] × Ω;L1(Rd)), we cannot directly use Proposi-
tion 4.6 to obtain v = 0. Below, we use a simple trick. Let
λ(x) := 1
(1 + |x|2)d , vˆt := vt · λ.
It is easy to see that
vˆt ∈ L∞
([0, T ] ×Ω;L1(Rd)∩L∞(Rd)).
Moreover, noting that
∂iλ(x) = − 2dxi1 + |x|2 λ(x), ∂i∂jλ(x) =
(
4d(d + 1)xixj
(1 + |x|2)2 −
2dδij
1 + |x|2
)
λ(x),
we can check that vˆt is a distributional solution of
dvˆ =
[
1
2
σ ilσ jl∂2ij vˆ + bˆi∂i vˆ + cvˆ
]
dt + (σ il∂i vˆ + hlvˆ)dWlt , vˆ|t=0 = 0,
where
bˆi (x) = bi(x)+ 2dxjσ
ilσ jl
1 + |x|2 , h
l(x) = 2dxiσ
il
1 + |x|2
and
c(x) = 2dxib
i(x)
2 +
(
2d(d − 1)xixj
2 2 +
dδij
2
)
σ ilσ jl .1 + |x| (1 + |x| ) 1 + |x|
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to get vˆ = 0. The uniqueness follows.
(Stability) We follow DiPerna–Lions’ argument [6, p. 523]. Fix an even number p > 1 and let
vn := upn . Then, by Definition 4.4, vn is a distributional solution of
dvn =
[
1
2
σ ilσ jl∂2ij vn + bin∂ivn
]
dt + σ il∂ivn dWlt , vn|t=0 =
(
un0
)p
.
By (4.11), we have
sup
n
‖un‖L∞([0,T ]×Ω×Rd ) + sup
n
‖vn‖L∞([0,T ]×Ω×Rd ) < +∞.
Without loss of generality, we may assume that un and vn converge weakly∗ in L∞([0, T ] ×
Ω × Rd) to u and v, which are distributional solutions of (4.1) corresponding to u|t=0 = u0 and
v|t=0 = up0 by the assumptions. By Proposition 4.5 and the uniqueness proved above, we have
up = v.
Thus,
u
p
n → up weakly∗ in L∞
([0, T ] ×Ω × Rd).
Hence, for any N > 0,
E
T∫
0
∫
BN
u
p
n → E
T∫
0
∫
BN
up.
By virtue of
un → u weakly in Lp
([0, T ] ×Ω ×BN ),
we thus obtain that for any N > 0,
un → u strongly in Lp
([0, T ] ×Ω ×BN ). (4.14)
We now strengthen this convergence to (4.12). Let wn = un −u. Then we have for any N > 0
and φ ∈ C∞c (BN),∣∣∣∣
∫
wn,tφ
∣∣∣∣=
∣∣∣∣∣
∫
wn,0φ +
t∫
0
∫ [
wn
1
2
σ ilσ jl∂2ij φ −wn
(
divbφ + bi∂iφ
)]
−
t∫
0
∫
un
[
div(bn − b)φ +
(
bin − bi
)
∂iφ
]−
t∫
0
(∫
wnσ
il∂iφ
)
dWls
∣∣∣∣∣
 C
∫
BN
|wn,0| +C
t∫
0
∫
BN
|wn| +C
t∫
0
∫
BN
[∣∣div(bn − b)∣∣+ ∣∣bin − bi∣∣]
+
∣∣∣∣∣
t∫ (∫
wnσ
il∂iφ
)
dWls
∣∣∣∣∣.
0
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lim
n→∞E
(
sup
t∈[0,T ]
∣∣∣∣
∫
wn,tφ
∣∣∣∣
)
 C lim
n→∞E
( T∫
0
( ∫
BN
|wn|
)2
ds
)1/2
= 0.
By another approximation, we further have for any N > 0 and φ ∈ Lp/(p−1)(BN),
lim
n→∞E
(
sup
t∈[0,T ]
∣∣∣∣
∫
BN
wn,tφ
∣∣∣∣
)
= 0. (4.15)
Similarly, we also have for any N > 0,
lim
n→∞E
(
sup
t∈[0,T ]
∣∣∣∣
∫
BN
(
u
p
n,t − upt
)∣∣∣∣
)
= 0. (4.16)
Combining (4.11), (4.15) and (4.16), we then obtain (4.12) by Lemma 3.6. 
We are now in a position to give
Proof of Theorem 4.3. (Uniqueness) Let u and uˆ be two renormalized solutions of SPDE (4.1)
corresponding to the initial value u0 in the sense of Definition 4.1. Then arctanu and arctan uˆ
are two distributional solutions of SPDE (4.1) corresponding to the initial value arctanu0. By
Proposition 4.6, we have
arctanu = arctan uˆ.
Hence,
u = uˆ.
(Existence) Let v be the unique renormalized solution of SPDE (4.1) given in Proposition 4.7
corresponding to the initial value arctanu0 ∈ [−π/2,π/2]. Since∥∥vt (ω)∥∥∞  ‖arctanu0‖∞  π/2,
we may define
ut (ω, x) = tanvt (ω, x)
so that u is a renormalized solution of (4.1) in the sense of Definition 4.1.
(Stability) It follows from the stability in Theorem 4.7. 
5. Stochastic flows with BV drifts and constant diffusions
Consider the following SDE:
dXt(x) = b
(
Xt(x)
)
dt + σ dWt, X0 = x. (5.1)
In this section, we use Theorem 4.3 to prove the following result.
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b(x)
1 + |x| ,divb(x) ∈ L
∞(
R
d
)
, b ∈ BVloc.
Then there exists a unique almost everywhere stochastic invertible flow to SDE (5.1) in the sense
of Definition 2.1.
Proof. (Existence) Define bn as in (4.13). Let Xn,s,t (x) solve the following SDE:
Xn,s,t (x) = x +
t∫
s
bn
(
Xn,s,r (x)
)
dr + σ(Wt −Ws), ∀t  s  0. (5.2)
We divide the proof into two steps.
(Step 1). Fix t > 0. By Proposition 3.3, vkn,s,t (x) := Xkn,s,t (x) solves the following backward
stochastic Kolmogorov equation:
dvkn +
1
2
σ ilσ jl∂2ij v
k
n ds + bin∂ivkn ds + σ il∂ivkn ∗ dWs = 0, vkn
∣∣
s=t = xk,
and by Proposition 3.2, ukn,t (x) := [X−1n,0,t (x)]k solves the following equation:
dukn =
1
2
σ ilσ jl∂2ij u
k
n − bin∂iukn dt − σ il∂iukn dWlt , ukn
∣∣
t=0 = xk,
where xk is the k-th coordinate of spatial variable x.
By Theorem 4.3, let vks,t and uks be the unique renormalized solutions of the following SPDEs
in the sense of Definition 4.1
dvk + 1
2
σ ilσ jl∂2ij v
k ds + bi∂ivk ds + σ il∂ivk ∗ dWs = 0, vk
∣∣
s=t = xk,
duk = 1
2
σ ilσ jl∂2ij u
k − bi∂iuk ds − σ il∂iuk dWls , uk
∣∣
s=0 = xk.
Then by the stability result in Theorem 4.3, we have for any p > 1 and N > 0,
lim
n→∞E
(
sup
s∈[0,t]
∫
BN
∣∣arctanvkn,s,t − arctanvks,t ∣∣p
)
= 0 (5.3)
and
lim
n→∞E
(
sup
s∈[0,t]
∫
BN
∣∣arctanukn,s − arctanuks ∣∣p
)
= 0. (5.4)
Define
Xt(ω,x) := v0,t (ω, x), Yt (ω, x) := ut (ω, x).
Below, we want to show that Xt(x) satisfies (A), (B) and (C) of Definition 2.1 and X−1t (ω, x) =
Yt (ω, x).
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lim
n→∞E
( t∫
0
∫
BN
∣∣arctanvkn,0,s − arctanvk0,s∣∣p
)
= 0.
Hence, there exists a subsequence still denoted by n such that for almost all (s,ω, x) ∈ [0, t] ×
Ω × Rd and any k = 1, . . . , d
lim
n→∞ arctanv
k
n,0,s(ω, x) = arctanvk0,s(ω, x),
i.e.,
lim
n→∞Xn,0,s(ω, x) = Xs(ω,x),
as well as for (P ×L )-almost all (ω, x) ∈ Ω × Rd ,
lim
n→∞Xn,0,t (ω, x) = Xt(ω,x). (5.5)
Note that by (3.2) and (4.8), for any p  1,
E
∣∣det(∇X−1n,0,t (x))∣∣p  eCpt‖divbn‖∞  eCpt (‖divb‖∞+‖b/(1+|x|)‖∞).
By Lemma 3.5, it is easy to see that (A) and (B) of Definition 2.1 hold, and for any N > 0,
lim
n→∞E
t∫
0
∫
BN
∣∣divbn(Xn,0,s )− divb(Xs)∣∣= 0.
Thus, for (P ×L )-almost all (ω, x) ∈ Ω × Rd ,
det
(∇Xn,0,t (ω, x)) = exp
{ t∫
0
divbn
(
Xn,0,s(ω, x)
)
ds
}
n→∞−→ exp
{ t∫
0
divb
(
Xs(ω,x)
)
ds
}
=: ρt (ω, x). (5.6)
On the other hand, for fixed t  0 and P -almost all ω ∈ Ω , it holds that for all ϕ,ψ ∈ C+c (Rd),∫
ϕ
(
un,t (ω)
) ·ψ = ∫ ϕ(X−1n,0,t (ω)) ·ψ =
∫
ϕ ·ψ(Xn,0,t (ω)) · det(∇Xn,0,t (ω)). (5.7)
If necessary, by extracting a subsequence and then taking limits n → ∞ for both sides of (5.7),
by (5.4), (5.5) and (5.6), we obtain that for P -almost all ω ∈ Ω and all ϕ,ψ ∈ C+c (Rd),∫
ϕ
(
Yt (ω)
) ·ψ = ∫ ϕ ·ψ(Xt(ω)) · ρt (ω).
Thus, by (ii) of Lemma 3.4, one sees that (C) of Definition 2.1 holds.
(Uniqueness) It follows from Propositions 2.3 and 4.7. 
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We first prove the following key estimate.
Lemma 6.1. Let Xt(x) and Xˆt (x) be two almost everywhere stochastic flows of (1.1) corre-
sponding to (b, σ ) and (bˆ, σˆ ) in the sense of Definition 2.1, where
b, bˆ ∈ L1loc
(
R
d
)
, |∇bˆ| ∈ (L logL)loc
(
R
d
)
and
σ, σˆ ∈ L2loc
(
R
d
)
, |∇σˆ | ∈ L2loc
(
R
d
)
.
Then, for any T ,N,R > 0, there exist constants C1,C2 given below such that for all δ > 0,
E
∫
BN∩GRT
log
(
supt∈[0,T ] |Xt − Xˆt |2
δ2
+ 1
)
 C1 + C2
δ
(∫
BR
|b − bˆ| +
[∫
BR
|σ − σˆ |2
]1/2)
,
where
GRT (ω) :=
{
x ∈ Rd : sup
t∈[0,T ]
∣∣Xt(ω,x)∣∣∨ ∣∣Xˆt (ω, x)∣∣R},
C1 := Cd,R,N · T · (KT,b,σ +KT,bˆ,σˆ )
(
1 +
∫
B2R
|∇bˆ| log(|∇bˆ| + 1)+ [ ∫
B2R
|∇σˆ |2
]1/2)
and C2 := CN · T · KT,b,σ . Here, KT,b,σ is from (2.1), Cd,R,N only depends on d,R,N , and
CN only depends on N .
Proof. Set
Zt(x) := Xt(x)− Xˆt (x).
By Itô’s formula, we have
log
( |Zt |2
δ2
+ 1
)
= 2
t∫
0
〈Z,b(X)− bˆ(Xˆ)〉
|Z|2 + δ2 ds + 2
t∫
0
〈Z, (σ (X)− σˆ (Xˆ))dWs〉
|Z|2 + δ2
+
t∫
0
‖σ(X)− σˆ (Xˆ)‖2
|Z|2 + δ2 ds − 2
t∫
0
|(σ (X)− σˆ (Xˆ))t ·Z|2
(|Z|2 + δ2)2 ds
=: I1(t)+ I2(t)+ I3(t)+ I4(t).
For I1(t), we have
I1(t)
1
δ
t∫ ∣∣b(X)− bˆ(X)∣∣ds + 2
t∫ |bˆ(X)− bˆ(Xˆ)|√|Z|2 + δ2 ds =: I11(t)+ I12(t).0 0
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f ∗(T ) := sup
t∈[0,T ]
∣∣f (t)∣∣.
Noting that
GRT (ω) ⊂
{
x:
∣∣Xt(ω,x)∣∣R}∩ {x: ∣∣Xˆt (ω, x)∣∣R}, ∀t ∈ [0, T ],
by (2.1), we have
E
∫
GRT
∣∣I ∗11(T )∣∣ 1δE
T∫
0
∫
{|X|R}
∣∣b(X)− bˆ(X)∣∣ K˜T ,b,σ
δ
∫
BR
|b − bˆ|,
where K˜T ,b,σ := T ·KT,b,σ , and by L ◦X 
 L and L ◦ Xˆ 
 L ,
E
∫
GRT
∣∣I ∗12(T )∣∣ (3.18) CdE
T∫
0
∫
GRT
([
MR|∇bˆ|
]
(X)+ [MR|∇bˆ|](Xˆ))
 CdE
T∫
0
( ∫
{|X|R}
[
MR|∇bˆ|
]
(X)+
∫
{|Xˆ|R}
[
MR|∇bˆ|
]
(Xˆ)
)
 Cd · (K˜T ,b,σ + K˜T ,bˆ,σˆ )
∫
BR
MR|∇bˆ|
(3.19)
 Cd,R · (K˜T ,b,σ + K˜T ,bˆ,σˆ )
(
1 +
∫
B2R
|∇bˆ| log(|∇bˆ| + 1)).
Hence,
E
∫
GRT
∣∣I ∗1 (T )∣∣ Cd,R · (K˜T ,b,σ + K˜T ,bˆ,σˆ )
(
1 +
∫
B2R
|∇bˆ| log(|∇bˆ| + 1))
+ K˜T ,b,σ
δ
T∫
0
∫
BR
|b − bˆ|.
For I2(t), set
τR(ω,x) := inf
{
t  0:
∣∣Xt(ω,x)∣∣∨ Xˆt (ω, x) > R},
then
GRT (ω) =
{
x: τR(ω,x) > T
}
.
By Burkholder’s inequality, we have
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∫
BN∩GRT
∣∣I ∗2 (T )∣∣
∫
BN
E
(
sup
t∈[0,T∧τR]
∣∣∣∣∣
t∫
0
〈Z, (σ (X)− σˆ (Xˆ))dWs〉
|Z|2 + δ2
∣∣∣∣∣
)
 C
∫
BN
E
[ T∧τR∫
0
|σ(X)− σˆ (Xˆ)|2
|Z|2 + δ2 ds
]1/2
 CN
[
E
T∫
0
∫
{x: τR(x)s}
|σ(X)− σˆ (Xˆ)|2
|Z|2 + δ2
]1/2
.
As the treatment of I1(t), we can prove that
E
∫
BN∩GRT
∣∣I ∗2 (T )∣∣ Cd · (K˜T ,b,σ + K˜T ,bˆ,σˆ )
[ ∫
B2R
|∇σˆ |2
]1/2
+ CN · K˜T ,b,σ
δ
[∫
BR
|σ − σˆ |2
]1/2
.
I3(t) is dealt with similarly and I4(t) is negative and abandoned. The proof is thus complete. 
Lemma 6.2. Let Φ(ω,x) := supt∈[0,T ] |Xt(ω,x)− Xˆt (ω, x)|2. Assume that for some M > 0,∫
BN∩GRT (ω)
log
( |Φ(ω)|
δ2
+ 1
)
M,
where GRT (ω) is as in Lemma 6.1. Then,∫
BN∩GRT (ω)
∣∣Φ(ω)∣∣ 4R2
M
+ δ2(eM2 − 1)|BN |,
where |BN | denotes the volume of the ball BN .
Proof. It follows from
log
( |Φ(ω,x)|
δ2
+ 1
)
M2 ⇒ ∣∣Φ(ω,x)∣∣ δ2(eM2 − 1)
and Chebyshev’s inequality. 
We introduce the following assumptions on b and σ :
(H1) b ∈ L1loc(Rd), |∇b| ∈ (L logL)loc(Rd), σ ∈ L2loc(Rd), |∇σ | ∈ L2loc(Rd) and for some
C0 > 0〈
x, b(x)
〉
Rd
+ 2∥∥σ(x)∥∥2
H.S.
 C0
(|x|2 + 1), ∀x ∈ Rd .
366 X. Zhang / Bull. Sci. math. 134 (2010) 340–378(H2) There exist bn,σn ∈ C∞b (Rd) such that
(i) For any R > 0
lim
n→∞
∫
BR
|bn − b| = 0, lim
n→∞
∫
BR
|σn − σ |2 = 0 (6.1)
and
sup
n
(∫
BR
|∇bn|
(
log
(|∇bn| + 1))+
∫
BR
|∇σn|2
)
< +∞. (6.2)
(ii) For some C1,C2 > 0 independent of n,∥∥∥∥
[
−divbn + 12∂iσ
jl
n ∂jσ
il
n + σ iln ∂2ij σ jln + |divσn|2
]+∥∥∥∥∞  C1 (6.3)
and 〈
x, bn(x)
〉
Rd
+ 2∥∥σn(x)∥∥2H.S.  C2(|x|2 + 1), ∀x ∈ Rd . (6.4)
We are now in a position to prove our main result of this section.
Theorem 6.3. Assume that (H1) and (H2) hold. Then there exists a unique almost everywhere
stochastic flow of (1.1) in the sense of Definition 2.1. Moreover, the constant KT,b,σ in (2.1) is
less than eC1T , where C1 is from (6.3). In particular, if C1 = 0, then KT,b,σ  1.
Proof. (Existence) Let bn and σn be as in (H2). Let Xn solve the following SDE
dXn = bn(Xn)dt + σn(Xn)dWt, Xn|t=0 = x.
We want to prove that for any T ,N > 0 and q ∈ [1,2),
lim
n,m→∞E
∫
BN
sup
t∈[0,T ]
∣∣Xn,t (x)−Xm,t (x)∣∣q dx = 0. (6.5)
First of all, by (6.4), it is standard to prove that
sup
n
sup
x∈BN
E
(
sup
t∈[0,T ]
∣∣Xn,t (x)∣∣2)< +∞. (6.6)
Thus, for proving (6.5), it suffices to prove that for any η > 0,
lim
n,m→∞P
{
ω:
∫
BN
sup
t∈[0,T ]
∣∣Xn,t (ω, x)−Xm,t (ω, x)∣∣2 dx  2η
}
= 0. (6.7)
Fix ε, η,T > 0 below and set
Φn,m(ω,x) := sup
t∈[0,T ]
∣∣Xn,t (ω, x)−Xm,t (ω, x)∣∣2
and
GRn,m(ω) :=
{
x ∈ Rd : sup ∣∣Xn,t (ω, x)∣∣∨ ∣∣Xm,t (ω, x)∣∣R}.t∈[0,T ]
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P
{
ω:
∫
BN
Φn,m(ω) 2η
}
 P
{
ω:
∫
BN∩GRn,m(ω)c
Φn,m(ω) η
}
+ P
{
ω:
∫
BN∩GRn,m(ω)
Φn,m(ω) η
}
=: IRn,m + JRn,m. (6.8)
For IRn,m, by Chebyshev’s inequality and (6.6), we may choose R > 0 large enough such that for
all n,m ∈ N,
IRn,m 
1
η
E
∫
BN∩(GRn,m)c
Φn,m 
1
η
∫
BN
(
EΦ2n,m · P
{
ω: x /∈ GRn,m(ω)
})1/2  ε. (6.9)
Fixing such an R, we look at JRn,m. Set
ξδn,m :=
∫
BN∩GRn,m
log
(
Φn,m
δ2
+ 1
)
.
By (3.2) and (6.3), we have
sup
n
sup
t∈[0,T ], x∈Rd
E
∣∣det(∇X−1n,t )(x)∣∣2  e2T C1, (6.10)
which yields that the constant KT,bn,σn in (2.1) is bounded by eC1T . Hence, in Lemma 6.1, if we
choose
δ = δn,m =
∫
BR
|bn − bm| +
[∫
BR
|σn − σm|2
]1/2
,
then by (6.2), we have for some CT,R,N independent of n,m,
Eξ
δn,m
n,m  CT,R,N .
Thus, there exists an M1 > 0 such that for all M M1 and all n,m,
P
(
ξ
δn,m
n,m >M
)
 ε.
Now, by Lemma 6.2 and (6.1), we may choose M > M1 ∨ 8R2/η and n,m large enough such
that
δn,m <
√
η
4(eM2 − 1)|BN |
,
which leads to
ΩMn,m :=
{
ω:
∫
BN∩GRn,m(ω)
Φn,m(ω) η; ξδn,mn,m (ω)M
}
= ∅.
Hence, first letting M large enough and then n,m large enough, we obtain
368 X. Zhang / Bull. Sci. math. 134 (2010) 340–378JRn,m  P
(
ΩMn,m
)+ P (ξδn,mn,m >M) ε. (6.11)
Combining (6.8), (6.9) and (6.11), by the arbitrariness of ε, we get (6.7) as well as (6.5). So,
for q ∈ (1,2), there exists a stochastic field X ∈ Lqloc(Rd ;Lq(Ω;C([0, T ]))) such that for any
N > 0
lim
n→∞E
∫
BN
sup
t∈[0,T ]
∣∣Xn,t (x)−Xt(x)∣∣q dx = 0.
In particular, there is a subsequence still denoted by n such that for (P ×L )-almost all (ω, x) ∈
Ω × Rd
lim
n→∞ supt∈[0,T ]
∣∣Xn,t (ω, x)−Xt(ω,x)∣∣= 0. (6.12)
In view of (6.6), (6.10) and (6.12), by Lemma 3.5 and (6.1), it is easy to check that Xt(ω,x)
satisfies (A) and (B) of Definition 2.1.
(Uniqueness) Let Xt(x) and Xˆt (x) be two almost everywhere stochastic flows of (1.1). Then,
by Lemma 6.1, we have for any T ,N,R > 0 and δ > 0,
E
∫
BN∩GRT
log
(
supt∈[0,T ] |Xt − Xˆt |2
δ2
+ 1
)
 CT,N,R,
where CT,N,R is independent of δ. Letting δ go to zero, we obtain
1GRT (ω)(x) · supt∈[0,T ]
∣∣Xt(ω,x)− Xˆt (ω, x)∣∣= 0 a.e. on Ω ×BN.
The uniqueness then follows by letting R → ∞. 
The following example is inspired by [22,19].
Example. Let d  3. Consider the following SDE in Rd with discontinuous and degenerate
diffusion coefficients:
dXt = βXt|Xt |2 dt +
Xt ⊗Xt
|Xt |2 dWt, X0 = x ∈ R
d,
where β  4d2+d−1
d−2 . Define
b(x) := βx|x|2 , σ (x) :=
x ⊗ x
|x|2
and
bε(x) := βx|x|2 + ε , σε(x) :=
x ⊗ x
|x|2 + ε .
By virtue of d  3, one sees that for any q ∈ (1, d/2)
|∇b| ∈ Lqloc
(
R
d
)⊂ (L logL)loc(Rd), |∇σ | ∈ L2loc(Rd).
Thus, (H1) is true for b and σ .
Let us verify (H2) for bε, σε with ε = 1n . First of all, (6.1), (6.2) and (6.4) are easily checked.
We look at (6.3). Noting that
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jl
ε (x) =
∂i(x
j xl)(|x|2 + ε)− 2xixj xl
(|x|2 + ε)2 ,
we have
divσ ·lε (x) = ∂iσ ilε (x) =
[(d − 1)|x|2 + ε(d + 1)]xl
(|x|2 + ε)2 .
Hence,
∑
l
∣∣divσ ·ln (x)∣∣2 = (d − 1)2|x|6 + 2(d2 − 1)ε|x|4 + ε2(d + 1)2|x|2(|x|2 + ε)4
and
∂iσ
jl
ε (x)∂jσ
il
ε (x) =
(d + 3)|x|2
(|x|2 + ε)2 −
8|x|4
(|x|2 + ε)3 +
4|x|6
(|x|2 + ε)4 .
Similarly, we have
σ ilε (x)∂i divσ ·lε (x) =
−(d − 1)|x|6 − 6ε|x|4 + ε2(d + 1)|x|2
(|x|2 + ε)4 .
Moreover,
divbε(x) = β(d − 2)|x|2 + ε +
2βε
(|x|2 + ε)2 .
Thus, combining the above calculations and by |x|2 ∨ ε  |x|2 + ε, we have
−divbε + 12∂iσ
jl
ε ∂j σ
il
ε + σ ilε ∂2ij σ jlε + |divσε|2 −divbε +
1
2
∂iσ
jl
ε ∂j σ
il
ε +
4d2 − 4
|x|2 + ε

−β(d − 2)+ 12 (d + 3)+ (4d2 − 4)
|x|2 + ε .
So, if β  4d2+d−1
d−2 , then (6.3) holds with C1 = 0.
We now give two corollaries of Theorem 6.3.
Corollary 6.4. Assume that (H1) and (H2) hold. Let Y0 ∈ L2(Ω,F0) be such that P ◦ Y0 
 L
and the density γ0 ∈ L∞(Rd). Then there exists a unique continuous (Ft )-adapted process Yt (ω)
such that
P ◦ Yt 
 L with the density γt ∈ L∞loc
(
R+;L∞
(
R
d
)) (6.13)
and Yt solves
Yt = Y0 +
t∫
0
b(Ys)ds +
t∫
0
σ(Ys)dWs, ∀t  0. (6.14)
Moreover,
Yt (ω) = Xt
(
ω,Y0(ω)
)
,
where Xt(x) is the unique almost everywhere stochastic flow given in Theorem 6.3.
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Eq. (6.14). Moreover, since Xt(x) is independent of Y0, by (2.1), we have for any ϕ ∈ L+(Rd)
and t ∈ [0, T ],
Eϕ(Yt ) = E
(
Eϕ
(
Xt(x)
)∣∣
x=Y0
)= ∫
Rd
Eϕ
(
Xt(x)
)
γ0(x)dx
 ‖γ0‖∞
∫
Rd
Eϕ
(
Xt(x)
)
dx  ‖γ0‖∞ ·KT,b,σ
∫
Rd
ϕ(x)dx,
which implies that P ◦ Yt 
 L and the density γt satisfies
sup
t∈[0,T ]
‖γt‖∞  ‖γ0‖∞ ·KT,b,σ .
Let us now look at the uniqueness. Let Yˆt be another solution of (6.14) with Yˆ0 = Y0 and
satisfy that
P ◦ Yˆt 
 L with the density γˆt ∈ L∞loc
(
R+;L∞
(
R
d
))
. (6.15)
It is now standard to prove that for any T > 0,
E
(
sup
t∈[0,T ]
|Yt |2
)
+ E
(
sup
t∈[0,T ]
|Yˆt |2
)
< +∞. (6.16)
Set
Zt := Yt − Yˆt
and for R > 0
τR := inf
{
t  0: |Yt | ∨ |Yˆt |R
}
.
Then by (6.16), we have
P
{
ω: lim
R→∞ τR(ω) = +∞
}
= 1.
As in the proof of Lemma 6.1, we have
E log
( |Zt∧τR |2
δ2
+ 1
)
 2E
t∧τR∫
0
〈Z,b(Y )− b(Yˆ )〉
|Z|2 + δ2 ds + E
t∧τR∫
0
‖σ(Y )− σ(Yˆ )‖2
|Z|2 + δ2 ds
(3.18)
 CE
t∧τR∫
0
([
MR|∇b|
]
(Y )+ [MR|∇b|](Yˆ ))ds
+CE
t∧τR∫ ([
MR|∇σ |
]
(Y )+ [MR|∇σ |](Yˆ ))2 ds0
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t∫
0
(
E
(
1|Y |R ·
[
MR|∇b|
]
(Y )
)+ E(1|Yˆ |R · [MR|∇b|](Yˆ )))ds
+C
t∫
0
(
E
(
1|Y |R ·
[
MR|∇σ |
]2
(Y )
)+ E(1|Yˆ |R · [MR|∇σ |]2(Yˆ )))ds
(6.13),(6.15)
 CT
∫
|y|R
[
MR|∇b|
]
(y)dy +CT
∫
|y|R
[
MR|∇σ |
]2
(y)dy
(3.19)
 CT
∫
|y|R
|∇b|(y) log(∣∣∇b(y)∣∣+ 1)dy +CT
∫
|y|R
|∇σ |2(y)dy, (6.17)
which yields the uniqueness by first letting δ → 0 and then R → ∞. 
Corollary 6.5. In addition to (H1) and (H2), we also assume that for some q > d ,
|∇b|, |∇σ | ∈ Lqloc
(
R
d
)
.
Let Y0 ∈ L2(Ω,F0) be such that P ◦ Y0 
 L and the density γ0 ∈ L∞(Rd). Then Yt (ω) :=
Xt(ω,Y0(ω)) uniquely solves SDE (6.14), where Xt(x) is the unique almost everywhere stochas-
tic flow given in Theorem 6.3.
Proof. Following the proof of Corollary 6.4, we only need to prove the uniqueness. Let Yˆ be
another solution of SDE (6.14) with the same initial value Yˆ0 = Y0. Without loss of generality,
suppose d  2 and choose q ′ ∈ (d, q). Using (3.17) in (6.17), we have
E log
( |Zt∧τR |2
δ2
+ 1
)
 Cq ′E
t∧τR∫
0
[
MR|∇b|q ′
]1/q ′
(Y )ds +Cq ′E
t∧τR∫
0
[
MR|∇σ |q ′
]2/q ′
(Y )
(6.13)
 Cq ′,T
∫
|y|R
[
MR|∇b|q ′
]1/q ′
(y)dy +Cq ′,T
∫
|y|R
[
MR|∇σ |q ′
]2/q ′
(y)dy
(3.20)
 Cq ′,T ,q,R
( ∫
|y|R
|∇b|q(y)dy
)1/q
+Cq ′,T ,q,R
( ∫
|y|R
|∇σ |q(y)dy
)2/q
,
which in turn implies the uniqueness as Corollary 6.4. 
7. Proof of main result
We now give
Proof of Theorem 2.6. Under (2.6) and (2.7), it has been proved in Theorem 5.1. We now
consider the case of (2.6) and (2.8). Let us define bn := b ∗ n · χn and σn := σ ∗ n · χn as
in (4.13). Note that as in estimating (4.8),
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 |∇b| ∗ n + 2‖∇χ‖∞ ·
∥∥b/(1 + |x|)∥∥∞
=: |∇b| ∗ n +C1.
If we define
Ψ (r) := (r +C1) log(r +C1 + 1),
then r → Ψ (r) is a convex function on R+. Thus, by Jensen’s inequality, we have for any R > 0,∫
BR
|∇bn| log
(|∇bn| + 1)
∫
BR
Ψ
(|∇b| ∗ n)
∫
BR
Ψ
(|∇b|) ∗ n 
∫
BR
Ψ
(|∇b|). (7.1)
Moreover, by (2.6) and (2.8), it is easy to check that
sup
n
(∥∥∥∥ |bn|1 + |x|
∥∥∥∥∞ + ‖divbn‖∞ + ‖∇σn‖∞ +
∥∥|σn| · |∇ divσn|∥∥∞
)
< +∞. (7.2)
Hence, (H1) and (H2) hold.
By Theorem 6.3, there exists a unique almost everywhere stochastic flow. Following the proof
of Theorem 6.3, we only need to check (C) of Definition 2.1.
Fix a T > 0 and let
ρn := exp
{ T∫
0
(
divbn − 12∂iσ
jl
n ∂jσ
il
n
)
(Xn)ds +
T∫
0
divσn(Xn)dWs
}
.
As in Lemma 3.1 and by (7.2), we have for any p  1,
sup
n∈N
sup
x∈Rd
E
∣∣ρn(x)∣∣p < +∞. (7.3)
In view of (6.6), (6.10) and (6.12), by Lemma 3.5, we have for any N > 0,
lim
n→∞E
T∫
0
∫
BN
∣∣divbn(Xn)− divb(X)∣∣= 0,
lim
n→∞E
T∫
0
∫
BN
∣∣∂iσ jln ∂jσ iln (Xn)− ∂iσ jl∂j σ il(X)∣∣= 0,
lim
n→∞E
∫
BN
∣∣∣∣∣
T∫
0
(
divσn(Xn)− divσ(X)
)
dWs
∣∣∣∣∣= 0.
So, there is a subsequence still denoted by n such that for almost all (ω, x),
lim
n→∞ρn(ω,x) = ρT (ω,x), (7.4)
where ρT (x) is defined by (2.2). By (7.3) and (7.4), we further have for any p  1 and N > 0,
lim
n→∞E
∫
|ρn − ρT |p = 0. (7.5)BN
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dYn = −bˆn(Yn)dt + σn(Yn)dWTt , Yn|t=0 = x,
where bˆin = bin − σ jln ∂jσ iln and WTt := WT−t −WT . As in the proof of Theorem 6.3, there exists
Y ∈ L2loc
(
R
d;L2(Ω;C([0, T ])))
such that for any N > 0,
lim
n→∞E
∫
BN
sup
t∈[0,T ]
∣∣Yn,t (x)− Yt (x)∣∣2 dx = 0. (7.6)
Note that for any ϕ,ψ ∈ C+c (Rd) (see the proof of Lemma 3.1),∫
ϕ
(
Yn,T (ω)
) ·ψ = ∫ ϕ ·ψ(Xn,T (ω)) · ρn(ω), P -a.s. (7.7)
By (6.12), (7.5) and (7.6), if necessary, extracting a subsequence and then taking limits n → ∞
in L1(Ω) for both sides of (7.7), we get that for all ϕ,ψ ∈ C ⊂ C+c (Rd) and P -almost all ω ∈ Ω ,∫
ϕ
(
YT (ω)
) ·ψ = ∫ ϕ ·ψ(XT (ω)) · ρT (ω). (7.8)
Since C is countable, one may find a common null set Ω ′ ⊂ Ω such that (7.8) holds for all
ω /∈ Ω ′ and ϕ,ψ ∈ C . Thus, by (ii) of Lemma 3.4, one sees that (C) of Definition 2.1 holds. 
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Appendix A
For proving Proposition 2.4, we need the following simple lemma.
Lemma A.1. Let G and A be two independent σ -subalgebras of F . Let G : Ω × Rd → R be
a bounded G × B(Rd)-measurable function and X : Ω ×Rd → Rd an A × B(Rd)-measurable
mapping. Suppose that for P -almost all ω, L ◦X(ω, ·) 
 L . Then for L -almost all x ∈ Rd ,
E
(
G
(·,X(·, x))∣∣A )= (EG(·, y))∣∣
y=X(·,x). (A.1)
Proof. Define Gε(ω,y) := G(ω, ·) ∗ ε(y), where ε is a family of regularized kernel functions
as in Section 4. It is easy to see that
E
(
Gε
(·,X(·, x))∣∣A )= (EGε(·, y))∣∣y=X(·,x). (A.2)
Since for (P ×L )-almost all (ω, y) ∈ Ω × Rd ,
lim Gε(ω,y) = G(ω,y)
ε→0
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(P ×L ) ◦ (·,X(·,·))
 P ×L .
By taking limits ε → 0 for both sides of (A.2), we get (A.1). 
Proof of Proposition 2.4. Consider the case of almost everywhere stochastic invertible flow. Fix
an s > 0 below. By (B) of Definition 2.1, one sees that
(P ×L ) ◦ (θs(·),Xs(·,·))
 P ×L . (A.3)
Therefore, there exists a null set As ⊂ Ω × Rd such that for all (ω, x) /∈ As ,
X˜t (ω, x) :=
{
Xt(ω,x), t ∈ [0, s],
Xt−s
(
θsω,Xs(ω,x)
)
, t ∈ [s,∞),
is well defined. We now check that X˜ still satisfies (A), (B) and (C) of Definition 2.1.
Verification of (A) for X˜. It is clear that for L -almost all x ∈ Rd , t → X˜t (x) is a continuous
and (Ft )-adapted process. We just need to show that for any t > s,
t∫
s
∣∣b(X˜r (x))∣∣dr +
t∫
s
∣∣σ (X˜r (x))∣∣2 dr < +∞, (P ×L )-a.e., (A.4)
and for L -almost all x ∈ Rd ,
X˜t (x) = Xs(x)+
t∫
s
b
(
X˜r (x)
)
dr +
t∫
s
σ
(
X˜r (x)
)
dWs, P -a.s. (A.5)
First of all, by (A.3) it is easy to see that (A.4) is true. We look at (A.5). Write
Ys,t (ω, x) := Xt−s(θsω, x), t  s,
and for M > 0, set
τM(ω,x) := inf
{
t  0:
t∫
0
∣∣σ (Xr(ω,x))∣∣2 dr >M
}
.
Then for L -almost all x, y ∈ Rd ,
τM
(
θs(·), y
)
and Ys,t (ω, y) are independent of Xs(x). (A.6)
By (A) for X and (A.3), we have for (P ×L )-almost all (ω, x) ∈ Ω × Rd ,
lim
M→∞ τM
(
θs(ω),Xs(ω,x)
)= +∞. (A.7)
Observe that Ys,t (x) solves
Ys,t (x) = x +
t∫
b
(
Ys,r (x)
)
dr +
t∫
σ
(
Ys,r (x)
)
dWr, t  s.s s
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t∧τM(θs (·),y)∫
s
σ
(
Ys,r (y)
)
dWr
∣∣∣∣
y=Xs(x)
=
t∧τM(θs(·),Xs(x))∫
s
σ
(
Ys,r
(
Xs(x)
))
dWr, P -a.s.
(A.8)
We extend σ(Ys,r (y)) = 0 for r < s and define for h > 0
f hr (y) :=
1
h
r∫
r−h
σ
(
Ys,r ′(y)
)
dr ′.
Then r → f hr (y) is a continuous and (Ft )-adapted process and
t∫
s
∣∣f hr (y)∣∣2 dr 
t∫
s
∣∣σ (Ys,r (y))∣∣2 dr, lim
h→0
t∫
s
∣∣f hr (y)− σ (Ys,r (y))∣∣2 dr = 0. (A.9)
Hence, for any R > 0, by (A.6) and Lemma A.1, we have
E
∫
|Xs(x)|R
∣∣∣∣∣
t∧τM(θs(·),Xs(x))∫
s
(
f hr
(
Xs(x)
)− σ (Ys,r(Xs(x))))dWr
∣∣∣∣∣
2
dx
=
∫
E
∣∣∣∣∣
t∧τM(θs (·),Xs(x))∫
s
(
f hr
(
Xs(x)
)− σ (Ys,r(Xs(x)))) · 1{|Xs(x)|R} dWr
∣∣∣∣∣
2
dx
=
∫
E
( t∧τM(θs (·),Xs(x))∫
s
∣∣f hr (Xs(x))− σ (Ys,r(Xs(x)))∣∣2 · 1{|Xs(x)|R} dr
)
dx
=
∫
E
(
E
( t∧τM(θs (·),y)∫
s
∣∣f hr (y)− σ (Ys,r (y))∣∣2 · 1{|y|R} dr
)∣∣∣∣∣
y=Xs(x)
)
dx
(2.1)
 KT,b,σ
∫
BR
E
( t∧τM(θs (·),y)∫
s
∣∣f hr (y)− σ (Ys,r (y))∣∣2 dr
)
dy
→ 0, as h → 0, (A.10)
where the last step is due to (A.9) and the dominated convergence theorem. Similarly, we can
prove that
lim
h→0E
∫
|Xs(x)|R
( t∧τM(θs (·),y)∫
s
(
f hr (y)− σ
(
Ys,r (y)
))
dWr
∣∣∣∣
y=Xs(x)
)2
dx = 0.
Thus, for proving (A.8), we only need to prove that for fixed h > 0,
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s
f hr (y)dWr
∣∣∣∣
y=Xs(x)
=
t∧τM(θs (·),Xs(x))∫
s
f hr
(
Xs(x)
)
dWr, P -a.s. (A.11)
Let n = {s = r0 < r1 < · · · < rn = t} be a division of [s, t]. Write
Fhn (y) :=
∑
rk∈n\{rn}
f hrk (y)(Wrk+1 −Wrk ) · 1rkτM(θs(·),y)
and
Fh(y) :=
t∧τM(θs (·),y)∫
s
f hr (y)dWr.
Then Fhn (y) and Fh(y) are independent of Xs(x) and for L -almost all y ∈ Rd ,
E
∣∣Fhn (y)∣∣2  Ch,M, lim|n|→0E
∣∣Fhn (y)− Fh(y)∣∣2 = 0, (A.12)
where |n| := minrk∈n\{rn} |rk+1 − rk|. Thus, as in estimating (A.10), by (2.1) and (A.12), we
have
lim|n|→0
E
∫
|Xs(x)|R
∣∣∣∣∣Fhn (Xs(x))−
t∧τM(θs (·),Xs(x))∫
s
f hr
(
Xs(x)
)
dWr
∣∣∣∣∣
2
dx = 0
and
lim|n|→0
E
∫
|Xs(x)|R
(
Fhn
(
Xs(x)
)−
t∧τM(θs (·),y)∫
s
f hr (y)dWr
∣∣∣∣
y=Xs(x)
)2
dx = 0,
which in turn yields (A.11).
Verification of (B) for X˜. By (A.6) and Lemma A.1, we have for any bounded measurable
function ϕ,
Eϕ
(
Ys,t
(
Xs(x)
))= E(Eϕ(Ys,t (y))∣∣y=Xs(x)).
Hence, by (2.1), we have for any s  t  T∫
Rd
Eϕ
(
X˜t (x)
)
dx =
∫
Rd
Eϕ
(
Ys,t
(
Xs(x)
))
dx KT,b,σ
∫
Rd
Eϕ
(
Ys,t (y)
)
dy
K2T ,b,σ
∫
Rd
ϕ(x)dx.
Verification of (C) for X˜. Fixing t  s, we have for ϕ ∈ L+(Rd),∫
d
ϕ
(
X˜−1s (ω, x)
)
dx =
∫
d
ϕ
(
X−1s
(
ω,X−1t−s(θsω, x)
))
dxR R
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∫
Rd
ϕ
(
X−1s (ω, x)
)
ρt−s(θsω, x)dx
=
∫
Rd
ϕ(x)ρt−s
(
θsω,Xs(ω,x)
)
ρs(ω,x)dx.
Noticing that
ρt−s(θs ·, x) = exp
{ t∫
s
[
divb − 1
2
∂iσ
jl∂j σ
il
](
Ys,r (x)
)
dr +
t∫
s
divσ
(
Ys,r (x)
)
dWr
}
,
as in verifying (A.5), we have
ρt−s
(
θs ·,Xs(x)
)= exp
{ t∫
s
[
divb − 1
2
∂iσ
jl∂j σ
il
](
X˜r (x)
)
dr +
t∫
s
divσ
(
X˜r (x)
)
dWr
}
.
Thus,
ρ˜t (x) = ρt−s
(
θs ·,Xs(x)
)
ρs(x)
= exp
{ t∫
0
[
divb − 1
2
∂iσ
jl∂j σ
il
](
X˜s(x)
)
ds +
t∫
0
divσ
(
X˜s(x)
)
dWs
}
.
Finally, by the uniqueness, we have for (P ×L )-almost all (ω, x) ∈ Ω × Rd ,
X˜t (ω, x) = Xt(ω,x), ∀t  0,
that is, (2.3) holds.
Markov Property (2.4). It follows from (2.3) and Lemma A.1 as well as the independence
of Xt(θs ·, x) and Fs . 
References
[1] H. Airault, J. Ren, Modulus of continuity of the canonic Brownian motion “on the group of diffeomorphisms of the
circle”, J. Funct. Anal. 196 (2) (2002) 395–426.
[2] L. Ambrosio, Transport equation and Cauchy problem for BV vector fields, Invent. Math. 158 (2) (2004) 227–260.
[3] L. Ambrosio, M. Lecumberry, S. Maniglia, Lipschitz regularity and approximate differentiability of the DiPerna–
Lions flow, Rend. Semin. Univ. Padova 114 (2005) 29–50.
[4] L. Arnold, Random Dynamical Systems, Springer Monogr. Math., Springer-Verlag, Berlin, 1998.
[5] G. Crippa, C. De Lellis, Estimates and regularity results for the DiPerna–Lions flow, J. Reine Angew. Math. 616
(2008) 15–46.
[6] R.J. DiPerna, P.L. Lions, Ordinary differential equations, transport theory and Sobolev spaces, Invent. Math. 98
(1989) 511–547.
[7] L.C. Evans, R.F. Gariepy, Measure Theory and Fine Properties of Functions, Stud. Adv. Math., CRC Press, London,
1992.
[8] S. Fang, T. Zhang, A study of a class of stochastic differential equations with non-Lipschitzian coefficients, Probab.
Theory Related Fields 132 (2005) 356–390.
[9] S. Fang, T. Zhang, Isotropic stochastic flow of homeomorphisms on Sd for the critical Sobolev exponent, J. Math.
Pures Appl. (9) 85 (4) (2006) 580–597.
378 X. Zhang / Bull. Sci. math. 134 (2010) 340–378[10] S. Fang, D. Luo, Flow of homeomorphisms and stochastic transport equations, Stoch. Anal. Appl. 25 (2007) 1079–
1108.
[11] S. Fang, P. Imkeller, T.S. Zhang, Global flows for stochastic differential equations without global Lipschitz condi-
tions, Ann. Probab. 35 (1) (2007) 180–205.
[12] A. Figalli, Existence and uniqueness of martingale solutions for SDEs with rough or degenerate coefficients,
J. Funct. Anal. 254 (1) (2008) 109–153.
[13] F. Flandoli, M. Gubinelli, E. Priola, Well-posedness of the transport equation by stochastic perturbation,
http://arxiv.org/abs/0809.1310.
[14] I. Gyöngy, T. Martinez, On stochastic differential equations with locally unbounded drift, Czechoslovak Math. J. 51
(126) (4) (2001) 763–783.
[15] N. Ikeda, S. Watanabe, Stochastic Differential Equations and Diffusion Processes, North-Holland/Kodanska, Ams-
terdam/Tokyo, 1981.
[16] H. Kunita, Stochastic Flows and Stochastic Differential Equations, Cambridge University Press, Cambridge, 1990.
[17] N.V. Krylov, M. Röckner, Strong solutions of stochastic equations with singular time dependent drift, Probab.
Theory Related Fields 131 (2) (2005) 154–196.
[18] C. Le Bris, P.L. Lions, Renormalized solutions of some transport equations with partially W1,1 velocities and
applications, Ann. Mat. 183 (2004) 97–130.
[19] C. Le Bris, P.L. Lions, Existence and uniqueness of solutions to Fokker–Planck type equations with irregular coef-
ficients, Comm. Partial Differential Equations 33 (2008) 1272–1317.
[20] Y. Le Jan, O. Raimond, Integration of Brownian vector fields, Ann. Probab. 30 (2002) 826–873.
[21] P. Malliavin, The canonic diffusion above the diffeomorphism group of the circle, C. R. Acad. Sci. Paris Sér. I 329
(1999) 325–329.
[22] H.C. Ottinger, Stochastic Processes in Polymeric Fluids, Springer-Verlag, Berlin, 1996.
[23] B.L. Rozovskii, Stochastic Evolution Systems. Linear Theory and Applications to Nonlinear Filtering, Math. Appl.
(Sov. Ser.), vol. 35, Kluwer Academic Publishers, 1990.
[24] X. Zhang, Homeomorphic flows for multi-dimensional SDEs with non-Lipschitz coefficients, Stochastic Process.
Appl. 115 (2005) 435–448; Stochastic Process. Appl. 116 (2006) 873–875 (Erratum).
[25] X. Zhang, Strong solutions of SDEs with singular drift and Sobolev diffusion coefficients, Stochastic Process.
Appl. 115 (11) (2005) 1805–1818.
[26] X. Zhang, Stochastic partial differential equations with unbounded and degenerate coefficients, preprint.
[27] X. Zhang, Stochastic flows and Bismut formulas for non-Lipschitz stochastic Hamiltonian systems, preprint.
