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a b s t r a c t
Wemake empirical-likelihood-based inference for the parameters in heteroscedastic par-
tially linearmodels. Unlike the existing empirical likelihood procedures for heteroscedastic
partially linearmodels, the proposed empirical likelihood is constructed using components
of a semiparametric efficient score.We show that it retains the double robustness feature of
the semiparametric efficient estimator for the parameters and shares the desirable proper-
ties of the empirical likelihood for linearmodels. Comparedwith the normal approximation
method and the existing empirical likelihood methods, the empirical likelihood method
based on the semiparametric efficient score is more attractive not only theoretically but
empirically. Simulation studies demonstrate that the proposed empirical likelihood pro-
vides smaller confidence regions than that based on semiparametric inefficient estimating
equations subject to the same coverage probabilities. Hence, the proposed empirical likeli-
hood is preferred to the normal approximation method as well as the empirical likelihood
method based on semiparametric inefficient estimating equations, and it should be useful
in practice.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Consider a partially linear regression model,
Yi = XTi β + g(Zi)+ εi, (i = 1, . . . , n), (1)
where (Xi, Zi, Yi)’s are i.i.d. copies from a population (X, Z, Y ), Y is a response variable, X is a random k-vector, Z is a
random scalar, β is an unknown parameter vector, g(·) is an unknown function, εi’s are independent random errors with
E(εi|Xi, Zi) = 0 and Var(εi|Xi, Zi) = v(Xi, Zi) > 0, v(X, Z) is a function of (X, Z) representing possible heteroscedasticity.
We assume that v(Xi, Zi) is an unknown function of one-dimensional estimable variable ξ(Xi, Zi) and AT is the transpose of
a column vector or matrix A. Since its introduction by Engle et al. [3], this model has been broadly and deeply studied by
many authors in various disciplines. Härdle et al. [5] wrote a monograph on this model. Recently, Ma et al. [12] summarized
a variety of approaches and considered a family of consistent estimators of β . They showed that the optimal semiparametric
efficiency bound for β can be reached by a semiparametric kernel estimator in the family. Theoretical illustration and
numerical simulations have shown the advantages of the semiparametric efficient estimator.
To make inference about β in model (1) using either semiparametric efficient estimators or semiparametric inefficient
estimators, many authors have considered the normal approximation method. The empirical likelihood method introduced
in Owen [13,14] might be useful for the purpose of making semiparametric inference for this model. To the best of our
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knowledge, there is not much research in the literature on this model using the empirical likelihood method, although it
has been successfully applied to various models, to name a few, linear models [15], generalized linear models [8], quantile
estimation [1], generalized estimating equations [17], dependent process models [7], errors-in-covariables models [19,10],
Cox regression models [16], additive risk models [11,20], and nonparametric regression models [2]. When models are
semiparametric type like model (1), plug-in estimates of nuisance parameters in estimating equations are often needed.
Hjort et al. [6] have provided a general investigation on this issue, but their method is not directly applicable to confidence
regions in our case.
What we know about semiparametric inference for partially linear models with random designs based on the empirical
likelihood method is the work by [18,21]. Wang and Jing [18] studied the empirical likelihood for partially linear models,
but they assumed that the random errors were homoscedastic, that is, εi’s are independent of (Xi, Zi)’s. This is not realistic
in many applications. Zhu and Xue [21] investigated likelihood confidence regions in a partially linear single-index model
and treated the partially linear model as a special case of that model. They considered heteroscedastic errors, but their
empirical likelihood was constructed from the components of a semiparametric inefficient estimating equation. We think
that it might be more informative if we use components of a semiparametric efficient score to construct the empirical
likelihood. Motivated by the research of these authors and Ma et al. [12], in this paper, we propose a new approach to the
empirical likelihood inference about β based on the semiparametric efficient score given by Ma et al. [12]. We will show
that the empirical log-likelihood ratio is asymptotically a standard chi-square random variable. We will conduct simulation
studies to compare the proposed method with the normal approximation method and the existing empirical likelihood
methods based on semiparametric inefficient estimating equations.
The plan of the paper is as follows. In Section 2, we introduce the empirical likelihood method for the inference of
partially linearmodels and present ourmain results. In Section 3, we report Monte Carlo simulation results. All the technical
conditions and proofs are presented in the Appendix.
2. Methodology and main results
First, we introduce the estimation method of Ma et al. [12] for the parameter β in model (1) and propose the empirical
likelihood method for β .
To estimate β , Ma et al. [12] reviewed the following set of estimating equations:
0 = Ψ (Y , X, Z, w, β, gˇ) = n−1
n∑
i=1
wi{Yi − XTi β − gˇ(Zi, β)}{Xi − Eˆ(X |Zi)}, (2)
where gˇ(z, β) could be a given or estimated function of z, it may or may not contain β , Eˆ(·|z) denotes a consistent estimator
of E(·|z), and wi = w(Xi, Zi) denotes the weights. The common choice of w is w ≡ 1 [18,9] or w = Var(ε|X, Z)−1
[5, eq. 2.1.4]. They pointed out that if one cannot obtain a consistent estimator of g , including a nonconstant weight w
in (2) results in an inconsistent estimator of β . Given that weights are commonly needed in practice and g could simply be
a nuisance parameter, it is desirable to develop estimators which are robust to a not well estimated or misspecified g but
still accommodate the inclusion of weights, i.e. estimators are double robust. To achieve this goal, Ma et al. [12] proposed a
new family of weighted estimating equations:
0 = n−1
n∑
i=1
wi{Yi − XTi β − gˇ(Zi, β)}
[
Xi − Eˆ{w(Xi, Zi)Xi|Zi}
Eˆ{w(Xi, Zi)|Zi}
]
. (3)
They showed that whenw is taken to bew = w(X, Z) = E(ε2|X, Z)−1, (3) mimics the semiparametric efficient score for β
(Proposition 1, [12]). To estimate β , functions g , w, E(w|Z) and E(wX |Z) need to be nonparametrically estimated. Suppose
their corresponding estimators are gˆ , wˆ, Eˆ{wˆ(X, Z)|Z} and Eˆ{wˆ(X, Z)X |Z}, respectively. The estimator of β is the solution to
0 = n−1
n∑
i=1
{Yi − XTi β − gˆ(Zi, β)}wˆ(Xi, Zi)
[
Xi − Eˆ{wˆ(Xi, Zi)Xi|Zi}
Eˆ{wˆ(Xi, Zi)|Zi}
]
, (4)
where gˆ(Zi, β) is an estimator of g(Zi) for given β , one option for it is
Eˆ(wˆiYi|Zi)/Eˆ(wˆi|Zi)− {Eˆ(wˆiXTi |Zi)/Eˆ(wˆi|Zi)}β, (5)
where Eˆ(wˆiYi|Zi) is a nonparametric estimator of E(wiYi|Zi).
The following steps outline the iterative algorithm in calculating the estimates:
Step 1. Estimate E(Y |Z) and E(X |Z) nonparametrically and obtain the initial estimates βˆ = [{X − Eˆ(X|Z)}T{X −
Eˆ(X|Z)}]−1[{X− Eˆ(X|Z)}T{Y− Eˆ(Y|Z)}], and
gˆ(Zi) = Eˆ(Yi|Zi)− Eˆ(Xi|Zi)Tβˆ,
where X is the design matrix, and Y and Z are the vectors composed of Yi and Zi, respectively, Eˆ(X|Z) is the matrix
composed of Eˆ(Xi|Zi) and Eˆ(Y|Z) is the vector composed of Eˆ(Yi|Zi), respectively.
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Step 2. Calculate εˆi = Yi − XTi βˆ − gˆ(Zi).
Step 3. Obtain nonparametrically estimated wˆi = Eˆ(εˆ2i |Xi, Zi)−1, for i = 1, . . . , n.
Step 4. For the set of {wˆi}, obtain Eˆ(wˆi|Zi), Eˆ(wˆiXi|Zi) and Eˆ(wˆiYi|Zi), for i = 1, . . . , n, in the form of local-linear estimators.
Step 5. Let X˜i = Xi − Eˆ(wˆiXi|Zi)/Eˆ(wˆi|Zi) and Y˜i = Yi − Eˆ(wˆiYi|Zi)/Eˆ(wˆi|Zi), and letW be a diagonal matrix with wˆi being
the ith diagonal element. Calculate
βˆ = (X˜TWX˜)−1X˜TWY˜, (6)
and gˆ as in (5) with β = βˆ , where X˜ is the matrix and Y˜ is the vector composed of X˜i and Y˜i, respectively.
Step 6. Iterate Steps 2–5 until convergence and use the sandwich covariance estimate based on (6) to estimate the
asymptotic variance matrix of β , with the estimated variance matrix of Y˜ being a diagonal matrix with ith diagonal
element equal to Eˆ(εˆ2i |Xi, Zi). Specifically, the estimated asymptotic variance matrix of β is given by n−1Vˆ with
Vˆ =
(
X˜
T
WX˜
n
)−1
, (7)
where all the estimated terms in Vˆ are taken from the final step of the above algorithm.
In fact, the initial estimator obtained in Step 1 is already root-n consistent, a one step Newton–Raphson update from it
gives an estimator that has the same asymptotic distribution as the solution of (4). To simplify computations, we will just
perform the above iterative algorithm one time in the implementation of simulation studies.
Under appropriate conditions, βˆ is an asymptotic normal estimator of the true parameter value β , stated as follows.
Theorem 1 (Proposition 2, Ma et al. [12]). Assume βˆ solves (4). Then, under the regularity conditions given in the Appendix, when
n→∞,
√
n(βˆ − β) D−→ N(0, V ),
where
D−→ stands for convergence in distribution,
V = {E(SeffSTeff)}−1 =
[
E
{
wXXT − E(wX |Z)E(wX |Z)
T
E(w|Z)
}]−1
, (8)
with the semiparametric efficient score
Seff = wε
{
X − E(wX |Z)
E(w|Z)
}
.
Therefore, a large sample (1− α)100% confidence region for β based on the above normal approximation is given by
RNA,α = {β : n(βˆ − β)TVˆ−1(βˆ − β) ≤ χ2α(k)},
where Vˆ is a consistent estimator of V and is given in (7), and χ2α(k) is the (1 − α)th upper quantile of the chi-square
distribution χ2(k)with k degrees of freedom.
We now introduce an auxiliary random vector using the semiparametric efficient score Seff. Let
ξi(β) = Seff(Xi, Zi, Yi) = w(Xi, Zi){Yi − XTi β − g(Zi)}
{
Xi − E(wiXi|Zi)E(wi|Zi)
}
.
Note that E[ξi(β)] = 0, i = 1, . . . , n, if β is the true parameter. Using this fact, we apply Owen’s empirical likelihood
method [13,14] to make inference about β . Let p = (p1, . . . , pn) be a probability vector satisfying∑ni=1 pi = 1 and pi ≥ 0
for i = 1, . . . , n. Let Fp be a distribution function which assigns probability pi at point ξi(β). Therefore,
δ(Fp, β) =
n∑
i=1
piξi(β).
Then, the empirical likelihood, evaluated at the true parameter value β , is defined by
L(β) = sup
{
n∏
i=1
pi :
n∑
i=1
pi = 1, δ(Fp, β) = 0
}
.
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Since δ(Fp, β) depends on the unknown functions g(Zi), E(w|Zi) and E(wXi|Zi), we replace them by the local-linear
estimators from the final step of the iterative algorithm: gˆ(Zi, β) = Eˆ(wˆiYi|Zi)/Eˆ(wˆi|Zi)− {Eˆ(wˆiXTi |Zi)/Eˆ(wˆi|Zi)}β , Eˆ(wˆi|Zi),
Eˆ(wˆiXi|Zi) and Eˆ(wˆiYi|Zi). Hence, an estimated ξi(β) is given by
Wni ≡ Wni(β) = wˆ(Xi, Zi){Y˜i − X˜Ti β}X˜i,
where Y˜i and X˜i are defined in Step 5 of the iterative algorithm. Consequently, an estimated empirical likelihood by the
plug-in method, evaluated at the true value β , is defined by
L˜(β) = sup
{
n∏
i=1
pi :
n∑
i=1
pi = 1, δˆ(Fp, β) = 0
}
,
where δˆ(Fp, β) =∑ni=1 piWni. Then, by the method of Lagrange multipliers, we can easily get
pi = 1n {1+ λ
TWni}−1, i = 1, . . . , n,
where λ = (λ1, . . . , λk)T is the solution of
1
n
n∑
i=1
Wni
1+ λTWni = 0. (9)
Note that
∏n
i=1 pi, subject to
∑n
i=1 pi = 1, attains its maximum n−n at pi = n−1. So we define the empirical likelihood ratio
at β by
R(β) =
n∏
i=1
(npi) =
n∏
i=1
{1+ λTWni}−1,
and the corresponding empirical log-likelihood ratio is defined as
L(β) = −2 log R(β) = 2
n∑
i=1
log{1+ λTWni}. (10)
The following theorem gives the asymptotic distribution ofL(β).
Theorem 2 (Wilks’ Theorem). Assume the conditions in Theorem 1 hold. If β is the true parameter value, then
L(β)
D−→ χ2(k).
Theorem 2 can be used to construct empirical likelihood confidence regions for β . A (1− α)100% confidence region for
β is given by
REL,α = {β : L(β) ≤ χ2α(k)}. (11)
Corollary 1. Under the conditions of Theorem 2,
P(β ∈ REL,α) −→ 1− α, as n→∞.
In (4), if we take w ≡ 1, we obtain an unweighted estimating equation for β . The result in Theorem 2 still holds. This
corresponds to the empirical likelihood method considered by Wang and Jing [18] and Zhu and Xue [21] for partially linear
models, where the empirical likelihood is constructed from the components of the unweighted estimating equation, which
is not semiparametric efficient for heteroscedastic partially linear models. In our simulation studies for heteroscedastic
designs, we will investigate the finite sample performance of the proposed empirical likelihood method and their methods
along with the normal approximation method using the semiparametric efficient estimator of Ma et al. [12].
3. Monte Carlo simulation studies
We conduct some Monte Carlo experiments to compare the finite sample performance of the three methods described
in Section 2: semiparametric inefficient (or unweighted) empirical likelihood (SIEL), semiparametric efficient normal
approximation (SENA), and semiparametric efficient empirical likelihood (SEEL).We examine twomodels, onewith a lower-
dimensional X (k = 1) and one with a higher-dimensional X (k = 3).
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Table 1
Model 1: Comparisons of three methods (SIEL, SENA, SEEL) for semiparametric inference of β = 1
n SIEL SENA SEEL SIEL SENA SEEL
m = 1 m = 2
100 (a) [0.255, 1.733] [0.450, 1.541] [0.458, 1.534] [0.250, 1.730] [0.461, 1.570] [0.462, 1.570]
(b) 1.478 1.091 1.076 1.480 1.108 1.107
(c) 93.1 91.6 90.5 93.5 93.4 93.8
(0.149) (0.109) (0.146) (0.094)
200 (a) [0.469, 1.532] [0.603, 1.391] [0.605, 1.389] [0.468, 1.532] [0.611, 1.407] [0.611, 1.406]
(b) 1.063 0.789 0.784 1.064 0.797 0.795
(c) 94.3 92.2 92.2 94.7 94.1 94.0
(0.077) (0.047) (0.074) (0.046)
300 (a) [0.560, 1.431] [0.678, 1.325] [0.679, 1.324] [0.558, 1.430] [0.686, 1.338] [0.686, 1.338]
(b) 0.872 0.648 0.645 0.872 0.653 0.653
(c) 93.2 91.9 92.0 93.6 93.4 93.4
(0.053) (0.034) (0.052) (0.033)
m = 3 m = 4
100 (a) [0.247, 1.733] [0.521, 1.623] [0.516, 1.629] [0.244, 1.737] [0.619, 1.696] [0.600, 1.710]
(b) 1.486 1.101 1.113 1.494 1.077 1.110
(c) 93.4 92.2 92.2 93.5 88.1 89.5
(0.144) (0.103) (0.143) (0.130)
200 (a) [0.467, 1.533] [0.650, 1.441] [0.647, 1.443] [0.465, 1.534] [0.728, 1.506] [0.720, 1.513]
(b) 1.066 0.791 0.796 1.069 0.778 0.792
(c) 94.8 92.5 92.6 94.9 88.3 89.3
(0.074) (0.049) (0.074) (0.062)
300 (a) [0.557, 1.430] [0.711, 1.363] [0.710, 1.365] [0.556, 1.431] [0.770, 1.413] [0.764, 1.418]
(b) 0.873 0.652 0.655 0.875 0.643 0.654
(c) 93.7 93.3 92.9 94.0 89.5 89.2
(0.052) (0.033) (0.052) (0.041)
(a) average 95% confidence intervals. (b) average lengths of 95% confidence intervals. (c) empirical coverage probabilities (%). The numbers in parentheses
are the mean squared errors of the SI and SE estimators,m is the bandwidth tuning parameter, n is the sample size.
Model 1: Consider the following heteroscedastic partially linear model with a one-dimensional X ,
Y = Xβ + g(Z)+ ε,
where β = 1, g(Z) = exp(Z − 2), Z is from a uniform distribution U(2, 4), X is from a uniform distribution U(Z/2, Z),
and Y is from a normal distribution with mean E(Y |X, Z) = Xβ + g(Z) and variance Var(ε|X, Z) = {E2(Y |X, Z) + 1}/16.
Since Var(ε|X, Z) is a function of ξ(X, Z) = E(Y |X, Z), ξˆ = X β˜ + g˜(Z) is obtained from the initial step of the iterative
algorithm and is used to estimate Var(ε|X, Z). The initial estimator β˜ is updated once using the estimated weights and the
semiparametric efficient score to obtain the semiparametric efficient estimator βˆ . In nonparametric regressions, we use the
Epanechnikov kernel for smoothing.
We calculate average length and coverage probability of confidence intervals given by three methods at the nominal
level 95%. We report the results over 1000 replicates in Table 1. To assess the sensitivity of the estimates and the coverage
probabilities to bandwidth and sample size, simulations are conducted for different bandwidth values and sample sizes. The
sample sizes used are n = 100, 200, 300. In the estimation of required nonparametric functions of Z and ξ , the bandwidth
is taken to bem× sd(Z)×n−1/5 for Z andm×1.2sd(ξˆ )×n−1/5 for ξ , where sd(Z) and sd(ξˆ ) represent the sample standard
deviations of the regressors Z and ξˆ , respectively, m is a bandwidth tuning parameter taking values 1, 2, 3 and 4. These
chosen bandwidths satisfy the bandwidth conditions stated in the Appendix.
Model 2: Consider the following heteroscedastic partially linear model with a three-dimensional covariate vector X ,
Y = XTβ + g(Z)+ ε,
where β = (β1, β2, β3)T = (1,−1, 2)T, g(Z) = 6 sin(2Z), Z is from a uniform distribution U(2, 4), X = (X1, X2, X3)T, X1
is from a uniform distribution U(Z/2, Z), X2 is from a uniform distribution U(−Z, Z), X3 is from a triangle distribution on
[−2, 2], independent of Z , X1 and X2, and Y is from a normal distribution with mean E(Y |X, Z) = Xβ + g(Z) and variance
Var(ε|X, Z) = {E2(Y |X, Z)+ 1}/16. The estimation procedure is the same as that of Model 1.
Model 2 has a higher-dimensional X thanModel 1. The bandwidth and sample size are set in the sameway as inModel 1.
We obtain confidence regions instead of confidence intervals from the SI and SEmethods. In Table 2, we report the coverage
probabilities of these confidence regions based on 1000 replicates, as well as the mean squared errors of the SI estimator
and relative efficiency of the SI estimator related to the SE estimator.
From these simulation results, we draw the following conclusions. In general, regardless of the dimensionality of X ,
SENA and SEEL work equally well and both outperform SIEL in terms of the average length of the confidence intervals and
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Table 2
Model 2: Comparisons of three methods (SIEL, SENA, SEEL) for semiparametric inference of β = (1,−1, 2)T
n SIEL SENA SEEL SIEL SENA SEEL
m = 1 m = 2
100 CP 86.8 93.4 87.7 88.8 96.1 94.7
β RE MSE RE MSE
βˆ1 0.313 0.149 0.394 0.146
βˆ2 0.444 0.010 0.584 0.009
βˆ3 0.425 0.038 0.518 0.037
200 CP 92.6 94.2 91.8 93.3 97.3 95.7
β RE MSE RE MSE
βˆ1 0.269 0.070 0.343 0.067
βˆ2 0.418 0.005 0.514 0.005
βˆ3 0.379 0.017 0.486 0.017
300 CP 94.2 95.4 92.3 94.5 96.8 95.7
β RE MSE RE MSE
βˆ1 0.223 0.045 0.291 0.044
βˆ2 0.332 0.003 0.527 0.003
βˆ3 0.346 0.012 0.471 0.012
m = 3 m = 4
100 CP 91.0 96.3 95.5 91.8 95.4 93.7
β RE MSE RE MSE
βˆ1 0.638 0.148 0.967 0.153
βˆ2 0.768 0.010 0.867 0.010
βˆ3 0.664 0.037 0.792 0.039
200 CP 93.8 95.8 95.0 94.2 95.1 94.2
β RE MSE RE MSE
βˆ1 0.645 0.068 1.058 0.070
βˆ2 0.777 0.005 0.868 0.005
βˆ3 0.698 0.017 0.804 0.018
300 CP 94.7 94.7 94.0 95.4 93.7 92.6
β RE MSE RE MSE
βˆ1 0.602 0.044 1.111 0.044
βˆ2 0.882 0.003 0.993 0.003
βˆ3 0.721 0.012 0.843 0.012
CP, empirical coverage probability of the 95% confidence region (%); RE, mean squared error of the SE estimator over that of the SI estimator
(MSE(βˆSE)/MSE(βˆSI )); MSE: mean squared error of the SI estimator;m, the bandwidth tuning parameter; n, sample size.
the efficiency of the estimates, subject to the same coverage probability. A trivial impact of the dimensionality of X is
expected since we have assumed that the conditional variance is a function of the conditional mean to avoid the curse of
dimensionality. SIEL givesmuchwider confidence intervals or regions and lower efficiency though the coverage probabilities
are closer to the nominal level than SENA and SEEL. SENA and SEEL tend to have narrower confidence intervals or regions
than SIEL for general bandwidth. SIEL seems to bemore robust against bandwidth selection.We believe this is because SENA
and SEEL need to estimate conditional variance. However, it is apparent that the SE estimator is more efficient than the SI
estimator for a wide range of bandwidth values where the SI estimator is best estimated with minimum mean squared
errors. When the sample size is small, the coverage probabilities of all three methods deviate from the nominal level, the
coverage accuracy is somewhat sensitive to the bandwidth. If the bandwidth is appropriately chosen (taking m between
2 and 3) so that the mean squared errors of both SE and SI estimators are minimum, and the sample size is moderate
or large (n ≥ 200), all the coverage probabilities are in agreement with the nominal level, the average length of the
confidence intervals becomes shorter, but SIEL still systematically has wider confidence intervals or regions than SENA and
SEEL. We have used some empirical bandwidths. A data driven bandwidth selection method may be used in nonparametric
estimation, for example, least squares cross-validation (LSCV) or generalized cross-validation (GCV), as suggested in [21].
But they require more computational efforts for implementation. In summary, for inference of heteroscedastic partially
linear models, both SENA and SEEL have better overall performance than SIEL. Given the advantages that SEEL has: double
robustness, semiparametric efficiency and all the features of the empirical likelihood method (see [4]), it is preferred to
SENA and SIEL.
X. Lu / Journal of Multivariate Analysis 100 (2009) 387–396 393
Acknowledgments
I wish to thank Professor Yanyuan Ma for allowing me to read the technical report of her paper and, the Associate Editor
and two referees for their constructive comments. This research was partly supported by a grant from the Natural Sciences
and Engineering Research Council of Canada.
Appendix. Conditions and proofs
A.1. Conditions
The following regularity conditions are taken from Ma et al. [12] with some modifications.
Condition 1. The errors εi (i = 1, . . . , n) are independent and 0 < Var(ε2i ) <∞.
Condition 2. There exists a variance function, v(·), ξi = ξ(Xi, Zi) and a positive constant γ , such that E(ε2i |Xi, Zi) = v(ξi),
with v(·) > γ > 0.
Condition 3. The functions g(z), E(X |x), E(Y |z), v(ξ), E(w|z), E(wX |z) and E(wY |z) are twice continuously differentiable
with finite derivatives. As a function of (x, z), ξ is three times differentiable with finite derivatives.
Condition 4. There exists a function µ4(·) such that E(ε4i ) = E{µ4(ξi)}. The function µ4(·) is continuous; furthermore,
there exists an s > 2, such that max1≤i≤n E(ε2si ) < c <∞ for some c > 0. This condition is necessary for obtaining uniform
consistency of the estimator for the variance function v(·).
Condition 5. Assume that the random variables Xi have a density, fX , and that the support of fX is a compact interval. This
condition ensures that XTi β is bounded.
Condition 6. Assume that the random variables ξi and Zi have densities, fξ and fZ , respectively, that the supports of fξ and
fZ are compact intervals and that fξ and fZ are twice continuously differentiable, satisfying 0 < inf fξ (·) ≤ sup fξ (·) < ∞
and 0 < inf fZ (·) ≤ sup fZ (·) <∞.
Condition 7. The kernel function K is symmetric and continuously differentiable with compact support [−1, 1].
Condition 8. The bandwidth h used in the kernel estimators satisfies h→ 0, nh3 →∞ and nh8 → 0 as n→∞, and
lim inf
n→∞(nh/ log n)
1/2n−2/r > 0
for a constant r (0 < r < s), where s is given in Condition 4.
Condition 9. The estimator of the variance function v(·) is such that vˆ(·) is truncated below by a sequence ζn > 0, where
ζn → 0. This sequence satisfies h/ζn → 0, nh2ζ 2n →∞ and nhζ 2n / log n→∞.
A.2. Proof of Theorem 2
To prove Theorem 2, it suffices to prove the following lemmas. Throughout the proof, | · | is understood to be ‖ · ‖when
the argument is a vector.
Lemma 1. Under the conditions of Theorem 2, we have
(a) max1≤i≤n |Wni| = op(n1/2).
(b) |λ| = Op(n−1/2).
Lemma 2. Under the conditions of Theorem 2, we have
(a) L(β) = (n−1/2∑ni=1Wni)T(n−1∑ni=1WniW Tni)−1(n−1/2∑ni=1Wni)+ op(1).
(b) n−1/2
∑n
i=1Wni
D−→ N(0, V−1).
(c) n−1
∑n
i=1WniW
T
ni
P−→ V−1, where P−→ stands for convergence in probability.
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First, suppose that Lemmas 1 and 2 hold, we prove Theorem 2. It follows from Lemma 2
L(β) =
(
n−1/2
n∑
i=1
Wni
)T
V
(
n−1/2
n∑
i=1
Wni
)
+ op(1)
=
(
V 1/2n−1/2
n∑
i=1
Wni
)T (
V 1/2n−1/2
n∑
i=1
Wni
)
+ op(1)
and V 1/2n−1/2
∑n
i=1Wni
D−→ N(0, Ik), here Ik denotes an identity matrix. Therefore, Theorem 2 is proved.
Next, we provide proofs of Lemmas 1 and 2.
Proof of Lemma 1. Part (b) can be proved using the similar arguments as those used in the proof of (2.14) of [14]. Now, we
prove (a).
The proof of part (a) utilizes the proof of Proposition 2 in [12].Wewill adopt some results given by their proof and outline
only the required steps. Ma et al. in their technical report have shown that if ‖βˆ − β‖ = Op(1/√n), then, for ξ ∈ I , I is the
support of the density function of ξi’s,
sup
ξ∈I
|vˆn(ξ)− v(ξ)| = Op
{(
log n
nh
)1/2
+ h+ 1√
nh3
}
, (12)
where vˆn(ξ) is the nonparametric variance estimation of v(ξ) using the estimated sequences εˆi and ξˆi. Finally, wˆ(X, Z) =
vˆn(ξ)
−1 estimates w, the inverse of the true variance function v. It is guaranteed that wˆ = w + Op{(log n/(nh))1/2 + h +
1/
√
nh3} = w+ op(1) always holds. Using the usual kernel regression with the same bandwidth h in all the regressions, we
can obtain
Eˆ(X |Z) = E(X |Z)
(
1+ axh2 + bx 1√
nh
)
,
Eˆ(Y |Z) = E(Y |Z)
(
1+ ayh2 + by 1√
nh
)
,
Eˆ(wˆ|Z) = E(wˆ|Z)
(
1+ awˆh2 + bwˆ 1√
nh
)
,
Eˆ(wˆX |Z) = E(wˆX |Z)
(
1+ awˆxh2 + bwˆx 1√
nh
)
,
Eˆ(wˆY |Z) = E(wˆY |Z)
(
1+ awˆyh2 + bwˆy 1√
nh
)
,
where ax, ay, awˆ , awˆx, awˆy bx, by, bwˆ , bwˆx, bwˆy are functions of Z with constant order. Let
bxi = −
E(wˆiXi|Zi)
E(wˆi|Zi)
{
(awˆx − awˆ)h2 + (bwˆx − bwˆ)1/
√
nh
1+ awˆh2 + bwˆ1/
√
nh
}
and
byi = −
E(wˆiYi|Zi)
E(wˆi|Zi)
{
(awˆy − awˆ)h2 + (bwˆy − bwˆ)1/
√
nh
1+ awˆh2 + bwˆ1/
√
nh
}
.
Then, we have
Wni =
{Yi − Eˆ(wˆiYi|Zi)
Eˆ(wˆi|Zi)
}
−
{
Xi − Eˆ(wˆiXi|Zi)
Eˆ(wˆi|Zi)
}T
β
 wˆi {Xi − Eˆ(wˆiXi|Zi)
Eˆ(wˆi|Zi)
}
=
[{
Yi − E(wˆiYi|Zi)E(wˆi|Zi)
}
−
{
Xi − E(wˆiXi|Zi)E(wˆi|Zi)
}T
β + (byi − bxi β)
]
wˆi
{
Xi − E(wˆiXi|Zi)E(wˆi|Zi) + b
x
i
}
=
[{
Yi − E(wiYi|Zi)E(wi|Zi)
}
−
{
Xi − E(wiXi|Zi)E(wi|Zi)
}T
β
]
wi
{
Xi − E(wiXi|Zi)E(wi|Zi)
}
+ r(Xi, Zi, Yi)op(1)
= εiwi
{
Xi − E(wiXi|Zi)E(wi|Zi)
}
+ r(Xi, Zi, Yi)op(1),
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where r(Xi, Zi, Yi) is some function of (Xi, Zi, Yi)with finite secondmoment and op(1) is independent of (Xi, Zi, Yi). Therefore,
max
1≤i≤n
|Wni| ≤ max
1≤i≤n
∣∣∣∣εiwi {Xi − E(wiXi|Zi)E(wi|Zi)
}∣∣∣∣+ max1≤i≤n |r(Xi, Zi, Yi)|op(1)
= op(n1/2)+ op(n1/2)op(1)
= op(n1/2).
Lemma 1(a) is proved. 
Proof of Lemma 2. In fact, Lemma 2(b) and (c) can be proved using the same arguments in the proof of Proposition 2 of
[12]. We give the proof of Lemma 2(a) only. Taylor’s expansion ofL(β) in (10) with respect to λTWni gives
L(β) = 2
n∑
i=1
{λTWni − (1/2)(λTWni)2} + Rn, (13)
where Rn, in probability, satisfies the following inequality in light of Lemma 1 and Lemma 2(c) for some constant C > 0,
|Rn| ≤ C
n∑
i=1
(λTWni)3 ≤ C |λ|3 max
1≤i≤n
|Wni|
n∑
i=1
|Wni|2 = op(1).
By Lemma 1, Lemma 2(c) and similar arguments as above, we obtain
n∑
i=1
(λTWni)3
1+ λTWni = op(1). (14)
By (9), we obtain
0 =
n∑
i=1
λTWni
1+ λTWni =
n∑
i=1
(λTWni)−
n∑
i=1
(λTWni)2 +
n∑
i=1
(λTWni)3
1+ λTWni . (15)
By (14) and (15), we obtain
n∑
i=1
(λTWni) =
n∑
i=1
(λTWni)2 + op(1). (16)
Again by (9), we obtain
0 =
n∑
i=1
Wni
1+ λTWni =
n∑
i=1
Wni
[
1− λTWni + (λ
TWni)2
1+ λTWni
]
=
n∑
i=1
Wni −
n∑
i=1
(WniW Tni)λ+
n∑
i=1
Wni(λTWni)2
1+ λTWni .
By Lemma 1 and Lemma 2(c), we obtain
n−1
n∑
i=1
∣∣∣∣Wni(λTWni)21+ λTWni
∣∣∣∣ ≤ C |λ|2 max1≤i≤n |Wni|n−1 n∑
i=1
|Wni|2 = op(n−1/2).
Hence, we have
λ =
(
n∑
i=1
WniW Tni
)−1 n∑
i=1
Wni +
(
n−1
n∑
i=1
WniW Tni
)−1 (
n−1
n∑
i=1
Wni(λTWni)2
1+ λTWni
)
=
(
n∑
i=1
WniW Tni
)−1 n∑
i=1
Wni + op(n−1/2). (17)
By (13), (16) and (17), finally we obtain
L(β) =
n∑
i=1
λTWniW Tniλ+ op(1)
=
(
n−1/2
n∑
i=1
Wni
)T (
n−1
n∑
i=1
WniW Tni
)−1 (
n−1/2
n∑
i=1
Wni
)
+ op(1). 
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