Abstract-Channelrhodopsin-2 (ChR2) has become a widely used tool for stimulating neurons with light. Nevertheless, the underlying dynamics of the ChR2-evoked spikes are still not yet fully understood. Here, we develop a model that describes the response of ChR2-expressing neurons to light stimuli and use the model to explore the light-to-spike process. We show that an optimal stimulation yield is achieved when the optical energies are delivered in short pulses. The model allows us to theoretically examine the effects of using various types of ChR2 mutants. We show that while increasing the lifetime and shuttering speed of ChR2 have limited effect, reducing the threshold irradiance by increased conductance will eliminate adaptation and allow constant dynamic range. The model and the conclusion presented in this study can help to interpret experimental results, design illumination protocols, and seek improvement strategies in the nascent optogenetic field.
Modeling Study of the Light Stimulation of a Neuron
Cell With Channelrhodopsin-2 Mutants
I. INTRODUCTION
T HE ENGINEERING community has for many years been interested in neural stimulation from the perspective of both basic research and medical intervention. The discovery of the channelrhodopsin complex in 2003 [1] created a new optical interface with nerve cells. This new field of "optogenetics" is based on genetic photosensitization and optical stimulation of neuron cells. The photosensitization is achieved by genetically engineering "blind" neurons to express light-sensitive ion channels or ion pumps. Pulses of light activate these channels and/or pumps to transmit ions across the neuron cell membrane, thus depolarizing or hyperpolarizing the cell-the basis of neural information flow. The power of this technique on neurons was first demonstrated by Boyden et al. in 2005 [2] . As the sensitizing proteins can be genetically engineered into specific kinds of neurons, researchers can use this technique to explore complex brain circuits and neurological and psychiatric illnesses such as epilepsy and Parkinson's disease. In the long term, optogenetic technology may be used to create new forms of optoelectronic prostheses to treat blindness [3] and spinal cord injuries [4] . Three key challenges exist with this technique: developing optoelectronic stimulation systems, developing genetic tools to target specific cells, and creating better forms of photosensitization agents. We have previously developed novel optoelectronic arrays for optogenetic neural stimulation [5] , [6] . Lagali et al. [7] demonstrated cell specific targeting of channelrhodopsin-2 (ChR2) in the retina. However, the ChR2 itself requires high levels of illumination in order to achieve sufficient firing frequencies. Such levels could be problematic for biomedical prostheses such as retinal prosthesis [3] . Additionally, at a practical level, wearable and prosthetic devices will need to consume minimal power. Thus, from both an optoelectronic and molecular engineering perspective, we need to understand how best to stimulate ChR2 and how it could be modified to improve its functional characteristics.
In this paper, we present a model that combines the kinetics of the ChR2 photocycle and a nonlinear cable theory to describe the response of ChR2-expressing neurons to light stimuli (Fig. 1) . The induction of ChR2's conductivity with light is modeled with 0018-9294/$26.00 © 2011 IEEE four functional states. The effect of the induced conductance on the neuron is determined with a cable model, which contains active Hodgkin-Huxley-type [8] elements. Inputs to the model are physical properties of the neuron cell (e.g., membrane capacitance) and level of ChR2 expression (i.e., the number of ChR2s per unit area) and independent variables such as the stimulation intensity and timing. We demonstrate the efficacy of the model against experimental data, and we use the model to investigate different stimulation profiles and how ChR2 could be mutated to provide better characteristics.
II. THEORY
ChR2 is a light-sensitive cation channel from the green algae Chlamydomonas reinharditii [1] . In nature, ChR2 helps the algae to position itself in optimal photosynthesis conditions [9] . However, when expressed in neurons, ChR2 can generate depolarizing currents within a few milliseconds in response to blue light. Like other opsins, ChR2 absorbs light through its tight interaction with retinal [10] , which undergoes a trans-cis isomerization. The retinal isomerization induces a series of conformation changes in the protein that can eventually lead to the opening of an ion conducting pore in its structure. When ChR2 is expressed in the neuron's membrane, the opening of the pore practically increases the membrane's conductance that leads to intermembrane current.
The response of ChR2 to light exhibits several nonlinear characteristics (see, for example, the original paper by Nagel et al. [1] and our own prior report [11] ). It features adaptation (also called desensitization or deactivation). Under constant illumination, the conductance reaches a transient peak value that decays to a lower stationary plateau, as shown in Fig. 2(top) . The absolute magnitude of the peak and plateau as well as the adaptation ratio (i.e., plateau/peak) depends on the light irradiance. Higher irradiances result in large currents but also lower adaptation ratio. The magnitude of the response depends as well on the total number of ChR2 proteins that are illuminated, which is a function of the expression level. The adaptation ratio does not depend on expression level. Another nonlinear feature is saturation. The magnitude of ChR2 current peak increases almost linearly with the light irradiance till it reaches an asymptotic value. Typically, ChR2 saturates at irradiances higher than 40 mW/mm 2 (10 19 photons·s −1 ·cm −2 , at λ = 470 nm).
These kinetic characteristics can be represented by different photocycle models [1] , [11] - [15] . Here, we use a branched fourstates model that we recently proposed [11] . The model is based on the original work of Hegemann et al. with ChR1 [15] and on the postulated model of Nagel et al. [1] . [11] ). The transition from O1 to O2 can be both thermal 
The population of these states can be described as follows: . K a 1 and K a 2 are the activation rates C1→O1 and C2→O2, respectively. If ε i is the quantum efficiency in the state C i (where i = 1, 2) and φ(t) is the photon flux per one ChR2, then K ai can be approximated by K ai = ε i ·φ(t). All rates are in units of ms −1 . The total conductance of a neural section due to ChR2 (G ChR ) is [16] , where U is the absolute transmembrane potential. U 0 and U 1 are empirical constants equal to 40 and 15 mV, respectively. The response of the nth section of a cell to the change in membrane conductance can be then described by
Here, I ionic represents the current through the native ion channels, i.e., I ionic = Σ k I k . I k is described by the HodgkinHuxley [8] 
, wherē g k is the maximum conductance of the ion channels of the type k. ξ and η are the ion channel activation and inactivation variables, respectively, and E k is the reversal potential of the channel. All activation ξ and inactivation η variables can be described by differential equations of the form
where α k and β k are rate functions. C is the cell section capacitance and V is the membrane potential relative to rest potential
) represents the internal current into compartment n from compartment n − 1, where γ n n −1 is the conductance between the two compartments. The model assumes that the extracellular potential that is produced by the neuron's own activity is negligible. Thus, the intracellular potential is set equal to the transmembrane potential. Since the conductance of the native ion channels is typically expressed relative to the rest potential, it is necessary to convert it back to the real (absolute) potential when calculating ChR2 current.
III. RESULTS

A. Model Implementation and Experimental Testing
The ChR2-neuron model was implemented in Simulink multidomain simulation environment (MathWorks Inc.). We adapted a rat CA3 hippocampal neuron model from [17] . In this case, the neuron is represented by 19 sections (compartments)-8 for the basilar dendrites, 1 for the soma, and 10 for the apical dendrites. The electrophysiological dynamics is described by the following ion channels: two types of Na + channels (transient current), four K + channels [delayed rectifier (DR), transient (A), slow after hyperpolarization (AHP), and rapid voltageand Ca 2+ -dependent (C)], high-threshold Ca 2 + channel, and a leakage conductance. The values of p k , q k , E k , andḡ k for each channel type are given in Table I . E leakage value was tuned to set the sum of all ionic currents at rest to zero. The rate functions α k and β k are given in Table II . The densities of the ion conductances are taken from [17] . The model used a somatic area of 1150 μm 2 and somatic capacitance of 0.01 pF/μm 2 . The intercompartment conductance γ was 0.001 nS/μm 2 . In order to calculate the activation rates it is convenient to convert the light irradiance E(t) (e.g., mW/mm 
The g ChR2 (t) represents the mean conductive state of ChR2 at each point in time, it can have values between 0 (no open states) and 1 (all in O1 state). The relative ChR2 conductance g ChR2 (t) is multiplied by G max and f(U) to get G ChR2 (t) = G max · g ChR2 (t) · f (U ), where G max corresponds to the actual number of ChR2s expressed at a given cell area times the conductance of the O1 state at rest potential, f(V rest ) = 1. In practice, the maximum ChR2 conductance can be estimated experimentally from voltage clamp recordings G max = I peak /V rest . At saturating irradiance, practically all ChR2s are at O1 state in the current peak. Since the calculations are done on a single unit area of the membrane, it is essential to normalize G max to the area of the cell segment that is illuminated giving G max in units of conductance per area. The set of rate equations were solved using Simulink's Runge-Kutta ordinary differential equation solver with a fixed 0.01-ms step size. The results were compared with experimental recordings. The photostimulation experiments were done on primary cultures from hippocampal tissue of Sprague-Dawley rats. The neurons were dissociated on embryonic day 18.5 and transfected at 7 days in vitro (DIV) using a lipofectamine procedure with a fusion ChR2-YFP (a gift from Karl Deisseroth, Stanford, CA) that was subcloned into a plasmid containing a chick β-actin promoter. Electrophysiological recordings were performed at 0-14 DIV similar to [11] . The cells were illuminated with a fast shuttering (<1 ms 10% to 90%), directly modulated diodepumped solid state 473-nm laser (DPBL-9020, Sp3 plus). The laser was focused using a single lens to a 125-μm full wave half maximum spot diameter. Multiple neurons were tested (V clamp : n = 10, I clamp : n = 3). Figs. 2 and 3 show representative examples of reproduction of experimental photocurrents.
We found that the model best reproduces experimental photocurrents when O1 state has larger conductivity, better activation efficiency, and shorter lifetime than O2 state. The transition rates between the two open states can be thermally and light induced (the dependence of light was found to have logarithmic nature). The O1→O2 transition rate is larger than O1←O2. Fig. 2 shows that the model enables to reproduce not just the transient and steady-state amplitudes but also the transitional stages (e.g., open to peak, peak to plateau, and plateau to close), which are important for pulse stimulation. Fig. 4 shows simulation of the currents dynamics before, during, and after a single action potential. When the light is turned on, the photon flux excites the ChR2 molecules and causes an increase in membrane conductivity that leads to influx of cations. The depolarization of the membrane potential reduces the ionic driving force across the ChR2 molecules (negative feedback) and leads to a reduction in the photocurrents. As a result, in contrast to the situation where the voltage is clamped, here the photocurrent peak (arrow 1) can occur before the peak in ChR2 conductivity. The depolarization of the membrane potential activates the voltage-gated Na + channels. An action potential is triggered when sufficient number of Na + channels is activated to carry the nonlinear positive-feedback depolarization burst (arrow 2). The transient depolarization further reduces the ionic driving force across the ChR2s, which eventually, when the membrane potential overshoots the zero potential (arrow 3), can reverse the direction of ChR2-current, although the outward current is typically small for wild-type ChR2. At the AP peak, most of the voltage-gated Na + channels are inactivated and polarizing currents via the voltage-gated K + channels and the calcium-activated voltage-dependent K + channels repolarize the neuron. At this stage, ChR2 currents work briefly with the native channels to repolarize the neuron. The repolarization of the membrane below zero voltage recovers the inward current of ChR2 making it to work against the natural repolarization process of the cell (arrow 4). When the light is turned off, the conductivity of ChR2 drops and the membrane potential is left to repolarize to its rest potential. However, the slow closing of ChR2 may lead to a large residual postspike depolarization current (arrow 5) that can prolong the return to rest potential and potentially increase the refractory period.
B. Constant Illumination
In constant illumination conditions (i.e., steady irradiance), the ChR2-neuron system can reach a spiking condition in which the spiking frequency remains relatively stable. The steady-state frequency can be controlled by the light irradiance.
What is the relationship between the light irradiance and the steady state spiking frequency (f-E)?
We observed two distinguished types of the f-E relationships as illustrated in Fig. 5 . One type is limited by the ChR2 kinetics and the other by the neuron. The key factor is the ChR2 conductance for the given light irradiance, which is a function of ChR2 expression level, the channel conductance and the illumination area. The relationship between the photocurrent and irradiance is shown in Fig. 5 (blue) for a weak (∼0.33 nA at saturation) and a strong (∼2.5 nA at saturation) photocurrent responses.
Since the irradiance for the full saturation is not so well defined, we used the irradiance for a half-saturation current E (1/2) ChR2 as a measure for the ChR2 response to light. Similarly, as a measure of the generic neuron responsiveness, given by the f-E curve, the irradiance for a half of the saturation frequency E (1/2) neuron can be used. At weak photocurrent response, the spiking process has a half-saturation irradiance that is higher than the ChR2 one, E
ChR2 (see Fig. 5 , ChR2-limited case). In this case, the spiking frequency is directly proportional to the induced photocurrents, i.e., the f-E curve follows ChR2's I-E curve. This is a ChR2-limited spiking as the frequency response reaches its asymptotic value at ChR2 saturation irradiance.
In contrast, with a strong photocurrent response the native neural spiking saturates faster than ChR2, i.e., E
ChR2 (see Fig. 5, N-limited case) . In this case, the f-E curve increases at higher rate than the I-E one. Thus, the spiking frequency reaches its maximal value before ChR2's saturation irradiance, indicating a neuron-limited spiking.
In a neuron limiting stimulation, the action potential's height decreases appreciably as the irradiance is increasing, until it drops below zero potential at saturation. In contrast, the ChR2-limited spiking could maintain large action potential along the whole irradiance range (see Fig. 5 ) left-bottom panel. Fig. 6 plots the f-E curves for different photocurrent outputs. The transition from ChR2 to neuron-limited stimulation happens when the photocurrent response (i.e., ΔI/ΔΦ) is such that the spiking half-saturation irradiance is equal to the ChR2 half-saturation irradiance, i.e., E
2 . The magnitude of the photocurrent response is determined by ChR2 expression density (i.e., number of ChR2 per membrane area) and the area of the cell that is illuminated. Increasing the ChR2 expression density and/or illumination area increases the conductance yield per irradiance and hence generates more current for a given illumination. In the example shown in Fig. 5 , the ChR2-limited system generated 330 pA steady-state photocurrent at rest potential (−65 mV), which corresponds to a 5-nS steady ChR2 conductance. Assuming a mean single channel conductance of 50 fS and ∼90% of channels open at any given moment (we found that this is a reasonable fraction at saturating irradiance), we can estimate that ∼100 000 ChR2s were illuminated on a neuron with expression density of ∼100 ChR2s/μm 2 (illuminated area was ∼1000 μm 2 ). In this case, illumination with the half-saturating irradiance (1.5 mW/mm 2 ) evoked a steady-state spiking frequency of 1 Hz that was much smaller than the neuron 40 Hz half-saturation frequency. In comparison, the neuron-limited system provided 2.5-nA steady-state photocurrent under constant saturating light, which corresponds to illumination of 850 000 channels and expression density of ∼750 ChR2s/μm 2 . In this case, illumination with half-saturating irradiance generated spiking frequency of 70 Hz, which is much higher than the neuron eigenhalfsaturation frequency.
C. Pulsed Illumination
A complex spike patterning can be achieved by pulsing the light in a way that (typically) one pulse of light induces one action potential. Since pulsing the light allows dark periods between spikes, the opening and closing rates of ChR2 have to be taken into account. The fidelity of a spike generation in a pulse mode can be measured by the stability of the spike latencies. A reliable spiking will have relatively constant latencies while a nonreliable spiking will have continuously increasing latencies that can eventually lead to spike loss. In many cases, the fidelity of spike generation with ChR2 drops at high frequency [19] , and 40 Hz [20] ). For that reason, fast mutants of ChR2 have been recently suggested (e.g., [21] ). In principle, the same amount of optical energy can be delivered fast, using high-intensity illuminations, or slow, using low-intensity ones.
What illumination generates best spiking fidelity?
Our results indicate that short and strong illuminations yield better spiking since they enable smaller latencies and longer recovery periods between action potentials that help to stabilize the spiking. This is shown in the simulation example in Fig. 7(a) and the experimental example in Fig. 7(b) . Short light pulses can help as well to avoid secondary spikes. Triggering additional spikes per light pulse reduces the system recovery time that delays the generation of sequential spikes. This can destabilize the spiking and eventually lead to spike losses, as demonstrated experimentally in Fig 7(b) . During the initiation of the first action potential the response of ChR2 is maximal since the system is in the ground state (dark adapted) and the neural membrane potential has the largest electric gradient across the channels. At this point the susceptibility of the neuron to spike is also high since it starts from rest. Thus, the spiking fidelity can be improved by timing the ChR2 conductivity peak to a point in which the neural sensitivity is low as shown in the simulation example in Fig. 7(c) . Here, shortening of the first light pulse enabled to shift the peak ChR2 conductance to the initiation of the second spike where the spiking threshold is significantly larger. This helped to shorten the latencies along the spike train and improve the spiking fidelity.
D. Mutation Strategies
Since the origin of the optogenetic field there have been extensive efforts to mutate the primary ChR2 [21] - [24] . The goals of these efforts have been: 1) reduction in light requirements; 2) better performances at high frequencies; and 3) red shifting of the light absorption spectrum. Reducing the irradiance and creating red-shifted opsins lower the risk of photochemical damage of the neuron cells. This is essential for future clinical applications. For example, in the case of retinal prostheses the average spectrally adjusted light must not exceed 2 mJ/mm 2 in any 10 000-s period [3] . This strongly limits the integral function of illumination on any particular area. Irradiance reduction is also important since it will increase the range of light sources that can be potentially used for stimulation. For instance, flexible organic LED may offer an attractive solution for neuroprosthetic applications. Reduction in the light irradiances will also affect the dynamics of ChR2 response. First, ChR2 exhibits weaker adaptation (i.e., high plateau/peak ratio) at low irradiances, e.g., for E < 0.1 mW/mm 2 the ChR2 plateau/peak ratio is > 90%. Second, ChR2's G-E curve (conductance versus irradiance) is logarithmic at the typical stimulation irradiances (between 0.5 and 5 mW/mm 2 ). Reducing the stimulation irradiances below 0.1 mW/mm 2 will shift the conductance-irradiance (G-E) response to more linear characteristics. Finally, reducing the stimulating irradiances will enable a stable dynamic range. In order to achieve reduction in threshold irradiance, the following properties of ChR2 have been targeted for improvement: single channel conductance (WT 50 fS [25] ), mean open channel life time (WT 10 ms [26] ), bi-stability (photo-induced channel closure) and level of adaptation (WT 40%-100% [11] ).
To what extent can ChR2 mutations reduce the irradiance threshold?
We investigated the effect of ChR2 mutation on the threshold irradiance. The magnitude of the ChR2 response was tuned (via G max value) so that the illumination threshold to elicit a single spike with a 5-ms pulse was 1 mW/mm 2 (a typical threshold for ChR2 [25] ). In this case, the current yield under 40 mW/mm 2 illumination at −65-mV voltage clamp was 630 and 350-pA peak and plateau, respectively. These are reasonable currents as in our experiments we observed photocurrent peaks in the range of 400 and 2700 pA and plateaus in the range of 200 and 1200 pA. This level of ChR2 response produces spiking dynamics that is limited by the ChR2. A constant saturating light generated 20-Hz steady-state spiking out of maximum 70 Hz the neuron was capable of firing. We investigated the effect of ChR2 mutations on the threshold for generating a single action potential using 5-ms pulse, a 10-Hz steady-state spiking using a constant illumination and 40-Hz spiking using 5-ms pulses. We chose 5-ms pulses since longer spike latencies can compromise the tight temporal control over the spikes. The spiking frequencies that were chosen for testing were near saturation, a WT ChR2 required 20 and 15 mW/mm 2 to induce 10 Hz in continuous mode and 40 Hz in pulsed mode, respectively. 
1) Channel Conductance:
Increasing the conductance-perphoton provides a larger current yield for a given illumination level. We simulated an increase in the channel conductance by increasing the G max value. High ChR2 conductance generates large photocurrents at spike initiations that can help to stabilize the spiking and reduce the light requirement. However, high channel conductance also introduces large postspike currents that can slow the repolarization of the membrane and subsequently reduce the ionic driving force. The simulation result is shown in Fig. 8 (top panel) . It indicates that despite the increased postspike depolarization, the net effect of increasing the channel conductance is positive. There was a linear relationship between ChR2 conductance and the plateau current at rest potential. This resulted in an inverse relation with the spiking threshold, i.e., E th ≈ 1/G max . Increasing ChR2 conductance by a factor of 10 reduces by the same amount the irradiance threshold of a single spike and spike trains in constant and pulsed modes.
Changing the conductance yield per irradiance also affects the dynamic range of stimulation as shown in Fig. 8 (lower panel) . Here, we define the dynamic range as the irradiance span in which the frequency of action potentials can be modulated. At low photocurrent response (i.e., ChR2-limited stimulation), the upper limit of the dynamic range is constant and equal to ChR2 saturation irradiance.
In this case, an increase in conductance decreases the threshold irradiance that extends the dynamic range. Conversely, at high photocurrent response (neuron-limited stimulation), the upper limit of the dynamic range is constrained by the neuron and the dynamic range is constant (∼1 log scale). An increase in the dynamic range increases the maximum spiking frequency only at ChR2-limited stimulation.
2) Channel Adaptation: Eliminating the desensitization of ChR2 can eliminate the peak to plateau characteristic in its conductance response, which will increase the total photocurrent output (e.g., ChEF and ChIEF mutations [27] ). This scenario was simulated by reducing the probability of O1→O2 transition. We found that this type of mutation had a small effect on the generation of a single action potential E th ≈ 1/2 E W T th and on the generation of spike trains using pulse modeE th ≈ 1/6 E W T th . In contrast, it provided a significant irradiance reduction in constant illumination mode (E th ≈ 1/20 E W T th ).
3) Longer Channel Lifetime: Increasing the duration that
ChR2 remains open enlarges the current yield from a single photon activation. In order to maintain dynamic control, a photoinduced deactivation is required e.g., with a red-shifted pulse (e.g., C128× mutant [22] ). This scenario was simulated by modifying the rate constants K di that depopulate the open states and by adding deactivation rates K f i that are proportional to the secondary light input. Here, we simulated an ideal case in which the closing light does not affect the activation rates, although in practice there will be a level of overlap between the action spectra. Minimal energy per action potential can be achieved with a simple short high-intensity illumination pulse at both activation and deactivation stages. As two pulses are required, the advantage over WT ChR2 is when more than three action potentials are required in a burst. However, this burst will also have adaptation in its frequency response. To compare a constant frequency at continues illumination mode with WT ChR2, we used constant low-energy illumination that enable stable spiking frequency. At pulse mode, the bistable ChR2 was illuminated by a 5-ms blue pulse that was followed by a 10-ms deactivating pulse. We simulated closing rates of 0.1 ms −1 (similar to mean WT deactivation rate) and 10 ms −1 (100 times faster than WT deactivation rate), Fig. 9 (top panel) .
We found that increasing the channel lifetime had an inverse relation with the irradiance threshold for continuous mode stimulation; i.e., E th ∝ 1/τ ChR2 (similar to the single channel conductance). It had, however, a limited effect on the generation of a single action potential, E th ≈ 1/2 E W T th and on the generation of spike trains using pulse modeE th ≈ E W T th . This is due to the fact that the action potential latencies were practically smaller than the lifetime of WT ChR2. When using pulsed mode, a bistable mutation can also be advantageous for reducing the duration of the light pulses. This is shown in Fig. 9 (lower  panel) . The plot shows that the higher the WT threshold, the more significant was the irradiance saving. There was a minor threshold difference for WT threshold <5 mW/mm 2 . In principle, a higher expression level than the one used in this example, will shift the plot in Fig. 9 down along the y-axis to lower irradiances, which will reduce the irradiance saving. Interestingly, the spiking threshold was lower when the channel closing did not happen instantaneously, allowing maintenance of a small level of ChR2 current between spikes.
4) Shorter Channel Lifetime: Shortening the lifetime of ChR2 speeds its closing rates. It can help to reduce the post spike (dark) photocurrent and thus, help the neuron to repolarize to its rest potential, leading to a strong ionic driving force at spike initiations. This mutation approach can be advantageous in high-frequency spiking (e.g., E123 T mutation (ChETA) [21] and ChD mutation [27] ). The improvement in the spiking efficiency at high frequency is however limited since even when the inter spike photocurrents are absent, the repolarization rate and hence the ionic driving force is restricted by the neuron.
At a given expression level, shortening the lifetime of ChR2 results in higher threshold irradiances. For example, the irradiance threshold of ChR2 with ten times faster closing rates was E th ≈ 5 E W T th for a single action potential and it was impossible to induce a 10-Hz steady-state spiking using a constant illumination and 40-Hz spiking using 5-ms pulses. A better results can be achieved if the closing rate of ChR2 is enhanced only when the light is off (i.e.,
. In this case, the threshold irradiances for a single action potential or spiking in a continuous mode are not affected.
IV. DISCUSSION
This study presented a model that describes the response of ChR2-expressing neurons to light stimuli. The conversion of light into conductance was represented by two interconnected branches of open and closed states. The light induced conductance was then modulated by a diode type voltage function to represents the inwardly rectifying current-voltage curve as was shown experimentally. The resulted ionic conductance was integrated into a Hodgkin-Huxley-type neural model alongside the native ion channels.
We showed that the frequency response under continuous illumination is limited by the neuron's threshold at low irradiances and by the neuron adaptation or ChR2 saturation at high irradiances. The conductance to irradiance (G-E) response is an intrinsic property of ChR2; however, the generated photocurrent at a given voltage (I-E curve) is affected by other factors such as the illumination area and the level of ChR2 expression. When the ChR2 current response at saturating light is smaller than the currents that saturate the neuron, i.e., I sat (ChR2) < I sat (neuron), the spiking frequency is proportional to ChR2 conductivity, i.e., df /dE ∝ dG/dE. When ChR2 saturating current is larger than the neuron saturating current, i.e., I sat (ChR2) > I sat (neuron), the frequency response is faster than the ChR2 response, i.e., df /dE > dG/dE. When I sat (ChR2) = I sat (neuron), the spiking process has the maximal dynamic range.
The saturation characteristic of ChR2 relates to the effective number of photons that hit an individual ChR2 molecule in a certain time period. It does not depend on the level of ChR2 expression in the cells. The effective area over which a single ChR2 molecule can absorb a photon is determined by the ChR2's chromophore, retinal, and is ∼10 −8 μm 2 [15] . At low illumination levels of, for example, 1-mW/mm 2 blue light [photon flux of 2.4 × 10 6 photons/(ms·μm 2 )] any ChR2 in homogenous illumination spot receives one photon every 40 ms. Since after each successful excitation, ChR2 remains open on average for 10 ms [13] , [28] , there is a high probability that a sequential photon will encounter a nonopen channel (or a ChR2 in a less conductive O2 state if ChR2 is modeled with a two open states). In contrast, if the irradiance is increased to 40 mW/mm 2 , any ChR2 will receive on average a photon every millisecond. In this case, after each successful excitation there is a higher probability that sequential photons will encounter an already opened molecule that reduces the process efficiency. In practice, the saturation irradiances will vary due to additional optical losses (e.g., scatterings).
In pulsed mode illuminations, a better spiking yield can be achieved when the characteristics of the ChR2-neuron system are taken into account. Short and intense pulses can help to stabilize the spiking dynamics by keeping small latencies and avoiding secondary spikes. Spiking can also be stabilized by timing ChR2 peak conductance at the neuron low sensitivity.
Stimulating neurons via ChR2 has different dynamics than the traditional current injection techniques. During stimulation, up to half of ChR2 conductance can be lost due to its intrinsic adaptation mechanism and up to half of the driving force across its channel can be lost due to incomplete recovery of the rest potential between spikes. As a result, ChR2 depolarization efficiency can drop by a factor of 4 during the stimulation process. One solution approach can be to compensate the drop in efficiency by increasing the illumination irradiance by the same amount. Another approach is to develop a ChR2 mutant that does not go through adaptation. Alternatively, since the adaptation of ChR2 is very small at low irradiance levels (e.g., <10% at irradiances <0.1 mW/mm 2 ), reducing the threshold irradiance will practically eliminate ChR2. The reduction in threshold irradiance can be achieved by increasing the conductance yield of ChR2 (S/photon). One approach is to improve the expression level of ChR2 (e.g., channels/cm 2 ). A higher density of ChR2 will recruit more ChR2s for a given photon flux and hence, will yield larger current outputs. In the example given in Section III-D, at rest potential, ChR2 generated 330 pA steady-state current under constant 40 mW/mm 2 illumination. This corresponds to an overall conductance of 5 nS and a conductance density of 0.44 mS/cm 2 . In comparison, the conductance density of a transient voltagegated Na + channels is approximately two orders of magnitude higher (∼30 mS/cm 2 [17] ). The single channel conductance of ChR2 is estimated to be 50 fS [1] , which almost three orders of magnitude lower than the conductance of Na + channels (>20 pS [29] ). In order to compensate for the weak conductance of ChR2, a large number of ChR2 is needed. A 5-nS conductance was achieved with an expression density of ∼9·10 9 channels/cm 2 , which is an order of magnitude higher than the expression level of the Na + channels (∼1·10 9 ). Thus, the expression level of ChR2 can be probably increased by another order of magnitude before it will start compromising the health of the neuron cells.
Instead of simply increasing the number of ChR2 molecules, the conductance yield can be increased by improving the single channel conductance. Our simulation showed that any improvement in the channel conductance will reduce the threshold irradiance by a similar ratio. Taking the conductance of Na + channels as a comparison, there is a scope for at least three orders of magnitude of improvement.
An alternative approach to improve the conductance yield is to develop a bistable ChR2 that remains open after a stimulating pulse and closes upon a deactivation pulse. Our simulations showed that in pulsed mode, bistable ChR2 is only advantageous over WT when the expression/conductance level is low and thus, the illumination threshold is high. In principle, spiking frequencies that are not possible with WT ChR2 will not be possible as well with a bistable mutation. Thus, given that continuous illumination cannot achieve the same spiking frequencies as pulsed mode, the same will be true for bistable ChR2. However, bursts of spikes can be produced at lower cost using this approach. It is, thus, advantageous to situations where stimulation of spike bursts (e.g., pacemaker prosthesis) is required rather than stimulation of individual spikes.
In principle, the overall irradiance saving by mutating ChR2 is larger when the expression is low and WT illumination threshold is high. This is demonstrated in Table III comparing the effect for  pulsed mode stimulation. The table shows irradiance thresholds for low and high expression levels when generating a stable 50-Hz spike train using 5-ms pulses.
Finally, the conductance yield can be potentially improved by increasing the area of the cell that is illuminated. However, recruiting large dendritic currents can interfere with the spiking oscillation. For example since the dendrites have typically a larger time constant than the soma, their photocurrents can potentially prolong the post spike depolarization. Furthermore, local depolarization at the dendrites may affect the efficiency in which they conduct back-propagated action potentials [30] .
Ion pumps and promoter specific opsins are rapidly joining ChR2 as neural actuators. Chloride pumps (e.g., NpHR [31]) and proton pumps (e.g., Arch [32] ) can be used to hyperpolarize the neuron. In NpHR the transport rate depends on the Cl − ions concentration, which can be described by a Michaelis-Menten equation (assuming internal concentration ∼constant). The photocycle of NpHR can be modeled with three functional states: ready, transporting, and recovering. The ChR2-neuron model can be adapted, in principle, to represent NpHR neural currents by merging O1 and O2 states (e.g., by t O 1→O 2 = t O 2→C 2 = 0) and adjusting the G max magnitude.
In conclusion, optogenetics is a novel, rapidly developing and very promising neurotechnology that has important applications in fundamental neuroscience research and in neural prostheses. Design of various mutants of channelrhodopsins and other light sensitive ion channels and pumps is now well within the reach of modern molecular biology. This model and the conclusion presented in this study can help to interpret experimental results, design illumination protocols, and seek improvement strategies in the nascent optogenetic field.
