Transiente Schalt- und Relaxationseffekte in Phasenwechselnanostrukturen by Wimmer, Martin
Transiente Schalt- und Relaxationseffekte
in Phasenwechselnanostrukturen
Von der Fakultät für Mathematik, Informatik und Naturwissenschaften
der RWTH Aachen University zur Erlangung des akademischen Grades
eines Doktors der Naturwissenschaften genehmigte Dissertation
vorgelegt von
Dipl.-Phys.
Martin Wimmer
aus Düsseldorf
Berichter: Univ.-Prof. Dr.rer.nat. Matthias Wuttig
Univ.-Prof. Dr.-Ing. Rainer Waser
Tag der mündlichen Prüfung: 05.03.2015
Diese Dissertation ist auf den Internetseiten der Universitätsbibliothek online verfügbar.

Abstract
Due to their special physical properties phase change materials are one of the most pro-
mising candidates for a future electronic data storage technology. The high potential of
this class of material results from a huge contrast in electrical properties and a very fast
phase transition between the amorphous and crystalline state of the solid. Electrical me-
mories based on phase change materials are non-volatile and provide extremly fast read
and write cycles, a high storage density as well as a low energy consumption. Previous
studies on the crystallization kinetics revealed the write speed of phase change materials
can be comparable to DRAM (Dynamic Random Access Memory). Phase change me-
mories can even reach storage densities higher than hard-disks or flash-memories, because
of an high scalability and the ability to store multiple bits in one physical cell (multi-
level storage). Additionally, a phase change memory does not need to have a transistor
on a single-crystalline silicon substrate. Therefore, scaling in three dimensions becomes
possible, which largely increases the available volume for data storage. The reduction in
energy consumption is a beneficial side effect of scaling a phase change memory. Because
of the large contrast in resistivity between the crystalline and the amorphous phase of
three or more orders of magnitude and the necessary amount of joule heating in order
to perform a fast phase transition, the strong non-linearity in the IV characteristics as
well as the „threshold-switching“ phenomena are the most important properties in these
materials. The effect of threshold-switching thereby describes an abrupt break-down in
electrical resistivity in the amorphous phase in the regime of high electrical fields.
The present work focuses on the study of the threshold-switching effect as well as the
temporal evolution of the electronic properties after creating an amorphous state (the
so-called resistance drift). In the course of this work it becomes undoubtfully clear that
both effects should not be investigated individually but hand in hand, since the resistance
drift effect also causes a strong change in the threshold-switching properties. Although the
threshold-switching effect was already discovered in 1968 by Ovshinsky in semi-conducting
glasses, different opinions on the physical nature of this effect still exist today. The most
important theoretical models are therefore presented and tested by new experimental
findings. The aim of this work is to build an extended physical understanding of the
mechanisms behind the effects of threshold-switching and resistance drift.
In a first part the transient effect of threshold-switching is studied at a fixed time after
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amorphization. Here the material dynamics before showing the threshold-switching effect
become visible by the usage of a custom made fast electrical tester. These experiments
give crucial hints to a purely electronic excitation mechanism for the first time. Moreover
the experimental findings allow a definition of a minimal electrical field for the inset
of threshold-switching. Besides of physical interest the presented results are relevant for
an electronic phase change memory application. On the one side the readout process
of a stored information should be done with voltages as high as possible to guarantee a
precise determination of the cell state (signal-to-noise-ratio). On the other side the readout
voltage should be low enough to leave the cell state unchanged. The definition of a minimal
electrical field for threshold-switching therefore gives a clear limit between the read and
write window.
The second part of this work focuses on the resistance drift effect in various amorphous „as
deposited“ phase change materials at low electrical fields, namely: Ge2Sb2Te5, AgIn-Sb2Te
und GeTe. In addition to solely measure the electrical resistance, the special design of the
experiment enables a pristine characterisation of the activation energy for conduction
as well as the arrhenic pre-factor as a function of time. Models proposed in literature
for Ge2Sb2Te5 only describe a change in activation energy as a function of time. The
experimental findings within this work undoubtfully prove a general explanation for the
resistance drift effect can only be correct if it is able to cover the temporal evolution of
the activation energy as well as the arrhenic pre-factor.
In the last part a combined study of the resistance drift and threshold-switching effect is
presented. In these experiments the electrical resistance is not characterized exclusively
but as a function of the applied voltage up to the regime of threshold-switching. Further-
more, the drift in the current-voltage characteristics of lateral phase change nanostructures
is studied on short time scales after amorphization. An interpretation of the temporal evo-
lution of the current-voltage characteristics of AgIn-Sb2Te within the Poole-Model leads
to an increase in trap density. This observation strongly contradicts the results found
for Ge2Sb2Te5 in literature and could indicate a different drift behaviour in these two
materials. The development of a new experiment allows an in situ study of the tempo-
ral evolution of the IV characteristic and the threshold-switching parameter in the same
„melt-quenched“ amorphous state for the first time. In addition, critical parameters like
the threshold-voltage, threshold-current, threshold-power and the delay time for switching
as a function of voltage are investigated and interpreted within the conflicting theoretical
approaches. The experimental data indicate a nearly constant electrical power for the inset
of threshold switching. All these studies give important hints on the threshold-switching
condition and thereby help to unravel the physical mechanisms behind.
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Kurzfassung
Phasenwechselmaterialien sind aufgrund ihrer besonderen physikalischen Eigenschaften
hervorragende Kandidaten für eine zukünftige elektronische Datenspeichertechnologie. Das
einzigartige Potential dieser Materialklasse liegt in dem hohen Kontrast der elektrischen
Eigenschaften zwischen der amorphen und kristallinen Phase des Festkörpers. Elektroni-
sche Phasenwechselspeicher sind daher nicht flüchtig und zeichnen sich durch hohe Lese-
und Schreibraten, eine extrem hohe Datendichte sowie einem geringen Energieverbrauch
aus. Vorherige Arbeiten zur Kristallisationskinetik haben gezeigt, dass die Geschwindigkeit
eines solchen Speichers vergleichbar mit der eines aktuellen DRAMs (Dynamic Random
Access Memory) sein kann. Durch eine hohe Skalierbarkeit sowie die Fähigkeit mehre-
re Bits in einer physikalischen Zelle (Multilevelspeicher) zu speichern, können sehr hohe
Datendichten analog zu einer Festplatte oder einem Flash-Speicher mit der Phasenwech-
selspeichertechnologie erreicht werden. Der mögliche Verzicht eines Transistors auf einem
einkristallinen Siliziumsubstrat, wie es für Flash-Speicher nötig ist, erlaubt eine zukünfti-
ge Anordnung von Phasenwechselzellen in allen drei Raumdimensionen mit extrem hohen
Datenvolumen. Als positiver Nebeneffekt sinkt darüber hinaus mit fortschreitender Skalie-
rung der Energieverbrauch eines Phasenwechselspeichers. Aufgrund des elektrischen Wi-
derstandskontrastes zwischen kristalliner und amorpher Phase von bis zu drei Größenord-
nungen und der für den schnellen Phasenwechsel notwendigen Jouleschen Wärme gehören
die nichtlineare Strom-Spannungs-Charakteristik sowie das Phänomen des „Threshold-
Switchings“ in amorphen Phasenwechselmaterialien zu den wichtigsten Eigenschaften in
diesen Materialien. Das Threshold-Switching beschreibt dabei den abrupten Einbruch des
elektrischen Widerstandes der amorphen Phase beim Anlegen hoher elektrischer Feldstär-
ken.
In der vorliegenden Arbeit wird eine Studie zur Charakterisierung des Threshold-Switching
Phänomens sowie der zeitlichen Entwicklung (dem Driften) der elektronischen Eigenschaf-
ten nach der Herstellung eines amorphen Zustandes vorgestellt. Im Verlauf dieser Arbeit
wird deutlich, dass beide Effekte nur gemeinsam studiert werden sollten, da der Effekt
des Widerstandsdriftens ebenso eine erhebliche Veränderung des Schaltereignisses in der
amorphen Phase bewirkt. Obwohl der Effekt des Threshold-Switchings bereits 1968 von
Ovshinsky in halbleitenden Gläsern entdeckt wurde, existieren noch heute ganz unter-
schiedliche Meinungen über die physikalische Natur dieses Ereignisses. Für die Mecha-
nismen des Threshold-Switchings und des Widerstandsdriftens werden daher die aktuell
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wichtigsten theoretischen Modelle vorgestellt und mit den Ergebnissen unterschiedlicher
Experimente im Verlauf der Arbeit abgeglichen.
In einem ersten Teil wird zunächst der transiente Schalteffekt des Threshold-Switchings
zu einem festgelegten Zeitpunkt nach der Herstellung eines amorphen Zustandes charakte-
risiert. Der Einsatz eines speziell entwickelten schnellen elektrischen Testers erlaubt dabei
eine Beobachtung der Dynamik des Phasenwechselmaterials vor dem Eintritt des Schal-
tereignisses. Diese Experimente liefern wichtige Hinweise auf einen rein elektronischen
Anregungsmechanismus des Threshold-Switching Phänomens. Weiterhin erlauben die ex-
perimentellen Befunde die Festlegung eines minimalen elektrischen Feldes zum Eintritt
des Schaltereignisses. Diese Erkenntnis spielt besonders für die Anwendung in einem elek-
trischen Datenspeicher eine wichtige Rolle. Sollen Informationen ausgelesen werden, muss
zum einen eine möglichst hohe Spannung verwendet werden, um ein gutes Signal-Rausch-
Verhältnis zu gewährleisten. Andererseits darf der gespeicherte Zustand nicht durch das
Spannungssignal zum Auslesen des Zellzustandes beeinflusst werden. Die Festlegung eines
minimalen elektrischen Feldes, welches zum Threshold-Switching benötigt wird, ermöglicht
eine eindeutige Definition einer Grenze zwischen dem Auslese- und Schreibprozess.
Der Effekt des Widerstandsdriftens wird in einem zweiten Teil dieser Arbeit in drei unter-
schiedlichen „as deposited“ amorphen Phasenwechselmaterialien Ge2Sb2Te5, AgIn-Sb2Te
und GeTe unter sehr kleinen elektrischen Feldstärken behandelt. Ein spezielles Messver-
fahren erlaubt dabei neben der Beobachtung des kontinuierlichen Anstiegs des elektrischen
Widerstandes eine präzise Charakterisierung der zeitlichen Entwicklung der Aktivierungs-
energie sowie des Vorfaktors im Arrhenius-Gesetz. Die experimentellen Daten für verschie-
dene Phasenwechselmaterialien zeigen, dass das Widerstandsdriften im Allgemeinen durch
einen Anstieg in beiden Größen mit der Zeit hervorgerufen wird. In der Literatur hingegen
wird oftmals nur von einer Änderung der Aktivierungsenergie alleine ausgegangen. Die in
dieser Arbeit durchgeführten Experimente belegen damit unmissverständlich, dass dieser
Ansatz zur Erklärung des Widerstandsdriftens allgemein nicht korrekt sein kann.
Abschließend wird der Zusammenhang des Widerstandsdriftens und des Threshold-Switch-
ing Effektes studiert. Dabei wird der elektrische Widerstand nicht nur unter kleinen Feld-
stärken, sondern auch als Funktion der Spannung bis in den Bereich des Schaltvorgangs
charakterisiert. Die für diese Experimente hergestellten lateralen Phasenwechselnanostruk-
turen zeigen eine gravierende Veränderung der gesamten Strom-Spannungs-Charakteristik
als Funktion der Wartezeit nach der Amorphisierung. Eine Interpretation der zeitlichen
Veränderung der Strom-Spannungs-Charakteristik im Modell nach Poole liefert für das
untersuchte Phasenwechselmaterial AgIn-Sb2Te einen Anstieg der elektronischen Defekt-
dichte mit der Zeit. Dieses Ergebnis steht damit im Widerspruch zu dem in der Literatur
gefundenen Verhalten für Ge2Sb2Te5 und deutet auf einen unterschiedlich ablaufenden
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Driftprozess in diesen beiden Materialien hin. Die besondere experimentelle Methode er-
laubt dabei erstmals eine in situ Charakterisierung der Veränderung der IV-Kennlinie und
des Threshold-Switching Ereignisses an demselben „melt-quenched“ amorphen Zustand.
Durch einen Modellabgleich ist die Bestimmung der zeitlichen Entwicklung einzelner mi-
kroskopischer Größen sowie ein Vergleich zwischen „as deposited“ und „melt-quenched“
amorphem Zustand möglich. Auch kritische Größen des Threshold-Switchings wie etwa die
Threshold-Spannung, der Threshold-Strom, die Threshold-Leistung oder die spannungs-
abhängige Verzögerungszeit zum Schalten werden hinsichtlich ihres Zeitverhaltens studiert
und mit Modellvorhersagen abgeglichen. Die experimentellen Daten deuten auf eine nä-
herungsweise konstante elektrische Leistung zum Eintritt des Threshold-Switchings hin.
Diese Untersuchungen liefern wichtige Rückschlüsse auf die Bedingung zum Eintritt des
Schaltereignisses und helfen die zu Grunde liegenden physikalischen Mechanismen eindeu-
tig zu identifizieren.
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Kapitel 1
Motivation
In der menschlichen Geschichte stellt seit jeher die Speicherung und Verbreitung von Infor-
mationen einen wichtigen Aspekt dar. Angefangen bei einfachen Höhlenmalereien vor über
40000 Jahren, über die Entwicklung des Buchdruckes um 1450 bis in das Zeitalter elektro-
nischer Medien haben neue Wege der Datenspeicherung und Verarbeitung zu neuen Ären
sowie einer gravierenden Veränderung des Alltags geführt. Der Erfolg dieses historischen
Weges lässt sich heutzutage beispielsweise mit dem weltweiten Jahresumsatz 2013 aller
Halbleiterkonzerne von über 318 Milliarden Dollar belegen [For14]. Laut einer Prognose
wurden alleine 79 Milliarden Dollar davon im Jahr 2014 durch den Verkauf von Speicher-
medien aller Art umgesetzt [bcc10]. Kritiker könnten nun an dieser Stelle anmerken, dass
in Zeiten wirtschaftlicher Krisen diese Zahlen nur Extremwerte darstellen und stark rück-
gängig sind. Die Entwicklung des Marktvolumens von 2009 bis heute zeigt jedoch einen
deutlichen Aufwärtstrend in der mittleren jährlichen Wachstumsrate von 11.3% [bcc10].
Diese wirtschaftlichen Argumente zeigen damit unmissverständlich, dass Datenspeicher
und insbesondere neuartige Ansätze zur Speicherung von Informationen eine zunehmend
wichtige Rolle einnehmen.
Aktuell existiert ein breites Spektrum an ganz unterschiedlichen Speichertechnologien,
angefangen bei Festplatten, die Informationen in der Orientierung einzelner magnetischer
Domänen kodieren, über den Flash-Speicher, der aus „floating gate“ Feldeffekttransistoren
besteht, bis hin zu dem schnellen Arbeitsspeicher (DRAM), der Daten durch die Ladung
in Kondensatoren speichert. All diese Technologien besitzen einzigartige Eigenschaften
hinsichtlich Geschwindigkeit, Langzeitstabilität, Speicherdichte oder Energieeffizienz und
werden daher für eine spezielle Anwendung eingesetzt. So werden Festplatten oder Flash-
Speicher aufgrund ihrer hohen Speicherdichte und Stabilität bevorzugt als Medium zur
Speicherung großer Datenmengen über lange Zeiten (Massenspeichermedien) verwendet.
Durch die beweglichen Komponenten der Festplatte ist diese jedoch nur begrenzt für den
mobilen Einsatz geeignet. Der Flash-Speicher wird daher, durch den verzichtet auf be-
wegliche Komponenten an dieser Stelle für mobile Anwendungen bevorzugt. Arbeitsspei-
cher hingegen bieten extrem schnelle Lese- und Schreibraten, jedoch nur eine limitierte
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Speicherdichte sowie den Nachteil der Flüchtigkeit (Daten bleiben nur unter ständigem
Energieverbrauch erhalten).
Nach dem Moore´schen Gesetz verdoppelt sich alle 12 bis 24 Monate die Komplexität
integrierter Schaltkreise (Zahl der Transistoren), was zu einer erhöhten Rechengeschwin-
digkeit bzw. Speicherdichte führt [Moo65]. Diese bereits 1965 postulierte Entwicklung ist
zwar bis heute durch enorme Fortschritte in der Halbleitertechnologie gültig, droht jedoch
durch das Erreichen physikalischer Grenzen in naher Zukunft (Prognose im Jahr 2009 von
Intel: bis 2029 [Int09]) die Gültigkeit zu verlieren. Während ein eventuelles Scheitern des
Moore´schen Gesetzes zunächst wenig bedeutsam erscheint, so ist dies jedoch gleichbe-
deutend damit, dass es der Halbleiterindustrie nicht mehr möglich sein wird exponentiell
leistungsfähigere Komponenten herzustellen und somit der Fortschritt in diesem Bereich
ernsthaft gefährdet ist. Flash-Speicher haben bereits heute mit großen Skalierungsproble-
men zu kämpfen. Durch kleinere Strukturgrößen können immer weniger Ladungsträger im
„floating gate“ stabil gespeichert werden und Entladungen durch Tunneleffekte werden zu
unüberwindbaren Hürden für diese Technologie [TZL+01, Wut05, MCA+08, BBF+10].
Ein vielversprechender Ansatz sind elektronische Datenspeicher basierend auf Phasen-
wechselmaterialien. Diese neuartigen Datenspeicher können, wie bereits eindrucksvoll an
Prototypen gezeigt, extrem hoch skaliert werden, sodass eine Kodierung von Informatio-
nen in einer abzählbaren Anzahl von Atomen erreichbar ist. Mit steigender Skalierung wird
auch die Energieeffizienz eines solchen Speichers verbessert, was insbesondere in Zeiten des
weltweiten Energiewandels ein starkes Argument für den Einsatz von Phasenwechselma-
terialien ist. Darüber hinaus profitieren natürlich auch mobile Anwendungen von einem
geringen Energieverbrauch. Weiterhin erlauben die besonderen Eigenschaften von Phasen-
wechselspeichern einen potentiellen Einsatz als ein potentieller universeller Datenspeicher,
der nicht nur innerhalb eines bestimmten, sondern über einen breiten Bereich der Da-
tenspeicherung einsetzbar ist. Auch ist eine radikale Veränderung von einer binären (Bit
„0“ und „1“) hin zu einer analogen Rechenarchitektur mit vielen Zuständen auf Basis der
Phasenwechselspeichertechnologie denkbar. Dieser Schritt würde die bisherigen Verfahren
der Signalverarbeitung sowie die gesamte Von-Neumann-Computerarchitektur mehr an
ein biologisches Pendant, beispielsweise dem menschlichen Gehirn angleichen und damit
die Lösung bestimmter Probleme wie etwa der Bilderkennung sehr viel effizienter gestalten
[OHT+11, KJLW12].
Aktuelle Prognosen belegen wie vielversprechend und anwendungsreif die Phasenwechsel-
technologie bereits heute ist. Schon 2016-2017 sollen neuartige Datenspeicher wie insbe-
sondere PCRAMs (Phase Change Random Access Memory) in großem Umfang in den
internationalen Markt eingeführt werden und aufgrund ihrer Vorzüge eine dominante Rolle
gegenüber herkömmlichen Speichertechnologien einnehmen [Mar12].
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Phasenwechselmaterialien
In diesem Kapitel werden die besonderen Eigenschaften von Phasenwechselmaterialien
sowie ihr daraus resultierendes Potential für elektronische Datenspeicher behandelt. Das
für die Anwendung relevante „Voltage-Time-Dilemma"(Abschnitt 2.2) beschreibt das Pro-
blem von extrem schnellen Schreibgeschwindigkeiten verknüpft mit der Anforderung nach
hoher Langzeitstabilität sowie geringem Energieverbrauch des Datenspeichers. Durch ei-
ne zunächst qualitative Behandlung der starken Nichtlinearität der Strom-Spannungs-
Charakteristik sowie des Threshold-Switching Ereignisses wird die Lösung des zuvor ge-
nannten „Dilemmas“ in Phasenwechselmaterialien verdeutlicht (für mikroskopischen Er-
klärungsansätze zum Threshold-Switching siehe Kapitel 3).
Neben hohen Schreib- und Lesegeschwindigkeiten und einem geringen Energieverbrauch
bieten elektronische Phasenwechselspeicher auch eine gute Skalierbarkeit aufgrund ei-
nes Widerstandskontrastes von drei oder mehr Größenordnungen zwischen kristalliner
und amorpher Phase. Dieser hohe Kontrast ermöglicht die Realisierung eines Multilevel-
Datenspeichers (Abschnitt 2.3), in dem mehrere Bits in eine physikalische Phasenwechsel-
speicherzelle gespeichert werden.
2.1 Materialeigenschaften und Potential elektronischer
Datenspeicher
Phasenwechselmaterialien zeichnen sich durch einen hohen Kontrast in den optischen und
elektrischen Eigenschaften der kristallinen und amorphen Phase, sowie schneller Kristalli-
sationsgeschwindigkeiten im Bereich von 1m/s [SCK+13] aus, wodurch ein hohes Potenti-
al für die Anwendung als Datenspeicher resultiert. Optische Datenspeicher basierend auf
Phasenwechselmaterialien sind bereits seit einigen Jahren in Form von wiederbeschreib-
baren CDs, DVDs und Bluray-Disks kommerziell erhältlich [YOA+87, WY07].
Mit fortschreitender Entwicklung der Nanotechnologie und den neuen Möglichkeiten, klei-
ne Strukturen im Bereich weniger Nanometer herzustellen, wurde in den letzten Jahren
3
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Abbildung 2.1: Prinzip des elektrischen Schaltens in Phasenwechselnanostrukturen. Durch das An-
legen von Spannungspulsen wird die Temperatur der Phasenwechselzelle lokal mittels Erzeugung von
Joulescher Wärme verändert. Wird ein Kristallisationspuls an das amorphe Phasenwechselmaterial mit
hohem elektrischen Widerstand angelegt, so findet eine lokale Erhitzung des Materials in den Tempe-
raturbereich der schnellen Kristallisation statt. Je nach Phasenwechselmaterial findet in diesem Bereich
eine Kristallisation innerhalb weniger Nanosekunden statt [BMS+09]. Zur Amorphisierung des Materials
muss die Temperatur lokal durch Anlegen eines intensiven Pulses mit steil abfallenden Flanke über die
Schmelztemperatur erhöht werden. Das aufgeschmolzene Material wird durch einen extrem schnellen
Abkühlprozess eingefroren, sodass ein „melt-quenched“ amorpher Zustand entsteht. Die extrem hohen
Kühlraten von bis zu 100K/ns werden durch die steil abfallende Pulsflanke und thermisch gut leitfähige
Umgebung der Phasenwechselzelle erreicht. Abbildung modifiziert aus [SW11].
auch ein starkes industrielles Interesse an elektronischen Datenspeichern basierend auf der
Phasenwechseltechnologie geweckt (IBM [CRRB06], Samsung [CCCO05], Intel [HJ04],
Micron [BP04], NXP [LKW05]). Die Phasenwechselspeichertechnologie gilt sogar als „hei-
ßer“ Kandidat eines universellen Datenspeichers. Der Begriff „universeller Datenspeicher“
steht für einen Datenspeicher, der alle positiven Eigenschaften verschiedener bereits exis-
tierender Speichertechnologien in einem Element vereint. Ein universeller Datenspeicher
muss beispielsweise in der Lage sein, analog zu einer Festplatte oder einem Flash-Speicher
[CCCO05, LKW05, PLB+04], nichtflüchtig Daten zu speichern auch wenn keine Versor-
gungsspannung anliegt. Ebenso muss ein solcher Speicher sehr schnelle Lese- und Schreib-
geschwindigkeiten (ähnlich zu einem DRAM), eine extrem hohe Speicherdichte sowie einen
sehr geringen Energieverbrauch besitzen. Die für mobile Anwendungen besonders rele-
vanten Anforderungen einer hohen Datendichte sowie eines geringen Energieverbrauchs
können durch die hohe Skalierbarkeit der Phasenwechseltechnologie gewährleistet werden,
wie in [XLEP11] eindrucksvoll von Xiong et al. durch Kontaktierung mittels Kohlenstoff-
Nanoröhrchen demonstriert wurde.
Um zu verstehen, wie mit Phasenwechselmaterialien die oben genannten Anforderungen
erfüllt werden können, wird zunächst das Schaltprinzip zwischen kristalliner und amorpher
Phase in elektrischen Datenspeichern behandelt. Für die Kristallisation der amorphen Pha-
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se mit hohem elektrischen Widerstand muss ein Spannungspuls angelegt werden, der das
Phasenwechselmaterial lokal durch Joulesche Wärme in den Bereich der schnellen Kristal-
lisation erhitzt. Dieser Puls muss dabei lang genug sein, sodass das Phasenwechselmaterial
vollständig kristallisieren kann.
Der Bereich der schnellen Kristallisation liegt zwischen der materialabhängigen Glasüber-
gangs- und Schmelztemperatur und entsteht durch die temperaturabhängige Mobilität
der Atome. Bei der Schmelztemperatur Tm ist die treibende Kraft am geringsten (dort
koexistieren die kristalline und die flüssige Phase), jedoch die Mobilität am höchsten. Für
Temperaturen nahe der Glasübergangstemperatur Tg ist dies genau umgekehrt. In dem
Bereich zwischen Tg und Tm nimmt daher die Kristallisationsgeschwindigkeit ihr Maxi-
mum an [KSW03, KSW04, KWS07]. Weiterhin existieren zwei unterschiedliche Kristalli-
sationsmechanismen, die Kristallisation durch Kristallwachstum sowie durch Bildung von
kristallinen Nuklei. Welcher der beiden Prozesse dominiert, ist abhängig von der Tempera-
tur, der Materialwahl sowie dem Volumen [CJVJ95, WPF+00]. Studien an Dünnschicht-
proben zeigen beispielsweise, dass Phasenwechselmaterialien wie GeTe oder AgIn-Sb2Te
wachstumsdominiert sind, während das mit Abstand am häufigsten verwendete Materi-
al Ge2Sb2Te5 nukleationsdominiert ist [WY07, OGG+12, SCK+13]. In der Dissertation
von Gunnar Bruns wurden darüber hinaus Hinweise auf einen rein wachstumsdominierten
Kristallisationsprozess in Phasenwechselspeicherzellen gefunden [Bru12]. Aufgrund dem
extrem kleinen Volumen der verwendeten Speicherzellen wird die Nukleationswahrschein-
lichkeit stark reduziert, sodass typischerweise (unabhängig vom Phasenwechselmaterial)
ein wachstumsdominierter Kristallisationsprozess in schaltbaren Nanostrukturen beobach-
tet werden kann.
Nach der Kristallisation des Phasenwechselmaterials durch einen sogenannten „SET-Puls“
befindet sich die Speicherzelle in einem niederohmigen Zustand (in einem binären Daten-
speicher: Bit „1“). Für die Amorphisierung des Materials muss ein sogenannter „RESET-
Puls“ mit nur extrem kurzer Pulsdauer, jedoch hoher Intensität angelegt werden. Dieser
Amorphisierungspuls erhitzt das Phasenwechselmaterial lokal über die Schmelztempera-
tur. Durch eine sehr schnell abfallende Pulsflanke (typischerweise unter 10 ns) wird der
Bereich der schnellen Kristallisation so schnell durchquert, dass keine Kristallisation des
kompletten aufgeschmolzenen Bereiches möglich ist. Die momentane atomare Konfigu-
ration der flüssigen Phase wird durch die extrem hohen Kühlraten von etwa 100K/ns
eingefroren, wodurch die sogenannte „melt-quenched“ amorphe Phase entsteht. Dieser Zu-
stand entspricht in einem binären Speicher dem Bit „0“. Das Auslesen der gespeicherten
Informationen erfolgt durch Anlegen eines Spannungspulses mit nur sehr geringer Ampli-
tude (nicht in Abbildung 2.1 eingezeichnet), sodass keine Veränderung des Zellzustandes
bewirkt wird. Über den absoluten Wert des elektrischen Widerstandes kann dann der
Zustand (Bit „0“ oder „1“) des Phasenwechselmaterials bestimmt werden.
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2.2 Das „Voltage-Time-Dilemma“ und Threshold-Switching
Abbildung 2.2 verdeutlicht die notwendigen Anforderungen eines schnellen elektrischen
Datenspeichers. Auf der einen Seite soll ein eingestellter Zustand über mindestens 10 Jah-
re bei einer Temperatur von typischerweise 80 ◦C stabil und mit Spannungen im Bereich
von etwa 0.1V zu detektieren sein [WY07, RBB+08, WRK+10]. Auf der anderen Seite soll
der Datenspeicher ebenfalls sehr schnelle Schreibgeschwindigkeit bieten, um einen hohen
Datendurchsatz zu gewährleisten. Der Phasenwechsel muss daher auf einer Zeitskala von
etwa 1 ns mit Spannungen im Bereich von etwa 1V möglich sein. Ein Vergleich der invol-
vierten Zeitskalen und Spannungsbereiche zeigt das sogenannte „Voltage-Time-Dilemma“.
Mit einer Variation der zur Verfügung stehenden Spannung um eine Größenordnung müs-
sen etwa 15 Größenordnungen in der Zeit überbrückt werden.
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Abbildung 2.2: Das „Voltage-Time-
Dilemma“ zeigt anschaulich die Anfor-
derungen einer zukünftig konkurrenz-
fähigen Speichertechnologie. Auf der
einen Seite soll der Datenspeicher hohe
Lese- und Schreibraten vergleichbar mit
einem DRAM bieten. Andererseits muss
die gespeicherte Information für min-
destens 10 Jahre erhalten bleiben. Wäh-
rend zwischen der geforderten Lang-
zeitstabilität und der benötigen Zeit
zur Änderung eines Zustandes etwa 15
Größenordnungen in der Zeit zu über-
brücken sind, ist aufgrund technischer
Limitierungen eine Spannungsvariation
von nur einer Größenordnung möglich.
Dieses scheinbare Dilemma wird int-
rinsisch, durch ein stark nicht-lineares
Verhalten der IV-Charakteristik, gelöst.
Abbildung modifiziert aus [SFB11].
Würde das Phasenwechselmaterial eine ohmsche Strom-Spannungs-Charakteristik (IV-
Charakteristik) besitzen, so müssten für die Kristallisation aus der amorphen Phase enor-
me Spannungen (Leistungen) aufgebracht werden, um eine signifikante Temperaturände-
rung aufgrund von Joulscher Wärme zu bewirken. Da die in der mobilen Anwendung zur
Verfügung stehenden Spannungen typischerweise auf einen Bereich von 10V sowie die
elektrische Energie limitiert sind, würde das Schaltprinzip eines Phasenwechselspeichers
einen zu aktuellen Speichertechnologien konkurrenzfähigen Einsatz verhindern.
Die starke Nichtlinearität der Strom-Spannungs-Charakteristik sowie das Threshold- Swit-
ching Ereignis ermöglichen hingegen eine Kristallisation im Bereich kleiner Spannungen
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Abbildung 2.3: Schematische Darstellung der Strom-Spannungs-Charakteristik eines Phasenwechsel-
materials. Für kleine Spannungen (<0.4V) folgt der Strom im amorphen Zustand (gelb) linear, es ist ein
ohmsches Verhalten sichtbar. Unter weiterer Erhöhung der Spannung geht der ohmsche Bereich in einen
Bereich mit exponentiellem Stromanstieg über. Bei weiterer Erhöhung der angelegten Spannung tritt ein
super-exponentieller Stromanstieg ein, der in einem abrupten Stromanstieg, dem Threshold-Switching
Ereignis, bei einer Spannung Vth endet. Der Threshold-Switching Effekt beschreibt den Übergang zwi-
schen einem amorphen schlecht leitfähigen (amorpher „OFF-Zustand“, gelb) und einem amorphen
hochleitfähigen Zustand (amorpher „ON-Zustand“, rot). Erst im „ON-Zustand“ kann durch hohen
Stromfluss eine erhebliche Temperaturänderung durch Joulesche Wärme stattfinden. Wird die Tem-
peratur in den Bereich der schnellen Kristallisation erhöht, so kristallisiert das Phasenwechselmaterial
(grün) und verändert damit permanent den elektrischen Widerstand (blau). Abbildung modifiziert aus
[Kre10].
(Abbildung 2.3). Unter kleinen Spannungen zeigt das amorphe Phasenwechselmaterial zu-
nächst einen ohmschen Bereich, den sogenannten amorphen „OFF-Zustand“. Eine weitere
Erhöhung der Spannung (in Abbildung 2.3 zwischen 0.4V und 1.1V) führt hingegen zu
einem exponentiellen Anstieg des Stroms. Für sehr hohe Spannungen (Feldstärken) geht
der exponentielle Stromanstieg in einen super-exponentiellen Verlauf über, der in dem
sogenannten Threshold-Switching Phänomen bei einer Spannung von Vth endet. Im Mo-
ment des Threshold-Switchings bricht der elektrische Widerstand des amorphen Materials
schlagartig ein, sodass der Strom durch das Material abrupt ansteigt. Der hochleitfähige
Zustand der amorphen Phase nach dem Threshold-Switching Effekt und vor dem Ein-
tritt der Kristallisation wird als amorpher „ON-Zustand“ bezeichnet. Mit der nun stark
verbesserten Leitfähigkeit der amorphen Phase ist eine effiziente Erzeugung von Joule-
scher Wärme möglich, die zur Kristallisation und dem dauerhaften Phasenwechsel führt.
Der Effekt der starken Änderung der Leitfähigkeit der amorphen Phase wurde ursprüng-
lich von Ovshinsky 1968 entdeckt [Ovs68], ist jedoch immer noch Gegenstand aktueller
Forschung.
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2.3 Multilevelspeicher und Widerstandsdrift
Neben der Skalierung von einzelnen Phasenwechselspeicherzellen kann eine Verbesserung
der Datendichte ebenfalls durch Speichern von mehreren Informationen (Bits) in einer Zelle
erfolgen. Dieser Ansatz des sogenannten Multilevelspeichers wird durch den hohen Wider-
standskontrast zwischen kristalliner und amorpher Phase ermöglicht. Zur Speicherung von
4 Bits in einer Zelle wird der zur Verfügung stehende Widerstandskontrast beispielswei-
se in 16 Bereiche eingeteilt, die jeweils einen Zustand repräsentieren und durch teilweise
amorphisierte Phasenwechselzellen realisiert werden [NPF+07].
amorphous
state
Time / s
Re
si
st
an
ce
 / 
Ω
104
103
105
106
107
108
109
10-6 10-5 10-4 10-3 10-2 10-1 100 101 102
crystalline
state (0,0,0)
(0,1,0)
(1,1,0)
(1,1,1)
(0,0,1)
(1,0,0)
(1,0,1)
(1,1,0)
drift 3 Bit
MLC
Abbildung 2.4: Zeitliche Entwicklung des elektrischen Widerstandes aufgrund des Widerstandsdriftens
in einem amorphen Phasenwechselmaterial. Wird ein Phasenwechselmaterial (teilweise) amorphisiert,
so steigt der eingestellte Widerstand des amorphen Materials nach Gleichung 2.1 mit der Zeit an. Im
Falle eines Multilevelspeichers (MLC=multi-level cell) wird der Widerstandskontrast zwischen amorpher
und kristalliner Phase von mehr als 3 Größenordnungen ausgenutzt, um mehrere Bits (im verwendeten
Beispiel 3 Bits) in einer Zelle zu speichern [NPF+07, BFR+09, PPM+11]. Der kontinuierliche Anstieg
des Widerstandes kann in einem solchen Datenspeicher zum Informationsverlust führen. Das Foto links
zeigt beispielhaft die in einem Phasewechselspeicher hinterlegten Informationen zum Zeitpunkt t =0 s.
Aufgrund des Widerstandsdriftens, sind diese Informationen jedoch nicht stabil über die Zeit. Auf der
rechten Seite ist die Veränderung der gespeicherten Informationen nach einem Tag bei einem für Pha-
senwechselmaterialien typischen Driftexponenten von νR = 0.1 in einem MLC-Speicher mit 3 Bits pro
Zelle dargestellt.
Dem gegenüber steht der Effekt des Widerstandsdriftens in der amorphen Phase. Wäh-
rend der Widerstand der kristallinen Phase zeitlich konstant ist, steigt der elektrische
Widerstand der amorphen Phase mit der Zeit kontinuierlich an (Abbildung 2.4). Ein ver-
änderter Zellwiderstand kann jedoch zum Informationsverlust führen, wenn die zeitliche
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Veränderung den Widerstand in einen nächst höheren Widerstandsbereich driften lässt.
Die zeitliche Entwicklung des Widerstandes wird dabei durch das folgende Potenzgesetz
empirisch beschrieben:
R(t) = R0 ·
(
t
t0
)νR
(2.1)
Der Vorfaktor R0 gibt den Widerstand zum Zeitpunkt t0 an und νR beschreibt den Drift-
exponenten, der die Stärke der Widerstandsveränderung über der Zeit erfasst.
In einer Arbeit von Papandreou et al. wurde bereits eine Methode vorgeschlagen, einen
driftresistenten Speicher zu entwickeln. Dieses Verfahren löst jedoch nicht grundsätzlich
das Problem des Widerstandsdriftens, sondern verwendet eine simultan driftende Refe-
renzzelle [PPM+11]. Diese spezielle Art der Informationskodierung ermöglicht zwar eine
gute Langzeitstabilität des Speichers, führt jedoch zu einer reduzierten Speicherdichte, da
einige der verfügbaren Zellen nur als Referenz und nicht als Datenspeicher zur Verfügung
stehen.
Eine weitere Hürde stellt die experimentell beobachtete hohe Schwankung des Driftko-
effizienten νR in Phasenwechselzellen dar [ISLL09, BIL+09, SLB+10, BIL+10, OAH+11,
LLL12]. Dies erschwert die Vorhersage des Widerstandes zu einem beliebigen Zeitpunkt
und die Bestimmung des ursprünglich eingestellten Zustandes. Ziel sollte es daher sein,
durch ein grundlegendes Verständnis des Widerstandsdriftens eine Materialkombination
zu finden, die zwar einen hohen Widerstandskontrast und eine hohe Kristallisationsge-
schwindigkeit aufweist, jedoch nur eine minimale zeitliche Entwicklung des Widerstandes
in der amorphen Phase zeigt.
9

Kapitel 3
Aktueller Stand der Forschung
Der Schwerpunkt dieser Arbeit wurde auf das experimentell in Phasenwechselspeicher-
zellen beobachtete Widerstandsdriften (Abschnitt 3.2), den Threshold-Switching Effekt,
sowie den zu Grunde liegenden elektronischen Transportmechanismus (Abschnitt 3.1) ge-
legt. Nachfolgend werden die beteiligten physikalischen Prozesse anhand aktueller in der
Literatur vorgeschlagener Modelle behandelt. Obwohl noch weitere Erklärungsansätze zu
diesen Themen existieren [PH71, RBZ+04, JRB+08, NSKK12] werden nur die am häu-
figsten zitierten Arbeiten von Ielmini et al. (Abschnitt 3.1.1 und 3.2.1), Pirovano et al.
(Abschnitt 3.1.2 und 3.2.2) und Karpov et al. (Abschnitt 3.1.3 und 3.2.3) vorgestellt,
da diese Modelle experimentell direkt überprüfbare Verhalten vorhersagen. Aufgrund des
Umfangs der vorgestellten Modelle und teilweiser Ähnlichkeiten zwischen den verschie-
denen Erklärungsansätzen wird eine Zusammenfassung der experimentell verifizierbaren
Vorhersagen und dem daraus motivierten Ansatz dieser Arbeit explizit am Ende dieses
Kapitels gegeben.
3.1 Ladungstransport und dynamische Schalteffekte
3.1.1 Thermisch aktiviertes Hopping nach Ielmini et al.
Einer der bekanntesten und ergebnisorientiertesten Versuche sowohl den Ladungstrans-
port im stationären Zustand, als auch transiente Effekte wie das Threshold-Switching in
amorphen Halbleitern zu erklären, stammt von Ielmini et al. Ausgehend von einfachen
Annahmen über die elektronische Zustandsdichte wird in diesem Abschnitt zunächst das
in [IZ06, IZ07a, IZ07b, Iel08, LIL10b, LISL08, LIL10a, PCB+12, JPBC13] vorgeschla-
gene Modell zur Vorhersage des spannungs- und temperaturabhängigen Stroms im Sub-
Threshold Bereich vorgestellt. Auf dieser Grundlage wird anschließend eine Erweiterung
zu hohen elektrischen Feldstärken und dem Eintritt des Threshold-Switching Ereignisses
behandelt.
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Aufgrund der fehlenden Fernordnung in amorphen Materialien [IL81] (lokal unterschied-
liche Bindungswinkel, Abstände und atomare Koordinationen) existiert eine hohe Anzahl
lokalisierter Defekte in der elektronischen Bandlücke dieser Materialien [BC70, SM75,
Ovs76, MD79, LXA14]. Durch die hohe Dichte von donator- und akzeptorartigen De-
fektzuständen in der Bandlücke liegt die Fermienergie EF in der Mitte der Bandlücke
[MD79, IZ07a, IZ07b, Iel08, ISLL08, ISLL09], weshalb ein störstellenlimitierter Ladungs-
transport in amorphen Halbleitern vorgeschlagen wird.
Analog zu herkömmlichen Halbleitern kann auch in amorphen Phasenwechselmaterialien
eine Temperaturabhängigkeit des elektrischen Widerstandes nach dem Arrhenius-Gesetz
wie folgt beschrieben werden:
R(T ) = R∗ · exp
(
EA
kBT
)
(3.1)
Im Falle eines Bandtransportes ist der Vorfaktor R∗ = 1/qnµ abhängig von der Elemen-
tarladung q, der Ladungsträgerkonzentration n sowie der Ladungsträgerbeweglichkeit µ.
EA gibt die Aktivierungsenergie der Leitfähigkeit, kB die Boltzmann-Konstante und T die
Temperatur an.
Obwohl Löcher (Elektronen Fehlstellen) die Majoritätsladungsträger in amorphen Pha-
senwechselmaterialien sind [PLB+04, IZ07a, NSKK12] wird der von Ielmini et al. vorge-
schlagenen Transportmechanismus am Beispiel von Elektronen diskutiert [IZ07a, LIL10b].
Eine Übersetzung dieses Modells vom Elektronen- ins Lochleiterbild kann problemlos vor-
genommen werden.
Feldinduzierte Potentialbarrierenabsenkung
Elektronische Defektzustände werden nach Ielmini et al. durch Coulomb-Potentiale (Ab-
bildung 3.1) beschrieben, die als Fangstellen für Ladungsträger dienen können. Die Be-
wegung eines Ladungsträgers zwischen den Defektzuständen erfolgt über oder durch eine
Energiebarriere. Analog zu der in der Quantenmechanik betrachteten Annäherung zweier
Potentialtöpfe (z.B. zur Erklärung des Tunneleffektes) [Nol92] kann die Potentialbarriere
mit dem örtlichen Abstand der Defekte abnehmen, sodass eine geringere Barriere beim
Übergang zwischen den Defektzuständen überwunden werden muss. Ein von außen an-
gelegtes elektrisches Feld senkt nach dem Poole (Abbildung 3.1 (b)) bzw. Poole-Frenkel
Effekt (Abbildung 3.1 (a)) die Potentialbarriere, durch Verzerrung der Potentiallandschaft,
ab [Fre38, Hil71, SST72, Mar73, OR73]. Demnach ist sowohl der mittlere Abstand zweier
benachbarter elektronischer Defekte ∆z, als auch das elektrische Feld F entscheidend für
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Abbildung 3.1: Abbildung (a) zeigt die Absenkung der Potentialbarriere eines lokalisierten Zustands
aufgrund des Poole-Frenkel Effektes. Während die graue Kurve in Abbildung (a) die Situation oh-
ne elektrisches Feld darstellt, zeigt die schwarze Kurve die Absenkung im äußeren elektrischen Feld
(Poole-Frenkel Effekt). Im Falle zweier benachbarter Störstellen zeigt Abbildung (b) schematisch die
Reduzierung der Potentialbarriere aufgrund der Wechselwirkung zwischen den beiden Barrieren der
Defektzustände (Poole Effekt). Abbildung entnommen aus [Kre10].
die Übergangswahrscheinlichkeit zwischen den lokalisierten Zuständen (Abbildung 3.2).
Der Effekt der Barrierenabsenkung ∆U wird dabei wie folgt beschrieben:
∆U(z, F ) = EC − q
2
4pi(z +∆z/2) +
q2
4pi(z −∆z/2) − qFz (3.2)
EC ist die Position der Leitungsbandkante, q die Elementarladung, F=VA/ua das äußere
über der amorphen Schichtdicke ua anliegende elektrische Feld,  die Dielektrizitätskon-
stante des amorphen Phasenwechselmaterials, ∆z der mittlere Abstand zwischen zwei
Defekten und z die Ortskoordinate.
Für größere mittlere Defektabstände ∆z und hohe elektrische Feldstärken findet ein Über-
gang der Barrierenabsenkung mit einer direkten Spannungsabhängigkeit ∆U ∝ F (resul-
tierend aus dem Poole-Modell) zu einer ∆U ∝ √F (Poole-Frenkel-Modell) statt [Jon67,
IGK71, JL71, ISLL08, CFIF10, CCFI12, BGFF13]. Für steigende Defektabstände wird die
Beeinflussung der Coulomb-Potentiale der einzelnen Defekte vernachlässigbar, sodass die
Barrienabsenkung dem Poole-Frenkel-Modell folgt. Dieses Modell behandelt nur einzelne,
nicht mit anderen Defektzuständen wechselwirkenden Potentiale. Im Falle von hohen elek-
trischen Feldstärken wird die Potentialverzerrung so groß, sodass sich Ladungsträger nicht
nur zwischen benachbarten Defektzuständen bewegen, sondern auch größere Distanzen
zurücklegen können bevor sie wieder in einem lokalisiertem Zustand gefangen werden. Für
steigende ∆z und F kann damit eine Veränderung der Barrierenabsenkung als Funktion
der Feldstärke beobachtet werden (Abbildung 3.2). Nach Ielmini et al. kann eine Anre-
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Abbildung 3.2: Absenkung der Potentialbarriere zwischen zwei Störstellen aufgrund des Poole- bzw.
Poole-Frenkel Effektes als Funktion der elektrischen Feldstärke. Farbig dargestellt sind beispielhaft die
Barrierenabsenkungen für unterschiedlich große mittlere Defektabstände ∆z. Während bei kleinen Fel-
dern eine direkte Proportionalität zur Feldstärke (Poole) sichtbar ist, findet bei hohen Feldstärken und
Defektabständen ein Übergang zum Poole-Frenkel Verhalten statt. Abbildung erstellt nach [IZ07a].
gung eines Ladungsträgers mittels, thermischer Anregung über die Barriere oder thermisch
aktiviertem Tunneln erfolgen (Abbildung 3.1). Ein direkter Tunnelprozess wird aufgrund
der höheren Aktivierungsbarriere vernachlässigt. Ein direkter Hopping-Prozess ist nach
[MD79, PCB+12] nur bei tiefen Temperaturen dominant, sodass dieser für Raumtem-
peraturmessungen zunächst gegenüber den anderen Mechanismen vernachlässigt werden
kann. Aus diesen Gründen wird zunächst nur ein thermisch aktivierter Hopping-Prozess
betrachtet.
Transport im stationären Zustand bei geringen Feldstärken
Auf Basis der oben erwähnten Effekte kann nun die Leitfähigkeit im stationären Zustand
für kleine elektrische Felder gemäß dem Poole-Modell (Wechselwirkung zwischen einzelnen
Coulomb-Potentialen) hergeleitet werden.
Die thermisch aktivierte Übergangszeit τ zwischen zwei lokalisierten Zuständen ist nach
Gleichung 3.3 maßgeblich von der Barrierenhöhe abhängig.
τ
 = τ0 · exp
(
EC − ET ± qVA(∆z/2ua)
kBT
)
(3.3)
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τ0 stellt die charakteristische Übergangszeit für ein in einem lokalisierten Zustand gefan-
genes Elektron dar. Die effektive Barrierenhöhe ist durch die Position des Defektzustandes
relativ zum Leitungsband EC − ET und der in Gleichung 3.2 beschriebenen Barrierenab-
senkung −qVA(∆z/2ua) (bzw. Barrierenanhebung +qVA(∆z/2ua)) gegeben. τ→ (τ←) gibt
die Übergangszeit in (entgegen) Richtung des elektrischen Feldes an. Aufgrund der in Ab-
bildung 3.1 dargestellten Potentialverzerrung durch ein äußeres elektrisches Feld kommt es
in Feldrichtung zu einer Absenkung und gegen Feldrichtung zu einer effektiven Anhebung
der Barriere.
Aus der barrierenhöhenabhängigen Übergangszeit kann nun die Stromkomponente in und
entgegen des elektrischen Feld bestimmt werden.
dI(E)
dE
= qAf(E)g(E)v(E) (3.4)
A ist die Kontaktfläche zwischen metallischer Elektrode und Phasenwechselmaterial, f(E)
die Besetzungswahrscheinlichkeit der Defektzustände (Fermiverteilung), g(E) die ener-
gieabhängige Zustandsdichte und v(E) die Elektronengeschwindigkeit dar. Gleichung 3.5
resultiert nun, wenn für f(E) · g(E) zunächst eine Elektronenkonzentration nT (ET ) und
für v(E) der Abstand zwischen zwei Defekten ∆z dividiert durch die Übergangszeit τ

zwischen diesen (3.3), eingesetzt wird.
dI
 = qAnT (ET )
∆z
τ0
· exp
(
−EC − ET ± qVA(∆z/2ua)
kBT
)
dET (3.5)
nT (ET )dET gibt dabei die Elektronenkonzentration in den Defektzuständen zwischen ET
und ET + dET an.
Die Überlagerung des Stromanteils in und gegen Feldrichtung liefert dann den Nettostrom
durch das amorphe Material:
dI = 2qANT (ET )
∆z
τ0
exp
(−(EC − EF )
kBT
)
· sinh
(
q∆zVA
2kBTuA
)
dET (3.6)
Dabei wurde die Elektronenkonzentration in den Defektzuständen nT (ET ) = NT (ET )·
exp(−(ET −EF )/kBT ) durch das Produkt der Konzentration der Defektzustände NT (ET )
und der Maxwell-Boltzmann-Verteilung ersetzt. Die Maxwell-Boltzmann-Verteilung nä-
hert dabei die Fermiverteilung bei ET an.
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Eine Integration über alle Defektzustände oberhalb der Fermienergie EF ergibt nun den
experimentell messbaren Strom im Sub-Threshold Bereich:
I = 2qANT,tot
∆z
τ0
exp
(
−EC − EF
kBT
)
· sinh
(
q∆zVA
2kBTuA
)
(3.7)
NT,tot ist das Ergebnis der Integration über alle Defektzustände. Da nach Ielmini et al. die
genaue elektronische Zustandsdichte in amorphen Phasenwechselmaterialien nicht bekannt
ist, werden die durch die obige Näherung der Fermiverteilung folgenden Ungenauigkeiten
vernachlässigt (insbesondere für Defektzustände nahe an EF und EC). Die Größe NT,tot
wird daher als effektive Defektkonzentration betrachtet, die solche Ungenauigkeiten bein-
halten soll. Obwohl den Autoren zu Folge eine hohe Defektanzahl nahe der Fermienergie
diese in der Mitte der Bandlücke fixiert hat, werden diese Zustände nun aufgrund der
approximierten Fermiverteilung nicht miteinbezogen (bzw. nur mittels effektiver Defekt-
konzentration) [IZ07a].
Für kleine Spannungen VA ist der Sinus Hyperbolicus linear (Gleichung 3.7), wodurch der
ohmsche Bereich der Strom-Spannungs-Charakteristik (Abbildung 2.3) im Modell nach
Ielmini et al. erklärt werden kann. In diesem Bereich ist der Anteil des Stroms in Feld-
richtung proportional zu dem Anteil gegen die Feldrichtung.
Für höhere elektrische Feldstärken dominiert jedoch aufgrund der oben beschriebenen
Potentialbarrierenabsenkung ∆U der feldaktivierte Stromanteil in Feldrichtung gegenüber
dem thermisch aktiviertem Anteil gegen Feldrichtung, wodurch es zu einem stärkeren
(exponentiellen) Anstieg des Stroms mit der Spannung kommt. Der Übergang zwischen
linearem und exponentiellem Verhalten der Strom-Spannungs-Charakteristik findet den
Autoren zu Folge statt, sobald die Barrierenabsenkung die thermische Energie (gegeben
durch die Umgebungstemperatur) übersteigt.
|∆U | = kBT ⇒ VA,trans = 2kBTua
q∆z
(3.8)
Eine nach Ielmini et al. für den exponentiellen Bereich charakteristische Größe ist die so-
genannte „Sub-Threshold-Steigung“ (STS). Diese gibt die Steigung der Strom-Spannungs-
Charakteristik im exponentiellen Bereich bei logarithmischer Stromachse an.
STS = δlogI→
δVA
= q∆z
kBT2ua
(3.9)
Die STS kann experimentell einfach zur Bestimmung des Verhältnisses ∆z/ua verwendet
werden. Mit bekanntem ∆z/ua wiederum lässt sich die Aktivierungsenergie der elektri-
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schen Leitfähigkeit (gleich der oben beschriebenen Potentialbarriere zwischen zwei Defekt-
zuständen) experimentell bestimmen (ein Vergleich von Gleichung 3.7 und 3.1 liefert den
Ausdruck für die Aktivierungsenergie).
EA = − δlogI
δ(1/kBT )
= EC − EF − qVA
kBT
· coth
(
qVA∆z
kBT2ua
)
(3.10)
Gleichung 3.10 erlaubt dabei eine Beschreibung der in [IZ07a, IZ07b, CFIF10, BGFF13]
experimentell beobachteten Absenkung der Aktivierungsenergie der Leitfähigkeit. Mit an-
steigender elektrischen Spannung (für hohe Spannungen (im exponentiellen Bereich) ergibt
die Ableitung von Gleichung 3.10 nach der elektrischen Spannung VA eine negative Kon-
stante −q(∆z/2ua)).
Während das bis zu dieser Stelle vorgestellte Konzept des störstellenlimitierten Transports
in amorphen Halbleitern den Ladungstransport im stationären Zustand beschreiben kann,
werden bisher alle dynamischen Effekte, wie der abrupte Einbruch der Leitfähigkeit im
Moment des Threshold-Switchings, außer Acht gelassen. Um eine einheitliche Beschreibung
aller Effekte zu liefern, wird daher im Folgenden eine Erweiterung des Modells nach Ielmini
et al. für hohe Feldstärken vorgestellt.
Erweiterung um transiente Effekte
Hohe elektrische Felder können nach Ielmini et al. eine effektive Besetzung energetisch hö-
herer Defektzustände (die sogenannten „shallow-traps“) bewirken. Ein durch „thermisch
aktiviertes Tunneln“ angeregtes (quasi-freies) Elektron kann in einem starken äußeren Feld
Energie aufnehmen (Erhöhung der kinetischen Energie durch Beschleunigung im Feld),
um in Defektzustände nahe der Leitungsbandkante (im Elektronenbild) zu gelangen. Der
durch Beschleunigung bewirkte Energiegewinn E = q · F führt demnach zu einer Nicht-
Gleichgewichtsverteilung der Ladungsträger mit erhöhtem quasi-Fermilevel (oder alterna-
tiv einer erhöhten effektiven Temperatur der Ladungsträger in den Defektzuständen)[Hin70,
Jon71, JL71, HJ79, IZ07a].
Der Prozess des Energiegewinns wird (stückweise) durch einen Relaxationsprozess kom-
pensiert, der versucht einen Gleichgewichtszustand wiederherzustellen. Ein in einem De-
fektzustand nahe der Leitungsbandkante gefangenes Elektron kann z.B. mittels Phonone-
nemission oder Anregung von Ladungsträgern in Defektzuständen unterhalb der Fermi-
energie (in den sogenannten „deep-traps“) die gewonnene kinetische Energie abgeben und
in einen niederenergetischen Zustand relaxieren. Zu beachten ist, dass der von Ielmini et
al. vorgeschlagene Mechanismus des Energiegewinns nur auf Ladungsträger in Defektzu-
ständen anzuwenden ist.
17
Kapitel 3 Aktueller Stand der Forschung
0.2
T=450 K
T=375 K
T=300 K
(a)
(b)
(c)
Energy / eV
f(E
)v
(E
)
v(
E)
f(E
)
0.0 0.1 0.3 0.4
10-7
10-6
10-5
10-4
10-3
10-6
10-4
10-2
100
10-5
10-4
10-3
10-2
10-1
100
EF Ec
Abbildung 3.3: Fermiverteilung (a),
Ladungsträgergeschwindigkeit (b) und
Produkt beider Größen (c) in Ab-
hängigkeit der Energie (in Bezug auf
die Fermienergie) zur Veranschauli-
chung der Erhöhung der Leitfähigkeit
im nicht-stationären Zustand nach Iel-
mini et al. Nach Gleichung 3.4 gibt
das Produkt f(E)v(E) den Beitrag
zum Gesamtstrom von dem jeweiligen
Energieniveau an. Im stationären Zu-
stand (blaue Kurve) tragen alle La-
dungsträger in Störstellen in der Band-
lücke gleichmäßig zum Strom bei, da
das Produkt f(E)v(E) konstant ist.
Die gelbe und rote Kurven entspre-
chen nicht-stationären Situationen be-
schrieben durch eine erhöhte effektive
Ladungsträgertemperatur. Für nicht-
stationäre Zustände ist ein exponentiell
steigender Beitrag der Energieniveaus
(aufgrund des Energiegewinns durch
Beschleunigung im äußeren Feld) sicht-
bar, wodurch eine starke Erhöhung der
Leitfähigkeit erzielt wird. EC gibt die
Lage der Leitungsbandkante an. Abbil-
dung erstellt nach [IZ07a].
Die benötigte Übergangszeit eines Ladungsträgers zwischen zwei Defektzuständen nimmt
nach Gleichung 3.3 exponentiell mit der Höhe der Energiebarriere zu, weshalb eine Nicht-
Gleichgewichtsverteilung einen starken Anstieg der Geschwindigkeit v(E) und der elek-
trischen Leitfähigkeit (bzw. des Stroms) bewirkt. Für Energien unterhalb der Leitungs-
bandkante E < EC findet der bereits beschriebene störstellenlimitierte und für E > EC
Transport durch Drift der Ladungsträger (die Geschwindigkeit v(E) im Band ist konstant)
statt. Im stationären Zustand ist der energieabhängige Strom (Abbildung 3.3 (c)) zwischen
Fermienergie und Bandkante konstant, da sich der exponentielle Abfall der Fermivertei-
lung und der exponentielle Anstieg der Ladungsträgergeschwindigkeit kompensieren. Bei
kleinen Feldstärken tragen also (Gleichung 3.4) alle Ladungsträger in Defektzuständen
gleichmäßig zum Störstellen limitierten Transport bei. Für die beiden nicht-stationären
Situationen bei hohen Feldstärken steigt das Produkt f(E) · v(E) exponentiell an, was
zu einem starkem Anstieg des Stroms führt. Der starke Stromanstieg ist gemäß Abbil-
dung 3.3 (a) und (c) verbunden mit der Besetzung von lokalisierten Zuständen nahe der
Bandkante.
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Abbildung 3.4: In Abbildung (a) oben ist die Besetzungswahrscheinlichkeit im stationären Zustand
dargestellt. EF0 gibt dabei die Position des Ferminiveaus im Gleichgewicht an. Durch Energiegewinn im
äußeren elektrischen Feld (unten) können auch Zustände nahe der Mobilitätskante des Leitungsbandes
besetzt werden. Das quasi-Ferminiveau nähert sich in diesem Fall der Mobilitätskante an. Abbildung (b)
oben zeigt die Position der Mobilitätskante (durchgezogene Linien) sowie des Ferminiveaus (gestrichelte
Linien) als Funktion des Ortes für drei unterschiedliche Spannungen. Die Kurven (i) wurden für einen
Punkt im exponentiellen Bereich der IV-Kennlinie berechnet. (ii) gibt die Situation im Moment des
Threshold-Switching Ereignisses und (iii) im amorphen „ON-Zustand“ an. In der Abbildung (b) unten
ist die Verschiebung des quasi-Fermilevels in Bezug auf die Gleichgewichtsposition als Funktion des
Ortes für die drei Spannungsbereiche dargestellt. Folgende Werte EC − EF0=0.3 eV, ∆z=7 nm und
NT = 3 · 1019 cm−3 wurden für die dargestellte Situation gewählt. Abbildung modifiziert aus [Iel08].
Lokale Variation der Leitfähigkeit
Während bisher nur die Energieabhängigkeit der Ladungsträgergeschwindigkeit und der
Leitfähigkeit betrachtet wurde (Abbildung 3.3), soll im Folgenden die örtliche Abhängig-
keit und dessen Implikationen behandelt werden. Eine örtliche Betrachtung ist notwendig,
da der Energiegewinn eines im äußeren elektrischen Feld beschleunigten Ladungsträgers
abhängig von der Beschleunigungsstrecke ist.
Für kleine elektrische Felder (Abbildung 3.4(a) oben) entspricht die Ladungsträgervertei-
lung der Verteilung im Gleichgewicht (Zustände bis EF0 sind besetzt). Unter dem Einfluss
von hohen Feldern geht diese in eine Nicht-Gleichgewichtsverteilung über, die mittels Ein-
führung eines ortsabhängigen quasi-Ferminiveaus EF (z) beschrieben werden kann.
Zunächst wird der Energiefluss durch eine schmale Scheibe zwischen z und z+dz des amor-
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phen Phasenwechselmaterials (Abbildung 3.4(a)) mittels Gleichung 3.11 betrachtet.
J(z)EF (z)
q
− J(z + dz)EF (z + dz)
q
+ J(z)F (z)dz − EF − EF0
τrel
nT (z)dz = 0 (3.11)
J ist dabei die Stromdichte und τrel ≈ 10−13 s die Relaxationszeitkonstante für Elektron-
Phonon Wechselwirkung in lokalisierten Zuständen [Jon71]. Die ersten beiden Terme in
Gleichung 3.11 beschreiben den Energiefluss in die bzw. aus der schmalen Scheibe. Die
letzten beiden Terme behandeln den Energiegewinn und Verlust aufgrund des elektrischen
Feldes und der Relaxation. Die zum Strom beitragende Konzentration der in lokalisierten
Defekten gefangenen Elektronen nT wird nach Ielmini et al. mit nT = NT ·kBT/(EC−EF0)
genähert (nur Defektzustände im Bereich kBT sind besetzt). Durch die für die Stromdichte
geltende Kontinuitätsgleichung gilt J(z) = J(z + dz) wodurch sich Gleichung 3.11 verein-
facht zu:
dEF
dz
= qF − qnT · (EF − EF0)
Jτrel
(3.12)
dEC
dz
= −qF (3.13)
Gleichung 3.13 beschreibt die Absenkung der Bandkante durch ein äußeres elektrisches
Feld mit steigendem Abstand z. Wird die örtliche Veränderung der Bandkante (durchge-
zogenen Kurven in Abbildung 3.4(b)) und des quasi-Ferminiveaus (gestrichelte Kurven)
für unterschiedliche Spannungsbereiche betrachtet ((i)-(iii) in Abbildung 3.4(b) (b)), so
ist vor und im Moment des Threshold-Switching-Ereignisses (gelbe und blaue Kurve) in
guter Näherung ein linearer Abfall sichtbar (Gleichungen 3.12 und 3.13). Für kleine Elek-
trodenabstände z dominiert der Energiegewinn EF −EF0 über der Relaxation (Gleichung
3.12), sodass eine starke Verschiebung des quasi-Fermilevels proportional zum elektrischen
Feld und Abstand sichtbar ist. Für große Abstände z wird die Relaxation von Ladungs-
trägern relevant, sodass die Kombination beider Prozesse zu einem örtlich konstanten,
spannungsabhängigen Wert EF − EF0 führen (Gleichung 3.14).
EF = EF0 +
JFτrel
nT
(3.14)
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Kritische Leistung triggert Threshold-Switching
Aus dem für verschiedene Bereiche (vor, während und nach dem Threshold-Switching Er-
eignis sowie den dort verwendeten elektrischen Spannungen) diskutierten Energiegewinn
leiten Ielmini et al. eine kritische Bedingung zum Eintritt des Threshold-Switching Ereig-
nisses ab [IZ07a, Iel08]. Nach Gleichung 3.14 ist der Energiegewinn direkt proportional zu
der elektrischen Leistungsdichte Pth = J ·F , wobei J die Stromdichte und F die Feldstärke
angibt. Diese Leistungsdichte Pth kann den Autoren zu Folge als der dem elektronischen
System zugeführten Bruchteil der Joulschen Leistung betrachtet werden, der noch nicht
durch Relaxationsprozesse in phononische Anregungen übergegangen ist [Iel08].
In Bezug auf eine Veränderung mikroskopischer Größen zum Initiieren des Threshold-
Switching Ereignisses legen Ielmini et al. fest, dass der Parameter γ ≡ (EF − EF0)/kBT
ungefähr eins werden muss. Hinsichtlich der kritischen Leistungsdichte Pth zum Schalten
folgt mit Gleichung 3.14 der folgende Ausdruck:
Pth = JF =
γNT (kBT )2
τrel(EC − EF0) (3.15)
In Gleichung 3.15 wurde dabei die bereits oben beschriebene Näherung nT = NT ·kBT/(EC−
EF0) verwendet. Die von Ielmini et al. vorgeschlagene kritische Leistung Pth stellt eine
experimentell direkt überprüfbare Vorhersage dar, um Hinweise auf die Gültigkeit des
Modells zu liefern.
Ein Vergleich mit experimentellen Daten zur IV-Charakteristik bei unterschiedlichen Um-
gebungstemperaturen [ILSL07, IZ07a, Iel08, ILSL08] zeigt, dass das bisher beschriebene
Modell nach Ielmini et al. in der Lage ist den gesamten Spannungsbereich mitsamt dem
Effekt des Threshold-Switchings und dem hoch leitfähigen amorphen „ON-Zustand“ qua-
litativ korrekt abzubilden. Weiterhin konnten bereits aus der analytischen Berechnung
der Strom-Spannungs-Charakteristik einige kritische Größen zum Eintritt des Threshold-
Switching-Effektes Vth, Ith und Pth abgeleitet werden [IZ07a, Iel08, CCFI12, CCI13].
Für schnelle, zeitaufgelöste Messungen müssen jedoch die bisher betrachteten Ausführun-
gen um eine Zeitabhängigkeit erweitert werden, sodass auch dynamische Veränderungen
vor und während des Threshold-Switchings betrachtet werden können. Dies bietet neben
der einfachen Überprüfung einzelner kritischer Größen ebenfalls die Möglichkeit des di-
rekten Vergleiches transienter experimentell gemessener und simulierter Daten (z.B. dem
zeitaufgelösten Strom vor Eintritt des Threshold-Switching-Ereignisses in Kapitel 4). Es
ist zu beachten, dass die im Folgenden vorgestellte Erweiterung für transiente Effekte keine
direkte analytische Lösung erlaubt, sondern eine numerische Simulation zur Auswertung
notwendig wird.
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Simulation transienter Effekte
Die oben vorgestellte Beschreibung des Threshold-Switching-Mechanismus über ein orts-
abhängiges quasi-Ferminiveau wird im Folgenden (nach den Veröffentlichungen [IZ07a,
LISL08, LIL10b, LIL10a]) durch ein System mit zwei Defektzuständen ET1 und ET2 ge-
nähert (Abbildung 3.5). Weiterhin können die im Feld beschleunigten Ladungsträger nun
nicht mehr kontinuierlich Zustände zwischen EF0 und EC einnehmen, sondern nur noch
die beiden Zustände ET1 und ET2 besetzen. Dadurch kommt es nicht zu einer wie in
Abbildung 3.4(b) (oben) gezeigten kontinuierlichen Änderung der Leitfähigkeit und des
elektrischen Feldes im amorphen Material, sondern zu einer diskreten Einteilung in zwei
Bereiche ua,ON und ua,OFF .
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Abbildung 3.5: Vereinfachtes Energieschema mit zwei diskreten Defektniveaus als Funktion des Ortes.
Dieses Schema wird von Ielmini et al. zur numerischen Simulation des Threshold-Switching Ereignisses
verwendet. Abbildung (a) zeigt die Situation im stationären Zustand. In diesem Fall findet keine effektive
Anregung der Ladungsträger von dem Defektniveau ET1 nach ET2 statt. Durch einen großen Abstand
des Ferminiveaus von der Bandkante, zeichnet sich dieser Zustand durch eine hohe Aktivierungsener-
gie und geringe Leitfähigkeit aus. Unter hohen elektrischen Feldstärken findet ein Übergang in den
amorphen „ON-Zustand“ statt (b). Innerhalb eines bestimmten Bereiches nahe der Elektrode (Foff )
werden Ladungsträger im äußeren Feld beschleunigt und können damit höher energetische Zustände
nahe der Bandkante besetzen. Durch die lokal unterschiedliche Besetzung der Defektniveaus entsteht
ein inhomogenes elektrisches Feld und eine lokal variierende Aktivierungsenergie. Die hohe Leitfähigkeit
des Gesamtsystems wird im „ON-Zustand“ durch den Bereich Fon bestimmt. Abbildung modifiziert aus
[LIL10b].
Analog zu dem oben vorgestellten Konzept des quasi-Ferminiveaus besetzen Ladungsträger
im stationären Zustand nur den bei ET1 ≈ EF0 berücksichtigten Defektzustand. Unter
Einfluss eines starken elektrischen Feldes werden die Ladungsträger über eine Strecke
u > ua,OFF (Gleichung 3.16) beschleunigt und gewinnen dabei Energie, um in den Zustand
ET2 ≈ EC zu gelangen.
ua,OFF =
EC − EF
qFOFF
(3.16)
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Aufgrund der energetisch geringen Entfernung von ET2 zur Bandkante EC existiert für
besetzte Zustände bei ET2 in ua,ON = ua−ua,OFF nur eine sehr geringe Aktivierungsener-
gie für eine Anregung in das Leitungsband und eine damit verbundene hohe elektrische
Leitfähigkeit.
Aufgrund der im „ON-Zustand“ lokal stark unterschiedlichen elektrischen Leitfähigkeiten
in ua,ON und ua,OFF entsteht eine inhomogene Feldverteilung mit den lokalen Feldstärken
FON und FOFF . Die an der amorphen Schicht anliegende Gesamtspannung ergibt sich wie
folgt:
VA = FOFF · ua,OFF + FON · ua,ON (3.17)
Eine dynamische Erweiterung des Modells um zeitabhängige Besetzungszahlen und den
daraus resultierenden makroskopischen Größen wird in Gleichung 3.18 basierend auf Glei-
chung 3.7 gegeben.
I = 2qA
(
nT1exp
(
−EC − ET1
kBT
)
+ (nT2 + δnT2) exp
(
−EC − ET2
kBT
))
∆z
τ0
sinh
(
qF∆z
2kBT
)
(3.18)
Dabei sind nT1 und nT2 die Gleichgewichtsladungsträgerkonzentrationen in den Defektni-
veaus ET1 und ET2. Da es in der hier vorgestellten Näherung der elektronischen Zustands-
dichte nur zwei relevante Zustände gibt, wurde NT,tot aus Gleichung 3.7 durch NT1 und
NT2 (bzw. nT1 und nT2) ersetzt. δnT2 ist zeitabhängig und beschreibt den Ladungsträger-
zuschuss in ET2 durch Energiegewinn bei hohen Feldstärken. An dieser Stelle sei darauf
hingewiesen, dass eine Reduzierung der Besetzung in ET1 (durch Anregung der Ladungs-
träger nach ET2) vernachlässigt wird. Dies ist gerechtfertigt, da die Änderung von nT1 im
Vergleich zu dem Wert im Gleichgewicht sehr klein ist (in [LIL10b] wird von NT1 = NT2
ausgegangen).
Die zeitliche Veränderung von δnT2 ist durch die folgende Ratengleichung festgelegt:
dδnT2
dt
= GTUN − δnT2
τrel
(3.19)
Der erste Term auf der rechten Seite GTUN beschreibt die Anregung von Ladungsträgern
(von ET1 nach ET2) mittels Fowler-Nordheim Tunneln [IZ07a, LIL10b]. Der zweite Term
in Gleichung 3.19 auf der rechten Seite beschreibt die Relaxation von Ladungsträgern aus
ET2 zurück nach ET1 mit der oben verwendeten Relaxationszeitkonstanten τrel.
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Die Feldabhängigkeit der Generation GTUN ist gegeben durch:
GTUN =
nT1
τ0
· exp
(
− B12
FOFF
)
(3.20)
B12 = (4
√
2m(ET2 − ET1)3/2)/(3q~) ist dabei der Fowler-Nordheim Tunnelkoeffizient
[LS69]. m ist die Elektronenmasse und ~ das Plancksche Wirkungsquantum (geteilt durch
2pi). Mit der bereits zuvor verwendeten Näherung nT (ET ) = NT (ET ) · exp(−(ET −
EF )/kBT ) kann Gleichung 3.18 wie folgt umgeschrieben werden:
I = 2qA (NT1 +NT2)
∆z
τ0
exp
(
−EC − EF
kBT
)
sinh
(
qF∆z
2kBT
)
· (1 + ϕ) (3.21)
ϕ gibt den in Gleichung 3.22 definierten nicht-stationären Term für die hochleitfähige
„ON-Schicht“ ua,ON an (in der „OFF-Schicht“ ua,OFF ist ϕ = 0).
ϕ = NT1
NT1 +NT2
· τrel
τ0
· exp
(
− B12
FOFF (I,NT1, NT2)
· (ET1 − ET2)
kBT
)
(3.22)
Anhand Gleichung 3.21 kann nun auch für die numerische Simulation eine Bedingung zum
Eintreten des Threshold-Switching-Ereignisses definiert werden, da der nicht-stationäre
Anteil ϕ (der das Threshold-Switching ausmacht) nur relevant wird, wenn ϕ > 1 wird.
Der Übergang in den amorphen, hochleitfähigen Zustand geschieht nach Ielmini et al.
also bei ϕ = 1. In diesem Moment wird der nicht-stationäre Anteil des Stroms durch
Ladungsträgerbeschleunigung im äußeren Feld vergleichbar mit dem Strom im stationären
Zustand. Dies bewirkt einen Abfall der Feldstärke in der „ON-Schicht“ und den damit
verbundenen Eintritt des Threshold-Switching-Ereignisses.
Nach Gleichung 3.22 kann damit auch die zum Threshold-Switching notwendige elektrische
Feldstärke Fth sowie der beim Einsetzen des Schaltens fließenden Strom Ith bestimmt
werden:
Fth = B12 ·
[
log
(
NT1
NT1 +NT2
+ log
(
τrel
τ0
)
+ ET2 − ET1
kBT
)]−1
(3.23)
Ith = 2qANT,tot
∆z
τ0
exp
(
−EC − EF
kBT
)
sinh
(
qFth∆z
2kBT
)
(3.24)
Aus den Gleichungen 3.16 bis 3.22 kann das zeitliche Verhalten vor, während und nach
dem Threshold-Switching berechnet werden. Dabei wird zunächst ausgehend von einem
bestimmten Strom (im Sub-Threshold-Bereich) nach Gleichung 3.21 die Feldstärke in der
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„OFF-Schicht“ (mit ϕ = 0) berechnet. Mit dem berechneten FOFF wird im nächsten
Schritt gemäß Gleichung 3.16 die Größe der „OFF-Schicht“ ua,OFF und mit ua,ON =
ua − ua,OFF die Größe der „ON-Schicht“ ua,ON bestimmt. Nun kann die Ladungsträger-
generation nach Gleichung 3.20 und der Ladungsträgerzuwachs in ET2 nach Gleichung
3.19 und 3.22 berechnet werden. Die Ratengleichung 3.19 wird dabei numerisch gelöst.
Anschließend kann mit den berechneten Größen δnT2, ϕ und I nach Gleichung 3.21 mit
F = FON die Feldstärke in der „ON-Schicht“ bestimmt werden. In einem letzten Schritt
kann daraus die anliegende Gesamtspannung nach Gleichung 3.17 ermittelt werden. Die
so berechneten Werte für Strom und Spannung können nun als neue Startwerte für einen
nächsten Zeitschritt verwendet werden.
Auf diese Weise lassen sich die in Abbildung 3.6 dargestellten transienten Größen für
den Strom (Abbildung 3.6 (oben)), die lokalen Feldstärken FOFF und FON (Mitte) und
dem Zuwachs der Ladungsträgerkonzentration in ET2 (δnT2) als Funktion der Zeit be-
stimmen. Ein Vergleich von δnT2 und I in Abbildung 3.6 zeigt: Sobald die Konzentration
der in ET2 generierten Ladungsträger etwa der Gleichgewichtskonzentration entspricht
(ϕ = 1), ist ein starker Anstieg im Strom (Threshold-Switching) sichtbar. Die Simulati-
on erlaubt damit auch die Vorhersage weiterer experimentell beobachtbarer Größen wie
z.B. die Spannungsabhängigkeit der Threshold-Switching Verzögerungszeit τD oder des
Verlaufes des Sub-Threshold Stroms. Wird zunächst der Strom im Bereich vor Eintritt
des Threshold-Switchings betrachtet, so kann bereits ein leichter Anstieg aufgrund des
Ladungsträgerzuwachses in ET2 beobachtet werden. Auch kann mit steigender Schichtdi-
cke ua in dem Verlauf des transienten Stroms eine Verschiebung des Threshold-Switching
Ereignisses zu längeren Zeiten festgestellt werden. Es ist zu beachten, dass die hier darge-
stellte Variation in ua analog zu einer Änderung der äußeren Spannung für ein konstantes
ua ist, da nach Gleichung 3.21 nur die elektrische Feldstärke das Schaltverhalten beein-
flusst. Die numerische Simulation nach Ielmini et al. ist demnach in der Lage die expe-
rimentellen Beobachtungen in [Hab70, Sha70, LH72, LHB72, WV74, ASMO80, KCJ+05,
KSK07, KMK+08b, KKKM08, LISL08, LSI10, LIL10b, LJJ+10] der spannungsabhängigen
Verzögerungszeit qualitativ korrekt wiederzugeben.
Aus experimenteller Sicht ist es jedoch unnatürlich, mit einem bestimmten Eingangs-
strom die Simulation zu initiieren, da dieser nur aufgrund einer äußeren angelegten Span-
nung überhaupt erst existiert. Weiterhin beschreiben die obigen Schritte zunächst nur das
Verhalten des amorphen Phasenwechselmaterials ohne weitere Elemente wie metallische
Elektroden, Kontakt- und Serienwiderstände oder parasitäre Effekte wie Kapazitäten im
System. Im Anhang wird daher eine erweiterte (in der während dieser Arbeit betreuten
Masterarbeit von Sascha Cramer [Cra12] erstellten) Simulation vorgestellt, die in der Lage
ist diese Effekte miteinzubeziehen.
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Abbildung 3.6: Simulation des transienten Verhaltens vor und im Moment des Threshold-Switchings
nach Ielmini et al. Die Abbildung zeigt den Verlauf des transienten Stroms (oben), die lokalen elektri-
schen Feldstärken FON und FOFF in der „ON-“ und „OFF-Schicht“ (mitte), sowie den Zuwachs der
Ladungsträgerkonzentration in Defektzuständen nahe dem Leitungsband (unten). Sobald der Ladungs-
trägerzuwachs δnT2 die Gleichgewichtskonzentration in nT2 aufgrund der Feld getriebenen Generation
erreicht, tritt nach Ielmini et al. das Threshold-Switching Ereignis ein. Die durch die Generation hervor-
gerufene lokale Änderung der Leitfähigkeit im amorphen Phasenwechselmaterial bewirkt ein Aufspalten
der elektrischen Feldstärken in der „ON-“ und „OFF-Schicht“. Der transiente Strom steigt im Moment
des Threshold-Switchings abrupt an. Die Simulation wurde für verschiedene amorphe Schichtdicken
ua entsprechend den farbigen Kurven durchgeführt. Für ansteigende Schichtdicken (abfallende elek-
trische Feldstärken) kann eine Erhöhung der Threshold-Switching Verzögerungszeit abgelesen werden.
Abbildung modifiziert aus [Cra12] und erstellt nach [LIL10b].
3.1.2 Störstellenlimitierter Bandtransport nach Pirovano et al.
Im Folgenden wird ein alternatives Modell zur Erklärung des Ladungstransports, sowie des
Threshold-Switchings vorgestellt. Im Gegensatz zu dem ausführlich diskutierten Modell
des thermisch aktivieren Hoppings von Ielmini et al. wird an dieser Stelle nur ein kurzer
Überblick über die zu Grunde liegenden Mechanismen und Unterschiede zu Abschnitt 3.1.1
gegeben.
Das Modell des Ladungstransports in amorphen Phasenwechselmaterialien von Pirovano
et al. [PLB+04, RPBL08] basiert im Wesentlichen auf der bereits 1980 veröffentlichen
Arbeit von Adler et al. [ASMO80] für langsam kristallisierende Chalkogenide (wie z.B.
Te30As36Si17Ge7P11). Analog zu dem im vorherigen Abschnitt vorgestellten Modell erklä-
ren auch hier die Autoren das Threshold-Switching Phänomen als rein elektronischen Me-
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chanismus. Während in der ursprünglichen Arbeit von Adler et al. der Ladungstransport
durch die Bildung bzw. den Zerfall von sogenannten „Valence alternation pairs“ (durch
Tellurketten erzeugte, geladene elektronische Defekte im Material) und neutralen Störstel-
len erklärt wird, geht Pirovano et al. nur von der Existenz solcher Defektzustände in der
Bandlücke aus, ohne jedoch auf deren mikroskopischen Ursprung einzugehen (insbesonde-
re da es auch Phasenwechselmaterialien ohne Tellur gibt (z.B. Ge15Sb85) [KRR+09a], die
den gleichen Schaltmechanismus zeigen).
In [ASMO80, RPBL08] wird das amorphe Phasenwechselmaterial als homogenes p-halb-
leitendes Material mit einem einzelnen akzeptorartigen Defektniveau nahe der Valenzband-
kante und einem donatorartigen Störstellenniveau nahe der Leitungsbandkante, welches
als Fangstelle für Elektronen wirken kann, beschrieben. Die Konzentration der akzeptorar-
tigen Störstellen wird dabei größer als die des donatorartigen Störstellenniveaus angenom-
men, um die Lochleitung bei kleinen Feldstärken in amorphen Phasenwechselmaterialien
zu modellieren [YA77]. Im thermischen Gleichgewicht liegt dabei die Fermienergie etwa in
der Mitte der Bandlücke [MD79, IZ07a, IZ07b, Iel08, ISLL08, ISLL09], da beide Konzen-
trationen in derselben Größenordnung liegen.
Generations- und Rekombinationsmechanismus
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(a) (b) Abbildung 3.7: Schematische Zustands-
dichte zur Darstellung des Threshold-
Switching Mechanismus nach Adler et al.
und Pirovano et al. Unter dem Einfluss
eines äußeren elektrischen Feldes werden
freie Ladungsträger erzeugt, die zunächst
mit den Defektzuständen nahe der Lei-
tungsbandkante reagieren. Die unter klei-
nen Feldstärken generierten Ladungsträger
rekombinieren größtenteils mit Störstellen,
sodass die Ladungsträgerkonzentration im
Band zu vernachlässigen ist (a). Wird die
Feldstärke erhöht, so rekombinieren immer
mehr Ladungsträger bis alle Störstellen voll-
ständig besetzt sind (b). In diesem Mo-
ment sättigt der Rekombinationsmechanis-
mus, sodass durch verstärkte Generation
eine hohe Anzahl freier Ladungsträger er-
zeugt wird. Der starke Anstieg der Leitfä-
higkeit wird dann im Threshold-Switching
Ereignis sichtbar. Abbildung modifiziert aus
[PLB+04].
27
Kapitel 3 Aktueller Stand der Forschung
Unter äußerem elektrischen Feld können durch Generation freie Ladungsträger erzeugt
werden, die zunächst mit den nahe der Bandkanten existierenden Defektzuständen re-
kombinieren können (Abbildung 3.7 (a)). Im stationären Zustand kann basierend auf
der angenommenen elektronischen Zustandsdichte das elektrostatische Potential Φ sowie
die Elektronen- n und Löcherkonzentration p gemäß den Kontinuitätsgleichungen für die
Stromdichte Jn,p 3.25 und 3.26 sowie der Poissongleichung für das elektrische Feld 3.27
berechnet werden:
δn
δt
= 1
q
· Jn +Gn −Rn (3.25)
δp
δt
= 1
q
· Jp +Gp −Rp (3.26)
∇ · ∇Φ = −ρ(Φ) (3.27)
Gn,p stellt dabei die Generation von Elektronen und Löchern und Rn,p die Rekombination
dar. Für eine qualitative Übereinstimmung des Modells mit dem experimentell beobach-
teten Verhalten der Strom-Spannung-Charakteristik in amorphen Chalkogeniden muss
nach Adler et al. der Generationsmechanismus eine monotone Funktion des elektrischen
Feldes E sowie der Ladungsträgerdichte n, p sein [ASMO80], wobei der Rekombinations-
mechanismus mit steigender Ladungsträgerdichte sättigen muss. Auf Seiten der Gene-
rationsmechanismen sind nach Redaelli et al. z.B. die Ladungsträgergeneration mittels
Stoßionisation und/oder lawinenartige Ladungsträgerverstärkung im äußeren Feld mög-
lich. Bestärkt durch experimentelle Hinweise aus niederfrequenten Rauschmessungen in
[FPVR06], verwenden Redaelli et al. das Okuto-Crowell-Modell (Gleichung 3.28 und 3.29)
zur Beschreibung der lawinenartigen Ladungsträgerverstärkung.
G = Annvn +Appvp (3.28)
An,p = a [1 + c (T − T0)] · |E|γexp
(
−b [1 + d(T − T0)]|E|
)δ
(3.29)
Dabei sind An,p die in Gleichung 3.29 verwendeten Stoßionisationsparameter im Okuto-
Crowell-Modell (diese geben an, wie viele Ladungsträgerpaare pro Wegstrecke durch Sto-
ßionisation erzeugt wurden). vn,p sind die Ladungsträgergeschwindigkeiten für Elektronen
und Löcher im Band. Die Parameter a, b, c, d, γ = 1 und δ = 2 sind freie Parameter des
Okuto-Crowell-Modells und T0 die Umgebungstemperatur. Es ist zu beachten, dass im
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Gegensatz zu dem oben vorgestellten Modell der thermisch aktivierten Generation nach
Ielmini et al., die lawinenartige Ladungsträgerverstärkung zu hohen Temperaturen durch
den Exponentialterm in Gleichung 3.29 begrenzt wird.
Aufgrund der hohen Defektdichte in der Bandlücke in amorphen Phasenwechselmaterialien
[BC70, SM75, Ovs76, MD79, LXA14] ist Pirovano et al. zu Folge eine Ladungsträgerre-
kombination durch den „Shockley Hall Reed“ (SHR) (Rekombination über Defektzustände
in der Bandlücke) und/oder Auger-Rekombination (Rekombination unter Anregung eines
zweiten Ladungsträgers) [ASMO80] wahrscheinlich. Diese Rekombinationsprozesse mit der
entsprechenden Abhängigkeit von der Ladungsträgerkonzentration wirken der Generation
entgegen. Gleichung 3.30 gibt die funktionale Abhängigkeit des SHR Mechanismus und
Gleichung 3.31 die der Auger-Rekombination von der Elektronen- und Löcherkonzentra-
tionen n und p wieder.
RSHRnet =
np− n2i,eff
τh
(
n+ ni,effexp
(
Etrap
kBT
))
+ τe
(
p+ ni,effexp
(
−EtrapkBT
)) (3.30)
ni,eff stellt dabei die intrinsische Ladungsträgerdichte dar, τe,h die Lebensdauern der
Elektronen und Löcher und Etrap die energetische Position der Defektzustände.
RAuger = C ·
(
n2p+ p2n
)
(3.31)
Dabei ist C eine Konstante der Auger-Rekombination.
Unter der Annahme eines Drift-Diffusionsmodells (J = (qnµn+qpµp)E) für den elektroni-
schen Transport im Band (Gleichungen 3.32 und 3.33) können die Gleichungen 3.25, 3.26
und 3.27 numerisch gelöst werden.
Jn = −nqµn∇Enf (3.32)
Jp = −pqµp∇Epf (3.33)
Dabei sind µn,p die Elektronen- bzw. Löcherbeweglichkeiten und En,pf die quasi-Fermi-
niveaus für Elektronen und Löcher. Die Elektronenbeweglichkeiten im kristallinen als auch
amorphen Phasenwechselmaterial werden aufgrund des auf den Transport geringen Einflus-
ses, mit im Vergleich zu den Beweglichkeiten für Löcher vernachlässigbar kleinen Werten
genähert.
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Mit dem oben vorgestellten Modell nach Pirovano et al. kann nun die feldabhängige Leit-
fähigkeit des amorphen Materials in einem vereinfachten Bandschema (Abbildung 3.8)
anschaulich erklärt werden.
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Abbildung 3.8: Bänderschema zur Veranschau-
lichung des Threshold-Switching Mechanismus
nach Pirovano et al. Für kleine elektrische Feld-
stärken im „OFF-Zustand“ liegen die Quasi-
Fermi-Niveaus für Elektronen und Löcher nahe ih-
rer Gleichgewichtsposition in der Mitte der Band-
lücke (oben), sodass die Generation und Rekombi-
nation aufgrund der geringen Feldstärke und Zahl
freier Ladungsträger vernachlässigbar klein sind.
Unter hohen Feldstärken (mitte) steigt die Ge-
neration durch Stoßionisation stark an. In die-
sem Bereich kann aufgrund einer Vielzahl noch
unbesetzter Störstellen die Generation freier La-
dungsträger durch Shockley-Hall-Reed Rekombi-
nation kompensiert werden. Die absolute Zahl
freier Elektronen und Löcher vor dem Eintritt des
Threshold-Switching Ereignisses steigt aufgrund
der Besetzung geladener Störstellen und der Ver-
schiebung des Quasi-Fermi-Niveaus zu den Band-
kanten an. Im Moment des Threshold-Switchings
und dem Übergang zum „ON-Zustand“ (unten)
sättigt die Rekombination aufgrund vollständig
besetzter Störstellen, sodass eine weitere Erhö-
hung der Zahl freier Ladungsträger nicht mehr
kompensiert werden kann. Es entsteht eine ho-
he Konzentration freier Elektronen und Löcher,
die die Leitfähigkeit des amorphen Phasenwech-
selmaterials stark anhebt. Abbildung modifiziert
aus [PLB+04].
Bei kleinen Feldstärken (ohmscher Bereich der Strom-Spannungs-Kennlinie) sind die quasi-
Ferminiveaus für Elektronen Enf und Löcher E
p
f nahe ihrer Gleichgewichtsposition und die
Generation und damit auch Rekombination können aufgrund ihrer Feldstärken- bzw. Kon-
zentrationsabhängigkeit vernachlässigt werden (Abbildung 3.8 (oben)). Im „OFF-Zustand“
existieren demnach nur eine geringe Zahl freier Ladungsträger, wobei Löcher die Majori-
tätsladungsträger darstellen.
Im super-exponentiellen Bereich der Strom-Spannungs-Charakteristik (Abbildung 3.8 (mit-
te)) steigt die feldgetriebene Generation von Elektronen und Löchern aufgrund der Stoßio-
nisation an. Diese wird jedoch noch aufgrund starker Rekombination (geladene Störstellen
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werden vermehrt mit Elektronen gefüllt, sodass diese mit Löchern rekombinieren können)
kompensiert, wodurch das quasi-Ferminiveau Enf zu der Bandkante wandert. Weiterhin
steigt der Minoritätsladungsträgeranteil an der Gesamtleitfähigkeit im exponentiellen Be-
reich an.
Unter starken elektrischen Feldstärken steigt die Generation durch die lawinenartige La-
dungsträgerverstärkung stark an (es werden nun auch vermehrt freie Elektronen erzeugt).
Die Rekombinationsrate hingegen, die von der Dichte unbesetzter Zustände abhängt, sät-
tigt (Abbildung 3.7 (rechts) und Abbildung 3.8 (unten)) da alle Defektzustände gefüllt
sind. Aufgrund der Sättigung der Rekombination kann die Generation von Ladungsträ-
gern nur bedingt ausgeglichen werden, wodurch eine hohe Zahl freier Ladungsträger (Elek-
tronen und Löcher) entsteht und sich das quasi-Ferminiveau für Elektronen nahe an die
Leitungsbandkante bewegt. Die Generation wird in diesem Bereich durch die hohe Dichte
freier Ladungsträger bestärkt (Gleichung 3.28), was in einem starken Stromanstieg, dem
Threshold-Switching Effekt makroskopisch beobachtbar ist. Während der „OFF-Zustand“
im Modell nach Pirovano et al. ausschließlich durch Lochleitung dominiert wird, tragen
nach dem Threshold-Switching Ereignis sowohl Elektronen als auch Löcher zur Leitfähig-
keit bei.
Vergleich der Modelle nach Ielmini et al. und Pirovano et al.
Im Vergleich zu dem in Abschnitt 3.1.1 erklärten Modell des thermisch aktivierten Hop-
pings von Ielmini et al. nutzt auch das in diesem Abschnitt vorgestellte Modell eine durch
zwei lokalisierte Zustände in der Bandlücke approximierte Zustandsdichte zur Erklärung
des Threshold-Switchings. Während jedoch im Modell nach Ielmini et al. die Generation
durch einen Fowler-Nordheim Tunnelprozess beschrieben wird (G(F ) ∝ exp(−1/F )), wird
im Modell nach Pirovano et al. ein Feld und konzentrationsabhängiger Generationsme-
chanismus der lawinenartigen Ladungsträgerverstärkung (G(p, F ) ∝ p · E2 · exp(−1/E)2)
verwendet. An dieser Stelle ist anzumerken, dass im Modell nach Ielmini et al. die Generati-
on stark temperaturgetrieben ist, während im Modell nach Pirovano et al. die Generation
mit steigender Temperatur gehemmt wird (Gleichung 3.29). Auch der Rekombinations-
mechanismus in beiden Modellen unterscheidet sich grundlegend. In Abschnitt 3.1.1 ist
die Rekombination direkt proportional zu der Ladungsträgerdichte in den von Ielmini et
al. angenommenen „shallow trap states“ ET2. Das Modell von Pirovano et al. geht hinge-
gen von einem kombinierten Prozess der „Shockley-Hall-Reed“- und Auger-Rekombination
aus, der mit steigender Ladungsträgerkonzentration sättigt (sobald alle C+3 -Zustände ge-
füllt sind).
Auch der verwendete Transportmechanismus unterscheidet sich in beiden Modellen. Ielmi-
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ni et al. beschreiben einen thermisch- und feldgetriebenen Transport (thermisch aktiviertes
Tunneln und Poole-Frenkel-Effekt). Eine Ladungsträgeranregung findet in diesem Modell
durch einen thermisch aktivierten Tunnelprozess durch die Coulombbarriere statt. Pirova-
no et al. schlagen hingegen ein störstellenlimitierten Bandtransport vor (Defektzustände
nahe der Leitungsbandkante wirken als Fangstellen). Die Ladungsträger werden also nach
Pirovano et al. über die Potentialbarriere direkt in das Band angeregt. In beiden Modellen
jedoch wird die starke Erhöhung der Leitfähigkeit durch ein an die Bandkante angenäher-
tes quasi-Ferminiveau beschrieben.
Eine fragwürdige Annahme beider Modelle ist die homogene Stromverteilung durch das
amorphe Material. Denn aufgrund der fehlenden Fernordnung der amorphen Phase und
den damit lokal variierenden Eigenschaften kann es nach [RIRL06b, FILL09, FIML10,
RWI10] zu einem perkolationsartigen Stromfluss entlang „günstiger“ Pfade durch das
amorphe Material kommen. In [FILL09, FIML10] wird dies von Fugazza et al. mittels
lokal variierender Coulomb-Barrieren teilweise berücksichtigt.
Abschließend sei bemerkt, obwohl grundlegende physikalische Unterschiede in beiden Mo-
dellen festzustellen sind, sind die qualitativen Vorhersagen beider Modelle durch nume-
rische Simulationen sehr ähnlich (vergleiche [Vol08, Kre10, Cra12] und die vorliegende
Arbeit). Eine direkte Validierung eines der Modelle, beispielsweise durch Messung von
IV-Kennlinien oder transienter Effekte, hilft daher nicht dieses Modelle voneinander ab-
zugrenzen.
3.1.3 Feldinduzierte Nukleation nach Karpov et al.
Motiviert durch Ovshinskys ursprünglichen Ansatz eines auf Nukleation basierenden Schalt-
prozesses in Chalkogeniden [Ovs68] und einer ähnlichen Leitfähigkeit des angeregten amor-
phen und des kristallinen Zustandes, schlagen Karpov et al. das Modell der feldinduzierten
Nukleation in amorphen Phasenwechselmaterialien vor [KKSK07].
Dieses Modell geht im Gegensatz zu den zuvor vorgestellten Modellen nur indirekt auf die
elektronische Struktur amorpher Phasenwechselmaterialien und dessen Eigenschaften ein.
Es beschreibt die durch ein elektrisches Feld begünstigte Nukleation von kristallinen Na-
nopartikeln innerhalb der amorphen Phase. Sobald durch Nukleation ein kristalliner und
damit elektrisch gut leitfähiger Pfad vollständig durch das amorphe Phasenwechselmate-
rial zwischen den metallischen Kontakten gebildet wurde, kommt es nach Karpov et al.
zum abrupten Einbruch des elektrischen Widerstands, dem Threshold-Switching Effekt.
Die nachfolgenden Ausführungen basieren im Wesentlichen auf den Veröffentlichungen
[KKSK07, KSK07, KKKM08, KKMK08, KMK+08b, NKJK09, KKSK08] von Karpov et
al.
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Abbildung 3.9: Nach Karpov et al.
wird das Threshold-Switching Phänomen
durch Bildung kristalliner Filamente im
amorphen Phasenwechselmaterial erklärt.
Abbildung (a) zeigt die Feldverstärkung
E/E0 oberhalb des kristallinen Filamen-
tes. Ab einem bestimmten Verhältnis von
Filamentradius zu Filamenthöhe, ist der
Wachstumsprozess durch Addition ellip-
tischer Nuklei energetisch bevorzugt (b).
Schließt das kristalline Filament die Elek-
troden kurz, so kommt es zu einem star-
ken Anstieg der Leitfähigkeit und dem
Threshold-Switching. Abbildung erstellt
nach [KKSK07].
Zum grundlegenden Verständnis des Modells werden alle Konsequenzen durch strukturelle
Fluktuationen der amorphen Phase außer Acht gelassen und nur ein homogenes Material
zwischen den Elektroden einer Phasenwechselzelle angenommen.
Wird eine Spannung zwischen den Elektroden angelegt, entsteht ein homogenes elektri-
sches Feld E0 zwischen den Elektroden (analog zu einem Kondensator). Durch die Bildung
eines kristallinen und elektrisch leitfähigen Partikels entsteht ein Dipolmoment, welches
mit dem äußeren Feld wechselwirkt und die Energie des Systems (Kondensator und Par-
tikel) reduziert. Ein kristalliner Nukleus mit dem Volumen Ω führt dabei zu einer lokalen
Erhöhung des elektrischen Feldes E und einer Reduzierung der elektrostatischen Energie
WE in der Nähe des Nukleus nach:
E = E0
n
(3.34)
WE = −ΩE
2
0
8pin (3.35)
n ist dabei der Depolarisierungsfaktor, welcher von der Geometrie des Nukleus abhängt
und die Verzerrung des elektrischen Feldes durch den Nukleus beschreibt.  ist die Permit-
tivität des umgebenden amorphen Materials. An dieser Stelle sei betont, dass die Abhän-
gigkeit der elektrostatischen Energie von der Permittivität einen der wenigen Bezüge zu
den Eigenschaften der amorphen Phase in dem Modell der feldinduzierten Kristallisation
darstellt.
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Geometrieabhängige Nukleationsbarriere
Mit dem eingeführten Depolarisierungsfaktor n hat die Form der Nuklei Einfluss auf die
Feldstärkenerhöhung E und die Reduzierung von WE , weshalb unterschiedliche Geome-
trien auch unterschiedlich stark begünstigt werden können. Daher wird im Folgenden zu-
nächst die Nukleation von kugelförmigen und zylindrischen Nuklei betrachtet. Eine Moti-
vation der Geometriewahl wird von Karpov et al. in [KKSK07] nicht gegeben.
Nach der klassischen Nukleationstheorie [LL80] ist die freie Energie F zur Bildung eines
Nukleus einer bestimmten Geometrie (und dessen Stabilität) gegeben durch:
F = Aσ − µΩ +WE (3.36)
A ist die Oberfläche des leitfähigen Partikels, σ die Grenzflächenspannung und µ die
Differenz des chemischen Potentials beider Phasen (kristallin und amorph). Die Größen σ
und µ spiegeln dabei indirekt Eigenschaften der kristallinen und amorphen Phase wieder.
Für kugelförmige und zylindrische Nuklei kann nun nach Gleichung 3.36 die freie Energie
bestimmt werden.
Fkugel = 4piR2σ − 43piR
3µ− 12R
3E20 (3.37)
Fzyl = 2piRhσ − piR2hµ− 18h
3E20 (3.38)
Eine Maximierung der freien Energie (Gleichungen 3.37 und 3.38) führt zu dem kritischen
Radius für kugelförmige Nuklei Rkugel und den Nukleationsbarrieren Wkugel/zyl.
Rkugel = R0
(
1 + 3E
2
0
8piµ
)−1
(3.39)
Wkugel =W0
(
1 + 3E
2
0
8piµ
)−2
(3.40)
Der kritische Radius ohne externes elektrisches Feld R0 ist definiert durch R0 ≡ σ/µ und
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die kritische Nukleationsbarriere ohne elektrisches Feld W0 ≡ 16piσ3/(3µ2). Für zylindri-
sche Nuklei folgen analog die Gleichungen 3.41 und 3.42.
hzyl
Rzyl
=
√
8piµ
3E20
(3.41)
Wzyl =W0
hzyl
Rzyl
(3.42)
Wobei hzyl die Höhe und Rzyl = R0 den Radius des kristallinen Zylinders darstellt.
Ein Vergleich von Gleichung 3.40 und 3.42 zeigt, dass für sehr lange Zylinder (hzyl  Rcyl)
der Term 8piµ/(3E20)  1 wird und damit Wkugel < Wzyl. In diesem Grenzfall ist die
Nukleationsbarriere für kugelförmige kleiner als die für zylindrische Nuklei und die Bil-
dung dieser damit bevorzugt. Der Nukleationsprozess wird also durch die Bildung von
zylindrischen Nuklei initiiert (wichtig für Feldstärkenerhöhung) und ab einer bestimmten
Zylinderlänge (gegeben durch die Äquivalenz der Nukleationsbarrieren von kugelförmigen
und zylindrischen Partikeln) durch die Bildung von kugelförmigen Nuklei fortgesetzt (sie-
he Abbildung 3.9). Dabei bilden sich die kugelförmigen Nuklei bevorzugt am Ende des
zylindrischen kristallinen Keims, da dort aufgrund der Feldstärkenerhöhung die Nukleati-
onsbarriere am stärksten reduziert wird (Gleichung 3.40).
Weiterhin kann aus den Gleichungen 3.40 und 3.42 ablesen werden, dass die Höhe der
Nukleationsbarriere durch das äußere elektrische Feld reduziert wird (Wkugel/zyl ist anti-
proportional zu E0). Je höher also die an einen bestimmten Elektrodenabstand (Konden-
satorgröße) angelegte Spannung ist, umso größer ist auch das elektrische Feld und desto
kleiner die zu überwindende Energiebarriere zur Bildung von kristallinen Nuklei inner-
halb des amorphen Phasenwechselmaterials. Demnach lässt sich im Modell der feldindu-
zierten Nukleation die experimentell beobachtete spannungsabhängige Verzögerungszeit
[Hab70, Sha70, LH72, LHB72, WV74, ASMO80, KCJ+05, KSK07, KMK+08b, KKKM08,
LISL08, LSI10, LIL10b, LJJ+10] bis zum Eintreten des Threshold-Switching Ereignisses
qualitativ recht einfach nachvollziehen. Für einen quantitativen Abgleich dieses Modells
anhand experimenteller Daten müssen jedoch noch weitere Aspekte betrachtet werden.
Abbildung 3.10 zeigt die freie Energie in Abhängigkeit des Radius der Nuklei. Der Verlauf
der freien Energie stellt das Zusammenspiel zwischen Oberflächenenergie (erster Term in
Gleichung 3.37 und 3.38) und Volumenenergie (zweiter Term in Gleichung 3.37 und 3.38)
der kristallinen Nuklei dar. Erst ab einem bestimmten Radius (gegeben durch R0 und
dem Maximum der freien Energie an dieser Stelle) ist der Nukleus stabil, da die Minimie-
rung der freien Energie für R > R0 eine Vergrößerung des Radius und nicht den Zerfall
des Nukleus bedeuten würde. Wächst ein Nukleus in einem äußeren elektrischen Feld zu
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Abbildung 3.10: Freie Energie als
Funktion des Filamentradius. Die gelbe
und blaue Kurve gibt die freie Energie
ohne den Einfluss eines elektrischen Fel-
des an. Die rote Kurve berücksichtigt
ein äußeres elektrisches Feld und zeigt
eine Reduktion des Maximums der frei-
en Energie sowie eine Verschiebung des
minimalen stabilen Keimradius RE,0 zu
kleineren Werten. Die Bildung kristalli-
ner Keime wird demnach unter äußerem
elektrischen Feld begünstigt. Wächst
ein Keim zu einem Radius zwischen
RE,0 und R0 an, so ist dieser unter dem
Einfluss des Feldes stabil. Wird jedoch
das Feld auf null reduziert, so führt eine
Minimierung der freien Energie zu einer
Verkleinerung des Keimradius und dem
Zerfall des Keims. Keime mit Radien
größer als R0 sind hingegen immer sta-
bil, da ein Keimwachstum zu einer Re-
duzierung der freien Energie führt. Ab-
bildung modifiziert aus [Kre10].
einer Größe entsprechend RE0 < R < R0, so kann dieser dennoch durch Reduzierung
des Feldes zerfallen. Durch die Reduzierung der elektrostatischen Energie WE wird die
freie Energie des Systems, im Vergleich zu der Situation ohne elektrisches Feld, reduziert.
Weiterhin kann aus Abbildung 3.10 anschaulich die in den Gleichungen 3.39 und 3.41
beschriebene Absenkung der kritischen Keimradien mit steigender elektrischer Feldstärke
E0 entnommen werden.
Nach Karpov et al. erklärt dies experimentelle Beobachtungen, die zeigen, dass in ei-
nem äußeren elektrischen Feld stabile Nuklei durch Reduzierung des elektrischen Feldes
wieder zerfallen können (beobachtet mittels c-AFM (conductive-atomic force microscopy)
[GST04]). Weiterhin ist dieser Effekt auch in elektrischen Messungen an Materialien beob-
achtbar, die nur langsam kristallisieren. Wenn unmittelbar nach dem Eintritt des Threshold-
Switching Ereignisses (abrupte Erhöhung der Leitfähigkeit) die Spannung reduziert wird,
relaxiert die elektrische Leitfähigkeit des Materials reversibel zu dem Wert der zuvor be-
trachteten amorphen Phase (das metastabile leitfähige Filament aus kristallinen Nuklei
zerfällt durch die Absenkung der Spannnung)[AHM78].
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Feldstärkenabhängiger Übergang der Nukleusgeometrie
In späteren Arbeiten untersuchen Karpov et al. die Bildung von elliptischen Nuklei
[KKKM08, KKMK08]. Die bereits betrachteten kugelförmigen Nuklei stellen damit nur
einen Spezialfall der elliptischen Nuklei dar. Wie bereits beschrieben wurde, ist ab einer
bestimmten Länge der zylindrischen Nuklei die Bildung von kugelförmigen Nuklei energe-
tisch günstiger. Diese besitzen einen variablen Parameter (den Radius R) zur Reduzierung
der Nukleationsbarriere WB und der freien Energie des Gesamtsystems. Im Falle von Nu-
klei mit elliptischem Querschnitt können beide Halbachsen R1 und R2 variiert werden um
eine Absenkung von WB und F zu bewirken. Unter bestimmten Bedingungen (z.B. in ei-
nem elektrischen Feldstärkenbereich bei speziellen Halbachsenverhältnissen R1, R2) kann
es also günstiger sein, elliptischen Nuklei anstelle von kugelförmigen zu bilden. Dazu wird
analog zum oben vorgestellten Konzept zunächst die freie Energie eines langen elliptischen
Partikels (R1  R2) betrachtet:
Fell = 2piR1R2σ − 23piR
2
1R2µ−
1
12R
3
2E
2 (3.43)
Für einen langen elliptischen Nukleus, existiert mit n = (R1/R2)2 · (ln(2(R2/R1))− 1) ≈
(R1/R2)2 ein Extremwert (in R1, R2) bei R1 = 3/4R0 und R2/R1 = 2E0/E, wodurch die
Nukleationsbarriere nach Gleichung 3.44 folgt.
Well = 4W0
R2
R1
(
1 + 112
(
E
E0
R2
R1
)2)−2
(3.44)
Diese Betrachtung gilt nur in der Näherung langer elliptischer Nuklei. Eine allgemeine
Betrachtung dieser Geometrie führt zu sehr viel komplexeren Ausdrücken für die Nuklea-
tionsbarriere, die algebraisch nicht mehr ausgewertet werden können [KKKM08].
Für hohe Feldstärken und große Halbachsenverhältnisse kann die Nukleationsbarriere el-
liptischer Nuklei die der kugelförmigen unterschreiten (siehe Abbildung 3.11). Neben dem
Übergang von zylindrischen zu kugelförmigen Nuklei, muss also noch ein feldstärkenab-
hängiger Übergang von kugelförmigen zu langen Ellipsoiden in Betracht gezogen werden.
Gleichung 3.45 stellt nach Karpov et al. eine grobe Abschätzung des Übergangspunktes
für W W0 dar:
Etrans ≈ (6α)3/2E0 (3.45)
37
Kapitel 3 Aktueller Stand der Forschung
Abbildung 3.11: Normierte Nukleationsbarriere eines elliptischen Nukleus in Abhängigkeit des Halb-
achsenverhältnisses und der quadrierten elektrischen Feldstärkenüberhöhung. Für R2/R1 entspricht die
Kurve der eines kugelförmigen Nukleus. Für lange Ellipsen und hohe Feldstärken sinkt die Nukleations-
barriere unter die für kugelförmige Nuklei, sodass die Bildung langer elliptischer Nuklei unter diesen
Bedingungen energetisch bevorzugt ist. Abbildung erstellt nach [KKMK08].
α ist ein dimensionsloser Parameter im Bereich 0.1≤ α ≤ 0.75, der mit Rmin = αR0
einen minimalen Nukleusradius beschreibt. Rmin ist damit der kleinst mögliche Radius
(Halbachse) des Nukleus.
Für elektrische Schaltexperimente zur Untersuchung an Phasenwechselnanostrukturen wer-
den typischerweise elektrische Feldstärken von 1V pro 10 nm benötigt [LKW05, YBL+08,
KRR+09a, PPS+10], sodass E0 ≈ 106V/cm entspricht. Für α=0.1 ergibt dies einen Über-
gangspunkt bei etwa 4.6 · 105V/cm.
Berücksichtigung der fehlenden Fernordnung in der amorphen Phase und
Threshold-Switching-Verzögerungszeit
Basierend auf dem vorgestellten grundlegenden Mechanismus der feldinduzierten Nuklea-
tion werden nun einige experimentell messbare Größen und Phänomene abgeleitet, die in
Kapitel 3.1 detailliert untersucht werden. Im Gegensatz zu der bisher verwendeten Ver-
einfachung eines homogenen amorphen Materials, wird in [KKMK08] versucht, auf die
zufällig variierenden Strukturgrößen wie Bindungswinkel und Abstände zwischen Atomen
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im amorphen Festkörper einzugehen. Die variierenden Strukturgrößen werden dabei nach
Karpov et al. mittels einer lokal variierenden Normalverteilung der Nukleationsbarrieren
erfasst:
g(W ) = 1√
2pi∆W
exp
[
−(W − 〈W 〉)
2
2(∆W )2
]
(3.46)
〈W 〉 gibt den Mittelwert der Verteilung und (∆W )2 die Varianz an. Die Varianz der
Barrierenhöhe (∆W )2 wird aus den zufälligen Fluktuationen der unkorrelierten Größen
µ (Differenz des chemischen Potentials zwischen kristalliner und amorpher Phase) und σ
(Grenzflächenenergie) bestimmt.
Die Threshold-Switching Verzögerungszeit beschreibt die Zeit zwischen Anlegen eines elek-
trischen Feldes und Kurzschließen des amorphen Materials mittels Bildung eines kristal-
linen Filaments. Im Modell der feldinduzierten Nukleation nach Karpov et al. wird die
Verzögerungszeit wie folgt beschrieben:
τ = τ0 · exp
(
W
kBT
)
(3.47)
τ0 bleibt dabei ein freier Parameter, der als charakteristische Vibrationszeit τ0 ≈ 10−13 s
abgeschätzt wurde.
Aufgrund der normalverteilten Nukleationsbarrieren folgt aus Gleichung 3.46 und 3.47 die
Verteilung der Verzögerungszeiten:
g(τ) = g[W (τ)]
∣∣∣∣dWdτ
∣∣∣∣ = kBT√2pi∆Wτ · exp
(
− (∆W )
2
2(kBT )2
)
· exp
[
−
(
kBT√
2∆W
· ln
(
τ
τ
))2]
(3.48)
kB ist dabei die Boltzmann-Konstante, T die Temperatur und τ die mittlere Nukleations-
zeit (Threshold-Switching-Verzögerungszeit).
Für die mittlere Verzögerungszeit τ folgt demnach:
τ = τ0 · exp
[
−
(
〈W 〉
kBT
− (∆W )
2
(kBT )2
)
−
√
ln
(
A
R20
)]
(3.49)
Der zweite Term in Gleichung 3.49 stellt dabei einen Elektrodenflächen A abhängigen
Korrekturterm dar. Dieser Term beschreibt, dass mit größer werdender Kontaktfläche
zwischen Elektrode und amorphem Phasenwechselmaterial auch mehr Filamente wachsen
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können. Eine größere Zahl an wachsenden Filamenten ergibt jedoch eine höhere Wahr-
scheinlichkeit, das amorphe Material in einer kürzeren Zeit kurzzuschließen, was zu einer
kleineren Threshold-Switching Verzögerungszeit führt. Große Phasenwechselspeicherzellen
sollten demnach schneller schalten als Zellen mit kleinerer Elektrodenfläche A.
Bevor nun die oben diskutierten feldabhängigen Nukleationsbarrieren in Gleichung 3.49
eingesetzt werden, sei noch bemerkt, dass der Ansatz der normalverteilten Nukleations-
barrieren nur im Volumen und beispielsweise nicht an einer Metall-Phasenwechselmaterial
Grenzschicht gültig ist. Durch Unregelmäßigkeiten an dieser Grenzschicht, z.B. begrün-
det durch die Oberflächenmorphologie der Metall-Elektrode, kann nach Karpov et al. die
Nukleationsrate an der Grenzfläche deutlich größer sein als die im heterogenen Volumen.
Daher ist die Filamentbildung ausgehend von einer Elektrode (wie in Abbildung 3.9 dar-
gestellt) den Autoren zu Folge der wahrscheinlichere Mechanismus, als die Bildung von
Nuklei inmitten des amorphen Materials aufgrund einer (durch die lokale atomare Koor-
dination gegebenen) geringeren Nukleationbarriere. Weiterhin führen Karpov et al. aus,
dass bei den typischerweise beobachteten Nukleusgrößen [MSL+06] die Varianz dieser, im
Vergleich zum absoluten Wert der Nukleationsbarriere im Bereich weniger Prozent liegen
∆W/W ≈0.01.
In Gleichung 3.49 können nun die oben erläuterten Ergebnisse (Gleichungen 3.44 und 3.11)
der Nukleationsbarrieren für die verschiedenen Feldstärkenbereiche eingesetzt werden. Da-
für wird Gleichung 3.50 für die Varianz der Nukleationsbarriere bei kleinen und Gleichung
3.51 bei hohen elektrischen Feldern verwendet.
∆WLF =
∆W0
1 +
(
E
2E0
)2 (3.50)
∆WHF = 2∆W0α
3
4
√
E0
E
(3.51)
τLF = τ0 · exp
(kBT
(
1 +
(
V
2Vtrans
)2))−2
·
(
W0 − ∆W
2
0
kBT
)
−
√
ln
(
A
R20
) (3.52)
τHF = τ0 · exp
[
−W0Vtrans
kBTV
·
(
1− ∆W
2
0
kBTW0
)
−
√
ln
(
A
R20
)]
(3.53)
Gleichung 3.52 gibt die Threshold-Switching Verzögerungszeit in Abhängigkeit der von au-
ßen angelegten Spannung V für den Bereich geringer elektrischer Feldstärken (V < Vtrans)
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an, indem das Filamentwachstum durch Hinzufügen kugelförmiger Nuklei stattfindet. Ana-
log dazu gibt Gleichung 3.53 die Abhängigkeit für hohe Feldstärken (V > Vtrans) wieder.
Die Größe Vtrans ≡ Etrans · l in den Gleichungen 3.52 und 3.53 entspricht dem in Gleichung
3.45 gegebenen Übergangspunkt.
Es soll an dieser Stelle herausgestellt werden, dass die Gleichungen 3.52 und 3.53 experi-
mentell messbare Abhängigkeiten beschreiben, die es zumindest stückweise erlauben, das
Modell der feldinduzierten Nukleation auf dessen Richtigkeit zu überprüfen. Dabei muss
berücksichtigt werden, dass unterschiedliche experimentell angelegte Testspannungen zur
Messung der Threshold-Switching-Verzögerungszeit gemäß Gleichung 3.45 den Nukleati-
onsmechanismus verändern können und daher ein Übergang zwischen Gleichung 3.52 und
3.53 bewirken können. Ebenso kann eine experimentelle Veränderung der Größe des amor-
phen Bereiches in der Phasenwechselspeicherzelle eine Veränderung des Übergangspunk-
tes aufgrund der veränderten Feldstärke bei gleicher von außen angelegten elektrischen
Spannung bewirken. Unterschiedliche elektrische Zellwiderstände (Größe des amorphen
Bereiches) können also hinsichtlich der Spannungsabhängigkeit der Threshold-Switching
Verzögerungszeit ein verändertes Verhalten zeigen.
Abschließend zeigt das Modell der feldinduzierten Nukleation nach Karpov et al. einen
weiteren experimentell überprüfbaren Effekt auf. Gemäß Gleichung 3.50 und 3.51 führt
eine Erhöhung des elektrischen Feldes zu einer Reduzierung der Varianz der Nukleations-
barrieren (aufgrund des Effektes der Feldstärkenerhöhung ist E > E0) und damit zu einer
Reduzierung der Varianz der Verzögerungszeiten:
∆τ
τ
= exp
 ∆W
kBT
√
ln
(
A
piR20
)
 (3.54)
Im Vergleich zu den Modellen nach Ielmini et al. und Pirovano et al. wird im Erklä-
rungsansatz von Karpov et al. nur die feldinduzierte Nukleation und deren Auswirkung
auf Threshold-Switching Verzögerungszeiten behandelt. Das Modell der feldinduzierten
Nukleation berücksichtigt (mit Ausnahme von der Permitivität in Gleichung 3.35) keine
elektronischen Eigenschaften von amorphen Phasenwechselmaterialien. Annahmen über
die elektronische Zustandsdichte wie sie bei Ielmini et al. und Pirovano et al. zu finden
sind, kommen dementsprechend von im Modell der feldinduzierten Nukleation nicht vor.
Während die Modellen von Ielmini et al. und Pirovano et al. durch numerische Simulatio-
nen direkte Aussagen über IV-Kennlinien und transiente Effekte liefern können, wird von
Karpov et al. einzig eine analytische Beschreibung der Threshold-Switching Verzögerungs-
zeit sowie deren Varianz geliefert. Ein Vergleich der unterschiedlichen Modelle ist daher
nur begrenzt anhand der wenigen formulierten Vorhersagen durchführbar.
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3.2 Drift des elektrischen Widerstandes und der
Threshold-Spannung
3.2.1 Elektronische Defektannihilation aufgrund struktureller Relaxation
Nach Ielmini et al. wird die experimentell beobachtete Veränderung des elektrischen Wi-
derstands und der Threshold-Spannung durch eine strukturelle Relaxation in der amor-
phen Phase beschrieben [ILM07, ILSL08, ISLL08, ISLL09, LISL09, IBL+09, IB09, LI09,
FIML10, CCFI12]. Aufgrund der meta-stabilen ungeordneten Struktur findet den Auto-
ren zufolge ein atomarer Umordnungsprozess (der Nahordnung) über die Zeit statt, durch
den das System in einen thermodynamisch stabileren Zustand gelangt (Reduzierung der
Gibbs-Energie). Dieser Ordnungsprozess auf kurzen atomaren Distanzen ist nicht mit der
Kristallisation des Materials zu verwechseln, obwohl Ielmini et al. eine Hypothese der Ver-
knüpfbarkeit beider Prozesse über die Meyer-Neldel Regel aufstellen [IBL+09, IB09, LI09,
FIML10]. Der im Folgenden beschriebene Effekt der strukturellen Relaxation und deren
Einfluss auf elektronische Materialeigenschaften ist dabei nicht nur in amorphen Pha-
senwechselmaterialien, sondern auch in anderen amorphen Materialien wie metallischen
Gläsern [KKM00] sowie amorphen Halbleitern [DST+85, KY89, RSP+91, KSKM05] be-
obachtet worden.
Vergrößerung des mittleren Defektabstandes
Basierend auf dem in Abschnitt 3.1.1 vorgestellten Transportmechanismus nach Ielmini et
al. wird der Drift-Effekt als eine durch strukturelle Relaxation hervorgerufene elektronische
Defektannihiliation erklärt. Eine Reduktion der Defektkonzentration in der Bandlücke des
amorphen Materials hat eine Erhöhung des mittleren Defektabstandes ∆z und eine damit
verbundene Erhöhung der Aktivierungsbarriere für die Anregung eines Ladungsträgers zur
Folge (Gleichung 3.2).
Abbildung 3.12 zeigt schematisch die durch Erhöhung des mittleren Defektabstandes
∆z → ∆z′ bewirkte Erhöhung der Potentialbarriere für thermisch aktiviertes Hopping.
Wie auch in Abbildung 3.2 dargestellt, kann eine Veränderung von ∆z einen Übergang ei-
ner Ladungsträgeranregung vom Poole-Mechanismus hin zum Poole-Frenkel-Mechanismus
bewirken. Während entsprechend Gleichung 3.55 die Höhe der Potentialbarriere φP direkt
proportional zu ∆z und der elektrischen Spannung VA ist, ist aufgrund des großen mittle-
ren Defektabstandes in Gleichung 3.56 für den Poole-Frenkel-Mechanismus keine Abhän-
gigkeit in ∆z vorhanden (zwei benachbarte Coulomb-Potentiale sind so weit voneinander
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Abbildung 3.12: Ielmini et al. beschreiben den Effekt des Widerstandsdriftens durch Relaxation elek-
tronischer Defektzustände. Liegen benachbarte Defektzustände nahe beieinander (∆z), so beeinflussen
sich die Coulomb-Potentiale beider Zustände. Diese Wechselwirkung führt zu einer Reduktion der Po-
tentialbarriere zwischen benachbarten Zuständen sowie einer Absenkung der Aktivierungsenergie der
Leitfähigkeit. Durch Relaxation wird die Defektkonzentration im amorphen Phasenwechselmaterial ab-
gesenkt, sodass der mittlere Abstand zwischen zwei benachbarten Zuständen (∆z′) steigt und die
Absenkung der Coulomb-Barriere reduziert wird. Eine strukturelle Relaxation führt demnach zu einem
Anstieg der Aktivierungsenergie und des elektrischen Widerstandes. Abbildung modifiziert aus [Del12].
entfernt, dass keine Wechselwirkung mehr stattfindet).
φP = EC − EF − qVA∆z2ua (3.55)
φPF = E′C − EF − q
√
qVA
piua
(3.56)
E′C ist dabei die Mobilitätsbandkante, EF die Fermienergie, ua die effektive Dicke des
amorphen Bereiches (z.B. Schichtdicke) und  die Dielektrizitätskonstante des amorphen
Phasenwechselmaterials. In [Jon67, Hil71, OP91] wurde jedoch bereits von Jonscher et al.,
Hill et al. und Ongaro et al. darauf hingewiesen, dass eine Messung der IV-Charakteristik
keinen Zugang zu der dielektrischen Funktion erlaubt, da der auf diese Weise ermittel-
ten Modellparameter  der Dielektrizitätskonstante weder bei niedrigen noch bei hohen
Frequenzen entspricht. Dies kann durch die Annahme der Form der Potentialbarrieren
als Coulomb-Potentiale, welche die ursprüngliche Beschreibung für den idealisierten Fall
eines einzelnen Defektes in einem Kristallgitter („hydrogenic impurity model“) sind, er-
klärt werden. In einem amorphen Festkörper sind die Potentiale den Autoren zufolge auf-
grund der hohen Defektdichte durch starke gegenseitige Beeinflussungen eher als verzerrte
Coulomb-Potentiale mit steileren Flanken (r−n mit 2 ≤ n ≤ 4) anzunehmen. Potentiale
mit im Vergleich zu Coulomb-Potentialen steileren Flanken erfahren jedoch eine kleinere
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Barrierenabsenkung als ∆U ∝ β()√F (Poole-Frenkel-Model) in einem äußeren elektri-
schen Feld. Diese kleinere Absenkung führt zu einem kleineren Vorfaktor β ∝ −1 und
damit zu einem fälschlicherweise höheren Wert für . Durch eine Anpassung nach dem
Poole-Frenkel-Modell kann demnach kein physikalisch sinnvoller Wert der Dielektrizitäts-
konstanten bestimmt werden.
Nach dem von Ielmini et al. vorgeschlagenen Transportmodell im Sub-Threshold Bereich
ist der Strom als Funktion der angelegten Spannung (Gleichungen 3.5) ebenfalls abhängig
von der Höhe der Potentialbarriere. Verändert sich nun aufgrund einer Defektannihilation
während des Driftens die Defektdichte, so kann ein Übergang von Poole (log(I) ∝ V )
zu Poole-Frenkel (log(I) ∝ √V ) bewirkt werden, da für bestimmte Defektabstände und
Feldstärken das Poole-Frenkel-Modell eine im Vergleich zum Poole-Modell größere Bar-
rierenabsenkung bewirkt. Durch die Veränderung des Defektabstandes ∆z(t) kann also
auch eine Veränderung der Spannungsabhängigkeit des Stroms sowohl im ohmschen als
auch im exponentiellen Bereich (Gleichungen 3.7 und 3.9) über die Zeit sichtbar wer-
den. Eine Messung der Strom-Spannungs-Charakteristik während des Driftens erlaubt,
unter Verwendung von Gleichung 3.55 und 3.7 also eine direkte Bestimmung des mittleren
Defektabstandes ∆z sowie der Defektkonzentration NT,tot (sofern die Defektzustände als
homogen im amorphen Material verteilt angesehen werden können NT,tot ∝ ∆z−3).
Die Annihilation elektronischer Defekte bewirkt eine Verschiebung der Mobilitätskante
E′C in Richtung Bandkante (Abbildung 3.12), während die Fermienergie in diesem Mo-
dell zunächst als zeitlich konstante Größe betrachtet wird. In [ISLL09] wird zwar nicht
ausgeschlossen, dass sich die Fermienergie nicht aufgrund einem veränderlichen Verhältnis
zwischen donator- und akzeptorartigen Defektzuständen verschieben kann, jedoch wird
dieser Effekt im vorgeschlagenen Modell nach Ielmini et al. nicht berücksichtigt. Die Ver-
schiebung der Mobilitätskante führt bei konstanter Position des Ferminiveaus zu einem
Anstieg der Aktivierungsenergie der Leitfähigkeit EA = E′C −EF über die Zeit. Gleichung
3.57 beschreibt die nach Ielmini et al. experimentell in [FIML10] beobachtete logarithmi-
sche Änderung von EA(t).
EA(t) = E0 +m · log
(
t
t0
)
(3.57)
Die Änderung der Aktivierungsenergie mit der Zeit ist dabei rein empirisch festgelegt. E0,
m und t0 sind Konstanten.
Nach dem Arrhenius Gesetz in Gleichung 3.1 steigt auch der elektrische Widerstand mit
zeitlich ansteigender Aktivierungsenergie (Widerstandsdriften). Analog der zuvor disku-
tierten Änderung in ∆z (durch Reduzierung der Defektdichte aufgrund der Defektanni-
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hilation) bewirkt auch eine zeitlich veränderliche Aktivierungsenergie gemäß Gleichung
3.7 eine Änderung in der Strom-Spannungs-Charakteristik.
Mono- und bimolekulare Defektkinetik
Für eine Vorhersage der zeitlichen Änderung des spannungsabhängigen Stroms im Sub-
Threshold-Bereich sowie der nach Gleichung 3.7 involvierten mikroskopischen Größen
NT,tot, ∆z und EA muss nach Ielmini et al. die bisherige Betrachtung des Modells mit der
zugrunde liegenden Defektkinetik erweitert werden. Die Relaxation eines elektronischen
Defektes und die entsprechende strukturelle Änderung wird durch Übergang des Systems
von einem metastabilen in einen anderen metastabilen Zustand mit einem energetisch
geringeren lokalen Minimum über eine Potentialbarriere dargestellt [Phi72, AHV72]. Die
mittlere Relaxationszeit über die Barriere WB ist dabei gegeben durch:
τ(WB) = τat · exp
(
WB
kBT
)
(3.58)
Mit der typischen Zeitkonstanten für atomare Vibrationen (Phononenfrequenz) τat ≈
10−13 s [Iel08, KMK+07, ISLL08]. Die Aktivierungsenergie zum Ausheilen struktureller
Defekte WB ist dabei nicht mit der Aktivierungsenergie der Leitfähigkeit EA zu verwech-
seln.
Aufgrund der experimentell beobachteten strukturellen Relaxation auf stark unterschiedli-
chen Zeitskalen (angefangen von etwa 10 ns [ILM07] bis hin zu mehreren Wochen [ISLL08])
nehmen Ielmini et al. eine breite Verteilung der Aktivierungsbarrieren 0 eV< WB <2.6 eV
und den jeweiligen Relaxationszeiten τ(WB) an (2.6 eV entspricht der typischen Aktivie-
rungsbarriere für Kristallisation [PRP+04, RIRL06a]). Die anfängliche Defektverteilung
ist exponentiell von der Höhe der Barriere WB abhängig:
NT (WB, 0) =
NT,tot
σ
exp
(
−WB
σ
)
(3.59)
NT,tot ist die Gesamtdefektkonzentration zum Zeitpunkt t=0 s und σ gibt die Form der mit
der Energie abfallenden Defektverteilung an. In [LISL09] weisen Ielmini et al. darauf hin,
dass sowohl die in Gleichung 3.59 angenommene, als auch eine konstante Defektverteilung
(NT (WB)=konst.) die experimentellen Ergebnisse beschreiben können [ISLL08, LISL09].
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Abbildung 3.13: Defektrelaxation
durch mono- (a) und bimolekulare
(b) Defektkinetik. Die verschiedenen
Farben stellen die Kinetik von Defekt-
konzentration mit unterschiedlichen
Aktivierungsenergien zur Relaxa-
tion WB dar. Eine Addition aller
Defektkonzentrationen führt zu der
Gesamtkonzentration (schwarze ge-
strichelte Linie), die eine Absenkung
mit der Zeit entsprechend eines
Potenzgesetzes zeigt. Eine Messung
der Gesamtdefektkonzentration kann
aufgrund der sehr ähnlichen Verläufe
nicht zur Unterscheidung zwischen
mono- und bimolekularer Defektki-
netik verwendet werden. Abbildung
modifiziert aus [LISL09].
Die monomolekulare Kinetik beschreibt die Relaxation einer ungesättigten Bindung oder
eines einzelnen strukturellen Defektes im amorphen Material [ILSL07, KKM00].
dNT (WB, t)
dt
= −NT (WB, t)
τ(WB)
(3.60)
Eine gemeinsame Annihilation zweier Defekte wird hingegen als bimolekular bezeichnet
[RSP+91, KSPW03].
dNT (WB, t)
dt
= −NT (WB, t)
2
τ(WB)
(3.61)
Obwohl sich die Relaxationsprozesse bei der Betrachtung von einzelnen Aktivierungsbar-
rieren über der Zeit unterscheiden, so zeigen die Gesamtdefektkonzentration von mono-
und bimolekulare Prozessen eine sehr ähnliche zeitliche Entwicklung während des Driftens
(siehe gestichelte schwarze Linien in Abbildung 3.13). Die Messung der zeitlichen Verän-
derung einer makroskopischen Größe (z.B. des Widerstandes oder der Aktivierungsenergie
der Leitfähigkeit) kann also nicht zu einer Unterscheidung zwischen diesen beiden Pro-
zessen verwendet werden. Die farbigen Kurven in Abbildung 3.13 stellen den Anteil zur
Defektkonzentration bei einer bestimmten AktivierungsenergieWB dar. Kleinere Barrieren
werden aufgrund der in Gleichung 3.58 formulierten geringeren Relaxationszeit schneller
relaxieren und auf kürzeren Zeitskalen maßgeblich die Gesamtdefektkonzentration NT,tot
(gestrichelte Linie) beeinflussen. Eine Integration über Zeit und Energie in Gleichung 3.60
oder 3.61 unter Verwendung von Gleichung 3.58 und 3.59 führt auf den Ausdruck der
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zeitlichen Änderung der Gesamtdefektkonzentration:
NT,tot(t) = NT,tot(t = 0 s) ·
(
t
t0
)−χ
(3.62)
Dabei ist t0 eine Konstante und χ definiert als χ ≡ kBT/σ. Die zeitliche Veränderung
der Defektkonzentration entspricht mathematisch der Widerstandsänderung mit der Zeit
R(t) ∝ tt0
νR in Gleichung 2.1.
Die gestrichelte Linie in Abbildung 3.13 (mit Steigung χ) ist durch die Steigungen der
Kurven NT (WB, t) an dem Punkt gegeben, an dem diese auf den e-ten Bruchteil des
Anfangswertes abgesunken sind. Nach den Gleichungen 3.58, 3.59 und 3.60 ist dieser Punkt
bestimmt durch:
N∗T =
NT,tot
σe
·
(
t∗
τat
)−χ
(3.63)
Als Konsequenz lässt sich festhalten, dass entsprechend der oben beschriebenen Relaxa-
tion der Zustand eines amorphen Materials während des Driftens durch die Defektkon-
zentration (bzw. der bereits relaxierten Defekte mit bestimmter Aktivierungsenergie WB)
eindeutig festgelegt ist. Demnach können auch unterschiedliche Behandlungen der Proben
(z.B. Heizprofile) zu unterschiedlichen Zeiten denselben Zustand erreichen. Ielmini et al.
beschreiben den Zustand während des Driftens über eine sogenannte „Annealing Front“
E∗(t∗, T ), bis zu der alle Defektzustände mit den Barrieren WB < E∗ bereits mindestens
auf den e-ten Anteil durch Relaxation reduziert wurden.
E∗(t∗, T ) = kBT exp
(
t∗
τat
)
(3.64)
Zur Verdeutlichung des „Annealing Front“ Konzeptes ist in Abbildung 3.14 die Energie-
verteilung der elektronischen Defekte aufgetragen. Nach Gleichung 3.64 kann nun in diesen
Abbildungen direkt die Lage von E∗ (der Punkt, bei dem die farbigen Kurven stark ab-
fallen, bzw. von der gestrichelten Kurve abweichen) für eine bestimmte Heiztemperatur
oder Heizzeit abgelesen werden.
Das Widerstandsdriften wird demnach von Ielmini et al. aufgrund struktureller Relaxation
und dem damit verbundenen kontinuierlichen Abbau von Defektzuständen erklärt. Dabei
werden zunächst Zustände mit geringer Aktivierungsenergie WB ausgeheilt. Sind diese re-
laxiert, werden auch vermehrt Zustände mit größerer Aktivierungsenergie (WB ≤2.6 eV)
in dem Relaxationsprozess beteiligt sein. Erst durch das (theoretische) Erreichen des ther-
modynamischen Gleichgewichtszustandes (in der kristallinen Phase) endet dieser Prozess.
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Abbildung 3.14: In Abbildung (a) ist die Defektverteilung für verschiedene Heiztemperaturen bei einer
Heizzeit von einem Tag dargestellt. Abbildung (b) zeigt die Defektverteilungen zu unterschiedlichen
Zeiten nach der Amorphisierung bei einer Temperatur von 25 ◦C. Für längere Driftzeiten relaxieren
vermehrt Defektzustände mit höherer Aktivierungsenergie. Bei höheren Heiztemperaturen ist die „an-
nealing front“ zu größeren Aktivierungsenergien verschoben, da die Relaxation bei höheren Temperatu-
ren schneller verläuft und bereits mehr Defektzustände geringerer Energien relaxiert sind. Abbildungen
modifiziert aus [LISL09].
Nach Ielmini et al. kann der Drift-Effekt mit der Kristallisation des Materials in einem Mo-
dell behandelt werden. Es handelt sich um denselben zugrunde liegenden physikalischen
Prozess, nur sind die Aktivierungsbarrieren unterschiedlich [IBL+09, IB09, LI09, FIML10].
Während die für die strukturelle Relaxation notwendigen Aktivierungsenergien zum Auf-
brechen oder Umordnen von schwachen Bindungen eines strukturellen Defektes recht ge-
ring sind, sind für die kollektive Umorientierung in amorphen Clustern aufgrund der Kris-
tallisation (die nicht vorrangig an Defektzuständen stattfindet) sehr viel höhere Aktivie-
rungsbarrieren (aufgrund stärkerer chemischer Bindungen) zu überwinden.
Drift der Threshold-Spannung
Auf Basis des in Abschnitt 3.1.1 vorgestellten Modells der strukturellen Relaxation wird
im Folgenden die Änderung der Threshold-Spannung mit der Zeit behandelt. Analog zur
Aktivierungsenergie der Leitfähigkeit EA wird ebenfalls ein logarithmischer Anstieg mit
der Zeit experimentell beobachtet [ILM07, CCFI12, CCI13].
Vth(t) = V0 + η · log
(
t
t0
)
(3.65)
Das Driften der Threshold-Spannung lässt sich mit dem Strom als Funktion der angeleg-
ten Spannung im Sub-Threshold Bereich (Gleichung 3.7) zusammen mit dem empirisch
festgelegten Driftverhalten der Aktivierungsenergie nach Gleichung 3.57 beschreiben. Für
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hohe Spannungen nahe dem Threshold-Switching Ereignis lässt sich Gleichung 3.7 wie
folgt vereinfachen:
I(V ) = I0 · exp
(
−φ(V )
kBT
)
(3.66)
φ(V ) ist die Höhe der Potentialbarriere nach Gleichung 3.55 oder 3.56. Im zuvor behan-
delten Modell nach Ielmini et al. (Abschnitt 3.1.1) tritt das Threshold-Switching Ereignis
bei einer für einen Zellzustand konstanten elektrischen Leistung Pth ein.
Pth = Vth · Ith = Vth · I0 · exp
(
−φ(V = Vth)
kBT
)
(3.67)
Mit den Potentialbarrierenabsenkungen nach Poole und Poole-Frenkel (Gleichungen 3.55
und 3.56), sowie dem Driftverhalten der Aktivierungsenergie (Gleichung 3.57) lässt sich
Gleichung 3.67 zu einem Ausdruck der zeitlichen Änderung der Threshold-Spannung um-
formen. Dabei geben die Gleichungen 3.68 und 3.69 die jeweiligen Ergebnisse für den Poole-
bzw. Poole-Frenkel-Mechanismus an.
Vth(t)P =
2ua
q∆z
(
kBT · log
(
Ith(Vth)
I0
)
+ E0 +m · log
(
t
t0
))
(3.68)
Vth(t)PF =
piua
q3
(
kBT · log
(
Ith(Vth)
I0
)
+ E0 +m · log
(
t
t0
))2
(3.69)
Die transzendenten Gleichungen 3.68 und 3.69 sind in dieser Form nicht algebraisch lösbar.
Durch die Näherung eines konstanten Stroms (Ith ≈konst.) im Moment des Threshold-
Switchings (anstelle einer konstanten Leistung Pth) fällt der erste Term in den beiden
Gleichungen weg, sodass eine algebraische Beschreibung möglich wird.
Es sei darauf hingewiesen, dass in [CCFI12] nur die Potentialbarrierenabsenkung nach
Poole (Gleichung 3.68) betrachtet wird, obwohl gerade bei hohen Spannungen nahe der
Threshold-Spannung Vth und großen ∆z der Poole-Frenkel-Mechanismus die genauere Be-
schreibung liefert (Abbildung 3.2). Da jedoch auch ∆z wie oben beschrieben durch den
Drift-Effekt direkt beeinflusst wird, ist nicht klar, unter welchen Kriterien ein Driften der
Threshold-Spannung dominiert durch den Poole-Frenkel-Effekt (Gleichung 3.69) experi-
mentell beobachtbar ist. Ein Vergleich der genäherten Gleichungen 3.68 und 3.69 mit 3.65
zeigt auch, dass nur die Barrierenabsenkung durch Poole die entsprechende experimentell
beobachtete Abhängigkeit Vth(t) liefert. Eventuell ist jedoch nur die experimentelle Daten-
lage in [ILM07, ILSL08, ISLL08, ISLL09, LISL09, IBL+09, IB09, LI09, FIML10, CCFI12]
aufgrund einer eingeschränkte Beobachtungsdauer nicht ausreichend, um eine Vth(t) ∝
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log(t/t0)2 Abhängigkeit (Gleichung 3.69) aufzulösen. In [KMK+07, KMK+08a] hingegen
wurden bereits von Karpov et al. schwache Hinweise auf eine Vth(t) ∝ log(t/t0)2 Abhän-
gigkeit gefunden.
Abschließend sei angemerkt, dass eine direkte Berechnung ausgehend von den in den Abbil-
dungen 3.13 und 3.14 dargestellten anfänglichen Defektkonzentrationen von 10−18 cm−3 <
NT < 10−19 cm−3, experimentell realistischen amorphen Schichtdicken ua=20 nm - 30 nm
und den entsprechenden Volumina in typischen vertikalen Phasenwechselspeicherzellen
V ≈ 104 − 105 nm3 nur eine absolute Defektanzahl von 20-200 ergibt [LISL09]. Da jedoch
eine diskrete Änderung aufgrund der Relaxation einzelner Defekte experimentell bisher
nicht beobachtet wurde, gehen Ielmini et al. davon aus, dass die bisher in Abschnitt 3.1.1
betrachteten donatorartigen elektronischen Defektzustände alleine nicht den Drift-Effekt
erklären können. Aus diesem Grund nehmen die Autoren an, dass bei der strukturellen Re-
laxation deutlich mehr Defektzustände beitragen müssen. Daher wird die Existenz weite-
rer neutraler Defekte mit hoher Konzentration vorgeschlagen (analog zu dem in Abschnitt
3.1.2 vorgestellten Modell nach Pirovano et al.). Diese führen aufgrund der Neutralität
zwar nicht zu einer Beeinflussung der Coulomb-Barrieren (und verfälschen damit die Aus-
sagen in Abschnitt 3.1.1 nicht), können jedoch am Hopping-Transport teilnehmen und die
für die strukturelle Relaxation notwendige hohe Anzahl an Defekten liefern [LISL09]. Eine
Abschätzung der Defektkonzentration über den berechneten oder gemessenen mittleren
Defektabstand ∆z liefert also für den Drift kein korrektes Ergebnis.
3.2.2 Drift und Dynamik lokalisierter Zustände
Im Folgenden wird das in [PLP+04, PLB+04, RPBL08] veröffentlichte Modell zur Er-
klärung des Drift-Effektes des Widerstands in der amorphen Phase und der Threshold-
Spannung nach Pirovano et al. vorgestellt. Um die bis zum Zeitpunkt der Veröffentlichung
(2004) vorgeschlagenen Mechanismen des Widerstandsdriftens experimentell zu bestätigen
oder zu widerlegen, führen Pirovano et al. ein Experiment an Ge2Sb2Te5 Phasenwechsel-
speicherzellen durch, welches die reversible Natur des Driftphänomens zeigen soll.
In dem Experiment wird eine Phasenwechselzelle amorphisiert und für unterschiedlich
lange Zeiten (1min - 2730min (siehe Abbildung 3.15)) nach Anlegen des Reset-Pulses
gewartet. In dieser Zeit driftet der Widerstand der amorphen Phase entsprechend der
empirischen Beschreibung des Potenzgesetzes aus Gleichung 2.1. Anschließend wird eine
Reihe von 100 ns langen Pulsen mit ansteigender Spannung an die Zelle angelegt und
nach jedem Spannungspuls der Widerstand bei einer konstanten Lesespannung von 0.2V
bestimmt. Abbildung 3.15 zeigt die gemessenen Widerstände der amorphisierten Zellen in
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Abhängigkeit des Stroms während eines 100 ns langen Pulses für verschiedene Wartezeiten
nach der Amorphisierung.
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Abbildung 3.15: Widerstand als Funktion
des maximalen Stroms während des Pulses
(„Programming-Curve“) dargestellt für verschie-
dene Driftzeiten. Für kleine Ströme bis etwa
10−5A ist ein Anstieg des Zellwiderstandes mit
der Zeit aufgrund des Widerstandsdriftens sicht-
bar. Unabhängig von der Driftzeit, kann mit
Strömen im Bereich von etwa 10−4A der Zellwi-
derstand wieder zurück auf einen initialen Wert
gesetzt werden. Der Effekt des Widerstandsdrif-
tens kann nach Pirovano et al. daher als rever-
sible Änderung der elektronischen Defektvertei-
lung erklärt werden. Für höhere Ströme ist zu-
nächst eine Absenkung des Widerstandes durch
die Kristallisation und ab etwa 10−3A ein An-
stieg durch erneute Amorphisierung zu erkennen.
Abbildung modifiziert aus [PLP+04].
Während für Ströme bis etwa 10 µA in Abbildung 3.15 unterschiedliche Widerstände er-
kennbar sind, laufen alle Kurven unabhängig der Wartezeit (und des absoluten Wertes des
Widerstandes) bei höheren Strömen (etwa 100 µA) zu einem konstanten Widerstand von
300 kW zusammen. Ab ca. 300 µA ist eine weitere Reduktion des Widerstands aufgrund
vollständiger Kristallisation der Phasenwechselzelle sichtbar. Wird mit ansteigender Span-
nung während eines der 100 ns langen Pulse ein Strom von etwa 10 µA erreicht, so tritt
nach Pirovano et al. der Threshold-Switching Effekt ein. Aufgrund der kurzen Pulslänge
gehen Pirovano et al. jedoch nur von einer elektronischen Anregung und nicht von einer
eventuellen teilweisen Kristallisation des Materials (Bildung von kristallinen Nuklei oder
Pfaden, die den Gesamtwiderstand der Zelle reduzieren) aus.
Aufgrund des reversiblen Verhaltens des Widerstandsdriftens nach dem Threshold-
Switching gehen Pirovano et al. von einer reversiblen Veränderung der elektronischen
Zustandsdichte aus. Die Relaxation einer bei der Amorphisierung (aufgrund der im kris-
tallinen und amorphen Zustand unterschiedlichen Dichten [WFZW99, WNW02]) entstan-
denen, kompressiven mechanischen Spannung sollte den Autoren zu Folge keine reversible
Veränderung des Widerstands zeigen.
Auf der Grundlage des Transportmodells nach Pirovano et al. und Adler et al. (Ab-
schnitt 3.1.2) wird nun im Folgenden die reversible Relaxation des Widerstands und der
Threshold-Spannung erläutert. Nach der ursprünglichen von Adler et al. in [ASMO80]
vorgeschlagenen, vereinfachten elektronischen Zustandsdichte der amorphen Phase (Ab-
bildung 3.7), existiert ein Band lokalisierter neutraler Zustände („Urbach tail“) sowie ein
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akzeptorartiges Defektniveau nahe dem Valenzband und ein donatorartiges Niveau nahe
dem Leitungsband. Aufgrund einer negativen Korrelationsenergie der neutralen Zustände
zerfallen diese über die Zeit, wodurch weitere akzeptor- und donatorartige Defektzustände
gebildet werden [ASMO80, FA81]. Eine Zunahme der Defektkonzentration in diesen Zu-
ständen über die Zeit bewirkt jedoch auch eine Verschiebung der Fermienergie in Richtung
der Mitte der Energielücke, was zu einer Erhöhung der Aktivierungsenergie der Leitfähig-
keit und des Widerstandes führt (Abbildung 3.16).
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Abbildung 3.16: Verän-
derung der elektronischen
Zustandsdichte zur Erklä-
rung des Widerstandsdriftens
nach Pirovano et al. Zu Be-
ginn des Driftvorgangs liegt
die Fermienergie aufgrund
der dort hohen Defekt-
konzentration nahe der
Valenzbandkante. Durch den
rein elektronischen Driftef-
fekt findet eine Erhöhung
(Reduzierung) der Konzen-
tration in dem Defektniveau
nahe dem Leitungsband
(Valenzband) statt, wo-
durch eine Verschiebung der
Fermienergie in Richtung
der Mitte der Bandlücke
und eine Erhöhung der
Aktivierungsenergie der
Leitfähigkeit bewirkt wird.
Abschließend kann nach Pirovano et al. damit auch die Drift der Threshold-Spannung
erklärt werden [PLP+04]. Ausgehend von den in [PLM+02, PLB+04] veröffentlichten ex-
perimentellen Daten einer fast konstanten Stromdichte Jth beim Eintritt des Threshold-
Switching Ereignisses führt ein ansteigender Widerstand nach Gleichung 2.1 zu einer hö-
heren benötigten Spannung, um die gleiche Stromdichte Jth zu erreichen. Die Drift der
Threshold-Spannung Vth ist damit im Modell nach Pirovano et al. direkt mit der Wider-
standsdrift über das Threshold-Switching-Kriterium (Jth ≈konst.) verknüpft.
Vth(t) = V0 ·
(
t
t0
)νVth
(3.70)
Obwohl die Ansätze von Ielmini et al. und Pirovano et al. (Abschnitt 3.2.1 und 3.2.2) beide
auf Veränderungen der elektronischen Zustandsdichte aufbauen und eine Vergrößerung der
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Aktivierungsenergie der Leitfähigkeit vorhersagen, sind die Mechanismen dennoch grund-
legend unterschiedlich. Während z.B. in der Erklärung nach Ielmini et al. eine irreversible
strukturelle Defektannihilation (abfallendes ∆z) beschrieben wird, zerfallen in dem hier
vorgestellten Bild nach Pirovano et al. nur die für den Transport unrelevanten neutra-
len elektronischen Defektzustände, wodurch die Defektkonzentrationen in den Transport
dominierenden Niveaus (C+3 und C−1 ) unter elektrischer Anregung ansteigen. Durch das
Anlegen eines Spannungspulses der zum Threshold-Switching führt, können nach Pirovano
et al. diese Veränderungen der Konzentrationen in den akzeptor- und donatorartigen De-
fektniveaus zurückgesetzt werden ohne das amorphe Material auch nur teilweise zu kristal-
lisieren (siehe Abbildung 3.15). Bei der von Pirovano et al. beschriebenen Defektdynamik
handelt es sich daher um einen reversiblen Driftvorgang. Weiterhin unterscheiden sich auch
die Annahmen der kritischen Parameter zum Einsetzen des Threshold-Switchings in den
beiden Modellen. Nach Ielmini et al. wird eine kritische elektrische Leistung beschrieben,
wohingegen Pirovano et al. von einem kritischen Strom zum Eintreten des Schaltereignis-
ses ausgehen. Auch der quantitative Verlauf der Threshold-Spannung unterscheidet sich
in beiden Modellen (Vth ∝ log(t/t0) bzw. Vth ∝ (t/t0)ν).
3.2.3 Strukturelle Relaxation durch mechanische Spannung
Analog zum dem in Abschnitt 3.1.3 vorgestellten Konzept zur Erklärung des Threshold-
Switching Phänomens beschreiben Karpov et al. in [KMK+07] die experimentell beobach-
tete Veränderung der Threshold-Spannung Vth und des elektrischen Widerstands der amor-
phen Phase Ramo ausschließlich mit Hilfe struktureller Eigenschaften. Das „Double-Well-
Potential“-Modell (kurz „DWP“-Modell) beschreibt dabei die zugrunde liegende struk-
turelle Relaxation der amorphen Phase und die damit einhergehenden Implikationen für
messbare Größen wie Vth und Ramo. Die nachfolgenden Ausführungen basieren dabei auf
den Arbeiten von Karpov et al. in [KMK+07] und [KMK+08a].
Wird eine Phasenwechselspeicherzelle amorphisiert, so entsteht aufgrund der unterschiedli-
chen Dichten der kristallinen und amorphen Phase [WFZW99, WNW02] ein kompressiver
mechanischer Druck, welcher über die Zeit relaxiert. Dieser Druck entsteht durch das
umgebene Material in einer Speicherzelle, welches einer Ausdehnung des Phasenwechsel-
materials entgegenwirkt. Eine Relaxation des Drucks kann dabei nach Karpov et al. mit
einer strukturellen Relaxation (also einer Veränderung der atomaren Konfiguration im
Glaszustand) einhergehen.
Abbildung 3.17 zeigt die potentielle Energie als Funktion der Konfigurationskoordinate.
Diese Größe beschreibt unterschiedliche Zustände, gegeben durch verschiedene Bindungs-
winkel, Bindungslängen oder Koordinationszahlen der Atome im amorphen Zustand. Die
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als Funktion einer Konfigurationskoor-
dinate (Bindungswinkel, Bindungslän-
gen, atomare Koordination, ...) der
amorphen Phase im „Double-Well-
Potential“ Modell. Durch strukturelle
Relaxation findet eine Veränderung der
Konfigurationskoordinate während des
Driftens statt. Ein anfänglicher Zustand
(links) kann durch Überwinden einer
Energiebarriere WB in einen Zustand
geringerer Gesamtenergie (rechts) re-
laxieren. Das Widerstandsdriften wird
von Karpov et al. durch kontinuierli-
che Reduzierung der potentiellen Ener-
gie mittels Relaxation über eine Poten-
tialbarriere beschrieben. Abbildung er-
stellt nach [KMK+07].
strukturelle Unordnung der amorphen Phase führt zu einer Flexibilität der Atome, wo-
durch es möglich wird, von einem metastabilen Zustand (z.B. linkes Energieminimum in
Abbildung 3.17) in einen tiefer gelegenen und damit energetisch günstigeren (stabileren)
metastabilen Zustand überzugehen (rechtes lokales Minimum in Abbildung 3.17). Der
Übergang zwischen zwei metastabilen Zuständen erfolgt dabei über eine Energiebarriere
WB zwischen dem Anfangs- und Endzustand (nicht zu verwechseln mit der in Abschnitt
3.1.3 verwendeten Nukleationsbarriere). Das „Double-Well-Potential“-Modell stellt damit
ein Konzept zur Beschreibung der atomaren Dynamik in Gläsern dar.
Die strukturelle Unordnung (Variabilität der Konfiguration) wird im DWP-Modell durch
eine lokal variierende BarrierenhöheWB und Position der lokalen Energieminima (Energie-
differenz) abgebildet. Annähernd werden diese Variationen mit einer einheitlichen Wahr-
scheinlichkeitsverteilung beschrieben. Die Näherung ist den Autoren zu Folge gerecht-
fertigt, wenn die Verteilungsbreite groß im Vergleich zu den zugehörigen experimentell
zugänglichen Energieintervallen ist.
Nach Karpov et al. ist die Relaxationszeit τR zwischen zwei metastabilen Zuständen ge-
geben durch:
τR(WB) = τ0 · exp
(
WB
kBT
)
(3.71)
τ0 ≈ 10−13 s gibt dabei die charakteristische, atomare Vibrationszeit an.
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Die bereits erwähnte vereinheitlichte Wahrscheinlichkeitsverteilung der Barrieren WB ist
näherungsweise gegeben durch:
g(WB) ≈ 1
∆WB
(3.72)
∆WB = WB,max −WBmin beschreibt die maximale Variation der Barrierenhöhe bedingt
durch die strukturelle Unordnung der amorphen Phase. Karpov et al. gebenWB,max ≈1 eV
an.
Die Verteilung der Relaxationszeiten kann aus den Gleichungen 3.71 und 3.72 wie folgt
bestimmt werden:
ρ(τR) = g(WB) ·
∣∣∣∣dWBdτR
∣∣∣∣ = kBTτR∆WB (3.73)
Es gilt τmin < τ < τmax, wobei die Extrema in der Relaxationszeit τR gegeben sind durch
die der Barrierenhöhen WB,min und WB,max.
Eine Integration von Gleichung 3.73 zwischen τmin bis t (t beschreibt die experimentelle
Beobachtungszeit) liefert die, innerhalb der experimentellen Zeitskala beteiligten, Relaxa-
tionsprozesse:
f(t) = kBT
∆WB
· ln
(
t
τmin
)
(3.74)
Für t > τmax sättigt fmax ≡ f(τmax)=1. Dies beschreibt die experimentell beobacht-
bare Sättigung des Widerstandsdriftens sowie des temperaturabhängigen Driftens der
Threshold-Spannung mit der Zeit. Karpov et al. geben diese Zeit mit τmax(T = 75 ◦C) ≈
104 s und τmax ≈ 107 s bei Raumtemperatur an.
Dilatation
Wird nun angenommen, dass die Funktion f(t) proportional zu der relativen Volumenände-
rung u(t) = u0·f(t) ist, so lassen sich die Auswirkungen der mechanischen Verspannung des
Systems auf die Veränderung des elektrischen Widerstands und die Threshold-Spannung
untersuchen. u0 gibt dabei die Ausdehnung nach der Zeit t > τmax an. Aufgrund der
in [SSSV05] vorgestellten Daten erfolgt nach Karpov et al. eine Abschätzung von |u0| ≈
0.01. Dieser Ansatz der relativen Volumenänderung wird von Karpov et al. explizit vorge-
schlagen, obwohl das Phasenwechselmaterial in einer Speicherzelle durch die umgebenden
Materialien eingeschlossen ist [KMK+07].
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Aufgrund der Relaxation der mechanischen Spannung und der damit verbundenen struk-
turellen Veränderung werden auch elektronische Größen (wie z.B. die Leitfähigkeit) be-
einflusst. Diese verändern sich nach erfolgter Amorphisierung der Phasenwechselzelle lo-
garithmisch über die Zeit [KG93, JJQ78, TBLK98].
Zunächst wird eine Relaxation des elektrischen Widerstands betrachtet. Dieser hängt nach
dem Arrhenius-Gesetz (Gleichung 3.1) aufgrund der thermisch aktivierten Leitfähigkeit in
amorphen Halbleitern [AHM78] mit dem Abstand zwischen Ferminiveau und Mobilitäts-
bandkante EG zusammen.
Im DWP-Modell ist dabei EG genähert durch eine lineare Funktion der mechanischen
Ausdehnung u. Die Proportionalitätskonstante beschreibt dabei das Deformationspotential
D (im Bereich von 1 eV ≤ D ≤ 3 eV) [JJQ78, EMEZEHA95, KR72].
dEG
du
= D (3.75)
Widerstandsdriften
Aus einem Vergleich zwischen dem Arrhenius-Gesetz (Gleichungen 3.1) und Gleichung
3.75 mit dem Potenzgesetz zur Beschreibung der zeitlichen Änderung des Widerstandes
(R(t) = R0 · (t/t0)νR) lässt sich ein Zusammenhang zwischen dem Driftexponenten für den
Widerstand und der Variabilität der Barrierenhöhe ∆WB ermitteln:
νR =
u0D
∆WB
(3.76)
Mit ∆WB ≈ 1 eV, D ≈ 1 eV - 3 eV und u0 ≈ 0.01 folgt νR ≈ 0.03. In Abhängigkeit vom
Zelltyp und der Größe des amorphen Bereiches wurden experimentelle Werte im Bereich
νR=0.03-0.1 gemessen [PLP+04, ILM07], sodass basierend auf den genäherten Werten der
Eingangsgrößen (∆WB, D und u0) eine ungefähre Übereinstimmung zwischen Modell und
Messung festgehalten werden kann. Eine Variation der Eingangsgrößen für verschiedene
Zellzustände wird in [KMK+07] und [KMK+08a] nicht betrachtet.
Drift der Threshold-Spannung
Analog zur obigen Vorgehensweise wird im Folgenden die Veränderung der Threshold-
Spannung Vth mittels DWP-Modell beschrieben. Im Gegensatz zum elektrischen Wider-
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stand wird für Vth jedoch nach Karpov et al. ein linearer Ansatz gewählt:
Vth(t) = Vth[u(t)] = Vth(t0) · [1 + βf(t)] = Vth(t0) · [1 + νVth · ln
(
t
t0
)
] (3.77)
β stellt einen dimensionslosen Materialparameter β ≡ [δln(Vth)/δf ]0 ≈1 dar. Aus Glei-
chung 3.77 und der Definition von β folgt die Abhängigkeit des Driftkoeffizienten der
Threshold-Spannung von der im DWP-Modell betrachteten Variation der Energiebarriere
∆WB:
νVth =
βkBT
∆WB
(3.78)
Bei Raumtemperatur ist νVth ≈0.025, was durch die experimentelle Messung der Threshold-
Spannung in Abhängigkeit der Wartezeit (νVth,exp=0.02-0.04) nach der Amorphisierung
bestätigt wird.
Experimentelle Abweichungen zu dem in Gleichung 3.77 dargestellten Verhalten (z.B. ei-
ne schwache Funktionalität von Vth ∝ (T · log(t))2) erklären Karpov et al. durch nicht
einheitliche Wahrscheinlichkeitsverteilungen g(WB) oder kristalline Einschlüsse innerhalb
des amorphen Volumens aufgrund unvollständiger Amorphisierung.
Abschließend sei bemerkt, dass durch unterschiedliche Barrierenhöhen ∆WB, Absolutwer-
te der lokalen Minima und Deformationspotentiale D (z.B. durch gezielte Untersuchung
an unterschiedlichen Glaszuständen oder Materialien) der Relaxationsprozess stark ver-
ändern können. Durch diese Variationen könnten auch Schwankungen im Driftexponenten
νR des Widerstandes sowie der Threshold-Spannung νVth nach dem DWP-Modell erklärt
werden.
Das vorgestellte Konzept der strukturellen Relaxation nach Karpov et al. (und dessen
Resultate messbarer Größen) steht im direkten Widerspruch zu den in den Abschnitten
3.2.1 und 3.2.2 beschriebenen Modellen der Defektannihilation nach Ielmini et al. und
Defektdynamik nach Pirovano et al. Während nach Ielmini et al. und Pirovano et al. nur
die durch strukturelle Relaxation bedingte Veränderung der elektronischen Defektdichte
zur Erklärung des Widerstandsdriftens und der Threshold-Spannung herangezogen wird,
erklären Karpov et al. das Driften dieser Größen ausschließlich auf Basis struktureller
(atomarer) Ordnung, ohne Annahmen über eine elektronische Zustandsdichte zu treffen.
Die Modelle gehen darüber hinaus nicht nur von völlig unterschiedlichen Ansätzen aus,
auch die Funktionalität der Threshold-Spannung von der Relaxationszeit unterscheidet
sich. Im Modell der Annihilation elektronischer Defekte (und Defektdynamik nach Piro-
vano et al.) wird eine direkte Proportionalität zwischen Widerstand der amorphen Phase
und Threshold-Spannung vorhergesagt, wohingegen im DWP-Modell beide Größen nur
indirekt über die Varianz der Energiebarrieren verknüpft sind.
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3.3 Theoretischer Überblick und Ansatz dieser Arbeit
Zum Abschluss dieses Kapitels soll noch einmal ein Überblick über die relevanten Vorher-
sagen der oben vorgestellten Modelle gegeben werden. Dabei stehen besonders die experi-
mentell zugänglichen Größen und deren teilweise unterschiedlichen und widersprüchlichen
Funktionalitäten im Vordergrund, die als Anhaltspunkte zur Validierung oder Falsifizie-
rung der Modelle dienen sollen.
Das von Ielmini et al. in den Arbeiten [IZ06, IZ07a, IZ07b, Iel08, LIL10b, LISL08, LIL10a]
veröffentlichte Modell des thermisch aktivierten Hoppings und dessen Erweiterung zu ho-
hen elektrischen Feldstärken liefert die bisher umfangreichsten Vorhersagen der in amor-
phen Phasenwechselmaterialien auftretenden Phänomene. Angefangen von der analyti-
schen Beschreibung des spannungsabhängigen Stroms im Sub-Threshold Bereich bis hin
zu dem nur numerisch zugänglichen Bereich des Threshold-Switchings ist das Modell in
der Lage, experimentelle Daten quantitativ zu beschreiben. Das Verhalten der Strom-
Spannungs-Kennlinie vor dem Eintritt des Threshold-Switching Phänomens ist in diesem
Modell hauptsächlich durch wenige mikroskopische Parameter (wie z.B. der Aktivierungs-
energie der Leitfähigkeit EA und dem mittleren Defektabstand∆z) beschreibbar, durch de-
ren Änderung jedoch auch das experimentell beobachtbare Widerstandsdriften erklärt wer-
den kann. Messungen der Kennlinie in unterschiedlichen Spannungsbereichen und zu un-
terschiedlichen Wartezeiten nach der Amorphisierung (Driftzeiten) können somit direkten
Zugang zu diesen Parametern ermöglichen. In der Literatur gibt es darüber hinaus bereits
eine Reihe von Arbeiten, die genau dies für das Phasenwechselmaterial Ge2Sb2Te5 durch-
geführt haben [ILSL07, ISLL08, ILSL08, LISL09, ISLL09, CFV+10, CFIF10, JKW11,
CCFI12, JPBC13, BGFF13, CCI13].
Ebenso wird oft neben der Messung der Erhöhung des elektrischen Widerstands über die
Zeit auch die zugrunde liegende Aktivierungsenergie EA in amorphen Phasenwechselma-
terialien zur Untersuchung des Drift-Effektes herangezogen [BRP+09, IBL+09, FIML10,
OKS+12]. In einer Arbeit von Boniardi et al. wurde ein während des Widerstandsdrif-
tens kontinuierlicher Anstieg in EA beobachtet, während der exponentielle Vorfaktor im
Arrheniusgesetz R∗ für Ge2Sb2Te5 unveränderlich scheint [BRP+09]. Nach Oosthoek et
al. zeigt jedoch das in [OKS+12] charakterisierte, dotierte Phasenwechselmaterial Sb2Te
eine Änderung in beiden Größen während des Widerstandsdriftens. Dies zeigt, dass die
Charakterisierung der während des Driftens veränderlichen makroskopischen Parameter
an einem einzigen Material (oftmals Ge2Sb2Te5) nicht unbedingt eine für Phasenwechsel-
materialien allgemein gültige Beschreibung des zugrunde liegenden Effektes erlaubt. Die
während dieser Arbeit durchgeführten Messungen wurden daher an mehreren Materialien
mit unterschiedlichen strukturellen und elektronischen Eigenschaften durchgeführt.
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Darüber hinaus wurde von Krebs et al. in [KSK+12] eine Verbindung zwischen der Band-
lücke in amorphen Phasenwechselmaterialien und demminimal für das Threshold-Switching
notwendigen elektrischen Feld vorgeschlagen. Eine Veränderung der Fermienergie oder der
Mobilitätsbandkanten aufgrund einer strukturellen Relaxation kann damit auch Einfluss
auf das Schaltverhalten bei hohen elektrischen Feldern haben. Eine Betrachtung der für
die Anwendung als schneller elektronischer Datenspeicher relevanten Phänomene des Wi-
derstandsdriftens und Threshold-Switching Effektes sollte daher nicht getrennt, sondern
nur in einem Gesamtbild stattfinden.
Die Veränderung der Threshold-Spannung Vth während des Widerstandsdriftens wurde
in [PLP+04, ILM+05, ILSL07, ILM07, LISL08, ISLL09, KLA+10, OAH+11, KLA+11,
CCFI12, CCI13] bereits für Ge2Sb2Te5 untersucht. Obwohl jedoch in den oben vorge-
stellten Modellen nach Ielmini et al. und Karpov et al. sowie dem nach Pirovano et al.
unterschiedliche Driftverhalten der Threshold-Spannung vorhergesagt wurden, ist die ex-
perimentelle Datenlage bisher nicht ausreichend, um zwischen diesen zu unterscheiden.
Nach Oosthoek et al. ist es vielmehr aufgrund der Ähnlichkeit der beiden Funktionen
(Vth ∝ log(t/t0) oder ∝ (t/t0)ν) erst ab einer Messreihe über mehr als 11 Größenordnun-
gen in der Zeit möglich, eine Validierung vorzunehmen [OAH+11].
Ein weiterer Anhaltspunkt und starker Unterschied zu den anderen Modellen ist die Rever-
sibilität des Driftprozesses nach Pirovano et al. (Abschnitt 3.2.2). Nach [PLP+04] soll ein
Spannungspuls, der das amorphe Phasenwechselmaterial zum Threshold-Switching anregt,
jedoch dieses nicht kristallisiert, in der Lage sein, die Widerstandsänderung vollständig
zurückzusetzen. Auch in [CCI13, FFC13] werden von Cassinerio et al. und Fantini et al.
Auswirkungen von Spannungspulsen auf den Widerstandsdrift beschrieben. Diesen beiden
Arbeiten zu Folge wird jedoch der Driftprozess durch die hohen experimentell verwendeten
Feldstärken beschleunigt.
Nur in dem Modell von Ielmini et al. wird eine experimentell direkt überprüfbare Aus-
sage über ein Kriterium zum Einsetzen des Threshold-Switchings mathematisch formu-
liert (siehe Abschnitt 3.1.1). Dieses Kriterium wurde bereits in einer aktuellen Arbeit von
Ciocchini et al. in [CCFI12] für das Phasenwechselmaterial Ge2Sb2Te5 untersucht. Nach
Ciocchini et al. ist die elektrische Leistung beim Eintritt des Threshold-Switching Er-
eignisses in den verwendeten vertikalen Phasenwechselnanostrukturen konstant über die
Zeit (es wurde nur eine zu vernachlässigende Steigung von 54 nW/dec beobachtet). Die
konstante Leistung Pth wird dabei durch eine Kompensation der mit der Zeit ansteigen-
den Threshold-Spannung Vth und abfallenden Stromstärke Ith erreicht. In der Arbeit von
Pirovano et al. wird dementgegen von einer fast konstanten kritischen Stromstärke Ith aus-
gegangen, wodurch ein Zusammenhang zwischen der Widerstandsdrift R(t) und dem Drift
der Threshold-Spannung Vth(t) ermöglicht wird. Die Annahme einer konstanten Strom-
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stärke wird im Modell von Pirovano et al. jedoch aus experimentellen Beobachtungen und
nicht theoretisch motiviert.
Das Modell der feldinduzierten Nukleation nach Karpov et al. liefert nur wenige mit elek-
trischen Messungen direkt überprüfbare Aussagen. Eine der in Abschnitt 3.1.3 heraus-
gearbeiteten experimentell zugänglichen Größen ist die spannungsabhängige Threshold-
Switching Verzögerungszeit τ(V ). Das Modell nach Karpov et al. ist als einziges der drei
hier vorgestellten Konzepte in der Lage, eine analytische Vorhersage über τ(V ) zu treffen.
Die Verzögerungszeit nach Ielmini et al. und Pirovano et al. kann hingegen nur durch
numerische Simulationen bestimmt werden.
Die in den folgenden Kapiteln 4, 5 und 6 durchgeführten Experimente überprüfen die
hier genannten Aussagen und Verknüpfungen physikalischer Größen. Dabei wird zunächst
in Kapitel 4 der Threshold-Switching Effekt mit einem schnellen elektrischen Tester für
Phasenwechselnanostrukturen untersucht. Insbesondere wird dabei auf die Threshold-
Switching Verzögerungszeit τ(V ) sowie die kritischen Größen Vth, Ith und Pth eingegangen.
Charakterisierungen des Threshold-Switching Ereignisses für unterschiedliche Wartezeiten
nach der Amorphisierung liefern Anzeichen für einen Einfluss des Driftens auf transiente
Schalteffekte. Kapitel 5 behandelt das Phänomen des Widerstandsdriftens sowie der Än-
derung der Aktivierungsenergie der Leitfähigkeit EA mit der Zeit. Abschließend werden
in Kapitel 6 Messungen des Sub-Threshold Bereiches sowie des Threshold-Switchings zu
unterschiedlichen Zeiten nach der Amorphisierung vorgestellt. In dieser Messreihe wer-
den damit die zuvor in den Kapiteln 4 und 5 behandelten Effekte gemeinsam charakte-
risiert. Dies ist notwendig, da Messgrößen wie die Threshold-Switching Verzögerungszeit
sowie der Stromverlauf vor dem Schaltereignis als Funktion von der Spannung abhängig
von dem Widerstand der Phasenwechselspeicherzelle sind. Durch das Widerstandsdriften
ist dieser Wert jedoch abhängig von der Zeit, sodass eine umfassende Charakterisierung
des Threshold-Switchings zu unterschiedlichen Driftzeitpunkten notwendig ist. Kapitel
6 behandelt daher das Driften der Strom-Spannungs-Charakteristik auf kurzen Zeitska-
len in lateralen Phasenwechselnanostrukturen. Neben der vollständigen Charakterisierung
des spannungsabhängigen Widerstands wird auch die Veränderung eventueller für das
Threshold-Swichting kritische Größen (Vth, Ith und Pth) charakterisiert.
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in Phasenwechselspeicherzellen
Das folgende Kapitel beschreibt elektrische Schaltexperimente an Phasenwechselnano-
strukturen zur Charakterisierung des Threshold-Switching Effektes. Wie bereits in Kapitel
2 erwähnt, wird in schnellen elektronischen Datenspeichern basierend auf Phasenwechsel-
materialien das „Voltage-Time-Dilemma“ ausgenutzt. Neben der starken Nichtlinearität
der IV-Kennlinie hilft das Threshold-Switching Ereignis maßgeblich das „Voltage-Time-
Dilemma“ zu lösen.
Zunächst wird der schnelle elektrische Tester für Phasenwechselnanostrukturen sowie die
für die elektrischen Experimente zum Threshold-Switching notwendigen Proben und deren
Herstellung vorgestellt. Experimente zur Anregbarkeit des amorphen Phasenwechselmate-
rials wurden an unterschiedlichen Phasenwechselmaterialien (Ge2Sb2Te5 und AgIn-Sb2Te)
und Zellgeometrien (vertikale und laterale Zellen) durchgeführt um material- und geome-
trieunabhängige Aussagen über das Schaltverhalten in Phasenwechselmaterialien zu erlan-
gen. Auch der Einfluss von uni- und bipolaren Anregungen auf das Schaltereignis wurden
studiert.
Entsprechend dem aktuellen Stand der Forschung existieren eine Reihe grundlegend unter-
schiedlicher Ansätze zur Erklärung des Ladungstransports und der physikalischen Natur
des amorphen „ON-Zustandes“. Während die in Kapitel 3 behandelten Modelle haupt-
sächlich feldgetriebene elektronische Prozesse zur Erklärung verwenden, wurde in der Ver-
gangenheit (besonders in den Anfängen dieses Forschungsfeldes) das Threshold-Switching
Ereignis auch oftmals durch thermische Effekte beschrieben [BD69, BO70, PH71, LH72,
KC72, Kro74]. Die bis heute vorherrschende Aktualität all dieser Erklärungsansätze zeigt,
dass die experimentelle Datenlage zur Validierung oder Falsifizierung dieser bisher nicht
ausreicht. Die in diesem Kapitel beschriebenen Experimente sollen daher helfen, die Da-
tenlage zu verbessern und erste Modellabgleiche zu ermöglichen.
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4.1 Schneller elektrischer Tester für
Phasenwechselnanostrukturen
Bei der Untersuchung transienter Schalteffekte vor und im Moment des Threshold-
Switching Ereignisses in Phasenwechselnanostrukturen müssen zwei konzeptionelle Her-
ausforderungen berücksichtigt werden. Zum einen ist die Leitfähigkeit im amorphen „OFF-
Zustand“ sehr gering, sodass zur Charakterisierung des Zellverhaltens in diesem Bereich
der Messplatz in der Lage sein muss, extrem kleine Ströme zu messen. Während dies für
langsame Messungen kein Problem darstellt, müssen diese kleinen Ströme jedoch aufgrund
des abrupten Übergangs vom „OFF-“ in den „ON-Zustand“ (im Bereich einiger Picose-
kunden) der amorphen Phase auf möglichst kurzen Zeiten detektierbar sein [BBC+87]. Ein
geeigneter elektrischer Tester muss also in der Lage sein, die Dynamik kleiner Ströme über
eine große Frequenzbandbreite aufzulösen. Während dieser Arbeit wurde daher der bereits
von Gunnar Bruns und Carl Schlockermann entwickelte Aufbau optimiert, um verbesserte
Messungen des transienten Schaltverhaltens durchzuführen [Bru12].
Messaufbau
Der Messplatz besteht im Wesentlichen aus schnellen Puls-, Wellenform- und Arbiträr-
generatoren (wahlweise HP 81110A, Tabor AWG ww1281A oder Agilent 81160A), einer
im I. Physikalischen Institut (IA) entwickelten Platine zur verstärkten und schnellen Mes-
sung kleiner Ströme sowie der Kontaktierung von Phasenwechselnanostrukturen und einem
extrem schnellen Vierkanal-Oszilloskop (wahlweise LeCroy SDA13000 (6GHz) oder Tek-
tronik DPO72304DX (23GHz)). Die Platine verbindet die Signalgeneratoren und das ver-
wendete Oszilloskop mit der über Messspitzen kontaktierten Phasenwechselspeicherzelle.
Aufgrund eines ursprünglich von Carl Schlockermann entwickelten Impedanzanpassungs-
netzwerkes auf der Eingangsseite der Platine (auf der der Signalgenerator angeschlossen
ist) ist es möglich, neben der Einspeisung eines hochfrequenten Spannungssignals die-
ses ebenfalls in abgeschwächter Form direkt an einem der Kanäle am Oszilloskop zu de-
tektieren. Das rein passiv konstruierte breitbandige Widerstandsnetzwerk zur Impedan-
zanpassung ermöglicht wegen der extrem kurzen Distanz (ca. 2 cm) zwischen Ende der
Messspitze und dem Messpunkt des angelegten Spannungssignals eine von Signalreflektio-
nen unverfälschte Messung. Die Bandbreite der Spannungsmessung ist daher nur von der
des Oszilloskops abhängig. Signalreflektionen treten bei resistiv schaltenden Materialien
grundsätzlich immer aufgrund des variablen, unangepassten elektrischen Widerstands in
allen Zellzuständen auf.
Im Falle zukünftiger Erweiterungen des Messplatzes zu sehr hohen Frequenzen (≈10GHz)
62
4.1 Schneller elektrischer Tester für Phasenwechselnanostrukturen
Pulse Generator
Sine Wave Generator
Impedance
Matching
Network
Device
Under
Test
Shunt Resistor
OPA847 OPA847
Lock-In Amplier
4 Ch
Real Time
Scope
 10 mV, 10 kHz
1-10 V, ~300 MHz
1 kΩ - 100 MΩ
150 fF
51 Ω
x20 (330 MHz)
Vout
Ix10 Ix200
RDUT
TiN
Ti
TiN
Ge2Sb2Te5
cryst.amorph.
Si3N4
Vin
Vin Vout Ix10 Ix200
30 nm
40 nm
3 nm
60 nm
x20 (330 MHz)
Abbildung 4.1: Schematischer Aufbau des schnellen elektrischen Testers für Phasenwechselzellen. Zwei
unterschiedlich schnelle elektrische Schaltkreise zur Messung von schnellen zeitaufgelösten Signalen so-
wie zur niederfrequenten Bestimmung des Zellwiderstandes mittels Lock-In Verfahren wurden auf einer
am I. Physikalischen Institut (IA) entwickelten Platine kombiniert. Für schnelle Pulsexperimente an
Ge2Sb2Te5 „Mushroom“-Zellen ist ein Pulsgenerator mittels Impedanzanpassungsnetzwerk auf der Pla-
tine mit der Phasenwechselnanostruktur verbunden. Zeitaufgelöste Strom- und Spannungsmessungen
werden dabei von einem schnellen Vierkanal-Oszilloskop durchgeführt. Um eine schnelle und unver-
fälschte Messung der Zellreaktion auf einen von außen angelegten Spannungspuls zu ermöglichen, wird
der Stromfluss durch einen 51W Messwiderstand über zwei in Reihe geschaltete Operationsverstär-
ker mit einer Bandbreite von bis zu 330MHz ermittelt, die eine Signalverstärkung von 10 bzw. 200
(kombiniert) erreichen. Der Zellwiderstand wird unter kleinen elektrischen Feldstärken mittels Kom-
bination aus Sinusgenerator und Lock-In Verstärker nach Anlegen eines Spannungssignals bestimmt.
Die in dem ersten Teil dieses Kapitels verwendeten vertikalen Ge2Sb2Te5-Zellen bestehen aus einem
TiN-Bottom-Elektrodenheizer mit einem Durchmesser von etwa 60 nm der in einer isolierenden Si3N4-
Schicht eingebettet ist. Die Top-Elektrode besteht aus einer 3 nm dicken Adhäsionsschicht zwischen der
30 nm dicken Schicht aus Phasenwechselmaterial und einer 40 nm dicken kontaktierbaren TiN-Schicht.
müssen auch die Zellgeometrie und die Kontaktelektroden impedanzangepasst sein. Für
nicht impedanzangepasste Proben würden die Abweichungen im Frequenzgang zu einer
Verformung der angelegten Spannungspulse führen [Poz11]. Diese Effekte werden beson-
ders relevant, wenn die Wellenlängen der Signale in den Bereich der Probengeometrie
kommen (eine Frequenz von 20GHz entspricht in etwa einer Wellenlänge von 1 cm). Da
die in dieser Arbeit verwendeten Signale jedoch maximal im Bereich von etwa 330MHz
liegen, ist eine Impedanzanpassung der Proben hier nicht relevant.
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Transiente Messung von Strom und Spannung
Neben der präzisen Messung des angelegten Spannungssignals, die besonders für die Un-
tersuchung des Einflusses verschiedener Pulsformen auf das Threshold-Switching Ereignis
wichtig ist, ermöglichen zwei Operationsverstärker eine schnelle Messung kleiner Ströme
mit gutem Signal-Rausch-Verhältnis (SNR). Die zwei schnellen Verstärker (Texas Instru-
ments OPA847) sind dabei auf der Ausgangsseite der Platine in Reihe mit nur sehr gerin-
ger Distanz zur Probe installiert. Aufgrund des hohen Widerstands des zu untersuchenden
Phasenwechselmaterials und nur geringem Messwiderstand von 51W ist das zum Strom
proportionale Spannungssignal extrem klein. Die geringe Distanz von etwa 1 cm zum ersten
Operationsverstärker sorgt nun für eine möglichst rauscharme Messung der Reaktion der
Phasenwechselzelle auf einen angelegten Spannungspuls. Die verwendeten Operationsver-
stärker stellen einen für diese Anwendung optimalen Kompromiss zwischen Verstärkung
und Bandbreite (−3 dB Abfall bei etwa 330MHz für eine 20-fache Spannungsverstärkung)
am aktuellen technischen Limit dar [OPAb]. Der zweite in Reihe geschaltete Operations-
verstärker verstärkt das Ausgangssignal des ersten Verstärkers zusätzlich um einen Faktor
20, sodass eine Erweiterung des messbaren Strombereiches zwischen einigen 100 nA und
3.5mA entsteht und eine gute Stromauflösung sowohl in der kristallinen als auch der amor-
phen Phase ermöglicht wird. Es ist zu beachten, dass obwohl beide Operationsverstärker
auf eine Spannungsverstärkung von 20 ausgelegt sind, am Oszilloskop nur ein 10-fach bzw.
200-fach verstärktes Signal messbar ist. Dies liegt an den verwendeten 50W Widerständen
zur Impedanzanpassung am Ausgang der Operationsverstärker, die zusammen mit dem
50W Innenwiderstand des Oszilloskops einen Spannungsteiler (50%/50%) bilden. Zusam-
men mit der guten Stromauflösung und der schnellen Reaktionsgeschwindigkeit von 2 ns
(minimale Anstiegszeit der Verstärker) wird damit eine Messung der dynamischen Effekte
vor und im Moment des Threshold-Switchings möglich.
Messung des Zustandes der Phasenwechselzelle
Für eine Bestimmung des Zellzustandes wird neben dem oben beschriebenen schnellen
elektrischen Schaltkreis ein niederfrequenter Kreis zur Widerstandsmessung mittels Lock-
In Verfahren benutzt. Dieser Schaltkreis besteht aus einem Sinusgenerator (Agilent 33120
Function/Arbitrary Waveform Generator) und einem Lock-In Verstärker (EG&G Prince-
ton Applied Research Model 5210), der in der Lage ist neben dem Betrag der komplexen
Impedanz auch die Phase des Signals in Bezug auf die vom Sinusgenerator ausgegebene
Referenzphase zu bestimmen.
Nachdem über den schnellen Schaltkreis ein Spannungssignal an die Phasenwechselzelle
angelegt wurde und der Stromfluss und die anliegende Spannung zeitaufgelöst mit dem
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Oszilloskop gemessen wurde, wird über das Impedanzanpassungsnetzwerk eine kontinuier-
liche, sinusförmige Wechselspannung mit einer Frequenz von 10 kHz und einer Amplitude
von 10mV an die Probe angelegt, um mittels Lock-In den Probenwiderstand bei dieser
Frequenz zu bestimmen. Die Amplitude der Wechselspannung ist mit 10mV so niedrig
gewählt, dass das Signal weder den Zustand der Probe beeinflussen kann, noch aufgrund
zu hoher Feldstärken eine Nichtlinearität der IV-Kennlinie erfasst wird. Der so ermittelte
Zellwiderstand stellt damit im Vergleich zu den transienten Messungen mittels Oszillo-
skop einen Gleichspannungswiderstand bei kleinen Feldstärken (im ohmschen Bereich der
IV-Charakteristik) dar. Zwischen der schnellen Messung mittels Oszilloskop und der Be-
stimmung des Zellwiderstands nach Anlegen eines Spannungspulses vergehen aufgrund
einer extrem lang gewählten Integrationszeit des Lock-In Verstärkers etwa 20 s. Ein even-
tueller Einfluss des Widerstandsdriftens bei Raumtemperatur ist wegen des Zeitverhaltens
nach Gleichung 2.1 (Potenzgesetz) auf dieser Zeitskala zu vernachlässigen.
Parasitäre Einflüsse
Die Frequenz zur Messung des elektrischen Widerstands der Phasenwechselzelle wurde auf
10 kHz zur Vermeidung parasitärer Einflüsse (maßgeblich durch Kapazitäten) begrenzt.
Wird die Frequenz f des Sinussignals angehoben (z.B. in den MHz Bereich), so wird die
parasitäre Kapazität C parallel zu dem Widerstand des Phasenwechselmaterials RDUT
zunehmend leitfähiger. Die Gesamtimpedanz Z wird dann durch die parasitären Eigen-
schaften der Zelle dominiert werden. Für hohe Frequenzen gibt demnach der ermittelte
Zellwiderstand nicht mehr den tatsächlichen Widerstand der Phasenwechselzelle an.
Z = 1(
1
RDUT
+ i2pifC
) (4.1)
Effekte durch eine parasitäre Kapazität wurden in der Diplomarbeit [Wim10] ausführlich
durch Lade- und Entladezyklen untersucht. Es wird dabei angenommen, dass die para-
sitäre Gesamtkapazität von C=140 fF durch die metallischen Zuleitungen auf der Probe
sowie durch die Kontaktnadeln entsteht. Weiterhin sei darauf hingewiesen, dass typische
in der Literatur zur Charakterisierung von Phasenwechselmaterialien verwendete elektri-
sche Tester Kapazitäten im Bereich mehrerer pF aufweisen [IML+05a, IML+05b]. Der im
Vergleich dazu geringe Wert von C=140 fF verschafft wie nachfolgend beschrieben, einen
entscheidenden Vorteil bezüglich Signalqualität und Messgeschwindigkeit.
Abbildung 4.2 zeigt (oben) den Frequenzgang des Betrages der Impedanz und (unten)
den der Phase für farblich unterschiedlich dargestellte reale Widerstände des Phasen-
wechselmaterials. Während für f=10 kHz für alle experimentell relevanten Zellwiderstände
65
Kapitel 4 Transiente Schalteffekte in Phasenwechselspeicherzellen
103 104 105 106 107 108 109
103
104
105
106
107
Frequency / Hz
M
ag
ni
tu
de
 Im
pe
da
nc
e 
/ Ω
105
106
107
D
UT
 re
sis
ta
nc
e 
/ Ω
103 104 105 106 107 108 109
80
100
120
140
160
180
Frequency / Hz
Ph
as
e 
/ °
105
106
107
D
UT
 re
sis
ta
nc
e 
/ Ω
CRDUT
Abbildung 4.2: Berechneter Frequenzgang des Betrages der Impedanz einer Phasenwechselzelle inkl.
Berücksichtigung einer parallelen parasitären Kapazität (oben) und der Phase (unten). Farbig dargestellt
sind unterschiedliche Widerstände des Phasenwechselmaterials zwischen 100 kW<RDUT<10MW. Durch
Erhöhung der Frequenz einer harmonischen Wechselspannung wird die parasitäre Kapazität leitfähiger,
wodurch die Impedanz des Gesamtsystems bestehend aus dem Widerstand des Phasenwechselmaterials
und der Kapazität absinkt. Die Phase zeigt im Bereich hoher Frequenzen ab etwa 1MHz eine Drehung
um 90° im Vergleich zum Referenzwert bei niedrigen Frequenzen, aufgrund eines dominierenden Beitrags
der Kapazität zur Gesamtimpedanz.
1 kW<RDUT<10MW eine zu vernachlässigende Beeinflussung durch die Kapazität sicht-
bar ist, dominiert die Kapazität den Gesamtwiderstand für höhere Frequenzen. Die genaue
Übergangsfrequenz ist von dem Zellwiderstand abhängig. Für Frequenzen ab spätestens
f=100MHz kann auch aufgrund des Phasenverlaufs eine Messung dieser Größe keine Un-
terscheidung verschiedener Widerstände RDUT mehr liefern. Um einen von parasitären
Effekten unverfälschten Wert des Zellwiderstand zu gewährleisten, wurde in allen nachfol-
gend vorgestellten Experimenten eine Sinusfrequenz von f=10 kHz gewählt. Es sei jedoch
betont, dass unter Berücksichtigung der Phaseninformation der Lock-In Verstärker mit
diesen Proben auch bis etwa 1MHz verwendet werden könnte.
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Um auch den Einfluss der parasitären Kapazität auf die schnellen transienten Messungen
gering zu halten, wurde ein kleiner Messwiderstand von Rshunt=51W verwendet. Dieser
liefert zwar nur ein geringes Spannungssignal zur Strommessung (aufgrund des ungüns-
tigen Spannungsteilers zwischen RDUT und Rshunt), sorgt jedoch für eine verschwindend
geringe Zeitkonstante des Gesamtsystems τ=R·C≈14 ps - 154 ps. Der genannte Bereich
der RC-Zeitkonstanten entsteht dabei durch die Anordnung der einzelnen parasitären Ka-
pazitäten im Schaltkreis. Nimmt man beispielsweise an, dass die Gesamtkapazität von
C=140 fF parallel zu RDUT und dem 1 kW Serienwiderstand des TiN-Heizers ist, so kann
eine Zeitkonstante mit τ=(Rsource+Rshunt) ·C=(50W+51W)·140 fF=14ps berechnet wer-
den. Der Widerstand Rsource stellt dabei den Innenwiderstand des Pulsgenerators dar.
Sollte jedoch die Gesamtkapazität nur parallel zu RDUT sein, so ergibt sich ein Wert von
τ=(Rsource + Rshunt + Rheater) · C=154 ps. In der Realität liegt die wirkliche Anordnung
der einzelnen parasitären Kapazitäten zwischen diesen beiden diskutierten Grenzfällen,
sodass eine mittlere Zeitkonstante zwischen diesen beiden Extrema wahrscheinlich ist. Da
die genaue Zusammensetzung der einzelnen Anteile zur Gesamtkapazität im Schaltkreis
unbekannt ist, kann hier nur ein Bereich möglicher RC-Zeitkonstanten angegeben wer-
den.
Die oben dargestellte Betrachtung des Frequenzverlaufes gilt nur für harmonische Wech-
selspannungen. Wird z.B. nur ein kurzer Spannungspuls mit unendlich steilen Flanken
angelegt, so bewirkt dieser ein Auf- bzw. Entladen des Kondensators mit der entsprechen-
den Zeitkonstanten τ . Die in [Wim10] durchgeführte Charakterisierung der parasitären
Effekte erlaubt mit bekanntem C die Korrektur der durch die Kapazität bewirkten Effekte
(Stromfluss während den Spannungsflanken aufgrund der Auf- bzw. Entladung) innerhalb
einer transienten Strommessung. Diese für alle Experimente standardisierte Korrektur der
parasitären Effekte ist besonders für eine unverfälschte Messung des dynamischen Strom-
verlaufs im Sub-Threshold Bereich und dessen Interpretation relevant. Die Bandbreite
des schnellen elektrischen Testers für Phasenwechselnanostrukturen wird demnach nicht
durch Kapazitäten, sondern im Falle der Strommessung nur durch die Reaktionszeit der
verwendeten Operationsverstärker und im Falle der angelegten Spannungssignale durch
die Signalgeneratoren selbst begrenzt.
Für eine systematische Untersuchung des Threshold-Switching Effektes ist es wichtig,
konstante und kontrollierbare Umgebungsbedingungen zu schaffen, da die Threshold-
Spannung beispielsweise stark von der Umgebungstemperatur abhängt
[LH72, LH73, VWD75, KKKM08, LJJ+09, LJJ+10]. Aus diesem Grund verfügt der Pro-
benhalter des schnellen elektrischen Testers über einen wassergekühlten Peltier-Stack (be-
stehend aus zwei übereinander gestapelten Peltier-Elementen), um eine kontrollierte Pro-
bentemperatur einzustellen. Die in diesem Kapitel vorgestellten Experimente wurden bei
einer konstanten Temperatur von (25.0±0.5) ◦C durchgeführt.
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4.2 Herstellung vertikaler Ge2Sb2Te5-Nanostrukturen
Bevor die am schnellen elektrischen Tester durchgeführten Experimente im einzelnen vor-
gestellt werden, soll kurz die Herstellung der verwendeten vertikalen Ge2Sb2Te5-Speicherzellen
(aufgrund der in dieser Geometrie entstehenden Form des amorphen Bereiches auch
„Mushroom“-Zellen genannt) behandelt werden.
Die verwendeten „Mushroom“-Zellen wurden alle auf Basis von vorstrukturierten Silizium-
Wafern präpariert. In der Vergangenheit wurden diese Wafer von einem deutschen Halb-
leiterkonzern zur Verfügung gestellt und beinhalten schon fertig strukturierte Kontakt-
pads sowie die metallische Zuleitung der Bottom-Elektrode. Der Fertigungsprozess im I.
Physikalischen Institut (IA) besteht daher nur aus der nachfolgend beschriebenen Struk-
turierung und Deposition des Phasenwechselmaterials und der Top-Elektrode.
Waferbeschreibung
Ein gesamter 300mm Wafer enthält etwa 500 einzelne Chips mit Strukturen im Bereich
von 50 nm bis etwa 50µm. Jeder dieser einzelnen Chips enthält wiederum 120 einzeln
kontaktierbare Zellen. Aufgrund der hohen Zahl der verfügbaren Zellen wurden nur ein-
zelne etwa 15× 15mm2 große Chips verwendet, die aus dem Wafer gebrochen wurden.
Die 120 einzelnen, zeilenweise auf dem Chip angeordneten Zellen, haben alle die gleiche
Geometrie, die maßgeblich durch die Form und den Querschnitt des freiliegenden Bottom-
Elektrodenkontaktes gegeben ist (ein Ausschnitt von zwei Reihen mit je 12 einzelnen Zellen
ist in 4.3 (a) abgebildet).
Neben den beiden 40× 40 µm2 großen Kontaktpads ist ein von der Bottom-Elektrode nach
unten verlaufender heller Streifen (in [Bru12] auch „M0-Linie“ genannt) zu erkennen. Die-
ser stellt eine unter der Oberfläche des Wafers vergrabene elektrische Verbindung zwischen
dem Bottom-Elektrodenpad und dem zylinderförmigen Kontakt mit der zu deponieren-
den Phasenwechselschicht dar. Der aus TiN gefertigte zylinderförmige Kontakt am Ende
der „M0-Linie“ (Abbildung 4.3 (c)) wird aufgrund des extrem geringen Querschnitts von
etwa 60× 40 nm2 auch „Heizer“ genannt, da dort unter angelegter Spannung die größte
Stromdichte entsteht und damit dieser die zum Phasenwechsel notwendige Wärme er-
zeugt. Die an der Oberfläche des Wafers liegende Spitze des Heizers ist dabei die einzige
Stelle (neben den großflächigen Kontaktpads), die nicht von einer isolierenden Schicht
Si3N4 bedeckt ist. Die Deposition eines Phasenwechselmaterials führt demnach zu einem
lokalen elektrischen Kontakt mit dem TiN-Heizer sowie den Kontaktpads. Damit nun
kein Kurzschluss zwischen den Kontaktpads sowie zwischen benachbarten Zellen entsteht,
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Abbildung 4.3: Rasterelektronenmikroskopaufnahme eines zur Herstellung von vertikalen Phasenwech-
selnanostrukturen vorstrukturierten Silizium-Wafers. Teil (a) zeigt 2 der 10 Reihen mit je 12 einzel-
nen Phasenwechselzellen. Die Fläche einer einzelnen Zelle bestehend aus einer (noch fehlenden) Top-
Elektrode und einer vergrabenen Bottom-Elektrode, ist beispielhaft in Teil (b) abgebildet. Ausgehend
von dem Bottom-Elektrodenkontaktpad verläuft eine hellgraue Linie nach unten. Diese metallische ver-
grabene Verbindung stellt den elektrischen Kontakt zwischen dem Kontaktpad und einem zylindrischen
TiN-Heizer am Ende der Linie her. Teil (c) zeigt die extrem kleine Struktur des TiN-Heizers. Auf-
grund des geringen Querschnitts von etwa 60× 40 nm2 wird beim Anlegen einer äußeren elektrischen
Spannung im Heizer lokal die höchste Stromdichte in der Zelle induziert. Die für den Phasenwechsel
notwendigen Temperaturen werden durch den direkten Kontakt des Heizers mit dem Phasenwechselma-
terial und die dort entstehende Joulesche Wärme erzeugt. Aufnahmen durchgeführt von S. Mohrhenn.
muss mittels optischer Lithographie eine Strukturierung der Top-Elektrode vorgenommen
werden (Abbildung 4.4).
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Strukturierung der Top-Elektrode mittels optischer Lithographie
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Abbildung 4.4: Schrittweise Darstellung des Fabrikationsprozesses zur Herstellung von vertikalen Pha-
senwechselnanostrukturen auf Basis vorstrukturierter Wafer. Die Abbildung zeigt die notwendigen Foto-
Lithographie sowie Depositionsverfahren zur Fertigstellung vertikaler „Mushroom-Zellen“. Alle Lithogra-
phieschritte wurden in einer Reinraumumgebung durchgeführt. Die Abbildung unten rechts zeigt einen
Querschnitt in die über der Bottom-Elektrode deponierten Schichten (Phasenwechselmaterial: grau, Ti:
weiß, TiN: gelb).
Alle im Folgenden beschriebenen Lithographieschritte wurden im Reinraum des II. Phy-
sikalischen Institutes durchgeführt. Zunächst wurde mittels Spin-Coating Verfahren eine
etwa 1 µm dicke Schicht eines positiv PMMA-Lackes der Firma Allresist vom Typ AR-U
4040 aufgetragen und für 2min bei 95 ◦C ausgebacken. Anschließend wird der Lack durch
eine Fotomaske zur Definition der Top-Elektrodenflächen für 20 s belichtet. Dabei werden
chemische Bindungen im Lack aufgebrochen, sodass dieser lösbar in einer Entwicklerflüs-
sigkeit wird. In einer Mischung aus deionisiertem Wasser und Entwickler AR 300-47 (2:1)
wird die belichtete Lackschicht für 35 s entwickelt. Durch die Entwicklung werden belich-
tete Flächen des Lackes entfernt, sodass an diesen Stellen der zugrunde liegende Wafer
frei liegt. Abschließend wird die Entwicklung des Lacks in reinem deionisierten Wasser
gestoppt und die Probe mit Stickstoff zur Trockung abgepustet.
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Deposition des Phasenwechselmaterials und der Top-Elektrode
In einem nächsten Schritt wird die Probe in eine Sputterkammer zur Deposition des
Phasenwechselmaterials und der metallischen TiN-Top-Elektrode mittels Plasmazerstäu-
bung eingebaut und die Kammer evakuiert. Nach dem Erreichen eines Basisdruckes von
1.4 · 10−6mbar wurde zunächst die Probe physikalisch geätzt, um oxidierte Bereiche zu
reinigen und einen guten elektrischen Kontakt zwischen der Bottom-Elektrode und dem
Phasenwechselmaterial zu gewährleisten. Der Ätzprozess wurde durch Beschleunigung von
Argon-Ionen in einem äußeren elektrischen Feld mit einer RF-Leistung von 60W (DC-Bias
von etwa 300V) bei einem Argon-Druck von 4.9 · 10−3mbar für 760 s durchgeführt. In der
Vergangenheit wurde versucht den über die Zeit oxidierten TiN-Heizer mittels nassche-
mischem Ätzen durch Flusssäure zu reinigen. Obwohl dieses Verfahren für einige wenige
Zellen auf dem Chip zu einem guten elektrischen Kontakt und damit zu einer funktionie-
renden Zelle führte, war die Ausbeute an funktionierenden Zellen insgesamt nur gering
und keine hinreichende Reproduzierbarkeit gegeben. Das zu Beginn dieser Arbeit etablier-
te Ätzverfahren mittels Argon-Ionen verbesserte zwar die Situation, sodass alle Zellen auf
einem Chip einen guten elektrischen Kontakt zeigten, konnte jedoch nicht über viele Chips
reproduziert werden. Messungen an verschiedenen Zellen auf einem Chip hingegen zeigten
ein reproduzierbares Schaltverhalten. Unter anderem wurde neben der Durchführung der
schnellen elektrischen Messungen in dieser Arbeit parallel an der Entwicklung eines neu-
en Herstellungsverfahrens lateraler Phasenwechselnanostrukturen gearbeitet, sodass nicht
mehr auf die oxidierten vorstrukturierten Wafer zurückgegriffen werden muss.
Nach der Reinigung der Waferoberfläche wurde eine 30 nm dicke Schicht aus dem Pha-
senwechselmaterial Ge2Sb2Te5 mittels DC-Sputterdeposition von einem stöchiometrischen
Target deponiert. Für eine ausführliche Beschreibung des Sputterprozesses sei auf die Dis-
sertation von Ines Friedrich verwiesen [Fri00]. Anschließend wurden in situ eine 3 nm dicke
Adhäsionsschicht aus Titan und eine 40nm dicke Top-Elektrode aus TiN abgeschieden.
Die Adhäsionsschicht aus Titan wurde dabei DC mit einer Leistung von 60W und die TiN
Schicht reaktiv (DC) unter Zufuhr von Stickstoff bei einer Leistung von 120W aufgetra-
gen. Der Kammerdruck während der Deposition der drei Schichten betrug 4.6 · 10−3mbar
(Ge2Sb2Te5) bzw. 4.2 · 10−3mbar (Ti, TiN). Zum Abschluss wurde die noch vorhandene
Lackschicht mittels eines Aceton- und anschließendem Isopropanolbades entfernt (Lift-off
Prozess).
Um einen reproduzierbaren Anfangszustand aller Zellen zu gewährleisten, wurde der ge-
samte Chip unter Argon-Schutzatmosphäre mit 10K/min auf 200 ◦C aufgeheizt und für
10min bei dieser Temperatur gehalten, sodass das amorph deponierte Phasenwechselma-
terial kristallisiert. Die so hergestellten vertikalen Phasenwechselstrukturen wiesen alle
reproduzierbar einen Anfangswiderstand von etwa 5 kW in der kristallinen Phase auf. Es
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40 µm
Abbildung 4.5: Rasterelektronenmi-
kroskopaufnahme einer vertikalen Pha-
senwechselspeicherzelle nach der Struk-
turierung und Deposition der Phasen-
wechselschicht und Top-Elektrode. Die
hellgraue L-förmige Fläche links zeigt
die strukturierte Top-Elektrode. Das
Kontaktpad oben rechts ist der elektri-
sche Kontakt zur vergrabenen Bottom-
Elektrode. Aufnahme durchgeführt von
S. Mohrhenn.
ist zu beachten, dass der intrinsische Widerstand des TiN-Heizers von etwa 1 kW bereits
in allen mittels Lock-In Verfahren gemessenen Zellwiderständen enthalten ist.
4.3 Einfluss der Pulsform auf das Threshold-Switching Ereignis
Es wurde bereits mehrfach in der Literatur gezeigt, dass die Threshold-Spannung einer
amorphen Phasenwechselspeicherzelle linear von der Dicke des amorphen Bereiches (in
Abschnitt 3.1.1 und 3.2.1 mit ua bezeichnet) abhängt [IZ07a, KKSK07, Iel08, BKZ+09,
KRR+09a]. Systematische Variation der Zellgeometrie in [KRR+09a] haben darüber hin-
aus gezeigt, dass ein materialabhängiges kritisches Threshold-Feld zum Schalten existiert.
Die experimentell beobachtete Threshold-Spannung ist also abhängig von der Dicke der
amorphen Schicht sowie vom Phasenwechselmaterial selbst.
Um daher einen reproduzierbaren Startzustand für alle im Folgenden durchgeführten Ex-
perimente zu garantieren, wurde die Phasenwechselzelle vor jedem Amorphisierungspuls
vollständig kristallisiert (RDUT ≈5 kW). Auf diese Weise ist es möglich, mit festen Amor-
phisierungspulsparametern einen reproduzierbar großen amorphen Bereich über dem
Bottom-Elektroden Heizer einzustellen. Ein nach jeder Amorphisierung gemessener kon-
stanter Zellwiderstand bestätigt diese Tatsache. Durch Variation der Amorphisierungspuls-
höhe ist es möglich, unterschiedlich große amorphe Bereiche mit den entsprechenden
Widerstandsniveaus reproduzierbar einzustellen und eine Veränderung des Threshold-
Switching Effektes mit variablem Startzustand systematisch zu untersuchen.
Eine Bestimmung der Threshold-Spannung findet in vielen Arbeiten in der Literatur
über langsame Spannungsrampen unter Messung des Stromflusses durch das Phasen-
wechselmaterial bzw. durch Spannungseinbruch über dem Phasenwechselmaterial statt
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Abbildung 4.6: IV-Charakteristik einer amorphen Ge2Sb2Te5-Zelle für unterschiedlich lange ansteigen-
de Spannungsflanken. Vor jedem dargestellten Testpuls wurde die Zelle mit einem konstanten Amor-
phisierungspuls mit einer Amplitude von 2V, einer Pulsbreite von 64 ns und 2 ns Flanken in einen
Zustand mit RDUT=(3.38±0.13)MW gesetzt. Eine Veränderung der ansteigenden Spannungsflanke
des Testpulses (logarithmische Variation zwischen 2 ns und 8192 ns, bei konstanten restlichen Parame-
tern) zeigt eine klare Änderung in der Threshold-Spannung Vth. Kurze Anstiegsflanken führen zu hohen
Vth, wohingegen lange Flanken die Threshold-Spannung erheblich reduzieren können.
[PLM+02, SGT04, BKZ+09, Iel09, LSI10, CCI13]. In dem Moment, in dem der Strom
durch die Zelle abrupt ansteigt tritt das Threshold-Switching ein und die entsprechende
Spannung Vth kann abgelesen werden. Die genaue Angabe der Pulsparameter wie etwa die
Dauer der ansteigenden Flanke findet man jedoch nur selten in diesen Arbeiten.
Abbildung 4.6 zeigt eine Strom-Spannungs-Kennlinie gemessen für unterschiedlich lange
ansteigende Spannungsflanken zwischen 0.85V/ns und 0.17V/µs (farbkodiert). Wie zu-
vor beschrieben wurde dabei die Größe des amorphen Bereiches vor jedem Spannungspuls
auf einen festen Wert eingestellt. Mit der Existenz eines kritischen Threshold-Feldes soll-
te demnach beim Erreichen der zugehörigen Spannung der Threshold-Switching Effekt
auftreten. Wie jedoch in Abbildung 4.6 zu sehen ist, ist dies nicht der Fall. Vielmehr lie-
gen die Threshold-Spannungen für eine 2 ns ansteigende Spannungsflanke mit etwa 1.7V
deutlich über dem Wert von etwa 1V für eine Flanke von 10µs. Es ist also eine klare
Absenkung der Threshold-Spannung mit langsamer werdender Spannungserhöhung sicht-
bar. Nun stellt sich die Frage, welche dieser Threshold-Spannungen die „korrekte“ ist. Die
Antwort darauf ist, dass es in dem Sinne kein kritisches elektrisches Feld zum Eintritt des
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Threshold-Switching Phänomens gibt. Wenn überhaupt kann man nach Adler et al. von
einem minimalen elektrischen Feld sprechen unter dem kein Threshold-Switching stattfin-
det, egal wie lang die angelegte Pulsform ist [AHM78]. Auch die experimentelle Arbeit von
Yu et al. deutet auf die Existenz eines minimalen Threshold-Feldes hin [YBL+08]. Eine
Untersuchung des Threshold-Switching Effektes erfordert daher immer die vollständige
Angabe aller verwendeten Pulsparameter, da ansonsten Experimente, auch wenn sie am
gleichen Phasenwechselmaterial durchgeführt wurden, nicht vergleichbar sind.
Die in Kapitel 3 vorgestellten Modelle nach Ielmini et al. und Pirovano et al. beschreiben
das Threshold-Switching Phänomen als einen dynamischen Effekt, der nur durch mikro-
skopische Systemgrößen (wie z.B. der Besetzungszahl der energetisch nahe am Band liegen-
den Defektzustände) qualitativ korrekt beschrieben werden kann. Die hier experimentell
beobachtete zeitliche Abhängigkeit des zum Threshold-Switching führenden Anregungs-
mechanismus wird in diesen Modellen durch die Ratengleichungen in 3.19 sowie 3.25 und
3.26 erfasst. Für detaillierte Informationen über die im Modell nach Pirovano et al. be-
schriebene Dynamik der elektrischen Anregung wird auf die Dissertation von Daniel Krebs
[Kre10] verwiesen.
Eine IV-Kennlinie ist ohne Zeitinformation also nicht in der Lage, dynamische Effekte
durch unterschiedliche Pulsformen -wie sie beim Threshold-Switching auftreten- sinnvoll
zu beschreiben. Der Einfluss der Historie des angelegten Spannungssignals auf den Schalt-
vorgang wird nicht berücksichtigt. Aus diesem Grund ist es wichtig, zeitaufgelöste Messun-
gen des Threshold-Switching Effektes durchzuführen. Um dabei jedoch nicht den Einfluss
unterschiedlicher Spannungen und der Dynamik der elektrischen Anregung zu vermischen,
werden daher im Folgenden Spannungspulse mit schnellstmöglichen Anstiegs- und Abfall-
zeiten und konstanter Spannung verwendet.
4.4 Threshold-Switching Verzögerungszeit
Zur Messung der Threshold-Switching Verzögerungszeit wurden eine Reihe von Experi-
menten mit Konstantspannungspulsen (1ms Pulsbreite und 2 ns Flanken) ansteigender
Amplitude an gleiche Anfangszustände (gleicher Anfangswiderstand als Indiz für gleiche
amorphe Schichtdicke) angelegt und der Stromfluss durch die Phasenwechselzelle gemessen
(Abbildung 4.7). Generell können in den Stromverläufen drei unterschiedliche Verhalten
beobachtet werden. Für kleine Spannungen (weniger als 0.8V, dunkel blauer Bereich)
ist die angelegte Spannung zu gering um die Phasenwechselzelle zu schalten. Der Strom
bleibt dabei in diesem Bereich auf einem konstanten, geringen Niveau. Für hohe Spannun-
gen auf der anderen Seite (mehr als 1.0V, roter Bereich), steigt der Strom beim Anlegen
des Spannungspulses sofort auf einen Wert von etwa 200 µA an. In diesem Bereich findet
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Abbildung 4.7: Zeitaufgelöste Strom- und Spannungsmessung für Konstantspannungspulse mit varia-
bler Amplitude, dargestellt auf einer logarithmischen Zeitachse. Die Abbildung (oben) zeigt beispielhaft
einen Konstantspannungspuls mit einer Pulsbreite von 1ms, 2 ns Flanken und einer Amplitude von
0.8V. In dem unteren Diagramm sind transiente Stromverläufe dargestellt, die während verschiedener
Konstantspannungspulse mit einer ansteigenden Amplitude (farbkodiert) gemessenen wurden. Durch ei-
ne Erhöhung der Amplitude des Spannungspulses mit jeder Wiederholung des Experimentes um 10mV
kann eine Reduzierung der Threshold-Switching Verzögerungszeit beobachtet werden (sichtbar durch
einen abrupten Anstieg im Stromverlauf).
das Threshold-Switching Ereignis direkt zu Beginn des Pulses statt (schneller als es die
Messauflösung des Stroms mittels Operationsverstärker erlaubt). In dem dritten Bereich
zwischen 0.8V und 1.0V (cyan bis orange) findet hingegen der Übergang in den hochleit-
fähigen Zustand erst mit einer deutlichen Verzögerung (der Threshold-Switching Verzöge-
rungszeit) statt. Diese Beobachtung deckt sich mit den über die letzten 40 Jahren durchge-
führten Experimenten zur spannungsabhängigen Verzögerungszeit in den Veröffentlichun-
gen [Sha70, LH72, LHB72, WV74, ASMO80, KCJ+05, KSK07, KKKM08, KMK+08b,
LJJ+10, LSI10].
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Abbildung 4.8: Spannungsabhängigkeit der Threshold-Switching Verzögerungszeit bestimmt aus Kon-
stantspannungspulsexperimenten. Die Verzögerungszeit wurde definiert als die Zeit zwischen Beginn des
angelegten Spannungspulses und dem Moment, in dem aufgrund des abrupten Stromanstiegs während
des Threshold-Switchings ein Strom von 50 µA überschritten wird. Vor jedem 1ms langen Konstantspan-
nungspuls wurde die Phasenwechselzelle amorphisiert, um einen reproduzierbaren Widerstand zwischen
700 kW bis 800 kW herzustellen. Die Amplitude des Spannungspulses wurde während des Experimentes
zwischen 650mV und 1V in 10mV Schritten variiert.
Aus den transienten Stromverläufen für unterschiedliche Konstantspannungspulse wurde
die Threshold-Switching Verzögerungszeit (Zeit zwischen Anlegen des Spannungspulses
und abruptem Anstieg im Stromverlauf) bestimmt. Abbildung 4.8 zeigt die extrahierten
Verzögerungszeiten in Abhängigkeit der angelegten Spannung beispielhaft für vergleichba-
re Anfangszustände (Zellwiderstände im Bereich von 700 kW (hellrot) bis 800 kW (dunkel-
rot)). Aufgrund der für dieses Experiment gewählten Pulsparameter ist eine Veränderung
der Verzögerungszeit über fünf Größenordnungen in der Zeit sichtbar, obwohl die angelegte
Spannung in diesem Bereich nur zwischen 0.8V und 0.95V variiert wurde. Die Messunsi-
cherheit auf der Bestimmung der Verzögerungszeiten liegt bei etwa 2 ns und ist begründet
durch die in diesem Experiment begrenzte Sampling-Rate des Oszilloskops. Der Fehler auf
die Spannungsamplitude von 1mV - 5mV hingegen ist nicht etwa durch eine begrenzte Auf-
lösung des Oszilloskops, sondern durch das überlagerte Rauschen auf den zeitaufgelösten
Daten zu erklären. Die Bestimmung des Zellwiderstands mittels Lock-In Verstärkers liegt
bei den gewählten Messeinstellungen und den hier dargestellten Widerständen von 700 kW
bis 800 kW bei etwa 1%. Es ist zu beachten, dass dieser Wert abhängig ist von der Höhe des
gemessenen Widerstandes. Leichte Variationen des eingestellten Zellwiderstandes können
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durch geringfügig unterschiedliche Amorphisierungsbedingungen zustande kommen. Wird
beispielsweise die Zelle nach dem Anlegen des Testpulses nicht vollständig kristallisiert, so
kann der Strom während des Amorphisierungsvorgangs durch die amorphen Restbereiche
stückweise limitiert werden, sodass ein leicht verschiedener Zellwiderstand resultiert.
Weiterhin ist besonders bei kleinen Spannungen und langen Verzögerungszeiten eine er-
höhte Schwankung der Datenpunkte um die schwarze eingezogene Linie zu erkennen. Hier
muss beachtet werden, dass geringfügige Variationen in der Zelle, wie etwa ein leicht ver-
änderter Kontaktwiderstand zwischen TiN Heizer und dem Phasenwechselmaterial über
mehrere Schaltzyklen eine lokal veränderte Stöchiometrie aufgrund feldbedingter Phasen-
separation, Elektromigration oder unterschiedliche Konfigurationen zwischen kristalliner
und amorpher Phase zwar den Zellwiderstand beeinflussen [PPB+07, KLK+09, YPKJ09,
NLK+09, KOV+12], nicht jedoch unbedingt die elektrische Feldstärke über dem amor-
phen, im Experiment schaltenden, Bereich verändern müssen. Dementsprechend ist eine
Zuordnung zwischen dem elektrischen Widerstand des amorphen Bereiches und der dort
anliegenden Feldstärke nicht eindeutig möglich. Unter Berücksichtigung dieses Sachverhal-
tes, können also leichte Variationen der Verzögerungszeit als Funktion der Spannung bzw.
des elektrischen Feldes durch leichte Variationen im Zellzustand und einer nicht eindeutig
bestimmbaren Feldstärke erklärt werden.
Eine Erweiterung zu längeren oder kürzeren Threshold-Switching Verzögerungszeiten war
im Rahmen dieser Arbeit aufgrund experimenteller Limitierungen zunächst nicht möglich.
Während für kurze Zeiten die begrenzte Reaktionszeit der verwendeten Operationsver-
stärker eine technische Grenze setzt, zeigte sich während dieser Arbeit, dass eine Vielzahl
extrem langer Spannungspulse (im Bereich mehrerer 10ms) dauerhaft das Verhalten der
Phasenwechselzelle beeinflussen. So verringert sich zum Beispiel der Widerstandskontrast
zwischen amorpher und kristalliner Phase über einige Schaltzyklen hinweg und die not-
wendigen Reset-Spannungen, um einen bestimmten Widerstand zu erreichen, verschieben
sich. Dieses Verhalten für lange Spannungspulse könnte ein Indiz für die oben genann-
ten Effekte sein. Um eventuellen Effekten der dauerhaften Zellveränderung vorzubeugen,
wurde daher die Dauer des Spannungspulses auf 1ms begrenzt.
Durch eine Verbesserung der experimentellen Bandbreite (z.B. durch Verzicht von Operati-
onsverstärkern und der Verwendung von HF-Transistoren) könnte zukünftig eine Messung
der Verzögerungszeit auch auf kürzeren Zeitskalen stattfinden, sodass die Frage nach ei-
ner minimalen zum Schalten notwendigen Verzögerungszeit beantwortet werden könnte.
Diese Frage gibt neben weiteren Hinweisen auf den zugrunde liegenden physikalischen
Anregungsmechanismus eine wertvolle Abschätzung über die für eine Anwendung beson-
ders relevante maximale Schaltgeschwindigkeit. Sollte eine extrem schnelle Kristallisation
eines Phasenwechselmaterials (im Bereich von 500 ps wie in [LLW+12] beschrieben) mög-
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lich sein, so findet diese erst nach Eintreten des Threshold-Switching Ereignisses und der
entsprechenden Verzögerungszeit statt.
Eine Extrapolation der Verzögerungszeit zu langen Zeiten ist basierend auf den bisher
vorgestellten experimentellen Daten nicht eindeutig durchführbar (schwarze Linie in Ab-
bildung 4.8). Aus dem Verlauf der durchgezogenen schwarzen Kurve in Abbildung 4.8
könnte eine minimal für das Threshold-Switching benötigte Schaltspannung (ein minima-
les Feld) bestimmt werden. Unter dieser Spannung kann kein Threshold-Switching Ereignis
mehr stattfinden kann, egal wie lange der angelegte Spannungspuls gewählt wurde. Nach
Adler et al. wird in [ASMO80] eine minimale Schaltspannung in dem Generations- und
Rekombinationsmodell unter stationären Bedingungen vorhergesagt. Der gestrichelten Li-
nie folgend ist jedoch auch eine Fortsetzung der spannungsabhängigen Verzögerungszeit zu
kleineren Spannungen vorstellbar. Auch für eine Anwendung als elektronischer Datenspei-
cher ist das Verhalten bei langen Verzögerungszeiten relevant, da mit der Existenz einer
minimalen Threshold-Spannung (Feld) auch ein festes Spannungsfenster zum Auslesen des
Zellzustandes gegeben ist. Es besteht demnach keine Gefahr einer unbeabsichtigten Ände-
rung des Zellzustandes durch einen „Read“-Puls, solange die Spannungsamplitude dieses
Pulses keiner der minimalen Threshold-Spannung gewählt wird. Weiterhin kann durch eine
hohe Amplitude des „Read“-Pulses nahe der minimalen Threshold-Spannung eine gutes
Signal-Rausch-Verhältnis erzielt und damit eine präzise Bestimmung des Zellzustandes
ermöglicht werden.
4.5 Dynamik des Sub-Threshold Bereiches
Aufgrund der sehr guten Auflösung im Bereich kleiner Ströme ermöglicht der schnelle elek-
trische Tester nicht nur eine Untersuchung der Verzögerungszeit, sondern auch eine Cha-
rakterisierung des transienten Verhaltens vor dem Zeitpunkt des Threshold-Switchings
und kann damit weitere Hinweise zu Beantwortung der Frage nach dem Verhalten bei
kleinen Spannungen und langen Verzögerungszeiten liefern. Es ist zu beachten, dass Mess-
plätze, die nicht auf schnelle und rauscharme Verstärker zurückgreifen können, diese im
Folgenden untersuchten Effekte eventuell gar nicht auflösen können, da diese durch das
Rauschen verdeckt werden. Das Design des schnellen elektrischen Testers ermöglicht damit
überhaupt erst die folgenden Charakterisierungen.
Nach dem Anlegen einer äußeren Spannung steigt der Stromfluss durch das amorphe Pha-
senwechselmaterial zunächst auf einen Wert Iinitial (beispielhaft in Abbildung 4.9 gezeigt)
an und zeigt anschließend einen kontinuierlichen, linearen Anstieg über die Zeit. Bei etwa
950 µs endet der lineare Anstieg im Threshold-Switching Ereignis. Um eine Korrelation
zwischen dem linearen Stromanstieg (auch „pre-switching-slope“ (preSS) genannt) und
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Abbildung 4.9: Transienter Stromverlauf während eines 1ms langen Konstantspannungspulses bei
einer Amplitude von 870mV. Während der schnellen ansteigenden Spannungsflanke von 2 ns steigt
der Stromfluss durch die Phasenwechselzelle auf einen Wert von Iinitial ≈14 µA an. Im Moment der
steilen Spannungsflanke ist, aufgrund der oben diskutierten extrem geringen RC-Zeitkonstanten, kein
Aufladungseffekt im Strom sichtbar. Sobald die Spannung ihren maximalen, konstanten Wert erreicht
hat, ist ein linearer Anstieg im Strom bis zum Eintritt des Threshold-Switching Ereignisses (abrupter
Anstieg im Strom bei etwa 950µs) zu erkennen. Durch eine lineare Anpassung an den kontinuierlichen
Stromanstieg wird die sogenannte „pre-switching-slope“ (preSS) bestimmt.
dem Threshold-Switching Phänomen zu untersuchen, wurde an allen Stromverläufen eine
lineare Anpassung im Bereich vor dem Threshold-Switching Ereignis durchgeführt.
Wie die Threshold-Switching Verzögerungszeit zeigt auch die preSS eine starke Abhän-
gigkeit von der angelegten Spannung (Abbildung 4.10). Während die Verzögerungszeit
jedoch ein graduelles Verhalten in der Spannung zeigt, sind in der Spannungsabhängigkeit
der preSS zwei unterschiedliche Bereiche sichtbar. Für kleine Spannungen bis etwa 0.8V
(nicht ausgefüllte Datenpunkte) ist nur ein schwacher exponentieller Anstieg der preSS zu
sehen, während bei höheren Spannungen (ausgefüllte Datenpunkte) ein sehr viel stärkerer
Anstieg sichtbar wird. Ausgefüllte Datenpunkte repräsentieren dabei Experimente, in de-
nen das Threshold-Switching Ereignis während der Pulsdauer (von 1ms) aufgetreten ist.
Im Falle der nicht ausgefüllten Datenpunkte ist zwar eine verschwindend geringe Steigung
im Strom zu ermitteln, jedoch führt der angelegte Spannungspuls nicht zum Schalten der
Phasenwechselzelle. An dieser Stelle sei darauf hingewiesen, dass in dem Bereich kleiner
Spannungen ebenso einige negative preSS ermittelt wurden (siehe Abbildung 4.17) und
dass der absolute Wert der Steigung im Vergleich zu der verfügbaren Messgenauigkeit
extrem gering ist. Während im Bereich hoher Spannungen eine deutliche Steigung (auch
mit dem bloßen Auge) ermittelt werden kann, scheint es im Bereich kleiner Spannungen
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Abbildung 4.10: Spannungsabhängigkeit des Stromanstiegs vor dem Eintritt des Threshold-Switching
Ereignisses. Ausgefüllte Datenpunkte markieren die Experimente, bei denen Threshold-Switching wäh-
rend des 1ms langen Pulses aufgetreten ist. Im Falle nicht ausgefüllter Datenpunkte bei kleinen an-
gelegten Spannungen konnte kein Schaltereignis während des angelegten Spannungspulses beobachtet
werden. Vor jedem Konstantspannungspuls wurde die Phasenwechselzelle amorphisiert, um einen Zell-
widerstand zwischen 700 kW und 800 kW herzustellen. Die Verteilung der spannungsabhängigen preSS
zeigt eine Anordnung der Daten in zwei unterschiedlichen Bereichen, wobei immer eine hohe preSS mit
dem Auftreten des Threshold-Switching Ereignisses einhergeht. Diese Korrelation legt einen direkten
Zusammenhang zwischen der preSS und dem Threshold-Switching Effekt nahe.
eher fragwürdig, ob dort eine positive oder negative Steigung messbar ist (große Fehler in
Abbildung 4.17).
Die Tatsache, dass die zwei in Abbildung 4.10 sichtbaren unterschiedlichen Spannungsbe-
reiche mit dem Eintreten oder dem Ausbleiben des Threshold-Switching Ereignisses über-
einstimmen, weist auf eine Verbindung zwischen der preSS und dem Threshold-Switching
Effekt hin. Vielmehr wird es durch die Beobachtung des Stromverlaufes damit möglich vor-
herzusagen, ob ein nachfolgendes Schaltereignis eintreten wird. Der Stromanstieg scheint
daher Hinweise auf eine zugrunde liegende elektronische Anregung des amorphen Phasen-
wechselmaterials unter dem äußeren elektrischen Feld zu geben.
Ein Vergleich des hier erstmals beobachteten Effektes des Stromanstiegs vor dem Eintritt
des Threshold-Switchings mit der in Abbildung 3.6 dargestellten numerischen Simulation
nach dem Modell von Ielmini et al. zeigt, dass auch dort ein Anstieg des Stroms vor dem
Schaltereignis beobachtet werden kann. Nach Ielmini et al. findet durch Ladungsträger-
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generation im äußeren elektrischen Feld eine kontinuierliche Änderung der Leitfähigkeit
durch eine vermehrte Besetzung von Defektzuständen nahe der Bandkante statt. Auch im
Modell nach Pirovano et al. kann ein kontinuierlicher Anstieg des Stroms aufgrund der
Annäherung des Quasi-Fermi-Niveaus an die Bandkante erklärt werden [Kre10]. Beide auf
elektronischer Anregung basierenden Modelle sagen also qualitativ den hier beobachteten
Effekt voraus und in beiden Modellen ist auch die Änderung der elektrischen Leitfähigkeit
(der experimentell beobachtete Stromanstieg) über die aktuelle Verteilung der Ladungs-
trägerkonzentration mit dem Threshold-Switching Effekt verknüpft.
Obwohl auch im von Karpov et al. vorgeschlagenen Modell der feldinduzierten Nuklea-
tion durch Wachstum eines kristallinen Filaments eine Veränderung der messbaren Leit-
fähigkeit vorstellbar ist, ist es fragwürdig, warum sich diese linear mit der Zeit ändern
soll. Der Tunnelstrom durch das amorphe Phasenwechselmaterial oberhalb des Filaments
steigt exponentiell mit der Feldüberhöhung [Bar61, TH85, Che90]. Weiterhin verläuft auch
der Filamentwachstumsprozess aufgrund einer mit sinkender amorpher Schichtdicke sehr
schnell ansteigenden Feldüberhöhung immer schneller. Diese selbstverstärkende Kopplung
zwischen dem in Abschnitt 3.1.3 beschriebenen Filamentwachstum und der Überhöhung
des elektrischen Feldes an der Spitze des Filamentes (und der damit beschleunigten Bil-
dung weiterer kristalliner Nuklei) sollte mindestens zu einer exponentiell mit der Zeit
ansteigenden Leitfähigkeit führen.
Ausgehend von diesen neuen Erkenntnissen kann nun die zuvor aufgeworfene Frage nach
einer minimalen Threshold-Spannung geklärt werden. Während diese Frage aufgrund der
starken Spannungsabhängigkeit der Verzögerungszeit nie (auf realistischen experimentellen
Zeitskalen) direkt mittels Messung der Verzögerungszeit beantwortet werden kann, kann
die Existenz der preSS vor dem Schaltereignis eine Antwort liefern. Wie bereits beschrie-
ben tritt nur dann ein Threshold-Switching Ereignis ein, wenn auch zuvor eine deutliche
Steigung im Strom über die Zeit sichtbar ist. Für kleine Spannungen unterhalb von etwa
0.8V (vergleiche Abbildungen 4.8 und 4.10) ist jedoch kein Stromanstieg zu erkennen,
sodass auch mit sehr viel längerer Pulsdauer kein Threshold-Switching Effekt zu erwarten
ist. Die minimale Threshold-Spannung kann demnach durch die Beobachtung einer von
null verschiedenen preSS (gestrichelte Linie in Abbildung 4.10 zwischen 0.8V und 0.83V)
bestimmt werden.
Elektronische oder thermische Anregung
Bisher wurde von einer der preSS zugrunde liegenden elektronischen Anregung ausgegan-
gen. Jedoch könnte auch eine thermische Anregung aufgrund der im Phasenwechselma-
terial vorherrschenden Stromdichte und der dadurch erzeugten Joulesche Wärme möglich
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sein. Durch die thermisch aktivierte Leitfähigkeit in amorphen Phasenwechselmaterialien
(Arrhenius-Gesetz in Gleichung 3.1) würde eine lokale Temperaturerhöhung eine Verbes-
serung der elektrischen Leitfähigkeit bewirken, die sich in einem Stromanstieg auswirken
könnte. Im Folgenden soll daher versucht werden, anhand der Konstantspannungspuls-
experimente den Einfluss thermischer Effekte gegenüber einer elektronischen Anregung
abzuwägen.
In Abbildung 4.9 wurde bereits (beispielhaft) anhand eines Stromverlaufes gezeigt, dass
der Strom unmittelbar nach dem Anlegen eines Spannungspulses abrupt auf einen Wert
Iinitial ansteigt. Die in Joulesche Wärme umgesetzte elektrische Leistung Pinitial = I2initial ·
RDUT zu Beginn des Stromanstiegs ist demnach abhängig von Iinitial. Wird nun von einem
thermisch hervorgerufenen Stromanstieg über die Zeit ausgegangen, so sollte sich die zu
Beginn des Pulses eingebrachte Joulesche Wärme auch direkt auf die Höhe der preSS
auswirken.
Um experimentelle Daten für verschiedene Iinitial und damit auch verschiedene elektrische
Leistungen Pinitial zu erhalten, wurden die zuvor beschriebenen Konstantspannungspuls-
experimente nicht nur für unterschiedliche Spannungen an einer bestimmten amorphen
Schichtdicke, sondern an einer ganzen Reihe von unterschiedlichen Schichtdicken (Wider-
ständen), durch Variation des initialisierenden Reset Pulses durchgeführt.
Wird die Steigung des linearen Stromanstiegs als Funktion der elektrischen Leistung Pinitial
für unterschiedliche Widerstände der amorphen Phasenwechselzelle betrachtet, so kann in
dem Bereich kleiner Leistungen bis etwa 13 µW eventuell ein universeller Trend einer mit
Pinitial ansteigenden preSS gleichermaßen für alle Zellzustände beobachtet werden (Abbil-
dung 4.11). Wie bereits oben diskutiert, ist die Bestimmung der kleinen Steigungen in die-
sem Bereich mit einem großen relativen Fehler behaftet (Abbildung 4.12). Der universelle
Trend bei kleinen Leistungen könnte bereits auf einen thermischen Effekt hindeuten, denn
eine höhere Leistung Pinitial scheint in diesem Bereich auch zu einem stärkeren Stroman-
stieg zu führen. Der zweite Bereich für Leistungen größer als etwa 13 µW zeigt jedoch
keinen eindeutigen Trend des Stromanstiegs mit der elektrischen Leistung unabhängig von
dem Startzustand. Vielmehr ist für unterschiedliche Zellzustände eine sehr große Schwan-
kung über mehrere Größenordnungen sichtbar. Es kann daher geschlussfolgert werden,
dass eine thermische Anregung nicht für den deutlichen zum Threshold-Switching führen-
den Stromanstieg verantwortlich sein kann. Dabei wird nicht behauptet, dass im Bereich
höherer elektrischer Leistungen überhaupt kein thermischer Effekt mehr vorhanden sei.
Dieser Effekt dominiert nur nicht den experimentell messbaren Stromanstieg.
Es soll an dieser Stelle herausgestellt werden, dass die obige Argumentation nur indirek-
te Hinweise gegen eine thermische Ursache der preSS liefert. Durch die unterschiedlichen
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Abbildung 4.11: Steigung des linearen Stromanstiegs über die Zeit als Funktion der elektrischen Leis-
tung zu Beginn des angelegten Spannungspulses. Die elektrische Leistung wurde dabei aus dem Strom
Iinitial (siehe Abbildung 4.9) und der konstanten angelegten Spannung berechnet. Die Farbskala gibt
den Widerstand der amorphen Phasenwechselzelle vor dem Konstantspannungspuls an. Die unterschied-
lichen Widerstände wurden durch Variation der Amorphisierungspulshöhe erreicht, wodurch eine unter-
schiedlich große Region der Zelle amorphisiert wurde. Ausgefüllte (nicht ausgefüllte) Datenpunkte geben
dabei an, ob ein (kein) Threshold-Switching Ereignis während des angelegten Spannungspulses statt-
gefunden hat. Für die Experimente, die ein Schaltereignis zeigen, gibt es keinen klaren Trend der preSS
mit der anfänglichen elektrischen Leistung. Vielmehr zeigen unterschiedliche Zellzustände denselben
absoluten Wert der preSS für unterschiedliche elektrische Leistungen. Die breite Verteilung der preSS
im Bereich höherer Leistung spricht gegen eine thermische Anregung, die dem Stromanstieg mit der
Zeit, zugrunde liegt.
thermischen Leitfähigkeiten der kristallinen und amorphen Phase [RRR09, SSJ+13] könn-
ten die hier untersuchten, durch unterschiedliche elektrische Widerstände repräsentierten
Zellzustände auch unterschiedliche thermische Umgebungen aufweisen. Dies kann dazu
führen, dass in verschiedenen Zuständen auch ein unterschiedlich starker lokaler Tempe-
raturanstieg bei einer konstanten elektrischen Leistung verursacht wird [Seb14].
Abschließend kann noch ein weiteres qualitatives Argument gegen einen thermischen Effekt
angeführt werden. Die thermischen Zeitkonstanten der in dieser Arbeit verwendeten ex-
trem kleinen Phasenwechselnanostrukturen liegen im Bereich von etwa 10 ns (abgeschätzt
durch Amorphisierungsexperimente mit unterschiedlich langen abfallenden Flanken). Ei-
ne lokale Temperaturänderung aufgrund von Joulescher Wärme sollte sich also bereits
auf dieser Zeitskala auswirken. Dabei kann eine Erhöhung der Temperatur aufgrund der
thermisch aktivierten Leitfähigkeit einen absinkenden Widerstand und damit wiederum
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einen höheren Stromfluss und eine erhöhte Einkopplung Joulscher Wärme bewirken. Diese
Rückkopplung zwischen elektrischem Widerstand und Temperaturerhöhung ist dabei im
Bereich der oben genannten Zeitkonstanten zu erwarten. Ein linearer Stromanstieg über
fast 1ms hinweg scheint durch eine thermische Anregung daher nicht erklärbar zu sein.
0 10 20 30 4010
−6
10−4
10−2
100
102
104
Initial power / µW
pr
eS
S 
/ A
/s
0.3
0.4
0.5
0.6
0.7
0.8
R
es
is
ta
nc
e 
/ M
Ω
potentially heat driven
eld driven
Abbildung 4.12: Steigung des linearen Stromanstiegs über die Zeit als Funktion der elektrischen Leis-
tung zu Beginn des angelegten Spannungspulses. In Abbildung 4.11 wurden aus Gründen der Übersicht-
lichkeit die Fehler auf die preSS als auch auf die anfängliche elektrische Leistung zunächst weggelassen.
Diese Abbildung zeigt nun die selben Daten, jedoch mit eingetragenen Fehlerbalken.
4.6 Vergleich mit Modellvorhersagen
Threshold-Switching Verzögerungszeit
Im Folgenden sollen nun die mittels Konstantspannungspulsen gewonnenen experimentel-
len Daten zum Threshold-Switching Phänomen soweit wie möglich mit den in Kapitel 3
vorgestellten Modellen abgeglichen werden.
Zunächst wird die Feldabhängigkeit der Threshold-Switching Verzögerungszeit betrach-
tet (Abbildung 4.13). Wie bereits zuvor beschrieben wurden die Konstantspannungspuls-
experimente an unterschiedlichen Zellzuständen durchgeführt. Eine Variation der Reset-
Pulshöhe führt dabei zu unterschiedlich großen, amorphen Bereichen in dem umgebenen
kristallinen Phasenwechselmaterial, wodurch unterschiedliche Zellwiderstände realisiert
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Abbildung 4.13: Spannungsabhängigkeit der Threshold-Switching Verzögerungszeit für verschiedene
Zellwiderstände zwischen 300 kW und 800 kW. Die roten Datenpunkte zwischen 700 kW und 800 kW ent-
sprechen dabei den bereits in Abbildung 4.8 dargestellten Daten. Die unterschiedlichen Zellwiderstände
wurden durch Variation der Amorphisierungspulshöhe und den daraus resultierenden unterschiedlich
großen amorphen Bereichen der Phasenwechselzelle eingestellt. Für kleinere Zellzustände wird eine ge-
ringere Spannung benötigt, um die gleiche Verzögerungszeit zu beobachten. Das eingebettete Diagramm
zeigt die Spannung bei einer Verzögerungszeit von 10 µs als Funktion des Zellwiderstandes. Dieses Ver-
halten belegt die Feldabhängigkeit des Threshold-Switching Effektes und eine direkte Proportionalität
des Widerstandes und der Schichtdicke der amorphen Phase.
werden. Für kleinere Anfangswiderstände kann eine Verschiebung der Verzögerungszeit
hinzu kleineren Spannungen beobachtet werden. Dieser Effekt zeigt anschaulich die zu-
grunde liegende Feldabhängigkeit der Threshold-Switching Verzögerungszeit, wie sie auch
in den Modellen nach Ielmini et al., Pirovano et al. und Karpov et al. beschrieben wird.
Das in Abbildung 4.13 eingebettete Diagramm stellt die Spannung bei einer festen Verzö-
gerungszeit von 10 µs in Abhängigkeit des Zellwiderstandes dar (nur ab dieser Zeit gibt es
für alle Widerstände auch Daten). Das lineare Verhalten in dem eingebetteten Diagramm
belegt ein einheitliches elektrisches Feld für alle untersuchten Zellzustände und bestätigt
damit eine direkte Proportionalität zwischen Widerstand und amorpher Schichtdicke.
Numerische Simulation des transienten Schaltverhaltens nach Ielmini et al.
Eine numerische Simulation zum transienten Schaltverhalten nach Ielmini et al. wurde
von Sascha Cramer in einer im Rahmen dieser Arbeit betreuten Masterarbeit erstellt.
Für eine detaillierte Beschreibung der Simulation sei auf Appendix A.1 verwiesen. Die
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Abbildung 4.14: Simulation der Threshold-Switching Verzögerungszeit als Funktion der von außen an-
gelegten Spannung für unterschiedliche Zellzustände nach Ielmini et al. Aufgrund einer feldgetriebenen
Ladungsträgergeneration wird bei größerer Schichtdicke eine höhere Spannung benötigt, um die gleiche
Verzögerungszeit zu erreichen. Parasitäre Kapazitäten führen zu einer Sättigung der Verzögerungszeit
bei hohen Spannungen und bewirken damit eine Begrenzung der experimentell beobachtbaren Verzö-
gerungszeiten. Für kleine Spannungen zeigt die numerische Simulation basierend auf dem Modell nach
Ielmini et al. eine Divergenz der Verzögerungszeit als Funktion der angelegten Spannung. In Überein-
stimmung mit experimentellen Daten zeigt also auch die Simulation die Existenz eines minimalen Feldes
zum Eintreten des Threshold-Switching Ereignisses. Abbildung entnommen aus [Cra12].
simulierten Schichtdicken wurden dabei zu experimentell realistischen Werten zwischen
10 nm und 30nm gewählt (die untersuchte Gesamtschichtdicke des Phasenwechselmaterials
betrug 30 nm). Analog zu den experimentellen Daten wurden auch die Verzögerungszeiten
aus den simulierten Stromverläufen bestimmt (Abbildung 4.14). Die Verzögerungszeiten
wurden dabei als die Zeit zwischen Anlegen eines elektrischen Feldes und dem Zeitpunkt,
in dem der Strom aufgrund des Threshold-Switching Ereignisses einen Wert von 50 µA
überschreitet, definiert.
Wie in der Masterarbeit von Sascha Cramer gezeigt wurde, hängt dabei der genaue Ver-
lauf der Verzögerungszeit als Funktion der Spannung auch von parasitären Kapazitäten
ab. Die Simulation wurde dabei unter Berücksichtigung einer zum Phasenwechselmateri-
al parallelen Kapazität von 150 fF durchgeführt. Dieser Wert spiegelt in guter Näherung
den experimentell bestimmten Wert von 140 fF wieder (siehe Abschnitt 4.1). Größere Ka-
pazitäten würden zu einer früher eintretenden Sättigung der Verzögerungszeit bei hohen
Spannungen führen, sodass der Bereich kurzer Verzögerungszeiten nur noch durch die para-
sitären Einflüsse des Messplatzes und der Probe dominiert wird. Während in der Literatur
[KCJ+05, LISL08, LIL10b, LJJ+10] dieser Effekt oftmals den experimentell zugänglichen
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Zeitbereich limitiert, ermöglicht der schnelle elektrische Tester die Bestimmung der Ver-
zögerungszeiten bis in den Bereich weniger Nanosekunden. Obwohl in dieser Arbeit auch
Verzögerungszeiten an der technischen, durch die Operationsverstärker bewirkten Grenze
von 2 ns gemessen wurden, sind diese Daten in Abbildung 4.13 nicht dargestellt, da ei-
ne Verfälschung durch das Reaktionsverhalten der Verstärker in diesem Bereich möglich
ist. Es ist zu beachten, dass hier nicht die parasitären Einflüsse sondern die verwendeten
Verstärker zur Verbesserung der Stromauflösung für die limitierte Zeitauflösung verant-
wortlich sind. Entsprechend der RC-Zeitkonstanten von etwa 150 ps (siehe Abschnitt 4.1)
ist mit schnellerer Messelektronik auch ein Vorstoßen in den Bereich von wenigen hundert
Picosekunden langen Verzögerungszeiten theoretisch möglich.
Obwohl die Simulation der Verzögerungszeiten einen qualitativ mit dem Experiment über-
einstimmenden Trend zeigt, liegen die absoluten Zeiten in der Simulation mit etwa 1 ns
bis 100 ns deutlich unter den experimentell beobachteten Zeiten. Auch unter geringeren
Spannungen konnte in der Simulation keine längere Verzögerungszeit beobachtet werden,
da der Verlauf der spannungsabhängigen Verzögerungszeit dort divergiert. In Abbildung
4.14 sind daher neben den farbigen Kurven auch dreieckige und quadratische Datenpunkte
eingetragen. Während quadratische Datenpunkte die minimale, zum Threshold-Switching
bei dieser amorphen Schichtdicke, notwendige Spannung darstellen, geben die Dreiecke
die höchste Spannung an, unter der kein Threshold-Switching mehr beobachtbar ist. Die
Divergenz bei kleinen Feldstärken entsteht aufgrund des bei langen Zeiten dominierenden
Rekombinationsprozesses. Für Zeiten im Bereich der Zeitkonstanten der Rekombination
τrel findet eine effektive Entvölkerung des Energieniveaus ET2 (Defektzustand nahe der
Bandkante) statt. Aufgrund der geringen Feldstärke und der damit kleinen Generationsra-
te kann keine zum Threshold-Switching notwendige, kritische Ladungsträgerkonzentration
in ET2 mehr erreicht werden, sodass unter diesen Feldstärken kein Threshold-Switching
Ereignis auftreten wird. Weiterhin wurde in der Masterarbeit von Sascha Cramer auch
gezeigt, dass diese minimale Spannung ebenfalls linear mit der amorphen Schichtdicke
skaliert. Wie bereits zuvor anhand der experimentellen Daten diskutiert, gibt damit auch
die numerische Simulation nach Ielmini et al. ein minimales elektrisches Feld zum Auslösen
des Threshold-Switching Effektes an.
Der qualitative Verlauf der spannungsabhängigen Verzögerungszeit im Modell nach Iel-
mini et al. kann dabei wie folgt verstanden werden. Gemäß Gleichung 3.19 (dδnT2/dt =
G− δnT2/τrel) und 3.20 (G ∝ exp(−B12/F )) ist die Generationsrate von Ladungsträgern
im Defektzustand ET1 nach ET2 abhängig von dem elektrischen Feld. Um eine bestimmte
Verzögerungszeit zu erreichen, muss bei höherer Schichtdicke dementsprechend auch eine
größere äußere Spannung angelegt werden, sodass die gleiche feldgetriebene Ladungsträger-
generation bewirkt wird. Für kleine Schichtdicken führt bereits eine entsprechend kleinere
Spannung zur gleichen Generationsrate. Die unterschiedlichen, absoluten im Experiment
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und in der Simulation beobachteten Zeitskalen können entsprechend der von Ielmini et al.
gewählten Parameterwahl von ET1, ET2, NT1, NT2, ∆z sowie den verwendeten Zeitkon-
stanten τrel und τ0 erklärt werden. Da diese Parameter für die in dieser Arbeit verwendeten
Phasenwechselzellen keine einfach experimentell zugänglichen Größen darstellen, wurden
sie aus den Veröffentlichungen [IZ07a, LIL10b] von Ielmini et al. übernommen. Demnach
ist eine direkte Vergleichbarkeit nicht unmittelbar gegeben.
Modell der feldinduzierten Nukleation
Das in Abschnitt 3.1.3 vorgestellte Model der feldinduzierten Nukleation nach Karpov et
al. liefert eine direkte analytische Beschreibung der Threshold-Switching Verzögerungszeit
als Funktion der angelegten Spannung, die im Folgenden geprüft werden soll.
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Abbildung 4.15: Threshold-Switching Verzögerungszeit als Funktion der angelegten Spannung für
unterschiedliche Zellwiderstände. Für drei Widerstandsbereiche 400 kW - 500 kW (blau), 520 kW - 580 kW
(grün) und 680 kW - 780 kW (rot) wurde die im Modell der feldinduzierten Nukleation von Karpov et
al. für den Bereich geringer (durchgezogene Linie) bzw. hoher elektrischer Feldstärken (gestrichelte
Linie) vorgeschlagene Abhängigkeit der Verzögerungszeit von der Spannung angepasst. Obwohl die
experimentellen Daten mit durch die Gleichungen 4.2 und 4.3 parametrisierbar sind, sind die absoluten
Werte der Anpassungsparameter, aufgrund der hohen Anzahl freier Parameter sowie dem begrenzten
Datensatz, stark von der Wahl der Anfangswerte abhängig und mit einem extrem großen Fehler behaftet.
Ein Abgleich mit dem Modell der feldinduzierten Nukleation ist daher ohne weitere Einschränkung des
Parameterraums nicht durchführbar.
Die Geometrie der Nuklei ist im Modell der feldinduzierten Nukleation abhängig von der
elektrischen Feldstärke. Für kleine Feldstärken beschreiben Karpov et al. ein Wachstum
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von kristallinen Filamenten mittels Bildung von kugelförmigen Nuklei an der Spitze die-
ser (Gleichung 3.52). Im Falle hoher elektrischer Feldstärken wird ein Filamentwachstum
durch das Hinzufügen von elliptischen Nuklei beschrieben. Da die genaue Übergangsfeld-
stärke zwischen dem von Karpov et al. formulierten Bereich geringer bzw. hoher elektri-
scher Feldstärken nicht bekannt ist (in Kapitel 3.1.3 abgeschätzt durch 4.6 · 105V/cm),
werden sowohl Gleichung 3.52 als auch 3.53 getrennt an die experimentellen Daten an-
gepasst. Dabei wurden Anpassungen (Abbildung 4.15) für drei Widerstandsbereiche zwi-
schen 400 kW - 500 kW (blau), 520 kW - 580 kW (grün) und 680 kW - 780 kW (rot) wie folgt
durchgeführt:
τLF (V ) = a · exp
(
b
(1 + c · V 2)2
)
(4.2)
τHF (V ) = d · exp
(
e
V
)
(4.3)
a, b und c sind die Anpassungsparameter für den Bereich geringer und d und e die Pa-
rameter für den Bereich hoher elektrischer Feldstärken. Auf eine Angabe der absoluten
Werte dieser Anpassungsparameter wird verzichtet. Aufgrund der hohen Anzahl freier
Parameter sowie dem begrenzten Bereich der experimentellen Daten sind die absoluten
Werte stark abhängig von der Wahl der Anfangsparameter sowie mit einem großen Fehler
behaftet (teilweise mehrere Größenordnungen hoher als der absolute Wert). Ohne eine
Einschränkung des Parameterraums ist daher ein sinnvoller Abgleich mit dem Modell der
feldinduzierten Nukleation nicht möglich. Ein erster Schritt für eine zukünftige Einschrän-
kung könnte beispielsweise die Messung der effektiven Schichtdicke des amorphen Bereiches
mittels TEM Messungen sein. Durch diese Messungen könnte zusammen mit der in Ab-
schnitt 3.1.3 abgeschätzten Übergangsfeldstärke die Übergangsspannung Vtrans bestimmt,
sowie der Parameter c = (1/(2Vtrans))2 festgelegt werden. Auch eine zukünftige Erwei-
terung des elektrischen Testers zu höheren Frequenzen könnte helfen Verzögerungszeiten
über einen größeren Zeit- und Spannungsbereich aufzunehmen und damit die experimen-
telle Datenbasis zu verbessern. Die in Abbildung 4.15 dargestellten Anpassungen können
daher nicht als Überprüfung des Modells sondern nur als eine mögliche Parametrisierung
des experimentelle gemessenen Verhaltens angesehen werden.
Die Änderung des Kurvenverlaufes für hohe Spannungen (Abbildung 4.15) könnte ein
Anzeichen des von Karpov et al. beschriebenen Wechsel der Nukleusgeometrie während
des Filamentwachstums sein. Mit der begrenzten Bandbreite der verwendeten Operations-
verstärker von 330MHz sowie der minimalen Anstiegszeit von etwa 2 ns für einen Span-
nungssprung von 0.2V erscheint jedoch auch eine Beeinflussung des Verhaltens durch
die Reaktion der Verstärker im Moment des Threshold-Switchings möglich. Auch Effekte
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aufgrund der parasitären Kapazität können nicht gänzlich ausgeschlossen werden. Eine
zukünftige Erweiterung des elektrischen Testers zu höheren Bandbreiten (unter Verwen-
dung von HF-Transistor Verstärkern) könnte eine eindeutige Erklärung der Krümmung
der Threshold-Switching Verzögerungszeit als Funktion der Spannung liefern.
Abschließend kann jedoch ein weiterer im Modell der feldinduzierten Nukleation vorher-
gesagter Effekt diskutiert werden. Nach Gleichung 3.54 (∆τ/τ ∝ exp(∆W )) sinkt mit
steigender Feldstärke die Varianz der Threshold-Switching Verzögerungszeit. Nach Kar-
pov et al. findet aufgrund der Feldstärkenüberhöhung an der Spitze eines kristallinen
Filamentes eine Reduktion der Varianz der Nukleationsbarrieren statt. Aufgrund des ex-
ponentiellen Zusammenhangs zwischen Verzögerungszeit und Nukleationsbarriere (Glei-
chung 3.47) bewirkt eine Veränderung der Varianz der Nukleationsbarrieren ebenfalls eine
Veränderung der Varianz der Verzögerungszeiten. Eine Betrachtung der experimentellen
Daten in Abbildung 4.15 zeigt bei allen untersuchten Zellwiderständen eine leichte Auf-
weitung der Verzögerungszeitkurven mit sinkender Spannung. Es ist jedoch fragwürdig,
ob die größeren Schwankungen in diesem Bereich nur durch die feldabhängige Varianz der
Nukleationsbarrieren erklärt werden können.
Durch die wenigen direkt prüfbaren Vorhersagen des Modells der feldinduzierten Nuklea-
tion ist eine Verifizierung dieses Modells auf der bisherigen Datenbasis nicht durchführbar.
Zukünftig könnte neben einer Variation der Temperatur und den in den Gleichungen 3.52,
3.53 und 3.54 beschriebenen Abhängigkeiten ebenfalls eine Reihe von Experimenten mit
unterschiedlich großen Kontaktflächen A zwischen Phasenwechselmaterial und Elektrode
durchgeführt werden. Eine Veränderung von A sollte nach Karpov et al. einen Einfluss
auf die Threshold-Switching Verzögerungszeit und die spannungsabhängige Varianz dieser
haben.
Linearer Stromanstieg über die Zeit
Analog zu den Threshold-Switching Verzögerungszeiten wird im Folgenden auch der kon-
tinuierliche Stromanstieg mit der Zeit im Modell nach Ielmini et al. mit der von Sascha
Cramer erstellten numerischen Simulation verglichen.
Wie die Verzögerungszeit zeigt auch die preSS als Funktion der angelegten Spannung
eine Verschiebung der Daten für kleine Zellwiderstände zu kleinen Spannungen (siehe
Abbildungen 4.16 und 4.17). Demnach kann auch hier auf einen feldabhängigen Effekt
geschlossen werden. Darüber hinaus ist in Abbildung 4.16 ein Übergang zwischen gefüllten
und nicht gefüllten Datenpunkten bei einer für alle Zellzustände konstanten preSS von etwa
8 · 10−3A/s sichtbar. Wie bereits zuvor beschrieben, können die Datenpunkte bei kleinen
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Abbildung 4.16: Steigung des Stromanstiegs vor dem Threshold-Switching Ereignis als Funktion der
angelegten Spannung für Zellwiderstände zwischen 300 kW und 800 kW Die ausgefüllten Datenpunkte
zeigen an, dass ein Threshold-Switching Ereignis während der Pulsdauer aufgetreten ist. Im Falle nicht
gefüllter Datenpunkte ist kein Schaltereignis eingetreten. Der Zellwiderstand zeigt einen starken Einfluss
auf die Steigung des Stromanstiegs. Für kleinere Widerstände ist die spannungsabhängige preSS zu
kleineren Spannungen verschoben. Da kleinen Zellwiderständen auch kleinere amorphe Schichtdicken
zuzuordnen sind, zeigt dieser Effekt das feldinduzierte Verhalten der preSS.
Spannungen aufgrund einer großen Unsicherheit (siehe Abbildung 4.17) nur mit Vorsicht
behandelt werden.
Da die numerische Simulation von Ielmini et al. in der Lage ist den transienten Strom-
verlauf zu berechnen, kann ebenfalls an die simulierten Daten der Algorithmus zu Be-
stimmung der preSS angewendet werden. Auch die simulierten Stromverläufe zeigen einen
linearen Anstieg des Stroms vor dem Threshold-Switching Ereignis mit der Zeit. Die ab-
soluten Werte der Verzögerungszeiten liegen jedoch in der Simulation zwischen 10ps und
100 ns und sind damit sehr viel kürzer im Vergleich zum Experiment. Abbildung 4.18
stellt die aus der Simulation extrahierten Steigungen des Stromverlaufs als Funktion der
angelegten Spannung für Schichtdicken des amorphen Phasenwechselmaterials zwischen
10nm und 20 nm grafisch dar. Es sei an dieser Stelle angemerkt, dass die numerische
Simulation keine thermischen Effekte, sondern nur die in Abschnitt 3.1 beschriebenen
Mechanismen der Ladungsträgergeneration und Rekombination berücksichtigt. Während
in dem in Abbildung 4.16 dargestellten, experimentellen Datensatz zwei unterschiedliche
Bereiche (mit unterschiedlichen δpreSS/δV) sichtbar sind, zeigt die Simulation darüber
hinaus noch einen dritten Bereich bei hohen Spannungen. Wie zuvor wurde auch bei der
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Abbildung 4.17: Steigung des Stromanstiegs vor dem Threshold-Switching Ereignis als Funktion der
angelegten Spannung für Zellwiderstände zwischen 300 kW und 800 kW analog zu Abbildung 4.16. In
dieser Abbildung sind die zunächst in Abbildung 4.16 aus Gründen der Übersichtlichkeit weggelassenen
Fehler aus der linearen Anpassung des Stromverlaufes dargestellt. Während für große Spannungen ab
etwa 0.75V bis 0.85V eine deutliche preSS sichtbar ist, kann im Bereich kleiner Spannungen nicht mit
Gewissheit eine von null verschiedene preSS festgelegt werden. Insbesondere sind bei kleinen Spannun-
gen auch negative (mit der Zeit abfallende Stromverläufe) messbar und die Fehler im Vergleich zum
Absolutwert sehr groß.
Simulation für die in Abbildung 4.18 dargestellten Werte der preSS eine parasitäre Kapa-
zität von 150 fF mit einbezogen. Nach [Cra12] ist die Form der in Abbildung 4.18 gezeigten
Kurvenschar, sowie die Ausdehnung der dort mit I,II und III markierten Bereiche, stark
von der Höhe der Kapazität abhängig. Für Kapazitäten mit C>150 fF verlaufen die Kur-
ven in Bereich I sehr viel flacher. Der Verlauf der preSS in Bereich I wird demnach in
der linearen Anpassung, durch teilweise Erfassung der Kondensatoraufladung, verfälscht.
Die in Bereich I anliegenden Spannungen führen auch in der Simulation nicht zu einem
Threshold-Switching Ereignis, da diese unterhalb des minimalen Feldes liegen (vergleiche
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Abbildung 4.18: Simulierte preSS als Funktion der angelegten Spannung für verschiedene amorphe
Schichtdicken nach Ielmini et al. In der Simulation wurde eine parasitäre Kapazität mit C=150 fF be-
rücksichtigt. Die Verschiebung der Kurven mit steigender Schichtdicke zu höheren Spannungen zeigt,
analog zum Experiment, den feldinduzierten Effekt der preSS. Aufgrund der verschiedenen Steigungen
der preSS kann das Diagramm in drei unterschiedliche Bereiche eingeteilt werden. Während die Verläufe
in Bereiche I und III durch parasitäre Einflüsse dominiert werden, zeigt Bereich II den durch Ladungsträ-
gergeneration bewirkten Stromanstieg. Es ist zu beachten, dass der Übergang von Bereich I und II mit
dem Überschreiten der minimalen zum Threshold-Switching notwendigen Spannung (minimales Feld)
übereinstimmt. Abbildung modifiziert entnommen aus [Cra12].
auch Abbildung 4.14). Durch die kürzeren Zeitskalen der Simulation können parasitäre Ef-
fekte in diesem Bereich eine Rolle spielen, wohingegen dies im Experiment nicht der Fall
sein muss. Aufgrund der großen Fehler auf den experimentellen Daten in diesem Bereich
ist ein direkter Vergleich nicht sinnvoll. In dem in Abbildung 4.18 markierten Bereich II
ist die preSS extrem stark abhängig von der Spannung. Bei nur einer sehr kleinen Span-
nungsänderung ist eine Änderung der preSS über mehrere Größenordnungen sichtbar.
Wie auch in den experimentellen Daten setzt dieser Bereich ein, sobald das minimale elek-
trische zum Threshold-Switching notwendige Feld überschritten wird und eine effektive
Ladungsträgergeneration zum Threshold-Switching Ereignis führen kann. Ein Vergleich
zwischen Experiment und Modell legt also auch an dieser Stelle einen elektronischen An-
regungsmechanismus, sichtbar in dem kontinuierlichen Stromanstieg, nahe. Abschließend
ist in Bereich III ein Abknicken der preSS als Funktion der Spannung sichtbar. Diese
Verlaufsänderung wird ebenfalls durch die parasitären Effekte im Schaltkreis bestimmt.
Durch die hohen Spannungen in Bereich III sind die Verzögerungszeiten extrem kurz und
vergleichbar mit der Zeitkonstanten zum Aufladen der parasitären Kapazität. In diesem
Bereich überlagern sich also der Stromanstieg aufgrund der Ladungsträgergeneration und
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die Stromänderung aufgrund der Kondensatoraufladung, die mit einer festen Zeitkonstan-
ten stattfindet. Obwohl auch für Bereich III experimentelle Daten vorliegen, sind diese
aufgrund einer zu geringen Datendichte (begrenzte Sampling-Rate des Oszilloskops) und
der limitierenden Reaktionsgeschwindigkeit der Operationsverstärker nicht in Abbildung
4.16 und 4.17 dargestellt. Eine lineare Anpassung an den Stromverlauf in diesem Bereich
würde keine verlässlichen Steigungen liefern.
Insgesamt kann eine numerische Simulation nach Ielmini et al. die experimentellen Daten
gut beschreiben. Obwohl die simulierten Threshold-Switching Ereignisse auf deutlich klei-
neren Zeitskalen stattfinden, liegt der Übergang von Bereich I nach II mit etwa 8·10−3A/s
in der gleichen Größenordnung wie im Experiment. Aufgrund der experimentellen Gren-
zen (Bereich I nicht auflösbar) kann jedoch bisher nicht die vollständige Abhängigkeit
der Steigung des Stromanstiegs von der angelegten Spannung verglichen werden. Zusam-
menfassend kann festgehalten werden, dass der beschriebene Vergleich eine Deutung der
preSS als elektronische Anregung bestärkt. Mit dem Modell der feldinduzierten Nukleation
hingegen ist ein linearer Stromanstieg mit der Zeit nur schwer vereinbar. Durch den be-
schleunigten Filamentwachstumsprozess sowie den exponentiell vom Abstand abhängigen
Tunnelstrom erscheint ein exponentieller Stromanstieg mit der Zeit vor dem Schaltereignis
wahrscheinlicher.
Statistik des Threshold-Switching Phänomens
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Abbildung 4.19: Nach [LSI10] wird das Threshold-Switching Ereignis durch statistische Fluktuationen
im Strom hervorgerufen. Wird durch eine Fluktuation ein kritischer Grenzstrom überschritten (b), so
ist ein abrupter Anstieg im Gesamtstrom sichtbar (c). Die Spannungsabhängigkeit der Verzögerungszeit
wird dabei durch die spektrale Rauschdichte unter verschiedenen (farbkodierten) Vorspannungen erklärt
(a). Für höhere Spannungen wird die Rauschdichte parallel zu höheren Werten verschoben. Eine höhere
Rauschdichte führt jedoch auch zu einer höheren Wahrscheinlichkeit den kritischen Grenzstrom zum
Eintritt des Threshold-Switching Ereignis früher zu überschreiten.
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Entgegen einer kontinuierlichen elektronischen Anregung erklären Lavizzari et al. in
[LISL08, LSI10, LIL10b] ein durch statistische Fluktuationen im Strom auftretendes
Threshold-Switching Ereignis. Wie bereits ausführlich untersucht
[FPVR06, FILL09, BCF+09, LSI10, FILL10, JKW11] zeigt das spektrale Rauschen im
Strom durch amorphe Phasenwechselmaterialien ein 1/f-Verhalten. Demnach ist ein ge-
genüber hohen Frequenzen großer Rauschanteil für tiefe Frequenzen zu erwarten. Nach
Lavizzari et al. tritt das Threshold-Switching Ereignis beim Überschreiten eines kriti-
schen Stromes Ith auf. Dieser Wert Ith soll den Autoren zu Folge durch das intrinsische
Rauschverhalten des amorphen Materials zu statistisch verteilten Zeiten entsprechend des
1/f-Verhaltens überschritten werden. Die Threshold-Switching Verzögerungszeit (insbe-
sondere bei längeren Zeiten zwischen 100 ns und 10ms) wird nach Lavizarri et al. durch
die Spannungsabhängigkeit des Rauschverhaltens erklärt (Abbildung 4.19).
Für ansteigende Spannungen findet eine Verschiebung der spektralen Rauschdichte zu
höheren Werten statt. Eine höhere elektrische Spannung führt demnach auch zu größe-
ren Stromfluktuationen, die in einer kürzeren Zeit zu einer Überschreitung des kritischen
Wertes Ith führen können. Dieses Verhalten erklärt damit die experimentell beobachte-
ten kleinen (großen) Verzögerungszeiten bei hohen (niedrigen) anliegenden elektrischen
Feldern.
Der während dieser Arbeit entdeckte Effekt des kontinuierlichen Stromanstiegs mit der
Zeit steht jedoch in direktem Widerspruch mit einem statistisch eintretenden Threshold-
Switching Phänomen. Denn nach den in Kapitel 3 vorgestellten Modellen von Ielmini
et al. und Pirovano et al. ist der Anstieg im Strom vor dem Eintreten des Threshold-
Switching Ereignisses mit einer effektiven Veränderung der energieabhängigen Ladungs-
trägerkonzentration in lokalisierten Zuständen verbunden. Für ein statistisch auftretendes
Threshold-Switching Phänomen sollte jedoch der Stromanstieg erst nach einer willkürli-
chen Zeit nach dem Anlegen einer Spannung oder ein abrupter Stromanstieg im Moment
des Threshold-Switchings nach einer statistisch verteilten Zeit eintreten.
Die Stromverläufe als Funktion der auf die Threshold-Switching Verzögerungszeit normier-
ten Zeit (Abbildung 4.20) zeigen hingegen einen direkt zu Beginn des Spannungspulses
(t=0 s) anlaufenden kontinuierlichen Stromanstieg in allen Fällen. Es sei darauf hingewie-
sen, dass die in Abbildung 4.20 dargestellten ausgewählten Datensätze für verschiedene
angelegte Konstantspannungspulsamplituden (und den entsprechenden Verzögerungszei-
ten) auch repräsentativ für die restlichen Experimente sind.
Eine Untersuchung des experimentellen Verhaltens vor dem Threshold-Switching Phäno-
men zeigt demnach keine statistische Komponente. Vielmehr ist in allen Fällen ein direkt
nach Beginn des Spannungspulses eintretender kontinuierlicher und linearer Stromanstieg
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Abbildung 4.20: Stromverläufe als Funktion der Zeit normiert auf die Threshold-Switching Verzöge-
rungszeit. Farbkodiert sind unterschiedliche absolute Werte der Verzögerungszeit. Zur besseren Sicht-
barkeit wurden die einzelnen Stromverläufe um jeweils konstante Werte verschoben. In allen Fällen ist
ein direkt zu Beginn des Spannungspulses einsetzender kontinuierlicher Stromanstieg vor dem Schalt-
prozess sichtbar. Die beobachteten Stromverläufe sind nach Ielmini et al. und Pirovano et al. direkte
Indizien für einen zugrunde liegenden elektronischen Anregungsprozess. Die kontinuierlichen Stroman-
stiege widersprechen damit einem nach Lavizzari et al. statistisch eintretenden Threshold-Switching
Phänomen.
über der Zeit sichtbar, der erst nach einer bestimmten Verzögerungszeit in dem abrup-
ten Stromanstieg aufgrund des Threshold-Switching Ereignisses endet. Eine Erklärung
des Schalteffektes in amorphen Phasenwechselmaterialien aufgrund des beobachteten 1/f
Rauschverhaltens kann also hier nicht verifiziert werden.
Threshold-Switching Kriterium
Abschließend kann anhand der zeitaufgelösten Stromverläufe auch das bereits in Kapitel
3 diskutierte Threshold-Switching Kriterium experimentell bestimmt werden. Das Modell
des thermisch aktivierten Hoppings nach Ielmini et al. beschreibt eine kritische elektrische
Leistung Pth zum Eintritt des Threshold-Switching Ereignisses (Gleichung 3.15). Dies be-
deutet, dass sobald ein kritischer Wert von Pth (abhängig von dem Zellzustand) erreicht
wird, ein Threshold-Switching Ereignis eintritt. Darüber hinaus ist es das einzige der vor-
gestellten Modelle, das überhaupt ein Kriterium zum Threshold-Switching formuliert. In
[PLM+02, PLB+04] wird von Pirovano et al. nur eine in etwa konstante Stromdichte im
Moment des Threshold-Switching Ereignisses genannt. Die von Ielmini et al. vorgeschla-
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gene kritische Leistung ist direkt proportional zu dem Energiegewinn der Ladungsträger
und der dadurch bewirkten Verschiebung des quasi-Ferminiveaus (Gleichung 3.14). Eine
Verschiebung des quasi-Ferminiveaus in Richtung der Bandkante führt zu einer Absenkung
der Aktivierungsbarriere und zu einem starken Anstieg der elektrischen Leitfähigkeit, dem
Threshold-Switching Ereignis.
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Abbildung 4.21: Stomverlauf als
Funktion der Zeit gemessen während
eines Konstantspannungspulses. Durch
Anpassung einer linearen Funktion an
den kontinuierlichen Stromanstieg vor
und während dem Threshold-Switching
Ereignis kann der kritische Strom im
Moment des Schaltvorgangs durch den
Schnittpunkt der beiden Geraden be-
stimmt werden.
Da die bisher verwendete Methode zur Messung der Threshold-Switching Verzögerungs-
zeit (τD(V )=t(I≥50µA)) zwar aufgrund der extrem hohen Steigung des Stroms während
des Threshold-Switching Ereignisses eine genaue Zeitinformation liefert, kann sie aus of-
fensichtlichen Gründen nicht zur Bestimmung eines kritischen Stroms verwendet werden.
Alternativ werden daher sowohl an den kontinuierlichen Stromanstieg vor dem Zeitpunkt
des Threshold-Switchings (preSS), als auch an den abrupten Stromanstieg während des
Schaltereignisses lineare Anpassungen durchgeführt (rote Linien in Abbildung 4.21). Der
Schnittpunkt dieser beiden Geraden liefert dann einen Wert des kritischen Stroms Ith. Da-
mit genügend Datenpunkte zur Geradenanpassung vor dem Eintritt des Schaltereignisses
zur Verfügung stehen, wurden nur Experimente mit einer Threshold-Switching Verzöge-
rungszeit größer 300 ns für die nachfolgende Analyse verwendet.
Die Spannungsabhängigkeit von Ith zeigt in dem gemessenen Bereich ein in guter Nähe-
rung lineares Verhalten (Abbildungen 4.22(a) und 4.22(b)). Eine Betrachtung der Daten
für verschiedene Zellwiderstände zeigt auch an dieser Stelle einen feldstärkenabhängigen
Effekt. Um einen bestimmten Strom Ith zu erreichen, muss im Falle eines höheren Zell-
widerstandes eine höhere Spannung angelegt werden. Die alternative Auftragung des kri-
tischen Stroms als Funktion der Threshold-Switching Verzögerungszeit zeigt einen mit
steigender Zeit abfallenden Trend. Dieses Ergebnis stimmt tendenziell mit der Beobach-
tung von Ciocchini et al. überein, der ein um 0.1 µA/dec fallenden kritischen Strom mit
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Abbildung 4.22: Kritischer Strom im Moment des Threshold-Switching Ereignisses als Funktion der
angelegten Spannung (a) und der Threshold-Switching Verzögerungszeit (b). Der kritische Strom wurde
wie in Abbildung 4.21 dargestellt mittels Anpassung zweier Geraden an den Stromverlauf durch den
Schnittpunkt dieser ermittelt. Während der so extrahierte Strom mit der angelegten Spannung steigt,
zeigt dieser einen absinkenden Trend über die Zeit. Die Spannungsabhängigkeit des kritischen Stroms
für unterschiedliche Zellwiderstände (farbkodiert) offenbart die zugrunde liegende Abhängigkeit der
elektrischen Feldstärke.
der Wartezeit nach der Amorphisierung beschreibt [CCFI12]. Wie bereits in Kapitel 3
beschrieben, sind die elektrischen Eigenschaften der amorphen Phase nicht konstant über
die Zeit. Aufgrund des Drifteffektes ist also neben einer Veränderung des elektrischen
Widerstandes und der Threshold-Spannung auch eine Änderung des kritischen Stroms
vorstellbar. In den vorliegenden Daten ist jedoch eine deutlich stärkere Absenkung von
Ith mit der Zeit beobachtbar (etwa 6 µA/dec). Eine eventuelle Abweichung aufgrund un-
terschiedlicher experimenteller Zeitskalen kann ausgeschlossen werden. Die in [CCFI12]
vorgestellten Messungen von Ith wurden in einem Bereich von 1 s bis 104 s durchgeführt.
In der vorliegenden Arbeit wurde der kritische Strom etwa 20 s nach der Amorphisierung
auf einer Zeitskala zwischen etwa 1 µs und 1ms bestimmt. Die hier gemessene Absenkung
des kritischen Stroms mit der Wartezeit liegt damit innerhalb des in [CCFI12] untersuch-
ten Bereiches. Da die bisher vorgestellten experimentellen Daten jedoch mit 300 kW bis
800 kW alle im Vergleich zu anderen Arbeiten an Ge2Sb2Te5 verhältnismäßig geringen Wi-
derständen durchgeführt wurden [PLP+04, ILSL07, KMK+08a, OAH+11], sind eventuell
die unterschiedlichen Steigungen des kritischen Stroms über die Zeit den verschiedenen
anfänglichen Zellwiderständen geschuldet. Weiterhin wurden die in [CCFI12] dargestell-
ten Ergebnisse mittels langsamer Spannungsrampen und die hier vorgestellten Ergebnisse
mittels schnellen Konstantspannungspulsen ermittelt. Wie bereits zuvor in Abschnitt 4.3
gezeigt, hat die Pulsform einen erheblichen Einfluss auf das Threshold-Switching Ereig-
nis. Die unterschiedlichen Verläufe der kritischen Ströme als Funktion der Zeit könnten
demnach auch durch abweichende Formen der Spannungssignale zu erklären sein.
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Abbildung 4.23: Analog zu Abbildung 4.22 zeigt diese Abbildung die kritische elektrische Leistung im
Moment des Threshold-Switching Ereignisses als Funktion der angelegten Spannung und der Threshold-
Switching Verzögerungszeit für unterschiedliche Zellwiderstände. Aufgrund des kleinen verwendeten
Spannungsbereiches zeigt die kritische Leistung einen zum kritischen Strom sehr ähnlichen Verlauf.
Eine Kompensation des Anstiegs der Threshold-Spannung und dem Absinken des kritischen Stroms
nach Ciocchini et al. [CCFI12] zu einer konstanten elektrischen Leistung kann demnach hier nicht
beobachtet werden.
Aus den ermittelten Strömen Ith und der mittels Oszilloskop gemessenen Amplitude der
Konstantspannungspulse Vth kann nun auch die kritische Leistung Pth im Moment des
Threshold-Switchings bestimmt werden (Abbildungen 4.23(a) und 4.23(b)). Ein Vergleich
mit Abbildung 4.22 zeigt ein sehr ähnliches Verhalten zwischen Ith und Pth. Dies ist
durch den kleinen im Experiment verwendeten Spannungsbereich zwischen etwa 0.75V
und 0.95V zu erklären. Für kleinere Spannungen tritt kein Threshold-Switching Ereignis
während der Pulsdauer ein und für höhere Spannungen findet das Schaltereignis extrem
schnell direkt zu Beginn des Spannungspulses statt. Während in [CCFI12] der Anstieg der
Threshold-Spannung und das Absinken des Stroms Ith zu einer über der Zeit konstan-
ten kritischen Leistung geführt hat, kann dies in den hier durchgeführten Experimenten
nicht beobachtet werden. Auch die Vorhersage einer bestimmten elektrischen Leistung,
die nach Ielmini et al. (Gleichung 3.15) zum Threshold-Switching führen soll, ist demnach
fragwürdig. Für eine abschließende Diskussion dieser kritischen Größe sei auf die im Fol-
genden vorgestellten Ergebnisse an lateralen AgIn-Sb2Te Phasenwechselnanostrukturen
verwiesen. Insbesondere, da dort die gleichen Experimente über einen deutlich größeren
Zellwiderstandsbereich vorgestellt werden.
Abschließend wurde aus den zeitaufgelösten Strom- und Spannungsverläufen die vor dem
Threshold-Switching Ereignis akkumulierte Energie ermittelt (Abbildung 4.24). Die Daten
für unterschiedliche Zellwiderstände scheinen hier, im Gegensatz zu den bisherigen Auf-
tragungen, auf eine Gerade zusammenzufallen. Es sei jedoch an dieser Stelle darauf hin-
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Abbildung 4.24: Verzögerungszeit als Funktion der akkumulierten Energie vor dem Eintritt des
Threshold-Switching Ereignis in doppelt-logarithmischer (a) und linearer Auftragung (b). Das in Ab-
bildung (b) eingebettete Diagramm zeigt den Verlauf der nach Ielmini et al. simulierten akkumulierten
Ladung als Funktion der Threshold-Switching Verzögerungszeit. Aufgrund der verwendeten Konstant-
spannungspulse ist die akkumulierte Ladung direkt proportional zu der akkumulierten Energie. Ein
Vergleich zwischen Experiment und Modell zeigt ein übereinstimmendes Verhalten. Besonders her-
vorzuheben ist die für unterschiedliche Zellzustände einheitliche Steigung, was auf einen einheitlichen
feldabhängigen Anregungsmechanismus schließen lässt. Eingebettete Abbildung modifiziert aus [Cra12].
gewiesen, dass auch die verschiedenen Zellwiderstände nicht allzu weit auseinander liegen.
Da in diesem Experiment Konstantspannungspulse verwendet wurden und bereits zuvor
der lineare Stromanstieg vor dem Eintritt des Threshold-Switching Ereignisses beschrie-
ben wurde, ist der in Abbildung 4.24 dargestellte Verlauf nicht überraschend. Vielmehr
100
4.6 Vergleich mit Modellvorhersagen
bestärkt dieser Verlauf noch einmal den für alle Experimente sichtbaren kontinuierlichen
Anstieg im Strom vor dem Schaltereignis. Die für alle Zellwiderstände einheitliche Stei-
gung der akkumulierten Energie als Funktion der Verzögerungszeit zeigt ein einheitlichen
feldabhängigen Anregungsmechanismus.
Nach Haberland et al. wurde dieses Verhalten ebenfalls schon 1970 an einer TeAsGe-
Legierung experimentell beobachtet [Hab70, HS72]. Die in [Hab70] beschriebene kritische
akkumulierte Ladung ist aufgrund der hier verwendeten konstanten Spannung gleichbe-
deutend mit der in Abbildung 4.24 gezeigten akkumulierten Energie. Obwohl Haberland
et al. keinen dem Threshold-Switching Phänomen zugrunde liegenden mikroskopischen
Mechanismus beschreiben, wird das Threshold-Switching durch Erreichen einer kritischen
akkumulierten Ladung erklärt. Dies wird rein experimentell durch die Untersuchung des
elektrischen Schaltverhaltens für unterschiedliche Frequenzen eines Wechselspannungssi-
gnals und variierende Umgebungstemperaturen motiviert. Genau wie in Abbildung 4.24
zu sehen, findet jedoch auch Haberland et al. in der untersuchten TeAsGe-Legierung einen
linearen Zusammenhang zwischen akkumulierter Ladung und der Threshold-Switching
Verzögerungszeit, was zunächst gegen eine kritische Größe sprechen würde. Die Autoren
führen jedoch an, dass dem Ladungsträgergenerationsprozess ein linearer Entladungspro-
zess entgegen wirken könnte. Die generierten, freien Ladungsträger in der amorphen Phase
haben demnach nur eine begrenzte, temperaturabhängige Verweilzeit. Für längere Verzö-
gerungszeiten wird ein Teil der bereits generierten Ladungsträger abgeführt, weshalb mit
steigender Wartezeit auch eine höhere akkumulierte Ladung notwendig wird. Die Verweil-
zeit der Ladungsträger im amorphen Material ist nach Haberland et al. antiproportional
zur Umgebungstemperatur. Für kurze Zeiten sollte der lineare Entladungsprozess nur eine
zu vernachlässigende Rolle spielen, sodass sich die akkumulierte Ladung als Funktion der
Verzögerungszeit für unterschiedliche Temperaturen für t→ 0 s in einem Punkt schneiden
sollten.
Zwar beschreiben die in Kapitel 3 vorgestellten Modelle von Ielmini et al. und Pirovano
et al. keinen linearen Entladungsprozess über die Zeit, jedoch kann ebenfalls ein Zusam-
menspiel zwischen Ladungsträgergeneration und Rekombination den in Abbildung 4.24
dargestellten Verlauf erklären. In Übereinstimmung mit dem experimentellen Fund zeigen
auch die simulierten Daten einen linearen Zusammenhang zwischen akkumulierter Ladung
(bzw. Energie) und der Threshold-Switching Verzögerungszeit.
Zusammenfassend kann festgehalten werden, dass das von Ielmini et al. vorgestellte Kon-
zept einer zum Threshold-Switching benötigten kritischen Leistung zumindest für die hier
untersuchten Zellwiderstände nicht bestätigt werden kann. Auch eine näherungsweise kon-
stante Stromdichte im Moment des Threshold-Switchings kann in den hier gezeigten Ex-
perimenten nicht beobachtet werden. Der lineare gemessene Verlauf der akkumulierten
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Energie hingegen ist auch in dem Modell nach Ielmini et al. vorhersagbar.
Um sicherzustellen, dass die in diesem Kapitel vorgestellten Ergebnisse zum Threshold-
Switching Effekt nicht nur ein eventuell spezielles Verhalten des Phasenwechselmateri-
als Ge2Sb2Te5 wiederspiegeln, wurden die gleichen Experimente auch an AgIn-Sb2Te-
Nanostrukturen wiederholt. Denn analog zu dem in Abschnitt 3.3 diskutierten, unter-
schiedlichen Verhalten der Aktivierungsenergie in Ge2Sb2Te5 und dotierten Sb2Te in den
Arbeiten von Boniardi et al. und Oosthoek et al., können nur einheitliche Effekte in ver-
schiedenen Phasenwechselmaterialien Aufschluss über den grundlegenden Schaltmechanis-
mus geben. Zusätzlich wurde eine alternative Zellgeometrie für die Messungen an AgIn-
Sb2Te verwendet und der Zellwiderstand über einen wesentlich größeren Bereich erwei-
tert.
4.7 Entwicklung und Fabrikation von lateralen
Phasenwechselnanostrukturen
Bevor nun die bereits vorgestellten Ergebnisse in Ge2Sb2Te5 mit den an lateralen Ag4In3-
Sb67Te26-Nanostrukturen (im folgenden mit AgIn-Sb2Te bezeichnet) gemessenen Daten
verglichen werden, wird zunächst der Herstellungsprozess der lateralen Phasenwechselna-
nostrukturen beschrieben. Die Entwicklung des Fabrikationsprozesses der lateralen Struk-
turen, den sogenannten „Line Cells“, wird im Folgenden nur kurz vorgestellt. Es sei jedoch
angemerkt, dass dieser Teil sehr viel Arbeitszeit beansprucht hat und in Zusammenarbeit
mit Sebastian Mohrhenn und Matthias Kaes entstanden ist.
Neben dem Vergleich mit den gemessenen Daten an Ge2Sb2Te5 besitzen die lateralen
Phasenwechselnanostrukturen den Vorteil einer gegenüber den vertikalen Zellen sehr viel
einfacheren Geometrie des amorphen Bereiches. Während in vertikalen Zellen ein stark
inhomogenes elektrisches Feld aufgrund der halbkugelförmigen Geometrie vorherrscht, ist
in lateralen Zellen ein homogeneres Feld im amorphen Bereich zu erwarten [KRR+09a,
KRR+09b, WRK+10, OAH+11, KOV+12]. Auch ist die aktive, schaltbare Region einer
lateralen Zelle nicht durch eine Top-Elektrode verdeckt, sondern optisch direkt zugäng-
lich. Dies ermöglicht neben der elektrischen Charakterisierung eine (in- oder ex situ) Un-
tersuchung z.B. mittels Rasterelektronenmikroskopie (SEM) oder Transmissionselektro-
nenmikroskopie (TEM). Auch sind thermische (und elektrische) Beeinflussungen durch
Einkopplung von Laserpulsen in diesen Zellen denkbar.
Zu Beginn dieser Arbeit wurden am I. Physikalischen Institut (IA) nur vereinzelt Proben
mittels optischer Lithografie unter Reinraumbedingungen präpariert. Damit jedoch die Na-
nostrukturen später auch mit dem schnellen elektrischen Tester und den experimentellen
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Limitierungen (z.B. Spannungsbegrenzungen der Signalgeneratoren) untersucht werden
können, müssen extrem kleine Strukturen mit Dimensionen zwischen 10 nm und 100 nm
hergestellt werden. Größere Strukturen würden zu einer zu geringen Stromdichte und einer
damit verbundenen zu geringen lokalen Wärmeentwicklung führen. Im Vergleich zu einer
vertikalen Struktur, wo die Wärme zu einem nicht unwesentlichen Teil in einer nanostruk-
turierten, metallischen Bottom-Elektrode entsteht, wird in einer lateralen Zelle die höchs-
te Stromdichte innerhalb einer dünnen Linie aus Phasenwechselmaterial zwischen zwei
metallischen Elektroden erzeugt. Neben den begrenzten Spannungsamplituden und der
Anforderung eines geringen Querschnitts der Phasenwechsellinie zur Erzeugung der zum
Phasenwechsel benötigten Stromdichten sollen die lateralen Nanostrukturen auch extrem
geringe parasitäre Kapazitäten haben. Diese sind wie in Abschnitt 4.1 beschrieben not-
wendig, um schnelle elektrische Messungen durchzuführen. Aufgrund des Beugungslimits
sind diese Anforderungen mittels optischer Lithografie nicht zu erfüllen [Abb73, Abb74],
sodass eine Fabrikation der metallischen Elektroden und der Phasenwechsellinie mittels
Elektronenstrahl-Lithografie entwickelt werden musste.
In den Anfängen der Entwicklungsphase wurden verschiedene Zellgeometrien entsprechend
den Veröffentlichungen [LKW05, OAH+11, KOV+12, CRRB06] versuchsweise hergestellt
und auf Schaltbarkeit geprüft. Neben den metallischen Elektroden wurde dabei auch
versucht, die extrem kleine Phasenwechsellinie sowie die elektrischen Kontakte aus ei-
ner Schicht Phasenwechselmaterial zu deponieren (so genannte „dog bone“ Strukturen).
Bei diesem Verfahren wird die gute elektrische Leitfähigkeit der kristallinen Phase aus-
genutzt, um unter den experimentellen Spannungslimitierungen einen ausreichend hohen
Stromfluss durch die schmale Linie zu induzieren. Aufgrund des geringen Querschnitts der
Phasenwechsellinie wird nur in diesem Bereich eine hohe lokale Temperaturänderung be-
wirkt, sodass das umgebene Material im kristallinen hochleitfähigen Zustand verbleibt. Da
mit dieser Methode sowohl die Elektroden (kristallines Phasenwechselmaterial) als auch
die Phasenwechsellinie in einer einzelnen Schicht strukturiert und deponiert werden, gibt
es keine elektrische Kontaktprobleme zwischen zwei Schichten. Für schmale Elektrodenli-
nien aus TiN oder W konnte hingegen kein elektrischer Kontakt zwischen den Elektroden
und einer darüber deponierten Phasenwechsellinie hergestellt werden. Die Kontaktflächen
in diesen Versuchen lagen in einem Bereich von etwa 0.01µm2 - 0.1 µm2. Auch die Ver-
wendung von nicht oxidierenden Au-Elektrodenlinien brachte keine Verbesserung.
Während im Falle einer schrittweisen Strukturierung und Deposition von metallischen
Elektrodenlinien und der Phasenwechsellinie problemlos sehr kleine Strukturen auch im
Bereich unter 100 nm erzeugt werden können, werden die Strukturgrößen einer lateralen
Zelle, die nur aus einer Schicht hergestellt wird, durch „Proximity-Effekte“ der Elektronen-
strahl-Lithografie stark limitiert. In diesen lateralen Zellen müssen zur Eingrenzung der
aktiv schaltbaren Region, die Kontaktflächen einen sehr viel größeren Querschnitt haben
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als die Phasenwechsellinie, damit unter einheitlichem Stromfluss eine sehr viel geringere
Stromdichte in den Kontakten entsteht. Die geringe Stromdichte führt in den Kontakten
damit nur zu einer vernachlässigbaren lokalen Temperaturänderung. Obwohl also mit die-
ser Herstellungsmethode ein guter elektrischer Kontakt hergestellt werden konnte, war es
nicht möglich die Phasenwechsellinien in den benötigten Bereich von etwa 100 nm Länge
und Breite zu skalieren. Bei der zunächst verwendeten Alternative, bestehend aus zwei aus
TiN oder W gefertigten Elektrodenlinien und einer darüber deponierten Phasenwechselli-
nie, hingegen konnte kein elektrischer Kontakt zwischen den Materialien erzeugt werden.
Dabei wurden neben der Größe der metallischen Elektroden und deren Abstand auch das
Kontaktmaterial sowie das Depositionsverfahren (thermisches Verdampfen sowie Sputter-
deposition) verändert.
Für metallische Elektroden, sollten nur Materialien verwendet werden, die chemisch stabil
sind und auch unter hohen Temperaturen (im Bereich von 1000 ◦C) nicht mit dem Phasen-
wechselmaterial reagieren. In Frage kommende Materialien sind z.B. TiN, TaN, TiW, W
oder C [LKW05, KRR+09a, XLEP11]. Ungeeignet hingegen sind Materialien wie Al oder
Au. Diese Materialien zeigen bereits bei geringen Temperaturen (im Bereich von 100 ◦C)
eine starke Diffusion in das angrenzende Phasenwechselmaterial.
Zur Lösung dieses Problems wurde ein Verfahren entwickelt, bei dem zunächst der gesam-
te Wafer mit einer dünnen Schicht des Phasenwechselmaterials mittels Sputterdeposition
beschichtet wird und in einem zweiten Schritt die metallischen Elektroden darauf struk-
turiert und deponiert werden. Abbildung 4.25 zeigt schematisch die für dieses Verfahren
notwendigen Schritte.
Als Grundlage wird ein Silizium-Wafer mit einer 100 nm dicken thermisch gewachsenen
SiO2-Schicht verwendet. Die SiO2-Schicht isoliert dabei die Phasenwechselzelle elektrisch
von dem darunter liegenden Wafer. Die Dicke dieser Schicht stellt einen Kompromiss zwi-
schen guter Wärmeabfuhr und geringer elektrischer Kapazität zum Si-Wafer dar. Nach der
DC-Sputterdeposition einer 30 nm dicken Schicht von AgIn-Sb2Te von einem stöchiome-
trischen Target mit einer Leistung von 20W und einem Prozessdruck von 5.11 ·10−3mbar,
werden zwei Lackschichten (AR-P 639.04 und AR-P 679.02) auf das Substrat mittels
Spin-Coating-Verfahren (30 s mit 4000 rpm bzw. 2000 rpm) nacheinander aufgetragen und
ausgebacken (180 ◦C für 5min). Nach der Belichtung mittels Elektronenstrahl wird die
Probe für 75 s in eine 7 ◦C kalte Entwicklungsflüssigkeit (AR 600-55) getaucht. Die ver-
wendeten zwei Lackschichten sind dabei unterschiedlich sensitiv auf die Belichtung mittels
Elektronenstrahl, sodass nach der Entwicklung des Schichtsystems die obere Lackschicht
über die Kante der unteren Schicht ragt. Die obere Schicht kollimiert dabei während der
Deposition die auftreffenden Atome, die nun nur noch in die Mitte der Lackstruktur ge-
langen können. Wird nur eine einzelne Lackschicht verwendet, so lagern sich besonders bei
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Abbildung 4.25: Fabrikationsprozess zur Herstellung von lateralen Phasenwechselnanostrukturen. Die
Abbildung zeigt die schrittweise Durchführung einzelner Elektronenstrahl- Lithographieprozesse inklusive
der verwendeten Depositionsverfahren. Der Herstellungsprozess wurde in dieser Arbeit zusammen mit
Sebastian Mohrhenn und Matthias Kaes von Grund auf neu entwickelt.
dem Sputterdepositionsverfahren nicht unerheblich viele Atome (Cluster) an den freien
Seitenflächen der Lackschicht ab, was nach der Entfernung des Lackes zu teilweise sehr
hohen Spitzen am Rande der Strukturen führen kann. Es ist zu beachten, dass dieses
Problem besonders stark bei der Verwendung des Sputterdepositionsverfahrens mit klei-
nem Abstand zwischen Target und Probe (hier ca. 5 cm) auftritt und durch die große
Winkelverteilung der auftreffenden Atome zu erklären ist. Thermisches Verdampfen führt
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in diesem Punkt zu sehr viel besseren Ergebnissen. Nach der Strukturierung der zwei
Lackschichten wird mittels kollimierter Sputterdeposition eine Wolframschicht von etwa
25 nm in die Lackgräben deponiert (neben der Kollimation durch die zwei Lackschichten
wird ein zusätzlicher Kollimator mit einem Aspektverhältnis von 5 in der Sputterkam-
mer zwischen Target und Probe eingebaut). Die Wolframelektroden werden dabei mittels
DC-Sputterdeposition bei einer Leistung von 180W und einem Kammerdruck von etwa
5.19 · 10−3mbar abgeschieden. Zur Reinigung der Oberfläche des Phasenwechselmateri-
als vor der Elektrodendeposition kann in situ in der Sputterkammer ein physikalischer
RF-Plasma-Ätzschritt mittels Argon-Ionen verwendet werden. Dieser Reinigungsschritt
ist für das beschriebene Verfahren nicht unbedingt notwendig, da mit der Sputterdeposi-
tion aufgrund der hohen kinetischen Energie der Atome ein begrenzter Rücksputtereffekt
verbunden ist. In einem nächsten Schritt werden die Lackschichten mit einem speziel-
len Lackentferner AR 300-70 entfernt. Der Vorteil dieser Herangehensweise ist, dass nun
über die komplette Elektrodenfläche ein elektrischer Kontakt zwischen Phasenwechselma-
terial und Wolfram entstehen kann. Die Kontaktfläche ist demnach gegenüber der oben
genannten Fläche um ein Vielfaches größer. Nachteil dieser Herangehensweise ist jedoch,
dass die Liniendimensionen nicht beliebig klein skalierbar sind, da erhebliche Einflüsse von
„Proximity-Effekten“ dies verhindern. Die so hergestellten Zellen besitzen daher Linien-
breiten von minimal 40nm und Linienlängen von etwa 100 nm.
Für die Definition der schmalen Phasenwechsellinie wird eine dünne Linie eines nega-
tiv Lackes (AR-N 7700.08) in der Mitte der Zelle quer über die Elektroden und das
Phasenwechselmaterial gelegt. Der negativ Lack wird mittels Spin-Coating-Verfahren mit
6000 rpm für 30 s aufgetragen und bei 85 ◦C für 1min ausgebacken. Um eine erhöhte Ätz-
beständigkeit zu erreichen, wird der Lack nach der Elektronenstrahlbelichtung erneut bei
110 ◦C für 2min ausgehärtet und anschließend für 1min in einen ca. 7 ◦C kalten Entwickler
(AR 300-47) getaucht. Die Lacklinie soll im Folgenden das darunter liegende Phasenwech-
selmaterial während des Ätzschrittes schützen. Alternativ zu dem leichten Ätzschritt mit-
tels Argon-Ionen wurde während dieser Arbeit ebenfalls eine Ionenstrahlquelle vom Typ
„IonEtch Sputter Gun“ der Firma Tectra in der Sputterkammer installiert. Diese erlaubt
neben der beliebigen Wahl von reaktiven und nicht-reaktiven Gasen eine Regelung des
Ionenstroms sowie der Ionenenergie. Für die hier beschriebenen lateralen Nanostruktu-
ren wurden dabei Xenon-Ionen (Xeon-Fluss: 0.6 sccm) mit 3 kV für 3700 s auf die Probe
beschleunigt. Zur Verbesserung der Homogenität wird der Probenhalter während der ge-
samten Ätzzeit über der Ionenstrahlquelle rotiert. In dieser Zeit wird neben dem Phasen-
wechselmaterial ebenfalls das freiliegende Elektrodenmaterial geätzt. Aufgrund der stark
unterschiedlichen Ätzraten dieser Materialien wird jedoch in diesem Zeitraum die Elek-
trodenschichtdicke nur um wenige Nanometer verringert, wohingegen die gesamte Phasen-
wechselschicht entfernt wird. Auf diese Weise entsteht eine extrem kleine Verbindungslinie
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in der Phasenwechselschicht zwischen den Elektroden. Nach dem Ätzen wird mittels Lack-
entferner (AR 300-70) versucht, die verbleibenden Reste des negativ Lackes zu entfernen.
Die Entfernung der Lacklinie über der Phasenwechsellinie hat jedoch nicht vollständig
funktioniert (siehe Abbildung 4.27). Wahrscheinlich wird der Lack während des Ätzver-
fahrens so weit ausgehärtet, dass dieser nicht mehr auf herkömmliche Weise zu lösen ist.
In einem letzten Schritt wird eine etwa 60 nm dicke Schicht von (ZnS)80:(SiO2)20 mittels
RF-Sputterdeposition bei 60W und einem Prozessdruck von 5.16 · 10−3mbar über eine
5× 5 µm2 große Fläche mittig auf die Phasenwechsellinie deponiert. Diese Schicht schützt
das darunter liegende Phasenwechselmaterial vor Oxidation und gibt der schmalen Linie
mechanische Stabilität.
Abbildung 4.26 zeigt beispielhaft die mit diesem Verfahren hergestellten lateralen Phasen-
wechselnanostrukturen in unterschiedlichen Vergrößerungsstufen im Elektronenmikroskop.
In Abbildung 4.26(a) ist zunächst ein großer Ausschnitt eines Wafers zur Übersicht dar-
gestellt. Auf jedem Wafer wurden mehrere Elektronenstrahl-Lithografie Schreibfelder mit
einer Fläche von je 500× 500 µm2 geschrieben. Diese Felder sind jeweils durch Kreuze an
den Ecken markiert. Innerhalb jedes Schreibfeldes wurden 12 einzeln kontaktierbare Pha-
senwechselzellen angeordnet (Abbildung 4.26(b)). Während die Breite der Phasenwechsel-
linien über jedes Schreibfeld konstant gehalten wurde, wurde der Abstand der Elektroden
(und damit die Linienlänge) in jedem Feld zwischen 50nm - 220 nm variiert. Abbildung
4.26(c) zeigt eine Elektronenmikroskopaufnahme einer einzelnen Zelle in dem Bereich zwi-
schen den 40× 40 µm2 großen Kontaktpads. Ausgehend von den Kontaktpads werden die
Elektrodenlinien zur Mitte hin in mehreren Stufen in der Breite reduziert. Auf der einen
Seite werden durch nur kleine Linien in der Mitte der Zelle effektiv „Proximity-Effekte“ der
Elektronenstrahl-Lithografie reduziert. Auf der anderen Seite sorgen die großen Bereiche
der Elektroden für einen nicht zu großen Serienwiderstand der Elektroden. Dieser sollte
für eine wirksame Strombegrenzung im Moment des Threshold-Switchings im Bereich von
1 kW - 10 kW liegen. Für zu geringe Widerstände ist die Strombegrenzung nicht mehr wir-
kungsvoll und für hohe Elektrodenwiderstände wird es schwierig, mit den experimentell
zur Verfügung stehenden Spannungen eine ausreichend hohe Stromdichte zu induzieren.
Der Serienwiderstand bestehend aus beiden Elektroden liegt für die hier untersuchten
Strukturen bei etwa 7 kW. In Abbildung 4.26(d) sind in sehr hoher Vergrößerung auf einer
Skala von 500 nm die Spitzen der metallischen Elektrodenlinien sowie die quer darunter
liegende AgIn-Sb2Te Linie abgebildet.
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Abbildung 4.26: Aufnahmen verschiedener Bereiche der lateralen Phasenwechselnanostrukturen mit-
tels Elektronenmikroskop. Abbildung (a) zeigt die Übersicht über mehrere Schreibfelder mit einer Fläche
von je 500× 500 µm2. In Teil (b) ist ein Schreibfeld mit 12 einzeln kontaktierbaren Phasenwechselzellen
abgebildet. Während die Breite der Phasenwechsellinien in jedem Schreibfeld konstant gehalten wurde,
wurden die Abstände der Elektrodenlinien in jedem Feld zwischen 50 nm - 220nm variiert. Abbildung
(c) zeigt den Bereich einer Zelle zwischen den 40× 40 µm2 großen Kontaktpads. Die Breite der Elektro-
denlinien wurde in mehreren Stufen zur Mitte der Zelle reduziert, um „Proximity-Effekte“ zu reduzieren
und um einen passenden Serienwiderstand der Elektroden zu realisieren. Teil (d) zeigt die Vergröße-
rung des aktiven Bereiches der lateralen Zelle zwischen den Elektroden. Bilder aufgenommen von S.
Mohrhenn.
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500 nm
Abbildung 4.27: Elektronenmikroskopaufnahme des mittleren Bereiches einer lateralen Phasenwech-
selnanostruktur unter schrägem Betrachtungswinkel. Das Bild wurde vor der Deposition der schützen-
den (ZnS)80:(SiO2)20 Schicht aufgenommen und zeigt die über den Wolfram Elektroden verbleibende
Lacklinie nach dem Ätzschritt der Phasenwechselschicht. Bei genauer Betrachtung kann die Phasen-
wechsellinie unter der Lackschicht gesehen werden. Bild aufgenommen von S. Mohrhenn.
Die in dieser Arbeit hergestellten lateralen Phasenwechselnanostrukturen wurden analog
zu den vertikalen Zellen mit dem schnellen elektrischen Tester charakterisiert. Zur Un-
tersuchung der Dynamik des Threshold-Switching Ereignisses wurden dazu die bereits
vorgestellten Konstantspannungspulsexperimente an amorphen AgIn-Sb2Te-Linien durch-
geführt. Durch die unterschiedliche Zellgeometrie, dem von vertikalen Zellen abweichenden
thermischen Aufbau, sowie variierten Phasenwechselmaterial wurden die Amplituden der
Konstantspannungspulse sowie die Form der Reset-Pulse an den neuen Zelltyp angepasst.
Ebenso wurde die Amplitude der Reset-Pulse in einem im Vergleich zu den oben vorge-
stellten Messungen etwas größeren Bereich variiert. Ziel der im Folgenden vorgestellten
Messungen soll dabei die Überprüfung von universellen, in vertikalen Ge2Sb2Te5- sowie
lateralen AgIn-Sb2Te-Zellen auftretenden Effekten des Threshold-Switching Phänomens
sein.
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4.8 Dynamische Schalteffekte in lateralen
AgIn-Sb2Te-Nanostrukturen
Threshold-Switching Verzögerungszeit
Die im Folgenden vorgestellten Messungen wurden an einer lateralen AgIn-Sb2Te-Zelle mit
einer Linienlänge von etwa 70 nm, einer Linienbreite von etwa 35 nm sowie einer Schichtdi-
cke von 30 nm durchgeführt. Im Unterschied zu den bereits vorgestellten Messungen wur-
den für die Charakterisierungen der lateralen Strukturen nur 100 µs lange Konstantspan-
nungspulse verwendet. Eine Erhöhung der Pulslänge zeigte eine Reduzierung der insgesamt
möglichen Schaltzyklen sowie einer irreversiblen Veränderung des Widerstandskontrastes
zwischen amorpher und kristalliner Phase. Diese Beobachtung könnte durch eine feldindu-
zierte Phasenseparation oder Elektromigration zu erklären sein. Aufgrund der geringeren
Pulslänge können daher in Abbildung 4.28 nur Threshold-Switching Verzögerungszeiten
bis 10−4 s entnommen werden. Zwei verschiedene Reset-Pulse mit Amplituden von 3.2V
und 4.4V, 2 ns Flanken und einer Pulsdauer von 16 ns wurden gewählt, um Zellwider-
stände im Bereich von 2MW - 3MW sowie 6MW - 7MW zu erzeugen. Für eine direkte
Vergleichbarkeit mit den an Ge2Sb2Te5 ermittelten Daten wurde auch hier die Verzöge-
rungszeit als die Zeit zwischen Anlegen des Spannungspulses und dem Zeitpunkt, in dem
der Strom durch die Zelle einen Wert von 50 µA überschreitet, definiert (siehe Abbildung
4.28).
Im Vergleich mit den an vertikalen Ge2Sb2Te5-Zellen gemessenen Daten (Abbildung 4.13)
ist auch hier jeweils für kleine Spannungen ein exponentieller Zusammenhang zwischen
Verzögerungszeit und Spannung sichtbar. Für Zellwiderstände zwischen 6MW - 7MW ist
darüber hinaus ein Abknicken der Kurve bei hohen Spannungen zu erkennen. Obwohl
die absoluten Zellwiderstände in einer anderen Größenordnungen liegen, ist dieses Ver-
halten ebenfalls in den untersuchten vertikalen Phasenwechselzellen für Zellwiderstände
zwischen 680 kW - 780 kW sichtbar. Auch der zeitliche Bereich des Übergangs ist in bei-
den Messungen mit etwa 10 ns - 30ns gleich. Wie bereits diskutiert ist dabei nicht klar,
ob diese Veränderung des funktionalen Zusammenhangs zwischen der Verzögerungszeit
und der Spannung durch den verwendeten elektrischen Schaltkreis oder eine Veränderung
im intrinsischen Anregungsmechanismus erklärt werden kann. An dieser Stelle sei darauf
hingewiesen, dass die parasitäre Gesamtkapazität der lateralen Zellen ebenfalls im Be-
reich von 100 fF - 200 fF liegt. Eine Erklärung durch die in den verschiedenen Zelltypen
unterschiedlichen RC-Zeiten scheint daher nicht sinnvoll zu sein.
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Abbildung 4.28: Threshold-Switching Verzögerungszeit als Funktion der angelegten Spannung ge-
messen an lateralen Phasenwechselnanostrukturen. Durch Variation der Amorphisierungspulse wurden
zwei Zellwiderstände im Bereich von 2MW sowie 7MW eingestellt. Mit einer Amplitudenerhöhung der
Konstantspannungspulse kann eine exponentielle Reduktion der Verzögerungszeit beobachtet werden.
Für größere Zellwiderstände (größere amorphisierte Bereiche) muss zum Erreichen einer bestimmten
Verzögerungszeit mehr Spannung angelegt werden. Dieser Effekt deutet auf die zugrunde liegende Feld-
abhängigkeit der Threshold-Switching Verzögerungszeit hin.
Linearer Stromanstieg über der Zeit
Neben den Threshold-Switching Verzögerungszeiten wurde auch der lineare Stromanstieg
(preSS) vor dem Eintreten des Threshold-Switching Ereignisses charakterisiert. Die in Ab-
bildung 4.29 dargestellten Verläufe als Funktion der Spannung zeigen einen sehr ähnlichen
Verlauf wie in Abbildung 4.16 für Ge2Sb2Te5 aufgetragen. Der deutlich größere Unterschied
in den beiden hier charakterisierten Zellwiderständen zeigt eine im Vergleich zu Abbildung
4.16 größere Aufspaltung der Kurven. Dieser Effekt legt erneut einen zugrunde liegenden
feldstärkenabhängigen Effekt nahe. Aufgrund des gewählten Spannungsbereiches sind be-
sonders für Zellwiderstände zwischen 2MW - 3MW (blaue Kurve) nur sehr wenige nicht
ausgefüllte Datenpunkte sichtbar (bei diesen Spannungen schaltet des amorphe Material
nicht). Der Übergangsbereich zwischen Spannungspulsen, die ein Threshold-Switching Er-
eignis zeigen und den Pulsen, die kein Schaltereignis zeigen liegt mit etwa 3 · 10−2A/s im
Vergleich zu dem an vertikalen Zellen ermittelten Wert von 8 · 10−3A/s minimal höher.
Genau wie in den Messungen an Ge2Sb2Te5 ist der Wert des Übergangsbereiches jedoch
unabhängig von dem gewählten Widerstand und damit von der elektrischen Feldstärke.
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Abbildung 4.29: Steigung des linearen Stromanstiegs vor dem Eintritt des Threshold-Switching Ereig-
nisses (preSS) als Funktion der angelegten Spannung gemessen an lateralen Phasenwechselnanostruk-
turen. Durch Variation der Amorphisierungspulshöhe wurden zwei Zellwiderstände im Bereich von 2MW
und 7MW realisiert. Analog zu der spannungsabhängigen Verzögerungszeit ist auch hier die Aufspaltung
der beiden Verläufe durch unterschiedlich hohe elektrische Feldstärken zu erklären. Ausgefüllte (nicht
ausgefüllte) Datenpunkte geben an, ob ein (kein) Threshold-Switching Ereignis während der Pulsdauer
stattgefunden hat. Der Übergang zwischen diesen beiden Bereichen findet bei einem konstanten Wert
von etwa 3 · 10−2A/s statt.
Auch die preSS als Funktion der anfänglichen elektrischen Leistung zeigt ein sehr ähnli-
ches Verhalten zu den Ge2Sb2Te5-Daten (vergleiche Abbildung 4.30 und 4.11). Lediglich
für kleine Leistungen und hohe Zellwiderstände kann ein qualitativer Unterschied festge-
stellt werden. In diesem Bereich sind jedoch die gemessenen Stromverläufe sehr nahe an der
experimentellen Auflösungsgrenze, weshalb diese Werte mit einem deutlich höheren Fehler
behaftet sind. Es lässt sich insgesamt festhalten, dass aufgrund des einheitlichen Verhaltens
der preSS in verschiedenen Zelltypen und Phasenwechselmaterialien dieser feldabhängige
Effekt eine universelle Eigenschaft des Threshold-Switchings in amorphen Phasenwechsel-
materialien darstellt.
Kritische Threshold-Switching Parameter
Analog zu der in Abbildung 4.9 dargestellten Methode wurden die kritischen Größen Ith
und Pth im Moment des Threshold-Switchings bestimmt (siehe Abbildungen 4.31 und
4.32).
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Abbildung 4.30: Steigung des Stromanstiegs vor dem Schaltereignis als Funktion der initialen elek-
trischen Leistung für verschiedene Zellwiderstände zwischen 2MW und 7MW gemessen an lateralen
Phasenwechselnanostrukturen. Die initiale elektrische Leistung wurde durch den in Abbildung 4.9 defi-
nierten Strom Iinitial und der konstanten Spannungsamplitude bestimmt. Ausgefüllte (nicht ausgefüllte)
Datenpunkte geben an, ob ein (kein) Threshold-Switching Ereignis während des Pulses stattgefunden
hat. Analog zu den in Abbildung 4.11 dargestellten Daten ist auch hier kein klarer Trend der preSS mit
der anfänglichen elektrischen Leistung zu erkennen. Die Verteilung der preSS bei höheren Leistungen
unabhängig vom Zellwiderstand spricht daher gegen einen thermischen Anregungsmechanismus. Die
Datenpunkte für kleine Leistungen und hohen Zellwiderständen wurden aus Stromverläufen sehr nahe
der Messauflösung bestimmt und sind daher mit einer großen Unsicherheit behaftet.
Obwohl die absoluten Werte im Vergleich zu den an Ge2Sb2Te5 gemessenen Daten (Abbil-
dungen 4.22 und 4.23) variieren, sind exakt die gleichen Verläufe sichtbar. Im Unterschied
zu Abbildung 4.22 wird nun jedoch deutlich, dass die Steigung von Ith über der Zeit mit
steigendem Zellwiderstand sinkt. Dieses Verhalten konnte zunächst in den vertikalen Zel-
len nicht eindeutig herausgestellt werden. Während für Zellwiderstände zwischen 2MW -
3MW ein Abfall von 10µA/dec entnommen werden kann, wurde im Bereich 6MW - 7MW
ein Wert von nur 1 µA/dec ermittelt. Dieser Wert für hohe Zellwiderstände liegt zwar
immer noch einen Faktor 10 höher als von Ciocchini et al. in [CCFI12] gefunden, jedoch
zeigt dieser Vergleich, dass die Entwicklung der kritischen Größen Ith und Pth mit der Zeit
nach der Amorphisierung stark von der Wahl des Phasenwechselmaterials sowie des Zell-
widerstands abhängig ist. Wie bereits diskutiert, dominiert auch in dieser Messreihe der
kritische Strom das Verhalten der kritischen Leistung über die Zeit. In Abbildung 4.32(b)
sind daher die Steigungen der Kurven ebenfalls abhängig von dem Zellwiderstand und der
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Abbildung 4.31: Strom im Moment des Threshold-Switching Ereignisses gemessen an lateralen Phasen-
wechselnanostrukturen als Funktion der angelegten Spannung (a) und der Threshold-Switching Verzöge-
rungszeit (b). Der kritische Strom wurde dabei wie in Abbildung 4.21 dargestellt durch den Schnittpunkt
zweier linearer Anpassungen an den gemessenen Stromverlauf bestimmt.
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Abbildung 4.32: Analog zu Abbildung 4.31 zeigen die Abbildungen die kritische elektrische Leistung im
Moment des Threshold-Switchings als Funktion der angelegten Spannung (a) und der Verzögerungszeit
(b) für unterschiedliche Widerstände einer lateralen Phasenwechselzelle. Aufgrund des kleinen verwende-
ten Spannungsbereiches zeigt die kritische Leistung einen zum kritischen Strom sehr ähnlichen Verlauf.
Wie in Abbildung 4.23 kann auch in lateralen AgIn-Sb2Te-Nanostrukturen keine konstante Leistung im
Moment des Schaltvorgangs beobachtet werden.
Größe des amorphisierten Bereiches der Phasenwechsellinie dargestellt. Obwohl für Zell-
widerstände zwischen 6MW - 7MW die Steigung sehr klein wird, kann auch in diesem Fall
keine konstante Leistung zum Eintritt des Threshold-Switching Ereignisses nachgewiesen
werden. Die hier vorgestellten Daten stehen damit ebenso in Konflikt mit dem Modell
von Ielmini et al., das nach Gleichung 3.15 eine bestimmte Leistung zum Auslösen des
Threshold-Switching Phänomens beschreibt [Iel08, CCFI12, PCB+12]. Für sehr hohe Wi-
derstände könnte jedoch ein fast konstanter Verlauf erwartet werden, der fälschlicherweise
zu der Annahme einer kritischen Größe Pth führen könnte.
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Abbildung 4.33: Threshold-Switching Verzögerungszeit als Funktion der akkumulierten Energie für
verschiedene Zellwiderstände zwischen 2MW und 7MW gemessen an lateralen Phasenwechselnano-
strukturen. Im Gegensatz zu Abbildung 4.24 ist für verschiedene Zellwiderstände eine Aufspaltung der
Kurvenverläufe sichtbar.
Ein Vergleich der Messungen an den vertikalen und lateralen Zellen zeigt ebenso einen
analogen Verlauf der Verzögerungszeit als Funktion der bis zum Schaltereignis akkumu-
lierten Energie (Abbildung 4.33 und 4.24). Im Unterschied zu den an vertikalen Zellen
bestimmten, fast aufeinander liegenden Kurven (Abbildung 4.24) ist hier eine deutliche
Aufspaltung der beiden Verläufe zu erkennen. Dieser Effekt könnte durch den größeren
Unterschied der eingestellten Zellwiderstände (etwa 350% Variation) und die dadurch
bewirkte, im Vergleich oben vorgestellten Daten (Widerstandsvariation um etwa 100%),
stärkere Änderung der elektrischen Feldstärke zurückzuführen sein. Auch material- oder
zellgeometriebedingte Unterschiede können hier nicht ausgeschlossen werden.
4.9 Uni- und bipolare Anregung
Um weitere Hinweise auf die physikalische Natur des Threshold-Switching Ereignisses zu
erlangen, wurden Experimente mit speziellen uni- und bipolaren Pulsfolgen durchgeführt.
Diese Charakterisierungen wurden am Ende der vorliegenden Arbeit an lateralen AgIn-
Sb2Te-Zellen durchgeführt, weshalb kein Vergleich zu vertikalen Zellen möglich ist. Ein
für unterschiedliche Phasenwechselmaterialien und Zellgeometrien einheitliches Verhalten
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kann daher an dieser Stelle nicht überprüft werden. Die verwendete Nanostruktur hat
einen Elektrodenabstand von 70 nm und eine Breite der Phasenwechsellinie von 45 nm.
Ziel dieser speziellen uni- und bipolaren Pulsfolgen ist ein Vergleich der Zeitkonstanten
der Generation und Relaxation von Ladungsträgern im amorphen Phasenwechselmateri-
al, sowie die Charakterisierung des Einflusses einer während der Anregung veränderten
Polarität auf das Threshold-Switching Ereignis.
Als Referenz wurden die bereits vorgestellten Experimente mittels Konstantspannungspul-
sen zur Charakterisierung der Threshold-Switching Verzögerungszeit sowie des linearen
Stromanstiegs vor dem Schaltereignis an der selben Zelle durchgeführt. Für die Abschät-
zung der Zeitkonstanten zur Ladungsträgeranregung sowie der Relaxation wurde eine uni-
polare Pulsfolge bestehend aus 100 Pulsen mit einer Pulslänge von je 100 ns und einer
Wartezeit von 100 ns zwischen zwei aufeinanderfolgenden Pulsen an eine amorphe Phasen-
wechselzelle angelegt (Abbildung 4.34 (c) und (d)). Eine Addition der einzelnen Pulslängen
ergibt genau wie im Referenzexperiment (Abbildung 4.34 (a) und (b)) eine Gesamtzeit von
10 µs innerhalb der ein elektrisches Feld an die Zelle angelegt wurde. Analog zu den Kon-
stantspannungspulsexperimenten wurden kurze Pulsflanken von 2 ns gewählt.
In einer bipolaren Pulsfolge (Abbildung 4.34 (e) und (f)) wurden positive und negative
Pulse mit je 100 ns Pulslänge aneinander gereiht, bis ebenfalls eine Gesamtlänge von 10 µs
erreicht wird. Obwohl keine Wartezeit zwischen einem Puls mit positiver und negativer
Amplitude eingestellt werden sollte, ist dies aufgrund der Programmierung des verwende-
ten Agilent 81160A Funktionsgenerators nicht perfekt umgesetzt. In Abbildung 4.34 (f)
können daher kurze Wartezeiten im Bereich von 10 ns zwischen zwei Pulsen festgestellt
werden. Die Spannungsamplitude wurde in allen Teilexperimenten in einem Bereich von
0.7V bis 1.1V in 10mV Schritten variiert. Vor jedem der drei Teilexperimente wurde
die laterale Phasenwechselzelle mit einem 4 ns langen Puls (Flankenlängen von 2 ns) mit
einer Amplitude von 3.4V amorphisiert. Aufgrund von Fluktuationen im Zellverhalten
und einer irreversiblen Veränderung der Parameter zur Zellprogrammierung führte dieser
Amorphisierungspuls zu Zellwiderständen zwischen 3MW und 5MW. Nach dem Anlegen
von einem der drei Testpulse (Konstantspannungspuls, uni- und bipolarer Pulsfolge) wur-
de die Phasenwechselzelle vollständig kristallisiert (Amplitude: 1.7V, ansteigende Flanke:
200 ns, Pulsbreite: 500 ns, abfallende Flanke: 5 µs) um einen reproduzierbaren Anfangszu-
stand für den nachfolgenden Amorphisierungs- und Testpuls zu gewährleisten.
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Abbildung 4.34: Zeitaufgelöste Ströme und Spannungen für drei unterschiedliche uni- und bipolare
Spannungspulsfolgen. Alle Experimente wurden an lateralen AgIn-Sb2Te-Zellen durchgeführt. In Abbil-
dung (a) ist beispielhaft ein Konstantspannungspuls dargestellt. Die Teilabbildung (c) zeigt eine Reihe
von kurzen Spannungspulsen mit einer Gesamtlänge von 10 µs analog zu dem Konstantspannungspuls
in (a). Die Wartezeit zwischen zwei Pulsen entspricht der Pulsbreite von 100 ns. In (e) ist eine bipolare
Pulsfolge von alternierenden 100 ns langen Pulsen dargestellt. Die Abbildungen (b), (d) und (f) stellen
eine Vergrößerung in den Bereich vor und nach dem Eintritt des Threshold-Switching Phänomens dar.
In allen Experimenten wurde eine Amplitude von 0.92V verwendet und die Zelle vor den verschie-
denen Testpulsen auf einen konstanten Widerstand von 4.4 ± 0.1MW programmiert. Durch Vergleich
dieser drei unterschiedlichen Experimente kann sowohl das Verhältnis zwischen den Zeitkonstanten der
Generations- und Relaxationsmechanismen sowie der Einfluss von einer bipolaren Anregung auf das
Threshold-Switching Ereignis untersucht werden.
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Genau wie in den bereits vorgestellten Experimenten wurden die Threshold-Switching Ver-
zögerunzeiten in allen drei Teilexperimenten bestimmt (Abbildung 4.35). Für die unipolare
Pulsfolge setzt sich die Verzögerungszeit aus der Gesamtzeit aller Pulse zusammen, inner-
halb der eine Spannung an die Phasenwechselzelle angelegt wurde, bevor das Threshold-
Switching Ereignis eintritt (rautenförmige Datenpunkte in Abbildung 4.35). Im Falle der
bipolaren Pulsfolge wurde sowohl die Zeit während positiver als auch während negativer
Spannungspulsen vor dem Eintritt des Schaltereignisses gemessen (runde Datenpunkte).
Die unterschiedlichen Messreihen zeigen keine sichtbaren Unterschiede zwischen den ver-
schiedenen Datenpunkten, obwohl die drei Spannungssignale stark variieren. Die bei einer
Spannung vergleichbaren Verzögerungszeiten für Konstantspannungspulse sowie für die
unipolare Pulsfolge zeigt, dass die Zeitkonstante der Relaxation sehr viel größer als die
des Generationsmechanismus sein muss. Würden beide Zeitkonstanten in der gleichen Grö-
ßenordnung liegen, so würden die während eines 100 ns langen Spannungspulses angeregten
Ladungsträger in der 100 ns langen Wartezeit zwischen zwei Pulsen bereits wieder rela-
xieren und kein Threshold-Switching Ereignis wäre beobachtbar. Zukünftig könnte daher
eine Variation der Wartezeiten zwischen zwei aufeinanderfolgenden Pulsen eine Aussage
über das Verhältnis der Zeitkonstanten für den Generations- und Relaxationsmechanismus
ermöglichen.
Weiterhin ist in Abbildung 4.35 kein Unterschied zwischen den aus den Konstantspan-
nungspulsen und der bipolare Pulsfolge ermittelten Threshold-Switching Verzögerungszei-
ten zu erkennen. Aus dieser Beobachtung könnte zunächst gefolgert werden, dass die zum
Threshold-Switching führende Anregung unabhängig von der Polarität des Spannungspul-
ses ist. Wird beispielsweise mit positiver Polarität angeregt, so führt eine negative Polarität
nicht zu einer „Abregung“ des Systems. Jedoch ist in keinem Datensatz ein Threshold-
Switching Ereignis während eines negativen Pulses eingetreten. Für eine genauere Un-
tersuchung des Anregungsmechanismus des Threshold-Switchings wurde daher, analog zu
den in diesem Kapitel bereits vorgestellten Experimenten, der lineare Stromanstieg vor
dem Schaltereignis (preSS) anhand der transienten Stromverläufe charakterisiert.
Im Unterschied zu den Konstantspannungspulsexperimenten ermöglicht eine unipolare
Pulsfolge eine Studie der zeitlichen Entwicklung der preSS in Abhängigkeit der Spannungs-
amplitude (Abbildung 4.36). Aufgrund der experimentellen Fluktuationen des elektrischen
Widerstandes (bzw. der Größe des amorphisierten Bereiches) der Phasenwechselzelle wur-
den im Folgenden nur Zellwiderstände zwischen 3.2MW und 3.8MW analysiert. Durch diese
Limitierung soll sichergestellt werden, dass nur ähnliche Anfangszustände betrachtet wer-
den. Auch die analysierten Spannungsamplituden wurden auf einen Bereich von 0.75V bis
0.85V beschränkt, um eine bessere Sichtbarkeit zu gewährleisten. Die zeitliche Entwick-
lung des linearen Stromanstiegs während der unipolaren Pulsfolge zeigt eine deutlichen
Anstieg der preSS kurz vor dem Eintritt des Threshold-Switching Ereignisses. Während
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Abbildung 4.35: Threshold-Switching Verzögerungszeit als Funktion der angelegten Spannung für drei
unterschiedliche uni- und bipolare Spannungspulsfolgen. Variierende Zellwiderstände sind mit unter-
schiedlichen Farben gekennzeichnet. Quadratische Datenpunkt stehen für die in Abbildung 4.34 dar-
gestellten Konstantspannungspulse mit einer Pulslänge von 10 µs. Die rautenförmigen Daten stellen
die aus der unipolaren Pulsfolge ermittelten Verzögerungszeiten dar. Die Verzögerungszeiten in diesem
Experiment entsprechen dabei nur der Zeit, bei der auch eine Spannung ungleich Null angelegt ist.
Kreise kennzeichnen die Daten der bipolaren Pulsfolge. Die Verzögerungszeit wurde hier sowohl aus den
positiven als auch aus den negativen Pulsen ermittelt.
für kleinere Spannungen erst eine hohe Anzahl an 100 ns Pulsen das Threshold-Switching
auslösen können, führt eine Erhöhung der Spannung genau wie in den Konstantspan-
nungspulsexperimenten zu einer verkürzten Verzögerungszeit, sodass auch der Anstieg der
preSS mit der Zeit früher sichtbar ist (Abbildung 4.36).
Ein Einfluss der Relaxation innerhalb der 100 ns Wartezeit zwischen zwei unipolaren Pul-
sen ist hier aufgrund der begrenzten Datendichte und der hohen Fluktuation der absoluten
Werte der preSS auf kurzen Zeitskalen nicht sichtbar. Eine zukünftige Variation der War-
tezeit (Relaxationszeit) könnte helfen den Einfluss auf den linearen Stromanstieg vor dem
Schalten zu charakterisieren. Bei längerer Wartezeit zwischen zwei Pulsen könnte der an-
geregte Zustand des amorphen Phasenwechselmaterials stückweise relaxieren, sodass eine
Reduktion der preSS sichtbar sein könnte. Im Modell nach Ielmini et al. könnte beispiels-
weise dieser Effekt durch die Relaxation von Ladungsträgern aus dem Defektniveau ET2
nach ET1 erklärt werden. Dabei ist jedoch zu beachten, dass in diesem Modell der Gene-
rationsmechanismus nur von der Ladungsträgerkonzentration in ET1 abhängig ist. Eine
Reduktion der Konzentration in ET2 führt im Modell von Ielmini et al. nur zu einem
kleineren Relaxationsterm und einem stärkerem Zuwachs an Ladungsträgern in ET2 mit
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Abbildung 4.36: Zeitliche Entwicklung des linearen Stromanstiegs vor dem Threshold-Switching ermit-
telt in einem unipolaren Mehrfachpulsexperiment. Zum Vergleich von ähnlichen Zellzuständen wurden
in der Abbildung nur Zellwiderstände zwischen 3.2MW und 3.8MW berücksichtigt. Die unterschiedli-
chen Spannungsamplituden der unipolaren Pulse sind farblich gekennzeichnet. Aus den Stromverläufen
der einzelnen 100 ns langen Konstantspannungspulsen wurde durch Anpassung einer linearen Funktion
die preSS bestimmt. Durch die zeitliche Pulsfolge wird die Charakterisierung der preSS als Funktion
der Zeit und Spannung ermöglicht. Vor dem Eintritt des Threshold-Switchings kann ein starker Anstieg
der preSS beobachtet werden. Pulse, während denen das Threshold-Switching Ereignis auftritt wurden
durch Kreuze gekennzeichnet. Einen Einfluss der Wartezeit von 100 ns zwischen zwei unipolaren Pulsen
(z.B. eine Abnahme der preSS), kann nicht festgestellt werden.
der Zeit (siehe Ratengleichung in 3.19). Eine Absenkung der Ladungsträgerkonzentration
nT2 führt demnach zu einer stärken Anregung von ET1 nach ET2 sowie einem Anstieg der
Leitfähigkeit mit der Zeit. Nur ein Generationsmechanismus der abhängig von der Anzahl
der bereits generierten Ladungsträger ist (wie beispielsweise im Modell von Pirovano et
al. und Adler et al., Gleichung 3.28), könnte eine Absenkung der preSS mit verlängerter
Wartezeit zwischen zwei Pulsen erklären. Nach Karpov et al. ist im Modell der feldindu-
zierten Nukleation ein Zerfall der unter Einfluss des elektrischen Feldes stabilen Nuklei
vorstellbar.
Die Auswertung der zeitlichen Entwicklung des linearen Stromanstiegs der bipolaren Puls-
folge (Abbildung 4.37) zeigt zunächst bei einer Betrachtung der positiven Pulse ein sehr
ähnliches Verhalten zu dem Experiment mit unipolaren Pulsen. Kurz vor dem Eintritt
des Threshold-Switchings kann ein deutlicher Anstieg der preSS mit der Zeit beobach-
tet werden. Die uni- und bipolaren Experimente bestärken damit die bereits aufgezeigte
Verknüpfung zwischen dem linearen Stromanstieg und dem Eintritt des Schaltereignis-
ses. Bei der Betrachtung der während der negativen Spannungspulse gemessenen preSS
ist jedoch ein grundlegend anderes Verhalten sichtbar. Die absoluten Werte der preSS
fluktuieren nahe Null, jedoch ist keine Änderung des Stromanstiegs und kein Eintritt des
120
4.9 Uni- und bipolare Anregung
0
50
100
150
200
250
300
pr
eS
S
 / 
A
/s
−50
0
0 5 10
Time / µs
-100
positive pulses
negative pulses
0.75
0.80
0.85
Vo
lta
ge
 / 
V
Abbildung 4.37: Zeitliche Entwicklung des linearen Stromanstiegs vor dem Threshold-Switching ermit-
telt in einem bipolaren Mehrfachpulsexperiment. Analog zu Abbildung 4.36 wurden nur Zellwiderstände
zwischen 3.2MW und 3.8MW charakterisiert. Der lineare Stromanstieg wurde sowohl aus den Pulsen
mit positiver als auch mit negativer Spannungsamplitude mittels Anpassung einer linearen Funktion
bestimmt. Während für positive Spannungsamplituden analog zu dem unipolaren Mehrfachpulsexperi-
ment ein Anstieg der preSS unmittelbar vor dem Threshold-Switching sichtbar ist, kann für negative
Pulse kein Schaltereigniss beobachtet werden (Pulse während denen das Threshold-Switching auftritt
sind mit Kreuzen gekennzeichnet). Auch die aus den negativen Spannungspulsen ermittelten absoluten
Werte der preSS zeigen keinen Anstieg mit der Zeit. Für diese Pulse ist lediglich eine Fluktuation der
preSS nahe Null festzustellen.
Threshold-Switchings während eines negativen Pulses im gesamten Experiment sichtbar.
Positive und negative Pulse haben demnach einen stark unterschiedlichen Einfluss auf die
Anregung des Threshold-Switching Ereignisses. Während positive Spannungsamplituden
eine elektronische Anregung des amorphen Materials bewirken, so scheinen negative Pulse
keinen Effekt (preSS ≈ 0) in dem Experiment zu zeigen. Dieses asymmetrisches Verhalten
der beiden Polaritäten ist demnach ein weiterer Hinweis auf eine rein elektronische An-
regung. Ein durch thermische Effekte induzierter Stromanstieg (Joulesche Wärme) würde
einen für beide Polaritäten gleichen Effekt haben.
Die Beobachtung des stark asymmetrischen Verhaltens in der bipolaren Pulsfolge wur-
de zuvor nicht in der Literatur für Phasenwechselmaterialien gefunden und erscheint zu-
nächst verwunderlich, da die charakterisierte laterale Phasenwechselzelle symmetrisch auf-
gebaut ist und beide Elektroden aus dem selben Material (Wolfram) gefertigt wurden.
Würde die Grenzschicht zwischen Elektrode und Phasenwechselmaterial die Eigenschaf-
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ten einer Schottky-Diode aufweisen, so würde es in einer symmetrischen Zelle aufgrund
zweier entgegengesetzt angeordneter Dioden zu keinem Stromfluss kommen. Die Existenz
einer einzelnen Schottky-Diode an einer Grenzfläche kann wiederum durch die Symme-
trie der Zelle ausgeschlossen werden. In älteren Veröffentlichungen zum Schaltverhalten
in Te39As36Si17Ge7P1-Zellen wurde bereits ein asymmetrisches Schaltverhalten diskutiert
[PA76, AHM78]. In diesen Arbeiten wurden jedoch auch Zellen mit unterschiedliche Elek-
trodenmaterialien (Mo und n-Si) verwendet, sodass die Asymmetrie durch die Zellgeome-
trie und die verwendeten Materialien erklärt werden konnte.
Das hier beobachtete asymmetrische Verhalten scheint jedoch durch die besonderen elek-
trischen Eigenschaften des amorphen Phasenwechselmaterials aufzutreten. In einer Arbeit
von Burgess et al. wurde ein polaritätsabhängiges Schaltverhalten in Te40As35Ge7Si18-
Zellen gefunden, welche mit zwei Grafitelektroden kontaktiert wurden [BH73]. Dieser Ef-
fekt wurde von Burgess et al. rein qualitativ durch die Bildung von Raumladungszonen im
amorphen Material erklärt. In demModell nach Ielmini et al. ist zwar der Strom als Funkti-
on der Spannung im stationären Fall eine symmetrische Funktion um Null (I(V ) ∝ sinh(V )
in Gleichung 3.7), jedoch führt die Erweiterung für hohe Feldstärken zur Beschreibung
des Threshold-Switchings zu einer Asymmetrie in der Spannungsabhängigkeit des Stroms
(I(V ) ∝ sinh(V ) · (1 + exp(−1/V )) in den Gleichungen 3.21 und 3.22). Dieses Modell
liefert damit bereits einen zunächst qualitativen Erklärungsansatz für das im Experiment
beobachtete Verhalten. In dem Modell der feldinduzierten Nukleation nach Karpov et al.
wird kein asymmetrisches Verhalten für eine bipolare Pulsfolge beschrieben und ist daher
nicht direkt mit den experimentellen Daten vereinbar.
4.10 Drift der Threshold-Switching Verzögerungszeit
Während die bisher vorgestellten Experimente alle etwa 20 s nach dem Anlegen des Amor-
phisierungspulses durchgeführt wurden, sollte, um ebenfalls den Einfluss einer strukturel-
len Relaxation zu erfassen, auch eine Variation der Wartezeit zwischen Amorphisierungs-
und Testpuls untersucht werden. Diese Experimente sind damit in der Lage neben der
Bestimmung der kritischen Größen im Moment des Threshold-Switchings ebenfalls eine
Variation dieser aufgrund des Driftens zu bestimmen. Das Driften der Threshold-Switching
Verzögerungszeit wurde an lateralen AgIn-Sb2Te-Zellen (Linienbreite von etwa 40 nm, Li-
nienlänge von etwa 150 nm) untersucht. Diese Charakterisierungen wurden im Rahmen
der Masterarbeit von Johanna Senk [Sen13] durchgeführt, um eine mögliche Emulation
eines biologischen Lern- bzw. Vergessensprozess mittels Phasenwechselspeicher zu validie-
ren. Die kontinuierliche Veränderung der Leitfähigkeit der amorphen Phase wird dabei
ausgenutzt, um eine intrinsische Veränderung des synaptischen Gewichtes abzubilden.
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Abbildung 4.38: Zeitaufgelöste Spannungs- und Strommessung während eines Doppelpulsexperimen-
tes. Durch Anlegen eines kurzen Pulses mit hoher Amplitude und steiler, abfallenden Flanke wird die
laterale AgIn-Sb2Te-Zelle amorphisiert. Nach einer variablen Wartezeit wird ein Konstantspannungspuls
zur Messung der Threshold-Switching Verzögerungszeit an die Zelle angelegt. In diesen Doppelpulsex-
perimenten wird neben der Wartezeit zwischen Amorphisierung und Testpuls ebenfalls die Amplitude
des Testpulses variiert. Abbildung entnommen aus [Sen13].
Zunächst wurde die Phasenwechselzelle durch Anlegen eines Spannungspulses mit hoher
Amplitude und einer steilen abfallenden Pulsflanke von 2 ns amorphisiert (Abbildung 4.38).
Um die Verzögerungszeit bei verschiedenen Driftzeitpunkten zu untersuchen, wurde die
Wartezeit in Zweierpotenzen zwischen Amorphisierungspuls und Testpuls zwischen 16 ns
(24) und 262.144 µs (218) variiert. Analog dem zuvor dargestellten Experiment handelt es
sich bei dem Testpuls um einen Konstantspannungspuls mit steilen Flanken von 2 ns. Im
Gegensatz zu den oben vorgestellten Messungen wird jedoch in dem von Johanna Senk
durchgeführten Experiment nicht nur die Amplitude des Testpulses, sondern ebenfalls die
Wartezeit zwischen den beiden Pulsen variiert. Auf diese Weise lässt sich das Driften der
Verzögerungszeit bei unterschiedlichen Testpulsspannungen charakterisieren.
Analog zu einer Verringerung der Testspannung kann mit steigender Wartezeit nach der
Amorphisierung eine längere Verzögerungszeit beobachtet werden (Abbildung 4.39). Zur
Festlegung des Threshold-Switching Zeitpunktes wurde in den zeitaufgelösten Daten ge-
prüft, wann der Strom einen kritischen Wert von 30µA überschreitet. Abbildung 4.40
zeigt die Verzögerungszeit als Funktion der Spannung für unterschiedliche Wartezeiten bei
einem festen Zellwiderstand. Da eine Messung des Zellwiderstandes durch den Lock-In
Verstärker mehrere Sekunden benötigt, kann der durch den Amorphisierungspuls einge-
stellte Zellwiderstand in den Doppelpulsexperimenten mit nur kurzen Wartezeiten nicht
bestimmt werden. Aus diesem Grund wird hier nur die verwendete Amplitude des Amor-
phisierungspulses von 2.8V angegeben. Für weitere Experimente mit unterschiedlichen
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Abbildung 4.39: Transiente Stromverläufe während des Konstantspannungspulses in einem Doppelpuls-
experiment bei einer konstanten Spannungsamplitude von 1.12V. Unterschiedliche Wartezeiten nach
der Amorphisierung sind farblich gekennzeichnet. Analog zu den in Kapitel 4 durchgeführten Experi-
menten bei einer konstanten Wartezeit und variabler Spannung kann mit steigender Wartezeit (bzw.
sinkender Spannungsamplitude) eine längere Threshold-Switching Verzögerungszeit beobachtet werden.
Abbildung entnommen aus [Sen13].
Amorphisierungsspannungen sei auf die Arbeit von Johanna Senk verwiesen [Sen13].
Für steigende Spannungen kann eine Reduktion der Verzögerungszeit beobachtet werden
(Abbildung 4.40). Wird der Testpuls nach einer längeren Wartezeit nach der Amorphisie-
rung angelegt, so wird eine Veränderung der Verzögerungszeit als Funktion der Spannung
sichtbar (schwarze Linien in Abbildung 4.40). Um eine bestimmte Verzögerungszeit zu
erreichen, wird bei langen Wartezeiten eine höhere Spannung benötigt. Bei einer niedrige-
ren Spannung benötigt der elektronische Anregungsmechanismus demnach länger um das
Threshold-Switching Ereignis hervorzurufen.
In dem Modell nach Ielmini et al. könnten diese Ergebnisse mit einer Veränderung der
Gleichgewichtsladungsträgerkonzentration nT1 oder einem verändertem Abstand zwischen
den Defektniveaus ET1 und ET2 interpretiert werden. Beide Größen haben nach Gleichung
3.19 (dδnT2/dt = G − δnT2/τrel) und 3.20 (G = nT1/τ0 · exp(−B12/F )) einen direkten
Einfluss auf den Generationsmechanismus. Bei einer Reduktion der Ladungsträgerkonzen-
tration in ET1 können weniger Ladungsträger nach ET2 angeregt werden, sodass es zu
einem verzögerten Schaltereignis kommt. Alternativ würde auch eine Erhöhung der Akti-
vierungsenergie für eine Anregung von ET1 nach ET2 eine weniger effiziente Ladungsträger-
generation bedeuten, was bei gleicher Spannung zu einem verzögerten Threshold-Switching
Ereignis führt. Dieser Mechanismus gleicht der in [LLK+12, KBJ+14] beschriebenen Stre-
ckung der elektronischen Zustandsdichte während des Driftens.
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Abbildung 4.40: Threshold-Switching Verzögerungszeit als Funktion der Testpulsspannung in einem
Doppelpulsexperiment. Verschiedene Wartezeiten nach der Amorphisierung sind mit unterschiedlichen
Farben gekennzeichnet. Eine Veränderung der Wartezeit zeigt eine kontinuierliche Änderung der Stei-
gung der Verzögerungszeit als Funktion der Spannung. Um eine bestimmte Verzögerungszeit zu errei-
chen, muss mit steigender Wartezeit eine höhere Spannung angelegt werden. Abbildung modifiziert aus
[Sen13].
Nach Pirovano et al. wird eine mit der Drift steigende Defektkonzentration nahe der Lei-
tungsbandkante beschrieben. Durch die erhöhte Defektkonzentration können mehr der
generierten freien Ladungsträger in den elektronischen Defektzuständen rekombinieren,
sodass der Rekombinationsprozess im Vergleich zu einem ungedrifteten Zustand erst später
sättigt. Die verstärkte Ladungsträgerrekombination führt dann zu einem späteren Eintritt
des Threshold-Switching Ereignisses.
Auch das Modell der feldinduzierten Nukleation nach Karpov et al. könnte die hier vor-
gestellten Ergebnisse durch eine über die Zeit veränderliche Nukleationsbarriere W0 (Ab-
schnitt 3.1.3) erklären. Dieser Effekt wird zwar von Karpov et al. nicht beschrieben, stellt
jedoch nach den Gleichungen 3.52 und 3.53 die einzige Möglichkeit dar, eine Verlängerung
der Verzögerungszeit mit der Wartezeit nach der Amorphisierung zu beschreiben.
Der Abgleich mit den drei in Kapitel 3 vorgestellten Modellen zeigt, dass zumindest qua-
litativ die beobachteten Veränderungen mit der Driftzeit denkbar erscheinen. Die vor-
gestellten Experimente liefern dabei eine erweiterte Datenbasis, sind jedoch noch nicht
umfassend genug, um eine der Theorien eindeutig zu bestätigen oder zu widerlegen.
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4.11 Material- und geometrieunabhängige Schalteffekte
Zu Beginn des Kapitels wurde in Abbildung 4.6 gezeigt, dass relevante Größen wie etwa
die Threshold-Spannung stark von der Form des angelegten Spannungspulses abhängt.
Damit wurde nachgewiesen, dass es kein einheitliches Threshold-Feld beim Übergang von
dem amorphen „OFF-“ in den amorphen „ON-Zustand“ gibt. Es kann lediglich von einem
minimalen Feld zum Eintritt des Threshold-Switching Ereignisses gesprochen werden. Um
zukünftig Experimente an einem oder zwischen verschiedenen Phasenwechselmaterialien
vergleichen zu können, müssen daher immer die exakten Pulsparameter angegeben werden.
Dies ist jedoch in der Literatur nur selten der Fall [OF73, BBC+87, LKW05, KKSK07,
MIPL07, Iel08, BKZ+09, KRR+09a, PPS+10].
Die Untersuchungen der Threshold-Switching Verzögerungszeit als Funktion der ange-
legten Spannung zeigt in vertikalen Ge2Sb2Te5-Zellen (Abbildung 4.13) und lateralen
AgIn-Sb2Te-Strukturen (Abbildung 4.28) in beiden Fällen ein einheitliches Verhalten. Eine
Überprüfung des von Karpov et al. vorgeschlagenen Modells der feldinduzierten Nukleation
ist in beiden Messreihen aufgrund der hohen Anzahl freier Anpassungsparameter und des
begrenzten experimentellen Messbereiches nicht durchführbar. Die absoluten Werte der
Anpassungsparameter sind stark von der Auswahl der Anfangsparameter abhängig sowie
mit einem extrem großen Fehler behaftet. Ohne eine Einschränkung des Parameterraums
und der Erweiterung des messbaren Zeit- und Spannungsbereiches ist daher eine Verifizie-
rung des Modells nicht sinnvoll durchführbar. Zukünftige TEM Messungen könnten hier
einen direkten Zugang zu einer effektiven Schichtdicke des amorphisierten Bereiches liefern
und damit die Festlegung weiterer Modellparameter erlauben.
Während in den Messungen an Ge2Sb2Te5 eventuell eine Erhöhung der Varianz der Verzö-
gerungszeiten mit sinkender Spannung sichtbar ist, kann dieses Verhalten in den Messun-
gen an lateralen Zellen nicht bestätigt werden. Dieser Effekt wurde von Karpov et al. durch
eine Variation der Nukleationsbarrieren erklärt und berücksichtigt die lokale Variation der
strukturellen Ordnung im amorphen Material. Da hier unterschiedliche Phasenwechselma-
terialien untersucht wurden, ist nicht klar, ob dieses Phänomen gleich stark in beiden
Materialien sichtbar sein muss. Aus experimenteller Sicht ist die Erhöhung der Variati-
on der Verzögerungszeiten zu kleinen Spannungen damit kein einheitlicher, material- und
zellunabhängiger Effekt.
Mit Hilfe der guten Messauflösung konnte neben den relativ einfach zu bestimmenden
Verzögerungszeiten ebenfalls das transiente Verhalten vor dem Eintritt des Threshold-
Switching Ereignisses charakterisiert werden. In beiden untersuchten Phasenwechselmate-
rialien zeigte sich ein einheitlicher, linearer Anstieg im Stromverlauf vor dem Schaltereig-
nis. Dieser feldstärkenabhängige Effekt wurde in verschiedenen Zellgeometrien für unter-
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schiedliche Zellwiderstände charakterisiert und könnte eine direkte Messung des zugrunde
liegenden elektronischen Anregungsmechanismus sein. Der Nachweis einer kritischen preSS
zum Eintritt des Threshold-Switching Ereignisses liefert damit auch eine direkte Antwort
auf die Frage nach einem minimalen elektrischen Feld zum Schalten des amorphen Pha-
senwechselmaterials. Es wurde in beiden Zelltypen und beiden Phasenwechselmaterialien
gezeigt, dass erst ab einer bestimmten (von 0 verschiedenen) preSS beim Überschreiten
einer kritischen Feldstärke ein Threshold-Switching Ereignis ausgelöst werden kann. Die-
ser Anstieg im Stromverlauf vor dem Schaltereignis kann in den Modellen von Ielmini et
al. und Pirovano et al. durch die feldabhängige Generation von Ladungsträgern und der
damit verbundenen Annäherung des quasi-Ferminiveaus an die Bandkante erklärt werden.
Numerische Simulationen des transienten Stromverlaufes nach dem Modell von Ielmini et
al. konnten bereits einen linearen Anstieg mit der Zeit nachweisen. Im Modell der feldin-
duzierten Nukleation hingegen erscheint es fragwürdig, warum ein linearer Stromanstieg
sichtbar sein sollte. Denn mit wachsender Länge des kristallinen Filamentes wird eine ex-
ponentielle Erhöhung der elektrischen Feldstärke an der Spitze des Filamentes bewirkt, die
wiederum zu einem beschleunigten Filamentwachstum führen sollte. Der Erklärungsansatz
nach Karpov et al. sagt damit vielmehr einen exponentiellen Anstieg im Strom vor dem
Threshold-Switching Ereignis voraus. Obwohl die preSS unabhängig von der anfänglichen
Leistung Pinitial ist, kann ein Einfluss thermischer Effekte an dieser Stelle nicht vollständig
ausgeschlossen werden.
Die Studien zur uni- und bipolaren Anregung zeigen hingegen, eine ausgeprägte Asym-
metrie zwischen den beiden Polaritäten. Dieses asymmetrische Verhalten ist ein weiterer
starker Hinweis auf eine elektronische Anregung. Im Falle einer thermischen Ursache der
preSS sollte hingegen ein symmetrisches Verhalten beobachtet werden.
Auch die von Ielmini et al. und Ciocchini et al. vorgeschlagene kritische Leistung zum
Eintritt des Threshold-Switching Phänomens kann in beiden Messreihen nicht bestätigt
werden. Die Größe Pth ist wie auch der Strom im Moment des Schaltens Ith abhängig
von der elektrischen Feldstärke sowie der Zeit nach der Amorphisierung. Dies zeigt die
Relevanz einer kombinierten Untersuchung des Threshold-Switchings in Verbindung mit
dem Effekt des Widerstandsdriftens.
Darauf aufbauend sollte zukünftig das vorgestellte Konstantspannungspulsexperiment eben-
falls bei unterschiedlichen Umgebungstemperaturen durchgeführt werden, da neben der
Variation des Zellwiderstandes und der anliegenden Spannung mit der Temperatur eine
weitere Größe zum Modellvergleich zugänglich wird. Wie bereits angesprochen ist auch ein
Einfluss des Drifteffektes auf die hier diskutierten Ergebnisse zu prüfen, da eine Verände-
rung von Vth und dem Zellwiderstand auch Einfluss auf die kritischen Größen Ith und Pth
hat. Nach Ielmini et al. wird das Driften dieser Größen durch eine Abnahme der elektro-
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nischen Defektkonzentration hervorgerufen (monomolekulare Defektkinetik in Gleichung
3.60 bzw. bimolekulare Defektkinetik in Gleichung 3.61), die in einer messbaren Änderung
der Aktivierungsenergie der elektrischen Leitfähigkeit resultiert. Auch Karpov et al. gehen,
wie in Kapitel 3 vorgestellt, von einer Änderung der Bandlücke und einer dadurch bewirk-
ten Veränderung der Aktivierungsenergie aufgrund einer Reduktion einer mechanischen
Spannung aus. Darüber hinaus wurden die bisher vorgestellten Ergebnisse der numeri-
schen Simulation nach Ielmini et al. mit einer konstanten Aktivierungsenergie durchge-
führt. Nach den Gleichungen 3.21 und 3.24 (I(F ) ∝ exp(−(EC − EF )/(kBT )) · sinh(F ))
hat jedoch eine Veränderung der Aktivierungsenergie auch eine Veränderung des span-
nungsabhängigen Stroms als auch der kritischen Größen Ith und Pth zur Folge. Aus diesem
Grund wird in Kapitel 5 neben dem Widerstandsdriften in den Phasenwechselmaterialien
Ge2Sb2Te5, GeTe und AgIn-Sb2Te auch das Driften der Aktivierungsenergie sowie des
exponentiellen Vorfaktors im Arrheniusgesetz untersucht.
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Kapitel 5
Drift des elektrischen Widerstands
in amorphen Dünnschichtproben
In Kapitel 4 wurde gezeigt, dass relevante Größen, wie etwa die Threshold-Spannung Vth,
der Threshold-Strom Ith sowie der lineare Stromanstieg vor dem Threshold-Switching
Ereignis (preSS) stark von dem Zellwiderstand abhängen. Für die Anwendung als elektro-
nischer Datenspeicher ist jedoch auch die genaue zeitliche Entwicklung dieser Parameter
nach dem Einstellen des amorphen Zustandes wichtig. Eine Variation der Wartezeit zwi-
schen der Amorphisierung und dem Anlegen eines Testpulses zeigte bereits einen deutli-
chen Einfluss des Driftens auf transiente Schalteffekte.
Wie in Abschnitt 3.1.1 vorgestellt, ist die Aktivierungsenergie der Leitfähigkeit im Modell
von Ielmini et al. [IZ06, IZ07a, IZ07b, Iel08, LIL10b, LISL08, LIL10a, PCB+12, JPBC13]
zur Erklärung des Threshold-Switching Phänomens ebenfalls eine für den Sub-Threshold
Bereich (Gleichung 3.21), sowie für die kritische Leistung im Moment des Threshold-
Switchings (Gleichung 3.15) besonders relevante Größe. Eine detaillierte Studie des Wi-
derstandsdriftens sowie der Veränderung der Aktivierungsenergie der Leitfähigkeit und
des exponentiellen Vorfaktors in Gleichung 3.1 (Arrhenius-Gesetz) in unterschiedlichen
Phasenwechselmaterialien (Ge2Sb2Te5, Ag4In3-Sb67Te26 und GeTe) ist daher von großer
Bedeutung.
Im Gegensatz zu dem vorherigen und den nachfolgenden Kapiteln wurde die Messun-
gen nicht an amorphen „melt-quenched“ Phasenwechselnanostrukturen sondern an amor-
phen „as deposited“ Schichten durchgeführt. Dieser Ansatz wurde zum Einen aufgrund
der wesentlich einfacheren experimentellen Methode und zum Anderen wegen den ge-
ringeren Schwankungen und Störeinflüssen der zu beobachteten Größen gewählt. Nach
[KMK+07, KMK+08a, ISLL08, ISLL09, MJGA10, PPM+11, FFC13] ist bekannt, dass der
Driftexponent νR nicht nur von der Wahl des Phasenwechselmaterials, sondern ebenfalls
von der Höhe des Zellwiderstandes, der Stärke des elektrischen Feldes sowie der Stromstär-
ke des Auslesesignals abhängen kann. In amorphen „as deposited“ Schichten hingegen sind
die elektrischen Feldstärken und Stromdichten aufgrund der Dimensionen der Schichten
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extrem gering, sodass diese Einflüsse hier vernachlässigt werden können. Es sei jedoch dar-
auf hingewiesen, dass nach einer ersten grundlegenden Studie zur zeitlichen Entwicklung
des Widerstandes und der Aktivierungsenergie diese ebenfalls in Phasenwechselspeicher-
zellen charakterisiert werden sollten, um eventuelle Unterschiede zwischen der amorphen
„as deposited“ und der technologisch relevanten „melt-quenched“ Phase aufzudecken.
5.1 Der geheizte Van-der-Pauw Messplatz
Die elektrische Charakterisierung der oben beschriebenen Dünnschichtproben wurde an
einem im I. Physikalischen Institut (IA) entwickelten geheizten Van-der-Pauw Messplatz
durchgeführt. Dieser Messplatz ist in der Lage, Widerstände bis etwa 1GW zu messen.
Neben den typischen Zweipunktmessungen zur Ermittelung des Probenwiderstandes kann
der Aufbau, Vierpunkt Van-der-Pauw Messungen [VdP58] durchführen. Eine Keithley 236
„Source-Measuring-Unit“ (SMU) treibt dabei einen einstellbaren Strom durch zwei der
Kontakte an einer Seite der Probe. Gleichzeitig wird mit einem Agilent Multimeter vom
Typ 34401A der Spannungsabfall an den beiden Kontakten auf der anderen Seite der
Probe gemessen. Eine im Institut entwickelte Umschaltmatrix ermöglicht eine beliebige
Verbindung der SMU sowie des Multimeters an die vier Kontaktnadeln. Bei dem Design
der Matrix wurde großer Wert auf extrem kleine Leckströme gelegt, sodass auch sehr
hochohmige Messungen präzise durchgeführt werden können.
Die Probe wurde auf einen Gold-beschichteten Kupferblock innerhalb einer Vakuumkam-
mer installiert. Der Kupferblock beinhaltet vier symmetrisch eingelassene, resistive Hei-
zelemente mit je 100W. Alle Messungen wurden in einer reinen Argon-Atmosphäre bei
einem Druck von 950mbar in der Vakuumkammer durchgeführt. Die vier Heizelemen-
te wurden einzeln nach ihrem einheitlichen Widerstand ausgewählt, um eine möglichst
homogene Temperaturverteilung im Kupferblock zu gewährleisten. Zusätzlich kann der
Kupferblock zum Abkühlen mit Druckluft durchströmt werden. Sowohl das Netzteil der
Heizelemente als auch das Proportionalventil zur Steuerung der Pressluftzufuhr sind über
die LabView Software PID (Regelung mittels Proportional-,Integral- und Differentialteil)
gesteuert. Auf diese Weise wird ein genaues Anfahren beliebiger Temperaturprofile zwi-
schen Raumtemperatur und 350 ◦C mit einer Rate von bis zu 1K/s ermöglicht. Die einge-
stellte Temperatur wird mit einem nahe an der Oberfläche in den Kupferblock eingelasse-
nen Pt100 Temperatursensor gemessen. Da eine genaue Temperaturmessung eine wichtige
Rolle für die Charakterisierung der thermisch aktivierten Leitfähigkeit in amorphen Pha-
senwechselmaterialien darstellt, wurde neben der Messung der Temperatur im Kupferblock
ebenfalls die Substratoberflächentemperatur kalibriert.
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Abbildung 5.1: Schematische Darstellung des Van-der-Pauw Messplatzes. Die Proben werden im in-
neren einer Vakuumkammer auf einen temperaturgesteuerten Kupferblock gelegt. Vier resistive 100W
Heizelemente wurden in den Kupferblock eingelassen und erlauben schnelle Heizraten von 1K/s bis
etwa 350 ◦C. Sowohl das Netzteil zur Spannungsversorgung der Heizelemente, als auch ein Proportio-
nalventil zur Steuerung der Druckluftzufuhr durch den Kupferblock zur Kühlung der Proben, werden
mittels PID-Steuerung kontrolliert. Der elektrische Kontakt wird durch vier Gold-beschichtete und mit
Federn unterstützten Nadeln realisiert, die an verschiedene Positionen über dem Substrat installiert wer-
den können. Die im I.Physikalischen Institut (IA) entwickelte Umschaltmatrix verbindet eine „Source-
Measuring-Unit“ (SMU) sowie ein Multimeter mit beliebigen Kontaktnadeln. Für schnelle zeitaufgelöste
Messungen kann eine zweite SMU direkt an zwei der Kontaktnadeln angeschlossen werden.
Eine National Instruments LabView Software steuert alle im Aufbau verwendeten Instru-
mente und ermöglicht es, automatisierte Messprogramme mit vordefinierten Temperatur-
profilen durchzuführen. Aufgrund der sehr hochohmigen, amorphen Dünnschichtproben
sind die RC-Zeiten des hier verwendeten Schaltkreises in der Größenordnung mehrerer
Sekunden. Versuche, schnelle zeitaufgelöste elektrische Messungen durchzuführen, ohne
diesen Effekt zu berücksichtigen würden, eine erhebliche Verfälschung der Messergebnisse
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bewirken. Bevor mit dem Agilent Multimeter der Spannungsabfall in einer Van-der-Pauw
Messung ermittelt wird, muss daher gewartet werden, bis die parasitären Kapazitäten ge-
laden sind und das Spannungssignal sättigt. Erst nach dem Ladevorgang wird der eigent-
liche Messwert abgespeichert. Durch diese Methode kann sichergestellt werden, dass die
hohen RC-Zeiten das Messergebnis nicht verfälschen. Der Nachteil dieser Vorgehensweise
ist jedoch die stark begrenzte Zeitauflösung mit 20 s bis 30 s zwischen zwei Messungen des
Schichtwiderstandes.
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Abbildung 5.2: Foto des geheizten
Van-der-Pauw Messplatzes im inneren
der Vakuumkammer. Wie in der Mit-
te zu sehen, wurde eine der verwende-
ten Proben auf dem Kupferblock in-
stalliert und mit vier Nadeln kontak-
tiert. Zwei der Kontaktnadeln dienen
dabei zur Messung des temperaturab-
hängigen Widerstandes einer Wolfram-
Linie zur Bestimmung der Temperatur
der Substratoberfläche. Durch die zwei
verbleibenden Nadeln wird die zeitliche
Entwicklung des Widerstandes der Pha-
senwechselschicht charakterisiert. Ab-
bildung modifiziert aus [Del12].
Um die zeitliche Entwicklung der Aktivierungsenergie der Leitfähigkeit sowie des Vor-
faktors im Arrhenius-Gesetz (Gleichung 3.1) während des Driftvorgangs zu untersuchen,
wurde die oben erwähnte Messmethode auf die nachfolgende Weise modifiziert. Für die
Untersuchung der zeitlichen Änderungen wurden Zweipunktmessungen des Probenwider-
standes an einer Seite der Probe durchgeführt. Auf diese Weise wird die Zeitauflösung
auf etwa 10ms zwischen zwei Datenpunkten verbessert. Da in dieser Methode über die
gesamte Zeit eine konstante Spannung an der Probe anliegt, wird die Probe nur einmalig
zu Beginn der Messreihe geladen. Die hohen RC-Zeiten werden auf diese Weise in einer
Zweipunktmessung umgangen. Langsame Van-der-Pauw Messungen wurden nur am An-
fang und am Ende jeder Messung an einer Probe durchgeführt, um eine Renormierung auf
den spezifischen Widerstand des Phasenwechselmaterials zu ermöglichen.
5.2 Herstellung von amorphen Dünnschichtproben
Für Zwei- und Vierpunkt- Van-der-Pauw Messungen wurden Dünnschichtproben auf SiO2-
Glasssubstraten hergestellt. Die Elektroden, Kontaktpads sowie vier Metalllinien aus Wolf-
ram zur Messung des temperaturabhängigen Widerstandes (Temperatursensoren) wur-
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den mittels Fotolithographie strukturiert (Abbildung 5.3). Die Wolfram-Elektroden als
auch die verschiedenen Phasenwechselmaterialien wurden mittels DC-Magnetron-Sputter-
deposition hergestellt.
Um Einflüsse einer Substratkontamination auf die späteren elektrischen Untersuchungen
auszuschließen, wurden die verwendeten SiO2-Substrate zunächst in einem Ultraschallbad
in Aceton für 15min gereinigt. Aceton-Rückstände wurden anschließend in einem weiteren
Ultraschallbad für 5min in Isopropanol entfernt. Nach der Trocknung des Substrates mit
Stickstoffgas wurde eine 1.3 µm dicke Schicht eines Lackes vom Typ AR-U 4040 mittels
Spin-Coating-Verfahren aufgetragen und nachfolgend für 2min bei 95 ◦C ausgebacken. In
einem ersten Schritt wurden dann die metallischen Kontakte für Van-der-Pauw Messungen
sowie vier zusätzliche Strukturen am Rand des Substrates durch eine Maske belichtet. Die
elektrischen Kontakte bestehen aus vier in den Ecken angeordneten Kontaktflächen und
vier in die Mitte ragende Kontaktlinien (Abbildung 5.3). Die vier Kontaktlinien stellen den
elektrischen Kontakt mit der 3.5× 3.5mm2 großen Fläche der Phasenwechselschicht in der
Mitte der Probe her. Die Fläche des Phasenwechselmaterials wurde in dieser Arbeit im
Vergleich zu den vorher im Institut durchgeführten Charakterisierungen stark reduziert,
um Einflüsse von Temperaturinhomogenitäten über der Probenfläche zu minimieren. Zu-
sätzlich zu diesen Strukturen wurden vier metallische Temperatursensoren zur Messung
der Temperatur an der Substratoberfläche realisiert. Durch eine Zwei- bzw. Vierpunkt-
messung des elektrischen Widerstandes der 10µm breiten Wolframlinien kann so mit be-
kanntem Temperaturkoeffizienten die lokale Temperatur nahe am Phasenwechselmaterial
bestimmt werden. Um unterschiedliche Widerstände der Temperatursensoren abzudecken,
wurden zwei gerade Linien sowie zwei Linien in einer sogenannten „zick-zack“ Struktur
hergestellt (Abbildung 5.3). Besonders für schnelle Temperaturänderungen im Bereich
von 1K/s könnte es durch die thermische Kapazität des 500 µm dicken SiO2-Substrates
zu unterschiedlichen Temperaturen im Probenheizer (auf dem das Substrat liegt) und der
Substratoberfläche kommen. Da nach dem Arrhenius-Gesetz (Gleichung 3.1) der Wider-
stand eines Phasenwechselmaterials exponentiell von der Temperatur abhängt, kann durch
eine nur geringe Temperaturungenauigkeit eine erhebliche Verfälschung des Widerstands
auftreten. Um dieser Fehlerquelle vorzubeugen, wurde eine sorgfältige Kalibration der
genauen Oberflächentemperatur durchgeführt. Die belichtete Lackschicht mit den struk-
turierten Bereichen der Kontakte sowie der Temperatursensoren wurde in einer Mischung
aus einer Entwicklerflüssigkeit (AR 300-47) und deionisiertem Wasser (1:2) entwickelt.
Zur Deposition der Kontakte und Temperatursensoren aus Wolfram wurde die Probe au-
ßerhalb des Reinraums in eine Sputteranlage platziert. Vor dem Start des Depositions-
prozesses wurde die Vakuumkammer auf einen Basisdruck von 2.0 · 10−6mbar evakuiert.
Anschließend wurde eine 100 nm dicke Wolframschicht mittels DC-Sputterdeposition bei
einer Leistung von 60W mit einem Argon-Druck von 5.0 · 10−3mbar abgeschieden. Die
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Abbildung 5.3: Schematische Darstel-
lung der Van-der-Pauw Probengeome-
trie. Vier Kontaktpads in den Ecken
der 2× 2 cm2 großen Probe kontak-
tieren eine 3.5× 3.5mm2 große und
200 nm dicke Phasenwechselschicht in
der Mitte. Zwischen den einzelnen Kon-
taktpads wurde an jedem Rand der
Probe eine dünne Metalllinie struk-
turiert. Durch Vierpunktmessung des
Widerstandes dieser kleinen Wolfram-
linien kann bei bekanntem Tempera-
turkoeffizienten auf die Substratober-
flächentemperatur geschlossen werden.
Ein eventueller Einfluss der thermischen
Kapazität des 500 µm dicken SiO2-
Substrates bei schnellen Temperaturän-
derungen kann somit direkt überprüft
werden. Abbildung modifiziert entnom-
men aus [Del12].
verbleibenden Lackreste wurden direkt nach der Wolframdeposition in einem Acetonbad
mit Hilfe einer Spritze entfernt. Eventuell verbleibende Aceton-Reste wurden wiederum
in einem Isopropanolbad entfernt. In einem letzten Schritt wurde die dünne Schicht des
Phasenwechselmaterials sowie eine schützende, dielektrische Schicht aus (ZnS)80:(SiO2)20
in situ in derselben Sputteranlage deponiert. Die (ZnS)80:(SiO2)20-Schicht dient dabei als
Oxidations- und Kontaminationsschutz und verhindert ein Ausgasen des Phasenwechsel-
materials während eines späteren Heizvorgangs. Die 3.5× 3.5mm2 große Fläche der Pha-
senwechselschicht wurde mittels einer Schattenmaske strukturiert. Um den Drifteffekt in
verschiedenen Phasenwechselmaterialien zu untersuchen, wurden 200 nm dicke Schichten
von Ge2Sb2Te5, AgIn-Sb2Te sowie GeTe in separaten Depositionsprozessen hergestellt.
Die Deposition der Phasenwechselmaterialien wurde dabei mittels DC-Sputterdeposition
mit einer Leistung von 20W von stöchiometrischen Targets durchgeführt. Vor jeder Depo-
sition wurde die Vakuumkammer auf einen Druck von 1.3 ·10−6mbar evakuiert. Ohne das
Vakuum zu brechen, wurde nach der Deposition des Phasenwechselmaterials eine 40 nm
dicke (ZnS)80(SiO2)20-Schicht mittels RF-Sputterdeposition bei 60W abgeschieden. Auch
während dieses Schrittes betrug der Kammerdruck 5.0 · 10−3mbar.
Um ein Driften der Probe nach der Herstellung vor Beginn der elektrischen Charakterisie-
rung zu minimieren, wurden die hergestellten Proben jeweils in einer PE-Folie in Stickstoff-
Atmosphäre eingeschweißt und bei einer Temperatur von (6±1) ◦C in einem Kühlschrank
gelagert. Die Lagerungstemperatur wurde dabei über die gesamte Zeit mittels Datenlogger
kontrolliert.
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Kalibration der Substratoberflächentemperatur
Um jegliche Verfälschung der Messdaten auszuschließen, wurde zunächst der Einfluss einer
eventuellen Temperaturdifferenz oder eines verzögerten Aufheizens zwischen Kupferblock-
und Substratoberfläche untersucht. Aufgrund der nahen Anordung der schmalen Wolfram-
linien zu der Phasenwechselschicht kann davon ausgegangen werden, dass die Temperatur
der Linien in sehr guter Näherung der des Phasenwechselmaterials entspricht. Zur Kali-
bration wurden daher der temperaturabhängige Widerstand der Wolframlinien sowie die
Temperatur des Kupferblockes mittels Pt-100 gleichzeitig gemessen. Eine Temperaturdiffe-
renz von bis zu 0.5K konnte während schneller Heizrampen von 1K/s festgestellt werden.
Durch die wesentlich langsamere Kühlung (maximal 0.3K/s) mittels Druckluft konnte
hingegen keine Temperaturdifferenz nachgewiesen werden.
Wie bereits von Oosthoek et al. in [OKS+12] gezeigt, ist eine genaue und unverfälsch-
te Messung der Aktivierungsenergie in amorphen Phasenwechselmaterialien nur während
eines Abkühlvorgangs durchführbar, da nur dort der Drifteffekt bei einer geringeren Pro-
bentemperatur effektiv unterdrückt werden kann. Im Folgenden wird daher die thermische
Kapazität des SiO2-Substrates für die Bestimmung der Aktivierungsenergie vernachlässigt
und die gemessenen Temperaturen auf die Kupferblocktemperatur bezogen. Weitere Un-
tersuchungen zu diesem Thema haben in den Masterarbeiten von Christian Dellen [Del12]
und Kerstin Merkens [Mer13] gezeigt, dass bei Verwendung von Saphirsubstraten wegen
der gegenüber SiO2 wesentlich besseren Wärmeleitfähigkeit (kSiO2=1.38W/mK [LK60],
kAl2O3=42W/mK [TEGM] bei Raumtemperatur) keine Temperaturdifferenz selbst wäh-
rend eines schnellen Heizvorgangs messbar ist.
Zur Charakterisierung einer eventuellen Temperaturinhomogenität der Kupferblockober-
fläche wurde eine Infrarotkammera der Firma FLIR vom Typ T335 verwendet. Über die
komplette Fläche des Kupferblockes konnten Variationen von bis zu 1 ◦C festgestellt wer-
den. Aufgrund der geringen Ausmaße der Phasenwechselschicht (3.5× 3.5mm2), kann die-
ser Wert auf eine maximale Temperaturinhomogenität von etwa 0.5 ◦C eingeschränkt wer-
den.
5.3 Widerstandsdrift in amorphen Dünnschichtproben
Zur Charakterisierung des Widerstandsdriftens wurden die amorphen Dünnschichtproben
auf eine konstante Temperatur (zwischen 50 ◦C und 80 ◦C) aufgeheizt und die Wider-
standsänderung über einen Zeitraum von 6 h bis 12h gemessen. Für einfache Messungen
des Widerstandsdriftens wurden in dieser Zeit Van-der-Pauw Messungen durchgeführt.
Im Gegensatz zu vielen anderen Arbeiten in der Literatur wurde im Folgenden immer der
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elektrische Widerstand bei der konstanten Heiztemperatur gemessen [ILSL07, ILSL08,
LISL09, BI11, KLA+11].
Typischerweise wird die zeitliche Änderung des Widerstandes in amorphen Phasenwechsel-
zellen durch das in Gleichung 2.1 dargestellte Potenzgesetz beschrieben. Der Driftexponent
der Widerstandsänderung νR gibt dabei an, wie stark ein Phasenwechselmaterial driftet.
Für „melt-quenched“ amorphe Phasenwechselzellen kann dieses Gesetz das Driftverhal-
ten gut beschreiben, da der Zeitpunkt der Herstellung der amorphen Phase (durch den
Amorphisierungspuls) eindeutig und bekannt ist. Bei den hier untersuchten amorphen
„as deposited“ Proben ist jedoch der genaue Startzeitpunkt des Drifteffektes während
der Sputterdeposition des Phasenwechselmaterials sowie die genaue Wartezeit zwischen
Herstellung und Beginn der Messung nicht bekannt (insbesondere aufgrung stark unter-
schiedlicher Temperaturen des Phasenwechselmaterials in dieser Zeit). Für amorphe Dünn-
schichtproben mit gegenüber Messungen an Phasenwechselzellen langen Wartezeiten muss
daher das so genannte „virtuelle Alter“ ts der Probe in einer erweiterten Formulierung des
Potenzgesetzes berücksichtigt werden [KSK+12]:
Rext(T, t) = R0(T ) ·
(
t+ ts(T )
t0
)νR
(5.1)
Wird eine amorphe Phasenwechselschicht auf eine bestimmte Temperatur aufgeheizt, so
gibt das virtuelle Alter ts die Zeit an, während der die Probe bei der Lagerungstemperatur
hätte verweilen müssen, um dieselbe Widerstandsänderung zu erfahren. Dieser Prozess ist
besonders für kleine Zeiten relevant (Abbildung 5.4). Während das herkömmliche Potenz-
gesetz nach Gleichung 2.1 (blaue gestrichelte Linie) nur die Daten für lange Heizzeiten
beschreiben kann, liefert die Berücksichtigung des virtuellen Alters mit dem in Gleichung
5.1 erweiterten Potenzgesetz (rote gestrichelte Linie) eine sehr gute Übereinstimmung mit
den experimentellen Daten über den gesamten Zeitbereich. Es ist zu beachten, dass das
virtuelle Alter ts dabei kein Anpassungsparameter darstellt, sondern durch die Differenz
von Gleichung 2.1 und 5.1 bei t = ts nach Gleichung 5.2 bestimmt wurde.
∆log(R) = log (Rext(ts))−log (R(ts)) = log(R0)+νRlog(2ts)−log(R0)−νlog(ts) = νlog(2)
(5.2)
Das virtuelle Alter wird also genau dann erreicht, sobald der Unterschied im gemessenen
Widerstand und demWiderstand nach der Anpassung mit Gleichung 2.1 eine Differenz von
νR · log(2) erreicht. Dieser Zeitpunkt wurde in Abbildung 5.4 durch einen roten Kreis mar-
kiert. Andere Arbeiten hingegen behandeln ts als freien Anpassungsparameter und tragen
die gemessenen Widerstände auf eine um ts korrigierte Achse auf [Sch10, Bru12, KSK+12].
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Abbildung 5.4: Doppel-logarithmische Auftragung des elektrischen Widerstandes als Funktion der Zeit
zur Darstellung des Widerstandsdriftens einer GeTe-Dünnschichtprobe gemessen bei (80.00±0.03)◦C.
Die schwarzen Datenpunkte zeigen den an einer Seite der Probe gemessenen Zweipunktwiderstand des
amorphen Materials. Durch eine Van-der-Pauw Messung vor und nach der Messreihe ist eine Renormie-
rung der Widerstände auf den Schichtwiderstand möglich. Typischerweise kann das Widerstandsdriften
durch ein Potenzgesetz nach Gleichung 2.1 (blaue gestrichelte Linie) beschrieben werden. Eine An-
passung mit diesem einfachen Potenzgesetz ist besonders auf kurzen Zeitskalen nicht in der Lage die
Daten zu beschreiben. Eine Erweiterung des Potenzgesetztes um das virtuelle Alter ts für amorphe „as
deposited“ Proben (rote gestrichelte Linie) nach Gleichung 5.1 ermöglicht erst eine gute Anpassung an
die Daten über die gesamte Zeitskala. Abbildung modifiziert entnommen aus [Del12].
Diese alternative Herangehensweise führt ebenfalls zu einer geraden Linie in einer doppelt-
logarithmischen Auftragung. Eine Bestimmung des virtuellen Alters nach Gleichung 5.2
und eine Anpassung des Potenzgesetztes nach Gleichung 5.1 mit einem zuvor festgelegten
Wert für ts bietet jedoch den Vorteil einer reduzierten Anzahl an Anpassungsparametern.
Weiterhin ist es auf diese Weise nicht notwendig, die Rohdaten mittels Zeitkorrektur zu
modifizieren.
Drei Dünnschichtprobenserien mit den Phasenwechselmaterialien Ge2Sb2Te5, AgIn-Sb2Te
und GeTe wurden bei vier unterschiedlichen Temperaturen zwischen 50 ◦C und 80 ◦C
charakterisiert. Anpassungen nach den Gleichungen 2.1 (schwarze gestrichelte Linie) so-
wie Gleichung 5.1 (rote gestrichelte Linie) wurden für jede einzelne Heiztemperatur auf
die oben beschriebene Weise durchgeführt (Abbildung 5.5). Ein Vergleich der absoluten
Schichtwiderstände für unterschiedliche Temperaturen zeigt einen abfallenden Trend mit
steigender Temperatur, wie es für die thermisch aktivierte Leitfähigkeit in Halbleitern zu
erwarten ist. Weiterhin kann aus den Positionen der roten Kreise in Abbildung 5.5 das
oben diskutierte Verhalten des virtuellen Alters als Funktion der Temperatur entnommen
werden. Für kleine Heiztemperaturen ist der Einfluss des Drifteffektes vor der Messung
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Abbildung 5.5: Doppel-logarithmische Auftragung des Schichtwiderstandes als Funktion der Zeit zur
Darstellung des Widerstandsdriftens in GeTe-Dünnschichtproben gemessen zwischen 50 ◦C und 80 ◦C.
Die schwarzen gestrichelten Linien zeigen Anpassungen nach dem einfachen Potenzgesetz nach Glei-
chung 2.1. Eine Anpassung mittels erweiterten Potenzgesetztes (rote gestrichelte Linien) nach Gleichung
5.1 kann die experimentellen Daten (durchgezogene Linien) über den gesamten Messzeitraum gut be-
schreiben. Das herkömmliche Potenzgesetz wurde nur für Zeiten größer dem virtuellen Alter der Proben
(rote Kreise) angepasst. Abbildung modifiziert entnommen aus [Del12].
über einen längeren Zeitraum sichtbar, sodass ein höheres virtuelles Alter messbar ist.
Im Falle hoher Heiztemperaturen ist der Drifteinfluss vor dem Start der Messung nur
in den ersten wenigen Sekunden der Messung sichtbar, da das Widerstandsdriften stark
temperaturaktiviert ist[BI11]. Das geringe Widerstandsdriften während der niedrigen La-
gerungstemperatur wird in diesem Fall durch einen starken Drifteffekt bei hohen Heiztem-
peraturen überdeckt. Das virtuelle Alter sinkt daher mit steigender Heiztemperatur.
Abbildung 5.6 gibt einen Überblick der auf diese Weise ermittelten Parameter νR, R0
sowie ts für die drei Phasenwechselmaterialien bei unterschiedlichen Heiztemperaturen.
Da in allen Messreihen der Widerstand direkt bei der Heiztemperatur bestimmt wurde,
zeigt in Übereinstimmung mit einer Arbeit von Boniardi et al. der Driftexponent des
Widerstandes νR keine Abhängigkeit von der Temperatur [BRP+09]. Der Vorfaktor R0
sowie das virtuelle Alter ts hingegen zeigen einen mit steigender Temperatur fallenden
Trend für alle Materialien.
Der absolute Wert des Driftexponenten für Ge2Sb2Te5 liegt mit etwa 0.1 sehr nahe an
typischen Literaturwerten für Phasenwechselzellen [ISLL08, ISLL09, BRP+09, BIL+09,
BIL+10, BI11, RSFI11, FFC13]. Diese Übereinstimmung könnte auf einen, in amorphen
„as deposited“ Schichten sowie in amorphen „melt-quenched“ Zellen, einheitlichen zu-
grunde liegenden Drifteffekt schließen lassen. Die vorgestellten experimentellen Resultate
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Abbildung 5.6: Anpassungsparameter des erweiterten Potenzgesetzes als Funktion der Temperatur
gemessen in Ge2Sb2Te5-, AgIn-Sb2Te- und GeTe-Dünnschichtproben zwischen 50 ◦C und 80 ◦C. Der
Driftexponent des Widerstandes νR (links) ist über den untersuchten Temperaturbereich annähernd
konstant. Der Vorfaktor im Potenzgesetz R0 (mitte) zeigt einen abfallenden Trend mit steigender Tem-
peratur aufgrund der thermisch aktivierten Leitfähigkeit in amorphen Phasenwechselmaterialien. Zur
verbesserten Sichtbarkeit wurden die Vorfaktoren für AgIn-Sb2Te mit einem Faktor 10 multipliziert.
Das virtuelle Alter (rechts) der amorphen „as deposited“ Proben zeigt ebenfalls einen fallenden Trend
mit steigender Temperatur. Dies kann durch die Differenz zwischen Lagerungs- und Messtemperatur
erklärt werden. Für kleinere Temperaturdifferenzen ist ts höher, da der Drifteffekt zwischen Probenher-
stellung und Beginn der Messung einen größeren Einfluss auf die Messung bei kleinen Temperaturen
hat. Abbildung modifiziert entnommen aus [Del12].
könnten in diesem Fall ebenfalls auf die technologisch relevante amorphe „melt-quenched“
Phase übertragen werden. In einer Vielzahl von Arbeiten wird der Wert des Driftexponen-
ten νR in vertikalen Phasenwechselzellen jedoch als stark abhängig von den Messbedin-
gungen (elektrische Feldstärke, Stromdichte sowie der Größe des amorphisierten Bereiches)
beschrieben [KMK+07, KMK+08a, ISLL08, ISLL09, MJGA10, PPM+11, FFC13]. Es ist
daher eher erstaunlich, warum gerade Messungen in dünnen amorphen Phasenwechsel-
schichten unter vernachlässigbar geringen Feldstärken und Stromdichten hier einen sehr
ähnlichen Wert von νR ≈0.1 ergeben. Die ermittelten Driftkoeffizienten für AgIn-Sb2Te
und GeTe sind ebenfalls in guter Übereinstimmung mit den wenigen in der Literatur
vorhandenen Werten (0.122±0.002 [KSK+12] und 0.129±0.005 [LPB+13] für GeTe sowie
0.0059±0.005 für AgIn-Sb2Te [LPB+13]).
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5.4 Zeitliche Entwicklung der Arrhenius-Parameter
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Abbildung 5.7: Die Abbildung zeigt (oben) den zeitaufgelösten Widerstand einer GeTe-
Dünnschichtprobe auf einer logarithmischen Achse. Das Temperaturprofil als Funktion der Zeit ist
in der untenstehenden Abbildung dargestellt. Der Effekt des Widerstandsdriftens kann in der Entwick-
lung der schwarz dargestellten Datenpunkte bei einer konstanten Heiztemperatur von 80 ◦C abgelesen
werden. Die Datenpunkte während eines Temperaturdips sind farblich von dunkelblau nach dunkelrot
entsprechend der Zeit innerhalb des Temperaturprofils gekennzeichnet. Aufgrund der thermisch aktivier-
ten Leitfähigkeit des amorphen Phasenwechselmaterials steigt der Probenwiderstand stark an, sobald
die Temperatur abgesenkt wird. Abbildung modifiziert entnommen aus [Del12].
In dem nachfolgenden Teil dieses Kapitels wird sowohl der Drift der Aktivierungsenergie
als auch des Arrhenius-Vorfaktors in den drei unterschiedlichen Phasenwechselmaterialien
behandelt. Zuvor wurde bereits von Boniardi et al. gezeigt, dass das Widerstandsdriften
in Ge2Sb2Te5 nur durch eine Änderung der Aktivierungsenergie mit der Zeit erklärt wer-
den kann [BRP+09]. Der Vorfaktor im Arrhenius-Gesetz ist demnach zeitlich konstant.
Diese erste Studie von Boniardi et al. über die zeitliche Veränderung der Parameter im
Arrhenius-Gesetz für Ge2Sb2Te5 wird hier um zwei weitere amorphe Phasenwechselmate-
rialien (AgIn-Sb2Te und GeTe) erweitert.
Nach Oosthoek et al. kann ein physikalisch relevanter Wert einer Aktivierungsenergie in
amorphen Phasenwechselmaterialien nur während eines Abkühlvorgangs, wenn der Effekt
des Widerstandsdriftens durch die sinkenden Temperaturen zuverlässig unterdrückt wird,
ermittelt werden [OKS+12]. Im Vergleich zu den oben vorgestellten Messungen bei einer
konstanten Heiztemperatur wurde für die im Folgenden vorgestellten Messungen alle 5min
die konstante Heiztemperatur unterbrochen, um die Probentemperatur schnellst möglich
auf etwa 40 ◦C abzukühlen und anschließend wieder auf die ursprüngliche Heiztemperatur
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zu erhöhen. Obwohl der Heizvorgang durch einen sogenannten Temperaturdip für nur et-
wa 1min unterbrochen wird, werden in diesem Experiment aufgrund der zeitlich schnellen
Wiederholrate der Zweipunktmessung des Widerstandes mehrere Tausend Datenpunkte
während eines Abkühlvorgangs aufgezeichnet. Dieses Verfahren wurde über einen Zeit-
raum von 17 h wiederholt, um die zeitliche Entwicklung der Aktivierungsenergie sowie des
Vorfaktors zu bestimmen.
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Abbildung 5.8: Doppelt-logarithmische Auftragung der zeitlichen Entwicklung des Widerstandes ge-
messen an einer GeTe-Probe bei einer Temperatur von 80 ◦C. Daten die während eines Temperaturdips
aufgenommen wurden, sind in der Abbildung nicht dargestellt. Aufgrund der Unterbrechungen des Heiz-
prozesses während der Temperaturdips folgen die schwarz dargestellten Rohdaten nicht dem erweiterten
Potenzgesetz in Gleichung 5.1. Die grüne Kurve zeigt die in der Zeit korrigierten Daten. Dabei wurde nur
die Zeit bei der konstanten Heiztemperatur, nicht jedoch die Dauer der Temperaturdips berücksichtigt.
Die zeitkorrigierten Daten folgen nach den ersten 30 s in guter Näherung dem erweiterten Potenzgesetz.
In den ersten Sekunden beeinflusst auch das Driften bei kleineren Temperaturen während des Tempe-
raturdips den Zustand der Probe, sodass nach der ersten Temperaturvariation (Lücke in den Daten bei
t=30 s) ein erheblicher Anstieg des Widerstandes sichtbar wird. Die Daten in den ersten 30 s wurden
daher nicht in der folgenden Analyse berücksichtigt. Abbildung modifiziert entnommen aus [Del12].
Aufgrund des Drifteffektes kann ein kontinuierlicher Anstieg des Widerstandes bei der
konstanten Heiztemperatur beobachtet werden (schwarze Datenpunkte in Abbildung 5.7).
Durch das Arrhenius-Verhalten des amorphen Phasenwechselmaterials ist eine starke Wi-
derstandsänderung sichtbar, sobald eine Temperaturänderung vorgenommen wird. Die
Veränderung des Temperaturprofils durch das Unterbrechen des konstanten Heizvorgangs
wirft nun die Frage auf, inwieweit diese Experimente zur Bestimmung der zeitlichen Ent-
wicklung der Aktivierungsenergie vergleichbar sind mit den typischerweise durchgeführ-
ten Heizexperimenten bei konstanten Heiztemperaturen. In Abbildung 5.8 sind daher nur
die Daten eingezeichnet, die während einer konstanten Heiztemperatur von 80 ◦C ermit-
telt wurden. Die schwarz dargestellten Rohdaten zeigen besonders für kleine Zeiten eine
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erhebliche Abweichung von dem erweiterten Potenzgesetz in Gleichung 5.1. Diese Ab-
weichung kann durch die Unterbrechung des Heizvorgangs während den Temperaturdips
erklärt werden. Durch die während der Dips abweichenden Temperatur gibt die in Abbil-
dung 5.8 dargestellte Zeitachse nicht mehr die Heizzeit bei einer bestimmten konstanten
Temperatur an. Das Potenzgesetz gilt jedoch nur für konstante Temperaturen, sodass t in
Gleichung 5.1 (um ts erweitertes Potenzgesetz) die Zeit bei dieser Temperatur beschreibt.
Ein Vergleich mit dem Potenzgesetz kann demnach nur durchgeführt werden, wenn die
Zeitskala auf die tatsächliche Zeit bei der konstanten Temperatur von 80 ◦C korrigiert
wird (grüne Datenpunkte in Abbildung 5.8). Durch diese Zeitkorrektur werden alle even-
tuellen Einflüsse bei Temperaturen ungleich 80 ◦C vernachlässigt. Wie in Abbildung 5.8
zu sehen ist, funktioniert diese Korrektur auf mittleren und langen Zeitskalen sehr gut.
Besonders auf kurzen Zeiten (in den ersten 30 s) fällt jedoch auf, dass auch niedrigere
Temperaturen zu Beginn des Driftvorgangs einen starken Einfluss auf die Widerstands-
veränderung zeigen. Zum direkten Vergleich der zuvor vorgestellten Messung an GeTe bei
einer konstanten Heiztemperatur von 80 ◦C und der Messung an GeTe mit modifizier-
tem Temperaturprofil wurde in Abbildung 5.8 der Kurvenverlauf nach dem erweiterten
Potenzgesetz mit den Anpassungsparametern aus der Messung mit einer konstanten Heiz-
temperatur eingetragen (rote gestrichelte Linie). Der übereinstimmende Verlauf zwischen
grüner und rot gestrichelter Kurve für Zeiten größer als 1min deutet auf einen sehr ähn-
lich ablaufenden Driftprozess in beiden Messreihen hin. Es kann also festgehalten werden,
dass die Unterbrechung des Heizvorgangs den Verlauf des Widerstandsdriftens für Zeiten
ab etwa 1min nicht signifikant beeinflusst.
Die Aktivierungsenergie sowie der Vorfaktor im Arrhenius-Gesetz wurden durch Darstel-
lung der während des Abkühlvorgangs in jedem Temperaturdip gemessenen Werte gegen
1/kBT ermittelt. In der Arrhenius-Darstellung (Abbildung 5.9) ist für jeden einzelnen
Temperaturdip eine gerade Linie sichtbar. Die Steigungen der einzelnen Linien entspre-
chen dabei der Aktivierungsenergie und der Achsenabschnitt dem Vorfaktor zu der jeweili-
gen Zeit. Während des Driftvorgangs kann eine kontinuierliche Verschiebung der Geraden
zu höheren Widerständen beobachtet werden. Die Unterbrechungen der einzelnen Kurven
kommen von einer kurzen Unterbrechung der Messung, sobald die verwendete Keithley
SMU den internen Datenspeicher gefüllt hat. In dieser Zeit (im Bereich von 100ms) kön-
nen keine weiteren Daten aufgezeichnet werden, da zunächst alle Messdaten von der SMU
an den Computer übertragen werden müssen. Eine Temperaturabhängigkeit der Aktivie-
rungsenergie (bzw. der Bandlücke) wird weiter unten diskutiert.
Zeitaufgelöste Daten für Ea(t) und R∗(t) wurden durch Anpassungen des Arrhenius-
Gesetzes (Gleichung 3.1) an die einzelnen Kurven bestimmt. Wie bereits erwähnt, wurden
dabei nur die Daten während des Abkühlvorgangs berücksichtigt. Um weitere Einflüsse
der Widerstandsveränderung bei Temperaturen nahe der Heiztemperatur von 80 ◦C aus-
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Abbildung 5.9: Arrhenius Darstellung der gemessenen Schichtwiderstände beispielhaft für eine Messung
an GeTe dargestellt. Jeder Temperaturdip ergibt in dieser Auftragung eine einzelne Linie. Die Farbe stellt
die Driftzeit startend von wenigen Sekunden bis hin zu etwa 17 h dar. Aufgrund eines begrenzten internen
Datenspeichers der verwendeten Keithley SMU, sind in jeder der einzelnen Linien Unterbrechungen zu
erkennen. In dieser Zeit können keine Daten aufgezeichnet werden, da die Messdaten von der SMU zu
dem Computer übertragen werden. Die zeitliche Entwicklung der Aktivierungsenergie der Leitfähigkeit
sowie des Vorfaktors wurden durch Anpassungen an die einzelnen Kurven für unterschiedliche Driftzeiten
mittels Gleichung 3.1 ermittelt. Es sei darauf hingewiesen, dass nur Daten der Kühlrampen während
der Temperaturdips in die Bestimmung der Aktivierungsenergie sowie des Vorfaktors eingeflossen sind.
Abbildung entnommen aus [Del12].
zuschließen, wurden nur Daten in einem Temperaturbereich zwischen 40 ◦C und 70 ◦C in
der Anpassung verwendet. Die Temperatur von 40 ◦C stellt dabei die geringste erreichte
Temperatur während der Temperaturdips dar.
In Übereinstimmung mit den Messungen an amorphen „melt-quenched“ Ge2Sb2Te5-Zellen
von Boniardi et al. [BRP+09] ist auch in Abbildung 5.10 ein konstanter Verlauf des Vorfak-
tors R∗(t) sichtbar. Das Widerstandsdriften sowohl in amorphen „melt-quenched“ Zellen
als auch in amorphen „as deposited“ Ge2Sb2Te5-Dünnschichtproben wird also nur durch ei-
ne Änderung der Aktivierungsenergie bewirkt. Diese Beobachtung bestärkt damit ein sehr
ähnliches Driftverhalten in amorphen dünnen Schichten und Phasenwechselnanostruktu-
ren. Nach Gleichung 5.3 wurde von Boniardi et al. bereits eine analytische Beschreibung
der zeitlichen Entwicklung der Aktivierungsenergie vorgestellt.
EA(t) = kBTAln
(
R(t)
R∗mean
)
(5.3)
R∗mean ist dabei der zeitlich konstante Vorfaktor im Arrhenius-Gesetz.
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Abbildung 5.10: Zeitliche Entwicklung der Aktivierungsenergie (oben) und des Arrhenius-Vorfaktors
(unten) in Ge2Sb2Te5, AgIn-Sb2Te und GeTe. Die Datenpunkte wurden durch Anpassungen nach Glei-
chung 3.1 (Arrhenius-Gesetz) an die einzelnen Kurven zu unterschiedlichen Driftzeiten in der Arrhenius-
Darstellung ermittelt. Als einziges der hier charakterisierten Phasenwechselmaterialien zeigt Ge2Sb2Te5
nur eine Veränderung der Aktivierungsenergie, jedoch keine Veränderung des Vorfaktors R∗. Die Ma-
terialien AgIn-Sb2Te und GeTe hingegen zeigen eine deutliche Veränderung in beiden Parametern mit
der Zeit.
Im Gegensatz dazu zeigen die Messungen an AgIn-Sb2Te und GeTe (Abbildung 5.10) ei-
ne deutliche Veränderung in beiden Parametern Ea(t) und R∗(t). Ein Modell, welches
versucht die Drift in Phasenwechselmaterialien zu beschreiben, muss daher im Allgemei-
nen sowohl eine Zeitabhängigkeit in der Aktivierungsenergie als auch im Vorfaktor be-
rücksichtigen. Das von Boniardi et al. in [BRP+09] gefundene Verhalten für Ge2Sb2Te5
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stellt damit nur einen Spezialfall dar und kann nicht als ein generelles Verhalten in an-
deren Phasenwechselmaterialien angesehen werden. Weiterhin sei erwähnt, dass die in
[LI09, IBL+09, IB09, FIML10] für Ge2Te2Te5 gefundene Verknüpfung zwischen Aktivie-
rungsenergie und Vorfaktor aufgrund der Meyer-Neldel Regel in den hier vorgestellten
Messungen in keinem Material nachgewiesen werden können. Die Meyer-Neldel Regel be-
schreibt empirisch einen mit steigender Aktivierungsenergie sinkenden Vorfaktor in Glei-
chung 3.1 (Arrhenius-Gesetz). Während für AgIn-Sb2Te und GeTe ein direkter Wider-
spruch zu der Meyer-Neldel Regel festgestellt werden kann, ist für Ge2Te2Te5 nicht klar
ob der abfallende Trend des Vorfaktors hier nur nicht aufgelöst werden kann. Ein deutli-
cher Zusammenhang wie in [LI09, IBL+09, IB09, FIML10] beschrieben, kann jedoch auch
für Ge2Te2Te5 nicht bestätigt werden.
Nach Gleichung 3.1 ist die Änderung von Ea(t) und R∗(t) direkt mit der Widerstandsän-
derung gekoppelt. Die absolute Veränderung der Aktivierungsenergie sowie des Vorfaktors
beeinflusst damit unmittelbar den Wert des Driftexponenten des Widerstandes νR in Glei-
chung 2.1 (Potenzgesetz). In AgIn-Sb2Te sind nur geringe Änderungen der beiden Para-
meter in Übereinstimmung mit dem ebenfalls kleinen Driftexponenten des Widerstandes
in Abbildung 5.6 festzustellen. GeTe hingegen zeigt den höchsten Driftexponenten νR, der
ebenfalls durch die stärkste Änderung in Ea(t) und R∗(t) der drei untersuchten Materialien
erklärt werden kann.
Alle experimentellen Ergebnisse der zeitlichen Veränderung der Aktivierungsenergie so-
wie des Vorfaktors im Arrhenius-Gesetz konnten in allen drei Materialien an in unter-
schiedlichen Sputterprozessen hergestellten Proben reproduziert werden. In GeTe konnte
in wiederholten Messreihen eine leichte Variation der absoluten Werte von Ea(t) und R∗(t)
beobachtet werden. Der qualitative Verlauf in GeTe ist jedoch reproduzierbar. Dieser Ef-
fekt könnte durch leichte Stöchiometrievariationen im Bereich von 1% erklärt werden. Eine
extrem sensible Änderung der Aktivierungsenergie unter geringen Stöchiometrievariatio-
nen wurde für GeTe bereits in [WGMG73] veröffentlicht. Unterschiedliche Stöchiometrien
könnten durch kleine Variationen während des Sputterprozesses zustande gekommen sein,
obwohl die verwendeten Soll-Werte (z.B. Basisdruck, Leistung, Ar-Fluss, ...) konstant ge-
halten wurden. In [Sch12] ist beispielsweise durch gezielte Variation des Argon-Flusses im
Bereich mehrerer sccm eine leichte Stöchiometrieänderung für GeTe nachgewiesen wor-
den. Im Falle von Ge2Sb2Te5 und AgIn-Sb2Te konnten auch die absoluten Werte ohne
Schwierigkeiten reproduziert werden.
Da die Änderungen in Ea(t) und R∗(t) direkt mit einer Widerstandsänderung verknüpft
sind (Arrhenius-Gesetz in Gleichung 3.1), ist auch die absolute Änderung in diesen Para-
metern verknüpft mit der Höhe des Widerstandsdriftens (mit dem Driftexponenten νR).
Für eine quantitative Einordnung des Einflusses der Veränderungen dieser beider Para-
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Abbildung 5.11: Darstellung der relativen zeitlichen Veränderung des Widerstandes aufgrund einer Än-
derung der Aktivierungsenergie sowie des Arrhenius-Vorfaktors in Ge2Sb2Te5, AgIn-Sb2Te und GeTe. Die
relative Veränderung aufgrund einer Änderung der Aktivierungsenergie (kreisförmige Datenpunkte) wur-
de durch Subtraktion der während des zweiten Temperaturdips bestimmten Aktivierungsenergie von der
zeitabhängigen Aktivierungsenergie ermittelt. Durch Normierung auf den anfänglich gemessenen Wider-
stand wurde eine relative Änderung aufgrund einer Änderung im Vorfaktor R∗ des Arrhenius-Gesetztes
berechnet (rautenförmige Datenpunkte). In Ge2Sb2Te5 kann die Änderung des Widerstandes alleine
durch eine Änderung der Aktivierungsenergie erklärt werden. Der Arrhenius-Vorfaktor in Ge2Sb2Te5
ist hingegen über die gesamte Messdauer von 17 h konstant. In AgIn-Sb2Te kann eine Veränderung in
beiden Parametern über die Zeit beobachtet werden. Das Widerstandsdriften wird demnach durch eine
Änderung in beiden Parametern beeinflusst. In diesem Material dominiert die Änderung des Vorfaktors
das Widerstandsdriften, da dieser einer stärkeren zeitlichen Änderung unterliegt als die Aktivierungs-
energie. Die absolute Änderung in beiden Parametern ist in AgIn-Sb2Te in Übereinstimmung mit dem
geringen Driftexponenten für den Widerstand von νR,AIST=0.055 nur gering. Analog zu AgIn-Sb2Te
ändern sich ebenfalls beide Parameter in GeTe. In diesem Material dominiert jedoch die Veränderung
der Aktivierungsenergie das Widerstandsdriften. Der konstante Arrhenius-Vorfaktor in Ge2Sb2Te5 stellt
daher nur einen Spezialfall dar. Im Allgemeinen wird das Widerstandsdriften in amorphen Phasenwech-
selmaterialien durch eine Änderung der Aktivierungsenergie als auch des Vorfaktors bewirkt. Abbildung
modifiziert entnommen aus [Del12].
meter wurde die relative Widerstandsänderung mit der Zeit, aufgrund einer Änderung
der Aktivierungsenergie ∆EA,rel(t) oder des Vorfaktors ∆R∗rel(t) berechnet (Abbildung
5.11). Auf diese Weise kann ein direkter Vergleich im Driftverhalten zwischen den drei un-
tersuchten Phasenwechselmaterialien vorgenommen werden. Die unterschiedlich starken
Veränderungen in ∆EA,rel(t) und ∆R∗rel(t) geben damit an, welcher der beiden Parameter
das Widerstandsdriften dominiert. In AgIn-Sb2Te dominiert beispielsweise die Verände-
rung im Vorfaktor den zeitlichen Verlauf des Widerstandes, wobei die absolute Änderung
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nur klein ist im Einklang mit dem kleinen Driftexponenten (Abbildung 5.6). Für GeTe
hingegen tragen die Veränderung der Aktivierungsenergie sowie des Arrhenius-Vorfaktors
in etwa gleich zu dem Widerstandsdriften bei. Beide Parameter zeigen in GeTe eine starke
Änderung über die Zeit, was wiederum die hohen Driftexponenten erklärt. In Ge2Sb2Te5
hingegen ist der Vorfaktor R∗(t) konstant und nur die Aktivierungsenergie ändert sich
über die Zeit.
Die drei untersuchten Phasenwechselmaterialien zeigen damit alle einen unterschiedlichen
Verlauf der zeitlichen Entwicklung der Aktivierungsenergie sowie des Vorfaktors. Im All-
gemeinen müssen daher beide Größen als relevant für das Widerstandsdriften angesehen
werden. Die hier vorgestellten Messungen sind damit in der Lage die von Boniardi et al.
[BRP+09] und Oosthoek et al. [OKS+12] in unterschiedlichen Materialien und Proben-
geometrien gemessenen zunächst widersprüchlichen Ergebnisse. In Messungen an amor-
phen Ge2Sb2Te5-Zellen haben Boniardi et al. nur eine Änderung der Aktivierungsenergie
nachweisen können, wohingegen in den von Oosthoek et al. veröffentlichten Messungen
an dotiertem Sb2Te sowohl Ea(t) als auch R∗(t) eine Veränderung über die Zeit zeigten.
Die in dieser Arbeit durchgeführten Messungen an Dünnschichtproben zeigen, dass die
Unterschiede in diesen Studien durch ein materialabhängiges Driftverhalten zu erklären
und nicht etwa auf eventuelle Einflüsse einer speziellen Probengeometrie zurückzuführen
sind.
Nur eine vollständige Beschreibung der zeitlichen Veränderung der elektronischen Zu-
standsdichte zusammen mit dem entsprechenden Transportmodell werden zukünftig helfen
den physikalischen Prozess des Widerstandsdriftens zu erklären. Bis zu diesem Zeitpunkt
bleibt daher die exakte mathematische Beschreibung der zeitlichen Entwicklung der be-
teiligten physikalischen Größen offen. Für zukünftige Studien werden daher im Folgenden
unterschiedliche quantitative Beschreibungen von Ea(t) und R∗(t) vorgestellt, die aufgrund
der bisherigen Datenlage als gleichberechtigt erscheinen.
Quantitative Beschreibung der zeitlichen Entwicklung
Für eine empirische Beschreibung der zeitlichen Änderung der Aktivierungsenergie sowie
des Vorfaktors in Abbildung 5.12 wurden unterschiedliche Funktionalitäten entsprechend
den Gleichungen 5.4 - 5.7 an die experimentellen Daten in Abbildung 5.12 angepasst. Für
alle Anpassungen wurde dabei t0=1 s gesetzt.
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Abbildung 5.12: Zeitliche Entwicklung der Aktivierungsenergie und des Arrhenius-Vorfaktors in
Ge2Sb2Te5, AgIn-Sb2Te und GeTe in einfach- (a) bzw. doppelt- (b) logarithmischer Auftragung. Beide
Auftragsweisen zeigen in guter Näherung lineare Verläufe. Es ist daher mit den hier dargestellten Daten
nicht möglich, zwischen einer Änderung der Aktivierungsenergie sowie des Vorfaktors mit log(t) und
einer einem Potenzgesetz folgenden Änderung dieser Größen zu unterscheiden.
EA(t, T ) = E1(T ) +m(T ) · log
(
t
t0
)
(5.4)
EA(t, T ) = E2(T )
(
t
t0
)n(T )
(5.5)
R∗(t, T ) = R∗1(T ) + a(T ) · log
(
t
t0
)
(5.6)
R∗(t, T ) = R∗2(T )
(
t
t0
)b(T )
(5.7)
Tabelle 5.1 gibt die in den vier unterschiedlichen Anpassungen ermittelten Parameter für
die drei Materialien an.
148
5.4 Zeitliche Entwicklung der Arrhenius-Parameter
Tabelle 5.1: Anpassungsparameter für die unterschiedlichen Beschreibungen der zeitlichen Entwicklung
der Aktivierungsenergie sowie des Vorfaktors im Arrhenius-Gesetz nach den Gleichungen 5.4 - 5.7. Die
Anpassungen wurden für die drei, bei einer Temperatur von 80 ◦C geheizten, Phasenwechselmaterialien
Ge2Sb2Te5, AgIn-Sb2Te und GeTe durchgeführt.
Anpassungsparameter Ge2Sb2Te5 AgIn-Sb2Te GeTe
E1 / eV (372.9± 2.7) · 10−3 (293.0± 0.6) · 10−3 (353.3± 3.4) · 10−3
m / eV (2.63± 0.15) · 10−3 (4.58± 0.36) · 10−4 (2.39± 0.20) · 10−3
E2 / eV (373.7± 2.3) · 10−3 (293.0± 0.6) · 10−3 (354.2± 3.1) · 10−3
n (6.62± 0.39) · 10−3 (1.54± 0.12) · 10−3 (6.36± 0.54) · 10−3
R∗1 / W 17.4± 1.7 9.59± 0.33 17.9± 4.8
a / W 0.09± 0.10 0.572± 0.020 1.65± 0.28
R∗2 / W 17.4± 1.6 10.43± 0.17 20.9± 1.8
b (5.2± 4.8) · 10−3 (38.3± 1.3) · 10−3 (49.5± 7.0) · 10−3
Anhand der hier gemessenen Daten kann keine eindeutige Unterscheidung zwischen diesen
Funktionalitäten getroffen werden (Abbildung 5.12). Für die vier unterschiedlichen Kombi-
nationen der Beschreibung der Aktivierungsenergie und des Vorfaktors über die Zeit wurde
daher nach der entsprechenden Parametrisierung entsprechend den Gleichungen 5.4 - 5.7
der zeitliche Verlauf des Widerstandes durch Einsetzen der experimentell bestimmten An-
passungsparameter sowie der Funktionalitäten in das Arrhenius-Gesetz berechnet. Die auf
diese Weise berechneten Widerstände als Funktion der Zeit stammen damit direkt aus den
Parametrisierungen experimenteller Daten. Es handelt sich also nicht um simulierte oder
künstlich gewählte Verläufe.
Im Vergleich zu der Zeitskala, auf der die Änderung der Aktivierungsenergie experimentell
beobachtet wurde, ist die Skala in Abbildung 5.13 um einen größeren Bereich erweitert
worden, um eine bessere Sichtbarkeit eventueller Unterschiede der einzelnen Kombina-
tionen der Parametrisierungen in den Gleichungen 5.4 - 5.7 zu zeigen. Die rote und gel-
be Kurve in Abbildung 5.13 entsprechen einer Beschreibung der Aktivierungsenergie als
Funktion der Zeit nach Gleichung 5.5 (EA(t, T ) ∝ (t/t0)n(T )) und zeigen in guter Nähe-
rung einen geraden Verlauf in der doppel-logarithmischen Darstellung. Aufgrund der sehr
eng verlaufenden roten und gelben Kurven ist eine Unterscheidung zwischen diesen beiden
Parametrisierungen der zeitlichen Abhängigkeit des Vorfaktors sehr schwierig. Eine Be-
schreibung der Aktivierungsenergie nach Gleichung 5.4 (blau und cyan) zeigt hingegen zu
sehr kurzen und sehr langen Zeiten in Abbildung 5.13 ein Abweichen von dem geraden Ver-
lauf. Auch in diesem Fall führt die unterschiedliche Beschreibung des zeitlichen Verlaufes
des Vorfaktors über die Zeit nur sehr geringe Änderungen im Widerstandsverlauf in allen
drei Materialien. Ein Vergleich dieser extrapolierten Daten mit Studien zum Widerstands-
driftens auf kurzen Zeitskalen in der Literatur hilft an dieser Stelle nur wenig, da diese
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Abbildung 5.13: Berechneter Wider-
standsverlauf als Funktion der Zeit für
Ge2Sb2Te5, AgIn-Sb2Te und GeTe bei
einer Heiztemperatur von 80 ◦C. Aus
der zeitlichen Entwicklung des Vorfak-
tors und der Aktivierungsenergie wur-
de nach dem Arrhenius-Gesetz in Glei-
chung 3.1 die zeitliche Entwicklung
des Widerstandes während des Driftvor-
gangs berechnet. Die möglichen, unter-
schiedlichen Abhängigkeiten der Akti-
vierungsenergie und des Vorfaktors von
der Zeit sind dabei farblich gekenn-
zeichnet. Wird die zeitliche Abhängig-
keit der Aktivierungsenergie über ein
Potzenzgesetz analog zu Gleichung 2.1
beschrieben (rote und gelbe Kurve), so
ist über die komplette Zeitskala in gu-
ter Näherung ein gerader Verlauf ent-
sprechend des experimentell gemesse-
nen Widerstandsverlaufes zu erkennen.
Im Falle einer Abhängigkeit der Akti-
vierungsenergie mit log(t) ist auf kurz-
en Zeiten ein deutliches Abweichen von
diesem näherungsweise linearen Verlauf
in AgInSb2Te und GeTe erkennbar. Im
Falle von Ge2Sb2Te5 liegen die hell-
und dunkelblaue Kurve unter der gelben
und roten Kurve. Die Zeitachse wurde
zur verbesserten Sichtbarkeit dieses Ef-
fektes im Vergleich mit Abbildung 5.12
um einen größeren Bereich erweitert.
typischerweise an „melt-quenched“ Ge2Sb2Te5-Speicherzellen durchgeführt werden. Die für
„as-deposited“ amorphes Ge2Sb2Te5 berechneten Widerstandsverläufe zeigen jedoch keine
große Abweichung zwischen den verschiedenen Beschreibungen. Es sei jedoch angemerkt,
dass bisher kein von dem typischen Potenzgesetz für die Widerstandsänderung über der
Zeit abweichendes Verhalten für Ge2Sb2Te5 gefunden wurde. Wird angenommen, dass die-
ses Verhalten auch auf die Phasenwechselmaterialien AgIn-Sb2Te und GeTe zu übertragen
ist, so können zumindest zwei der vier möglichen Parametrisierungen ausgeschlossen wer-
den. Wie in diesem Kapitel jedoch bereits für das Verhalten der Aktivierungsenergie sowie
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des Vorfaktors gezeigt wurde, kann im Allgemeinen nicht von einem Material übergrei-
fenden Verhalten ausgegangen werden. Um eine Aussage zu dem quantitativen Verhalten
der zeitlichen Entwicklung der Aktivierungsenergie zu erhalten, wurden in Kapitel 6 unter
anderem Messungen zum Widerstandsdriften an lateralen „melt-quenched“ AgIn-Sb2Te
Nanostrukturen auf kurzen Zeitskalen durchgeführt.
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Abbildung 5.14: Berechnung des Driftexponenten νR (a) sowie des Vorfaktors des Potenzgesetzes zur
Beschreibung des Widerstandsdriftens R0 (b) als Funktion der Heiztemperatur für Ge2Sb2Te5 (grün),
AgIn-Sb2Te (blau) und GeTe (rot). Mit den in Abbildung 5.12 angepassten Verläufen der zeitlichen
Änderung der Aktivierungsenergie sowie des Arrhenius-Vorfaktors wurde nach Gleichung 3.1 (Arrhenius-
Gesetz) der zeitliche Verlauf der Widerstandserhöhung berechnet. Die aufgetragenen Größen νR und
R0 wurden mittels Anpassungen nach Gleichung 2.1 (Potenzgesetz) bestimmt. Dieses Verfahren wurde
für die in Abbildung 5.12 dargestellten unterschiedlichen Funktionalitäten (Veränderung von EA bzw.
R∗ mit log(t) bzw. nach einem Potenzgesetz) durchgeführt. Die auf diese Weise ermittelten Größen
zeigen im Gegensatz zu den Daten in Abbildung 5.6 eine klare Temperaturabhängigkeit.
Die in Abbildung 5.13 dargestellten Verläufe wurden zur Bestimmung des Driftexponen-
ten νR sowie des Vorfaktors im Potenzgesetz R0 in dem grau markierten, gemessenen
Zeitbereich mit den vier möglichen Parametrisierungen angepasst. Abbildung 5.14 stellt
die ermittelten Werte für νR und R0 als Funktion der Heiztemperatur graphisch dar. Für
einen direkten Vergleich wurden in Abbildung 5.14 ebenso die bereits in Abbildung 5.6
dargestellten experimentellen Werte eingetragen. Es sei an dieser Stelle darauf hingewie-
sen, dass für die Berechnung der Widerstandsverläufe als Funktion der Zeit temperatu-
runabhängige Werte für E1, E2, m, n sowie R∗1, R∗2, a und b verwendet wurden. Da die
zeitliche Entwicklung der Aktivierungsenergien sowie der Vorfaktoren nur bei konstanten
Heiztemperaturen von 80 ◦C durchgeführt wurden, kann eine Temperaturabhängigkeit im
Allgemeinen nicht ausgeschlossen werden. Bei einer Betrachtung des Driftexponenten als
Funktion der Heiztemperatur fällt auf, dass die Beschreibung der zeitlichen Änderung der
Aktivierungsenergie über ein Potenzgesetz nach Gleichung 5.5 (EA(t, T ) ∝ (t/t0)n(T )) eine
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bessere Übereinstimmung zwischen den berechneten und gemessenen Exponenten liefert.
Weiterhin kann für Ge2Sb2Te5 und GeTe im Gegensatz zu den experimentellen Daten mit
steigender Heiztemperatur ein leicht fallender Driftexponent νR beobachtet werden. Die ex-
perimentell mittels konstanter Heiztemperaturen ermittelten Daten zeigen hingegen einen
näherungsweise konstanten Verlauf in Übereinstimmung mit der Vorhersage von Boniardi
et al. [BI11]. Diese Abweichung in den berechneten Daten könnte durch die oben beschrie-
bene Annahme einer Temperaturunabhängigkeit der Parameter E1, E2,m, n sowie R∗1, R∗2,
a und b zustande kommen. Die Resultate der Parametrisierung nach einer Änderung der
Aktivierungsenergie mit log(t) (Gleichung 5.4) liefert an dieser Stelle die schlechtere Über-
einstimmung mit den experimentellen Daten, da die Anpassung des Potenzgesetzes nach
Gleichung 2.1 keinen gekrümmten Widerstandsverlauf über die Zeit beschreiben kann.
Dieser Vergleich zeigt, dass die Messungen an unterschiedlichen Proben mit unterschied-
lichen Temperaturprofilen zu annähernd gleichen Werten des Driftexponenten νR führen,
sodass davon ausgegangen werden kann, dass der Verlauf des Widerstandsdriftens nicht
gravierend durch die Temperaturdips beeinflusst worden ist.
Ein Vergleich der berechneten und experimentell bestimmten Vorfaktoren R0 zeigt nur
im Falle von AgIn-Sb2Te (blaue Datenpunkte) eine quantitative Übereinstimmung. Für
Ge2Sb2Te5 (grün) und GeTe (rot) kann zwar derselbe qualitative Verlauf festgestellt wer-
den, jedoch liegen die experimentell ermittelten Werte deutlich über den Berechneten. Dies
kann durch die notwendigen unterschiedlichen Gleichungen zur Beschreibung der experi-
mentellen sowie der berechneten Daten erklärt werden. Während für die experimentellen
Daten ein erweitertes Potenzgesetz nach Gleichung 5.1 verwendet werden muss, um auch
den Effekt des Driftens vor Beginn der Messung zu erfassen, ist dies in den berechne-
ten Daten nicht berücksichtigt, sodass eine Beschreibung mittels einfachem Potenzgesetz
durchgeführt wurde. Der zusätzliche Parameter des virtuellen Alters ts ändert damit den
absoluten Wert des Vorfaktors R0.
In den Veröffentlichungen von Boniardi et al. [BRP+09] und Fugazza et al. [FIML10]
wird eine zeitliche Abhängigkeit der Aktivierungsenergie nach Gleichung 5.4 (EA(t, T ) ∝
log(t/t0)) beschrieben. Es sei angemerkt, dass auch diese Studien nur an „melt-quenched“
amorphen Ge2Sb2Te5 Speicherzellen durchgeführt wurden. Wird jedoch diese Parametri-
sierung verwendet und angenommen, dass die Änderung des Arrhenius-Vorfaktors durch
Gleichung 5.7 (R∗(t, T ) ∝ (t/t0)b(T )) beschrieben werden kann, so kann durch Gleichset-
zen des Arrhenius-Gesetzes (Gleichung 3.1) mit dem Potenzgesetz zur zeitlichen Änderung
des Widerstandes (Gleichung 2.1) eine analytische Beschreibung des Driftexponenten νR
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abgeleitet werden (Gleichungen 5.8 und 5.9).
R0(T )
(
t
t0
)ν(T )
= R∗(t, T ) · exp
(
EA(t, T )
kBT
)
= R∗0(T )
(
t
t0
)b(T )
· exp
E0(T ) +m(T ) · log
(
t
t0
)
kBT

= R∗0(T ) · exp
(
E0(T )
kBT
)
·
(
t
t0
)b(T )+m(T )
kBT
(5.8)
Ein Vergleich der linken und rechten Seite in Gleichung 5.8 ergibt einen Ausdruck für den
Driftexponenten νR:
νR(T ) =
(
b(T ) + m(T )
kBT
)
(5.9)
Tabelle 5.2: Vergleich der Driftexponenten für Ge2Sb2Te5, AgIn-Sb2Te und GeTe aus den Messungen
mit konstanter Heiztemperatur sowie mit Temperaturdips zur Bestimmung der zeitlichen Entwicklung
der Aktivierungsenergie. Die berechneten Driftexponenten νR,cal wurden aus dem zeitlichen Verlauf
der Aktivierungsenergie sowie des Arrhenius-Vorfaktors bestimmt. Die Werte νR,exp hingegen wurden
direkt aus Anpassungen mittels erweiterten Potenzgesetzes (Gleichung 5.1) aus den Experimenten mit
konstanter Heiztemperatur ermittelt.
Ge2Sb2Te5 AgIn-Sb2Te GeTe
νR,cal 0.091± 0.012 0.0514± 0.0037 0.1284± 0.0099
νR,exp 0.100± 0.002 0.055± 0.001 0.124± 0.002
Ein Vergleich der experimentell bestimmten und aus den Messungen zur zeitlichen Ent-
wicklung der Aktivierungsenergie berechneten Driftexponenten νR zeigt eine gute Überein-
stimmung für die drei untersuchten Phasenwechselmaterialien (Tabelle 5.2). Diese Über-
einstimmung ist nicht von vornherein klar, da unterschiedliche Temperaturprofile in den
Messreihen sowie unterschiedliche Dünnschichtproben verwendet wurden. Weiterhin zeigt
dieser Vergleich der Driftexponenten νR, dass die unterschiedlichen Temperaturprofile den
Driftprozess nicht grundlegend verändern. Die in einem Experiment mit zeitlich verän-
derlichem Temperaturprofil (Temperaturdips) ermittelten Daten können daher mit denen
aus einem Experiment mit konstanter Heiztemperatur (nach erfolgter Zeitkorrektur) di-
rekt verglichen werden. Die charakterisierten Änderungen der Aktivierungsenergie EA und
des Arrhenius-Vorfaktors R∗ können daher auch das in anderen „as-deposited“ amorphen
Dünnschichtproben gemessene Verhalten des Widerstandsdriftens erklären.
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Temperaturabhängigkeit der Bandlücke
Obwohl der Verlauf in Abbildung 5.9 über den kompletten Temperaturbereich zwischen
40 ◦C und 80 ◦C in sehr guter Näherung einer Geraden entspricht, muss nach [OKS+12,
KBJ+14] ebenfalls die Temperaturabhängigkeit der Bandlücke EG nach Varshni [Var67]
berücksichtigt werden:
EG = EG0 − AT
2
B + T (5.10)
EG0 gibt dabei die Bandlücke bei T=0K an. Die Parameter A und B sind materialabhän-
gige Konstanten.
Wird angenommen, dass die Fermienergie EF in der Mitte der Bandlücke liegt EG/2 =
EC − EF = EA, so folgt die in Gleichung 5.11 formulierte Abhängigkeit des elektrischen
Widerstandes von der temperaturabhängigen Bandlücke. Es sei an dieser Stelle darauf hin-
gewiesen, dass in vielen Veröffentlichungen die Fermienergie als in der Mitte der Bandlücke
festgesetzt, beschrieben wird [MD79, IZ07a, IZ07b, Iel08, ISLL08, ISLL09]. In [KBJ+14]
wird beispielsweise der Driftprozess durch eine gleichmäßige Streckung der elektronischen
Zustandsdichte erklärt. Unter dieser Streckung bewegen sich die Bandkanten sowie die
Defektzustände in der Bandlücke gleichmäßig von dem Ferminiveau weg, demzufolge wird
eine Änderung der Aktivierungsenergie jedoch keine Veränderung der Lage des Fermini-
veaus bewirkt. Dieser Mechanismus wurde mit Hilfe einer von Longeaud et al. [LLK+12]
vorgeschlagenen Zustandsdichte für GeTe simuliert und mit experimentellen Messungen
der Photoleitfähigkeit abgeglichen. Nach Krebs et al. kann daher eine Erhöhung der Akti-
vierungsenergie durch Streckung der elektronischen Zustandsdichte um etwa 12% erklärt
werden. Eine analoge Beschreibung wurde ebenfalls für eine Sb2Te-Legierung von Oost-
hoek et al. gegeben [OKS+12]. Ebenso wird auch für Ge2Sb2Te5 nach Fantini et al. eine
Vergrößerung der Bandlücke während des Driftens beschrieben [FBCM12]. Diese Erklä-
rungen stehen damit in direktem Widerspruch zu dem in Abschnitt 3.2.2 vorgestellten
Modell von Pirovano et al., in dem eine zeitlich veränderliche Defektkonzentration in der
Bandlücke angenommen wird. Die Veränderung der Defektkonzentration führt nach Piro-
vano et al. zu einer Verschiebung der Fermienergie, wodurch ein experimentell messbarer
Anstieg der Aktivierungsenergie erklärbar ist [PLP+04, PLB+04, RPBL08].
R(T, t) = R∗ · exp
(
EG0(t)− γ(t)T
kBT
)
(5.11)
In Gleichung 5.11 wurde dabei die ursprünglich von Varshni in Gleichung 5.10 vorgeschla-
gene Abhängigkeit linear genähert. EG0(t) gibt dabei den Achsenabschnitt und γ(t) die
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Steigung der Aktivierungsenergie als Funktion der Temperatur an. Bei einer Betrachtung
des Zählers im Exponentialterm wird ersichtlich, dass dieser einen temperaturabhängi-
gen und einen temperaturunabhängigen Teil ausweist. Der temperaturunabhängige Teil
exp(-γ(t)/kB) wird daher wie folgt in dem Vorfaktor R∗mod(t) berücksichtigt:
R∗mod(t) = R∗ · exp
(
−γ(t)
kB
)
(5.12)
R(T, t) = R∗mod(t) · exp
(
EG0(t)
kBT
)
(5.13)
Die Gleichungen 5.11 und 5.13 zeigen damit, dass eine Änderung der Temperaturabhän-
gigkeit der Bandlücke mit der Zeit γ(t) in einem zeitlich veränderlichen Vorfaktor R∗mod(t)
direkt messbar ist.
Zwar wurde die Temperaturabhängigkeit der Aktivierungsenergie vor und nach einem 3
stündigen Heizprozess bei 80 ◦C in der Doktorarbeit von Peter Jost für die hier untersuch-
ten Phasenwechselmaterialien gemessen, jedoch stehen keine vollständigen Datensätze in
dem hier verwendeten Temperaturbereich zwischen 40 ◦C und 80 ◦C zur Verfügung. Die
Temperaturabhängigkeit wurde von Peter Jost für die drei hier charakterisierten Phasen-
wechselmaterialien in einem Bereich von etwa −40 ◦C bis 70 ◦C bestimmt. Für Tempera-
turen größer 50 ◦C zeigt die Temperaturabhängigkeit der Aktivierungsenergie der Leitfä-
higkeit eine deutliche Krümmung (Abweichung von einem linearen Verhalten). Besonders
interessant für einen direkten Vergleich der Daten wäre jedoch die Temperaturabhängig-
keit der Aktivierungsenergie im Bereich um 80 ◦C. Ein direkter Vergleich ist daher an
dieser Stelle nicht möglich. Um jedoch zukünftig einen direkten Abgleich zu ermöglichen,
wurde aus den in Abbildung 5.11 dargestellten relativen Änderungen des Vorfaktors im
Arrhenius-Gesetz nach Gleichung 5.12 die Änderung der Temperaturabhängigkeit der Ak-
tivierungsenergie ∆γ berechnet. Sollten zukünftige Messungen diese Änderungen von γ
bestätigen, würde dies bedeuten, dass das Driften des Vorfaktors einzig und allein auf eine
Änderung der Temperaturabhängigkeit der Aktivierungsenergie zurückzuführen ist.
Im Falle von Ge2Sb2Te5 kann in Abbildung 5.11 aufgrund der großen Streuung keine
Änderung des Vorfaktors bestimmt werden. Dementsprechend ist auch ∆γ = 0. Für AgIn-
Sb2Te konnte ein Anstieg um etwa 19% festgestellt werden. Nach Gleichung 5.12 könnte
eine Änderung der Temperaturabhängigkeit der Aktivierungsenergie von ∆γ = 0.014 die
Änderung des Vorfaktors vollständig erklären. Bei dem Phasenwechselmaterial GeTe hin-
gegen ist eine Änderung von ∆γ = 0.021 notwendig, um den kompletten Anstieg des
Vorfaktors R∗mod zu beschreiben. Eine Messung der Temperaturabhängigkeit der Akti-
vierungsenergie zwischen 40 ◦C und 80 ◦C kann damit direkt zeigen, ob die in Abbildung
155
Kapitel 5 Drift des elektrischen Widerstands in amorphen Dünnschichtproben
Tabelle 5.3: Relative Änderung des Vorfaktors im Arrhenius-Gesetz während des 17 stündigen Driftvor-
gangs sowie die daraus berechnete Änderung der Temperaturabhängigkeit der Aktivierungsenergie für
Ge2Sb2Te5, AgIn-Sb2Te und GeTe. Die Änderung des Widerstandes durch eine Veränderung des Vor-
faktors ∆R∗mod = R∗mod(annealed)/R∗mod(as deposited) wurde direkt aus den experimentellen Daten
in Abbildung 5.11 bestimmt. Um den Einfluss der Änderung der Temperaturabhängigkeit der Aktivie-
rungsenergie nach Gleichung 5.11 und 5.12 auf die Änderung des Vorfaktors abzuschätzen, wurde die
Veränderung des Parameters γ aus den gemessenen Daten für R∗mod berechnet. In einem Vergleich
mit zukünftigen Messungen der Temperaturabhängigkeit der Aktivierungsenergie kann demnach direkt
abgelesen werden welcher Bruchteil der Änderung in R∗mod durch eine Änderung der Temperaturabhän-
gigkeit bedingt ist.
Ge2Sb2Te5 AgIn-Sb2Te GeTe
∆R∗mod 1.00± 0.05 1.19± 0.02 1.30± 0.03
∆γ / meV/K 0.000± 0.004 0.014± 0.001 0.021± 0.002
5.11 dargestellten Veränderungen des Vorfaktors in den Materialien AgIn-Sb2Te und GeTe
durch die veränderte Aktivierungsenergie als Funktion der Temperatur zu erklären sind.
5.5 Fazit und Vergleich mit Modellvorhersagen
Aufgrund der ähnlichen Driftexponenten und dem durch Boniardi et al. bestätigten Verlauf
der zeitlichen Änderung der Aktivierungsenergie und des Vorfaktors für Ge2Sb2Te5 kann
angenommen werden, dass die hier gefundenen Resultate an amorphen „as deposited“
Dünnschichtproben ebenfalls auf die technologisch relevante amorphe „melt-quenched“
Phase übertragbar sind.
Die Untersuchung der zeitlichen Änderung der Aktivierungsenergie sowie des Vorfaktors im
Arrhenius-Gesetz in den drei Phasenwechselmaterialien Ge2Sb2Te5, AgIn-Sb2Te und Ge-
Te zeigen stark materialabhängige Verläufe. In allen Fällen konnte eine Vergrößerung der
Aktivierungsenergie der Leitfähigkeit in Übereinstimmung mit den Modellen in Abschnitt
3.2 nach Ielmini et al. und Pirovano et al. festgestellt werden. In den Veröffentlichungen
von Krebs et al. [KBJ+14] sowie Oosthoek et al. [OKS+12] wurde darüber hinaus gezeigt,
dass eine Vergrößerung der Bandlücke um 12% bei fester Position des Ferminiveaus bereits
in der Lage ist, experimentellen Daten zur Photoleitfähigkeit als Funktion der Temperatur
für unterschiedlich stark gedriftete Zustände gut zu beschreiben. Dabei verschieben sich
nach Krebs et al. nicht nur die Bandkanten, sondern die gesamte elektronische Zustands-
dichte wird um 12% gestreckt. Dies führt zu einer Entfernung der Defektzustände sowie
der Bandkanten von dem Ferminiveau, welches während des Driftens als zeitlich unver-
änderlich beschrieben wird. Dieser Effekt führt zu einem Anstieg der Aktivierungsenergie
mit der Zeit und steht damit tendenziell in Widerspruch zu dem Modell von Pirovano
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et al., in dem eine veränderliche Position des Ferminiveaus aufgrund einer dynamischen
Defektkonzentration beschrieben wird.
Die hier ermittelten Daten erlauben keine eindeutige Unterscheidung des quantitativen
Verlaufes von Ea und R∗ mit der Zeit. Sowohl eine Erhöhung der Aktivierungsenergie
mit log(t) (Gleichung 3.57), als auch eine zeitliche Veränderung der Aktivierungsenergie
nach einem Potenzgesetz (analog zum Widerstand in Gleichung 2.1) können die expe-
rimentellen Daten gut beschreiben. Aus diesem Grund werden in Kapitel 6 Messungen
der Widerstandsdrift auf kurzen Zeitskalen in „melt-quenched“ amorphen AgIn-Sb2Te-
Nanostrukturen vorgestellt, die eine Einschränkung der möglichen Parametrisierungen
entsprechend Abbildung 5.13 erlauben.
In Ge2Sb2Te5 konnte in Übereinstimmung mit einer Arbeit von Boniardi et al. ein über die
Zeit konstanter Vorfaktor im Arrhenius-Gesetz nachgewiesen werden [BRP+09]. Für das
Phasenwechselmaterial AgIn-Sb2Te hingegen dominiert die Änderung des Vorfaktors das
Widerstandsdriften. Die hier vorgestellten Messungen erklären damit die unterschiedlichen
Beobachtungen von Boniardi et al. und Oosthoek et al. [OKS+12]. Während Boniardi et al.
nur eine Änderung der Aktivierungsenergie und einen konstanten Vorfaktor an Ge2Sb2Te5
beobachtet hat, wurden die Messungen von Oosthoek et al. an einer Sb2Te-Legierung
durchgeführt. An dieser Stelle kann angenommen werden, dass sich das von Oosthoek et
al. untersuchte Material sehr ähnlich zu dem hier charakterisierten AgIn-Sb2Te verhält.
Das DWP-Modell nach Karpov et al. liefert an dieser Stelle keine direkt prüfbare Aus-
sagen. Eine Studie zur Variation der mechanischen Verspannung des amorphen Materials
in Verbindung mit elektrischen Charakterisierungen können nach den Gleichungen 3.75
(dEG/du = D) und 3.76 (νR = u0D/∆WB) weitere Hinweise liefern. Veröffentlichungen
zeigen, dass eine Relaxation einer mechanischen Verspannung zwar einen leichten Einfluss
auf den Widerstand haben, jedoch nicht vollständig das Widerstandsdriften erklären kann
[RSFI11, CYPJ12]. Obwohl damit die Erklärung das Widerstandsdriften mit einer Re-
laxation einer beim Amorphisieren auftretenden mechanischen Verspannung fragwürdig
scheint, ist der Ansatz einer Beschreibung struktureller Relaxationsprozesse über eine Ak-
tivierungsbarriere (analog zu dem Modell nach Ielmini et al. in Abschnitt 3.2.1) nach wie
vor legitim.
Während in diesem Kapitel zunächst nur das Widerstandsdriften unter kleinen elektrischen
Feldstärken in amorphen Dünnschichtproben charakterisiert wurde, wird im nachfolgenden
Kapitel 6 das Widerstandsdriften als Funktion der Spannung untersucht. Die zeitaufge-
lösten IV-Kennlinien wurden dabei an lateralen amorphen AgIn-Sb2Te-Nanostrukturen
gemessen. Auf diese Weise ist ein erster direkter Vergleich zwischen amorphen „as de-
posited“ und „melt-quenched“ AgIn-Sb2Te-Proben möglich. Weiterhin kann nun die in
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diesem Kapitel charakterisierte zeitliche Entwicklung der Aktivierungsenergie in AgIn-
Sb2Te nach dem Modell von Ielmini et al. (Gleichung 3.21) mit der zeitlichen Ände-
rung der IV-Kennlinien abgeglichen werden. Die in diesem Kapitel vorgestellten Ergeb-
nisse stellen damit eine Referenz unabhängig von dem Zellwiderstand, der elektrischen
Feldstärke sowie der Stromdichte dar. Alle diese Einflüsse können wie bereits angespro-
chen eine elektrische Charakterisierung an amorphen Phasenwechselzellen beeinflussen
[KMK+07, KMK+08a, ISLL08, ISLL09, MJGA10, PPM+11, FFC13].
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Kapitel 6
Drift in amorphen
Phasenwechselnanostrukturen
In Kapitel 4 wurden transiente Schalteffekte bei einer festen Zeit nach der Amorphisie-
rung sowie der Einfluss des Driftens auf das Threshold-Switching vorgestellt. Dabei wurde
bereits nachgewiesen, dass eine Veränderung des Zellwiderstandes aufgrund unterschied-
lich großer amorpher Bereiche in der Phasenwechselzelle, einen erheblichen Einfluss auf
kritische Parameter wie etwa die Threshold-Spannung Vth oder den Threshold-Strom Ith
haben können. Die Veränderung dieser Parameter während der strukturellen Relaxation
sollen daher im Folgenden charakterisiert werden.
Neben dem in Kapitel 5 untersuchten Effekt des Widerstandsdriften wird ebenfalls die
Spannungsabhängigkeit des Widerstandes an lateralen AgIn-Sb2Te-Zellen untersucht. Die
nachfolgend vorgestellten Experimente erlauben damit eine Charakterisierung des Drif-
tens der IV-Charakteristik von kleinen Spannungen bis hin zum Threshold-Switching und
vereinen damit die zuvor behandelten Studien in einer Messung. Während in der Literatur
bereits einige Arbeiten zu der Veränderung der IV-Charakteristik durch den Driftprozess
für Ge2Te2Te5 zu finden sind [ILSL07, ISLL08, ILSL08, LISL09, ISLL09, CFIF10, JKW11,
CCFI12, JPBC13, BGFF13, CCI13], so ist dies bisher nicht für amorphes AgIn-Sb2Te
durchgeführt worden. Das vorherige Kapitel 5 hat bereits für amorphe Dünnschichtpro-
ben unterschiedlicher Phasenwechselmaterialien gezeigt, dass nicht von einem materialu-
nabhängigen Verhalten ausgegangen werden muss.
Durch die Beschränkung der Messreihen an dünnen Phasenwechselschichten auf größere
Zeitskalen konnte in Kapitel 5 keine eindeutige Aussage über die genaue Funktionalität
der zeitlichen Entwicklung der Aktivierungsenergie getroffen werden. Messungen an la-
teralen „melt-quenched“ amorphen Phasenwechselnanostrukturen erlauben hingegen eine
genaue Bestimmung des Widerstandsdriftens auf kurzen Zeitskalen (>100 µs). Wird von
einer direkten Vergleichbarkeit der „as deposited“ und „melt-quenched“ amorphen Proben
ausgegangen, so lässt sich aus dem Widerstandsverlauf auf kurzen Zeitskalen die exakte
Funktionalität der Aktivierungsenergie der Leitfähigkeit ermitteln.
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6.1 Modifikation des elektrischen Testers
Anforderungen an den elektrischen Tester
Während in Kapitel 4 die Charakterisierung von transienten Effekten im Vordergrund
steht, fokussiert dieses Kapitel besonders das Driften der IV-Kennlinie sowie der Threshold-
Spannung und des Threshold-Stroms. Aufgrund der hochohmigen, amorphen Phasenwech-
selzellen im Bereich mehrerer MW ist eine präzise Messung von sehr kleinen Strömen im
Bereich von wenigen nA mit einer möglichst hohen Frequenzbandbreite wichtig. Der in Ka-
pitel 4 vorgestellte elektrische Schaltkreis ist jedoch auf möglichst hohe Bandbreiten und
geringen Einfluss von parasitären Effekten optimiert, weshalb dort der minimal messbare
Strom auf etwa 100 µA-1 µA begrenzt ist. Generell ist mit den verwendeten Operations-
verstärkern zur verstärkten Messung des Stromflusses immer ein Kompromiss zwischen
Frequenzbandbreite und präziser Strommessung einzugehen.
Für die hier angestrebten Messungen ist daher eine Modifikation des elektrischen Schalt-
kreises nötig. Die zuvor verwendeten, schnellen Operationsverstärker der Firma Texas In-
struments vom Typ OPA847 (Bandbreite von etwa 330MHz bei einem Verstärkungsfaktor
von 20 und einem Eingangswiderstand von 2.3MW) wurden daher durch langsamere Ver-
stärker des Typs OPA657 mit einem Eingangswiderstand von 1012W getauscht. Der sehr
viel höhere Eingangswiderstand des OPA657 ermöglicht damit eine deutlich verbesserte
Auflösung kleiner Ströme. Analog zu dem bereits vorgestellten Schaltkreis werden auch
hier zwei Operationsverstärker gleichen Typs in Serie verwendet. Der erste Verstärker
nahe an der Phasenwechselzelle arbeitet dabei mit einer Verstärkung von 10 (wobei ana-
log zu Kapitel 4 nur die Hälfte des Signals am Oszilloskop messbar ist), wodurch eine
Bandbreite von etwa 250MHz zustande kommt. Der zweite in Reihe geschaltete Operati-
onsverstärker wird zur verbesserten Strommessung hingegen mit einer Verstärkung von 20
betrieben, sodass die Bandbreite der zweiten Verstärkungsstufe auf etwa 90MHz begrenzt
ist [OPAa].
Zusätzlich wurde auch der zuvor verwendete Messwiderstand von 51W durch einen 2.2 kW
Widerstand getauscht. Der Tausch des Widerstandes bewirkt dabei einen verbesserten
Spannungsteiler zwischen dem Widerstand der Phasenwechselzelle und dem Messwider-
stand, sodass ein größeres Spannungssignal durch die Operationsverstärker verstärkt wer-
den kann und die Stromauflösung nochmals verbessert wird. Andererseits führt der erhöhte
Messwiderstand auch zu einer Reduzierung des maximal messbaren Stroms, da der Ope-
rationsverstärker aufgrund des größeren Eingangssignals früher in Sättigung geht. Mit
dem modifizierten Schaltkreis ist es daher möglich, Ströme im Bereich von 10 nA bis etwa
150 µA zu detektieren.
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Erzeugung komplexer Spannungssignale
Ziel der im Folgenden vorgestellten Messungen ist eine in situ Charakterisierung der Ver-
änderung der IV-Charakteristik auf kurzen Zeitskalen im Bereich von µs bis s sowie des
Threshold-Switching Ereignisses nach der Amorphisierung. Für die angestrebten Messun-
gen ist daher eine Kombination von drei unterschiedlichen Spannungssignalen notwendig.
Der erste Puls mit hoher Amplitude und steilen Flanken amorphisiert die kristalline Pha-
senwechselzelle. Nach einer kurzen Wartezeit im Bereich von etwa 100 ns zur Thermali-
sierung der Zelle wird ein Sinussignal mit einer Frequenz von 10 kHz und einer variablen
Anzahl an Perioden zur Messung der Drift der IV-Kennlinie angelegt. Die Oszillationsfre-
quenz wurde dabei wie in Abschnitt 4.1 ausgeführt, zur Vermeidung parasitärer Effekte
begrenzt. Analog zu der Lock-In Messung des Zellwiderstandes kann jedoch auch unter
Berücksichtigung der Phaseninformation die Frequenz bis etwa 1MHz zukünftig erhöht
werden. Das dritte Spannungssignal wird ohne zeitliche Verzögerung nach dem Sinussi-
gnal angelegt und besteht aus einem Dreieckspuls mit einer langen, ansteigenden Flanke
von 10 µs zur Bestimmung der Threshold-Spannung Vth sowie des Threshold-Stroms Ith.
Da der einzig verfügbare Arbiträrgenerator (Tabor AWG ww1281A) nur eine maxima-
le Ausgangsspannung von 2V hat, die untersuchten lateralen AgIn-Sb2Te-Zellen jedoch
erst ab etwa 4V amorphisierbar sind, wurde eine alternative Lösung zur Erzeugung des
komplexen Spannungssignals durch Kombination zweier Puls/Funktionsgeneratoren ent-
wickelt.
Im Vergleich zu dem in Kapitel 4 verwendeten Aufbau (Abbildung 4.1) wurde nicht nur
ein einzelner Pulsgenerator verwendet, sondern eine Kombination aus HP 81110A und
Agilent 81160A Generator (Abbildung 6.1). Die Ausgangssignale beider Generatoren wur-
den mittels eines Power-Dividers (PD) überlagert und an die laterale Phasenwechselzelle
weitergeleitet. Durch die Verwendung des Power-Dividers werden die maximalen Ampli-
tuden der beiden Generatoren halbiert, da die Hälfte des Signals zur Zelle und die andere
Hälfte in den Ausgang des jeweils anderen Signalgenerators geleitet wird. Da die Ausgänge
der Generatoren nominell mit 50W abgeschlossen sind, sollten an dieser Stelle keine wei-
teren Signalreflektionen auftreten. Eine genaue Untersuchung dieser Konfiguration zeig-
te jedoch, dass für Frequenzen ab etwa 100MHz die Ausgänge der Generatoren keinen
guten Abschluss mehr darstellen. Für hohe Frequenzen werden also leichte Reflektionen
hervorgerufen. Da jedoch die Wegstrecken zwischen Power-Divider und den Generatoren
nur wenige cm betragen, sind diese Reflektionen in den zeitaufgelösten Daten hier nicht
sichtbar. Weiterhin beinhalten die eigentlichen Messsignale (Sinus- und Dreieckssignal)
nur Frequenzanteile deutlich kleiner als 100MHz, sodass für diese Signale erst gar keine
Reflektionen entstehen können.
161
Kapitel 6 Drift in amorphen Phasenwechselnanostrukturen
HP 81110A
Sine Wave Generator
Impedance
Matching
Network
Device
Under
Test:
Line Cell
Shunt Resistor
OPA657 OPA657
Lock-In Amplier
4 Ch
Real Time
Scope
1 kΩ - 100 MΩ
150 fF
2.2 kΩ
x10 (250 MHz) x20 (90 MHz)
Vout
Ix5 Ix100
RDUT
W
AgIn-Sb2Te
cryst. amorph.
ZnS:SiO2
Vin
Vin
Vout Ix5
Ix100
106 nm
Agilent 81160A PD
300 nm
40
nm
W
Power Supply
Abbildung 6.1: Schematischer Aufbau des modifizierten elektrischen Testers zur Charakterisierung der
zeitlichen Veränderung der IV-Charakteristik. Im Gegensatz zu dem in Abbildung 4.1 dargestellten Sche-
ma des elektrischen Testers zur Messung schneller transienter Effekte wurde der Versuchsaufbau zur
präzisen Charakterisierung der zeitlichen Entwicklung der IV-Kennlinien sowie der Threshold-Switching
Parameter modifiziert. Ein dafür notwendiges komplexes Spannungssignal wird mit Hilfe zweier Puls-
/Funktionsgeneratoren (HP 81110A und Agilent 81160A) erzeugt. Die Ausgangssignale wurden dabei
mittles Power-Divider überlagert und an die laterale AgIn-Sb2Te-Zelle weitergeleitet. Neben der ver-
änderten Generatorkonfiguration wurde ein in dieser Arbeit weiterentwickeltes Paar von Messplatinen
mit speziell angepassten Operationsverstärkern verwendet. Im Vergleich mit den zuvor vorgestellten
Messungen zur Threshold-Switching Verzögerungszeit wurde für die nachfolgenden Messungen ein mit
250MHz bzw. 90MHz langsamerer Operationsverstärkertyp gewählt, der eine genaue Messung kleiner
Ströme zwischen etwa 10 nA und 150µA erlaubt.
Durch die Verwendung eines Power-Dividers und den Limitierungen der Signalgeneratoren
werden die maximal zur Verfügung stehenden Amplituden der einzelnen Signalkomponen-
ten stark begrenzt. Mit einer maximalen Ausgangsspannung des HP 81110A von 10V
bleibt nach dem Power-Divider, noch eine Spannung von maximal 5V für den Amor-
phisierungspuls übrig. Mit den zwei eingebauten Kanälen erzeugt der Agilent 81160A
Generator sowohl das sinus- als auch das dreiecksförmige Spannungssignal. Die maxima-
le Ausgangspannung dieses Generators ist auf 5V limitiert und muss auf beide Kanäle
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aufgeteilt werden. Demnach können beide Signal nicht jeweils eine Amplitude von 5V
besitzen, sondern die Summe der Amplituden muss kleiner gleich 5V sein. Durch die
Verwendung des Power-Dividers stehen daher für das Sinus- und Dreieckssignal nur zu-
sammen 2.5V zur Verfügung. Die Amplitude des Dreieckspulses wird so gewählt, dass das
Threshold-Switching Ereignis im letzten Drittel der ansteigenden Flanke eintritt. Auch
wenn die Threshold-Spannung leicht durch den Driftprozess ansteigen sollte, ist damit ei-
ne genaue Bestimmung von Vth und Ith gewährleistet. Die verbleibende Spannungsreserve
wird für das Sinussignal verwendet, sodass der maximale Spannungsbereich des Genera-
tors vollständig ausgenutzt ist. Die drei Signalkomponenten werden durch zuvor eingestell-
te Verzögerungszeiten so aufeinander abgestimmt, dass die in Abbildung 6.2 dargestellte
Reihenfolge bei jeder Parameterkonfiguration eingehalten wird.
Neben der veränderten Signalgeneratorkonfiguration wurde ebenfalls die oben beschrie-
bene, während dieser Arbeit entwickelte Version einer neuen Messplatine verwendet (sie-
he Abbildung 6.1). Die neue Version der Messplatinen stellt eine Modifikation der von
C. Schlockermann entwickelten Platinen dar. Zwei Verbesserungen sollen hier besonders
herausgestellt werden. Zum einen wurde der Abstand zwischen Kontaktnadelspitze und
aktiver Messelektronik im Vergleich zu der Version von C. Schlockermann um mehr als
die Hälfte (auf etwa 1 cm) reduziert, wodurch auf der Seite der Operationsverstärker eine
leichte Verbessung des Signal-Rausch-Verhältnisses und auf der Eingangsseite eine erhöhte
Frequenzbandbreite bewirkt wird (der Punkt zur Messung der angelegten Spannung liegt
nun noch näher am DUT, sodass Reflektionen erst bei noch höheren Frequenzen sicht-
bar werden). Die zweite wichtige Verbesserung stellt die Teilung der von C. Schlocker-
mann entwickelten Platine in zwei kleinere Platinen dar. Beide Platinen wurden auf xyz-
Mikrometerstages installiert und ermöglichen damit eine zuverlässigere Kontaktierung von
nahezu beliebigen Probengeometrien. Die ältere Version der Messplatine ist im Gegensatz
dazu auf einen festen Abstand der Kontaktpads von etwa 100 µm festgelegt.
Mit dem auf diese Weise modifizierten Versuchsaufbau ist es möglich, kleine Ströme wäh-
rend des angelegten Sinussignals zur Messung der Veränderung der IV-Charakteristik sowie
den Moment des Threshold-Switchings präzise zu detektieren.
6.2 Relaxationsprozesse in der amorphen Phase
Durch die Erzeugung eines komplexen Spannungssignals (Abbildung 6.2) kann nun im
Folgenden das Driften des spannungsabhängigen Widerstandes als auch der Threshold-
Parameter in situ gemessen und mit Modellvorhersagen verglichen werden. Ein gegenüber
anderen Arbeiten entscheidender Vorteil ist dabei, dass die auf diese Weise ermittelten Pa-
rameter an dem selben amorphen „melt-quenched“ Zustand gemessen werden. In vergleich-
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Abbildung 6.2: Schema des zeitaufgelösten komplexen Spannungssignals zur in situ Charakterisierung
des Driftens der IV-Kennlinie als auch der Threshold-Switching Parameter. Durch einen kurzen Amor-
phisierungspuls mit steilen Pulsflanken wird die kristalline Phasenwechselzelle amorphisiert. Nach einer
Wartezeit von 100 ns wird ein sinusförmiges Spannungssignal mit einer Frequenz von 10 kHz und einer
variablen Anzahl an Perioden zur Messung der Veränderung der IV-Charakteristik mit der Zeit angelegt.
Direkt nach dem Sinussignal folgt ein Dreieckspuls mit einer ansteigenden Flanke von 10 µs zur Be-
stimmung der Threshold-Spannung und des Threshold-Stroms. Auf diese Weise kann die Veränderung
der IV-Kennlinie sowie der Threshold-Switching Parameter an dem selben amorphen „melt-quenched“
Zustand charakterisiert werden.
baren Arbeiten in der Literatur wird hingegen für jede Messung einer IV-Charakteristik
oder beispielsweise einer Threshold-Spannung die Phasenwechselzelle neu amorphisiert.
Auch wenn der durch die Amorphisierung eingestellte Zellwiderstand dabei konstant ge-
halten wird, muss dies nicht bedeuten, dass die „melt-quenched“ Zustände die gleichen
elektronischen Eigenschaften besitzen. Diese Unsicherheit wird in den hier vorgestellten
Messungen von vornherein durch den Ansatz des Experimentes ausgeschlossen.
Weiterhin wird in vielen Studien zum Driften der IV-Charakteristik die Veränderung der
Kennlinie erst ab wenigen Sekunden nach der Amorphisierung erfasst [ILSL07, ISLL08,
ILSL08, LISL09, ISLL09, JKW11, CCFI12]. Die hier vorgestellte Methode erlaubt hin-
gegen eine Charakterisierung auf kurzen Zeitskalen (ab 100 µs) nach dem Anlegen eines
Amorphisierungspulses. Eine zukünftige Erhöhung der Sinusfrequenz ermöglicht dabei eine
Charakterisierung auf noch kürzeren Zeitskalen. Wie im vorherigen Kapitel gezeigt, können
damit beispielsweise wertvolle Informationen über das Verhalten der Aktivierungsenergie
als Funktion der Zeit gewonnen werden.
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Abbildung 6.3: Zeitaufgelöste Spannungen und Ströme zur Messung des Driftens der IV-Kennlinie
sowie des Threshold-Switching Phänomens nach unterschiedlich langen Wartezeiten. Die Abbildungen
(a)-(d) zeigen beispielhaft die Experimente für 1, 4, 8 und 32768 Sinusperioden. Mit einer veränderten
Anzahl von Sinusperioden wird die Driftzeit vor dem Dreieckspuls und damit die Wartezeit vor dem
Threshold-Switching Ereignis variiert. Die Sampling Rate des Oszilloskops wurde dynamisch an die
Länge des komplexen Spannungssignals angepasst. Für lange Signalverläufe wird die Sampling Rate
reduziert, weshalb in Abbildung (d) der extrem kurze Amorphisierungspuls nicht mehr aufgelöst werden
kann.
6.2.1 Relaxation der Strom-Spannungs-Charakteristik
Für die nachfolgenden Experimente wurde eine laterale AgIn-Sb2Te-Zelle mit einem Elek-
trodenabstand von 70 nm und einer Linienbreite von 45 nm verwendet. Zur Amorphisie-
rung wurden Pulse mit einer Länge von 10ns, Pulsflanken von 2 ns und einer Amplitude
von 5V an die laterale Zelle angelegt (siehe Abbildung 6.3). Das Sinussignal wurde mit ei-
ner festen Frequenz von 10 kHz und einer Amplitude von 0.6V eingestellt. Die Anzahl der
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Sinusperioden wurde während des Experimentes zwischen 1 und 32768 Perioden (100 µs
bis etwa 3.2 s) variiert, sodass Messungen der Threshold-Switching Parameter zu unter-
schiedlichen Driftzeiten möglich werden. Die Parameter des Dreieckspulses (ansteigende
Flanke: 10 µs, Pulsplateau: 3 µs, abfallende Flanke: 1 µs, Spannungsamplitude: 3.8V) wur-
den während des kompletten Experimentes nicht verändert.
(a) (b)
Abbildung 6.4: Veränderung der IV-Charakteristik in linearer (a) und logarithmischer Auftragung (b)
aufgrund des Drifteffektes. Die Kennlinien wurden durch Auftragung des zeitaufgelösten Stromsignals
als Funktion des zeitaufgelösten Spannungssignals erstellt. In der Abbildung sind die einzelnen Sinuspe-
rioden entsprechend der Zeit nach der Amorphisierung farblich gekennzeichnet. Sowohl in der linearen,
als auch in der logarithmischen Auftragung ist eine klare Veränderung mit der Zeit (von dunkel blau
nach dunkel rot) sichtbar. Weiterhin zeigt das amorphe Phasenwechselmaterial bereits in dem verwen-
deten Spannungsbereich bis etwa 0.3V einen Übergang von einem ohmschen zu einem exponentiellen
Verhalten.
Relaxation unter kleinen elektrischen Feldstärken
Zunächst wird nur die Veränderung des Stroms während der Sinusoszillationen betrach-
tet. In der Abbildung 6.4 ist beispielhaft die Änderung während eines Experimentes mit
128 Sinusperioden dargestellt. Die abgebildeten IV-Kennlinien sind durch Auftragung der
zeitaufgelösten Ströme als Funktion der zeitaufgelösten Spannungen entstanden. Farblich
kodiert ist die Zeit nach der Amorphisierung. Für jede einzelne der 128 Perioden ist somit
eine farbige Kurve in Abbildung 6.4 zu sehen. Sowohl die lineare, als auch die logarith-
mische Darstellung des Stroms zeigt zunächst qualitativ eine deutliche Veränderung der
Kennlinie als Funktion der Driftzeit.
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Abbildung 6.5: IV-Charakteristiken dargestellt aus einzelnen Sinusperioden für verschiedene Warte-
zeiten nach der Amorphisierung. Die Abbildungen (a)-(f) zeigen beispielhaft die Perioden 3, 40, 75,
84, 100 und 115 aus einem Experiment mit insgesamt 128 Sinusperioden. Entsprechend Gleichungen
6.1 und 6.2 wurde der Strom als Funktion der angelegten Spannung nach dem Poole- (durchgezogene
Linie) bzw. Poole-Frenkel-Modell (gestrichelte Linie) für die einzelnen Perioden angepasst.
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Weiterhin ist ersichtlich, dass in dem bisher betrachten Spannungsbereich bis etwa 0.3V
das amorphe Phasenwechselmaterial bereits einen Übergang von dem ohmschen in einen
exponentiellen Bereich zeigt. Ähnliche Ergebnisse wurden bereits an amorphen Ge2Sb2Te5-
Zellen beobachtet [ISLL08, ISLL09, LISL09, CFV+10, CFIF10, CCFI12, BGFF13]. Die
beiden Phasenwechselmaterialien Ge2Sb2Te5 und AgIn-Sb2Te zeigen also rein qualitativ
bisher die gleichen Veränderungen der IV-Charakteristik während des Driftens.
Für eine quantitative Erfassung der Änderung des spannungsabhängigen Widerstandes
während des Driftens wurde nach Gleichung 3.7 der Strom als Funktion der angelegten
Spannung im Modell des thermisch aktivierten Tunnels nach Ielmini et al. (Poole-Modell)
an die experimentellen Daten für je eine Sinusperiode angepasst (schwarze durchgezogene
Kurve in Abbildung 6.5). Gleichung 3.7 wurde hier für die Anpassung wie folgt verein-
facht:
I(V ) = 2qANT,tot
∆z
τ0
exp
(
−EC − EF
kBT
)
︸ ︷︷ ︸
αP
·sinh
 q∆zkBT2uA︸ ︷︷ ︸
βP
V

⇒ I(V ) = αP · sinh (βPV )
(6.1)
Ein Vergleich ergibt αP = 2qANT,tot∆z/τ0exp (−(EC − EF )/(kBT )) und
βP = q∆z/kBT2uA.
Nach Abschnitt 3.1.1 kann diese Funktionalität jedoch auch für große elektrische Feld-
stärken und Defektabstände zu einer Poole-Frenkel-Abhängigkeit übergehen (vergleiche
Abbildung 3.2). Im dem Poole-Frenkel-Modell (Gleichungen 3.56 und 3.66) muss jedoch
der Strom als Funktion der angelegten Spannung wie folgt beschrieben werden:
I(V ) = αPF · sinh
(
βPF
√
V
)
(6.2)
Da keine Informationen über den Übergangsbereich zwischen Poole und Poole-Frenkel Be-
reich vorliegen, werden beide Funktionalitäten an die experimentellen Daten angepasst.
Ein Vergleich der Anpassungen nach Poole bzw. Poole-Frenkel (durchgezogene und gestri-
chelte Linien in Abbildung 6.5) belegt, dass eine Anpassung nach Gleichung 6.1 (Poole)
das experimentell gemessene Verhalten über den kompletten Spannungsbereich bis etwa
0.3V sehr gut beschreiben kann. Die Anpassung nach Gleichung 6.2 (Poole-Frenkel) zeigt
hingegen für kleine Spannungen (≈ 50mV) ein leichtes Abweichen vom experimentellen
Verhalten. In dem Bereich kleiner Spannungen wird die Coulombbarriere zwischen zwei
Defektzuständen nur geringfügig abgesenkt, sodass ein Ladungsträgertransport zwischen
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benachbarten Defektzuständen bevorzugt stattfindet. Hohe elektrische Feldstärken hin-
gegen führen zu einer starken Absenkung der Potentialbarrieren. In diesem Fall können
Ladungsträger nicht nur in benachbarte sondern ebenfalls in weiter entfernte Defektzu-
stände angeregt werden. Der Abstand zwischen zwei Zuständen ∆z wird mit steigender
Feldstärke zunehmend unwichtiger, sodass ein Übergang zwischen dem Poole- und dem
Poole-Frenkel-Modell sichtbar wird.
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Abbildung 6.6: Zeitliche Veränderung der Anpassungsparameter αP und βP im Rahmen des Poole-
Modells. Die einzelnen Datenpunkte für αP und βP wurden aus Anpassungen nach Gleichung 6.1 an die
einzelnen Sinusperioden ermittelt. Die Daten sind beispielhaft aus einem Experiment mit 128 Sinusperi-
oden entnommen. Die blaue und grüne Kurve beschreibt die zeitliche Entwicklung der Parameter durch
ein Potenzgesetz analog zu der Änderung des elektrischen Widerstandes mit der Zeit in Gleichung 2.1.
Die Parameter ναP = −0.088± 0.012 und νβP = 0.004± 0.005 geben die Driftexponenten für αP und
βP an. Im Rahmen des in Abschnitt 3.2.1 behandelten Modells zur Beschreibung des Drifteffektes nach
Ielmini et al. kann der Anstieg in βP direkt durch eine Vergrößerung des örtlichen Abstandes zwischen
zwei benachbarten Defektzuständen ∆z erklärt werden. Die zeitliche Änderung von αP ist hingegen
nicht eindeutig auf eine Veränderung einer Größe zurückzuführen, da αP sowohl von ∆z als auch von
der Defektkonzentration NT,tot und der Aktivierungsenergie EA abhängig ist.
Wird die zeitliche Änderung der im Poole-Modell nach Gleichung 6.1 ermittelten Anpas-
sungsparameter αP und βP betrachtet (beispielhaft für ein Experiment mit 128 Sinus-
perioden in Abbildung 6.6 dargestellt), so kann für βP ein geringfügiger Anstieg mit der
Zeit festgestellt werden. Im Falle von αP hingegen ist ein deutliches Absinken sichtbar. Die
blaue bzw. grüne Kurve gibt eine Anpassung an den zeitlichen Verlauf von αP und βP mit-
tels Potenzgesetz an. Wie auch für den Widerstand in Gleichung 2.1 (R(t) = R0 · (t/t0)νR)
geben ναP = −0.088 ± 0.012 und νβP = 0.004 ± 0.005 die Driftexponenten für αP und
βP im Poole-Modell an. Ein Vergleich mit dem in Abschnitt 3.2.1 vorgestellten Modell
nach Ielmini et al. zeigt, dass mit steigendem βP = q∆z/kBT2uA auch der örtliche Ab-
stand zwischen zwei Defektzuständen ∆z ansteigt. Alle anderen Abhängigkeiten von βP
sind hingegen zeitlich konstant. Nach Ielmini et al. wird das Widerstandsdriften durch
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Annihilation elektronischer Defektzustände erklärt, was zu einer abfallenden Defektkon-
zentration NT und einem steigenden Defektabstand ∆z führt. Analog zu den hier vorge-
stellten Ergebnissen an AgIn-Sb2Te wurde auch für Ge2Sb2Te5 ein Anstieg in βP während
des Driftprozesses beobachtet bzw. vorhergesagt [ILSL07, ISLL08, ISLL09, JKW11]. In
diesem Aspekt kann also zunächst ein übereinstimmendes Verhalten in AgIn-Sb2Te und
Ge2Sb2Te5 festgestellt werden. Für eine Verifizierung der zeitlichen Entwicklung von βP
sollte jedoch zukünftig die Spannungsamplitude der Sinusschwingung vergrößert werden,
damit ein größerer Bereich des exponentiellen Verhaltens der IV-Kennlinie in der Anpas-
sung berücksichtigt werden kann.
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Abbildung 6.7: Zeitliche Veränderung der Anpassungsparameter αPF und βPF im Rahmen des Poole-
Frenkel-Modells. Analog zu Abbildung 6.6 wurden die Parameter aus Anpassungen nach Gleichung 6.2
an einzelne Sinusperioden aus einem Experiment mit insgesamt 128 Perioden ermittelt. Die blaue und
grüne Kurve mit den Driftexponenten ναPF = −0.016± 0.033 und νβPF = −0.021± 0.010 beschreibt
die zeitliche Veränderung von αPF bzw. βPF durch ein Potenzgesetz analog zu dem Widerstand als
Funktion der Zeit in Gleichung 2.1. Im Gegensatz zu dem Poole-Modell ist im Poole-Frenkel-Modell der
Anpassungsparameter βPF unabhängig von dem Abstand zweier benachbarter Defektzustände ∆z.
Die zeitliche Entwicklung der Anpassungsparameter αPF und βPF aus dem Poole-Frenkel-
Modell gemäß Gleichung 6.2 ist in Abbildung 6.7 dargestellt. Ein Vergleich mit Abbil-
dung 6.6 für die Parameter des Poole-Modells zeigt, dass die Parameter αPF und βPF
einer sehr viel größeren Schwankung mit der Zeit unterliegen. Dieses Verhalten könnte
durch den begrenzten Spannungsbereich der Sinusoszillationen und die damit schlechte
und ungültige Anpassung im Poole-Frenkel-Modell zu erklären sein. Die zeitliche Verän-
derung beider Parameter wurde auch hier durch ein Potenzgesetz mit den Driftexponenten
αPF = −0.016 ± 0.033 und βPF = −0.021 ± 0.010 angepasst (blaue und grüne Kurve).
Durch die großen Schwankungen der Anpassungsparameter mit der Wartezeit nach der
Amorphisierung können keine eindeutigen Trends im Poole-Frenkel-Modell in dem hier
diskutierten Spannungsbereich festgestellt werden. Während im Modell nach Poole noch
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eine direkte Verbindung mit ∆z gegeben war, so ist das Poole-Frenkel-Modell nur für große
Defektabstände gültig und damit unabhängig von ∆z.
10−4 10−3 10−2 10−1 100
10−0.8
10−0.6
10−0.4
Time / s
1
8
64
512
4096
32768
# 
P
er
io
ds
ν
α
 = −0.093±0.022
Fi
t p
ar
am
et
er
 α
P
P
10−4 10−3 10−2 10−1 100
100.8
100.9
Time / s
1
8
64
512
4096
32768
# 
P
er
io
ds
Fi
t p
ar
am
et
er
 β
P
ν
β
 = 0.0065±0.0070
P
10−4 10−3 10−2 10−1 100
1.0
0.8
0.6
Lo
w
 fi
el
d 
re
si
st
an
ce
 / 
M
Ω
Time / s
1
8
64
512
4096
32768
# 
Pe
rio
ds
0.4
νR = 0.087±0.016
Abbildung 6.8: Übersicht der im Poole-
Modell nach Gleichung 6.1 ermittelten
Parameter αP und βP als Funktion der
Zeit für alle durchgeführten Experimen-
te. Zusätzlich zu den Parametern αP und
βP wurde die Drift des elektrischen Wi-
derstands aus dem ohmschen Bereich der
IV-Kennlinie bei kleinen elektrischen Fel-
dern bestimmt. Unterschiedliche Farben
kennzeichnen die Datensätze von Experi-
menten mit variierender Anzahl an Sinus-
perioden.
Eine Übersicht über die zeitliche Entwicklung von αP und βP aller durchgeführten Expe-
rimente ist in Abbildung 6.8 dargestellt. In den mit unterschiedlichen Farben abgebildeten
Experimenten wurde die Anzahl der Sinusperioden logarithmisch zwischen 1 und 32768
variiert. Für diese Variation musste daher zu Beginn jedes Experimentes das Phasen-
wechselmaterial erneut amorphisiert werden. Die Parameter des Amorphisierungspulses
wurden zwar konstant gehalten, jedoch kann eine minimale Schwankung durch leicht un-
terschiedliche Eigenschaften der „melt-quenched“ Phasen nicht vollends ausgeschlossen
werden. Analog zu Abbildung 6.6 zeigen alle Experimente einen mit der Zeit abfallenden
Trend in αP . Für jedes Experiment wurde die zeitliche Entwicklung mit einem Potenz-
gesetz angepasst. Durch Mittlung aller Driftexponenten wurde ein mittlerer Exponent zu
ναP = −0.093± 0.022 bestimmt. Wird der Fehler auf diesem Wert mit dem in Abbildung
6.6 beispielhaft für ein Experiment mit 128 Perioden angegebenen Driftexponenten ver-
glichen so wird sichtbar, dass bereits die Schwankung der Messdaten in einem Experiment
zu einem vergleichbaren Fehler führen. Ein eventueller Einfluss durch unterschiedliche
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amorphe „melt-quenched“ Phasen oder leicht variierender Zellwiderstände scheint daher
hier nicht zu dominieren. Wird die zeitliche Entwicklung des Parameters βP betrachtet,
so kann analog zu Abbildung 6.6 ein leichter Anstieg festgehalten werden. Aufgrund des
großen Fehlers auf dem mittleren Driftexponenten νβP = 0.0065 ± 0.0070 kann jedoch
auch ein konstanter Verlauf von βP nicht ausgeschlossen werden. Insgesamt zeigen die
Daten der unterschiedlichen Wiederholungen mit variierender Zahl an Sinusperioden eine
nur geringfügige Schwankung, sodass eine gute Vergleichbarkeit der Experimente gegeben
ist.
Zusätzlich zu der zeitlichen Entwicklung von αP und βP ist die Veränderung des elektri-
schen Widerstandes mit der Zeit in dem ohmschen Bereich der IV-Charakteristik in Ab-
bildung 6.8 dargestellt. Für lim
V→0
α · sinh(βV ) = αβV kann die in Gleichung 6.1 gegebene
Abhängigkeit des Stroms von der angelegten Spannung unter Verwendung des Ohmschen
Gesetzes wie folgt vereinfacht werden:
R(t) = 1
αP (t) · βP (t) (6.3)
R gibt dabei den Widerstand unter kleinen elektrischen Feldstärken im ohmschen Bereich
der IV-Kennlinie an. Für die mittleren Werte von αP = 10−0.6 und βP = 100.8 (Abbildung
6.8) ist diese Näherung in etwa bis zu einer Spannung von 100mV (1% Abweichung)
gültig und damit direkt mit dem durch den Lock-In Verstärker gemessenen Widerstand
vergleichbar.
Nach dem Potenzgesetz zur Beschreibung des Widerstandsdriftens (Gleichung 2.1) wurden
für die einzelnen Experimente Anpassungen durchgeführt und ein mittlerer Driftexponent
des Widerstandes νR = 0.087± 0.016 bestimmt. Eine Betrachtung des genauen zeitlichen
Widerstandsverlaufes der einzelnen Experimente (Abbildung 6.8) zeigt zwar eine kleine
Schwankung der Datenpunkte, jedoch kein deutlich von dem Potenzgesetz abweichendes
Verhalten. Demnach könnte die in Kapitel 5 aufgeworfene, jedoch noch unbeantwortete
Frage nach dem quantitativen Verlauf der Aktivierungsenergie der Leitfähigkeit in AgIn-
Sb2Te mit der Zeit beantwortet werden. Während in Abbildung 5.13 aufgrund des stark
eingeschränkten Messbereiches keine Unterscheidung der einzelnen Funktionalitäten mög-
lich war, deuten die in diesem Kapitel durchgeführten Messungen darauf hin, dass eine
zeitliche Entwicklung entsprechend Gleichung 5.5 (log(EA(t, T )) ∝ log(t)) eine korrek-
te Beschreibung liefert. Diese Aussage kann natürlich nur getroffen werden, sofern das
Verhalten des Driftprozesses in „as deposited“ und „melt-quenched“ amorphen Proben
vergleichbar ist. Bisher sind jedoch die Fehler auf den in Abbildung 6.8 dargestellten Wi-
derstandsverläufen bisher zu groß für eine belastbare Verifizierung dieses Verhaltens.
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Ein Vergleich mit Abschnitt 3.2.1 zeigt jedoch, dass nach Ielmini et al. ein Anstieg der Ak-
tivierungsenergie mit der Zeit entsprechend Gleichung 3.57 (EA(t) ∝ log(t)) beschrieben
wird. Dieses Verhalten wurde in [FIML10] experimentell an amorphen Ge2Sb2Te5-Zellen
beobachtet und ist im Modell zur Erklärung des Widerstandsdriftens nach Ielmini et al.
rein aus experimentellen Daten motiviert. Wird nun jedoch das Verhalten des Driftens
durch unterschiedliche Funktionalitäten der Aktivierungsenergie mit der Zeit in den ver-
schiedenen Phasenwechselmaterialien in Abbildung 5.13 betrachtet, so ist eindeutig, dass
im Falle von Ge2Sb2Te5 keine Unterscheidung zwischen log(EA(t, T )) ∝ log(t) (gelbe bzw.
rote Kurve) und EA(t) ∝ log(t) (cyan oder blau) stattfinden kann.
Bisher wurden alle vorgestellten Experimente nur bis zu einer Spannung von etwa 0.3V
durchgeführt. Besonders interessant ist jedoch, welchen Einfluss die hier beschriebenen
Ergebnisse auf das Threshold-Switching Ereignis bei deutlich größeren Spannungen haben
und inwieweit mit einer Änderung der IV-Kennlinie bei kleinen Spannungen bereits auf
eine Veränderung des Threshold-Switching Ereignisses geschlossen werden kann.
Relaxation unter hohen elektrischen Feldstärken
Im Folgenden wird das Driften der IV-Kennlinie aus den Spannungsrampen unmittelbar
nach der Sinusschwingung behandelt. Da die Spannungsrampen ohne zeitliche Verzögerung
direkt an das Sinussignal anschließt und kein Phasenwechsel der Zelle stattgefunden hat,
lässt sich das Driftverhalten bei kleinen Spannungen (Sinus) und bei Spannungen nahe
dem Threshold-Switching (Rampe) direkt vergleichen.
Durch die Variation der Anzahl der Sinusperioden wurde die Spannungsrampe zur Cha-
rakterisierung des Threshold-Switching Ereignisses effektiv in den unterschiedlichen Expe-
rimenten zu verschiedenen Zeiten zwischen 100 µs und etwa 3.2 s nach der Amorphisierung
an die Zelle angelegt. Auf diese Weise lässt sich die Drift der gesamten IV-Kennlinie,
angefangen bei kleinen Spannungen bis zum Threshold-Switching Ereignis zu unterschied-
lichen Zeiten, untersuchen. Da jedoch die unterschiedlichen Zeitpunkte in aufeinander
folgenden Experimenten aufgenommen wurden, musste für jedes Experiment die Zelle er-
neut amorphisiert werden. Auch an dieser Stelle ist es demnach möglich, dass variierende
Eigenschaften von den eingestellten „melt-quenched“ Phasen charakterisiert werden.
In den zeitaufgelösten Spannungsdaten (Abbildung 6.9 (a,b)) kann im Moment des
Threshold-Switching Ereignisses ein Einbruch des Spannungsabfalls über der Phasenwech-
selzelle beobachtet werden. Dieser Effekt wird durch die Wahl des relativ hohen Messwi-
derstandes von 2.2 kW sichtbar. Während des Threshold-Switchings bricht der Widerstand
des amorphen Phasenwechselmaterials abrupt ein, sodass es zu einem verändertem Span-
nungsabfall zwischen der Phasenwechselzelle und dem Messwiderstand kommt. In den in
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Abbildung 6.9: Zeitaufgelöste Strom- (c,d) und Spannungsdaten (a,b) während einer Spannungsrampe
mit einer Anstiegszeit von 10 µs dargestellt für verschiedene Wartezeiten (farbkodiert) im Bereich von
10−4 s bis 3.2 s nach der Amorphisierung. Die Abbildungen (b) und (d) zeigen den zeitlichen Bereich
um das Threshold-Switching Ereignis vergrößert. Sowohl in dem Verlauf der Spannung als auch des
Stroms als Funktion der Zeit während des Threshold-Switching Ereignisses kann eine Veränderung mit
der Driftzeit festgestellt werden. Während für kurze Wartezeiten nach der Amorphisierung ein eher
kontinuierlicher Anstieg des Stroms bzw. Abknicken des Spannungsverlaufes zu sehen ist, so ist für
große Zeiten ein steilerer Stromanstieg und Abfall der Spannung sichbar. Diese Messungen zeigen,
dass nicht nur kritische Größen wie etwa die Threshold-Spannung oder der Threshold-Strom von der
Relaxation betroffen sind, sondern der gesamte zeitliche Verlauf des Threshold-Switching Ereignisses
beeinflusst wird.
Kapitel 4 gezeigten Daten ist dieser Effekt nicht zu sehen, da mit dem dort verwendeten
Messwiderstand von 51W die Veränderung des Spannungsteilers praktisch im Spannungs-
signal nicht messbar ist. Wird der Spannungseinbruch zu unterschiedlichen Driftzeiten
betrachtet, so kann eine leichte Veränderung mit der Zeit festgestellt werden. Für kurze
Driftzeiten (dunkelbaue Daten) ist der Spannungseinbruch in Form eines leichten, konti-
nuierlichen Abknickens der Spannungsrampe sichtbar. Im Falle langer Zeiten (dunkelrote
Daten) kann hingegen ein plötzlicher Einbruch der Spannung in Abbildung 6.9 (b) entnom-
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men werden. Diese qualitative Änderung des Spannungsverlaufes zeigt bereits, dass auch
der Verlauf des Threshold-Switching Ereignisses während des Driftens verändert wird.
Werden die verstärkten Signale der Strommessungen zu unterschiedlichen Zeiten nach
der Amorphisierung betrachtet, so wird ebenso die bereits angesprochene Veränderung
im Verlauf des Threshold-Switching Ereignis sichtbar. Analog zu dem Spannungsverlauf,
zeigt Abbildung 6.9 (d) für kurze gegenüber langen Driftzeiten einen eher kontinuierli-
chen Anstieg des Stroms mit der Zeit. Je länger das Material driftet, desto steiler wird der
Stromanstieg. Das Threshold-Switching Phänomen kann daher erst nach einer bestimmten
Driftzeit als abrupter Anstieg der Leitfähigkeit identifiziert werden. Auf kurzen Zeitskalen
ist das Phänomen nur als ein kontinuierlicher Anstieg des Stroms mit der Zeit sichtbar.
Dieses veränderte Verhalten im Moment des Schaltereignisses könnte durch das Driften des
elektrischen Widerstandes der Phasenwechselzelle und der damit verbundenen Änderung
des Spannungsteilers zwischen Zelle und Messwiderstand erklärt werden. Im Moment des
Threshold-Switchings verändert sich der Spannungsabfall über diesen beiden Widerstän-
den. Im amorphen „Off-Zustand“ ist der Widerstand des Phasenwechselmaterials sehr viel
größer als der Messwiderstand. Ein Großteil der Spannung fällt dementsprechend über
dem Phasenwechselmaterial ab. Beim Übergang in den amorphen „On-Zustand“ bricht
jedoch der Widerstand der Zelle abrupt ein, sodass nun ein Großteil der Spannung an
dem Messwiderstand anliegt. Durch den Effekt des Widerstandsdriftens steigt der Zell-
widerstand kontinuierlich an, wodurch eine Veränderung des Spannungsteilers sowie des
Spannungseinbruchs im Moment des Schaltens bewirkt werden kann.
Der maximale Strom in Abbildung 6.9 (c) ist durch die verwendeten Operationsverstär-
ker auf etwa 150 µA begrenzt. Beim Erreichen dieses Wertes sättigt der erste Verstärker,
sodass kein höherer Stromfluss messbar ist. Als physikalisch relevant sollten daher nur
Ströme kleiner als 150 µA angesehen werden. Da der Spannungsabfall über der Phasen-
wechselzelle durch Messung der angelegten Spannung und des Spannungsabfalls hinter der
Zelle (durch die Operationsverstärker) bestimmt wird, geben auch die Spannungsverläu-
fe beim Erreichen der Sättigung keine relevanten Informationen zum Schaltverhalten der
Phasenwechselzelle. Aus diesem Grund sind sämtliche zeitaufgelösten Daten in Abbildung
6.9 ab etwa 7.5 µs durch das Verhalten der Operationsverstärker beeinflusst.
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Abbildung 6.10: IV-Kennlinien für verschiedene Wartezeiten von 200 µs, 1.6ms, 12.8ms, 204.8ms,
409.6ms und 1.6 s ((a)-(f)) nach der Amorphisierung. Die Kennlinien wurden durch Spannungsrampen
mit einer Anstiegszeit von 10 µs gemessen. Die schwarzen durchgezogenen Kurven zeigen Anpassungen
für den Bereich vor dem Threshold-Switching Ereignis nach Gleichung 6.1 im Poole-Modell. Anpas-
sungen mittels Poole-Frenkel-Modell nach Gleichung 6.2 sind durch die schwarzen gestrichelten Linien
dargestellt. Aufgrund der Veränderung des Threshold-Switching Verlaufes mit der Zeit wurde der Mo-
ment des Schaltereignisses festgelegt, sobald die Differenz zwischen experimentellen Daten und der
Anpassung eine kritische Stromdifferenz überschreitet (graue gestrichelte Linie).
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Abbildung 6.10 zeigt Strom-Spannungs-Kennlinien, die aus den zeitaufgelösten Strom- und
Spannungsdaten während des Dreieckspulses ermittelt wurden. Zur verbesserten Stromauf-
lösung wurden die Signale beider Verstärkerstufen kombiniert. Bis 2 µA wurde der Verlauf
über den 100-fach verstärkten und für größere Ströme aus dem 5-fach verstärkten Kanal
bestimmt. Diese Kombination führt über einen großen Strombereich zu einem sehr guten
Signal-Rausch-Verhältnis. Zur quantitativen Beschreibung der IV-Kennlinien nach unter-
schiedlichen Driftzeiten wurde der von Ielmini et al. vorgeschlagene Strom als Funktion
der Spannung im Sub-Threshold-Bereich (Poole-Modell: I(V ) = αP · sinh(βPV ) in Glei-
chung 6.1) an die experimentellen Daten angepasst (schwarze Kurve). Wie bereits gezeigt,
verändert sich auch der Verlauf des Stroms während des Threshold-Switchings für unter-
schiedlich lange Driftzeiten. Eine einfache Festlegung des Threshold-Switching Ereignisses
wie beispielsweise durch die Definition eines Grenzstroms oder den Moment des abrupten
Anstiegs ist demnach nicht möglich. Aus diesem Grund wurde der Eintritt des Schaltereig-
nisses durch Vergleich der experimentellen Daten mit den Anpassungen nach Gleichung 6.1
festgelegt. Überschreitet die Differenz zwischen den experimentellen Daten und den An-
passungen einen Wert von 5 µA, so wird dieser Moment als Threshold-Switching Ereigniss
gewertet. In Abbildung 6.10 bzw. 6.11 sind die auf diese Weise bestimmten Threshold-
Switching Spannungen bzw. Zeitpunkte mittels schwarzer, gestrichelter, vertikaler Linien
gekennzeichnet.
Vor dem Eintritt des Threshold-Switchings kann in Abbildung 6.10 für alle Zeitpunkte eine
gute Übereinstimmung zwischen der mit der schwarzen, durchgezogenen Linie gekennzeich-
neten Anpassung und den experimentellen Daten festgestellt werden. Die Spannungsab-
hängigkeit des Stroms im Poole-Modell ist also für die hier untersuchten AgIn-Sb2Te-Zellen
in der Lage, die IV-Kennlinien den gesamten Sub-Threshold-Bereich zu beschreiben. Die
Anpassung nach dem Poole-Frenkel-Modell (schwarze, gestrichelte Linie) zeigt hingegen
analog zu den Daten aus den Sinusschwingungen nur für hohe Spannungen eine gute
Beschreibung der Daten. Während für kurze Driftzeiten die experimentell gemessenen IV-
Kennlinien nur sehr wenig Rauschen aufweisen, so ist besonders für lange Wartezeiten nach
der Amorphisierung ein vermehrtes Rauschen auf den Daten zu erkennen (rote Kurven in
Abbildung 6.10). Dieser Effekt ist mit der dynamisch angepassten Abtastrate des Oszil-
loskops zu erklären. Da nur die Gesamtanzahl der Datenpunkte im Oszilloskop begrenzt
ist, kann für kleine Driftzeiten eine hohe Abtastrate von 1.25GS/s verwendet werden, die
zu einer hohen Datenpunktdichte von 800 ps/pt und durch die Verwendung von digitalen
Datenfiltern zu einer effektiven Unterdrückung des Rauschens führen. Für hohe Driftzeiten
sind die aufzunehmenden Signale sehr lang, sodass nur mit einer reduzierten Abtastrate
von 12.5MS/s gemessen wurde. Dies führt zu einer Reduzierung der Datenpunktdichte
um einen Faktor von 100, sodass während der ansteigenden Spannungsrampe insgesamt
nur noch 125 Datenpunkte aufgezeichnet werden.
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Abbildung 6.11: Zeitaufgelöste Strom- und Spannungsverläufe für Experimente nach unterschiedlichen
Wartezeiten nach der Amorphisierung. Analog zu Abbildung 6.10 ist eine Veränderung der Verläufe im
Moment des Threshold-Switchings mit der Zeit nach der Amorphisierung sichtbar. Während bei kurzen
Zeiten der Schalteffekt durch einen eher kontinuierlichen Anstieg im Strom sichtbar ist, kann bei langen
Driftzeiten ein steilerer und abrupter Anstieg im Strom festgestellt werden. Die schwarzen Kurven geben
die Anpassungen an den Bereich vor dem Threshold-Switching Ereignis nach Gleichung 6.1 im Poole-
Modell an. Aufgrund der Veränderung des Threshold-Switching Verhaltens wurde der Moment des
Schaltereignisses durch die Differenz zwischen der Anpassung und der experimentell gemessenen Daten
festgelegt. Wird ein bestimmter Differenzstrom überschritten, wird dieser Zeitpunkt als Threshold-
Switching Ereignis definiert.
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Abbildung 6.12: Zeitliche Veränderung der Anpassungsparameter αP (a) und βP (b) nach Gleichung
6.1. Im Gegensatz zu Abbildung 6.8 wurden die hier dargestellten Parameter nicht nur durch Anpassung
an einen kleinen Spannungsbereich, sondern an die gesamte IV-Kennlinie im Sub-Threshold-Bereich
bestimmt. Analog zu der Anpassung bei kleinen Spannungen ist in (a) ein Absinken in αP mit der
Zeit sichtbar. Während zuvor die Anpassungen bis etwa 0.3V einen leichten Anstieg in βP gezeigt
haben, ist aus der Anpassung über die gesamte IV-Kennlinie ein absinkender Verlauf für βP sichtbar.
Dieses Verhalten steht damit im Gegensatz zu dem Driftmodell nach Ielmini et al., das einen Anstieg
des mittleren Abstandes zwischen zwei benachbarten Defekten ∆z ∝ βP beschreibt. Weiterhin steht
der abfallende Trend in βP auch im Widerspruch mit dem in der Literatur für Ge2Sb2Te5 gefundenen
Anstieg in βP .
Wie auch für die Experimente bei kleinen elektrischen Feldstärken wurde die zeitliche
Entwicklung der Anpassungsparameter αP und βP aus den einzelnen Anpassungen der
Strom- und Spannungsverläufe während der Dreieckspulse zu unterschiedlichen Zeiten er-
mittelt (Abbildung 6.12). Aufgrund der geringen Datendichte der Spannungsrampen bei
Wartezeiten ab etwa 1 s wurden die stark schwankenden letzten drei Datenpunkte nicht in
der Anpassung mittels Potenzgesetz berücksichtigt. Im Gegensatz zu den aus den Sinus-
schwingungen ermittelten Verläufen wurde hier jedoch für die unterschiedlichen Zeitpunkte
der Spannungsrampen die Phasenwechselzelle erneut amorphisiert. Die zeitliche Entwick-
lung der Anpassungsparameter α und β könnte daher in diesem Teilexperiment durch den
Einfluss leicht unterschiedlicher Zellwiderstände oder unterschiedlicher Eigenschaften von
verschiedenen „melt-quenched“ amorphen Phasen beeinflusst sein. Wird jedoch angenom-
men, dass diese Zustände vergleichbar sind, so kann analog zu Abbildung 6.8 kann ein
Absinken von αP mit der Zeit beobachtet werden. Auch die absolute Veränderung ναP
stimmt im Rahmen der Fehler in beiden Feldbereichen überein. Im Falle von αP könnte
demnach eine Extrapolation des Verhaltens bei kleinen Spannungen in den Bereich hoher
Spannungen durchgeführt werden. Im Gegensatz zu Abbildung 6.8 zeigt jedoch βP einen
abfallenden Verlauf mit der Zeit. Während unter kleinen Spannungen noch ein leichter
179
Kapitel 6 Drift in amorphen Phasenwechselnanostrukturen
Anstieg von νβP = 0.0065± 0.0070 gefunden wurde, ergibt eine Anpassung an den Span-
nungsbereich in der IV-Kennlinie bis kurz vor dem Threshold-Switching Ereignis einen
Abfall von νβP = −0.015 ± 0.010. Dieses abweichende Verhalten könnte entweder durch
die unterschiedlich großen Spannungsbereiche der Anpassungen oder aber durch das unter-
schiedliche Verhalten der „melt-quenched“ amorphen Zustände erklärt werden. Sollte das
abweichende Verhalten in βP durch die unterschiedlichen Spannungsbereiche zu erklären
sein so zeigt dies, dass die bei kleinen Spannungen gemessene IV-Kennlinie nicht in den
Bereich hoher Spannungen extrapoliert werden sollte.
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Abbildung 6.13: Zeitliche Veränderung der Anpassungsparameter αPF (a) und βPF (b) nach Glei-
chung 6.2. Im Vergleich zu Abbildung 6.7 zeigen die aus den Spannungsrampen ermittelten Werte für
αPF einen deutlicheren Abfall mit der Zeit. Eine Anpassung über den gesamten Spannungsbereich der
IV-Kennlinie ergibt für den Parameter βPF hingegen nur einen leichten abfallenden Trend mit der War-
tezeit nach der Amorphisierung. Aufgrund der geringen Datendichte während der Spannungsrampen
wurden die letzten drei Datenpunkte bei Wartezeiten ab etwa 1 s nicht in die Anpassung zur Beschrei-
bung der zeitlichen Entwicklung mittels Potenzgesetz miteinbezogen. Um die zeitliche Entwicklung
dieser Parameter mittels Spannungsrampe aufzunehmen wurde vor jedem Experiment die Phasenwech-
selzelle amorphisiert. Die einzelnen Datenpunkte wurden demnach nicht an dem selben „melt-quenched“
amorphen Zustand gemessen.
Im Vergleich zu Abbildung 6.7 zeigen die aus den Spannungsrampen ermittelten Parameter
für αPF einen stärken und für βPF einen schwächeren Abfall bzw. Anstieg mit der Zeit
(Abbildung 6.13). Analog zu den aus den Sinusoszillationen ermittelten Verläufen ist auch
hier eine deutliche Schwankung zu sehen. Insgesamt liefert wie auch in den IV-Kennlinien
in Abbildung 6.10 sichtbar, eine Anpassung nach dem Poole-Modell über den gesamten
Spannungsbereich für AgIn-Sb2Te die bessere Beschreibung der zeitlichen Entwicklung.
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Abbildung 6.14: IV-Kennlinien zum Vergleich der am selben „melt-quenched“ Zustand gemessenen
Daten aus einem Experiment mit 128 Sinusschwingungen sowie einer Spannungsrampe. Bis etwa 0.3V
ist die Veränderung der IV-Kennlinie über die einzelnen Sinusperioden sichtbar. Die dunkelblaue und
dunkelrote gestrichelt Kurve zeigt eine Extrapolation des während der ersten und letzten Periode er-
mittelten Verlaufes nach dem Poole-Modell. Ein Vergleich der dunkelroten, gestrichelten Linie mit der
dunkelroten, durchgezogenen Kurve, die mittels einer Spannungsrampe bestimmt wurde, zeigt ein deut-
lich abweichendes Verhalten für Spannungen nahe der Threshold-Spannung (hier etwa bei 0.78V). Aus
diesem Vergleich wird deutlich, dass eine Messung des Driftverhaltens der IV-Kennlinie bei kleinen
Spannungen keine Information über eine Veränderung im Bereich des Threshold-Switchings erlaubt.
Abbildung 6.14 zeigt beispielhaft die IV-Kennlinien, die aus einem Sinussignal mit 128
Perioden sowie dem zugehörigen Dreieckspuls ermittelt wurden. Da beide Signale nachein-
ander an denselben „melt-quenched“ Zustand angelegt wurden, ist eine direkte Vergleich-
barkeit gewährleistet. Ein Vergleich zwischen dem dunkelroten, extrapolierten und dem
während des Dreieckspulses gemessenen Verlauf zeigt, dass Messungen bei kleinen Span-
nungen keinen direkten Hinweis auf die Änderung im Bereich des Threshold-Switching
Ereignisses (hier etwa bei 0.78V) liefern können. Zukünftig sollte daher versucht werden,
die Amplitude des Sinussignals so nahe wie möglich an die Threshold-Switching Spannung
anzuheben, damit eine Charakterisierung des Einflusses der Veränderung der IV-Kennlinie
auf den Threshold-Switching Effekt ermöglicht wird.
Während die Charakterisierungen am selben „melt-quenched“ amorphen Zustand bei klei-
nen Spannungen noch ein Anstieg in βP und nach dem in Abschnitt 3.2.1 vorgestellten
Modell nach Ielmini et al. eine Vergrößerung des Abstandes zweier benachbarter Defekt-
zustände zeigte, so ergeben die Daten unter Berücksichtigung des gesamten Spannungs-
bereiches vor dem Eintritt des Threshold-Switchings eine Reduzierung des mittleren De-
fektabstandes in AgIn-Sb2Te. Wie bereits erwähnt, ist die Anpassung an den gesamten
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Sub-Threshold-Bereich an unterschiedlichen „melt-quenched“ amorphen Zuständen durch-
geführt worden, sodass eine direkte Vergleichbarkeit der Einzelmessungen nicht unbedingt
gewährleistet sein muss. Wird jedoch eine Vergleichbarkeit der Zustände angenommen, so
widersprechen die an AgIn-Sb2Te ermittelten Daten dem Modell von Ielmini et al. zur
Beschreibung des Widerstandsdriftens sowie den in der Literatur zu findenden experimen-
tellen Daten in Ge2Sb2Te5-Speicherzellen [ILSL07, ISLL08, ISLL09, JKW11]. Dabei ist
zunächst nicht eindeutig, ob dieses gegensätzliche Verhalten durch eventuell unterschied-
liche Spannungsbereiche oder ein gegensätzliches Materialverhalten zu erklären ist. Da in
[JKW11] jedoch auf eine Anpassung der IV-Charakteristik bis nahe an die Threshold-
Spannung hingewiesen wird (keine explizite Angabe des Spannungsbereiches), scheint hier
ein zwischen AgIn-Sb2Te und Ge2Sb2Te5 abweichendes Materialverhalten wahrscheinlich.
Ein Vergleich dieser beider Materialien hat bereits in Kapitel 5 ein unterschiedliches Ver-
halten hinsichtlich der Aktivierungsenergie und des Arrhenius-Vorfaktors ergeben, weshalb
generelle Unterschiede in den elektronischen Eigenschaften nicht ungewöhnlich erschei-
nen.
Mit der nun bekannten zeitlichen Entwicklung von αP und βP kann die Entwicklung der
Aktivierungsenergie der Leitfähigkeit unter der Annahme einer homogen, im amorphen
Volumen verteilten, Defektdichte berechnet werden. Dabei ist zu beachten, dass Ielmini et
al. von der Existenz zweier unterschiedlicher Sorten von Defektzuständen ausgehen (Ab-
schnitt 3.2.1). ∆z (und damit βP ) beschreibt zunächst nur den mittleren Defektabstand
zwischen zwei geladenen Defektzuständen. Die von Ielmini et al. zusätzlich eingeführten
neutralen Defekte werden daher zwar nicht in βP jedoch mittels NT,tot in αP berück-
sichtigt. Wird nun angenommen, das die Relaxation beider Defektarten gleichermaßen
abläuft, so ist die effektive Defektdichte NT,tot antiproportional zu der dritten Potenz des
mittleren Abstandes zwischen zwei Defektzuständen (NT,tot ∝ 1/∆z3). Mit Hilfe dieser
Vereinfachung ergibt ein Vergleich von Gleichung 6.1 und 3.7 den folgenden Ausdruck für
die zeitliche Entwicklung der Aktivierungsenergie:
I(V ) = 2qANT,tot
∆z
τ0
exp
(
−EC − EF
kBT
)
︸ ︷︷ ︸
αP
·sinh
 q∆z2kBTuA︸ ︷︷ ︸
βP
V

⇒ αP ∝ 1
∆z2
exp
(
−EC − EF
kBT
)
⇒ EC − EF ∝ −log(αP (t)βP (t)2)
(6.4)
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Mit der experimentell bestimmten Änderung in βP ∝ ∆z und αP kann somit die relati-
ve Änderung der Aktivierungsenergie mit der Zeit (Abbildung 6.15) wie folgt bestimmt
werden:
∆(EC − EF ) = kBT
(
log(αP,0β2P,0)− log(αP (t)βP (t)2)
)
(6.5)
αP,0 und βP,0 sind die Anpassungsparameter des Poole-Modells (Gleichung 6.1) die etwa
100 µs nach der Amorphisierung bestimmt wurden.
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Wird die Änderung der Aktivierungsenergie, welche aus den Sinusschwingungen und Span-
nungsrampen bestimmt wurde (Abbildung 6.15), mit der in Kapitel 5 in AgIn-Sb2Te-
Dünnschichtproben gemessenen Entwicklung verglichen, so ist eine deutliche Abweichung
zwischen diesen Messreihen sichtbar. In der „melt-quenched“ amorphen AgIn-Sb2Te-Zelle
wurde eine Änderung von etwa 6.25meV/dec (Sinus) bzw. 5.0meV/dec (Rampe) gegen-
über einem Wert von etwa 1meV/dec für die „as deposited“ amorphen Proben bestimmt.
Durch die für die Sinusschwingungen und Spannungsrampen unterschiedlichen Verläufe
der Anpassungsparameter (αP und βP ) ist auch eine abweichende zeitliche Entwicklung
der Aktivierungsenergie zu beobachten. Im Gegensatz zu den in diesem Kapitel berechne-
ten Kurven für „melt-quenched“ amorphe Proben zeigt der für die „as deposited“ amorphe
Dünnschichtprobe bestimmte Verlauf nur einen geringfügigen Anstieg über die Zeit. Die-
ser starke Unterschied könnte durch die unterschiedlichen amorphen Phasen der charak-
terisierten Proben, die stark unterschiedlichen elektrischen Feldstärken oder aber durch
inkorrekte Modellannahmen zustande kommen. Dabei ist unklar, ob die von Ielmini et
al. formulierte Abhängigkeit des Sub-Threshold Stroms von der Aktivierungsenergie in
Gleichung 3.7 (I(F ) ∝ exp(−(EC − EF )/(kBT )) · sinh(F )) oder die Annahme einer ho-
mogenen Defektdichte (bzw. einer ähnlichen Relaxation der beiden Defektarten) für das
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abweichende Verhalten verantwortlich sind. Für hohe elektrische Feldstärken findet, wie in
[IZ07a, IZ07b, CFIF10, BGFF13] demonstriert, eine Reduktion der Coulomb-Barriere zwi-
schen zwei benachbarten Defektzuständen sowie der Aktivierungsenergie statt. Zukünftig
könnte eine direkte Messung der Aktivierungsenergie durch Variation der Temperatur an
„melt-quenched“ amorphen Zellen weitere Hinweise liefern. Auch eine Charakterisierung
der Aktivierungsenergie als Funktion der Spannung sowie deren Änderung mit der War-
tezeit nach der Amorphisierung könnte zukünftig verwendet werden, um Informationen
zu der Defektverteilung sowie der Defektdichte in der elektronischen Zustandsdichte des
amorphen Materials zu erhalten.
Abschließend kann der Verlauf der IV-Kennlinie in dem Modell der feldinduzierten Nu-
kleation interpretiert werden. Da Karpov et al. keine quantitativen Aussagen über die
IV-Charakteristik treffen, können nur qualitative Überlegungen basierend auf den in dem
Modell beschriebenen Mechanismen angestellt werden. Wird ein elektrisches Feld an das
amorphe Phasenwechselmaterial angelegt, so wird nach Karpov et al. die Nukleationsbar-
riere zur Bildung kristalliner Keime herabgesetzt. Ausgehend von einem an einer Elektro-
de wachsenden kristallinen Filament wird jedoch die elektrische Feldstärke an der Spitze
des Filamentes mit der Filamentlänge ansteigen (Feldstärkenerhöhung) und so einen be-
schleunigten Nukleationsprozess bewirken. Eine Veränderung des Stroms als Funktion der
Spannung, wie sie im stationären Zustand unterhalb der minimalen Threshold-Spannung
experimentell beobachtet wurde [ILSL07, ILSL08, ISLL08, ISLL09, JKW11, CCFI12], ist
demnach im Modell der feldinduzierten Nukleation nicht ohne Weiteres zu erklären. In die-
sem Modell sollte, sobald sich ein kristalliner Keim gebildet hat, der Wachstumsprozess,
welcher zum Kurzschluss der Elektroden und dem Threshold-Switching Ereignis führt,
beschleunigt stattfinden. Für eine Erhöhung der Leitfähigkeit, wie sie beispielsweise im
exponentiellen Bereich der IV-Kennlinie beobachtet wird, ist jedoch die Bildung von kris-
tallinen Keimen notwendig, da kein alternativer Mechanismus zur Reduzierung des Ge-
samtwiderstandes der Phasenwechselzelle beschrieben wird.
6.2.2 Einfluss der Relaxation auf Threshold-Switching Parameter
Mit dem oben beschriebenen Kriterium zur Festlegung des Threshold-Switching Ereignis-
ses durch Vergleich der experimentellen Daten der IV-Kennlinie mit der Anpassung im
Poole-Modell lassen sich neben dem Verlauf der Kennlinie auch die kritischen Parameter
wie etwa die Threshold-Spannung Vth, der Threshold-Strom Ith sowie die Leistung Pth im
Moment des Threshold-Switchings bestimmen.
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Abbildung 6.16: Veränderung der IV-Charakteristik in linearer (a) und logarithmischer Darstellung (b)
mit der Wartezeit nach der Amorphisierung. Die unterschiedlichen Driftzeitpunkte zwischen 10−4 s und
3.2 s sind mit unterschiedlichen Farben von dunkelblau bis dunkelrot gekennzeichnet. Im Gegensatz zu
den zuvor vorgestellten Daten wurde hier die Veränderung der IV-Kennlinie mittels einer Spannungs-
rampe aufgenommen. Da für jede Driftzeit neben der IV-Charakteristik auch das Threshold-Switching
Ereignis gemessen wurde, musste der „melt-quenched“ Zustand für jede Zeit neu eingestellt werden.
Durch Vergleich der experimentellen Daten mit der Anpassung im Poole-Modell wurde der Moment des
Threshold-Switching Ereignisses (gestrichelte Linien) festgelegt. Neben einer Veränderung der Kennlini-
en vor Eintritt des Schaltereignisses ist besonders im Moment des Threshold-Switchings eine erhebliche
Veränderung mit der Driftzeit zu erkennen.
185
Kapitel 6 Drift in amorphen Phasenwechselnanostrukturen
Während in Abbildung 6.4 eine Veränderung der IV-Kennlinie mit der Zeit aus den Da-
ten der Sinusschwingungen dargestellt ist, wurden in Abbildung 6.16 nur die Daten der
Spannungsrampen verwendet. Aufgrund des während der Spannungsrampe stattfindenden
Threshold-Switching Ereignisses und der dadurch bewirkten Veränderung des Zellzustan-
des wurde entsprechend Abbildung 6.2 für jeden Driftzeitpunkt die Phasenwechselzelle
erneut amorphisiert. Im Gegensatz zu den zuvor behandelten Daten, die aus den Sinu-
soszillationen ermittelt wurden, handelt es sich hier also nicht um denselben amorphen
„melt-quenched“ Zustand.
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Abbildung 6.17: Drift der Threshold-Spannung, des Threshold-Stroms sowie der Threshold-Leistung
mit der Zeit zwischen 100µs und 3.2 s. Die Threshold-Parameter wurden durch Vergleich der expe-
rimentellen Daten mit einer Anpassung des spannungsabhängigen Stroms im Poole-Modell ermittelt.
Während für die Threshold-Spannung ein deutlicher Anstieg mit der Zeit sichtbar ist, so sinkt der Strom
im Moment des Schaltereignisses kontinuierlich mit der Zeit ab. Diese entgegengesetzten Änderungen
von Strom und Spannung führen zu einem leichten Absinken der kritischen Leistung mit der Zeit. Diese
Ergebnisse bestätigen damit das in Kapitel 4 beobachtete Verhalten für den Threshold-Strom sowie die
Threshold-Leistung als Funktion der Verzögerungszeit in den Experimenten an vertikalen Ge2Sb2Te5
sowie lateralen AgIn-Sb2Te-Zellen.
Analog zu den experimentellen Ergebnissen in der Literatur für Ge2Sb2Te5 zeigt die
Threshold-Spannung einen deutlichen Anstieg mit der Zeit (Abbildung 6.17). Da in den
hier durchgeführten Experimenten die Wartezeit nach der Amorphisierung nur um fünf
Größenordnungen variiert wurde, ist nach [OAH+11] keine Unterscheidung der in Ab-
schnitt 3.2 vorgestellten Funktionalitäten der Threshold-Spannung als Funktion der Zeit
möglich. Aus diesem Grund wurden Anpassungen nach den Gleichungen 3.68, 3.77 (Vth(t) ∝
log(t/t0)) und 3.70 (Vth(t) ∝ (t/t0)νVth ) an die experimentellen Daten durchgeführt. Im
Drift-Modell nach Ielmini et al. als auch nach Karpov et al. wird eine Proportionalität
Vth(t) ∝ log(t) beschrieben. Aus der Anpassung dieser beiden Modelle wurde eine Pro-
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portionalitätskonstante νVth = 0.029 ± 0.013 ermittelt. Das Modell nach Pirovano et al.
sagt hingegen eine Proportionalität log(Vth(t)) ∝ log(t) voraus. Eine Anpassung liefert
hier einen Wert von νVth = 0.018± 0.008.
Der Verlauf des Threshold-Stroms mit der Driftzeit zeigt hingegen einen deutlichen Abfall
mit der Zeit. Zwar unterliegen die Messdaten einer nicht zu vernachlässigenden Schwan-
kung, jedoch kann ein systematischer Trend zu kleineren Werten beobachtet werden.
Da die Messungen an eventuell unterschiedlichen „melt-quenched“ amorphen Zuständen
durchgeführt wurden, könnten diese Schwankungen auch durch die variierenden Materi-
aleigenschaften zu erklären sein. Für eine quantitative Beschreibung wurde eine Anpas-
sung gemäß Ith(t) ∝ log(t) mit einer Proportionalitätskonstanten νIth = −1.396 ± 0.796
durchgeführt. Der qualitative Verlauf stimmt mit dem in [CCFI12] amorphen Ge2Sb2Te5-
Speicherzellen gefundenen Verlauf des Threshold-Stroms mit der Wartezeit nach der Amor-
phisierung überein. In Kapitel 4 wurde ebenso für die dort charakterisierten vertikalen
Ge2Sb2Te5- und lateralen AgIn-Sb2Te-Zellen eine leichte (zellwiderstandsabhängige) Re-
duktion gefunden. Die kritischen Threshold-Switching Parameter wurden in Kapitel 4
durch Bestimmung des Schnittpunktes zwischen einer linearer Anpassung an den zeitli-
chen Bereich vor und während des Threshold-Switching Ereignisses ermittelt (Position in
Abbildung 6.16 durch vertikale, gestrichelten Linien gekennzeichnet). Eine Anwendung
des in diesem Kapitel vorgestellten Verfahrens ist aufgrund der unterschiedlichen Span-
nungssignale nicht möglich, da nur eine unzureichende Zahl von Datenpunkten während
der ansteigenden Flanke aufgezeichnet wurde und der transiente Effekt des Stromanstiegs
mit der Zeit (preSS) in der Anpassung nach dem Poole-Modell nicht berücksichtigt wird.
Generell wird in diesem Modell nur der Strom im stationären Zustand als Funktion der
angelegten Spannung und keine zeitabhängigen Effekte beschrieben. Beide Methoden zur
Bestimmung des Threshold-Stroms in lateralen AgIn-Sb2Te- und vertikalen Ge2Sb2Te5-
Zellen zeigen jedoch eine einheitliche Entwicklung mit der Zeit.
Im Falle der Threshold-Switching Leistung Pth kann ein mit der Zeit schwach abfallender
Verlauf entnommen werden (Abbildung 6.17). Dieses Verhalten wird durch den Anstieg
der Threshold-Spannung und den Abfall des Threshold-Stroms mit der Zeit bewirkt. In
Kapitel 4 konnte in Abbildung 4.23 und 4.32 für Ge2Sb2Te5 und AgIn-Sb2Te ebenso ein
Absinken von Pth mit der Zeit beobachtet werden, welches durch einen mit der Zeit absin-
kenden Threshold-Strom bewirkt wurde. Analog zum Threshold-Strom wurde auch hier
eine quantitative Anpassung nach Pth(t) ∝ log(t) mit der Proportionalitätskonstanten
νPth = −0.415 ± 0.715 durchgeführt. Der Wert der Steigung νPth zeigt, dass neben dem
leichten Abfall mit der Zeit auch ein konstantes Verhalten möglich wäre. Dieses Verhalten
stimmt demnach mit der in Ge2Te2Te5 von Ciocchini et al. beschriebenen, fast konstan-
ten elektrischen Leistung (−54nW/dec) zum Eintritt des Threshold-Switching Ereignis-
ses überein [CCFI12]. Die von Ielmini et al. und Ciocchini et al. postulierte Threshold-
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Switching Bedingung einer kritischen Leistung könnte daher auch in AgIn-Sb2Te-Zellen
zu finden sein. Für eine allgemeine Bestätigung dieses Verhaltens sollte jedoch zukünftig
versucht werden, den Fehler auf νPth , beispielsweise durch erhöhte Statistik der Threshold-
Strom Messung oder durch eine größere Variation der Wartezeit, zu reduzieren.
Die in diesem Kapitel behandelten Experimente belegen damit eindeutig, dass der gesamte
Verlauf der IV-Kennlinie inklusive des Threshold-Switching Effektes durch den Drifteffekt
beeinflusst wird. Die für unterschiedliche Driftzeiten variierenden Verläufe im Moment
des Threshold-Switching Ereignisses deuten weiterhin daraufhin, dass analog zu dem von
Ciocchini et al. in amorphen Ge2Sb2Te5-Zellen gefundenen Phänomen einer konstanten
Threshold-Leistung Pth dieses auch in amorphen AgIn-Sb2Te-Zellen zu finden sein könnte.
Eine abschließende Aussage kann aufgrund der Messunsicherheit nicht eindeutig getroffen
werden. Zukünftige Messungen sollten daher darauf abzielen, eine kritische Leistung zum
Eintritt des Threshold-Switching Ereignisses für verschiedene amorphe Phasenwechselma-
terialien zu verifizieren (der kritische Wert kann dabei abhängig von dem Material und der
Zellgeometrie sein). Dieser direkte Abgleich mit Modellvorhersagen kann zukünftig helfen
einzelne Theorien zu belegen oder auszuschließen.
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Fazit und Ausblick
In dieser Arbeit wurden Experimente an unterschiedlichen Phasenwechselmaterialien in
amorphen „as deposited“ Dünnschichtproben sowie „melt-quenched“ Speicherzellen zur
Validierung der in Kapitel 3 vorgestellten Modelle durchgeführt. Inhaltliche Schwerpunkte
waren dabei sowohl der transiente Effekt des Threshold-Switchings als auch das Wider-
standdriften in amorphen Phasenwechselmaterialien.
Durch die in Kapitel 4 behandelte Charakterisierung des Threshold-Switching Phänomens
mittels Konstantspannungspulsen konnte erstmals ein transienter Stromverlauf (preSS) vor
dem Eintritt des Threshold-Switching Phänomens direkt beobachtet und als Indiz für das
Auftreten des Schaltereignisses in den Phasenwechselmaterialien Ge2Sb2Te5 sowie AgIn-
Sb2Te interpretiert werden. Die Beobachtung der Existenz der preSS erlaubt weiterhin
eine direkte Aussage über das Eintreten oder Ausbleiben des Threshold-Switchings und
erlaubt damit den Nachweis einer minimalen Spannung zum Eintritt des elektronischen
Schalteffektes. Diese Ergebnisse liefern damit einen wichtigen Schritt zum grundlegenden
Verständnis des Threshold-Switchings in der amorphen Phase. Ein Vergleich mit einer
numerischen Simulation des transienten Stromverlaufes nach dem Modell von Ielmini et
al. zeigt, dass der lineare Anstieg im Strom mit der Zeit durch rein elektrische Effekte
erklärt werden kann. Obwohl in Kapitel 4 versucht wurde, den Einfluss von elektrischen
und thermischen Effekten gegeneinander abzugrenzen, können thermische Effekte nicht
vollends ausgeschlossen werden. Es sei jedoch angemerkt, dass eine Berücksichtigung ther-
mischer Effekte nicht notwendig ist, um die experimentellen Daten im Modell nach Ielmini
et al. (3.1.1) zu erklären. Zwar wurde in dieser Arbeit kein direkter Abgleich in dem Modell
nach Pirovano et al. und Adler et al. durchgeführt, jedoch ist auch in diesem Modell ein
linearer Stromanstieg vor dem Threshold-Switching durch eine kontinuierliche Dynamik
der Defektkonzentrationen in der vereinfachten elektronischen Zustandsdichte denkbar.
Das Modell der feldinduzierten Nukleation nach Karpov et al. hingegen sollte rein aus
qualitativen Überlegungen zu einem, im Vergleich zu dem beobachteten linearen Anstieg
mit der Zeit, stärkeren Stromanstieg führen, da sowohl der Tunnelstrom als auch das Fila-
mentwachstum nach einer anfänglichen Nukleation in einem selbstverstärkenden Prozess
beschleunigt werden.
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Zukünftig könnten TEM Messungen an, in unterschiedlichen Zuständen gesetzten, late-
ralen Phasenwechselnanostrukturen eine direkte Abschätzung der Größe des amorphen
Bereiches und damit eine Information über elektrische Feldstärken geben. Mit diesen zu-
sätzlichen Informationen könnte beispielsweise der von Karpov et al. vorhergesagte Über-
gangsbereich zwischen dem Filamentwachstum mittels Hinzufügen von kugelförmiger oder
allgemein elliptischer Nuklei näher charakterisiert werden. Diese beiden Mechanismen füh-
ren zu unterschiedlichen Funktionalitäten der Verzögerungszeit als Funktion der angeleg-
ten Spannung. Weiterhin könnte zukünftig mit Hilfe von lateralen Phasenwechselnano-
strukturen eine Variation der Kontaktfläche zwischen dem Phasenwechselmaterial und
den Elektroden realisiert werden, sodass der von Karpov et al. postulierte Einfluss der
Kontaktfläche auf die Threshold-Switching Verzögerungszeit charakterisiert werden kann.
Diese Experimente werden damit weitere Hinweise für oder gegen das Modell der feldin-
duzierten Nukleation liefern.
Die Untersuchungen zur Anregbarkeit des amorphen Phasenwechselmaterials mittels uni-
und bipolaren Pulsfolgen zeigen ein stark asymmetrisches Verhalten. Während positive
Spannungsamplituden zu einem Anstieg der preSS mit der Zeit und dem Auftreten des
Threshold-Switching Ereignisses führen, zeigen negative Pulse zunächst keinen Einfluss auf
die Anregbarkeit. Diese Asymmetrie gibt einen weiteren Hinweis auf einen rein elektroni-
schen Ursprung des linearen Stromanstiegs mit der Zeit. Eine thermische Anregung hinge-
gen sollte zu einem symmetrischen Verhalten des Stroms in einem bipolaren Experiment
führen. Zukünftig könnte die Charakterisierung mittels uni- und bipolaren Mehrfachpuls-
experimenten helfen das Verhältnis der Zeitkonstanten der Ladungsträgergeneration und
Relaxation abzuschätzen. Auch die zeitliche Entwicklung der preSS mittels Mehrfachpul-
sen könnte Aufschluss über die notwendigen funktionalen Abhängigkeiten des Generations-
und Relaxationsmechanismus liefern.
Doppelpulsexperimente zur Charakterisierung des Einflusses des Driftvorgangs auf tran-
siente Effekte wie etwa der Threshold-Switching Verzögerungszeit zeigen, dass auch diese
Größe durch das Driften deutlich beeinflusst wird. Ein Abgleich dieser Ergebnisse mit den
in Kapitel 3 vorgestellten Erklärungsansätzen zeigt, dass in allen drei Modellen eine qua-
litative Erklärung denkbar scheint. In dem Modell nach Ielmini et al. haben beispielsweise
eine Veränderung der Defektkonzentration nT1 oder aber eine veränderte, energetische
Distanz zwischen den Defektzuständen ET1 und ET2 einen direkten Einfluss auf den Ge-
nerationsmechanismus. Wird die Defektkonzentration mit der Drift reduziert oder der
Abstand zwischen den Defektzuständen vergrößert, so wird der Generationsmechanismus
gehemmt und eine längere Threshold-Switching Verzögerungszeit ist sichtbar. Nach Piro-
vano et al. könnte eine steigende Defektkonzentration nahe der Leitungsbandkante eine
erst später eintretende Sättigung des Rekombinationsmechanismus bewirken, sodass auch
nach diesem Modell eine verlängerte Verzögerungszeit erklärbar ist. Abschließend kann
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auch das Modell der feldinduzierten Nukleation nach Karpov et al. diesen Effekt erklären,
sofern die Nukleationsbarrierenhöhe W0 veränderlich mit der Driftzeit ist.
Die vorgestellten Experimente zum Widerstandsdriften sowie der zeitlichen Entwicklung
der Aktivierungsenergie und des Vorfaktors im Arrhenius-Gesetz (Kapitel 5) zeigen, dass
der Driftvorgang in verschiedenen Phasenwechselmaterialien nicht nur durch eine Erhö-
hung der Aktivierungsenergie mit der Zeit, sondern im Allgemeinen durch eine Änderung in
beiden Parametern hervorgerufen wird. Während in Ge2Sb2Te5 nur ein Anstieg in EA mit
der Zeit beobachtet wurde, so dominiert in AgIn-Sb2Te die Änderung des Vorfaktors den
Anstieg des elektrischen Widerstandes mit der Zeit. Eine Beschreibung des Widerstands-
driftens durch eine Erhöhung der Aktivierungsenergie wie in [BRP+09] von Boniardi et
al. vorgestellt ist demnach für Phasenwechselmaterialien allgemein nicht gültig. Obwohl
zunächst auf Basis der in Kapitel 5 behandelten Daten eine eindeutige mathematische
Funktion zur Beschreibung der zeitlichen Entwicklung der Aktivierungsenergie nicht an-
gegeben werde konnte, so kann unter Annahme der Vergleichbarkeit mit den in Kapitel
6 vorgestellten Messungen an AgIn-Sb2Te-Zellen zumindest für dieses Material nur eine
Funktionalität log(EA(t)) ∝ log(t) die experimentellen Daten beschreiben. Dieses Ergebnis
steht damit im Widerspruch mit dem von Ielmini et al. an Ge2Sb2Te5-Zellen beobachte-
ten Verhalten EA(t) ∝ log(t). Zukünftig könnten Untersuchungen zum Driften der Tem-
peraturabhängigkeit der Aktivierungsenergie in dem hier verwendeten Temperaturbereich
zeigen, inwieweit die Veränderung des Arrhenius-Vorfaktors mit der Zeit durch eine zeit-
lich veränderte Aktivierungsenergie als Funktion der Temperatur zustande kommt. Auch
könnte eine quantitative Untersuchung der zeitlichen Entwicklung der Aktivierungsener-
gie in unterschiedlichen Phasenwechselmaterialien helfen, ein allgemein gültiges Modell für
das Widerstandsdriften in amorphen Phasenwechselmaterialien zu finden.
Wie in Kapitel 6 demonstriert, beeinflusst der Effekt des Widerstandsdriftens nicht nur den
Widerstand unter kleinen elektrischen Feldstärken, sondern die gesamte IV-Kennlinie. Mit
Hilfe komplexer Spannungssignale wurden Experimente an amorphen AgIn-Sb2Te-Zellen
durchgeführt, die eine Charakterisierung des Driftens der IV-Kennlinie sowie der Verände-
rung der für das Threshold-Switching kritischen Parameter erlauben. Die an unterschied-
liche Spannungsbereiche angepassten Modelle nach Poole bzw. Poole-Frenkel zeigen, dass
es wichtig ist, möglichst die gesamte IV-Kennlinie zu charakterisieren. Eine Extrapolation
von kleinen Spannungen bis in den Bereich des Threshold-Switchings ist auf der bishe-
rigen Datenlage nicht möglich. In zukünftigen Experimenten sollte daher die Amplitude
des in Kapitel 6 verwendeten Sinussignals unter den experimentellen Limitierungen so
weit wie möglich angehoben werden, um direkte Verknüpfungen zwischen der Verände-
rung der IV-Charakteristik und dem Threshold-Switching Phänomen zu erlauben. Eine
Interpretation der an den lateralen AgIn-Sb2Te-Zellen gefundenen Ergebnissen im Rah-
men des Driftmodells nach Ielmini et al. zeigte eine Reduktion des Abstandes zwischen
191
Kapitel 7 Fazit und Ausblick
zwei benachbarten elektronischen Defekten und unterscheidet sich damit von dem in der
Literatur an Ge2Sb2Te5 beschriebenen Verhalten. Diese Charakterisierung der zeitlichen
Entwicklung des Defektabstandes ∆z könnte zukünftig auf andere Phasenwechselmateria-
lien ausgeweitet werden, um zu überprüfen, ob das in Ge2Sb2Te5 gefundene Verhalten nur
einen Spezialfall (ähnlich zu dem Verlauf der Aktivierungsenergie in Kapitel 5) darstellt
oder ebenfalls auf andere Materialien übertragbar ist. Während ein Vergleich der in Kapitel
5 gemessenen zeitlichen Entwicklung der Aktivierungsenergie in amorphen „as deposited“
Dünnschichtproben und den in Kapitel 6 berechneten Werten aus den Anpassungen mit-
tels Poole-Modell zwar einen qualitativ gleichen Trend ergeben, könnte in zukünftigen
Messreihen mittels Temperaturvariation die zeitliche Entwicklung der Aktivierungsener-
gie in Phasenwechselspeicherzellen direkt gemessen werden. Auf diese Weise könnten auch
Hinweise darauf erlangt werden, inwiefern das Driftverhalten in dünnen Schichten und
Phasenwechselnanostrukturen vergleichbar ist. Eine Charakterisierung der Aktivierungs-
energie als Funktion der elektrischen Feldstärke sowie deren zeitliche Entwicklung könnte
zukünftig indirekte Informationen zu der relativen Änderung der elektronischen Defekt-
verteilung sowie der Defektdichte in der „melt-quenched“ amorphen Phasenwechselzelle
liefern.
Ein Vergleich der in Kapitel 6 vorgestellten Verläufe der Threshold-Switching Parameter
(Vth, Ith sowie Pth) als Funktion der Wartezeit nach der Amorphisierung zeigt ein ähnliches
zu dem in der Literatur an Ge2Sb2Te5-Zellen dokumentierten Verhalten. Die hier durch-
geführte Messung der kritischen Threshold-Leistung als Funktion der Wartezeit spielt für
die Überprüfung des Threshold-Switching Modells nach Ielmini et al. eine entscheidende
Rolle. Zukünftig könnte eine experimentelle Bestätigung dieser Bedingung für unterschied-
liche Phasenwechselmaterialien einen weiteren Hinweis auf eine korrekte Beschreibung des
Threshold-Switching Mechanismus liefern. Weitere Messreihen sollten darauf abzielen, ei-
ne verbesserte Statistik auf die Messung der Threshold-Parameter sowie einen erweiterten
Zeitbereich zu erreichen, um eine belastbare Aussage über das Zeitverhalten von Pth zu
ermöglichen.
Neben den Überprüfungen der theoretischen Modelle zum Threshold-Switching und zum
Phänomen des Widerstandsdriftens wurden in dieser Arbeit neue Methoden zur Proben-
präparation entwickelt. So wurde beispielsweise ein Prozess zum physikalischen Ätzen
mittels Argon-Ionen innerhalb der Sputteranlage zur Deposition von Phasenwechselma-
terialien etabliert und ein Ätzprozess mittels Ionenstrahlquelle eingefahren. Mit Hilfe der
neuen Prozesse wurde in dieser Arbeit ein Verfahren entwickelt, um elektrisch schaltbare,
laterale Phasenwechselnanostrukturen im Bereich von 10 nm bis 100 nm herzustellen.
Insgesamt konnten in dieser Arbeit wichtige Schritte und Methoden etabliert werden,
um zukünftig einen systematischen Abgleich mit Modellvorhersagen an unterschiedlichen
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Phasenwechselzellen zu ermöglichen. Wie im Verlauf dieser Arbeit deutlich geworden ist,
sollten für die Entwicklung einer allgemeingültigen Beschreibung nicht nur ein einzel-
nes, sondern eine Vielzahl von unterschiedlichen Phasenwechselmaterialien charakterisiert
werden. Aus den vorgestellten Ergebnissen wird darüber hinaus deutlich, dass es nicht
ausreicht, nur das Threshold-Switching Phänomen alleine zu untersuchen, da auch die-
ser Effekt abhängig von der Zeit nach der Amorphisierung ist und damit gemeinsam mit
dem Effekt der strukturellen Relaxation untersucht werden sollte. Diese Studien helfen
damit, den bereits vor fast 50 Jahren entdeckten Mechanismus des Threshold-Switchings
eindeutig zu erklären.
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A.1 Numerische Simulation transienter Schalteffekte nach
Ielmini et al.
Die von Ielmini et al. in [IZ07a, LIL10b, LIL10a] vorgeschlagene Simulation transienter
Strom- und Spannungsverläufe wurde in einer während dieser Arbeit betreuten Masterar-
beit von Sascha Cramer nachgebildet und für einen direkten Vergleich mit experimentellen
Daten erweitert. Das Modell basiert auf der Annahme der Existenz von zwei diskreten elek-
tronischen Defektzuständen in der Bandlücke des amorphen Phasenwechselmaterials. Die
sogenannten „deep traps“ Zustände ET1 liegen nahe dem Ferminiveau. Mit „shallow traps“
bezeichnete Zustände ET2 liegen im Modell von Ielmini et al. nahe der Leitungsbandkante
(Beschreibung im Elektronenbild). Unter kleinen elektrischen Feldstärken wird der Gleich-
gewichtstransport durch eine Reduzierung der Coulombbarriere nach dem Poole-Modell
sowie die dadurch bewirkte Absenkung der Aktivierungsenergie erklärt. Für steigende Feld-
stärken kann durch Fowler-Nordheim Tunneln eine effektive Ladungsträgeranregung von
ET1 nach ET2 stattfinden. Eine erhöhte Ladungsträgerkonzentration in ET2 führt jedoch
zu einer Nicht-Gleichgewichtsverteilung der Ladungsträger sowie der Ausbildung einer in-
homogenen elektrischen Feldverteilung im amorphen Material (Abbildung 3.5). Sobald der
Prozess der Ladungsträgergeneration nicht mehr durch den Rekombinationsprozess ausge-
glichen werden kann, tritt ein abrupter Anstieg der Leitfähigkeit - das Threshold-Switching
Phänomen - ein.
Die von Sascha Cramer durchgeführten Simulationen berücksichtigen für einen direkten
Abgleich mit den am schnellen elektrischen Tester aufgenommenen Daten den Einfluss
einer parasitären Kapazität von C =150 fF im Schaltkreis. Dieser Wert wird wie in Ka-
pitel 4 ausgeführt durch die Elektroden sowie die Kontaktnadeln des Testers bewirkt.
Weiterhin erfasst die erweiterte Simulation auch die Beschreibung variabler Mess- und
Vorwiderstände, wie sie in Messreihen an unterschiedlichen Phasenwechselzellen auftreten
können.
Zu Beginn der Simulation werden elektrische und physikalische Modellparameter (Abbil-
dung A.1) initialisiert. Alle nicht in Abbildung A.1 angegebenen Parameter werden in
der Initialisierung auf Null gesetzt. In einem ersten Simulationsschritt wird zunächst der
elektrische Schaltkreis bestehend aus dem Widerstand des Phasenwechselmaterials, dem
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                      Initialize
 (T=293.15 K, A=1963 nm2, C=150 fF, RS=1 kΩ, RL= 50 Ω, NT1=NT2=1019cm-1, 
  Δz=6 nm, EC-ET1=0.34 eV, EC-ET2=0.01 eV, B12=10
9 V/m, τ0=10
-15 s, τn=5·10
-9 s)
VC(t)
IPCM(t)
FOFF(IPCM)
ua,ON(ua,OFF)
G(FOFF) δnT2(Δt,G)
FON(IPCM,δnT2)
VPCM(FON,FOFF,ua,ON,ua,OFF)ua,OFF(FOFF)
tn+1=tn+Δt
Abbildung A.1: Flussdiagramm zur numerischen Simulation transienter Strom- und Spannungsverläu-
fe im Transportmodell von Ielmini et al. Nach einer anfänglichen Initialisierung der Modellparameter
werden neun einzelne Simulationsschritte zur Berechnung kritischer Größen durchgeführt. Für die Be-
stimmung transienter Effekte wird die Simulation für jeden Zeitschritt ∆t wiederholt. Für eine genaue
Berechnung der Modellgrößen ist ∆t abhängig von der Höhe der in einem Schritt simulierten Änderung
der Ladungsträgerkonzentration in ET2.
Vorwiderstand sowie einer zu beiden Widerständen parallel geschalteten parasitären Ka-
pazität berücksichtigt und der Spannungsabfall über dem Phasenwechselmaterial VPCM
sowie dem Vorwiderstand VS berechnet. Die Aufladung der parasitären Kapazität (Auf-
ladestrom Ic,n und Spannung Vc,n für die n-te Iteration) wird nach den Gleichungen A.1
und A.2 bestimmt.
Ic,n =
VA
RL
− Vc,nRL +RS +RPCM(RPCM +RS)RL (A.1)
Vc,n+1 = Vc,n +
Ic,n
C
∆t (A.2)
VA gibt die angelegte Spannung und RL =50W den Messwiderstand zur Strommessung
an.
Aufgrund der Kontinuitätsbedingung kann der Strom durch die Phasenwechselzelle IPCM (t)
durch den Schnittpunkt der IV-Kennlinie des Phasenwechselmaterials mit der Kennlinie
des Vorwiderstandes in Abbildung A.2 bestimmt werden. Die Leitfähigkeit des Phasen-
wechselmaterials ist dabei abhängig von dem durch den Generationsprozess erzeugten
Ladungsträgerzuwachs δnT2. Die Spannung Vc,n+1 ist gleich dem Gesamtspannungsabfall
über dem Phasenwechselmaterial sowie dem in Reihe geschalteten Vorwiderstand.
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Abbildung A.2: Strom-Spannungs-Kennlinie des Phasenwechselmaterials sowie des ohmschen Vorwi-
derstandes. Farbkodiert sind unterschiedliche, durch den Generationsprozess in ET2 angeregte Ladungs-
trägerkonzentrationen δnT2. Die schwarze Kurve zeigt das ohmsche Verhalten des Vorwiderstandes
(UPCM = UDUT −RS · IPCM ). Die Schnittpunkte beider Kurven geben gültige Ströme für einen be-
stimmten Spannungsabfall über dem Phasenwechselmaterial sowie dem Vorwiderstand durch die Zelle
an. Abbildung entnommen aus [Cra12].
Die nachfolgenden Schritte werden analog zu der Simulation von Ielmini et al. durchge-
führt. Mit bekanntem IPCM (t) wird die elektrische Feldstärke sowie die Schichtdicke der
„OFF-Schicht“ innerhalb des Phasenwechselmaterials nach den Gleichungen A.3 und A.4
bestimmt. Die „OFF-Schicht“ gibt den Bereich des amorphen Phasenwechselmaterials an,
in dem die Ladungsträger durch Beschleunigung im äußeren Feld Energie aufnehmen um
in den Zustand ET2 zu gelangen. Innerhalb der „OFF-Schicht“ ist der Energiegewinn zu
gering für einen Anregungsprozess nach ET2.
FOFF (IPCM ) =
2kBT
q∆z
arcsinh
 IPCM · τ0
2qA∆z
(
nT1exp
(
−EC−ET1kBT
)
+ nT2exp
(
−EC−ET2kBT
))

(A.3)
ua,OFF (FOFF ) =
ET2 − ET1
qFOFF
(A.4)
kB gibt die Boltzmannkonstante, T die Temperatur des Phasenwechselmaterials, q die
Elementarladung, ∆z den Abstand zweier benachbarter Defektzustände, τ0 die charakte-
ristische Zeitkonstante zum Übergang zwischen zwei lokalisierten Zuständen, A die Kon-
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taktfläche zwischen Phasenwechselmaterial und den Elektroden und nT1, nT2 die Gleich-
gewichtsladungsträgerkonzentrationen in ET1 und ET2 an.
Die Ladungsträgergeneration G(FOFF ) führt zu einer Nicht-Gleichgewichtsverteilung der
Ladungsträger im amorphen Phasenwechselmaterial. Die amorphe Schicht muss daher in
eine sogenannte „ON-“ und „OFF-Schicht“ unterteilt werden. Im Gegensatz zu der „OFF-
Schicht“ können die Defektzustände ET2 in der „ON-Schicht“ effektiv durch den Fowler-
Nordheim-Tunnelprozess besetzt werden.
ua,ON (ua,OFF ) = ua − ua,OFF (A.5)
G(FOFF ) =
nT1
τ0
exp
(
− B12
FOFF
)
(A.6)
B12 ist dabei der Fowler-Nordheim-Tunnelkoeffizient.
Nach der Berechnung der Generationsrate G(FOFF ) von ET1 nach ET2, welche abhängig
von der elektrischen Feldstärke in der „OFF-Schicht“ ist, kann der Ladungsträgerzuwachs
in ET2 entsprechend der Ratengleichung A.7 numerisch bestimmt werden.
dδnT2(∆t,G)
dt
= G− δnT2
τn
(A.7)
Der erste Term auf der rechten Seite gibt die Generation von Ladungsträgern von ET1
nach ET2 und der zweite Term die Relaxation dieser an. τn beschreibt die effektive Re-
laxationszeit. Diese Größe gibt damit eine typische Zeitkonstante für die Energieabgabe
eines Ladungsträgers an das phononische System an.
In einem letzten Simulationsschritt kann das elektrische Feld in der „ON-Schicht“ sowie
der Spannungsabfall über dem amorphen Phasenwechselmaterial nach den Gleichungen
A.8 und A.9 ermittelt werden.
FON (IPCM , δnT2) =
2kBT
q∆z
arcsinh
 IPCM · τ0
2qA∆z
(
nT1 exp
(
−EC−ET1kBT
)
+ (nT2 + δnT2) exp
(
−EC−ET2kBT
))

(A.8)
VPCM (FOFF , ua,OFF , FON , ua,ON ) = FOFFua,OFF + FONua,ON (A.9)
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Mit diesem Schritt wurden alle relevanten Systemparameter für einen Zeitpunkt berechnet.
Für eine zeitabhängige Simulation werden alle Schritte in einem nachfolgenden Zeitpunkt
t + ∆t berechnet, wobei VPCM als neue Eingangsgröße verwendet wird. Um auch eine
genaue Simulation der transienten Strom- und Spannungsverläufe für sehr schnelle zeitli-
che Änderungen wie etwa im Moment des Threshold-Switchings zu ermöglichen, wird die
Größe des Zeitschrittes ∆t in Abhängigkeit des Verhältnisses von δnT2(tn) zu δnT2(tn+1)
gewählt. Für große Änderungen in δnT2 wird damit ∆t klein, sodass eine gute Zeitauflö-
sung der Simulation gewährleistet wird. Im Falle kleiner Änderungen wird der Zeitschritt
vergrößert, um eine verbesserte Effizienz des Algorithmus zu erreichen.
Mit Hilfe dieser numerischen Simulation können transiente Ströme und Spannungen nach
dem in Abschnitt 3.1.1 beschriebenen Modell von Ielmini et al. simuliert und mit Experi-
menten am elektrischen Tester verglichen werden. Dieser Abgleich ermöglicht eine direkte
Überprüfung der Modellaussagen und hilft damit, eine Verifizierung oder Falsifizierung
des Modells vorzunehmen.
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