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Abstract
Let G be a compact connected semisimple Lie group. We extend to all irreducible finite-dimensional
representations of G a result of Heckman which provides a relation between the generalized Littlewood–
Richardson rule and the sum of G-coadjoint orbits. As an application of our result, we describe the
eigenvalues of a sum of two real skew-symmetric matrices.
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1. Introduction
In the theory of finite-dimensional representations of the special linear algebra sl(n,C) (or
equivalently the special unitary group SU(n)), every irreducible finite-dimensional representa-
tion is characterized by its highest weight. We denote by Vλ the irreducible representation with
highest weight λ. For two highest weights λ, μ, it is a basic fact that the tensor product Vλ ⊗ Vμ
decomposes into a direct sum of representations Vν . Let us define Cνλ,μ to be the number of
copies of Vν in the irreducible decomposition of Vλ ⊗ Vμ. The tensor product decomposition
Vλ ⊗ Vμ ∼=
⊕
ν
Cνλ,μVν
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(see, e.g., [7]). For an arbitrary complex semisimple Lie algebra (or compact connected semisim-
ple Lie group) P. Littelmann introduced a combinatorial model, called the path model, which
generalizes the notion of a Young tableau. In terms of this model, Littelmann gives a general-
ization of the classical Littlewood–Richardson rule to all complex semisimple Lie algebras (see
[8,9]).
As observed by several mathematicians, it is important to reformulate the representation
theory of compact connected Lie groups in terms of coadjoint orbits. Motivated by this idea,
G.J. Heckman considered in [5] the following situation. Let U be a compact connected Lie
group and K a closed connected subgroup. Let u and k be their respective Lie algebras. Denote
by q the natural projection from u∗ to k∗. To an irreducible representation Vλ of U with highest
weight λ, one associates the coadjoint orbit Oλ through λ. Given now highest weights λ, μ re-
spectively for U and K with λ being strongly dominant (see Section 2 below), Heckman proved
that if Vμ occurs in the decomposition into irreducible representations of the restriction Vλ|K ,
then Oμ occurs in q(Oλ) (see [5, Theorem 7.5]). A stronger version of this result is obtained
by V. Guillemin and S. Sternberg in the framework of symplectic geometry [4]. Their purely
geometric method uses remarkable properties of the moment map [3] (see also [1]).
Let now U = G × G, where G is a compact connected Lie group, and let K be the diagonal
subgroup of U . In this case, the above-stated result of Heckman provides an important relation
between the problem of the irreducible decomposition of the tensor product of two irreducible
representations of G and the sum of the corresponding coadjoint orbits. More precisely, if λ,
μ and ν are highest weights for G with λ and μ being strongly dominant and if Vν occurs in
the irreducible decomposition of the tensor product Vλ ⊗ Vμ, then Oν occurs in q(Oλ ×Oμ),
i.e., Oν ⊂ Oλ + Oμ. Letting G be a compact connected semisimple Lie group, the main goal
of the present work is to extend the latter result to all irreducible finite-dimensional representa-
tions of G. In this way, we recover a well-known result which is originally proved by Guillemin
and Sternberg (compare [4, Theorem 6.3]). The method of our proof is based on some simple
properties of Littelmann’s paths appearing in the generalized Littlewood–Richardson rule.
Let us underline that the classical Littlewood–Richardson rule is closely related to the so-
called Hermitian spectral problem (see, e.g., [2,10]). This problem consists in describing the
eigenvalues of a sum of two Hermitian matrices in terms of the eigenvalues of the summands.
Applying our above-mentioned result, we obtain a relation between the problem of decomposing
tensor product representations of the special orthogonal group SO(2m + 1) and the problem of
describing the eigenvalues of a sum of two real (2m + 1) × (2m + 1) skew-symmetric matrices.
The paper is organized as follows. Section 2 provides background on compact connected
semisimple Lie groups. In Section 3, we recall the formulation of the generalized Littlewood–
Richardson rule in terms of Littelmann’s path model. Section 4 is devoted to the proof of our
main result. In Section 5, we give an application of our result to the problem of describing the
eigenvalues of a sum of two real (2m + 1) × (2m + 1) skew-symmetric matrices.
2. Preliminaries
Throughout this paper, N0 denotes the set of nonnegative integers and N := N0 \ {0}. Let
G be a compact connected semisimple Lie group with Lie algebra g. We denote by gC the
complexification of g. Let T be a maximal torus in G with Lie algebra h. The complexification
hC of h is a Cartan subalgebra of gC. We denote by  the root system of gC with respect to hC.
We fix a lexicographic ordering on the dual h∗ := (ih)∗ and we write + for the correspondingR
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to see that B is positive definite on hR. For λ ∈ h∗R, let Hλ be the element of hR such that
λ(H) = B(H,Hλ) for all H ∈ hR. Thus we obtain a scalar product on h∗R given by
〈λ,μ〉 = B(Hλ,Hμ).
Let Π = {α1, . . . , αl} be the system of simple roots corresponding to +, and let α∨ := 2α〈α,α〉 be
the coroot of α ∈ Π . The elements wj , 1 j  l, defined by〈
wj ,α
∨
k
〉= δj,k for 1 k  l,
are called the fundamental weights attached to Π . The weight lattice is then given by
PG =
{
λ ∈ (hC)∗ ∣∣∣ λ = l∑
j=1
njwj , nj ∈ Z
}
.
A weight λ ∈ PG is called dominant if 〈λ,α〉  0 for all α ∈ Π , and strongly dominant if
〈λ,α〉 > 0 for all α ∈ Π . Let P+G and P++G denote respectively the sets of dominant and strongly
dominant weights. Then we have
P+G =
{
λ ∈ (hC)∗ ∣∣∣ λ = l∑
j=1
njwj , nj ∈ N0
}
and
P++G =
{
λ ∈ (hC)∗ ∣∣∣ λ = l∑
j=1
njwj , nj ∈ N
}
.
For λ ∈ P+G , we denote by Vλ the unique (up to isomorphism) irreducible representation of G
with highest weight λ.
Remark. Let δ = 12
∑
α∈+ α be half the sum of the positive roots of G. One can show that
〈δ,α∨〉 = 1 for all α ∈ Π , and hence δ =∑lj=1 wj (see [6, Chapter 13]). Then δ is a strongly
dominant weight, i.e., δ ∈ P++G .
3. Generalized Littlewood–Richardson rule
Let us keep the notations of the previous section. In order to state the generalized Littlewood–
Richardson rule, we first recall some definitions and useful facts about the Littelmann path model
(see [8,9] for details).
A path for the complex semisimple Lie algebra gC is, by definition, a piecewise linear, contin-
uous map π : [0,1] → PG ⊗Z R such that π(0) = 0 and π(1) ∈ PG. Let P be the set of all paths.
For fixed π ∈ P and α ∈ Π , denote by hα the function
hα : [0,1] → R,
t → 〈π(t), α∨〉.
Let mα be the minimal value attained by this function. Define nondecreasing functions
l, r : [0,1] → [0,1] by
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and
r(t) := max{0,mα − hα(s) ∣∣ 0 s  t}.
According to the behavior of the function hα , Littelmann defined two operators eα and fα . If
r(0) = 0, then (eαπ)(t) := π(t) + r(t)α, otherwise eαπ is the zero path. If l(1) = 1, then let
(fαπ)(t) := π(t) − l(t)α. If l(1) < 1, then fαπ is the zero path. For n ∈ N0, let nπ be the path
defined by stretching π : (nπ)(t) := nπ(t). The following properties of the operators eα , fα are
easy to prove:
(1) if eαπ = 0, then (eαπ)(1) = π(1) + α and if fαπ = 0, then (fαπ)(1) = π(1) − α;
(2) if eαπ = 0, then fα ◦ eα(π) = π and if fαπ = 0, then eα ◦ fα(π) = π ;
(3) n(fαπ) = f nα (nπ), n(eαπ) = enα(nπ),
where α ∈ Π , π ∈ P and n ∈ N.
Let μ ∈ P+G be a dominant weight. If a path π ∈ P satisfies π(t) + μ ∈ P+G for all t ∈ [0,1],
then π is called μ-dominant. For λ ∈ P+G , let πλ be the path given by πλ(t) = tλ. The elements
of the subset
Pλ :=
{
fα1 ◦ · · · ◦ fαs (πλ)
∣∣ αi ∈ Π}⊂ P
are the so-called “Lakshmibai–Seshadri paths of shape λ” (compare [9, Corollary 3]). Let Pμλ
denote the set of all paths π ∈ Pλ which are μ-dominant. The generalized Littlewood–Richardson
rule can be stated as follows.
Theorem 1. For dominant weights λ,μ ∈ P+G , the tensor product of the irreducible representa-
tions Vλ, Vμ of G is isomorphic to the direct sum
Vλ ⊗ Vμ ∼=
⊕
ν
Cνλ,μVν,
where Cνλ,μ is the number of paths π ∈ Pμλ such that π(1) = ν − μ.
4. Tensor product decomposition and sum of coadjoint orbits
We shall freely use some notations introduced earlier. Let G be a compact connected semisim-
ple Lie group with Lie algebra g. Fix a maximal torus T in G and denote by h its Lie algebra.
Let , +, Π and P+G be as in Section 2. Let
gC = hC ⊕
⊕
α∈
gCα = hC ⊕
⊕
α∈
CEα
be the standard root decomposition of gC. For λ ∈ (hC)∗, one can extend λ complex linearly
to gC by setting λ(Eα) = 0 for all α ∈ . We denote by Oλ the G-orbit through λ under the
coadjoint representation.
Using the Killing form of g, we identify g with its dual g∗. Every linear form on g ⊕ g
can be restricted to the subspace diagg := {(X,X) | X ∈ g}, which we identify with g. Since
g∗ ⊕ g∗ ∼= (g ⊕ g)∗, this restriction induces a natural projection q : g∗ ⊕ g∗ → g∗. Let now
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(λ,μ), then we have
q(Oλ,μ) = q(Oλ ×Oμ) =Oλ +Oμ.
Let Vλ,μ denote the exterior tensor product Vλ  Vμ. Then Vλ,μ is an irreducible representation
of G × G with highest weight (λ,μ). Identifying G with the diagonal subgroup of G × G,
we may consider the restriction of Vλ,μ to G which coincides with the usual tensor product
representation Vλ ⊗ Vμ. As we explained in the introduction, Theorem 7.5 in Heckman’s paper
[5] gives a relation between the decomposition into irreducible representations of the tensor
product Vλ ⊗ Vμ and the sum of coadjoint orbits Oλ +Oμ. Indeed, we have:
Theorem 2. Let λ,μ, ν ∈ P+G . If λ and μ are strongly dominant and if Vν occurs in the decom-
position of Vλ ⊗ Vμ into irreducible representations, then Oν occurs in the sum Oλ +Oμ.
Next, we are going to prove the above theorem in the case of arbitrary highest weights λ, μ.
This extends Theorem 2 to all irreducible finite-dimensional representations of the Lie group G.
We first give some elementary lemmas.
Lemma 1. Let λ,μ ∈ P+G . If π ∈ Pμλ , then for all n ∈ N we have: nπ ∈ Pnμnλ .
Proof. Let π ∈ Pμλ . Since Pμλ ⊂ Pλ, there exist α1, . . . , αs ∈ Π such that
π = fα1 ◦ · · · ◦ fαs (πλ),
where πλ(t) = tλ for all t ∈ [0,1]. For fixed n ∈ N, we have
nπ = n[fα1 ◦ · · · ◦ fαs (πλ)]
= f nα1 ◦ · · · ◦ f nαs (nπλ)
= f nα1 ◦ · · · ◦ f nαs (πnλ).
Thus nπ ∈ Pnλ. Furthermore,
(nπ)(t) + nμ = n(π(t) + μ) ∈ P+G
for all t ∈ [0,1]. Hence we deduce that nπ ∈ Pnμnλ . 
From the preceding lemma and the definition of the coefficients Cνλ,μ appearing in the gener-
alized Littlewood–Richardson rule, we obtain the following obvious result.
Lemma 2. Let λ,μ, ν ∈ P+G . If Cνλ,μ = 0, then for all n ∈ N we have: Cnνnλ,nμ = 0.
Lemma 3. Let δ = 12
∑
α∈+ α be half the sum of the positive roots of G, and let λ,μ, ν ∈ P+G .
If Cνλ,μ = 0, then we have: Cν+2δλ+δ,μ+δ = 0.
Proof. Assume that Cνλ,μ = 0. Then there exists a path π ∈ Pμλ such that π(1) = ν −μ. Observe
that π is (μ + δ)-dominant, i.e., π ∈ Pμ+δλ . From the equality
π(1) = ν − μ = (ν + δ) − (μ + δ),
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that Cν+2δλ+δ,μ+δ = 0 if Cν+δλ,μ+δ = 0. This proves the lemma. 
Now we are in position to prove our main result.
Theorem 3. Let λ,μ, ν ∈ P+G . If Vν occurs in the decomposition of Vλ ⊗ Vμ into irreducible
representations, then Oν occurs in the sum Oλ +Oμ.
Proof. Assume that Vν occurs in the decomposition of Vλ ⊗ Vμ into irreducible representa-
tions, i.e., that Cνλ,μ = 0. For fixed n ∈ N, by combining Lemmas 2 and 3, we obtain that
Cnν+2δnλ+δ,nμ+δ = 0. The weights nλ + δ,nμ + δ and nν + 2δ are clearly strongly dominant. Thus
Theorem 2 implies that Onν+2δ occurs in the sum Onλ+δ +Onμ+δ . Let us set
λn := 1
n
(nλ + δ), μn := 1
n
(nμ + δ) and νn := 1
n
(nν + 2δ).
We immediately deduce that Oνn occurs in the sum Oλn +Oμn . Observe that
∥∥λn − λ∥∥= ∥∥μn − μ∥∥= 1
2
∥∥νn − ν∥∥= ‖δ‖
n
.
Therefore the sequences {λn}n∈N, {μn}n∈N and {νn}n∈N converge to λ, μ and ν, respectively. Fur-
thermore, for any n, there exist xn, yn ∈ G such that νn = Ad∗(xn)λn +Ad∗(yn)μn, where Ad∗
refers to the coadjoint representation of G. By compactness of G, we may assume the sequences
{xn}n∈N and {yn}n∈N converging. Consequently, the orbit Oν occurs in the sum Oλ +Oμ. 
5. Eigenvalues of a sum of two real skew-symmetric matrices
Given the eigenvalues of two complex n × n Hermitian matrices A and B , the problem of
characterizing the eigenvalues of A + B is completely solved (see [2] and references therein).
A crucial role in the solution of this problem is played by the classical Littlewood–Richardson
rule.
In this section, we will explain how Theorem 3 provides a relation between the problem of de-
composing the tensor product of two irreducible finite-dimensional representations of SO(n) and
the problem of describing the eigenvalues of a sum of two real n × n skew-symmetric matrices
when n is odd. A similar result obviously holds when n is even.
Let Ei,j ∈ Mat(2m + 1,C) be the elementary matrix having 1 at the (i, j)-entry and 0 else-
where. We take the standard Cartan subalgebra h of the Lie algebra so(2m + 1) spanned by the
matrices (E2j−1,2j −E2j,2j−1) for 1 j m. Let ek be the linear form on the complexified Lie
algebra hC given by
ek
⎛
⎜⎜⎜⎜⎜⎜⎝
⎛
⎜⎜⎜⎜⎜⎜⎝
0 ih1
−ih1 0
. . .
0 ihm
−ihm 0
⎞
⎟⎟⎟⎟⎟⎟⎠
⎞
⎟⎟⎟⎟⎟⎟⎠
= hk0
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R
:= (ih)∗ and for m 2, we have the following system
of positive roots of the pair (so(2m + 1,C),hC):
+ = {ek ± el | 1 k < l m} ∪ {ek | 1 k m}.
The associated system of simple roots is then
Π = {αk = ek − ek+1 | 1 k < m} ∪ {αm = em}.
Let us recall that the weight lattice is here
PSO(2m+1) =
{
m∑
k=1
λkek
∣∣∣ λk ∈ Z ∀k or λk ∈ Z + 12 ∀k
}
.
A weight λ =∑mk=1 λkek (or simply λ = (λ1, . . . , λm)) is dominant, i.e., λ ∈ P+SO(2m+1), if and
only if λ1  λ2  · · · λm  0. Using the scalar product on the Lie algebra so(2m+ 1) given by
〈A,B〉 = −1
2
Tr(AB),
we identify so(2m + 1) with its dual so(2m + 1)∗. In particular, the highest weight λ =
(λ1, . . . , λm) identifies with the block-diagonal matrix
Jλ :=
⎛
⎜⎜⎜⎜⎜⎜⎝
0 λ1
−λ1 0
. . .
0 λm
−λm 0
0
⎞
⎟⎟⎟⎟⎟⎟⎠
∈ so(2m + 1).
Under this identification, the coadjoint orbit Oλ is given by
Oλ =
{
AJλA
t
∣∣A ∈ SO(2m + 1)}.
Of course, the spectrum of each matrix M ∈Oλ is
Spec(M) = {0,±iλ1, . . . ,±iλm}.
A direct application of Theorem 3 allows us to derive the following result:
Corollary 1. Let λ = (λ1, . . . , λm), μ = (μ1, . . . ,μm), ν = (ν1, . . . , νm) ∈ P+SO(2m+1). If
Cνλ,μ = 0, then there exist real skew-symmetric matrices A and B with eigenvalues (0,±iλ1,
. . . ,±iλm) and (0,±iμ1, . . . ,±iμm) such that A + B has eigenvalues (0,±iν1, . . . ,±iνm).
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