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Chapter 1
Particle Acceleration in Pulsar Wind Nebulae:
PIC modelling
Lorenzo Sironi and Benoıˆt Cerutti
Abstract We discuss the role of PIC simulations in unveiling the origin of the emit-
ting particles in PWNe. After describing the basics of the PIC technique, we summa-
rize its implications for the quiescent and the flaring emission of the Crab Nebula,
as a prototype of PWNe. A consensus seems to be emerging that, in addition to
the standard scenario of particle acceleration via the Fermi process at the termina-
tion shock of the pulsar wind, magnetic reconnection in the wind, at the termination
shock and in the Nebula plays a major role in powering the multi-wavelength signa-
tures of PWNe.
1.1 Introduction
In recent years, multi-dimensional magnetohydrodynamic (MHD) models of Pulsar
Wind Nebulae (PWNe) have been able to reproduce the nebular morphology down
to intricate details (see contributions by A. Mignone, L. del Zanna and O. Porth
in this volume). In order to compare the results of MHD simulations to the multi-
wavelength observations of PWNe (most notably, of the prototypical Crab Nebula),
it is usually assumed that the termination shock of the pulsar wind — where the
ram pressure of the ultra-relativistic wind emanating from the pulsar balances the
thermal pressure of the surrounding nebula — is an efficient site of particle ac-
celeration. This assumption cannot be tested directly within the MHD framework
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(which bears no information on the properties of the accelerated particles), but it re-
quires fully-kinetic particle-in-cell (PIC) simulations. By capturing the interplay of
charged particles and electromagnetic fields from first principles, PIC simulations
allow to identify potential locations of particle acceleration in PWNe. On the other
hand, due to computational constraints, PIC simulations are typically confined to a
local description of the system, on scales much smaller than the nebular size. It is
only by integrating the PIC results with a global MHD model of the nebula that we
can properly reproduce the multi-wavelength signatures of PWNe.
In this chapter, we summarize the role of PIC simulations in understanding the
origin of high-energy particles in PWNe. In Sect. 1.2 we describe the basics of
the PIC method. In Sect. 1.3 we summarize the implications of PIC results on the
quiescent and flaring emission from PWNe. We conclude in Sect. 1.4.
1.2 The particle-in-cell technique
This section is intended to provide a brief overview of the most common methods
and algorithms used in explicit PIC codes. A detailed presentation of this technique
can be found in Hockney and Eastwood (1988); Birdsall and Langdon (1991).
1.2.1 Collisionless plasmas
A necessary condition for non-thermal particle acceleration is the absence of Coulomb
collision in the plasma of interest. This is the case for most high-energy astrophysi-
cal systems, and in particular pulsar wind nebulae, where plasmas are very diluted.
Roughly speaking, a plasma can be considered as “collisionless” if the frequency of
Coulomb collision (ν) is much smaller than the plasma frequency, ωpe  ν . This
condition implies that the number of particles per Debye sphere must be large, i.e.,
ND  1. The dynamics of individual particle is driven by collection plasma phe-
nomena rather than binary collisions at the sub-Debye length and plasma frequency
scales, or simply referred below as the “kinetic” scale. As we will see in Section 1.3,
these microscopic scales are involved in the particle acceleration processes and,
thus, they must be well-resolved by simulations in contrast to the magnetohydro-
dynamic approach. To obtain meaningful astrophysical results, particle-based sim-
ulations must also capture large scale features, i.e., system size and long integration
time.
The evolution of a collisionless plasma is governed by the Vlasov equation
∂ f
∂ t
+
p
γm
· ∂ f
∂r
+q
(
E+
v×B
c
)
· ∂ f
∂p
= 0, (1.1)
1 Particle Acceleration in Pulsar Wind Nebulae: PIC modelling 3
where f ≡ dN/drdp is the particle distribution function defined in 6D phase space
(r,p) and 1D in time, with r is the position and p= γmv is the momentum, and q is
the electric charge. Along with Maxwell’s equations for the fields (E and B), this is
the full set of equations to model a collisionless plasma from first principles.
1.2.2 The particle approach
Analytical solutions to the Vlasov equation are known for a few idealized situations
only. In most cases, it must be solved numerically. They are at least two ways to
solve this equation. In the first approach, phase space is treated as a continuous fluid
and Vlasov equation is solved directly using semi-Lagrangian or Eulerian methods
(Cheng and Knorr, 1976; Elkina and Bu¨chner, 2006). This method has the advan-
tage to be insensitive to particle noise, and hence can capture well weak plasma
phenomena and broad particle distribution functions. In theory this is the most ap-
propriate approach to follow, but in practice the usage of Vlasov codes is currently
limited due to prohibitive numerical costs for multidimensional problems (6D). The
second approach is the PIC method which is the main focus of this chapter.
In PIC, Vlasov equation is solved indirectly by integrating discrete particle trajec-
tories. This approach is equivalent to the direct method, and an easy way to see this
is to rewrite Vlasov equation as a usual advection equation: ∂ f/∂ t+∇r,p ·( fU) = 0,
where ∇r,p = (∂/∂r,∂/∂p) and U = (p/γm,q(E+v×B/c)). Thus, using the
methods of characteristics, this first-order partial differential equation can be rewrit-
ten as a sets of ordinary differential equations (Newton’s law) along characteristic
curves which corresponds here to particle trajectories. For point-like particles, the
particle distribution function is then approximated as
f (r,p, t)≈
N
∑
k=1
wkδ (r− rk(t))δ (p−pk(t)) , (1.2)
where δ is the Dirac delta function and wk is the particle weight. The number of
particles must be very high for a good sampling of phase space and to be close
to the exact solution of Vlasov equation. In practice, however, this number will
be limited by computing resources and is always much smaller than the number
of particles contained in real plasmas. To overcome this difficulty, a PIC particle
represents a large number (given by the weight wk) of physical particles that would
follow the same trajectory in phase space (with the same q/m ratio). For this reason,
the simulation particles are usually called “macroparticles”.
Even though the plasma is collisionless, particles feels each other via long-range
interactions. Summing over all particle-particle binary interactions, i.e. N (N−1)/2≈
N2, is numerically expansive and hard to implement. Instead, in PIC, particles do not
feel each other directly but via the electromagnetic fields known on the grid which
result from the evolution of the plasma. In this case, the number of operations scales
as the number of particles N instead of N2.
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The PIC method has become increasingly popular in high-energy astrophysics to
model non-thermal particle acceleration phenomena. PIC codes are much cheaper in
comparison to Vlasov codes, and they are also conceptually simple, robust and easy
to implement and parallelize efficiently to a large number of cores. This simplic-
ity comes at the cost of significant particle noise which can lead to poor sampling
of the particle distribution (e.g., steep power-law tails), difficulty in capturing sub-
tle or weak phenomena, artificial collisions, and load-balancing issues in parallel
computing.
1.2.3 Main computing procedures in PIC
Figure 1.1 describes the three main operations performed per timestep ∆ t of an
explicit PIC code: (i) Solve Newton’s equation for each particle to evolve velocities
and positions (ii) Collect charge and current densities from all particles and deposit
them on the grid, and (iii) Solve Maxwell’s equations to update the fields on the
grid. Below is a brief technical description of each step:
Δt
Solve 
Newton's
 equation
Deposit 
charges and 
currents 
( ,J)ρ
Solve 
Maxwell’s
 equations 
(E,B)
Step 1
Step 2Step 3
Fig. 1.1 Computation procedure per time step ∆ t in PIC.
Step 1: Particle push
The set of equations to solve are
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du
dt
=
q
mc
(
E+
u×B
γ
)
(1.3)
dr
dt
=
cu
γ
, (1.4)
where u = γv/c is the particle 4-velocity vector divided by the speed of light and
γ = 1/
√
1− (v/c)2 is the Lorentz factor. One of the most successful and most com-
mon method used in PIC to solve Newton’s equation is the Boris push1. It has all
the desirable numerical features one might think of: it is fast, stable, second order
accurate, and conserves well the particle energy. The algorithm is based on the usual
leapfrog integration method, i.e., 4-velocities u and positions r are staggered in time
by half a timestep (Figure 1.2). If particle positions and fields are known at time tn
(rn,En,Bn) and velocities at time tn−1/2 (un+1/2), the finite-difference time-centered
expression of Eq. (1.3) is
un+1/2−un−1/2
∆ t
=
qEn
mc
+
q
mc
(
un×Bn
γn
)
. (1.5)
Now, the trick is to rewrite un appearing on the right-hand side of the equation
as un =
(
un−1/2 +un+1/2
)
/2. Assuming that En and Bn are known, un+1/2 can be
extracted. It is convenient to define the following intermediate variables
u− = un−1/2 +
q∆ tEn
2mc
(1.6)
u+ = un+1/2− q∆ tE
n
2mc
. (1.7)
Then, using Eqs. (1.6)-(1.7) and after a few algebraic manipulations one finds
u+ = u−+u−× s+ (u−×w)× s, (1.8)
where
w=
q∆ tBn
2mcγn
, s=
2w
1+w2
, γn =
√
1+(u−)2. (1.9)
It is important to notice that the fields appearing in these equations are those felt at
the particle position, not at the grid point where the fields are known. The fields must
be interpolated to the particle positions. A linear interpolation scheme is usually
sufficient. The final step is to update the particle positions
rn+1 = rn + c∆ t
un+1/2
γn+1/2
, (1.10)
where γn+1/2 =
√
1+
(
un+1/2
)2.
1 Other efficient methods exists as for instance the particle pusher developed by Vay (2008).
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Time
tn­1/2 t
n+1/2tn tn+1tn­1
rn rn+1un­1/2 un+1/2
En, Bn
Fig. 1.2 The leapfrog scheme of the Boris method to solve Newton’s equation.
Step 2: Charge and current deposition
To solve Maxwell’s equations, we need the source terms ρ and J that are given by
the particles. In a continuous space, these macroscopic quantities can be recovered
by summing over the contribution from all particles
ρ (r) =
N
∑
k=1
qkwkδ (r− rk) , J(r) =
N
∑
k=1
qkwkvkδ (r− rk) , (1.11)
where qk, vk are respectively the electric charge and the 3-velocity of the particle
k. In PIC, charges and currents from the particles must be collected and dispatched
among the nearest grid points. Charge and current densities at the grid point ri can
be written as
ρ (ri) =
N
∑
k=1
qkwkS (ri− rk) , J(ri) =
N
∑
k=1
qkwkvkS (ri− rk) , (1.12)
where S is a shape function which depends on the desired deposition scheme. Even
though the particles are point-like, they have an effective size that is felt through the
deposition of currents on the grid.
Figure 1.3 shows the example of a first order linear deposition method in a 2D
Cartesian grid cell (or area-weighting method). The contributions from all the par-
ticles contained in the cell (xi,y j) to the current J are given by
Ji, j =
Ncell
∑
k=1
qkwkvk (1−ak)(1−bk) (1.13)
Ji+1, j =
Ncell
∑
k=1
qkwkvkak (1−bk) (1.14)
Ji, j+1 =
Ncell
∑
k=1
qkwkvk (1−ak)bk (1.15)
Ji+1, j+1 =
Ncell
∑
k=1
qkwkvkakbk, (1.16)
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where
ak =
xk− xi
dx
, bk =
yk− y j
dy
(1.17)
are the usual bilinear interpolation coefficients. In this particular example, particles
have a triangular shape.
(i,j) (i+1,j)
(i,j+1) (i+1,j+1)
P
S1 S2
S3 S4
y
x
Fig. 1.3 The area-weighting technique to interpolate fields or deposit charges and currents on a
2D Cartesian cell (xi,yi) for a particle located in P(x,y). The contribution to node (i, j) is given by
S4/Stot, to (i+1, j) is S3/Stot, to (i, j+1) is S2/Stot and to (i+1, j+1) is S1/Stot.
Step 3: Fields evolution
The last step is to update the fields on the grid. In principle, one needs solely to
solve the time-dependent equations
∂E
∂ t
= c∇×B−4piJ (1.18)
∂B
∂ t
= −c∇×E, (1.19)
because the current density is already given by the particles as we have seen in
the previous paragraph. The other two should be automatically satisfied, but this
is not necessarily true due to truncation errors in the discretization of space and
time derivatives. The current deposition procedure does not always guarantee charge
conservation2 (i.e., ∇ · J 6= −∂ρ/∂ t), but some solutions exist to enforce it to ma-
chine roundoff precision (Villasenor and Buneman, 1992; Esirkepov, 2001). Alter-
2 The total particle charge is conserved, but not necessarily the charge deposited on the grid.
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natively, Poisson equation should be solved to correct the electric field to make sure
∇ ·E= 4piρ . Parabolic and hyberbolic divergence cleaning methods also exist in the
literature (Marder, 1987; Munz et al., 2000).
The finite difference time domain (FDTD) method proposed by Yee (1966) for
solving the time-dependent Maxwell equations enforces ∇× B = 0 to machine
roundoff precision. This is the most commonly used method in explicit PIC codes.
Like the Boris push, the FDTD method combines stability, efficiency and second or-
der accuracy (here in both space and time). To achieve this, fields must be staggered
in time and in space. Figure 1.4 shows the order in time (top panel), as well as the
spatial configuration of the fields within a Cartesian cell3 in 2D (bottom-left panel)
and in 3D (bottom-right panel). For illustrative purposes, within this framework the
z-component of Eq. (1.19) is
(Bz)
n+1/2
i+1/2, j+1/2,k− (Bz)
n−1/2
i+1/2, j+1/2,k
∆ t
=−c
(
Ey
)n
i+1, j+1/2,k−
(
Ey
)n
i, j+1/2,k
∆x
+c
(Ex)
n
i+1/2, j+1,k− (Ex)ni+1/2, j,k
∆y
,(1.20)
where ∆x, ∆y are the spatial step size along x and y. The FDTD method is stable
under the usual Courant-Friedrichs-Lewy condition, i.e.,(
c∆ t
∆x
)2
(1D) < 1, (1.21)
(c∆ t)2
(
1
∆x2
+
1
∆y2
)
< 1 (2D),
(c∆ t)2
(
1
∆x2
+
1
∆y2
+
1
∆z2
)
< 1 (3D).
This is a purely numerical requirement, but physics imposes other constraints on the
size of the steps, namely that the Debye length and the plasma frequency are well
resolved by the code (∆x/ΛD 1 and ωpe∆ t 1), the latter condition being more
stringent.
1.2.4 Boundary conditions
Periodic boundary conditions are robust, easy to implement and physically useful in
many case studies but there are not always appropriate. Below is a brief description
of some other boundary conditions usually employed in PIC simulations.
3 For a spherical geometry, see Holland 1983; Cerutti et al. 2015, 2016; Belyaev 2015.
1 Particle Acceleration in Pulsar Wind Nebulae: PIC modelling 9
Time
tn­1/2 t
n+1/2tn tn+1tn­1
Bn­1/2 Bn+1/2
En En+1
Ez
k+1
Bz
y
Bx
By
Ex
Ey
z
x
j+1
i+1
z
3D
Fig. 1.4 Top: Leapfrog scheme for the fields in time. Bottom: Staggered mesh proposed by Yee
(1966) in 2D (left) and in 3D (right).
Particles
• A perfectly reflective wall scatters the particle with no loss of momentum and
energy. It can be useful in the context of a perfectly conducting wall for the fields
(see below).
• In the context of an absorbing wall or of an open boundary, it is appropriate to
absorb particles at the boundary. In such a case, particles are simply removed
from the simulation.
• Conversely, new particles can be injected in simulations. This can be motivated
by the physics involved in the problem, as for instance in pulsars where pair
creation is important (Timokhin and Arons, 2013; Chen and Beloborodov, 2014;
Philippov et al., 2015), or by the numerical setup if for example there is an inflow
from one side of the box as in PIC simulations of relativistic shocks (Spitkovsky,
2008b; Sironi and Spitkovsky, 2011a). In this case, an expanding box with an
injector receding at the speed of light can be desirable to reduce numerical cost
(see 1.3 below).
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Fields
• Perfectly conducting walls allow to reflect electromagnetic waves. They are eas-
ily implemented by applying the usual boundary conditions, namely that the tan-
gential component of E and the perpendicular component of B vanishes at the
interface. Semi-reflective medium can also be easily coded using surface current
and charge densities.
• It is sometimes useful to absorb all electromagnetic waves leaving the box to
simulate an open boundary, as for instance in pulsar winds (Cerutti et al., 2015;
Belyaev, 2015). In this case, the open boundary is coated with an absorbing
medium of several cell thick where resistive terms are added to Maxwell’s equa-
tions
∂E
∂ t
+λE = c∇×B−4piJ (1.22)
∂B
∂ t
+λ ?B = −c∇×E, (1.23)
where λ and λ ? are artificial electric and magnetic “conductivities”. The transi-
tion between the working domain and the absorbing layer should be gradual to
avoid undesired reflections at the boundary. Conductivities usually are increas-
ing function from the inner edge to the outer edge of the damping layer to make
sure waves are completely absorbed. Eqs. (1.23-1.23) are valid for 1D layer. A
perfectly matched layer is a generalization of these formulae to a multidimen-
sional damping layer (Berenger, 1994, 1996). In this framework, fields must be
split into two subcomponents and hence the number of equations to solve is dou-
bled (up to 12 in 3D, for an application to pulsars see e.g., Kalapotharakos and
Contopoulos 2009 in the context of force-free MHD simulations).
1.2.5 Parallelization
PIC codes must be efficiently parallelized to model large system size and long in-
tegration time to have meaningful astrophysical applications. A common practice
is to use the domain decomposition technique. It consists in dividing the computa-
tional box into smaller domains where one or more cores are assigned. Each CPU
goes through the main steps described in Sect. 1.2.3 every timestep and exchanges
information with the neighbouring processes to send particle and field data at the in-
terface between subdomains. Communications between an arbitrary number of pro-
cesses are done thanks to the Message Passing Interface (MPI) library. PIC codes
scale well to a large number of CPUs, today at least up to ∼ 106 processes (see
Fig. 1.5). These scaling plots are usually done under ideal conditions, and do not
necessarily reflect problem-dependent loss of performance. In PIC, a poor load bal-
ancing severely slows down a simulation. If, for some reason, there is a concen-
tration of particle in a few subdomains, only few processors will have to push a
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Fig. 1.5 Parallel scaling performance of the zeltron PIC code on the Mira supercomputer at the
Argonne Leadership Computing Facility. Courtesy Greg Werner.
lot of particles while the others remain idle4. The way how the domain is decom-
posed for a given setup can usual make a big difference. Hybrid codes combining
MPI and OpenMP, variable particle weighting, or dynamical changes of the domain
decomposition are other solutions to have better performances.
1.3 Application to pulsar wind nebulae
In this section, we describe the main results obtained with PIC simulations on the
efficiency of particle acceleration in PWNe. This section is divided into two parts: at
first, we investigate particle acceleration at the termination shock of the pulsar wind,
which is usually invoked to power the nebular quiescent emission (Sect. 1.3.1); then,
we will discuss the origin of the gamma-ray flares detected from the Crab Nebula in
the last few years (Sect. 1.3.2), focusing on the mechanisms that might explain such
extreme particle acceleration events.
4 Typically, pushing particles and depositing currents take 90% of the computing time (without
communications), this is the reason why load-balancing is so critical in PIC.
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1.3.1 The quiescent emission
The Crab Nebula, our best laboratory for high energy astrophysics, has been ob-
served over the entire electromagnetic spectrum from . 100MHz to & 1.5TeV (see
several contributions in this volume). Efficient acceleration of particles at the termi-
nation shock is required to explain its broadband spectrum. However, the flatness
of the radio spectrum (Fνr ∝ ν−0.3, Bietenholz et al., 1997) is hard to reconcile
with the steeper optical and X-ray slope (FνX ∝ ν−1.1, Mori et al., 2004), unless
the electron distribution is more complicated than a single power law. In fact, the
radio band would require a distribution of emitting particles with a power-law slope
p = −d logN/d logγ ' 1.6, whereas p & 2 would be needed for the optical and
X-ray emission. Even more fundamentally, how the pulsar wind termination shock
can accelerate particles to the required “non-thermal” energies (i.e., well beyond the
“thermal” peak of a Maxwellian distribution) is still an unsolved problem.
Particle acceleration in shocks is usually attributed to the Fermi process, where
particles are energized by bouncing back and forth across the shock. Despite its im-
portance, the Fermi process is still not understood from first principles. The highly
nonlinear coupling between accelerated particles and magnetic turbulence — which
is generated by the particles, and at the same time governs their acceleration — is
extremely hard to incorporate in analytic models, and can be captured only with ab
initio PIC simulations (for a review of the Fermi process in relativistic shocks, see
Sironi et al., 2015a).
As we describe below, the efficiency of the Fermi process depends critically on
the shock properties, e.g., composition, magnetization (i.e., the ratio σ between the
Poynting flux and the kinetic energy flux of the pre-shock flow) and magnetic obliq-
uity (i.e., the angle θ between the upstream magnetic field and the shock direction
of propagation).5 Pulsar winds are thought to be dominated by electron-positron
pairs (Bucciantini et al., 2011). MHD models of PWNe require σ & 0.01− 0.1 in
order to reproduce the morphology of the Crab jet/plume. Finally, polarization mea-
surements indicate that the nebular magnetic field should be toroidal around the
symmetry axis of the system, so that the termination shock is “perpendicular” (i.e.,
with the field orthogonal to the flow direction).
PIC simulations of perpendicular magnetized shocks show negligible particle ac-
celeration (Gallant et al., 1992; Hoshino, 2008; Sironi and Spitkovsky, 2009, 2011b;
Sironi et al., 2013). Here, due to the lack of significant self-generated turbulence,
charged particles are forced to slide along the background field lines, whose orien-
tation prohibits repeated crossings of the shock. This inhibits the Fermi process, and
in fact the particle distribution behind perpendicular shocks is purely thermal.
In summary, PIC simulations have shown that the shock configurations which
are apparently most relevant for PWNe (i.e., ultra-relativistic magnetized perpen-
dicular shocks) do not naturally result in efficient particle acceleration. This is in
5 In the limit γ0  1 of ultra-relativistic shocks, as appropriate for PWNe, the efficiency of the
Fermi process does not depend on the shock Lorentz factor γ0 (Sironi and Spitkovsky, 2009, 2011b;
Sironi et al., 2013).
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sharp contrast with the pronounced non-thermal signatures of the quiescent emis-
sion of PWNe. However, one key ingredient of the PIC results summarized above
is that the pre-shock magnetic field direction stays uniform throughout the timespan
of the simulations. This is generally not the case in pulsar winds. If the rotational
and magnetic axes of the central pulsar are misaligned, around the equatorial plane
the wind consists of toroidal stripes of alternating magnetic polarity, separated by
current sheets of hot plasma. It is still a subject of active research whether the al-
ternating stripes will dissipate their energy into particle heat ahead of the termina-
tion shock, or whether the wind remains dominated by Poynting flux till the termi-
nation shock (Lyubarsky and Kirk, 2001; Kirk and Skjæraasen, 2003; Sironi and
Spitkovsky, 2011a). If the stripes are dissipated far ahead of the termination shock,
the upstream flow is weakly magnetized and the pulsar wind reaches a terminal
Lorentz factor (in the frame of the nebula) γ0 ∼ Lsd/mec2N˙ ' 3.7×104Lsd,38.5N˙−140 ,
where Lsd ≡ 3× 1038Lsd,38.5 ergss−1 is the spin-down luminosity of the Crab, and
N˙ = 1040N˙40 s−1 is the particle flux entering the nebula, including the radio-emitting
electrons (Bucciantini et al., 2011).
The two subsections below cover the two potential fates of the pulsar striped
wind: at first, we investigate the physics of particle acceleration in a weakly magne-
tized shock (i.e., assuming that the alternating stripes have dissipated their magnetic
energy far ahead of the termination shock); then, we assume that the stripes persist
until the termination shock.
1.3.1.1 The termination shock of a weakly magnetized wind
Weakly magnetized ultra-relativistic shocks are mediated by electromagnetic plasma
instabilities (the so-called Weibel instability, Weibel, 1959; Medvedev and Loeb,
1999; Gruzinov and Waxman, 1999). These instabilities build up a magnetic barrier,
up to a level6 εB ∼ 10−2− 10−1, sufficient to deflect strongly the incoming parti-
cles and thus mediate the shock transition. The instability — triggered by a stream
of shock-reflected particles propagating ahead of the shock — generates filamen-
tary magnetic structures in the upstream region (Fig. 1.6), which in turn scatter the
particles back and forth across the shock, mediating Fermi acceleration.
Such shocks do self-consistently accelerate particles up to nonthermal energies,
via the Fermi process (Spitkovsky, 2008a,b; Martins et al., 2009; Haugbølle, 2011;
Sironi et al., 2013). The accelerated particles populate in the downstream region
a power-law tail dN/dγ ∝ γ−p with a slope p ∼ 2.5, that contains ∼ 3% of the
particles and ∼ 10% of the flow energy.
The particle energy spectrum extends over time to higher and higher ener-
gies, as shown in Fig. 1.7. For electron-positron flows, as appropriate for pul-
sar winds, the maximum post-shock particle Lorentz factor increases with time as
6 The parameter εB denotes the magnetization of the turbulence, εB = δB2/8piγ0ρ0c2, where δB
is the fluctuating magnetic field and ρ0 is the mass density of the pre-shock flow. This should
not be confused with the magnetization σ = B20/4piγ0ρ0c
2, which quantifies the strength of the
pre-existing ordered upstream field B0.
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Fig. 1.6 Shock structure from the 3D PIC simulation of a σ = 10−3 electron-positron shock with
γ0 = 15, from Sironi et al. (2013). The simulation is performed in the downstream frame and
the shock propagates along +xˆ. We show the xy slice of the particle number density (normalized
to the upstream density), and the xz and yz slices of the magnetic energy fraction εB. A stream of
shock-accelerated particles propagates ahead of the shock, and their counter-streaming motion with
respect to the incoming flow generates magnetic turbulence in the upstream via electromagnetic
micro-instabilities. In turn, such waves provide the scattering required for particle acceleration.
Fig. 1.7 Temporal evolution of the downstream particle spectrum, from the 2D simulation of a
γ0 = 15 electron-positron shock propagating into an unmagnetized flow (i.e., σ = 0), from Sironi
et al. (2013). The evolution of the shock is followed from its birth (black curve) up to ωpt = 15000
(red curve). The non-thermal tail approaches at late times a power law with a slope p∼ 2.4. Inset:
temporal evolution of the maximum Lorentz factor, scaling as ∝ (ωpt)1/2 (compare with the black
dashed line) in both 2D (dotted) and 3D (solid).
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γmax ∼ 0.5γ0 (ωpt)1/2 (Sironi et al., 2013).7 The plasma frequency ωp can be com-
puted from the number density ahead of the termination shock, which is nTS =
N˙/(4piR2TSc), assuming an isotropic particle flux. Here, RTS ≡ 3× 1017RTS,17.5 cm
is the termination shock radius. Balancing the acceleration rate with the synchrotron
cooling rate in the self-generated Weibel fields, the maximum electron Lorentz fac-
tor is
γsync,e ' 3.5×108L1/6sd,38.5N˙−1/340 ε−1/3B,−2.5R1/3TS,17.5 . (1.24)
A stronger constraint comes from the requirement that the diffusion length of the
highest energy electrons be smaller than the termination shock radius (i.e. a confine-
ment constraint). Alternatively, the acceleration time should be shorter than RTS/c,
which yields the critical limit
γconf ,e ' 1.9×107L3/4sd,38.5N˙−1/240 , (1.25)
which is generally more constraining than the cooling-limited Lorentz factor γsync,e.
The corresponding synchrotron photons will have energies
hνconf ,e ' 0.17L2sd,38.5N˙−140 ε1/2B,−2.5R−1TS,17.5 keV (1.26)
which are apparently too small to explain the X-ray spectrum of the Crab, extending
to energies beyond a few tens of MeV.
At face value, Fermi acceleration at the termination shock of PWNe is not a likely
candidate for producing X-ray photons via the synchrotron process. Yet, the steady-
state hard X-ray and gamma-ray spectra of PWNe do look like the consequences of
Fermi acceleration — particle distributions with p' 2.4 are a natural prediction of
the Fermi process in ultra-relativistic shocks (Kirk et al., 2000; Achterberg et al.,
2001; Keshet and Waxman, 2005). In this regard, we argue that the wind termina-
tion shock might form in a macroscopically turbulent medium, with the outer scale
of the turbulence driven by the large-scale shear flows in the nebula (Komissarov
and Lyubarsky, 2004; Del Zanna et al., 2004; Camus et al., 2009). If the large-
scale motions drive a turbulent cascade to shorter wavelengths, back-scattering of
the particles in this downstream turbulence, along with upstream reflection by the
transverse magnetic field of the wind, might sustain Fermi acceleration to higher
energies.
An alternative mechanism leading to particle acceleration to higher energies may
be connected to the accelerator behind the recently discovered gamma-ray flares in
the Crab Nebula (see Sect. 1.3.2). Runaway acceleration of electrons and positrons
at reconnection X-lines, a linear accelerator, may inject energetic beams into the
shock, with the mean energy per particle approaching the whole open field line
voltage, & 1016 V in the Crab (Arons, 2012), as required to explain the Crab GeV
flares. This high-energy population can drive cyclotron turbulence when gyrating
in the shock-compressed fields, and resonant absorption of the cyclotron harmonics
7 This scaling is shallower than the so-called (and commonly assumed) Bohm limit γmax ∝ t, and it
naturally results from the small-scale nature of the Weibel turbulence generated in the shock layer
(see Fig. 1.6).
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Fig. 1.8 Poloidal structure of the striped pulsar wind. The arrows denote the pulsar rotational axis
(along Ω , vertical) and magnetic axis (along µ , inclined). Within the equatorial wedge bounded
by the dashed lines, the wind consists of toroidal stripes of alternating polarity (see the reversals
of Bφ ), separated by current sheets (dotted lines). At latitudes higher than the inclination angle
betweenΩ and µ (i.e., beyond the dashed lines), the field does not alternate.The simulation domain
is in the xy plane, oriented as indicated.
can accelerate the electron-positron pairs in a broad spectrum, with maximum en-
ergy again comparable to the whole open field line voltage (Hoshino et al., 1992;
Amato and Arons, 2006).
1.3.1.2 The termination shock of a strongly magnetized striped wind
Assuming that the stripes survive until the termination shock, we now describe the
physics of particle acceleration if the pre-shock flow carries a strong magnetic field
of intensity B0, oriented perpendicular to the shock direction of propagation and al-
ternating with wavelength λ .8 Although the magnetic field strength in the wind is
always B0, the wavelength-averaged field 〈Bφ 〉λ can vary from zero up to B0, de-
pending on the relative widths of the regions of positive and negative field (see the
sketch in Fig. 1.8). In pulsar winds, one expects 〈Bφ 〉λ = 0 only in the equatorial
plane (where the stripes are symmetric), whereas |〈Bφ 〉λ |/B0→ 1 at high latitudes.
As a proxy for latitude, we choose α = 2〈Bφ 〉λ/(B0 + |〈Bφ 〉λ |), which varies be-
tween zero and unity.
At the termination shock, the compression of the flow forces the annihilation of
nearby field lines, a process known as driven magnetic reconnection (Lyubarsky,
2003; Sironi and Spitkovsky, 2011a, 2012). As shown in Fig. 1.9, magnetic recon-
nection erases the striped structure of the flow (panel (a)), and transfers most of the
energy stored in the magnetic fields (panel (d)) to the particles, whose distribution
becomes much hotter behind the shock (see panel (f), for x . 1000c/ωp). As a re-
sult of field dissipation, the average particle energy increases by a factor of σ across
the shock, regardless of the stripe width λ or the wind magnetization σ (as long
as α . 0.1). The reconnection process manifests itself as characteristic islands in
8 The wavelength λ of the striped wind equals cP, where P is the pulsar period.
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Fig. 1.9 2D PIC simulation of a relativistic shock propagating in a striped flow with magnetization
σ = 10, α = 0.1 and stripe wavelength λ = 640c/ωp, where c/ωp is the so-called plasma skin
depth, from Sironi and Spitkovsky (2011a). The shock is located at x∼ 950c/ωpe (vertical dotted
red line), and the incoming flow moves from right to left. At the shock, the striped structure of the
magnetic field is erased (panel (a)), the flow compresses (density in panel (b)), and the field energy
(panel (d)) is transferred to the particles (phase space in panel (f)). The micro-physics of magnetic
reconnection is revealed by the islands seen in the 2D plots of density and magnetic energy (panels
(c) and (e), respectively) in a region around the shock. As a result of magnetic reconnection, the
post-shock particle spectrum (red line in panel (g)) is much broader than a thermal distribution
(dotted line), and it approaches a power-law tail with hard slope p' 1.5 (dashed line).
density (panel (c)) and magnetic energy (panel (e)), separated by X-points where
the magnetic field lines tear and reconnect.
The incoming particles are accelerated by the reconnection electric field at the X-
points and, in the post-shock spectrum, they populate a broad distribution (red line in
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panel (g)), extending to much higher energies than expected in thermal equilibrium
(dotted line). For the parameters studied in Fig. 1.9, the slope of the non-thermal
tail is p ' 1.5 (dashed line in panel (g)), harder than what the Fermi process nor-
mally gives in relativistic shocks.9 While efficient field dissipation (and so, efficient
transfer of field energy to the particles) occurs irrespective of the wind properties
(if α . 0.1), the width of the downstream particle spectrum is sensitive to the stripe
wavelength and the wind magnetization through the combination λ/rL,hot , namely
the stripe wavelength measured in units of the post-shock particle Larmor radius
(i.e., after dissipation has taken place, and the mean particle energy has increased
by a factor of σ ). A Maxwellian-like spectrum is obtained for λ/rL,hot . a few tens,
whereas in the limit λ/rL,hot  1 the spectrum approaches a broad power-law tail
of index 1 < p < 2, extending from γmin ' γ0 up to γmax ' γ0σ1/(2−p).
The particles are accelerated primarily by the reconnection electric field at the X-
points, rather than by bouncing back and forth across the shock, as in the standard
Fermi mechanism. Quite surprisingly, the Fermi process can still operate along the
equatorial plane of the wind, where the stripes are quasi-symmetric (α . 0.01).
Here, the highest energy particles accelerated by the reconnection electric field can
escape ahead of the shock, and be injected into a Fermi-like acceleration cycle. In
the post-shock spectrum, they populate a power-law tail with slope p ' 2.5, that
extends beyond the hard component produced by reconnection.
At higher latitudes, the presence of a non-negligible stripe-averaged field 〈Bφ 〉λ
inhibits the Fermi process, in analogy to the case of perpendicular magnetized
shocks (with uniform fields) discussed at the beginning of this section. The effi-
ciency of particle acceleration via shock-driven reconnection is also affected, as we
show in Fig. 1.10. For α . 0.1 (i.e., relatively close to the equatorial plane), the
field is efficiently dissipated, and the shape of the spectrum is nearly independent
of latitude. For α & 0.3, the post-shock particle spectrum consists of two compo-
nents. The low-energy peak comes from cold plasma with mean Lorentz factor∼ γ0,
whereas the high-energy part is populated by hot particles that gained energy from
field dissipation, so that their mean Lorentz factor is now ∼ γ0σ . As α increases,
the fraction of upstream Poynting flux available for dissipation decreases, which ex-
plains why the high-energy component in the spectra of Fig. 1.10 gets de-populated,
at the expense of the low-energy part. The limit |α|→ 1 (yellow curve for α = 0.95)
approaches the result expected for an unstriped wind (purple line).
Based on these findings, one could interpret the optical and X-ray signatures of
the Crab, which require a particle spectrum with p ' 2.5, as synchrotron emission
from the particles that are Fermi-accelerated close to the equatorial plane of the
wind. In addition, the spectral index required for the radio spectrum of the Crab (p'
1.5) could naturally result from the broad hard component of particles accelerated
by shock-driven reconnection. However, the particle spectrum in the simulations
approaches the hard tail required by the observations only when the combination
λ/rL,hot exceeds a few tens (for smaller values, the spectrum is a narrow thermal-
9 Hard particle spectra are found to be a generic by-product of magnetic reconnection in the rel-
ativistic regime appropriate for pulsar winds (e.g., Sironi and Spitkovsky, 2014; Guo et al., 2014;
Melzani et al., 2014; Werner et al., 2016; Sironi et al., 2015b, 2016).
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Fig. 1.10 Downstream particle spectrum at ωpt = 3000 for different values of the stripe-averaged
field 〈Bφ 〉λ (or equivalently, of the parameter α), in a flow with λ = 320c/ωp and σ = 10, from
Sironi and Spitkovsky (2011a). The limit of an unstriped wind is shown for reference as a purple
line. The black line in the subpanel shows the average downstream Lorentz factor as a function of
α (with α = 1.0 referring to the unstriped wind).
like distribution). At the termination shock of the pulsar wind (R = RT S) we have
λ
rL,hot
' 4piκ RLC
RT S
, (1.27)
where RLC = c/Ω is the light cylinder radius (Ω = 2pi/P is the pulsar rotational
frequency), and κ is the so-called multiplicity in the wind (i.e., the ratio of the
actual density to the Goldreich-Julian density, Goldreich and Julian (1969)). For the
Crab, RT S ' 5× 108RLC (Hester et al., 2002) and most available models estimate
κ ' 104−106 (Bucciantini et al., 2011). Based on our findings, the resulting value
of λ/(rLσ). 0.01 would yield a Maxwellian-like spectrum, at odds with the wide
flat spectrum required by observations. If radio-emitting electrons are accelerated at
the termination shock of pulsar winds via magnetic reconnection, a revision of the
existing theories of pulsar magnetospheres is required.
1.3.2 The flaring emission
In recent years, the Fermi and AGILE satellites have detected a number of hours-
to week-long flares at GeV energies, which surprisingly falsify the widely-believed
“standard candle” nature of the high-energy Crab emission. During these events the
Crab nebula gamma-ray flux above 100 MeV exceeded its average value by a factor
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of several or higher (Tavani et al., 2011; Abdo et al., 2011; Buehler et al., 2012),
while at other wavelengths nothing unusual was observed (Weisskopf et al., 2013).
The observed gamma-ray flares happen with a cadence of∼ 1year (e.g., Buehler and
Blandford, 2014) and there are no associated pulsar timing glitches. Variability on
timescales as short as a few hours has been reported. The peak isotropic luminosity
is roughly 1036 ergs/s and the energy radiated is ∼ 1041 ergs. The flares and secular
observations (Wilson-Hodge et al., 2011) demonstrate that the energy conversion is
intermittent and that the mechanism can be locally cataclysmic.
The flare properties suggest that an extreme accelerator is at work. The typi-
cal decay time of the flaring episodes, which is attributed to synchrotron cooling,
together with the ∼ GeV peak frequency, allows to solve simultaneously for the
magnetic field strength ∼ 5 mG (as compared to the nebula-averaged ∼ 200µG)
and for the extreme energy of the emitting particles∼ PeV. From the∼ 10-hour rise
time of the flares, one can estimate the size ∼ 1015 cm of the emission region. In
order to accelerate up to PeV energies within this length, the accelerating electric
field needs to be comparable to the inferred magnetic field (i.e., E ∼ B).
Fermi acceleration at the termination shock of the Crab nebula fails to explain the
observed GeV flares (Sironi et al., 2013). In contrast, the requirement that E ∼ B is
naturally satisfied in reconnection layers, in the relativistic regime where the mag-
netic energy per particle exceeds its rest mass, or equivalently where the magne-
tization σ = B20/4piρ0c
2  1. The reconnection scenario would work best in the
most magnetized regions of the nebula, i.e., near the poles and possibly in the jets
(Cerutti et al., 2012; Lyubarsky, 2012; Komissarov, 2013; Mignone et al., 2013).
Unfortunately, current gamma-ray telescopes do not have the angular resolution to
pin down the precise location of the flares within the Nebula. Below, we discuss
how PIC simulations help unveiling the role of magnetic reconnection in the Crab
Nebula, as the underlying particle accelerator that powers the GeV flares.
1.3.2.1 Plane-parallel reconnection
In the simplest geometry of magnetic reconnection, the field lines are parallel to
a pre-existing current sheet, with opposite polarity on the two sides of the current
sheet. We shall call this setup as “plane-parallel reconnection” (see Kagan et al.,
2015, for a review). Using 2D and 3D PIC simulations, it has been recently shown
that most of the features of the Crab flares can be explained with relativistic plane-
parallel reconnection (timescale, energetics, particle and photon spectra). The key
arguments in favor of reconnection for the Crab flares are:
• The flare spectrum requires an electron power-law population with hard slope
p = −d logN/d logγ . 2, which is not attainable in shocks, but it naturally re-
sults from relativistic reconnection (Sironi and Spitkovsky, 2014; Guo et al.,
2014; Melzani et al., 2014; Werner et al., 2016; Sironi et al., 2015b, 2016). As
shown in Fig. 1.11, the power-law slope depends on the flow magnetization, be-
ing harder for higher σ (p ∼ 1.5 for σ = 50, compare solid and dotted green
lines). The slope is steeper for lower magnetizations (p ∼ 4 for σ = 1, solid
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Fig. 1.11 Dependence of the spectrum on the magnetization, as indicated in the legend, from Sironi
and Spitkovsky (2014). The dotted lines refer to power-law slopes of −4, −3, −2 and −1.5 (from
black to green).
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Fig. 1.12 Isotropically-averaged particle spectrum (γdN/dγ , left panel) and synchrotron radiation
energy distribution (νFν , right panel) in a 2D (solid line) and 3D (dashed line) PIC simulations of
relativistic reconnection, including the effect of the radiation reaction force on the particles. The
vertical dotted lines show the radiation-reaction limited energy of a particle if E = B0 (γ = γrad,
left), and the corresponding maximum synchrotron photon energy (ε = 160 MeV independent of
E and B0, right). Figure adapted from Cerutti et al. (2014a).
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and dotted black lines), approaching the result of non-relativistic reconnection,
yielding poor acceleration efficiencies (Drake et al., 2010).
• The ∼GeV peak energy of the flares is well above the classical synchrotron
“burnoff” limit of ∼ 236η MeV (as measured in the fluid rest frame), which
is obtained by balancing acceleration due to an electric field E = η B with syn-
chrotron cooling losses; unlike in shocks, where η < 1, in the reconnection layer
one finds η > 1, thus boosting the synchrotron limit to the observed ∼ GeV
peak. In a reconnection scenario, this requires the accelerating particles to stay
confined within the reconnection layer, where η > 1. Uzdensky et al. (2011)
showed analytically that as the particle energy increases, the trajectory gets more
and more focused along the electric field, with vanishing cooling losses. This
has now been confirmed with PIC simulations (Cerutti et al., 2013, 2014b). In
particular, these studies demonstrated that reconnection can accelerate particles
above the synchrotron radiation burn-off limit (Guilbert et al., 1983; de Jager
et al., 1996) deep inside the reconnection layer where the electric field overcome
the magnetic field (see Fig. 1.12). This result is crucial because it can explain the
emission of > 100 MeV synchrotron radiation emitted during every Crab flare,
which would be impossible to achieve in ideal MHD.
• The short rise time (∼ 10 hours) of the flaring episodes can naturally result from
the inhomogeneity of the reconnection layer, which is fragmented into a chain of
magnetic islands, or plasmoids, as shown in Fig. 1.13 (in 3D, these plasmoids ap-
pear as elongated magnetic flux ropes). The plasmoids are overdense (Fig. 1.13a),
filled with energetic particles and confined by strong fields. The plasma flows
into the reconnection layer at vrec ' 0.15c for σ = 10 (Fig. 1.13b). The inflow
speed is nearly independent of σ for larger magnetizations (Sironi et al., 2016),
in agreement with analytical models (Lyubarsky, 2005). After entering the sheet,
the flow is advected out by the tension force of the reconnected field. The motion
in the reconnection exhausts is ultra-relativistic (Fig. 1.13c), approaching a bulk
four-velocityΓ vout∼
√
σ c, in agreement with the theory (Lyubarsky, 2005). The
relativistic bulk motion of the plasmoids in the reconnection layer plays a critical
role in enhancing — via Doppler boosting — their emission signatures.
Aside from bulk Doppler beaming, an energy-dependent “kinetic” beaming has
also been proposed to explain the extreme time variability of the Crab flares
(Cerutti et al., 2013, 2014b). In particular, while low-energy particles are nearly
isotropic, at high energies (γ & σ ) the particles exhibit clear sign of anisotropy
with two beams pointing roughly towards the ±x-directions, i.e., along the re-
connection exhausts. Hence, the beams are not necessarily pointing along the
direction z of the reconnection electric field because the tension of the recon-
nected field lines pushes the particles away from the X-points in the form of a
reconnection outflow towards the magnetic islands. Nonetheless, the direction
of the beam of energetic particles is not static: it wiggles rapidly within the xz-
plane, which results in rapid flares of energetic radiation when the beam crosses
the line of sight of a distant observer. Since in the Crab the particles emitting
> 100 MeV synchrotron radiation should be accelerated and radiating over a sub-
Larmor timescale, one expects that the highest energy radiation should keep the
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Fig. 1.13 The reconnection layer, from a 2D simulation with σ = 10, from Sironi et al. (2016).
We present (a) particle density, in units of the number density far from the sheet, with overplotted
magnetic field lines; (b) inflow velocity; and (c) outflow four-velocity, in units of the speed of light.
The plasma enters the reconnection layer with vrec ∼ 0.15c. The reconnection layer fragments into
a series of magnetic islands (or plasmoids), moving away from the center of the current sheet at
ultra-relativistic speeds.
imprint of the particle anisotropy (regardless of the acceleration process), while
the low-energy radiation should be more isotropic (Cerutti et al., 2013, 2014b).
1.3.2.2 Explosive reconnection
Despite its successes, plane-parallel reconnection does not seem to be fast enough
to explain the short rise time of the Crab flares. In particular, recent PIC studies
of relativistic reconnection have demonstrated that the reconnection rate (inflow
velocity) in 3D simulations of plane-parallel reconnection is significantly lower than
in 2D. For a reference magnetization σ = 10 the reconnection rate in 2D is vrec/c∼
0.1, whereas in 3D it is only vrec/c∼ 0.02 (Sironi and Spitkovsky, 2014). The slower
reconnection rate leads to a weaker accelerating electric field. Moreover, for a given
flare duration it translates into a smaller utilised magnetic energy.
To overcome this difficulty, it has recently been proposed that the Crab flares
might result from explosive reconnection episodes (a process that has been called
“magnetoluminescence” by Blandford et al. (2017), for the rapid conversion of mag-
netic energy into high-energy particles and then into radiation), accompanying the
relaxation of force-free equilibria on dynamical timescales (i.e., corresponding to
an effective reconnection rate of vrec/c∼ 1). In particular, Nalewajko et al. (2016);
Lyutikov et al. (2016); Yuan et al. (2016) have carried out PIC simulations of the
relaxation of force-free equilibria in application to the Crab flares.
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As a representative case, we consider the configuration of two Lundquist’s force-
free cylinders surrounded by uniform magnetic field (Lyutikov et al., 2016),
BL(r ≤ rj) ∝ J1(rα0)eφ + J0(rα0)ez , (1.28)
Here, J0, J1 are Bessel functions of zeroth and first order and the constant α0 '
3.8317 is the first root of J0. This solution is terminated at the first zero of J1, which
we denote as r j and hence continued with Bz = Bz(r j) and Bφ = 0 for r > r j. Since
the total current of the flux tube is zero, the azimuthal field vanishes at the boundary
of the rope, and so the evolution is initially very slow (i.e., the initial configuration
is dynamically stable). To speed things up, the ropes are pushed towards each other.
In Fig. 1.14, we present the 2D pattern of the out-of-plane field Bz (left column)
and of the in-plane magnetic energy fraction εB,in = (B2x +B2y)/8pinmc2 (right col-
umn; with superimposed magnetic field lines), from a PIC simulation with σin = 43
(only defined with the in-plane fields) and rj = 61rL,hot (where rL,hot is the Larmor
radius of particles heated by reconnection). As the two magnetic ropes slowly ap-
proach, driven by the initial velocity push, reconnection is triggered in the plane
x = 0, as indicated by the formation and subsequent ejection of small-scale plas-
moids. As a result of reconnection, an increasing number of field lines, that initially
closed around one of the ropes, are now engulfing both magnetic islands. Their
tension force causes the two ropes to approach and merge on a quick (dynamical)
timescale, starting at ct/rj ∼ 4.5 and ending at ct/rj ∼ 7.5 (see that the distance of
the rightmost island from the center rapidly decreases, as indicated by the black line
in the middle panel of Fig. 1.15). The tension force drives the particles in the flux
ropes toward the center, with a fast reconnection speed peaking at vrec/c∼ 0.3 (red
line in the middle panel of Fig. 1.15).10 The reconnection layer at x = 0 stretches up
to a length of∼ 2rj, and secondary plasmoids are formed. In this phase of evolution,
the fraction of initial energy released to the particles is small (εkin/εtot(0)∼ 0.1, top
panel in Fig. 1.15), but the particles advected into the central X-point experience
a dramatic episode of acceleration. As shown in the bottom panel of Fig. 1.15, the
cutoff Lorentz factor γmax of the particle spectrum presents a dramatic evolution,
increasing up to γmax/γth ∼ 103 within a couple of dynamical times (here, γth is the
initial “thermal” Lorentz factor).
This phase of extremely fast particle acceleration on a dynamical timescale is
analogous to the relaxation of unstable “ABC” force-free structures discussed by
Nalewajko et al. (2016); Lyutikov et al. (2016), and it constitutes the most promis-
ing scenario to explain the Crab flares. The particle acceleration efficiency and the
hardness of the power-law slope depend on the mean magnetization of the config-
uration, in a similar fashion as in plane-parallel reconnection scenarios. The parti-
cle spectrum gets harder as the mean magnetization increases (Fig. 1.16); both the
non-thermal particle fraction and the maximum particle energy increase with the
magnetization (Lyutikov et al., 2016; Nalewajko et al., 2016).
10 The reconnection rate is measured to be in the range vrec/c ∼ 0.2− 0.5, which increases with
the magnetization and saturates at around 0.5 at high magnetization limit (Lyutikov et al., 2016).
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Fig. 1.14 Temporal evolution of 2D Lundquist ropes (time is measured in c/rj and indicated in
the grey box of each panel, increasing from top to bottom), from Lyutikov et al. (2016). The plot
presents the 2D pattern of the out-of-plane field Bz (left column) and of the in-plane magnetic
energy fraction εB,in = (B2x +B2y)/8pinmc2 (right column; with superimposed magnetic field lines),
from a PIC simulation with σin = 43 and rj = 61rL,hot.
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Fig. 1.15 Temporal evolution of various quantities, from a 2D PIC simulation of Lundquist ropes
with σin = 43 and rj = 61rL,hot (the same as in Fig. 1.14), from Lyutikov et al. (2016). Top panel:
fraction of energy in magnetic fields (solid blue), in-plane magnetic fields (dashed blue), electric
fields (green) and particles (red; excluding the rest mass energy), in units of the total initial energy.
Middle panel: reconnection rate vrec/c (red), and location xc of the core of the rightmost flux rope
(black), in units of rj. Bottom panel: evolution of the maximum Lorentz factor γmax.
Since the highest energy particles are first accelerated in the current layers by
the parallel electric field, they do not radiate much when they are inside the sheet,
because the curvature of their trajectory is small. Most of the radiation is produced
when particles are ejected from the current layers — their trajectories start to bend
significantly in the ambient magnetic field (Yuan et al., 2016). Such a separation
of acceleration site and radiative loss site facilitates acceleration beyond the syn-
chrotron radiation reaction limit, as required by the Crab flares. Fast variability
of the observed photon flux can be produced when compact plasmoids that con-
tain high-energy particles are ejected from the ends of the current layers and get
destroyed. These give beamed radiation. An observer sees high intensity radiation
when the beam happens to be aligned with the line of sight. Such peaks in emission
are accompanied by an increase in the polarization degree and rapid change of polar-
ization angle in the high-energy band (Yuan et al., 2016). The variability timescale
is determined by the spatial extent of the emitting structure, e.g. the plasmoids, thus
can be much shorter than the light crossing time of the region that collapses.
1 Particle Acceleration in Pulsar Wind Nebulae: PIC modelling 27
Fig. 1.16 Particle spectrum for a suite of PIC simulations of Lundquist ropes, from Lyutikov et al.
(2016). We fix rj/rL,hot = 61 and we vary the magnetization σin from 3 to 170 (from blue to
red, as indicated by the legend). The main plot shows γdN/dγ to emphasize the particle content,
whereas the inset presents γ2dN/dγ to highlight the energy census. The dotted black line is a
power law γdN/dγ ∝ γ−1, corresponding to equal energy content per decade (which would result
in a flat distribution in the insets). The spectral hardness is strongly dependent on σin, with higher
magnetizations giving harder spectra.
1.4 Conclusions
In this chapter, we have discussed the role of PIC simulations in unveiling the origin
of the emitting particles in PWNe. After describing the basics of the PIC technique,
we have summarized its implications for the quiescent and flaring emission of the
Crab Nebula, as a prototype of PWNe. A consensus seems to be emerging that,
in addition to the standard scenario of particle acceleration via the Fermi process
at the termination shock of the pulsar wind, magnetic reconnection in the wind, at
the termination shock and in the nebula plays a major role in powering the multi-
wavelength emission signatures of PWNe.
Acknowledgements LS acknowledges support from DoE de-sc0016542 and NASA Fermi NNX16AR75G.
BC acknowledges support from CNES and Labex OSUG@2020 (ANR10 LABX56).
References
A.A. Abdo, M. Ackermann, M. Ajello, A. Allafort, L. Baldini, J. Ballet, G. Barbiellini, D. Bastieri,
K. Bechtol, R. Bellazzini, B. Berenji, R.D. Blandford, E.D. Bloom, E. Bonamente, A.W. Bor-
gland, A. Bouvier, T.J. Brandt, J. Bregeon, A. Brez, M. Brigida, P. Bruel, R. Buehler, S. Bu-
28 Lorenzo Sironi and Benoıˆt Cerutti
son, G.A. Caliandro, R.A. Cameron, A. Cannon, P.A. Caraveo, J.M. Casandjian, O¨. C¸elik, E.
Charles, A. Chekhtman, C.C. Cheung, J. Chiang, S. Ciprini, R. Claus, J. Cohen-Tanugi, L.
Costamante, S. Cutini, F. D’Ammando, C.D. Dermer, A. de Angelis, A. de Luca, F. de Palma,
S.W. Digel, E. do Couto e Silva, P.S. Drell, A. Drlica-Wagner, R. Dubois, D. Dumora, C.
Favuzzi, S.J. Fegan, E.C. Ferrara, W.B. Focke, P. Fortin, M. Frailis, Y. Fukazawa, S. Funk,
P. Fusco, F. Gargano, D. Gasparrini, N. Gehrels, S. Germani, N. Giglietto, F. Giordano, M.
Giroletti, T. Glanzman, G. Godfrey, I.A. Grenier, M.-H. Grondin, J.E. Grove, S. Guiriec, D.
Hadasch, Y. Hanabata, A.K. Harding, K. Hayashi, M. Hayashida, E. Hays, D. Horan, R. Itoh,
G. Jo´hannesson, A.S. Johnson, T.J. Johnson, D. Khangulyan, T. Kamae, H. Katagiri, J. Kataoka,
M. Kerr, J. Kno¨dlseder, M. Kuss, J. Lande, L. Latronico, S.-H. Lee, M. Lemoine-Goumard, F.
Longo, F. Loparco, P. Lubrano, G.M. Madejski, A. Makeev, M. Marelli, M.N. Mazziotta, J.E.
McEnery, P.F. Michelson, W. Mitthumsiri, T. Mizuno, A.A. Moiseev, C. Monte, M.E. Mon-
zani, A. Morselli, I.V. Moskalenko, S. Murgia, T. Nakamori, M. Naumann-Godo, P.L. Nolan,
J.P. Norris, E. Nuss, T. Ohsugi, A. Okumura, N. Omodei, J.F. Ormes, M. Ozaki, D. Paneque, D.
Parent, V. Pelassa, M. Pepe, M. Pesce-Rollins, M. Pierbattista, F. Piron, T.A. Porter, S. Raino`,
R. Rando, P.S. Ray, M. Razzano, A. Reimer, O. Reimer, T. Reposeur, S. Ritz, R.W. Romani,
H.F.-W. Sadrozinski, D. Sanchez, P.M.S. Parkinson, J.D. Scargle, T.L. Schalk, C. Sgro`, E.J.
Siskind, P.D. Smith, G. Spandre, P. Spinelli, M.S. Strickman, D.J. Suson, H. Takahashi, T.
Takahashi, T. Tanaka, J.B. Thayer, D.J. Thompson, L. Tibaldo, D.F. Torres, G. Tosti, A. Tra-
macere, E. Troja, Y. Uchiyama, J. Vandenbroucke, V. Vasileiou, G. Vianello, V. Vitale, P. Wang,
K.S. Wood, Z. Yang, M. Ziegler, Gamma-Ray Flares from the Crab Nebula. Science 331, 739
(2011). doi:10.1126/science.1199705
A. Achterberg, Y.A. Gallant, J.G. Kirk, A.W. Guthmann, Particle acceleration by ultrarela-
tivistic shocks: theory and simulations. Mon. Not. R. Astron. Soc. 328, 393–408 (2001).
doi:10.1046/j.1365-8711.2001.04851.x
E. Amato, J. Arons, Heating and Nonthermal Particle Acceleration in Relativistic, Transverse
Magnetosonic Shock Waves in Proton-Electron-Positron Plasmas. Astrophys. J. 653, 325–338
(2006). doi:10.1086/508050
J. Arons, Pulsar Wind Nebulae as Cosmic Pevatrons: A Current Sheet’s Tale. Space Sci. Rev. 173,
341–367 (2012). doi:10.1007/s11214-012-9885-1
M.A. Belyaev, PICsar: A 2.5D axisymmetric, relativistic, electromagnetic, Particle in
Cell code with a radiation absorbing boundary. New Astronomy 36, 37–49 (2015).
doi:10.1016/j.newast.2014.09.006
J.-P. Berenger, A Perfectly Matched Layer for the Absorption of Electromagnetic Waves. Journal
of Computational Physics 114, 185–200 (1994). doi:10.1006/jcph.1994.1159
J.-P. Berenger, Three-Dimensional Perfectly Matched Layer for the Absorption of Electromagnetic
Waves. Journal of Computational Physics 127, 363–379 (1996). doi:10.1006/jcph.1996.0181
M.F. Bietenholz, N. Kassim, D.A. Frail, R.A. Perley, W.C. Erickson, A.R. Hajian, The Radio
Spectral Index of the Crab Nebula. Astrophys. J. 490, 291 (1997). doi:10.1086/304853
C.K. Birdsall, A.B. Langdon, Plasma Physics via Computer Simulation 1991
R. Blandford, Y. Yuan, M. Hoshino, L. Sironi, Magnetoluminescence. ArXiv e-prints (2017)
N. Bucciantini, J. Arons, E. Amato, Modelling spectral evolution of pulsar wind nebulae inside
supernova remnants. Mon. Not. R. Astron. Soc. 410, 381–398 (2011). doi:10.1111/j.1365-
2966.2010.17449.x
R. Buehler, R. Blandford, The surprising Crab pulsar and its nebula: a review. Reports on Progress
in Physics 77(6), 066901 (2014). doi:10.1088/0034-4885/77/6/066901
R. Buehler, J.D. Scargle, R.D. Blandford, L. Baldini, M.G. Baring, A. Belfiore, E. Charles, J.
Chiang, F. D’Ammando, C.D. Dermer, S. Funk, J.E. Grove, A.K. Harding, E. Hays, M. Kerr,
F. Massaro, M.N. Mazziotta, R.W. Romani, P.M. Saz Parkinson, A.F. Tennant, M.C. Weisskopf,
Gamma-Ray Activity in the Crab Nebula: The Exceptional Flare of 2011 April. Astrophys. J.
749, 26 (2012). doi:10.1088/0004-637X/749/1/26
N.F. Camus, S.S. Komissarov, N. Bucciantini, P.A. Hughes, Observations of ‘wisps’ in magne-
tohydrodynamic simulations of the Crab Nebula. Mon. Not. R. Astron. Soc. 400, 1241–1246
(2009). doi:10.1111/j.1365-2966.2009.15550.x
1 Particle Acceleration in Pulsar Wind Nebulae: PIC modelling 29
B. Cerutti, A.A. Philippov, A. Spitkovsky, Modelling high-energy pulsar light curves from first
principles. MNRAS 457, 2401–2414 (2016). doi:10.1093/mnras/stw124
B. Cerutti, D.A. Uzdensky, M.C. Begelman, Extreme Particle Acceleration in Magnetic Reconnec-
tion Layers: Application to the Gamma-Ray Flares in the Crab Nebula. Astrophys. J. 746, 148
(2012). doi:10.1088/0004-637X/746/2/148
B. Cerutti, G.R. Werner, D.A. Uzdensky, M.C. Begelman, Simulations of Particle Acceleration
beyond the Classical Synchrotron Burnoff Limit in Magnetic Reconnection: An Explanation of
the Crab Flares. Astrophys. J. 770, 147 (2013). doi:10.1088/0004-637X/770/2/147
B. Cerutti, G.R. Werner, D.A. Uzdensky, M.C. Begelman, Gamma-ray flares in the Crab Neb-
ula: A case of relativistic reconnection?a). Physics of Plasmas 21(5), 056501 (2014a).
doi:10.1063/1.4872024
B. Cerutti, G.R. Werner, D.A. Uzdensky, M.C. Begelman, Three-dimensional Relativistic Pair
Plasma Reconnection with Radiative Feedback in the Crab Nebula. Astrophys. J. 782, 104
(2014b). doi:10.1088/0004-637X/782/2/104
B. Cerutti, A. Philippov, K. Parfrey, A. Spitkovsky, Particle acceleration in axisymmetric pulsar
current sheets. MNRAS 448, 606–619 (2015). doi:10.1093/mnras/stv042
A.Y. Chen, A.M. Beloborodov, Electrodynamics of Axisymmetric Pulsar Magnetosphere
with Electron-Positron Discharge: A Numerical Experiment. ApJL 795, 22 (2014).
doi:10.1088/2041-8205/795/1/L22
C.Z. Cheng, G. Knorr, The integration of the Vlasov equation in configuration space. Journal of
Computational Physics 22, 330–351 (1976). doi:10.1016/0021-9991(76)90053-X
O.C. de Jager, A.K. Harding, P.F. Michelson, H.I. Nel, P.L. Nolan, P. Sreekumar, D.J. Thompson,
Gamma-Ray Observations of the Crab Nebula: A Study of the Synchro-Compton Spectrum.
Astrophys. J. 457, 253 (1996). doi:10.1086/176726
L. Del Zanna, E. Amato, N. Bucciantini, Axially symmetric relativistic MHD simulations of Pulsar
Wind Nebulae in Supernova Remnants. On the origin of torus and jet-like features. Astron.
Astrophys. 421, 1063–1073 (2004). doi:10.1051/0004-6361:20035936
J.F. Drake, M. Opher, M. Swisdak, J.N. Chamoun, A Magnetic Reconnection Mechanism for the
Generation of Anomalous Cosmic Rays. Astrophys. J. 709, 963–974 (2010). doi:10.1088/0004-
637X/709/2/963
N.V. Elkina, J. Bu¨chner, A new conservative unsplit method for the solution of the Vlasov equation.
Journal of Computational Physics 213, 862–875 (2006). doi:10.1016/j.jcp.2005.09.023
T.Z. Esirkepov, Exact charge conservation scheme for Particle-in-Cell simulation with an arbitrary
form-factor. Computer Physics Communications 135, 144–153 (2001). doi:10.1016/S0010-
4655(00)00228-9
Y.A. Gallant, M. Hoshino, A.B. Langdon, J. Arons, C.E. Max, Relativistic, perpendicular shocks
in electron-positron plasmas. Astrophys. J. 391, 73–101 (1992). doi:10.1086/171326
P. Goldreich, W.H. Julian, Pulsar Electrodynamics. Astrophys. J. 157, 869 (1969).
doi:10.1086/150119
A. Gruzinov, E. Waxman, Gamma-Ray Burst Afterglow: Polarization and Analytic Light Curves.
Astrophys. J. 511, 852–861 (1999). doi:10.1086/306720
P.W. Guilbert, A.C. Fabian, M.J. Rees, Spectral and variability constraints on compact sources.
Mon. Not. R. Astron. Soc. 205, 593–603 (1983)
F. Guo, H. Li, W. Daughton, Y.-H. Liu, Formation of Hard Power Laws in the Energetic Particle
Spectra Resulting from Relativistic Magnetic Reconnection. Physical Review Letters 113(15),
155005 (2014). doi:10.1103/PhysRevLett.113.155005
T. Haugbølle, Three-dimensional Modeling of Relativistic Collisionless Ion-electron Shocks. As-
trophys. J. Lett. 739, 42 (2011). doi:10.1088/2041-8205/739/2/L42
J.J. Hester, K. Mori, D. Burrows, J.S. Gallagher, J.R. Graham, M. Halverson, A. Kader, F.C.
Michel, P. Scowen, Hubble Space Telescope and Chandra Monitoring of the Crab Synchrotron
Nebula. Astrophys. J. Lett. 577, 49–52 (2002). doi:10.1086/344132
R.W. Hockney, J.W. Eastwood, Computer simulation using particles 1988
30 Lorenzo Sironi and Benoıˆt Cerutti
R. Holland, THREDS - A finite-difference time-domain EMP code in 3D spheri-
cal coordinates. IEEE Transactions on Nuclear Science 30, 4592–4595 (1983).
doi:10.1109/TNS.1983.4333177
M. Hoshino, Wakefield Acceleration by Radiation Pressure in Relativistic Shock Waves. Astro-
phys. J. 672, 940–956 (2008). doi:10.1086/523665
M. Hoshino, J. Arons, Y.A. Gallant, A.B. Langdon, Relativistic magnetosonic shock waves in
synchrotron sources - Shock structure and nonthermal acceleration of positrons. Astrophys. J.
390, 454–479 (1992). doi:10.1086/171296
D. Kagan, L. Sironi, B. Cerutti, D. Giannios, Relativistic Magnetic Reconnection in Pair Plasmas
and Its Astrophysical Applications. Space Sci. Rev. 191, 545–573 (2015). doi:10.1007/s11214-
014-0132-9
C. Kalapotharakos, I. Contopoulos, Three-dimensional numerical simulations of the pulsar magne-
tosphere: preliminary results. A&A 496, 495–502 (2009). doi:10.1051/0004-6361:200810281
U. Keshet, E. Waxman, Energy Spectrum of Particles Accelerated in Relativistic Collisionless
Shocks. Physical Review Letters 94(11), 111102 (2005). doi:10.1103/PhysRevLett.94.111102
J.G. Kirk, O. Skjæraasen, Dissipation in Poynting-Flux-dominated Flows: The σ -Problem of the
Crab Pulsar Wind. Astrophys. J. 591, 366–379 (2003). doi:10.1086/375215
J.G. Kirk, A.W. Guthmann, Y.A. Gallant, A. Achterberg, Particle Acceleration at Ultrarelativistic
Shocks: An Eigenfunction Method. Astrophys. J. 542, 235–242 (2000). doi:10.1086/309533
S.S. Komissarov, Magnetic dissipation in the Crab nebula. Mon. Not. R. Astron. Soc. 428, 2459–
2466 (2013). doi:10.1093/mnras/sts214
S.S. Komissarov, Y.E. Lyubarsky, Synchrotron nebulae created by anisotropic magnetized
pulsar winds. Mon. Not. R. Astron. Soc. 349, 779–792 (2004). doi:10.1111/j.1365-
2966.2004.07597.x
Y. Lyubarsky, J.G. Kirk, Reconnection in a Striped Pulsar Wind. Astrophys. J. 547, 437–448
(2001). doi:10.1086/318354
Y.E. Lyubarsky, The termination shock in a striped pulsar wind. Mon. Not. R. Astron. Soc. 345,
153–160 (2003). doi:10.1046/j.1365-8711.2003.06927.x
Y.E. Lyubarsky, On the relativistic magnetic reconnection. Mon. Not. R. Astron. Soc. 358, 113–
119 (2005). doi:10.1111/j.1365-2966.2005.08767.x
Y.E. Lyubarsky, Highly magnetized region in pulsar wind nebulae and origin of the Crab
gamma-ray flares. Mon. Not. R. Astron. Soc. 427, 1497–1502 (2012). doi:10.1111/j.1365-
2966.2012.22097.x
M. Lyutikov, L. Sironi, S. Komissarov, O. Porth, Particle acceleration in explosive relativistic
reconnection events and Crab Nebula gamma-ray flares. ArXiv e-prints (2016)
B. Marder, A Method for Incorporating Gauss’ Law into Electromagnetic PIC Codes. Journal of
Computational Physics 68, 48–55 (1987). doi:10.1016/0021-9991(87)90043-X
S.F. Martins, R.A. Fonseca, L.O. Silva, W.B. Mori, Ion Dynamics and Acceleration in Relativistic
Shocks. Astrophys. J. Lett. 695, 189–193 (2009). doi:10.1088/0004-637X/695/2/L189
M.V. Medvedev, A. Loeb, Generation of Magnetic Fields in the Relativistic Shock of Gamma-Ray
Burst Sources. Astrophys. J. 526, 697–706 (1999). doi:10.1086/308038
M. Melzani, R. Walder, D. Folini, C. Winisdoerffer, J.M. Favre, The energetics of relativistic mag-
netic reconnection: ion-electron repartition and particle distribution hardness. Astron. Astro-
phys. 570, 112 (2014). doi:10.1051/0004-6361/201424193
A. Mignone, E. Striani, M. Tavani, A. Ferrari, Modelling the kinked jet of the Crab nebula. Mon.
Not. R. Astron. Soc. 436, 1102–1115 (2013). doi:10.1093/mnras/stt1632
K. Mori, D.N. Burrows, J.J. Hester, G.G. Pavlov, S. Shibata, H. Tsunemi, Spatial Variation of the
X-Ray Spectrum of the Crab Nebula. Astrophys. J. 609, 186–193 (2004). doi:10.1086/421011
C.-D. Munz, P. Omnes, R. Schneider, E. Sonnendru¨cker, U. Voß, Divergence Correction Tech-
niques for Maxwell Solvers Based on a Hyperbolic Model. Journal of Computational Physics
161, 484–511 (2000). doi:10.1006/jcph.2000.6507
K. Nalewajko, J. Zrake, Y. Yuan, W.E. East, R.D. Blandford, Kinetic Simulations of the Lowest-
order Unstable Mode of Relativistic Magnetostatic Equilibria. Astrophys. J. 826, 115 (2016).
doi:10.3847/0004-637X/826/2/115
1 Particle Acceleration in Pulsar Wind Nebulae: PIC modelling 31
A.A. Philippov, A. Spitkovsky, B. Cerutti, Ab Initio Pulsar Magnetosphere: Three-dimensional
Particle-in-cell Simulations of Oblique Pulsars. ApJL 801, 19 (2015). doi:10.1088/2041-
8205/801/1/L19
L. Sironi, A. Spitkovsky, Particle Acceleration in Relativistic Magnetized Collisionless Pair
Shocks: Dependence of Shock Acceleration on Magnetic Obliquity. Astrophys. J. 698, 1523–
1549 (2009). doi:10.1088/0004-637X/698/2/1523
L. Sironi, A. Spitkovsky, Acceleration of Particles at the Termination Shock of a Relativistic
Striped Wind. Astrophys. J. 741, 39 (2011a). doi:10.1088/0004-637X/741/1/39
L. Sironi, A. Spitkovsky, Particle Acceleration in Relativistic Magnetized Collisionless Electron-
Ion Shocks. Astrophys. J. 726, 75 (2011b). doi:10.1088/0004-637X/726/2/75
L. Sironi, A. Spitkovsky, Particle-in-cell simulations of shock-driven reconnection in relativistic
striped winds. Computational Science and Discovery 5(1), 014014 (2012). doi:10.1088/1749-
4699/5/1/014014
L. Sironi, A. Spitkovsky, Relativistic Reconnection: An Efficient Source of Non-thermal Particles.
Astrophys. J. Lett. 783, 21 (2014). doi:10.1088/2041-8205/783/1/L21
L. Sironi, D. Giannios, M. Petropoulou, Plasmoids in relativistic reconnection, from birth to
adulthood: first they grow, then they go. Mon. Not. R. Astron. Soc. 462, 48–74 (2016).
doi:10.1093/mnras/stw1620
L. Sironi, U. Keshet, M. Lemoine, Relativistic Shocks: Particle Acceleration and Magnetization.
Space Sci. Rev. 191, 519–544 (2015a). doi:10.1007/s11214-015-0181-8
L. Sironi, M. Petropoulou, D. Giannios, Relativistic jets shine through shocks or magnetic recon-
nection? Mon. Not. R. Astron. Soc. 450, 183–191 (2015b). doi:10.1093/mnras/stv641
L. Sironi, A. Spitkovsky, J. Arons, The Maximum Energy of Accelerated Particles in Relativistic
Collisionless Shocks. Astrophys. J. 771, 54 (2013). doi:10.1088/0004-637X/771/1/54
A. Spitkovsky, On the Structure of Relativistic Collisionless Shocks in Electron-Ion Plasmas. As-
trophys. J. Lett. 673, 39–42 (2008a). doi:10.1086/527374
A. Spitkovsky, Particle Acceleration in Relativistic Collisionless Shocks: Fermi Process at Last?
Astrophys. J. Lett. 682, 5–8 (2008b). doi:10.1086/590248
M. Tavani, A. Bulgarelli, V. Vittorini, A. Pellizzoni, E. Striani, P. Caraveo, M.C. Weisskopf, A.
Tennant, G. Pucella, A. Trois, E. Costa, Y. Evangelista, C. Pittori, F. Verrecchia, E. Del Monte,
R. Campana, M. Pilia, A. De Luca, I. Donnarumma, D. Horns, C. Ferrigno, C.O. Heinke,
M. Trifoglio, F. Gianotti, S. Vercellone, A. Argan, G. Barbiellini, P.W. Cattaneo, A.W. Chen,
T. Contessi, F. D’Ammando, G. DeParis, G. Di Cocco, G. Di Persio, M. Feroci, A. Ferrari,
M. Galli, A. Giuliani, M. Giusti, C. Labanti, I. Lapshov, F. Lazzarotto, P. Lipari, F. Longo,
F. Fuschino, M. Marisaldi, S. Mereghetti, E. Morelli, E. Moretti, A. Morselli, L. Pacciani, F.
Perotti, G. Piano, P. Picozza, M. Prest, M. Rapisarda, A. Rappoldi, A. Rubini, S. Sabatini, P.
Soffitta, E. Vallazza, A. Zambra, D. Zanello, F. Lucarelli, P. Santolamazza, P. Giommi, L. Sa-
lotti, G.F. Bignami, Discovery of Powerful Gamma-Ray Flares from the Crab Nebula. Science
331, 736 (2011). doi:10.1126/science.1200083
A.N. Timokhin, J. Arons, Current flow and pair creation at low altitude in rotation-powered
pulsars’ force-free magnetospheres: space charge limited flow. MNRAS 429, 20–54 (2013).
doi:10.1093/mnras/sts298
D.A. Uzdensky, B. Cerutti, M.C. Begelman, Reconnection-powered Linear Accelerator and
Gamma-Ray Flares in the Crab Nebula. Astrophys. J. Lett. 737, 40 (2011). doi:10.1088/2041-
8205/737/2/L40
J.-L. Vay, Simulation of beams or plasmas crossing at relativistic velocity. Physics of Plasmas
15(5), 056701 (2008). doi:10.1063/1.2837054
J. Villasenor, O. Buneman, Rigorous charge conservation for local electromagnetic field solvers.
Computer Physics Communications 69, 306–316 (1992). doi:10.1016/0010-4655(92)90169-Y
E.S. Weibel, Spontaneously Growing Transverse Waves in a Plasma Due to an Anisotropic Velocity
Distribution. Physical Review Letters 2, 83–84 (1959). doi:10.1103/PhysRevLett.2.83
M.C. Weisskopf, A.F. Tennant, J. Arons, R. Blandford, R. Buehler, P. Caraveo, C.C. Cheung, E.
Costa, A. de Luca, C. Ferrigno, H. Fu, S. Funk, M. Habermehl, D. Horns, J.D. Linford, A.
Lobanov, C. Max, R. Mignani, S.L. O’Dell, R.W. Romani, E. Striani, M. Tavani, G.B. Taylor,
32 Lorenzo Sironi and Benoıˆt Cerutti
Y. Uchiyama, Y. Yuan, Chandra, Keck, and VLA Observations of the Crab Nebula during the
2011-April Gamma-Ray Flare. Astrophys. J. 765, 56 (2013). doi:10.1088/0004-637X/765/1/56
G.R. Werner, D.A. Uzdensky, B. Cerutti, K. Nalewajko, M.C. Begelman, The Extent of Power-law
Energy Spectra in Collisionless Relativistic Magnetic Reconnection in Pair Plasmas. Astro-
phys. J. Lett. 816, 8 (2016). doi:10.3847/2041-8205/816/1/L8
C.A. Wilson-Hodge, M.L. Cherry, G.L. Case, W.H. Baumgartner, E. Beklen, P. Narayana Bhat,
M.S. Briggs, A. Camero-Arranz, V. Chaplin, V. Connaughton, M.H. Finger, N. Gehrels, J.
Greiner, K. Jahoda, P. Jenke, R.M. Kippen, C. Kouveliotou, H.A. Krimm, E. Kuulkers, N.
Lund, C.A. Meegan, L. Natalucci, W.S. Paciesas, R. Preece, J.C. Rodi, N. Shaposhnikov, G.K.
Skinner, D. Swartz, A. von Kienlin, R. Diehl, X.-L. Zhang, When a Standard Candle Flickers.
Astrophys. J. Lett. 727, 40 (2011). doi:10.1088/2041-8205/727/2/L40
K. Yee, Numerical solution of inital boundary value problems involving maxwell’s equations
in isotropic media. IEEE Transactions on Antennas and Propagation 14, 302–307 (1966).
doi:10.1109/TAP.1966.1138693
Y. Yuan, K. Nalewajko, J. Zrake, W.E. East, R.D. Blandford, Kinetic Study of Radiation-reaction-
limited Particle Acceleration During the Relaxation of Unstable Force-free Equilibria. Astro-
phys. J. 828, 92 (2016). doi:10.3847/0004-637X/828/2/92
