Abstract-In this paper, a theoretical problem arising in digital communications, namely the generalized signal richness preservation problem, is addressed and studied. In order to solve the problem, a special class of square matrices, namely the "Vandermonde-form preserving" (VFP) matrices, is introduced and found to be highly relevant to the problem. Several properties of VFP matrices are studied in detail. The necessary and sufficient conditions of the problem have been found and a systematic proof is also presented. 
I. INTRODUCTION
In digital communications, blind channel identification has been studied in the literature for a considerable period [11] - [14] . Many blind identification methods assume a special kind of redundancy in the input signal that facilitates blind identification. In particular, a method using linear redundant precoders with zero padding (ZP), proposed by Scaglione et al. [1] , assumes the input signal to be rich. That is, for a sequence of M × 1 vectors s(n), n ≥ 0, there exists a finite integer J such that the M × J matrix
s(0) s(1) · · · s(J − 1)
has full rank. Now, in some applications, the input signals are usually preconditioned by a linear transformation before being sent to the channel [9] . We are thus interested in whether the signal richness property is preserved after the linear transform. A theoretical treatment of the richness preservation problem has been presented in [10] .
More recently, Manton et al. proposed another blind identification algorithm for transmitters using ZP that imposes less stringent conditions on input signals [2] , [3] , requiring only the coprimality property. A generalized algorithm has been proposed in [5] of which both blind identification methods mentioned above are special cases. The algorithm requires a generalized definition on signal richness with a parameter Q. When Q = 1, it reduces to the conventional definition of richness. When Q = M − 1, it becomes equivalent to the coprimality property stated in [3] .
In this paper, we will focus on the theoretical issues of the generalized signal richness preservation problem and find out the necessary and sufficient conditions for linear precoders to preserve generalized signal richness. The rest of the paper is organized as follows. In Section II we give a definition of generalized signal richness and briefly describe several important properties thereof. The problem of preserving generalized signal richness will also be addressed. In Section III, the class of Vandermonde-form preserving (VFP) matrices will be introduced and several properties of VFP matrices will be studied in detail. In Section IV, the necessary and sufficient conditions for linear precoders to preserve generalized richness will be presented. Finally, Section V gives the conclusion and possible future directions. A journal version of this paper is under review [6] .
A. Notations
Boldfaced lower case letters represent column vectors. Boldfaced upper case letters are reserved for matrices. Superscript T as in A T denotes the transpose operation of a matrix or a vector.
[v] i denotes the ith element of vector v, and [A] ij denotes the entry at the ith row and the jth column of matrix A. All the vectors and matrices in this paper are complexvalued.
II. GENERALIZED SIGNAL RICHNESS AND PROBLEM FORMULATION

A. Definition of Generalized Signal Richness
Definition 1: A sequence of M × 1 vectors s(n), n ≥ 0, is said to be rich if there exists a finite integer J such that the M × J matrix
The definition of the generalized signal richness for an M × 1 signal will be given in Definition 3 as follows. We first build up the definition of a notation s Q (n), representing a shifted and repeated version of s(n), using the following examples. and s(n) = 0 for n ≥ 3. Then s 2 (n) can be expressed as The formal definition of s Q (n) is given as follows.
Definition 2: Given a positive integer Q and a sequence of
The definition of generalized signal richness is given as follows.
Note that when Q = 1, Definition 3 reduces to the conventional signal richness given in Definition 1. For the example given in Example 2, we can verify that s(n) is (1/2)-rich and (1/3)-rich but not 1-rich.
An alternative definition of (1/Q)-richness can be given immediately by using the following theorem.
Proof: See [6] .
B. Basic Properties of (1/Q)-richness
Several basic properties of (1/Q)-richness are reviewed below, whose proofs have been presented in previous papers [5] , [6] .
Proof: See [5] .
Lemma 1 states a basic property of generalized signal richness: the smaller the value of Q is, the "stronger" the condition of (1/Q)-richness is. We can thus define a measure of generalized signal richness, namely the degree of non-richness for a given M × 1 sequence s(n) as follows.
Definition 4:
Given an M × 1 sequence s(n), n ≥ 0, the degree of non-richness of s(n) is defined as:
If s(n) is not (1/Q)-rich for any Q, then Q min = ∞. With Lemma 2, we can see that for an M × 1 sequence s(n), (1/(M −1))-richness is the weakest form of generalized richness. Given a M × 1 vector sequence s(n), the degree of non-richness can only be one of values 1, 2, ..., M − 1, or ∞.
An M × 1 sequence s(n) has an infinite degree of nonrichness if and only if there exists an (M + Q − 1)-element row vector v T such that v T s Q (n) = 0 for any Q. This is true in particular when an M -element row vector in the form
is an annihilator of s(n) (i.e., w T s(n) = 0). In this case we can show that
is an annihilator of s Q (n). In another situation, if an Melement row vector
is an annihilator of s(n), it can also be readily shown that s(n) has an infinite degree of non-richness. Furthermore, it is shown [5] that if s(n) has an infinite degree of non-richness, there must exist an M -element row vector in a form of either Eq. (2) or Eq. (3) so that it is an annihilator of s(n). We can give a unifying definition to row vectors in forms of Eqs. (2) and (3) as follows.
Definition 5 (Vandermonde Form Vectors): A row vector
The set of all M -vectors in Vandermonde form, denoted as V M , is defined as
Using this definition, the properties of (1/Q)-richness discussed above can be summarized in the following lemma. 2) The degree of non-richness of s(n) is infinity.
3) There exists a Vandermonde form vector v T ∈ V M (with a Vandermonde ratio γ ∈ C {∞}) such that v T s(n) = 0, ∀n ≥ 0.
C. Main Problem
Definition 6: An M × M matrix R is said to be (1/Q)-richness preserving if and only if for any (1/Q)-rich signal s(n), the output u(n) = Rs(n) is also a (1/Q)-rich signal.
The 
III. VANDERMONDE-FORM PRESERVING MATRICES
In this section we introduce a new class of square matrices, namely the Vandermonde-form preserving (VFP) matrices. We will study several important properties of VFP matrices which are useful for solving the main problem described in the previous section. On the contrary, being a VFP matrix is also a necessary condition for R to preserve 1/(M − 1)-richness. In fact, if R is not a VFP matrix, we can always construct a (1/2)-rich signal s(n) such that u(n) = Rs(n) has an infinite degree of non-richness, as shown in the following lemma.
A. Preservation of 1/(M − 1)-richness
Lemma 4:
and R is (1/Q)-richness preserving, then R must be VFP.
Proof: See Appendix. Summarizing these arguments, we obtain the following theorem, which solves the main problem for the case when
Theorem 2: An M × M matrix R preserves 1/(M − 1)-richness if and only if R is VFP.
B. Representation of Vandermonde-form preserving Matrices
Before we proceed to solve the main problem for other Q's, we want to first find out what VFP matrices look like. Obviously the identity matrix I M and any nonzero multiple of it are VFP matrices. A permutation matrix, however, is in general not a VFP matrix, such as the one given in Example 3. So is there any VFP matrix other than a multiple of an identity matrix? The following theorem gives the most general representation of VFP matrices. 
such that
where r k (x) is the polynomial representation of the column vector r k , i.e., r
Proof: See [6] . Theorem 3 essentially gives us a construction method for an M × M VFP matrix using a "seed" 2 × 2 nonsingular matrix R 2 defined in Eq. (4). Note that R 2 is always a VFP matrix as long as it is nonsingular (i.e., ad − bc = 0) since a 1 × 2 nonzero vector is always in the Vandermonde form. Besides, we can see that any M × M VFP matrix R M can be parameterized by a 2×2 Vandermonde-form preserving matrix. Thus the number of freedoms of M × M Vandermonde-form preserving matrices is always a constant for any M > 1. For convenience, we denote
where ad − bc = 0, as the M × M Vandermonde-form preserving matrix generated with polynomials a + cx and
Some more numerical examples are presented below for a better understanding of VFP matrices. Proof: See [6] . Some numerical examples are presented below to demonstrate Theorem 4 and clarify the concept. From the discussions above, we find that a VFP matrix "bilinearly" transforms the Vandermonde ratio of a Vandermonde form vector with the characteristic function f defined in Theorem 4. Note that the function f is a one-to-one and onto function. The inverse function of f can be expressed as
D. Hankel-form Preservation
Another interesting property of VFP matrices is the following.
Theorem 5 (Hankel-form Preservation):
Given an m × n nonzero Hankel matrix H = [h ij ]. Let R 2 be a 2×2 invertible matrix. Let R m = R m (R 2 ) and R n = R n (R 2 ) be m × m and n × n VFP matrices, respectively (the notation R M (·) was defined in Section III-B). Then H = R T m HR n is also a nonzero Hankel matrix.
Proof: See Appendix. Theorem 5 shows another capability of VFP matrices: besides preserving Vandermonde form vectors, they also preserve the property of Hankel matrices if we use two VFP matrices with the same characteristic matrix. An example is shown below.
, and
be a nonzero Hankel matrix. Then
h1 h2 h3 h2 h3 h4
is also a nonzero Hankel matrix.
IV. MAIN THEOREM Now we are ready to solve the problem stated in Section II-C. Using Theorem 5 and Lemma 4, the problem can now be completely answered by the following theorem. Proof: The necessity comes directly from Lemma 4. As for sufficiency, suppose a Vandermonde-form preserving
is not (1/Q)-richness preserving for some Q ≥ 2, where R 2 is a 2 × 2 invertible matrix. Then there exists a (1/Q)-rich signal s(n) such that the output u(n) = R M s(n) is not (1/Q)-rich. Using Theorem 1, there exists a Q×M nonzero Hankel matrix H such that Hu(n) = 0 for all n ≥ 0. This implies HR M s(n) = 0 for all n ≥ 0. Let R Q = R Q (R 2 ). We have R T Q HR M s(n) = 0 for all n ≥ 0. Using Theorem 5, we know that R T Q HR M is also a Hankel matrix. Now using Theorem 1 again, we conclude that s(n) is also not (1/Q)-rich, contradicting the assumption that it is (1/Q)-rich. So a Vandermonde-form preserving matrix must be (1/Q)-richness preserving for Q ≥ 2.
A summary of the answer of the main problem is given as follows. Given an M × M matrix R, then 1) when Q = 1, R preserves (1/Q)-richness if and only if R is nonsingular; 2) when 2 ≤ Q ≤ M − 1, R preserves (1/Q)-richness if and only if R is a VFP matrix.
V. CONCLUDING REMARKS In this paper, we described a mathematical problem that arises in some applications on blind channel identification. We introduced Vandermonde-form preserving (VFP) matrices as a new subclass of invertible matrices which are highly relevant to the problem. Several properties of VFP matrices have been presented clearly and the proof of the answer to the problem has been presented systematically.
In the future, it may be useful to consider the problem in general for a system with memory, in which case the transfer function of the precoder is an M × M polynomial matrix R(z) = N k=0 r(k)z −k . It is also of interest to deal with a rectangular P × M system R(z). Finding other engineering applications of VFP matrices will also be interesting.
