Impurity diffusion in Zr is potentially important for many applications of Zr alloys, and in particular for their use of nuclear reactor cladding. However, significant uncertainty presently exists about which elements are vacancy vs. interstitial diffusers, which can inhibit understanding and prediction of their behavior under different temperature, irradiation, and alloying conditions. Therefore, first-principles calculations based on density functional theory (DFT) have been employed to predict the temperature-dependent dilute impurity diffusion coefficients for 14 substitutional alloying elements in hexagonal closed packed (HCP) Zr. Vacancy-mediated diffusion was modeled with the eight-frequency model. Interstitial contributions to diffusion are estimated from interstitial formation and select migration energies. Formation energies for each impurity in nine high-symmetry interstitial sites were determined, including significant effects of thermal expansion. The dominant diffusion mechanism of each solute in HCP Zr was identified in terms of the calculated vacancy-mediated activation energy, lower and upper bounds of interstitial activation energy, and the formation entropy, suggesting a rough relation with the metallic radii of solutes. It is predicted that Cr, Cu, V, Zn, Mo, W, Au, Ag, Al, Nb, Ta and Ti all diffuse predominantly by an interstitial mechanism, while Hf, Zr, and Sn are likely to be 2 predominantly vacancy-mediated diffusers at low temperature and interstitial diffusers at high temperature, although the identification of mechanisms for these elements at high-temperature is quite uncertain.
Introduction
Zirconium alloys have been widely used as cladding and core structural materials in the nuclear industry due to their combination of excellent neutron economy, good mechanical properties and significant corrosion resistance [1] . Impurity diffusion is a fundamental and important factor for understanding of many phenomena in Zr alloys, such as precipitation, creep and irradiation damage [2] [3] [4] . Essential to the modeling and control of impurity diffusion is to understand the mechanism by which impurity diffusion occurs. It is frequently the case that for pure metals with close packed structures like FCC and HCP, impurity diffusion occurs by a mono-vacancy mechanism. Based on this fact, first-principles methods have been employed to predict the impurity diffusivities in many close-packed hosts, such as Mg, Al, Co, Cu, Ni, Pd and Pt [5] [6] [7] , generally yielding results which are in good agreement with experimental data when available. Nevertheless, the phenomenon of unexpectedly rapid impurity diffusion, generally denoted as fast and ultra-fast impurity diffusion, has been observed experimentally in HCP Zr for some solutes, including Fe, Co, and Ni [8] [9] [10] [11] , with impurity diffusivities being up to nine orders of magnitude faster than the self-diffusivity. Abnormal fast diffusion also occurs in many "open" metals [12] and has been extensively investigated in the literature. The interstitial diffusion mechanism is widely believed to be responsible for most of the observed fast diffusion. Frank and Turnbull first proposed a significant role for interstitial diffusion in what they called the dissociative mechanism [13] , which proposed that solute atoms can be dissolved in not only substitutional but also to some extent interstitial sites, and that the measured diffusivity is therefore composed of contributions from both the vacancy-mediated and interstitial diffusion. In many cases, even a small fraction of interstitial dissolution can produce the observed fast diffusion.
Regarding the diffusion mechanism of impurities in HCP Zr, Tendler and Abriata [14] proposed the size-effect criterion for solutes to favor interstitial diffusion when the ratio of metallic radius for 12-fold coordination [15] of the impurity and solvent atoms in their pure states (rc) is less than 0.85. However, this cutoff value is chosen empirically to separate slower and faster diffusing atoms, and there is no proof that it rigorously separates interstitial and vacancy diffusers. In particular, the solutes near the rc boundary, such as V, Zn, Mo etc. were regarded as vacancy diffusers since their diffusivities are relatively slow in comparison to that for, e.g., Fe and Co. However, this does not assure that these species near boundaries are actually vacancy diffusers as they could be some form of slow interstitial diffusers. Neumann and Tuijn also proposed size as the dominant factor in Pb and HCP Ti, and suggested that size impacts the diffusivity for interstitials mainly through its effects on impurity solubility.
In their model, the common observation that smaller solute diffuse faster is assumed to be specifically due to an increased fraction of solute dissolved in interstitial sites [16] . Perez et al. summarized the solute diffusion in HCP Ti and Zr in terms of the impurities, the diffusion anisotropy, the atomic size effect and the correlation between solubility and diffusivity. As with other authors, Perez et al. suggest that impurity diffusion in HCP Ti and HCP Zr is characterized by fast interstitial diffusion of small atoms and slow substitutional diffusion of large atoms [17] . Beside the uncertainty in the impurity diffusion mechanism in Zr, Hood [12] also pointed out that experimental diffusion data displaying abnormal behaviour in HCP Zr can be ascribed to extrinsic effects, such as grain boundaries, dislocations and impurity-enhanced diffusion. The latter is particularly a concern since Zr materials are notoriously difficult to purify, as they aggressively dissolve Fe and oxygen. The first-principles calculations performed by Pérez and Weissmann [18] verified that the presence of impurity Fe creates a considerable lattice distortion together with an increase in the number of vacancies, and thus leads to an enhancement in the self and substitutional diffusion in HCP Zr.
Given these uncertainties in intrinsic diffusion mechanisms and the possible role of extrinsic factors in the present data, the diffusion mechanism for impurities in HCP Zr, especially those with sizes close to rc, is still an open question that would benefit from additional investigation.
Some insight into what we expect for the behavior of impurities in Zr can be gained by considering recent studies quite similar to the present work of impurities in Ti, another hcp metal in the same column of the periodic [20] based on the calculated defect formation energies and migration energies. Both these studies suggest that smaller solutes are more likely to diffuse by interstitial mechanism, consistent with the Zr case. In particular, they together suggest that Fe, Co, Ni, Cu, Mn and V are interstitial diffusers and Si, Ga, Al, Au, Nb, In, Hf, Zr, Sn and Pb are likely vacancy diffusers, although for some of these vacancy diffusers the mechanism is quite uncertain. The atomic size ratios [15] of these elements relative to Ti are 0.85-0.91 and 0.94-1.16 for the set of interstitial and vacancy-mediated diffusers, respectively, suggesting a crossover from interstitial to vacancy dominated diffusion mechanisms for a size ratio range of 0.91-0.94. Compared to Zr, this value is somewhat higher than that proposed by Tendler and Abriata [14] of 0.85, but similar to the value of 0.92-0.99 we find in this work (see details below).
In the present work, the vacancy-mediated impurity diffusion coefficients of 14 representative solutes near and off the limit of radius ratio of 0.85 (Cr, Cu, V, Zn, Mo, W, Al, Au, Ag, Nb, Ta, Ti, Hf, Sn) in HCP Zr were calculated using the eight-frequency model [21] . We employed the climbing image nudged elastic band method (CI-NEB) [22] [23] to find the minimum energy path of atomic hops. The Vineyard's harmonic transition state theory [24] was utilized to calculate the attempt frequencies for substitutional migrations. To identify the dominant diffusion mechanism of each solute, the formation energies of each solute residing in nine high-symmetry interstitial sites of HCP Zr were also calculated as well as select interstitial migration barriers for the subsequent estimation of the activation energies for interstitial diffusion. By comparing the vacancy-mediated and interstitial activation energies, the dominant diffusion mechanism of each solute in HCP Zr was identified.
Diffusion models
The eight-frequency model developed by Ghate [21] was utilized to calculate the vacancy-mediated impurity diffusivity in the present work. As shown in Fig. 1 other solutes are assumed to be negligible due to the dilute solute concentrations, and they are neglected in this model.
Vacancy concentration
The vacancy formation energy without solute atoms V F E is determined by the energy difference of the perfect structure and that with monovacancy:
where N denotes total atoms in the structure, Va represents a vacancy.
The solute-vacancy binding energy plays an important role in determining the activation energy, which is defined as follow [25] [26] :
where X indicates a substitutional solute atom in the Zr supercell. Note that with this definition a negative binding energy represents a favorable binding between solute and vacancy. The formation energy for a substitutional solute atom in HCP Zr is determined by:
where the EX means the total energy of a solute atom in its ground state crystal structure at room temperature. 
where kB is the Boltzmann constant and T means temperature. The vacancy formation entropy (vibrational) was adopted from previous work [27] S is assumed to be negligible and not calculated in the present work.
Jump frequency
Each jump frequency in the eight-frequency model can be evaluated by the following formula:
where Ei is the migration barrier and i ν expresses the attempt frequency for the jump. 
6)
The approximations of using just two prefactors in applications of Eq. 5, and determining those factors from just the hopping atom vibrations (see Eq. 6), are expected together to lead to errors of less than 10x in overall vacancy-mediated diffusion coefficients, primarily because they capture essential physics and the relatively small overall variability expected in the prefactors. Similar approximations were shown to be quite accurate in previous work [5] . Therefore, these approximations should not impact any of the qualitative conclusions of this paper, but could have a significant impact in the quantitative predictions.
Eight-frequency model
When a solute atom exchanges its position with an adjacent vacancy, it has a significant possibility to jump back to its origin position subsequently. Consequently, the atom does not diffuse as expected for a completely random series of jumps.
Generally, the motions of atoms are not completely independent of previous jumps except for the interstitial diffusion mechanism. The correlation factor f was introduced to measure the non-randomness of the atomic motion process, which depends on both the diffusion mechanism and lattice geometry.
To evaluate the expressions for the correlation factors of solute diffusion in an HCP structure, Ghate [21] 
The correlation factors for jumps used in Ghate's eight-frequency model depend on the jump frequencies and displacements as follows:
where the subscripts represent the directions as used for displacements. Then, the two different diffusion coefficients  D and || D can be evaluated based on the following equations [28] :
where a and c express the lattice parameters of an HCP structure. CV-S represents the concentration of vacancy adjacent to the solute, as defined previously.
We note that recently a more accurate multi-frequency model for hcp impurity substitutional diffusion has been developed by Agarwal and Trinkle [29] [30] . This new model was published after we had completed much of the present work and so is not used in this paper. Comparison between Ghate's model used here for Mg impurity diffusion and the new model show almost identical activation energy values for most metals and even when values differed they were within 0.1 eV. Therefore, we think that the present model is adequate for the conclusions in this work and that a more accurate multi-frequency approach would have no qualitative, and likely only a minor quantitative effect.
Interstitial configurations
To investigate the activation energy for interstitial diffusion, we performed the calculations for each solute atom residing in nine high-symmetry interstitial configurations displayed in 
where X stands for a solute atom and N means the total number of atoms in the perfect structure. Interstitial migration barriers between two adjacent O within the basal plane and along c axis direction were determined by CI-NEB method with three images.
Note that O may not be the most stable interstitial configuration for some solutes.
Computational details
In the present work, the Vienna Ab initio Simulation Package (VASP) code [31] [32] was employed to perform the electronic structure calculations within the framework of the density functional theory. The projector-augmented wave (PAW) method was used to model the electron-ion interaction [33] . The Generalized Gradient Approximation (GGA), as parameterized by Perdew, Burke, and Ernzerhof (PBE) [34] was adopted to describe electron exchange and correlation. All calculations were performed with the spin-polarized approach. The plane wave cutoff energy of 350 eV was chosen for the plane-wave expansion of the electronic wave functions. For the HCP structure, a 4×4×3 supercell containing 96 atoms was chosen for all the bulk and defect calculations. The undefected perfect cell was fully relaxed and then only cell-internal (no lattice parameter or volume) ionic relaxations were performed for all the additional studies. An energy convergence of 10 -5 (10 -2 ) eV/atom was used for all electronic (ionic) relaxation calculations. A Gamma centered mesh of 5×5×5 was used for the electronic integration in the Brillouin zone. The convergence tests for these values can be found in previous work [5] . The high-throughput workflow software MAterials Simulation Toolkit (MAST) [35] developed at University of Wisconsin-Madison based on the pymatgen toolset [36] was utilized to automate the workflows of all the calculations.
Results and discussions
The self-diffusion coefficient of HCP Zr has been widely measured experimentally by many researchers [37] [38] [39] [40] [41] [42] . However, as can be seen in their accuracy. However, the data from Horvath et al. [37] show a strong downward curvature with increasing 1/T, which was proposed to be due to impurity enhancement, as discussed in Ref. [43] . Data from Hood et al. [41] Based on the foregoing calculated energies as well as the attempt frequencies for solute and solvent atoms presented in Table 3 , the vacancy-mediated diffusion coefficients for all 14 solutes in HCP Zr were computed by employing the formulae of the eight-frequency model described previously. The activation energies and pre-exponential factors of each solute element were obtained by fitting the diffusion coefficients in the reciprocal temperature range of 0 to 20. They were collected in Table 4 and compared with available experimental data [39, 41, 42, [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] [65] [66] [67] [68] . The calculated activation energy for the diffusion parallel to c axis is always greater than that perpendicular to c axis, indicating a consistent anisotropy for solute diffusion in HCP Zr. Some care must be taken in making the comparison to experiments so we discuss the different cases in some detail here. The experimental measurements of Sn diffusion in HCP Zr has abnormally small activation energy and pre-exponential factor as described in Ref. [69] , and appear to be outside the range one would expect for solute diffusion with relatively large radius in HCP Zr based on the other values collected in Ref. [69] . We therefore believe the experimental data on Sn is not reason for the largest interstitial site O not being the most stable for some solutes can be ascribed to the chemical interaction proposed in Ref. [20] . The formation energies of vacancy-mediated and interstitial solutes in HCP Zr were tabulated in Table 5 for comparison. Some values are not available and marked NA as the configurations are not stable. It can be seen that all solutes show a preference for the substitutional site, with lower formation energies relative to the interstitial sites. In the present work, the thermal expansion effect on stabilization of the interstitials was investigated by calculating the formation energy of the most stable interstitial configuration for each solute found for zero temperature at a lattice parameter expanded from our zero-temperature value so as to match the thermal expansion expected at 1073 K.
Thermal expansion was taken as 5.5×10 -6 deg -1 along the a axis, 10.8×10 -6 deg -1 along the c axis from Ref. [71] . The formation energy difference of the most stable interstitial and substitutional configurations at 0 K and 1073 K was collected in Table   6 , where it can be seen that it is easier to form an interstitial site at high temperature.
The effect of the thermal expansion is to reduce all the values by an average of 0.40 eV, with a standard deviation in the reduction of just 0.05 eV. The similar trend was observed in the HCP Ti from DFT calculations [20] . However, the recent molecular dynamics study of HCP Zr [72] suggests similar interstitial formation energy of 3 eV under 2000 K.
Due to the potentially complex interstitial energy landscape for the solutes, there is no tractable approach to quantitatively predict interstitial diffusion coefficients of all the impurities studied in this work. However, it is possible to determine a lower and upper bound for the interstitial diffusion activation energetics (or equivalently, an upper and lower bound for interstitial diffusion coefficients), as well as an intermediate value we take as a best estimate for interstitial diffusion activation energies, and use these to determine dominant solute diffusion mechanisms.
Specifically, we calculated the migration barriers for O→O pathways within basal plane and along c axis direction via CI-NEB method with three images for all solutes, which are presented in adding the O→O migration barriers. As this mechanism provides a possible diffusion mechanism it must provide an upper bound on the interstitial activation energy, since any additional mechanisms would either have higher activation energy, in which case the interstitial O→O diffusion would dominate, or have lower activation energy, in which case the O→O diffusion is an upper bound. We note that the "best estimate"
value will be equal to the upper bound when interstitial O site is the most stable. As we will show below, the lower and upper bound are usually enough to identify the active diffusion mechanisms.
We assume that the combined vacancy-mediated and interstitial diffusion operate by the dissociative mechanism [13] , which operates for solutes incorporated not only on substitutional sites but also in the interstitial sites of the host, and has been used to account for fast diffusion in HCP Zr and other "open" metals. Under this mechanism the overall effective impurity diffusivity, Deff, will be a weighted average of the vacancy-mediated and interstitial mechanisms, which can be expressed by the following form: [73] [74] [75] . Thus this term will likely increase the role of the interstitial diffusion mechanism relative to that of substitutional diffusion. Table   1 .
First we consider the prediction of interstitial vs. vacancy-mediated diffusion mechanisms based on the activation energies. As can be seen in Fig. 5a and 5b, if we higher than vacancy-mediated diffusion, but the lower bound is quite close to substitutional diffusion barrier, making the prediction of dominant mechanism at high temperature somewhat ambiguous. However, the entropy term could play a significant role in the dominant diffusion mechanism with increasing temperature. Specifically, if
we take the value of 7 kB from Ref. [72] as a reasonable estimate for SF, the interstitial contribution to overall diffusivity will increase by about three orders of magnitude, or equivalently, SFT = 0.65 eV at 1073 K. Under this assumption Hf, Zr, and Sn would all be dominated by the interstitial mechanism by about 1000 K due to the formation entropy difference. Therefore, more detailed calculations or measurements will be needed to determine a robust dominant mechanism for these elements at high temperatures.
We also note that there is a systematic error for defect formation energy due to the so-called "electronic surface error" associated with special areas of the electronic density [76] [77] [78] [79] [80] and from QMC vs. GGA (up to 1 eV) [76] [77] and assuming some cancellation suggests that 0.5 eV is a reasonable upper bound error estimate. Shifting relative activation energies of vacancies and interstitials by this value would lead to a modest but significant qualitative impact on the conclusion. Specifically, if we stabilize the interstitials by 0.5 eV then the only qualitative changes is that the dominance of interstitial mechanism for impurities Hf, Zr and Sn will be increased at high temperature, and the prediction of mechanism for them at low temperature will be quite ambiguous due to rather close activation energies for both mechanisms. If we destabilize the interstitials by 0.50 eV, the qualitative prediction for impurities Al, Au, Ag, Nb and Ta at low temperature may have a significant or even dominant vacancy-mediated diffusion contribution. At high temperature, the best estimate values will be slightly lower than the vacancy-mediated diffusion, however, they are more likely interstitial diffusers at high temperature due to the expected contribution of the interstitial formation entropy. Hf, Zr and Sn will still be controlled by vacancy-mediated mechanism without uncertainty at low temperature and minor uncertainty at high temperature approaching 1073 K. However, assuming these worst case errors do not occur, we believe that the predictions of dominant mechanisms in this work are robust, although the exact activation energies likely have significant errors. In summary, these results suggest the first 12 solutes in Fig. 5 to be interstitial diffusers with minor uncertainty for Al, Au, Ag, Nb and Ta associated with the exchange-correlation functional approximations and a dominance of vacancy-mediated diffusion for Hf, Zr and Sn at low temperature with a possible but not certain crossover to interstitial mechanism at higher temperatures approaching 20 Now that the mechanistic predictions are clear, we can compare the results to other models and previous experiments collected in Table 4 . Recently, Mendelev and
Bokstein [72] employed interatomic potentials and molecular dynamics simulations to suggest that the self-diffusion of HCP Zr is dominated by the interstitial mechanism.
Given their molecular dynamics calculations were performed in the range 800-2000 K, this result is consistent with our prediction of the dominant mechanism at temperatures approaching 1073 K. The calculated diffusion coefficients using eight-frequency model for Hf and Zr show a good agreement with experimental data as shown in Fig. 4 . The experimental data for Sn is abnormal as described previously when comparing results of QMC to GGA [76] [77] . Besides the DFT error, experimental error may also contribute to some of the discrepancy. As seen in Table 4 , most experimental activation energies were obtained by fitting the data to a narrow temperature range about 100-200 K, which can give rise to large uncertainties in the activation energies. Also, the results from different authors vary significantly, for example, the experimental activation energies for Nb from Ref. [42] and Ref. 
Conclusions
First-principles calculations were employed to calculate the vacancy-mediated arising from limitations of the exchange-correlation functionals in the DFT.
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