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There are a number of well-known physical problems whose mathematical 
counterparts are unstable in the sense that the solution of the particular 
equation does not depend continuously on the data. The problem of 
numerically determining the inverse Laplace transform is such a problem. 
Other examples are the problem of determining the input to a system when 
we know the impulse response and the output, or the problem of determining 
the distribution of electric charges on an infinite plane when we know 
the potential on a parallel plane. We should also mention those many 
situations whose mathematical formulation results in a system of simultaneous 
linear algebraic equations with a coefficient 
All of these problems assume the form 
AZ = u, 
where A is a continuous linear operator from 
If A is the integral operator 
rb 
matrix that is ill-conditioned. 
the Hilbert space H into itself. 
A&, z(s)) = 1 Q, s> x(s) ds 
for a given kernel K(x, s) continuous in the square a < x < b, a < s .< b, 
then (1) is a Fredholm integral equation of the first kind. 
We can bring about a continuous dependence of z on u by restricting the 
class of admissible solution in a suitable way. We begin by defining a subset 
Z of H to be the class of admissible solutions. We define the subset U of H 
to be the set of all u such that u = AZ for z ranging over Z. We require 
that AZ = u have a unique solution z for every u in U. Now we introduce 
the real-valued function 
E[z, u] = (AZ - u, AZ - u) + +, z), 
where ( , ) is the inner product in H and where h is a positive real number. 
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THEOREM 1. Let Z be the class of all x in H with (z, 2) < C for some 
constant C. For any X > 0 let z,, minimize E[z, U] where ii is given in U. Then 
(i) zA E Z; 
(ii) E[x, , 61 + 0 as X --+ 0; 
(iii) if u,, is such that uh = Az, , then 11 Us - u 11 < (XC)1/2; 
(iv) if z in Z is such that A% = U, then Ax, -+ A.%. 
PROOF. For xA as defined in the theorem, and z as in part (iv) we can write 
WA , 2-q = (AZ, - ii, AZ, - a) + ;\(q , z,J 
< (A% - 12; A% - a) + A(%, 2) 
< A(.%, 2). 
In particular, (zA , z,+) < (%, Z) < C an d z, is in Z establishing (i). Moreover, 
since this same inequality shows E[z, , iz] < AC, (ii) follows. To prove (iii), 
we observe that 
Part (iv) is established by noticing that 
(AZ, - AS, Az, - Az) = II Us - @ 112 < hC 
and thus Az, - A%-+0 as hd0. 
THEOREM 2. Given E > 0, there exist 6 and h, such that for all A < h, and 
all 1 for which II 1 - iill < 8 we have II AzA - Af 11 < F where % satisfies 
A% = ti and where zA minimizes E[z, zi]. 
PROOF. Let u,, G AzA define u,, and consider 
IIu,--all =IIu,-zi++--ii~l 
d II % - t II + II ii - a II. 
We have 11 u,, - zi II < XC by virtue of theorem 1 (using G in place of G 
therein) and therefore 
I]u,--all <AC+& 
It follows that choosing 6 = 42 and A, = 42C will establish the assertion 
in the theorem. 
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THEOREM 3. Consider the equation 
A*Az-A*u+hz=O (4) 
for any II in H where A” is the adjoint operator to A. Assume that (4) has a 
unique solution z, in H. Then z,, is also the unique element of H which minimizes 
E[z, u] us giwen by (3). 
PROOF. Let y be an arbitrary element of H and compute 
Oo + Y, 4 = Wo 3 4 + WY, AY) + X(Y,Y) + 2(&, - u, AY) + 243, Y) 
= -%, , 4 + WY, AY) + ~Y,Y). 
Thus &o + y, 4 > E[q, , u] for ally # 0 and Z, is the (unique) minimizing 
element of E[z, u]. 
Theorem 3 gives a method of determining a unique element xA which 
minimizes E[z, U] for each A > 0. Theorem 2 shows that the function which 
minimizes E[z, U] depends continuously on u. Theorem 1 shows that the 
elements z,, which minimize E[z, u], or equivalently, which are solutions of 
Eq. (4), converge to the true solution of AZ = u in the sense that AZ, + AZ 
as A + 0. Depending on the operator A, this may even imply that z,, + z 
pointwise, e.g., if (1) is a Volterra integral equation [I]. 
The main result of this note is the application of Theorems 1 through 3 
to certain unstable problems in the sense that the solution is known to not 
depend continuously on the data. Fredholm and Volterra integral equations 
of the first kind come under this unstable category as do linear algebraic 
equations whose coefficient matrix is ill-conditioned. Thus, the illustration 
at the beginning of the note concerning the problem of determining the input 
to a system whose impulse response is known and whose output is measured 
can be viewed as a Volterra equatibn of the first kind and can be treated by 
application of Eq. (4). 
It is an easy task to write Eq. (4) in detail for the case of a Fredholm 
equation of the first kind as given by (1). The adjoint operator is 
A*@, y(s)) = j” K(s, 3c)y(s) ds 
” 
and Eq. (4) becomes 
[” @x, s) z(s) ds - jb K(s, x) u(s) ds + k(x) = 0, 
- n a 
(5) 
where 
K(x, s) = j” K(t, x) K(t, s) dt. 
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Thus, the problem of solving the Fredholm integral equation of the first 
kind has been converted to the problem of solving the Fredholm equation 
of the second kind as evidenced by observing Eq. (5). 
It turns out that Eq. (4) will be a Fredholm integral equation of the second 
kind with a continuous kernel in both the case where (1) is a Volterra equation 
of the first kind and where it is a Fredholm equation of the first kind. Although 
our result is similar to that of Tikhonov [2], he does not actually obtain a 
reduction to a Fredholm equation of the second kind (one could derive this 
from his results however, but only in the case where (1) is a Fredholm 
equation of the first kind since he did not treat Volterra equations). Tikhonov 
appears to be interested in obtaining a more general equation and does not 
make the effort to point out the utility of an equation such as (5). It is our 
belief that Eq. (5) constitutes a powerful‘new tool for treating Fredholm 
equations of the first kind (as well as Volterra equations of the first kind or 
ill-conditioned linear algebraic equations or even certain multiple integrals 
such as occur in potential theory) and even now some numerical computations 
are being performed in an effort to establish this. 
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