The well-founded model is one of the most popular models of general logic programs, i.e. logic programs with negation in the bodies of clauses. We present a method for constructing this model for general deductive databases, which are logic programs without any function symbols. The method adopts paraconsistent relations as the semantic objects associated with the predicate symbols of the database. Paraconsistent relations are a generalization of ordinary relations in that they allow manipulation of incomplete as well as inconsistent information. The rst step in the model construction method is to transform the database clauses into paraconsistent relation de nitions involving these operators. The second step is to build the well-founded model iteratively. Algorithms for both steps are presented and their termination and correctness is also established.
Introduction
Deductive databases were introduced in 1] as consisting of two major extensions to relational databases. Firstly, recursive views are provided for a more expressive view mechanism and, secondly, mathematical logic is used as a precise and uniform formalism for both data representation as well as querying. A deductive database typically consists of a collection of facts, called the extensional database, and a collection of rules, called the intensional database. New facts may be derived from the existing facts and the rules of the deductive database. The rules in the intensional database are often restricted to be Horn clauses (clauses with no negative literals in their bodies). This restriction simpli es the semantics of deductive databases, in that a unique minimum model exists, and provides for e cient query evaluation and optimization procedures. Since the introduction of deductive databases, intensive research in this area has resulted in various e cient query evaluation and optimization techniques, some of which are summarized in 2; 3; 4]. 1 
Computing the Well-founded Model of Deductive Databases
The expressive power of deductive databases consisting only of Horn clauses can be increased by the introduction of negative literals in the bodies of clauses. Deductive databases with negation are sometimes referred to as general deductive databases. The introduction of negation, while being a natural and simple idea, happens to raise major problems as far as characterizing the meaning of the database. Di culties arise from the implicit extra-logical use of negation. Two lines of research have resulted in solving this problem. The rst consists of imposing restrictions on how negation can be used so that the intended semantics is clear. The semantics of strati able logic programs has been studied in 5], 6] and 7], the perfect model semantics for locally strati ed logic programs in 8] and semantics for e ectively strati able logic programs in 9] and 10]. The second line of research permits unrestricted use of negation but abandons the idea that every ground atom must be assigned a truth value of true or false. The semantics is captured by means of 3-valued logic or partial models. Fitting's 3-valued semantics was proposed in 11] and the well-founded model in 12 ; 13] .
The well-founded model is based on a 3-valued semantics under which ground atoms could be assigned a truth value of unde ned, in addition to true and false. While this model is de ned for the entire class of logic programs with negative subgoals, it coincides with other semantics proposed for restricted classes of programs such as Apt, Blair and Walker's semantics for strati ed programs, and Przymusinski's \perfect model" semantics for locally strati ed programs. The well-founded semantics also strictly subsumes the semantics proposed by Fitting. As a result, it is now considered the de facto semantics associated with logic programs with negation in the body of clauses.
In 14], the authors have presented an extension to the relational data model, capable of handling incomplete as well as inconsistent information. The mathematical structures underlying the extended model are called paraconsistent relations, and they essentially contain two kinds of tuples: ones for which the underlying predicate is believed to be true and ones for which it is believed to be false. If a tuple appears in the true component as well as the false component, it results in an inconsistency and if a tuple does not appear in either of the components, it results in incompleteness. Algebraic operators over paraconsistent relations that extend the standard operators, such as selection, join etc., for ordinary relations were also presented in 14] .
In this paper, we show how paraconsistent relations can be used to capture a partial model of a general deductive database and how the associated algebra can be used to compute the well-founded model of the database.
The central idea in arriving at this model is to associate paraconsistent relations with the predicate symbols of the given general deductive database. Our method for constructing the well-founded model involves two steps. In the rst step, the database clauses are converted into paraconsistent relation de nitions involving the operators on them. In the second step, these de nitions are used to iteratively construct the model. The approach presented in this paper lays an algebraic foundation for query processing and optimization for general deductive databases. Query processing will proceed in a bottom-up manner and will use popular rewriting strategies, such as Magic Sets 15] , to focus the search for answers. Query optimization can also be achieved at the level of the paraconsistent relational algebra by making use of the laws of equalities.
The rest of this paper is organized as follows. Section 2 provides a brief overview of the well-founded model. Section 3 gives a quick introduction to paraconsistent relations and some algebraic operators over them. Section 4 presents the rst part of the model construction method, namely an algorithm to convert the database clauses into algebraic equations de ning paraconsistent relations. Section 5 presents the second part of the method, namely an algorithm to incrementally construct the paraconsistent relations using the equations constructed earlier. Finally, Section 6 contains some concluding remarks and comparisons with related work.
The Well-Founded Model
In this section we give a brief overview of the well-founded model. For a detailed exposition the reader is referred to 13]. We assume an underlying language with a nite set of constant, variable, and predicate symbols, but no function symbols. A term is either a variable or a constant. An atom is of the form p(t 1 ; : : :; t n ), where p is a predicate symbol and the t i 0 s are terms. A literal is either a positive literal A or a negative literal :A, where A is an atom. For any literal l we let l 0 denote its complementary literal, i.e. if l is positive then l 0 = :l, otherwise l = :l 0 . De nition 1 A general deductive database (or just database) is a nite set of clauses of the form a l 1 ; l 2 ; : : :; l m where a is an atom, m 0, and each l i is a literal. 2 A term, atom, literal, or clause is called ground if it contains no variables. The Herbrand Universe of the underlying language is the set of all ground terms. The Herbrand Base is the set of all ground atoms. A ground instance of a term, atom, literal, or clause Q is the term, atom, literal, or clause, respectively, obtained by replacing each variable in Q by a constant. For any database P, we let P ? denote the set of all ground instances of clauses in P. Note that since the underlying language has no function symbols, unlike logic programs, P ? is always nite. The well-founded model of a database is the least xpoint of a monotonic function on consistent partial interpretations given later. First, we introduce the im-portant notion of an unfounded set.
De nition 3 Let P be a database and I be a partial interpretation. Then, a subset A of the Herbrand Base is an unfounded set of P with respect to I if for each atom a 2 A, for each clause a l 1 ; : : :; l m in P ? , there exists an i 2 f1; : : :; mg, such Intuitively, no ground atom in A can be the rst to be concluded true by the rules of P under the assumptions in I. Thus, each atom in A is a reasonable negative consequence. The collection of all unfounded sets of P with respect to I is closed under arbitrary unions and therefore has a greatest element.
De nition 4 The greatest unfounded set of P with respect to I, denoted GUS P (I), is the union of all unfounded sets of P with respect to I. 2 The well-founded model of P is the least xpoint of the immediate consequence function T P on consistent partial interpretations de ned as follows. It can be veri ed that T P is monotonic. However, its application on a consistent partial interpretation does not always result in a consistent partial interpretation.
As an example, let P = fp pg and I = hfpg; ;i. Then T P (I) is the inconsistent interpretation hfpg; fpgi. Despite this behavior, T P possesses a least xpoint, which is the well-founded model of P. This least xpoint is a consistent partial interpretation, shown in 13] to be T P " !, where the ordinal powers of T P are de ned as follows:
De nition 6 For any ordinal ,
h;; ;i if = 0,
if is a successor ordinal, h < (T P " ) + ; < (T P " ) ? i if is a limit ordinal. 2
In 16] the upward closure ordinal of the immediate consequence function is de ned as the least ordinal such that T P " is a xpoint of T P . The following observation for deductive databases is relevant:
Proposition 1 For any database P, the upward closure ordinal of T P is nite, i.e. there is a number n 0, such that T P " n = T P " !.
Proof Immediate from the fact that the Herbrand Base is nite. 2
Thus, a mechanism that \computes" the ordinal powers of T P can be employed to construct the well-founded model of P.
Example 1 Let P be the following database:
Then,
T P " 0 = h;; ;i; T P " 1 = hfq(1)g; ;i; and T P " 2 = hfq(1)g; fp(0, 1); p(1, 0); p(1, 1)gi:
It can be seen that T P " 2 is the well-founded model of P. In this model, the atom q(1) is true, while the atoms p(0, 1), p(1, 0) and p(1, 1) are false. No truth value is assigned to the remaining atoms p(0, 0) and q(0). 2 
Paraconsistent Relations
An important feature of the well-founded model is that negative information is explicitly present in it, just as the positive information. The predicate symbols of the underlying general deductive database thus need to be appropriately interpreted with explicit negative information. We achieve this by associating paraconsistent relations with these predicate symbols. Paraconsistent relations were recently introduced by Bagai and Sunderraman in 14] . Here we present a quick overview of these structures. Unlike ordinary relations that can model worlds in which every tuple is known to either hold a certain underlying predicate or to not hold it, paraconsistent relations provide a framework for incomplete or even inconsistent information about tuples. They are thus extensions of ordinary relations. Some algebraic operators on paraconsistent relations, such as union, join, projection, are also de ned in 14]. As expected, these operators are generalizations of their ordinary counterparts. This fact is re ected by placing a dot over an operator on ordinary relations to obtain the corresponding generalized operator on paraconsistent relations. We let ( ) denote the set of all tuples on .
De nition 7 A paraconsistent relation on scheme is a pair R = hR + ; R ? i, where R + and R ? are any subsets of ( ). 2 Intuitively, R + may be considered as the set of all tuples for which R is believed to be true, and R ? the set of all tuples for which R is believed to be false. We do not assume R + and R ? to be mutually disjoint, though this condition holds in the well-founded model that is ultimately constructed. A non-empty overlap between R + and R ? is essentially contradictory information, and its possibility makes paraconsistent relations model belief systems more naturally that knowledge systems. Also, R + and R ? may not together cover all tuples in ( ), giving rise to incompleteness.
Example 2 Suppose a hospital ward has two patients P 1 and P 2 , who are tested for According to the above paraconsistent relation, patient P 2 was tested both positive and negative for symptom s 3 . Such inconsistency of information can be caused by, for example, di erent tests for symptom s 3 producing di erent results. 2 Observe that a paraconsistent relation R for which R ? = ( )?R + is essentially the ordinary relation R + . Two such relations that we use in the sequel are the universal relation 0 = h ( ); ;i, and the empty relation = h;; ( )i. We rst introduce some set-theoretic algebraic operators on paraconsistent relations:
De nition 8 Let R and S be paraconsistent relations on scheme . Then, An intuitive appreciation of the union operator may be obtained by interpreting relations as properties of tuples. So, R _ S is the \either-R-or-S" property. Now since R + and S + are the sets of tuples for which the properties R and S, respectively, are believed to hold, the set of tuples for which the property \either-R-or-S" is believed to hold is clearly R + S + . Moreover, since R ? and S ? are the sets of tuples for which properties R and S, respectively, are believed to not hold, the set of tuples for which the property \either-R-or-S" is believed to not hold is similarly
The de nitions of intersection, complement and all other operators de ned later can (and should) be understood in the same way.
Example 3 Let TEST1 and TEST2 be the paraconsistent relations of Example 2. Then the patient-symptom combinations that were tested positive in both tests is captured by the paraconsistent relation TEST1 _ \ TEST2: TEST1 _ \ TEST2 P 1 s 1 P 1 s 2 P 1 s 3 P 2 s 2 P 2 s 3 The above says that P 1 was tested positive for s 1 in both tests, but not for s 2 or s 3 . Also, P 2 was not tested positive for s 2 or s 3 in both tests. As for P 2 being tested positive for s 1 in both tests, there is not enough information to conclude either way. 2 If and are relation schemes such that , then for any tuple t 2 ( ), we let t denote the set ft 0 2 ( ) j t 0 (A) = t(A), for all A 2 g of all extensions of t. We extend this notion for any T ( ) by de ning T = t2T t . We now de ne some relation-theoretic algebraic operators on paraconsistent relations.
De nition 9 Let R and S be paraconsistent relations on schemes and , respectively. Then, the natural join (or just join) of R and S, denoted R _ 1 S, is a De nition 10 Let R be a paraconsistent relation on scheme , and be any scheme. Then, the projection of R onto , denoted _ (R), is a paraconsistent relation on , given by
where is the usual projection over of ordinary relations. 2 It should be noted that, contrary to usual practice, the above de nition of projection is not just for subschemes. However, if , then it coincides with the intuitive projection operation. In this case, _ (R) ? consists of those tuples in ( ), all of whose extensions are in R ? .
A tuple t 2 ( ) appears in _ (R) + if any member of t is in (R + ) .
We also need a stronger notion of projection in which any t 2 ( ) appears in the positive part of the resulting relation only if t (R + ) .
De nition 11 Let R be a paraconsistent relation on scheme , and be any scheme. Then, the strong projection of R onto , denoted _ (R), is the paraconsistent relation _ ?( _ ( _ ?R)) on scheme . 2
The operator _ is essentially a dual of _ . We now de ne the last relationtheoretic operation.
De nition 12 Let R be a paraconsistent relation on scheme , and let F be any logic formula involving attribute names in , constant symbols (denoting values in the attribute domains), equality symbol =, negation symbol :, and connectives _ and^. Then the selection of R by F, denoted _ F (R), is a paraconsistent relation on scheme , given by
where F is the usual selection of tuples satisfying F from ordinary relations. 2
Example 4 Consider the query:
What symptoms were shown negative by some patient in TEST1 and positive by P 2 in TEST2? An algebraic expression for this query is: _ fSg ( _ ?TEST1) _ \ _ fSg ( _ fP=P2g TEST2).
It can be veri ed that this expression evaluates to the following paraconsistent relation:
Computing the Well-founded Model of Deductive Databases 9 s 2 s 1 s 3 While verifying the above, it is especially instructive to observe the role played by the negative part of the de nitions of the algebraic operators introduced. 2 Before ending this brief overview of paraconsistent relations, let us look at the identities of some operators on them, in particular _ , _ \ and _ 1. If R is a paraconsistent relation on scheme , then
Thus, is the identity of _ for paraconsistent relations on scheme . Similarly 0 is the identity of _ \ for paraconsistent relations on scheme . Furthermore, for any subscheme , we have that
Thus, 0 is an identity of _ 1 for any paraconsistent relation on scheme , such that . Since the empty scheme ; is a subscheme of every scheme, it follows that 0 ; = hf()g; fgi is an unconditional identity of _ 1.
Generation of Algebraic Expressions
We now describe an algebraic method for constructing the well-founded model for a given general deductive database P. In this model, paraconsistent relations are the semantic objects associated with the predicate symbols occurring in P.
The method involves two steps. The rst step is to obtain from P two sets, denoted 1 (P) and 2 (P), of paraconsistent relation de nitions for the predicate symbols occurring in P. The set 1 (P) will be used to obtain the positive consequences, and 2 (P) for the negative consequences. The set 1 (P) contains de nitions of the form p = D p ; where p is a predicate symbol of P, and D p is an algebraic expression involving predicate symbols of P and paraconsistent relation operators. The set 2 (P) contains similar de nitions. The second step of our method is to iteratively build the well-founded model using the de nitions in these sets. In this section we describe the construction of the de nition sets 1 (P) and 2 (P) from a given general deductive database P.
A scheme is a Herbrand scheme if dom(A) is the Herbrand Universe, for all A 2 . Let ? = h 1 ; 2 ; : : :i be an in nite sequence of some distinct attribute names. For any n 1, let ? n be the Herbrand scheme f 1 ; : : :; n g. We use the following scheme renaming operators.
De nition 13 Let on scheme ? n . 2 Before describing our method to obtain 1 (P) and 2 (P) from P, let us look at an example. Such a conversion exploits the close connection between attribute names in relation schemes and variables in clauses, as pointed out by Ullman in 17]. The structure of these expressions conforms to the de nition of the T P function given in Section 2. It is interesting to note the duality among the operators occurring in the expressions of 1 (P) and 2 (P). For example, expressions of 1 (P) are essentially unions of joins, because T P (I) + is the set of all atoms for which some ground clause is such that each of its body literal has a certain property. Similarly, expressions of 2 (P) are intersections of unions, because of the way T P (I) ? is de ned. The expressions thus constructed can be used to arrive at better approximations of the paraconsistent relations p and q from some approximations of their values. The approximations converge to the well-founded model of P as described in the next section. 2
Construction of 1 (P)
We rst describe the conversion of clauses in P to algebraic de nitions in 1 (P). For any predicate symbol p in P, the expression in 1 Termination of the above procedure for constructing 1 (P) follows immediately from the fact that P has only nite number of clauses, each clause contains a nite number of literals, and each literal has a nite number of arguments. However, we need to show that evaluation of the de nitions in 1 (P) mimic computation of the positive part of the T P map. Before we can do this we need to de ne the following transformations between partial interpretations and paraconsistent relations.
De nition 15 Let I be any partial interpretation and r(X 1 ; : : :; X n ) be any atom, where the X i 's are distinct variables. Then, I . r is the following paraconsistent relation hft 2 ( ) j r(t(X 1 ); : : :; t(X n )) 2 I + g; ft 2 ( ) j r(t(X 1 ); : : :; t(X n )) 2 I ? gi on scheme = fX 1 ; : : :; X n g. Moreover, for any paraconsistent relation R on scheme , rbRc is the following partial interpretation hfr(t(X 1 ); : : :; t(X n )) j t 2 R + g; fr(t(X 1 ); : : :; t(X n )) j t 2 R ? gi: 2 We now show the correctness of our conversion.
Proposition 2 (Correctness of 1 (P)) Let a 1 ; : : :; a n be the atoms occurring in the de nition of some equation p = D p in 1 (P), for any general deductive database P. Let Then some tuple t 0 2 (R(B 01 ; : : :; B 0k0 )) V is in E + . Thus, for each Q i in E, there is a tuple t i 2 Q + i such that for each variable X 2 V i , t 0 (X) = t i (X).
By
Step 2 of the algorithm, (a) if the corresponding literal l i in the clause is positive, then t i 2 Q + i , and (b) if the corresponding literal l i in the clause is negative, then t i 2 Q ? i .
Therefore, due to the ground instance of this clause for the \substitution" t 0 , we have that t 2 T P (I) + . 2. ( ) Suppose t 2 (T P (I) . p) + . Then, for some ground instance p(t(B 01 ); : : :; t(B 0k0 )) l 1 ; : : :; l m of a clause in P, we have that the atom of each l i is in the`correct' part of I. For that clause of P, let ( _ F0 ( _ V (E))) B 01 ; : : :; B 0k0 ] be the expression output by Step 3 of Algorithm CONVERT1, and let be the scheme of E. So, for each Q i in E, there is a tuple t i 2 Q + i , such that for all X 2 V i , t i (X) = t 0 (X), for some t 0 in (R(B 01 ; : : :; B 0k0 )) V : Hence, t 2 R + . 2 
Construction of 2 (P)
For any predicate symbol p in P, the expression in 2 (P) is essentially an intersection ( _ \) of the expressions obtained from each clause in P containing the symbol p in its head. It therefore su ces to give the following Algorithm CONVERT2 for converting one such clause of P into an expression. De nition 16 For any general deductive database P, 2 (P) is a set of all equations of the formp = Dp, where p is a predicate symbol of P with arity n, and Dp is the intersection ( _ \) of 0 ?n and all expressions obtained from Algorithm CONVERT2
for clauses in P with symbol p in their head. 2 Termination of the procedure for constructing 2 (P) also follows immediately from the niteness of P. In order to show the correctness of the procedure, we will show that repeated evaluation of the de nitions in 2 (P) starting from a consistent partial interpretation I is guaranteed to terminate in a nite number of steps in a partial interpretation whose negative component is GUS P (I). We employ the xpoint characterization of GUS P (I) recently presented in Bagai and Sunderraman 18] .
Let I = hI + ; I ? i be a given consistent partial interpretation. Since I is consistent, we have that I ? I + . De ne S I to be the set of all subsets of I + that contain I ? , i.e. S I = fA j I ? A I + g: Let the map V P;I : S I ! S I be de ned as follows: V P;I (A) = (U P;I (A) I ? ) \ I + ; U P;I (A) = fa j for every clause a l 1 ; : : :; l m in P ? , there is some i 2 f1; : : :; mg, such that if l i is positive then l i 2 A, and if l i is negative then l 0 i 2 I + g: In 18] , it is stated that if I = T P " , for some ordinal , then the greatest xpoint of V P;I is GUS P (I), which can be reached by the downward ordinal powers of V P;I , de ned as in Lloyd 19] : V P;I # 0 = I + ; V P;I # = V P;I (V P;I # ( ? 1)); if is a successor ordinal, T fV P;I # j < g; if is a limit ordinal.
Proposition 3 (Correctness of 2 (P)) Let a 1 ; : : :; a n be the atoms occurring in the de nition of some equationp = D~p in 2 (P), for any general deductive database P. Let 
Construction of the Well-Founded Model
The second and nal step in our model construction process is to incrementally construct the paraconsistent relations de ned by the given database P, using the de nitions in 1 (P) and 2 (P). For each predicate symbol p in the database, the construction algorithm uses two imperative \variables", p andp, that may contain a paraconsistent relation as value. Thus, any variable p has two set-valued elds, namely p + and p ? . Similarly, a variablep has the set-valued eldsp + andp ? . In addition, the algorithm employs a set variablep.
The overall construction algorithm is rather straightforward. It is essentially an iterative bottom-up construction of the least xpoint of the T P function given earlier. Each execution of the loop from Step 2 to 9 in the following Algorithm CONSTRUCT constructs the next ordinal power of T P and stores it in the variables of the form p. A nested loop from Step 3 to 6 is employed to construct the negative portion of the next ordinal power of T P . This inner loop is essentially a top-down construction of the largest set of ground atoms that qualify for being the negative inferences due to other atoms in the same set. Variables of the formp are used for that purpose. Example 6 Let P be the database of Example 1, for which the sets 1 (P) and 2 (P) are given in Example 5. After
Algorithm
Step 1 of Algorithm CONSTRUCT, both p = h;; ;i and q = h;; ;i. Thus, interpretation T P " 0 is ready. It can be veri ed that after the loop in Steps 3 to 6 is exited, bothp + andq + are ;. And after Step 7, p + = ;, but q + = f1g. Now p + and q + make (T P " 1) + , whereas by Step 8, p ? and q ? make (T P " 1) ? . A similar hand execution of the algorithm shows that at the end, the output produced by Step 10 is By Proposition 3, Step 4 computes U P;I and Step 5 computes V P;I . The map V P;I is computed repeatedly until its output stabilizes to GUS P (I), i.e. T P (I) ? . Note that the negative component of the input partial interpretation is always forced by Step 3 to I + .
By Proposition 2, Step 7 computes T P (I) + . The process is repeated until the least xpoint of T P is reached, which is the well-founded model of P. 2 
Conclusions and Related Work
We have presented an algebraic method to construct the well-founded model, proposed by van Gelder, Ross and Schlipf 13], for a general deductive database. The method is based on an extension to the relational model of data in which explicit representation of negative facts is permitted. Such relations, called paraconsistent relations, were introduced by Bagai and Sunderraman in 14] along with a suitable set of algebraic operators, and are particularly suitable for manipulating incomplete and inconsistent information.
Our method constructs the well-founded model in a bottom-up way that mimics the T P operator. However, since we use algebraic operators, it makes possible arriving at e cient implementations by optimizing algebraic expressions. As a consequence, the algebraic bottom-up approach is an attractive alternative to some of the other existing approaches which we discuss next.
Soon after the introduction of the well-founded semantics, van Gelder 20] proposed a constructive de nition of the same (rather than an inductive one). This formed the basis for Kemp, Stuckey and Srivastava 21], who present a bottomup operational procedure for constructing the well-founded model. However, their method works for a restricted class of deductive databases called allowed DATALOG programs with negation. They also consider magic-sets optimization techniques in a limited sense. Leone and Rullo 22] present a bottom-up method to construct the well-founded semantics of Datalog queries. The answers to queries are evaluated without having to construct the entire greatest unfounded set. The creation of false facts is limited to only those that contribute to derive new positive facts. Ross 23] adapts the magic-sets rewriting technique for a subclass of logic programs called modularly strati ed programs.
There are at least two top-down approaches to this problem. Bidoit and Legay 24] present a top-down algorithm called Well!. This approach applies only to the class of non-oundering queries. Chen and Warren 25] present a goal-oriented method for constructing the well-founded model of general logic programs. It has the practical advantages of top-down evaluation and integration with Prolog. Our approach di ers from all of these in its algebraic nature.
One possible direction for future work is the incorporation of explicit negation in disjunctive databases. We plan to add explicit negation to the generalized relational model for disjunctive databases of Liu and Sunderraman 26] . Introduction of explicit negative facts in a disjunctive database has an interesting consequence very similar to that of introducing constraints in a database. Constraints in a database exclude certain states of the database from considerations. Similarly, explicit negation in disjunctive databases will exclude certain minimal models under consideration thereby reducing the search to fewer minimal models while query processing.
