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Abstract
A Local Resolution of the Problem of Time has recently been given, alongside reformulation as A Local Theory
of Background Independence. The classical part of this can be viewed as requiring just Lie’s Mathematics, al-
beit entrenched in subsequent topological and differential-geometric developments and extended to contemporary
Physics’ state spaces. We now widen this approach by mild recategorization to one based on Nambu’s generaliza-
tion of Lie’s Mathematics, as follows. i) In this approach, the Lie derivative still suffices to encode Relationalism.
ii) Closure is now assessed using the Nambu bracket – with n slots rather than 2, so the first nontrivially Lie
case has 3 slots – and a ‘Nambu Algorithm’ analogue of the Dirac and Lie Algorithms. This produces a class
of Nambu algebraic structures of generators or of first-class constraints. iii) Nambu observables are defined by
Nambu brackets zero-commutation with generators or with first-class constraints; we use the Nambu analogue of
the Jacobi identity to simplify this discussion relative to a previous treatment. These Nambu brackets relations
can moreover be recast as explicit PDEs to be solved using the Flow Method. Nambu observables themselves
form Nambu algebras. Lattices of Nambu constraint or generator algebraic substructures furthermore induce dual
lattices of Nambu observables subalgebras. iv) Deformation of Nambu algebraic structures encountering Rigidity
gives a means of Constructing more structure from less. v) Reallocation of Intermediary-Object Invariance gives
the general Nambu algebraic structure’s analogue of posing Refoliation Invariance for GR. We also draw some
motivation from M-Theory’s use of Nambu Mathematics along the lines of Bagger, Lambert and Gustavsson, find-
ing some qualitative distinctions between this, GR and Supergravity as regards how Background Independence is
realized.
1 dr.e.anderson.maths.physics *at* protonmail.com
1 Introduction
It has been recently demonstrated that [73, 74, 76, 79, 80, 81, 82, 83, 84, 85, 86, 88, 87, 89, 90, 91, 92, 93] Lie’s
Mathematics [1, 5, 7, 13, 14, 17, 21, 38, 53, 57, 65, 67, 70] suffices to construct A Local Resolution of the Problem
of Time (ALRoPoT) [15, 16, 12, 32, 33, 60, 64, 73], which in turn can be reformulated as [73, 78] A Local Theory of
Background Independence (ALToBI).
This locally-smooth approach is moreover sufficiently well-defined to extend to various other (at least locally)
differential-geometric structures. The purpose of the current Article is to outline one of the more interesting cases:
the ‘Nambu Mathematics’ [20, 22, 29, 35, 47, 44, 50, 51, 58] counterpart. See [94] for use instead of ‘Nijenhuis
Mathematics’ [2, 6, 14], while [73, 93] already made mention of the simpler graded, alias supersymmetric, extension.
Sec 2 presents Nambu Mathematics’ primary distinctive structures. Namely,
1) n-ary – i.e. n-slot – brackets that are totally antisymmetric and obey a fundamental identity; generalizing the
n = 2 – binary – case’s antisymmetric Lie bracket obeying Jacobi’s identity. The n = 3 – ternary – case is then
minimal for ‘nontrivial Nambuness’, by which it is often the particular case considered [20], including in the current
Article.
2) In the classical canonical setting, letting one’s bracket additionally be a derivation gives the Poisson bracket in the
Lie case, and a Nambu–Poisson bracket in the Nambu case. This corresponds to models with multiple Hamiltonians.
3) There are some difficulties with odd n-arity, but n-arity can always be increased, in particular permitting passage
from (2 p − 1)-ary to 2 p-ary brackets. Because of this, there are some more detailed senses in which quaternary
Nambu brackets are minimal. Even n-arity can moreover be resolved as a sum of products of binary brackets.
4) Nambu and Nambu–Poisson algebraic structures are n-ary counterparts of Lie and Poisson algebraic structures.
Our term ‘algebraic structure’ means a portmanteau of algebra and algebroid cases.
The current Article’s main focus is on Nambu Constraint Closure in Sec 3, Nambu Spacetime Generator Closure
in Sec 4, and canonical and spacetime Nambu observables in Secs 5 and 6 respectively. Sec 4 involves a Nambu
Algorithm analogue of the Lie Algorithm [1, 88, 93], and Sec 3 a somewhat more extensive Nambu–Dirac Algorithm
analogue of the Dirac Algorithm [12, 31, 73, 81] Both result in Nambu algebraic structures. We consider in particular
how first-class and second-class and Dirac-type brackets are manifested in Nambu Theory. We subsequently define
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notions of observables for Nambu Theory, in both in the spacetime and in the canonical settings. On the one hand,
we eliminate various a priori possibilities [68] by showing that multiple uses of the fundamental identity causes these
to coincide. On the other hand, the remaining notions of Nambu observables form a lattice of Nambu observables
subalgebras dual to that of Nambu constraint subalgebraic structures.
The particular focus above follows from ALToBI splitting into five super-aspects, as follows.
Super-aspect i) Relationalism [79, 80, 81, 83, 84, 89].
Super-aspect ii) Constraint, or Generator, Closure [81, 89].
Super-aspect iii) Assignment of Observables [81, 86].
Super-aspect iv) Construction (e.g. Spacetime Construction from space, or Construction of more structure from
less assumed) [88, 81, 82, 87].
Super-aspect v) Reallocation of Intermediary Object (RIO) Invariance: a generalization of GR’s Refoliation In-
variance [88, 81, 91]
These are furthermore the same i) to v) labels as used in our Abstract. By this, on the one hand, one can see that
standard Lie derivatives remaining applicable in Nambu Mathematics has the consequence that the Relationalism
that these implement remains rather similar to the standard Lie case’s, lessening our need to cover i). On the other
hand, iv) and v) have been argued [88] to be more mathematically advanced [88, 93], by which less is known about
these. This leaves us with ii) and iii) as the main areas of interest, though with iv) and v) also having been argued
to be selection principles within the Comparative Theory of Background Independence, posing the Nambu versions
of these is briefly entertained in Sec 7.
Various more general types of brackets [2, 69, 30, 52] are outlined in the Conclusion; these are of interest as regards
Deformation Quantization [24, 42, 69, 43] and Quantum Operator Algebras [27, 46].
As some further motivation, the Conclusion also explains how ternary Nambu brackets feature in Bagger–Lambert
[54, 56] and Gustavsson [55]’s (BLG) approach to M-Theory, at the level of brane worldsheet actions’ potential terms.
Entertaining this example furthermore justifies our inclusion of not only GR examples but also Supergravity ones:
the low-energy limit of M-theory. We find moreover that all three of GR, Supergravity and BLG differ qualitatively
as regards realization of Background Independence.
2 Nambu Mathematics
2.1 Nambu brackets
Let m be a real manifold and c∞(m) the smooth R-valued functions thereover.
Definition 1 The Nambu bracket alias n-Lie bracket is an n-ary R-multilinear operation on c∞(m),
[ , ... , ] : c∞(m)× c∞(m)× ... × c∞(m) −→ c∞(m) (1)
with the following properties.
1) It is totally antisymmetric:
[Fi1 , ... ,Fin ] = [F[i1 , ... ,Fin] ] . (2)
2) It obeys the fundamental identity (sometimes alias Filippov identity [29]),
[F1, ... ,Fn−1, [G1, ... ,Gn ] ] =
∑
n
k=1 [G1, ... ,Gk−1[F1, ... ,Fn−1,Gk ]Gk+1, ... ,Gn ] . (3)
Example 1 For n = 1, antisymmetry supports only the zero function, so the ‘unary Nambu bracket’ is trivial.
Example 2 For n = 2, the corresponding ‘binary Nambu bracket’ is just the usual Lie bracket
[ , ] : c∞(m)× c∞(m) −→ c∞(m) . (4)
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This is antisymmetric
[F ,G ] = − [G,F ] , (5)
whereas (3) collapses to
[E, [F ,G ] ] = [ [E,F ],G ] + [F , [E,G ] ] , (6)
which can readily be identified as the Jacobi identity,
[E, [F ,G ] ] + cycles = 0 . (7)
Example 3 For n = 3, the corresponding ternary Nambu bracket is thus the minimal nontrivially-Nambu bracket,
[ , , ] : c∞(m)× c∞(m)× c∞(m) −→ c∞(m) . (8)
This obeys the obvious total antisymmetry and the fundamental identity
[A,B [C,D,E ] ] = [ [A,B,C ]D,E ] + [C, [A,B,D ],E ] + [C,D [A,B,E ] ] . (9)
Example 4 We shall see later that even-n and odd-n Nambu brackets differ in behaviour, including in a way that is
relevant to the current Article’s applications. Because of this, for some purposes n = 4’s quaternary Nambu bracket
is the minimal nontrivially-Nambu example.
Remark 1 One can furthermore entertain the graded (alias supersymmetric, or just super) versions of these brackets.
The minus signs thus introduced do not however change any of the current Article’s arguments, so this generalization
is not explicitly exhibited, keeping presentation simpler.
2.2 Nambu–Poisson brackets and Nambu Mechanics
Definition 1 The Nambu–Poisson bracket alias n-Poisson bracket
{ , ... , } (10)
is a Nambu bracket, thus obeying R-multilinearity, total antisymmetry and the fundamental identity, but now also
the product rule alias Leibniz rule alias derivation property,
{F1, ... ,Fn−1, ... ,EG} = E {F1, ... ,Fn−1, ... ,G} + {F1, ... ,Fn−1, ... ,E }G . (11)
Remark 1 It suffices to define this in just the one argument by total antisymmetry.
Remark 2 Using this in Nambu Mechanics corresponds to configurationsQ being accompanied by multiple momenta
P .
Definition 2 The space of configurations and multiple momenta, as equipped by the Nambu–Poisson bracket, is
termed generalized phase space. Let us denote this by
Phase(Σ, n) = 〈Q, P { , ... , } 〉 , (12)
where the n-label keeps track of the n-tuple of 1 configuration and n− 1 momenta, and of the corresponding n-slot
Nambu–Poisson bracket.
Example 2 For n = 2, the ‘binary Nambu–Poisson bracket’ is just the usual Poison bracket, corresponding to there
being just one momentum per configuration, by which the ‘binary generalized phase space’ is just the usual phase
space,
Phase(Σ, 2) = Phase(Σ) . (13)
Remark 3 It is thus the ternary Nambu–Poisson bracket that is minimally nontrivially-Nambu.
Structure 1 Nambu Mechanics moreover has multiple Hamiltonians. In the current Article we view these as forming
a Nambu–Hamiltonian vector, indicated by a wide underline,
H (n) , usually shortened to just H . (14)
In the n-ary case, this is an (n − 1)-vector. So for n = 2, one has the usual single Hamiltonian, whereas n = 3 is
minimal for to have a vector of Hamiltonians, this case having a 2-vector thereof.
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Remark 4 The Nambu–Hamilton equations of motion are
dQ
dt = {Q,H1, ... ,Hn−1 } , (15)
dP
dt = { P ,H1, ... ,Hn−1 } . (16)
For n = 2, these of course collapse to just the usual Poisson form of Hamilton’s equations,
dQ
dt = {Q,H } , (17)
dP
dt = {P ,H } . (18)
For n = 3, the minimally nontrivally-Nambu ternary Nambu–Hamilton’s equations are
dQ
dt = {Q,H1,H2 } , (19)
dP
dt = { P ,H1,H2 } . (20)
Nambu conservation takes the form
0 = dFdt = {F ,H1, ... ,Hn−1 } . (21)
For n = 2, this collapses to the standard Hamiltonian conservation equation,
0 = dFdt = {F ,H } . (22)
For the minimal nontrivially-Nambu n = 3 ternary bracket case,
0 = dFdt = {F ,H1,H2 } . (23)
2.3 Changing n-arity
Structure 1 The n-ary Nambu–Poisson bracket can be expressed as the n× n Jacobian [20]
{Fi1 , ... ,Fin } =
∣∣∣∣ ∂(Fi1 , ... , Fin)∂(Q, P i1 , ...P in−1)
∣∣∣∣ . (24)
Structure 2 (2 p− 1)-ary brackets can be locally embedded into 2 p-ary ones according to [51, 58]
{xa,F1, ... ,F2 p−1 } =
∣∣∣∣∂(xa, F1, ... , F2 p−1)∂(x1, ... , x2 p−1)
∣∣∣∣ = ∣∣∣∣∂(xa, F1, ... , F2 p−1, x2 p)∂(x1, ... , x2 p)
∣∣∣∣ = {xa,F1,F2,x2 p } . (25)
for a running over 1 to 2 p− 1.
Structure 3 2 p-ary brackets can be resolved to a totally antisymmetric sum,
{ Ii1 , Ii2 , ... , Ii2 p } =
1
2pp!
i1...i2 p{ Ii1 , Ii2 }{ Ii3 , Ii4 } ...{ Ii2 p−1 , Ii2 p } . (26)
Example 1 The minimal nontrivial example of this is the quaternary [50]
{ I1, I2, I3, I4 } =
1
8
i1...i4{ Ii1 , Ii2 }{ Ii3 , Ii4 } = { I1, I2 }{ I3, I4 } − { I1, I3 }{ I2, I4 } − { I1, I4 }{ I2, I3 } .
(27)
In the current Article, however, we complement the literature by directly setting up physical structure using n-ary
brackets rather than resolving down to binary brackets.
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2.4 Nambu and Nambu–Poisson algebras and groups
Definition 1 A Nambu alias n-Lie (occasionally alias Filippov algebra) is a vector space V equipped with an internal
n-ary bracket satisfying (2, 3) and such that
]g , ... , g ] =
G
... g . (28)
The ‘...’ here indicates underlining enough for an (n+ 1)-array of constants G. Definition 2 If 11) holds as well, we
have a Nambu–Poisson algebra (some authors use Nambu or n-Lie in this case as well).
For n = 2,
{ g , g } = G g , (29)
so the G form the standard 3-array of structure constants of a Lie algebra; this is moreover a Poisson algebra because
of the derivation property.
For the minimally nontrivially-Nambu ternary case,
{ g , g , g } = G g , (30)
for G a 4-array of Nambu structure constants.
The current Article’s Notation We use coordinate-free expressions as much as possible, with to distinguish
generator or constraint-valued vectors and arrays from space or spacetime valued ones (underlines and overarrows)
and ˜ for observables valued ones. Small calligraphic font denotes generators – lower case – and constraints –upper case – with the associated observables being matchingly upper and lower case typeface font. When required,
generators carry g indices, constraints C indices, spacetime observables o indices and canonical observables O indices.
These conventions allow one to pick out notions of each kind in our formulae, which is important in successfully
navigating the Problem of Time and Background Independence. For instance, a detailed treatise might require over
30 types of objects each carrying a different type of index, so it is useful for, firstly, its 12 types of observables, say,
to come in the same font, further partitioned by case into spacetime and canonical versions. Secondly, for the 12
different types of observables indices to themselves have a distinctive matching font, and be as absent as possible
by use of coordinate-free notation. A further useful convention is to distinguish between objects and the spaces
those objects form, such as between configurations and configuration spaces, generators and algebraic structures
of generators, or observables and algebras of observables. We attain this by using the bold mathfrak font for the
leading letter of each space of objects. We help the reader keep track of these by using -gen, -Con, -obs and Obs as
endings for the symbols for spaces of generators, constraints, observables associated with generators, and observables
associated specifically with constraints respectively.
Remark 1 Nambu groups and Nambu–Poisson groups are global counterparts for the above; on the one hand, this
requires a somewhat nontrivial definition for its multiplication operation [47]; on the other hand, the current Article’s
local pursuits preclude further elaboration.
2.5 From Lie algebras to Lie algebroids
Remark 1 All we need to know about Lie algebroids for the current work is that now
{ g , g } = G(B) g , (31)
where the G(B) are now a 3-array of structure functions, rather than a Lie algebra’s structure constants. Their
functional dependence is on some base objects (e.g. configuration or phase space variables).
Some general motivation for extension form Lie algebras to Lie algebroids is as follows.
Motivation 1 Robustness of Algorithms (Sec 3) as regards the classical Deformation Theory used for Construction
(Sec 7) leads to Lie algebroids arising.
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Motivation 2 The canonical approach to GR necessitates an algebroid: the Dirac algebroid [12, 19, 62]
{ (M | ξ ), (M |χ )} = (M | [ ξ, χ ]) , (32)
{ (H | ζ ), (M | ξ )} = (−LξH | ζ) , (33)
{ (H | ζ ), (H |ω )} = (M · h−1 · | ζ←→∂ ω ) . (34)
( | ) is here the integral-over-space functional inner product, [ , ], the differential-geometric commutator Lie bracket,
h−1 is the inverse of the spatial metric, and ξ, χ, ζ and ω are smearing functions. Such ‘multiplication by a test
function’ serves to render rigourous a wider range of ‘distributional’ manipulations [26] provided that these occur
under an integral sign.
In particular, the third bracket involves not structure constants but structure functions, out of containing h−1(h(x))
Canonical Supergravity moreover requires an algebroid that is qualitatively distinct from this (see Sec 3.12).
Motivation 3 Kinematical quantization’s [9, 28] modern reformulation [46] in terms of Lie algebroids.
Remark 1 We thus introduce the portmanteau Lie algebraic structure to jointly encompass Lie algebras and Lie
algebroids; constraint algebraic structures are meant in this sense.
Structure 2 Much as topologicial and other global considerations require Lie groups rather than Lie algebras, they
require Lie groupoids [46] instead of Lie algebroids.
2.6 Corresponding extension to Nambu(–Poisson) algebroids
Remark 1 Suitable extensions of this motivation apply in the Nambu case as well, by which Nambu algebroids and
groupoids [47, 49] enter contention. One would moreover expect an M-Theory of comparable-to-greater complexity
to GR, Supergravity... to retain algebroid character in its constraint algebraic structure,
Definition 1
{ g , ... , g } =
G
... (B) g , (35)
for G now an (n+ 1)-array of Nambu structure functions, and generalized phase space variables being a particularly
relevant chose of basic objects.
Example 1 Clearly for n = 2, this collapses to the preceding subsection’s Lie algebroid.
Example 2 For n = 3’s minimally nontrivially-Nambu ternary algebroid,
{ g , g , g } = G(B) g , (36)
for G(B) now a 4-array of Nambu structure functions.
Remark 1 2 Nambu groupoids, on the other hand, would appear very largely not to have been studied to date.
3 The Nambu–Dirac Algorithm for Constraint Closure
Given an initial set of constraints, whether from ‘thin air’ or from relational constraint providers, Nambu–Poisson
brackets are introduced to assess Closure via the below Nambu–Dirac Algorithm.
3.1 Notions of equality
The following carries over from the Dirac [12] case, so it is just a matter of introduction of notation for the current
Article.
Definition 1 Dirac’s [12] notion of
weak equality ≈ (37)
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means equality up to additive functionals of the constraints. In contrast, ‘strong equality’ = just means equality in
the usual sense. The current Series also uses
‘portmanteau equality’ ‘=’ (38)
to encompass both strong and weak equality; this is useful in more summarily introducing notions that have strong
and weak versions.
3.2 Nambu primary and Nambu secondary constraints
Definition 1 In the standard Hamiltonian formulation, constraints are taken to be relations
C(Q,P ) = 0 (39)
between the momenta P by which these are not independent. This is quite a general type of constraint considered
by Dirac [12], suitable for much of classical Fundamental Physics; see e.g. [3, 73] for discussion of furtherly general
notions of constraint.
Definition 2 In the Nambu–Hamiltonian vector formulation of Nambu, constraints are relations
C(Q, P ) = 0 (40)
between the multiple momenta P by which these are not independent.
Definition 2 Constraints arising from the form of the Lagrangian via non-invertibility of momentum–velocity rela-
tions alone are termed primary [12, 31]. We denote these by
P , indexed by P . (41)
Definition 3 Constraints furthermore requiring input from the variational equations of motion are termed secondary
[12, 31]. We denote these by
S , indexed by S . (42)
Remark 2 In the usual Hamiltonian case corresponding to one momentum per configuration and Poisson brackets.
3.3 Two first instances of Nambu–Dirac multiplier-appending of constraints
Remark 1 One part of Dirac’s approach [12] to handling constraints involves appending them additively with
Lagrange multipliers to a system’s incipient or ‘bare’ Hamiltonian, H (see Sec 3.8 for the other part). We extend
this here to Nambu–Hamiltonian vectors, for which the Lagrange multipliers require a matching vectorial index.
Definition 1 The Nambu–Dirac ‘starred’ Hamiltonian [12] is the result of appending a formalism of a theory’s
primary constraints P with a priori arbitrary phase space functions A(Q, P ) in the role of Lagrange multipliers,
H ∗ := H + A · P . (43)
Definition 2 The Nambu–Dirac total Hamiltonian [12] is the result of appending such instead with unknown functions
u(Q, P )
H T := H + u · P . (44)
Remark 2 The intent in the unknown case is to solve for some multipliers.
1) In Dirac’s case, binarity renders this a linear and thus readily solvable equation in u [12]:
0 ≈ P˙ = {P,H } + {P, P } · u . (45)
2) In nontrivially-Nambu cases, however, one faces the complication of a nonlinear equation in u . E.g. for n = 3’s
ternary Nambu brackets case,
0 ≈ P˙ = {P,H1,H2 } + {P,H1, P } · u 1 + {P, P ,H2 } · u 2 + {P,PP,PP′ }uP 1uP′2 . (46)
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3.4 Nambu–Dirac’s Little Algorithm
Definition 1 ‘Nambu–Dirac’s Little Algorithm’1 This consists of evaluating Nambu–Poisson brackets between a
given input set of constraints so as to determine whether these are consistent and complete. Four possible types of
outcome are allowed in this setting.
Type 0) Inconsistencies. That this is possible in the Principles of Dynamics is clear from e.g. the Lagrangian
L = q˙ + q , (47)
in standard (binary) Poisson brackets context, giving as its Euler–Lagrange equations
0 = 1 . (48)
Dirac’s envisaging the need to allow for the possibility of inconsistency allows for algorithms with selection principle
properties.
Type 1) Mere identities – equations that reduce to
0 ‘=’ 0 , (49)
comprising strong identity
0 = 0 (50)
and the more general weak identity
0 ≈ 0 . (51)
Type 2) Further secondary constraints, i.e. equations independent of the Lagrange multiplier unknowns. Arising in
this (implicitly variational) manner lies within the remit of secondary, rather than primary, constraints.
Type 3) Relations amongst some of the appending Lagrange multipliers functions themselves. These are not
constraints but a further type of equation, termed ‘specifier equations’ since they specify restrictions on the Lagrange
multipliers; see [85] for more about these.
3.5 Nambu–Dirac Algorithm termination conditions
Remark 1 If type 0) occurs, the candidate theory is inconsistent.
Definition 1 Let us refer to equations of all types arising from Nambu–Dirac Algorithms bar 0) as ab initio consistent.
Definition 2 With type 1)’s mere identities having no new content, let us call types 2) to 4) ‘nontrivial ab initio
consistent objects’. Note that we say ‘objects’, not ‘constraints’, to include type 3)’s specifier equations.
Remark 2 If type 2) occurs, the resultant constraints are fed into the next iteration of the Nambu–Dirac Algorithm,
which starts with the extended set of objects. One is to proceed thus recursively until one of the following termination
conditions is attained.
Termination Condition 0 Immediate inconsistency due to at least one inconsistent equation arising.
Termination Condition 1 Combinatorially critical cascade. This is due to the iterations of the Nambu–Dirac
Algorithm producing a cascade of new objects down to the ‘point on the surface of the bottom pool’ that leaves the
candidate with no degrees of freedom. I.e. a combinatorial triviality condition.
Termination Condition 2 Sufficient cascade, i.e. running ‘past the surface of the bottom pool’ of no degrees of
freedom into the ‘depths of inconsistency underneath’.
Termination Condition 3 Completion is that the latest iteration of the Nambu–Dirac Algorithm has produced no
new nontrivial consistent equations, indicating that all of these have been found.
Remark 3 Our input candidate set of constraints is either itself complete or incomplete – ‘nontrivially Nambu–Dirac’
– depending on whether it does not or does imply any further nontrivial objects. If it is incomplete, it may happen
1This is named in honour of Nambu, rather than by Nambu, and is a direct parallel of Chapter 1 of [12].
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that the Nambu–Dirac Algorithm provides a completion, by only an combinatorially insufficient cascade arising,
from the point of view of killing off the candidate theory.
Remark 4 So, as the first of three options, Termination Condition 3) is a matter of acceptance of an initial candidate
set of constraints alongside the cascade of further objects emanating from it by the Nambu–Dirac Algorithm. (This
acceptance is the point of view of consistent closure; further selection criteria might apply.) This amounts to
succeeding in finding – and demonstrating – a ‘Nambu–Dirac completion’ of the incipient candidate set of constraints.
Remark 5 As the second of three options, Termination Conditions 0) and 2) are a matter of rejection of an initial
candidate set of constraints. The possibility of either of these applying at some subsequent iteration justifies our
opening conception in terms of ab initio consistency.
Remark 6 As the third of three options, Termination Condition 1) is the critical case on the edge between acceptance
and rejection; further modelling details may be needed to adjudicate this case.
Remark 7 In each case, functional independence [1] is factored into the count made; the qualification ‘combinatorial’
indicates Combinatorics not always sufficing in having a final say. For instance, Field Theory with no local degrees
of freedom can still possess nontrivial global degrees of freedom. Or Relationalism can shift the actual critical count
upward from zero, e.g. by requiring a minimum of two degrees of freedom so that one can be considered as a function
of the other. If this is in play, we use the adjective ‘relational’ in place of (or alongside) ‘combinatorial’.
Remark 8 If type 2)’s further constraints occur, these are fed into the subsequent iteration of the Nambu–Dirac
Algorithm.
3.6 Nambu first- and second-class constraints
This extends Dirac’s well-known distinction in the binary case with Poisson brackets.
Definition 1 Nambu-first-class constraints (generalizing [12, 31])
F indexed by F (52)
are those that close amongst themselves under Nambu–Poisson brackets.
Definition 2 Nambu-second-class constraints [12, 31]
Se indexed by E (53)
are defined by exclusion to be those that are not Nambu-first-class.
Remark 1 Our notation is subject to the letter ‘S’ already being in use for Nambu-secondary constraints.
Remark 2 In the ternary case, four kinds of Nambu–second-classness are a priori possible [68]: blockwise splits
{ C, C,D1 } ‘6=’ 0 , (54)
{ C,D2,D2 } ‘6=’ 0 , (55)
{ C,D1,T1 } ‘6=’ 0 , (56)
{ C,D2,T2 } ‘6=’ 0 , (57)
However, the first pair are conceptually the same by change of block relabelling, rendering the second pair equal as
well. Thus we are down to two notions.
Nambu Class Non-Proliferation Theorem First and second class distinction suffices for Nambu Theory.
Proof By definitions by exclusion, formulate our putative distinction in terms of multiple kinds of first-classness.
This is then the same shape as the second and third parts of Sec 5’s Nambu Observables Non-Proliferation Theorem.
2
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3.7 Two further instances of Nambu–Dirac multiplier-appending of constraints
Definition 1 The Nambu–Dirac primed Hamiltonian vector is
H ′ := H + p · P , (58)
for which we provide the true name particular-primary Hamiltonian, signifying ‘with particular-solution multipliers
appending primary constraints’.
Definition 2 Finally, the Nambu–Dirac extended Hamiltonian vector is
H E := H + u · P + a · S , (59)
for arbitrary functions a and specifically Nambu-first-class-secondary constraints S.
Remark 1 Such a notion could clearly be declared for each iteration of the Nambu–Dirac Algorithm, with the above
one coinciding with Nambu’s Little Algorithm attaining completeness. In this sense, H E is a candidate theory’s
Nambu–Hamiltonian vector that is maximally extended by appending of Nambu-first-class constraints.
3.8 Removing Nambu-second-class constraints
We are now to envisage the possibility of second-class constraints arising at some iteration in the Nambu–Dirac
Algorithm.
Motivation Removal of second-class constraints is especially relevant since many standard quantum procedures
are based on just first-class constraints remaining by that stage. This usually entails classical removal of any other
nontrivial consistent entities which feature in the original formulation.
Remark 1 Second-class constraints can moreover be slippery to pin down. This is because second-classness is not
invariant under taking linear combinations of constraints. Linear Algebra dictates that the invariant concept is,
rather, irreducibly second-class constraints [12, 31]
I indexed by I . (60)
Structure 1 In the n = 2 case, irreducibly second-class constraints can be factored in by redefining the incipent
Poisson bracket with the Dirac bracket
{F ,G}* := {F ,G} − {F , I } · { I , I }−1 · { I ,G} . (61)
Here the –1 denotes the inverse of the given matrix, and each · contracts the underlined objects immediately adjacent
to it. This formula amounts to projecting out the I, by which they are rendered mere Casimirs with respect to the
new bracket.
Structure 2 Even-n Nambu–Poisson brackets [44] admit generalizations. The most obvious reason for this restriction
is that odd-n arrays do not possess a natural notion of inverse.
The first nontrivially-Nambu ‘Nambu–Dirac bracket’ is thus the quaternary
{A,B,C,D }* := {A,B,C,D } − {A,B, II, II′ }{ II, II′ , II′′ , II′′′ }−1{ II′′ , II′′′ ,C,D } . (62)
For the general 2 p-ary case,
{A1,A2, ... ,A2 p }* := {A1,A2, ... ,A2 p }
− {A1, ... ,Ap, I1, ... , Ip }{ I1, ... , I2 p }−1{ Ip+1, ... , I2 p,Ap+1, ... ,A2 p } . (63)
For odd-n, one can locally embed (2 p − 1)-ary brackets in 2 p-ary brackets as per Sec (2.3), and then set up the
corresponding even case’s Nambu–Dirac brackets.
We can also make use of 2 p-ary brackets’ re-expressability as products of binary brackets.
Remark 2 The role of classical brackets role initially played by the Nambu–Poisson brackets may be taken over by
the Nambu–Dirac brackets.
10
Structure 3 Use the extended Nambu-phase-space method counterpart of e.g. [31]’s account for the binary case’s
Poisson brackets.
Remark 3 This approach is systematically available without restriction on n. I.e. this is Nambu-robust without
having to transcend n-arity.
3.9 Full Nambu–Dirac Algorithm
Proceed as before, except that whenever second-class constraints appear, one switches to (new) Nambu–Dirac brackets
that factor these in. This amounts to a fifth type of equation being possible, as follows.
Type 4) Further Nambu-second-classness can arise.
4.i) This could be Nambu-self-second-classness, by which brackets between some new constraints do not close.
4.ii) This could instead be Nambu-mutual-second-classness, meaning that some bracket between a new constraint and
a previously found constraint does not close. By which, this previously found constraint was just hitherto Nambu-
first-class. I.e. Nambu-first-classness of a given constraint can be lost whenever a new constraint is discovered.
Remark 1 At each iteration, then, one ends up with a bare Nambu-Hamiltonian vector with Nambu-first-class
constraints appended using multipliers. The final such is once again denoted by H E, corresponding to having
factored in all Nambu-second-class constraints and appended all Nambu-first-class constraints. Each other notion of
Nambu-Hamiltonian vector above can also be redefined for Nambu-Dirac brackets.
Remark 2 The n = 2 version of the above is as far as Dirac gets; subsequent discoveries in practice dictate the
addition of the below sixth type. Dirac knew about this [12], commenting on needing to be lucky to avoid this at
the quantum level. But no counterpart of it enters his classical-level Algorithm.
Type 5 Discovery of a topological obstruction to having a Nambu algebraic structure of constraints. The most
obvious examples of this are anomalies [39] at the quantum level in the binary case. It is however a general brackets
phenomenon rather than specifically a quantum phenomenon, and admits an n-ary Nambu counterpart
Two distinct strategies for dealing with this are as follows.
Strategy 1 Set a cofactor of the topological term to zero when the modelling is permissible of this. In particular
strongly vanishing cofactors allow for this at the cost (or discovery) of fixing some of the theory’s hitherto free
parameters.
Strategy 2 Abandon ship.
Remark 3 In the Nambu Little Algorithm, everything stated was under the aegis of all objects involved at any stage
are Nambu-first-class, and that no topological obstruction terms occur.
3.10 Nambu–Poisson constraint algebraic structures introduced
Structure 1 The end product of a successful candidate theory’s passage through the Nambu–Dirac Algorithm is a
Nambu–Poisson constraint algebraic structure consisting solely of first-class constraints closing under Nambu–Poisson
(or more generally Nambu–Dirac) brackets.
Modelling assumption Assume that neither the topological nor tertiary complications explained below occur.
Structure 2 Under this condition, schematically,
{F,F } ‘=’ 0 . (64)
This is a portmanteau for the strong version
{F,F } ‘=’ 0 , (65)
and the weak version:
{ F , F } = F ·F . (66)
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The F can here be the structure constants of a Nambu algebra, or a Nambu algebroid’s phase space functions,
F (Q,P ).
{ C , C } = C · C + D ·D + Θ . (67)
as a more general output, with discovered constraints, D. One then needs to look at { C , D } and { D , D }.
In the n-ary case,
{ C , ... , C } =
C
... · C + D... ·D + Θ.. . (68)
where the double dot indicates that Θ is an n-array.
3.11 Lattices from the Nambu–Dirac Algorithm
Structure 1 There is further interest in finding the (in particular conceptually meaningful) consistent subalgebras
supported by the top constraint algebra. The notions of constraint in question form a bounded lattice for each n,
Lcon(n) , (69)
with the full repertoire of first-class constraints F as top element, and the absence of constraints ∅ as bottom element.
We use F(n) as more specific notation for n-ary Nambu Theory’s first-class constraints. The other members of the
lattice of notions of constraint are middle elements, the notions of Z-algebraic structure denoted by
Z with each type indexed by Z . (70)
See row 2 of Fig 1 for a schematic sketch.
3.12 Constraint algebraic structures exemplified
Structure 1 Let us denote the top space of classical Nambu-first-class constraints for a given n by
Top-Con(n) , (71)
The absence of constraints is just id. The space of classical first-class linear constraints is
Flin-Con(n) , (72)
and the space of gauge constraints is
Gauge-Con(n) . (73)
Whereas Flin = Gauge in more commonly encountered cases, e.g. [31] contains a counterexample to these always
being the same.
Structure 2 The totality of constraints subalgebraic structures for a given formalism of a given theory for each n,
bounded lattice LCon(n) . (74)
The identity algebraic structure is the bottom alias zero element, whereas the top algebraic structure of first-class
constraints is the top alias unit element. All other elements are middle elements: the Z constraint algebraic structures,
denoted by
Z(n) with each type indexed by Z . (75)
Remark 1 These are comparable to configuration spaces and phase spaces in the study of the nature of Physical Law,
and whose detailed structure is needed to understand any given theory. This refers in particular to the topological,
differential and higher-level geometric structures observables algebraic structures support, now with also function
space and algebraic levels of structure relevant.
Remark 2 This means we need to pay attention to the Tensor Calculus on constraint algebraic structures as well,
justifying our use of underbrackets to keep constraint-vectors distinct from spatial ones.
Remark 1 The third bracket in the Dirac algebroid of GR’s constraints is, firstly, a demonstration that M is an
integrability of H [18].
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Figure 1: Lattices of notions of constraints (row 2) and of constraint subalgebraic structures (row 1), with the dual lattices of notions
of observables (row 3) and of observables subalgebraic structures (row 4).
a) in general, schematically.
b) For minisuperspace, i.e. spatially-homogenoeous, GR.
c) for full GR: a first arena with a nontrivial middle.
d) for Euclidean relational particle mechanics [63, 73], which serves as a first model arena with a nontrivial-poset middle rather than just
a chain.
e) Supergravity possesses a non-supersymmetric first-class linear constraint algebra NSFlin = {J, M}, a non-supersymmetric total con-
straint algebroid, NSC = {J,M,H}, Locally Lorentz observables J, non-supersymmetric Kuchař observables NSK, and non-supersymmetric
Dirac observables NSD.
Example 2 Supergravity requires a first-order formulation – such as beins e in place of metrics h; h is the product
of two e, each of which carries one of the metric’s indices and a flat spacetime index that is contracted over. This in
turn brings in further ‘local Lorentz frame’ linear constraints J. Canonical supergravity requires furthermore use of
graded Poisson brackets { , }g.
{H ,H}g ≈ M× (structure functions) + ... (76)
still applies; first-order formulations of both GR and Supergravity furthermore have J is an integrability of M
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The big result however is that the further linear supersymmetric constraint S has the quadratic Hamiltonian constraint
H as an integrability [23],
{ S, S } ≈ H + ... (77)
Consequently, the flin do not close in this case.
See Fig 1.e) for some geometrically and physically significant subalgebraic structures that Supergravity possesses
instead. by Supergravity.
(76) and (77) confirm that Supergravity’s constraint algebraic structure is a superalgebroid.
4 The Nambu Algorithm for Spacetime Generator Closure
This parallels the Lie Algorithm: given an initial set of generators, do these close? This is now to be assessed with
Nambu brackets rather than Nambu–Posson brackets, and has one case less than the next section’s parallel of the
Dirac Algorithm.
Definition 1 We now extend Dirac’s [12] notion of weak equality to mean equality up to additive linear functionals
of the generators, and the portmanteau inequality likewise.
4.1 Nambu’s Little Algorithm
Definition 1 ‘Nambu’s Little Algorithm’2. This consists of evaluating Nambu brackets between a given input set
of generators so as to determine whether these are consistent and complete. Three possible types of outcome are
allowed in this setting.
Type 0) Inconsistencies.
Type 1) Mere identities.
Type 2) Further generators.
Remark 1 If type 2) occurs (in the absence of type 0)’s immediate inconsistency), the resultant generators are fed
into the next iteration of the Nambu Algorithm, which starts with the extended set of generators. One is to proceed
thus recursively until one of the following termination conditions is attained, closely paralleling Sec 3.4’s definitions.
Termination Condition 0 Immediate inconsistency.
Termination Condition 1 Combinatorially critical cascade.
Termination Condition 2 Sufficient cascade.
Termination Condition 3 Completion.
Remark 2 Termination Conditions 0) and 2) are a matter of rejection of an initial candidate set of generators. The
possibility of either of these applying at some subsequent iteration justifies our opening conception in terms of ab
initio consistency.
4.2 Full Nambu Algorithm
First and second classness generalizes to candidate generators in the general Lie Theory [93], and then similarly also
to the general Nambu Theory.
Second-class generator removal also generalizes from the Dirac to the Lie setting [93] and thus to the Nambu one
too, provided that it is even-n Nambu so as to permit inversion.
2Again, this is named in honour of Nambu, rather that being by Nambu. It is a direct parallel of Lie’s Algorithm [1] as extended by
[88, 93] Dirac’s insights [12] but to the exclusion of appending
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In this algorithm, except that whenever Nambu-second-class generators appear, one switches to (new) Nambu–Dirac
brackets that factor these in. This amounts to a fourth type of equation being possible, as follows.
Type 4) Further Nambu-second-classness can arise.
Type 5 Discovery of a topological obstruction to having a Nambu algebraic structure of generators. The most
obvious examples of this are anomalies [39] at the quantum level in the binary case; it is however a general brackets
phenomenon rather than specifically a quantum phenomenon, and admits an n-ary Nambu counterpart
4.3 Generator algebraic structures introduced
Structure 1 The end product of a successful candidate theory’s passage through the Nambu Algorithm is a Nambu
algebraic structures of generators consisting solely of first-class generators closing under Nambu (or more generally
Nambu–Dirac) brackets.
Modelling assumption Assume that neither the topological nor tertiary complications explained below occur.
Structure 2 Under this condition, schematically,
[g,g ] ‘=’ 0 . (78)
This is a portmanteau for the strong version
[g,g ] = 0 , (79)
and the weak version:
[ g , g ] = G ·g . (80)
The G here can be the structure constants of a Nambu algebra, or a Nambu algebroid’s spacetime functions,
G(S) . (81)
[ g , g ] = G ·g + H ·h + θ . (82)
as a more general output, with discovered generators. One then needs to look at [g,h ] and [h,h ].
In the n-ary case,
[ g , ... , g ] =
C
... ·g + D... ·h + θ.. . (83)
where the double dot indicates that θ is an n-array.
Example 1 Spacetime also possesses its own version of closure – now not Constraint Closure but Generator Closure,
in particular for
gS = Diff(m) (84)
– spacetime diffeomorphisms – the generators obey
|[ ( ~D | ~X) , ( ~D | ~Y ) ]| = ( ~D |
−→
[X, Y ] ) . (85)
~X and ~Y are here spacetime smearing variables, whereas [ , ] is Differential Geometry’s commutator of two vectors.
Our equation is a subcase of generator-weakly vanishing.
Example 2 Supergravity’s spacetime super-diffeomorphisms close schematically as
|[ ( ~SD | ~X) , ( ~SD | ~Y ) ]|g = ( ~SD |
−→
[X, Y ]g ) (86)
for subscript g denoting grading.
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4.4 Lattices of Nambu subalgebraic structures of generators
Structure 1 There is further interest in finding the (in particular conceptually meaningful) consistent subalgebras
supported by the top generators algebra. The notions of generator algebraic structure in question form a bounded
lattice for each n,
Lgen(n) (87)
with a complete consistent set of generators gen(n) as top element, and the absence of generators ∅ as bottom
element. The other members of the lattice of notions of generator algebraic structure are middle elements, the
notions of Z-algebraic structure of generators denoted by
z(n) with each type indexed by z . (88)
See row 2 of Fig 1 for a schematic sketch.
Structure 1 The top space of first-class linear generators is
top(n) , (89)
The space of absence of generators is just id.
The space of classical first-class linear generators is
flin-gen(n) , (90)
and the space of gauge generators is
gauge-gen(n) . (91)
For n = 2, we use no number at all due to coinciding with the usual Lie case.
Structure 2 The totality of generator subalgebraic structures for a given formalism of a given theory with a given
n,
bounded lattice Lgen(n) . (92)
The identity algebraic structure is the bottom alias zero element, and the top algebraic structure of first-class
generators is the top alias unit element. All other elements are middle elements: the Z generator algebraic structures,
denoted by
Z(n) with each type indexed by z . (93)
5 Nambu constrained observables
5.1 Unrestricted observables
Structure 1 The most primary notion of observables involves Taking a Function Space Thereover. In the classical
binary Poisson brackets setting, this refers to over Phase(S). The first such output are unrestricted observables,
U(Q,P ) . (94)
Structure 2 These form some function space of suitably-smooth functions, such as
Unres-Obs = C∞(Phase(S)) . (95)
At the classical level, this is a trivial extension of the theoretical framework; at the quantum level, however, self-
adjointness and Kinematical Quantization already impinge at this stage.
Structure 3 For n-ary Nambu Theory, unrestricted observables are
U(Q, P ) , (96)
forming the space
Unres-Obs(n) = C∞(Phase(S, n))) . (97)
While no brackets relations are imposed, these already succeed in being different from the binary Poisson case’s
because of now being functions over the distinctive n-ary generalized phase space.
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5.2 Constrained observables
We next consider generalized phase space functions restricted by zero-commutant Nambu brackets with
the Nambu-first-class constraints
Motivation 1 In a constrained theory, constrained observables are more physically useful than just any functions
(or functionals) of Q and P , due to their containing between more, and solely, physical information.
The n = 2 binary subcase (Dirac subcase of Lie) is covered in [4, 36, 73, 86].
Structure 1 In the binary case, C imposes Lie bracket commutant conditions on observables,
{ C, O} ‘=’ 0 (98)
on the canonical observables functions, O. I.e.
{ C, O} = 0 (99)
in the strong case, or
{ C , O˜} = W˜ · C (100)
in the weak case, with structure constants W .
Observables Theorem [68]
i) For this commutant condition to be consistent [68], the C must moreover constitute a closed subalgebraic structure
of first-class constraints F.
ii) These binary notions of observables themselves close to form further Lie algebras.
Proof i) This follows from the ‘OCC’ Jacobi identity
{ O, { C, C }} = − { C, { C, O}}− { C, { O, C }} ‘=’ 0 . (101)
ii) This follows from the ‘COO’ Jacobi identity
{ C, { O, O}} = − { O, { O, C }}− { O, { C, O}} ‘=’ 0 . 2 (102)
Remark 1 i) decouples Assignment of Canonical Observables to occur after establishing Constraint Closure of the
constraints.
Structure 2 In the ternary case, four kinds of observables are a priori possible [68]:
{ C, C, O1 } ‘=’ 0 , (103)
{ C, O2, O2 } ‘=’ 0 , (104)
{ C, O1, B1 } ‘=’ 0 , (105)
{ C, O2, B2 } ‘=’ 0 , (106)
B denotes ‘biobservables’: Nambu-commuting with one C and one O, compare ‘binormal’ in the context of basic
geometry of curves in 3-d. Let us denote the spaces each if these form by Obs1, Obs2, BiObs1, BiObs2 respectively.
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Nambu Observables Non-Proliferation Theorem
i) All kinds of observables in the arbitrary-n extension of the above sense in fact coincide.
ii) The resulting unique kind of observable supported by the n-ary Nambu bracket necessitates a closed Nambu
algebraic structure of constraints.
iii) This coincident kind itself closes as a Nambu algebraic structure.
Proof Repeatedly use the fundamental identity, as follows.
In the ternary case,
{ C, C, { C, C, O1 }} = {{ C, C, C }C, O1 } + { C, { C, C, C }, O1 } + { C, C{ C, C, O1 }} . (107)
⇒ { C, C, C } ‘=’ 0 , (108)
so the O1 necessitate a closed Nambu subalgebraic structure of constraints.
{ C, O1, { C, C, O1 }} = {{ C, O1, C }C, O1 } + { C, { C, O1, C }, O1 } + { C, C{ C, O1, O1 }} . (109)
⇒ { C, O1, O1 } ‘=’ 0 , (110)
⇒ Obs1 ⊆ Obs2 . (111)
{ O1, O1, { C, C, O1 }} = {{ O1, O1, C }C, O1 } + { C, { O1, O1, C }, O1 } + { C, C{ O1, O1, O1 }} . (112)
⇒ { O1, O1, O1 } ‘=’ 0 : (113)
so the O1 form a closed Nambu subalgebraic structure of observables.
For O2,
{ C, O2, { O2, O2, C }} = {{ C, O2, O2 }O2, C } + { O2, { C, O2, O2 }, C } + { O2, O2{ C, O2, C }} . (114)
⇒ { C, O2, C } ‘=’ 0 : (115)
⇒ Obs1 ⊇ Obs2 . (116)
Together, (111, 116) ⇒
Obs1 = Obs2 , (117)
by which also
BiObs1 = BiObs2 . (118)
For the third kind, its definition already entails O being an observable of the joint first and second kind, and the
underlying C’s closing.
{ C, C, { C, O, B}} = {{ C, C, C }O, B} + { C, { C, C, O}, B} + { C, O, { C, C, B}} . (119)
⇒ { C, C, B} ‘=’ 0 (120)
⇒ BiObs ⊆ Obs . (121)
But any O obeys
{ C, O, O} = 0 , (122)
so any O serves as a B. Thus
BiObs ⊇ Obs . (123)
Together, (121, 111) give that
BiObs = Obs . (124)
The general n case firstly uses all the fundamental identities for the leading case. Then it composes each other kind
of observables-defining bracket with all C’s to form further fundamental identities to complete a ‘two way inclusion
proof’ in parallel to the above layout. 2
Remark 2 In the weak ternary case, we have explicity
{ C , C , O˜} = W˜ C , (125)
for 4-array W .
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5.3 Dirac and Nambu–Dirac observables as top observables
Structure 1 The opposite extreme to imposing no restrictions is to impose all of a modelling situation’s first-class
generators. This returns the top observables Top(n). In the binary case, these obey
{F,Top} ‘=’ 0 , (126)
and are alias Dirac observables [4]. In the general n-ary case, these obey
{F(n), ...F(n),Top(n)} ‘=’ 0 . (127)
and could also be termed Nambu–Dirac observables.
Remark 1 The unrestricted and (Nambu–)Dirac notions of observables are universal over all physical theories.
5.4 Middling notions of canonical observables
Structure 1 Some physical theories moreover support further middling notions of classical canonical observables.
These correspond to each closed subalgebraic structure the constraint algebraic structure possesses.
Definition 1 First-class linear observables alias Kuchař observables K [36] are functions over phase space for which
{Flin, K} ‘=’ 0 . (128)
Definition 2 g-observables alias gauge-invariant quantities G are functions over phase space for which
{ Gauge, G} ‘=’ 0 . (129)
Definition 3 In cases in which quadratic constraints Chronos, such as the energy constraint of Mechanics or the
Hamiltonian constraint of GR, a notion of Chronos observables may become meaningful, i.e. functions over phase
space obeying
{ Chronos, C} ‘=’ 0 . (130)
Example 1 GR supports Kuchař but not Chronos observables, since M closes but H does not, having M as an
integrability (see Fig 1.c).
Example 2 Relational Particle Mechanics [63, 73], however, supports both Kuchař and Chronos observables (see
Fig 1.d).
Remark 1Kuchař’s notion of observables does not however have theory-independent significance. This role is, rather,
replaced by whatever non-extremal elements the bounded lattice of notions of observables of a theory happens to
possess, i.e. Sec 5.2’s notion of A-observables.
Example 3 Consult Fig 1.e) for further middling notions of observables supported by Supergravity.
Definition 4 First-class Nambu observables, which I also term Nambu–Kuchař observables K(n) are functions over
generalized phase space for which
{Flin(n), ...Flin(n), K(n)} ‘=’ 0 . (131)
Definition 5 g-Nambu observables alias gauge-invariant quantities G(n) are functions over generalized phase space
for which
{ Gauge(n), ... Gauge(n), G(n)} ‘=’ 0 . (132)
Definition 6 In cases in which Chronos(n) self-Nambu-closes, a notion of Nambu–Chronos observables C(n) becomes
meaningful, obeying
{ Chronos(n), ... Chronos(n)}C(n)} ‘=’ 0 . (133)
Structure 2 For each n, the totality of notions of canonical observables form a
bounded lattice LObs(n) dual to that of constraint algebras , LCon(n) . (134)
Its top and bottom elements are Top(n) and U(n) notions of observables, whereas the middle elements are Nambu–A
observables, A(n) with each type of such a theory supports indexed by Z.
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5.5 Observables algebraic structures
Structure 1 We denote the space of top alias Nambu–Dirac observables is
Top-Obs(S, n) , (135)
space of first-class linear alias Nambu–Kuchař observables is
Flin-Obs(S, n) , (136)
and space of gauge alias g-Nambu observables is
Gauge-Obs(S, n) . (137)
Structure 2 For each n, the totality of notions of observables form a
bounded lattice LObs(n) dual to that of constraint algebraic structures , LCon(n) . (138)
The algebraic structure of unrestricted observables is the top alias unit element, and the algebraic structure of Dirac
observables is the bottom alias zero element. All other elements are middle elements: the Nambu–A observables
algebraic structures, denoted by
a(n) with each type indexed by Z . (139)
Remark 1 The above spaces, like the constraint algebraic structures, are comparable to configuration spaces and
phase spaces in the study of the nature of Physical Law, and whose detailed structure is needed to understand any
given theory. This refers in particular to the topological, differential and higher-level geometric structures observables
algebraic structures support, now with also function space and algebraic levels of structure relevant.
Remark 2 This means we need to pay attention to the Tensor Calculus on observables algebraic structures as well,
justifying our use of undertildes to keep observables-vectors distinct from constraints ones and spatial ones. In fact,
the increased abstraction of each of these is ‘indexed’ by my notation: no turns for spatial, one for constraints and
two for observables.
Remark 3 The sizes of the spaces run in the dual lattice pair run in opposition. I.e. the bigger a constraint algebraic
structure, the smaller the corresponding space of observables is. This is clear enough from constraints acting as
restrictions, adding PDEs that the observables must satisfy...
5.6 Explicit solution for constrained observables
This brackets equation can moreover be recast as explicit PDEs to be solved using the Flow Method [1, 8, 25, 38,
65, 67]. This particular application essentially constitutes a generalization of Lie’s Integral Approach to Geometrical
Invariants [1, 8, 76], elevated successively to phase space, and then to generalized phase space as equipped with
Nambu brackets. And finally uplifted moreover to a free characteristic problem for finding ’suitably-smooth functions
of phase space invariants’, i.e. observables.
Structure 1 More specifically, observables’ defining relations can be recast [73, 76] for practical purposes of solution
as flow PDES [25, 65].
A first-order quasilinear PDE ∑
A
aA(xB , φ)∂Aφ = b(xB , φ) (140)
for unknown variable φ and individually-arbitrary indices A and B is thus recast as a flow system of ODEs
x˙A = aA(xB , φ) , (141)
φ˙ = b(xB , φ) . (142)
Here :˙ = ∂/∂τ for some parameter τ along the flow.
We more generally entertain a system of A = 1 to M such PDEs,
N∑
B=1
aAB(xC , φ)∂Bφ = bA(xC , φ) (143)
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There is no general method for such, the outcome depending firstly on determinedness, and secondly on integrability.
Remark 1 In e.g. the ternary case (see [76] for binary case), we arrive at our observables PDE system by the Nambu
bracket being an alternating sum of six terms of the form
∂C
∂Q
∂C
∂ P
∂O
∂ P ′
(144)
or some permutation of the denominators. I.e. Summing over each multi-index of Q,
0 ‘=’ {C, C′, O} =
∣∣∣∣ ∂(C, C′, O)∂(Q, P 1, P 2)
∣∣∣∣ = ∣∣∣∣ ∂(C, C′, −)∂(Q, P 1, P 2)
∣∣∣∣ O ,
where the last form makes explicit linearity of the PDE system (over all independent values of the constraints’ two
indices) and – is a blank slot. But the C are known expressions, so this leaves us with a first-order differential equation
in O.
Structure 2 Concretely, on the one hand the strong case of this is the homogeneous-linear PDE system(
∂C
∂Q
(
∂C′
∂P 1
∂
∂P 2
− ∂C
′
∂P 2
∂
∂P 1
)
− ∂C
∂P 1
(
∂C′
∂P 2
∂
∂Q
− ∂C
′
∂Q
∂
∂P 2
)
+ ∂C
∂P 2
(
∂C′
∂Q
∂
∂P 1
− ∂C
′
∂P 1
∂
∂Q
))
O = 0 .
(145)
On the other hand, the weak case of this is the inhomogeneous-linear PDE system(
∂C
∂Q
(
∂C′
∂P 1
∂
∂P 2
− ∂C
′
∂P 2
∂
∂P 1
)
− ∂C
∂P 1
(
∂C′
∂P 2
∂
∂Q
− ∂C
′
∂Q
∂
∂P 2
)
+ ∂C
∂P 2
(
∂C′
∂Q
∂
∂P 1
− ∂C
′
∂P 1
∂
∂Q
))
O =
W
. .˜ C .
(146)
Remark 2 [76, 86]’s argument in the binary case for a free characteristic problem treatment of observables PDE
systems transcends to our Nambu setting.
Remark 3 So does the binary case’s guarantee of integrability, by which solution is always in principle possible.
Remark 4 So does finally the approach by the Flow Method sequentially: equation by equation.
Remark 5 Demanding entire algebras rather than individual solutions to such moreover of course involves further
Nambu brackets algebra level checks. Moving up the lattice moreover amounts to successive restrictions of the
unreduced problem’s ’solution manifold’ function space, corresponding to applying larger and larger consistent subsets
of constraints.
6 Nambu Spacetime observables
6.1 Unrestricted spacetime observables
The most primary notion of observables involves Taking a Function Space Thereover.
In the classical spacetime and unrestricted setting, this refers to overPRiem(M): the space of spacetimes on a fixed
spacetime topology M.
Structure 1 Let us denote unrestricted spacetime observables by
u(S) . (147)
for ‘spacetime configuration’ functions S. Nambu such are no different than Lie such, since no brackets conditions
are imposed, nor is the underlying base space altered.
Structure 2 These form some function space of suitably-smooth functions, such as
Unres-Obs(S) = C∞(PRiem(S))) . (148)
At the classical level, this is once again (c.f. Sec 5.1) a trivial extension of the theoretical framework.
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6.2 Restricted spacetime observables
We next consider generalized phase space functions restricted by zero-commutant Nambu brackets with
the Nambu-first-class constraints
Motivation 1 In a theory with a group gS of physically irrelevant transformations on spacetime, restricted observ-
ables are more physically useful than just any functions (or functionals) of S, due to their containing somewhere
between more, and solely, physical information.
Structure 1 The n = 2 binary subcase (Dirac subcase of Lie) is covered in [4, 36, 73, 86]. Here g imposes Lie
bracket commutant conditions on observables,
|[g, O ]| ‘=’ 0 . (149)
on the canonical observables functions, O.
Spacetime Observables Theorem [68]
i) For this commutant condition to be consistent [68], the C must moreover constitute a closed subalgebraic structure
of first-class generators g.
ii) These binary notions of spacetime observables themselves close to form further Lie algebras.
6.3 Restricted Nambu spacetime observables
Structure 1 We now consider entities which Nambu-commute with spacetime’s generators: Nambu spacetime ob-
servables
Nambu Spacetime Observables Non-Proliferation Theorem
i) There is only one kind (in Sec 3’s sense) of Nambu spacetime observables per n-arity.
ii) The resulting unique kind of spacetimes observables supported by the n-ary Nambu bracket necessitates a closed
Nambu algebraic structure of generators.
iii) This coincident kind itself closes as a Nambu algebraic structure.
Example 1 In particular, one can place functions over spacetime which are Diff(M)-invariant, i.e. Lie-brackets
commutants with with Diff(M)’s generators,
|[ (D |Y ), (S |Z ) ]| ‘=’ 0 (150)
for spacetime smearing variables Y and Z, or perhaps the generator-weak equality extension of this equation.
Structure 2 These S form an infinite-d Nambu algebra
S(n) = Diff(m, n) (151)
(so the nature of diffeomorphisms changes in models resting on nontrivially-Nambu brackets).
Remark 1 In the weak ternary case, we have explicity
|[ g , g , o˜ ]| = W˜ g , (152)
for 4-array W .
6.4 Top spacetime observables
These use all of gS. These are the analogue in this order-theoretic top sense to Dirac observables in the canonical
case. In the general n-ary case, this returns the top spacetime observables D(n) obeying
|[ f(n), ... f(n), D(n) ]| ‘=’ 0 . (153)
The unrestricted and top notions of spacetime observables are universal over all physical theories.
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6.5 Middling notions of spacetime observables
Structure 1 Some physical theories moreover support further middling notions of spacetime observables. These
correspond to each closed subalgebraic structure the spacetime algebraic structure possesses.
Definition 1 First-class linear spacetime observables f(n) are quantities obeying
|[ flin, ... , flin, f(n) ]| ‘=’ 0 . (154)
Definition 2 Spacetime gauge observables alias spacetime gauge-invariant quantities o(n) are those for which
|[ G, ... , G, o(n) ]| ‘=’ 0 . (155)
Example 1 Diffeomorphism-invariant spacetime observables are quantities forming zero Nambu spacetime brackets
with all of a given theory’s spacetime diffeomorphism generators, These are not necessarily top observables, or even
the totality of the gauge observables, as exemplified by the Einstein–Maxwell Theory’s top spacetime observables
additionally forming zero brackets with the U(1) gauge generators.
Structure 2 For each n, the totality of notions of spacetime observables form a
bounded lattice LO(n) dual to that of generator algebraic structures , Lgen(n) . (156)
Its top and bottom elements are top(n) and u respectively, whereas the middle elements are a(n)-observables with
each type of such a theory supports indexed by Z.
6.6 Solving PDEs from representing generators differentially
In this case, we obtain PDEs via representing generators differentially. See [75] for the n = 2 Lie case of this (in a
spatial geometry rather than spacetime geometry setting).
6.7 Expression in Terms of Observables
This subsection refers to whichever of the canonical or spacetime incarnations of observables.
Structure 1 Having an observables algebraic structure as a Function Space Thereover does not yet mean being
able to express each physically-meaningful quantity in terms of observables. This involves the further step [73, 81] of
eliminating out the ways each quantity is formulated in terms of unphysical quantities or mixed physical-unphysical
quantities. One can envisage this as an Algebra or Calculus based equation-solving process.
Structure 2 For some physical quantities, some subset of observables may suffice rather than the whole space of
these.
Structure 3 It is additionally often convenient to pick a basis of Nambu observables in terms of which to express
one’s physical quantities. Consideration of functional independence, and bases, for observables algebraic structures
is thus also a significant part of the theory of observables.
7 Higher Nambu Theory
This parallels ‘higher Lie Theory’ in the sense of [88].
7.1 Lie Deformations and Lie Rigidity
The ‘passing families of theories through the Dirac Algorithm’ approach to Spacetime Construction from space
[48, 66, 73, 77, 87], and to obtaining more structure from less for each of space and spacetime separately, are
identified as [88] Lie algebraic structure deformation procedures [11] that work by Lie Rigidity [11, 14, 53] being
encountered.
Structure 1 We denote generator deformations [11] by
g −→ gα = g + α ·φ . (157)
23
α here in general carries a multi-index, so one has the corresponding multi-index inner product with an equally
multi-indexed set of functions φ. These deformed generators can be viewed as terminating at linear order in α
(rather than necessarily being small), since each component of our α’s is typically a priori real-valued.
Remark 1 Nijenhuis and Richardson [14] specialized Gerstenhaber’s considerations of deformations [11] to the Lie
algebraic setting. This work additionally attributes local stability under deformations to rigid Lie algebras.
Structure 2 Gerstenhaber proceeds by placing a cohomological underpinning on rigidity results, which Nijenhuis
and Richardson [14] again specialize to the Lie algebra case as
H2(g, g) = 0 diagnoses rigidity . (158)
Structure 3 This deformation approach has furthermore been generalized to ternary and n-ary Nambu algebras by
de Azcarraga and Izquierdo [58]. It is thus available for the current Nambu Mathematics extension of my Problem
of Time and Background Independence work [93] following from Lie’s Mathematics.
Remark 2 By evoking cohomology, this treatment of deformations is ‘global’ in a further sense – by involving the
topology of some space of Nambu algebras – thus pushing one out of this Article’s main current application of A
Local Resolution of the Problem of Time and A Local Theory of Background Independence.
Remark 3 ‘Deformation’ is meant here in the same kind of sense as in ‘deformation quantization’ (see [24, 42, 43] or
specifically [40] for the Nambu case). Such deformations are thus of some familiarity in Theoretical and Mathematical
Physics. This Series’ application is moreover a clearly distinct – entirely classical – application of deformation.
Remark 2 A Local Resolution of the Problem of Time and A Local Theory of Background Independence require de-
formations of Lie algebroids, which Crainic and Moerdijk [53] considered. For now, as far as I am aware, deformations
of Nambu algebroids remains an unexplored research frontier.
7.2 Reallocation of Intermediary Object (RIO) Invariance for binary brackets
Figure 2: a) poses Refoliation Invariance.
b) to d) GR’s Constraint Closure; b) moreover affirms Refoliation Invariance in this case. The meanings of Figs e) to h) are further
explored in Sec 7.3.
Example 1 A well-known case is Refoliation Invariance [19, 32, 33, 73, 91] in GR posed in Fig 2.a) and resolved in
Fig 2.b).
Remark 1 By not forming a Lie algebra, the GR constraints clearly form a structure other than the spacetime
diffeomorphsms Diff(m). That the Dirac algebroid is much larger than Diff(m) reflects the large freedom in how
spacetime can be split into (or foliated by) spatial splices.
Refoliation Invariance generalizes to the following universally poseable, if not necessarily realizable, structure.
Definition 1 Reallocation of Intermediary-Object (RIO) is the commuting-pentagon property depicted in Figure 3.
In more detail, it is a commuting square, corresponding to moving from an initial object Oin to a final object Ofin
via two distinct arbitrary intermediary objects O1 and O2, up to some automorphism of the final object,
Aut(Ofin) , (159)
which relates the outcomes of proceeding via O1 and via O2. This automorphism constitutes the fifth side of the
pentagon.
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Figure 3: Commuting pentagon from Oin to Ofin via two distinct allocations of intermediary objects, O1 and O2. The thinner arrows
can be labelled by g and the doubled arrows by h.
b) and c) depict the ternary and n-ary Nambu counterparts.
Remark 2 Some theories will obey this property, and some will not (see [81, 91] for examples). RIO Invariance thus
also has the status of a selection principle.
Remark 3 We need at least one generator not amongst the Aut(Ofin), else it is trivial by Aut’s closure. In this
Series, Chronos plays this role.
Remark 4 Refoliation Invariance itself has the further feature of transcending back from spacetime primality to
spatial primality.
Remark 5 GR’s constraints forming an algebroid provides a means of encoding Refoliation Invariance. A much
larger structure than the spacetime diffeomorphisms is required to attain this, though it is not a foregone conclusion
that this always has to be an algebroid.
7.3 RIO invariance for nontrivially-Nambu brackets
Remark 1 In the ternary Nambu case, the analogue of posing RIO invariance is an alternating sum along 6 distinct
paths of edge-length 3, as per Fig 3.b).
In the n-ary case, it is an alternating sum along n! distinct paths of edge-length n, for which Fig 3.c) is a schematic
depiction.
Remark 2 Whether RIO Invariance actually holds has not been checked in any nontrivially-Nambu examples of
which I am aware, providing an interesting research frontier.
Structure 1 A priori, Nambu Theory does not manifest a direct analogue of Refoliation Invariance from the point
of view of multiple fleets of observers moving arbitrarily relative to each other. Even the posed version requires
n-tuples of observers to compare accounts before being out by at most an automorphism can occur.
In the ternary Nambu case, RIO’s difference of two 2-edge chains – going via 1 distinct intermediary object each –
is replaced by an an alternating sum of 6 3-edge chains: going via 2 intermediaries each (Fig 3.b).
In the n-ary Nambu case, an alternating sum of n! n-edge chains – going via n− 1 intermediaries each – is involved,
as depicted schematically in Fig 3.c).
Being out by an automorphism only enters at the level of whether
n∑
a=1
!(−1)aOafin = Aut(Ofin) . (160)
Remark 3 The resolution of the n-ary bracket into an alternating sum of products of binary brackets, however,
permits posing RIO Invariance for each pair of fleets of observers being out by at most an automorphism. In this way,
contact can be made at least with the standard posing of Refoliation Invariance. Thereby, being able to pose RIO
Invariance is itself permissive of Nambu Theory. Whether this RIO Invariance is actualized – for now an unexplored
matter – would constitute a test of whether RIO selects for or against Nambu Theory.
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8 Conclusion with generalizations
8.1 Summary of results
We presented a Nambu–Dirac Algorithm extension of the Dirac Algorithm [12, 31, 73] of the canonical formulation,
and a Nambu Algorithm extension of the Lie Algorithm [1, 93] more generally. In particular, the a priori multiplicity of
notions of first- and second-class from considering n-slot brackets is uniquely narrowed down by judicious application
of the Fundamental Identity. Also, Dirac brackets extend to even-n Nambu Theory, whereas one can use (2 p − 1-
into 2 p-Nambu embedding to accommodate the remaining odd-dimensional cases.
We also presented notions of Nambu observables in all of the general, canonical and spacetime settings. Two sources
of variety are strong versus weak in Dirac’s sense, and the extent [36, 68, 73, 81] of the generators (or first-class
constraints) that the observables are to commute with. This gives a lattice of generators (or first-class constraints)
algebraic structures with a dual lattice of observables algebraic structures. A further a priori multiplicity from
considering n-slot brackets, now of notions of observables, is also uniquely narrowed down by parallel uses of the
Fundamental Identity. Explicit PDEs to solve to obtain Nambu observables are also provided and qualitatively
analyZed.
The above results lay out Closure and Assignment of Observables formulated in terms of Nambu Mathematics.
These are two of the five super-aspects of A Local Theory of Background Independence. A third – Relationalism –
is uneventful, through Lie derivatives and configuration–change formulations (most basically a parametrization irrel-
evance reformulation of reparametrization invariance) carrying over unaffected by passage to Nambu Mathematics.
As regards the remaining two, more advanced super-aspects, we noted that deformation and rigidity have already
been worked out for Nambu algebras; such material is used for the Construction super-aspect. We finally posed
Reallocation of Intermediary-Object (RIO) Invariance’s analogue for Nambu Theory. Whether this RIO Invariance
is actualized in Nambu Theoreies remains an unexplored matter.
8.2 More general notions of brackets
Some situations in which Nijenhuis brackets arise in the binary case recur in the nontrivially-Nambu setting. As
such, Nambu–Nijenhuis brackets also make sense, and [94] and the current Article’s observations of Lie Mathematics
description of A Local Resolution of the Problem of Time and A Local Theory of Background Independence extending
in both Nijecnhuis and Nambu directions applies to the combination of the two as well. For self-containedness, the
Schouten–Nijenhuis (SN) bracket [2, 69] on degree-r and thus shifted degree r¯ := r− 1 multivector fields Xr is given
by
[ , ]SN : Xp¯ × Xq¯ −→ Xp¯+q¯
[P ,Q ]SN(F1, ... , Fp¯+q¯+1) :=
∑
σ∈Sq,p¯
sign(σ)P (Q(Fσ(1), ... Fσ(q)), Fσ(q+1), ... Fσ(q+p¯)) −
−(−1)p¯q¯
∑
σ∈Sp,q¯
sign(σ)Q(P (Fσ(1), ... Fσ(p)), Fσ(p+1), ... Fσ(p+q¯)) ,
(161)
where σ denotes a shuffle and S a permutation group formed. This obeys graded antisymmetry and a graded Jacobi
identity. There are distinct Frölicher–Nijenhuis [6, 34] and Nijenhuis–Richardson [14] brackets, each on vector-valued
differential forms rather than on multivector fields.
In the binary case, the Nijenhuis bracket firstly generalizes to the general Gerstenhaber bracket [10, 69]: a bilinear
product taking one between spaces of k-linear maps HCk(V ) of a graded vector space V:
[ , ]|G : HC
p¯ ×HCq¯ −→ HCp¯+q¯ . (162)
Like the Schouten–Nijenhuis bracket, this is of graded Lie bracket type, thus obeying graded-antisymmetry and
graded-Jacobi identities. Such k-linear maps are moreover the basic objects entering Hochschild cohomology [69, 45],
which then plays a major role in Deformation Quantization [24, 69, 43] and the theory of quantum-mechanically
relevant operator algebras [27, 46].
Some reasons for Hochschild cohomology to be of interest in Theoretical Physics are as follows. Firstly, it models
Quantum Operator Algebras [27, 46]. Secondly, it features as the ‘downstairs part’ of the arena for Deformation
Quantization [24, 42], whose more modern incarnation rests on substantial results of Kontsevich [69, 43]. In the
binary case, this approach involves mapping Poisson cohomology for classical Physics to Hochschild cohomology for
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quantum operators. In nontrivially-Nambu counterparts, one would map Poisson–Nambu cohomology for classical
Nambu Physics to Nambu–Hochschild cohomology for quantum operators.
The general ‘Nambu–Gerstenhaber bracket’ [10, 69] gneralization of the Nambu–Schouten–Nijenhuis bracket is then
a multilinear product taking one between spaces of k-linear maps HCk(V ) of a graded vector space V:
[ , ... , ]NG : ×ni=1HCp¯i −→ HC
∑n
i=1
p¯i . (163)
Nambu–Gerstenhaber algebraic structures follow. As new results, one also has a Nambu–Gerstenhaber Algorithm
extension of the Lie Algorithm generalization of Dirac’s Algorithm, and a Nambu–Gerstenhaber notion of observables
obeying
[C,C, ... ,C, O ]NG ‘=’ 0 . (164)
It remains to be seen if this matches the usual binary Gerstenhaber algebraic stuctures in terms of usefulness
of applications. One can moreover at least pose Nambu–Gerstenhaber deformations and then ask, as a selection
principle, which subcases of each exhibit Rigidity. One can finally pose RIO Invariance in the Nambu–Gerstenhaber
setting.
Nijenhuis brackets moreover enjoy further unification in the form of Vinogradov brackets [30, 52]
[A,B ]|V := 12
(
[ [A,d ],B ]− (−1)|b|[A, [B,d ] ]
)
. (165)
A, B here are maps from the space of forms to itself and d the exterior derivative. Lie Mathematics’ algebraic struc-
tures, Algorithm, observables, deformations and rigidity and RIO also extend to this Vinogradov setting. Whether
there is a Nambu–Vinogradov parallel of Vinogradov brackets remains to be determined.
8.3 M-Theory applications
M-Theory’s formulation along the lines of Bagger, Lambert and Gustavsson (BLG) makes spacetime use of ternary
Nambu brackets brackets in its brane worldsheet action’s potential,
V (X) ∝ Tr ([XI ,XJ ,XK ], [XI ,XJ ,XK ]) , (166)
with 4-array structure constants entering elsewhere in this action. This presence of Nambu brackets additionally
straightforwardly carries to the corresponding spatiotemporal split and canonical formulation.
With Supergravity being a low-energy limit of M-Theory, we included some discussion of its Background Independence
in the current Article. Some differences between GR and Supergravity at the level of Background Independence
appear at the canonical level. First-class linear constraints close for GR but not for Supergravity, leaving the
associated notion of Kuchař observables well-defined for GR but not for Supergravity. Thinking in terms of middling
observables completing a lattice between unrestricted observables and maximally restricted observables (alias Dirac
observables in the canonical case)is moreover broad enough to accommodate both these theories (and, indeed, any
other). See [71, 73] for further arguments that Supergravity is substantially distinct from GR at the level of how
each’s Background Independence is manifested.
BLG is moreover furtherly distinctive in this regard. On the one hand, our progress relative to [68] removes the a
priori distinction at the level of diversity of observables. On the other hand, there are qualitative differences in posing
RIO, i.e. an alternating sum of chains with two intermediaries each rather than the difference of two chains each with
a single intermediary. We point furthermore to Finite Nambu Mechanics being a a first model arena for investigating
this distinction. We finally remind the reader that BLG is not unique as a candidate action for M-Theory, with
e.g. Berman and Perry [59] providing an unrelated – in particular non-Nambu – canonical formulation. Such would
require a separate Background Independence and Problem of Time assessment.
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