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Abstract
This paper is concerned with self-adjoint extensions for a linear Hamiltonian system with two singular
endpoints. The domain of the closure of the corresponding minimal Hamiltonian operator H0 is described
by properties of its elements at the endpoints of the discussed interval, decompositions of the domains
of the corresponding left and right maximal Hamiltonian operators are provided, and expressions of the
defect indices of H0 in terms of those of the left and right minimal operators are given. Based on them,
characterizations of all the self-adjoint extensions for a Hamiltonian system are obtained in terms of square
integrable solutions. As a consequence, the characterizations of all the self-adjoint extensions are given for
systems in several special cases.
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
Consider the following linear Hamiltonian system:
Jy′(t) = (λW(t)+ P(t))y(t), t ∈ (a, b), (1.1λ)
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2004 H. Sun, Y. Shi / Journal of Functional Analysis 259 (2010) 2003–2027where a and b are singular, i.e., either a or b may be infinite, or either one of W and P or both W
and P are not integrable near a or b; W(t) and P(t) are 2n× 2n Hermitian matrices and locally
integrable in (a, b); J is the canonical symplectic matrix, i.e.,
J =
(
0 −In
In 0
)
,
and In is the n× n unit matrix; W(t) 0 is a weight function.
Throughout the paper, it is always assumed that
(A) For each pair of a  a′ < b′  b, if y satisfies Jy′ − Py = Wf and Wy = 0 for a′ < t < b′
for some f ∈ L2W(a′, b′), then y = 0 for a′ < t < b′,
where the space L2W(a
′, b′) is defined in Section 2.2. A similar assumption was used by Krall
in [13]. It can be concluded that if (A) holds, then, for all λ ∈ C and for all the nontrivial solutions
y(t) of system (1.1λ), the following inequality always holds:
b′∫
a′
y∗(s)W(s)y(s)ds > 0, a  a′ < b′  b. (1.2)
Condition (1.2) is called a definiteness condition (cf. [1, p. 253], [10]).
Self-adjoint extension problems are fundamental problems in the study of spectral problems
for linear ordinary differential equations. The Weyl–Titchmarsh theory is important in the study
of self-adjoint extensions for linear ordinary differential equations (cf. [1,3,4,9,10,12–14,16,23,
24] and their references). In the classical Titchmarsh–Weyl theory, some self-adjoint extension
domains of a second-order singular symmetric differential operator are determined by Weyl’s
solutions, which are constructed by using Weyl’s circle, in the limit circle case [3, Chapter 9].
Since these extension domains are constructed by separated boundary conditions, they do not in-
clude all the self-adjoint extension domains of the operator. GKN theory, which was established
by Glazman, Krein, and Naimark, is of advantage in the consideration of related boundary value
problems compared with the classical von Neumann theory (cf. [6,7,11]). Based on the GKN the-
ory, Z. Cao gave a characterization of all the self-adjoint extensions of a symmetric high-order
differential expression with maximum defect indices in terms of square integrable solutions [2].
Later, J. Sun provided a certain decomposition of the domain of the maximal operator corre-
sponding to a symmetric higher-order differential expression with middle defect indices [17].
Applying this decomposition, he gave a characterization of all its self-adjoint extensions in terms
of square integrable solutions. Recently, A. Wang et al. gave a characterization of all the self-
adjoint extensions of a symmetric quasi-differential expression of even order with one singular
endpoint in terms of square integrable solutions of the equation with real spectral parameter [20],
and they further gave the classification of self-adjoint boundary conditions: separated, coupled,
and mixed [21]. The characterization of self-adjoint extensions in terms of certain solutions for
real spectral parameter yields information about the spectrum. Based on the works in [20,21],
J. Sun et al. got some spectral consequences in [18]. For more results about self-adjoint exten-
sions of symmetric differential equations, we refer to [5,8,15].
For Hamiltonian system (1.1λ) with one singular endpoint, Krall gave a description of self-
adjoint extensions of the corresponding minimal operator in terms of the Weyl’s solutions in [12]
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sions in terms of square integrable solutions of (1.1λ) in the two cases when Imλ = 0 and λ ∈ R
[19]. For Hamiltonian system (1.1λ) with two singular endpoints, Krall gave a description of
self-adjoint extensions in terms of the corresponding Weyl’s solutions [13]. In the present pa-
per, we shall study characterizations of all the self-adjoint extensions of the minimal operator
H0 corresponding system (1.1λ) with two singular endpoints. We first introduce a left and right
maximal and minimal operators Ha , Ha,0, Hb , and Hb,0 corresponding system (1.1λ) in the cor-
responding subintervals and study descriptions of their domains. Then the defect indices of H0
are expressed in terms of those of Ha,0 and Hb,0. Next, characterizations of all the self-adjoint
extensions of H0 are given in terms of the square integrable solutions of (1.1λ) defined in (a, c0]
and [c0, b), a < c0 < b. Finally, characterizations of all the self-adjoint extensions of H0 are
given in terms of the square integrable solutions of (1.1λ) in the two cases when Imλ = 0 and
λ ∈ R.
The rest of this paper is organized as follows. In Section 2, some basic concepts and results
about complex symplectic spaces and linear operators in Hilbert spaces are listed. Maximal op-
erators H , Ha , and Hb and minimal operators H0, Ha,0, and Hb,0 associated with system (1.1λ)
are introduced. The descriptions of D(H¯0), D(H¯a,0), and D(H¯b,0) in terms of the endpoints of
the discussed intervals and the decompositions of D(Ha) and D(Hb) are studied in Section 3.
The expressions of the defect indices of H0 in terms of those of Ha,0 and Hb,0 are given in
Section 4. Finally, Section 5 pays attention to characterizations of all the self-adjoint extensions
of H0. As a consequence, characterizations of all the self-adjoint extensions are given in three
special cases.
2. Preliminaries
In this section, we introduce some basic concepts and results about complex symplectic spaces
and linear operators in Hilbert spaces, define the maximal and minimal Hamiltonian operators
including the left and right maximal and minimal Hamiltonian operators corresponding to system
(1.1λ) in the subintervals. This section is divided into two parts.
2.1. Some basic concepts and results about complex symplectic spaces and linear operators in
Hilbert spaces
Definition 2.1. (See [6, Section I, Definition 5].) A complex symplectic space S is a complex
linear space with a symplectic form [:]: S × S → C, (X,Y ) → [X : Y ], satisfying:
(1) (conjugate bilinear property) for all X,Y,Z ∈ S and μ ∈ C,
[Z : X + Y ] = [Z : X] + [Z : Y ], [X + Y : Z] = [X : Z] + [Y : Z],
[μX : Y ] = μ[X : Y ], [X : μY ] = μ¯[X : Y ];
(2) (skew-Hermitian property) [X : Y ] = −[Y : X] for all X,Y ∈ S ;
(3) (non-degenerate property) [X : Y ] = 0 for all Y ∈ S implies that X = 0.
If (1) and (2) hold, then S is called a pre-symplectic space.
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operator on H. Denote the domain, the range, and the kernel of T by D(T ), R(T ), and N(T ),
respectively. The subset G(T ) := {(f,Tf ): f ∈ D(T )} of H × H is said to be the graph of T .
T is said to be closed if G(T ) is closed in H × H. T is said to be closable if G(T ) is a graph.
If T is closable, then there exists a unique operator T¯ such that G(T¯ ) = G(T ) [22, the proof of
Theorem 4.15], and T¯ is said to be the closure of T .
Let T be densely defined, i.e., D(T ) is dense in H, and let
D∗ = {g ∈ H: there exists an hg ∈ H such that 〈hg,f 〉 = 〈g,Tf 〉 for all f ∈ D(T )}.
Since D(T ) is dense, then for every g ∈ D∗ there exists hg ∈ H, uniquely determined by g and T
via 〈hg,f 〉 = 〈g,Tf 〉 for all f ∈ D(T ). The operator T ∗,
D
(
T ∗
) := D∗ → H, g → hg,
is called the adjoint operator of T .
Definition 2.2. A linear operator T is said to be Hermitian if 〈Tf,g〉 = 〈f,T g〉 for all f,g ∈
D(T ). T is said to be symmetric if it is Hermitian and densely defined. Further, T is said to be
self-adjoint if T is symmetric and T = T ∗.
It can be easily verified that a linear operator T is symmetric if and only if T is densely
defined and T ⊂ T ∗. Further, T is closable and T¯ is also symmetric if T is symmetric. By
[22, Theorem 5.3], if T is closable and densely defined, then (T¯ )∗ = T ∗. Hence, for a symmetric
operator T , we have that T¯ ⊂ T ∗, i.e., T¯ is a restriction of T ∗.
Let T be symmetric. Define a form [:] on D(T ∗)×D(T ∗) by
[f : g] := 〈T ∗f,g〉− 〈f,T ∗g〉, f, g ∈ D(T ∗).
Then the form [:] is a conjugate bilinear and skew-Hermitian map from D(T ∗)×D(T ∗) into C.
So, D(T ∗) with [:] is a pre-symplectic space. By using the form [:], T¯ can be characterized as
follows.
Lemma 2.1. (See [11, Lemma 10.2.9].) Let T be a symmetric operator. Then
D(T¯ ) = {y ∈ D(T ∗): [y : D(T ∗)]= 0}, T¯ y = T ∗y for y ∈ D(T¯ ).
Definition 2.3. (See [4, Chapter XII, Definition 4.9] or [22, p. 231].) The subspace N(λ−T ∗) :=
{f ∈ D(T ∗): T ∗f = λf } is called the defect space of T and λ, and d(λ) = dimN(λ − T ∗) is
called the defect index of T and λ.
By [22, Theorem 4.13 and Theorem 8.1], if T is symmetric, d(λ) is constant in the upper
and lower half planes, respectively. d(i) and d(−i) are called the positive and negative defect
indices of T , respectively, denoted by d+(T ) and d−(T ), respectively. By [22, Theorem 8.6],
a closed symmetric operator T has a self-adjoint extension if and only if d+(T ) = d−(T ). Since
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same self-adjoint extensions. Hence, T has a self-adjoint extension if and only if
d+(T ) = d−(T ) = d > 0. (2.1)
Definition 2.4. (See [19, Definition 2.6].) Let T be a symmetric operator satisfying (2.1). A set
{fr}dr=1 in H is called a GKN-set for the pair of operators {T ,T ∗} if
(1) fr ∈ D(T ∗), 1 r  d ;
(2) f1, f2, . . . , fd are linearly independent in D(T ∗) (modulo D(T¯ ));
(3) [fr : fs] = 0, 1 r, s  d .
For a symmetric operator T , if S is self-adjoint and it is an extension of T , i.e., D(T ) ⊂ D(S)
and Tf = Sf for all f ∈ D(T ), then S is said to be a self-adjoint extension of T . The following
generalized GKN theorem for a symmetric operator in Hilbert spaces was used in [19] and can
be obtained by [11, Definition 10.2.6 and Theorem 10.2.18].
Theorem 2.1. (See [19, Theorem 2.7].) Let T be a symmetric operator satisfying (2.1).
(1) If {βr}dr=1 is a GKN-set for {T ,T ∗}, then the operator S : D(S) → H defined by
D(S) := {f ∈ D(T ∗): [f : βr ] = 0, 1 r  d},
Sf := T ∗f, f ∈ D(S) (2.2)
is a self-adjoint extension of T .
(2) Conversely, if S is a self-adjoint extension of T , then there exists a GKN-set {βr}dr=1 such
that S is determined by (2.2).
2.2. Maximal and minimal Hamiltonian operators
In this subsection, we introduce the maximal and minimal Hamiltonian operators corre-
sponding to system (1.1λ) and the left and right maximal and minimal Hamiltonian operators
corresponding to system (1.1λ) in the subintervals, and define symplectic forms on the domains
of those maximal operators, respectively.
First, define the following space:
L2W(I) :=
{
f :
∫
I
f ∗(t)W(t)f (t)dt < +∞
}
with the inner product
〈f,g〉 =
∫
g∗(t)W(t)f (t)dt,
I
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(〈f,f 〉)1/2 for f ∈ L2W(I). We remark that if W is singular, L2W(I) is a quotient space in the
sense that y = z if ‖y − z‖ = 0. In this case, L2W(I) is a Hilbert space.
Let ACl (I ) denote the set of functions which are locally absolutely continuous on the inter-
val I . The maximal and minimal operators H and H0 corresponding to system (1.1λ) are defined
as follows [13, Definitions 4.1 and 4.2 for the maximal operator].
D(H) := {y ∈ L2W(a, b): y ∈ ACl((a, b)) and there exists f ∈ L2W(a, b)
such that L(y)(t) = W(t)f (t), t ∈ (a, b)},
Hy := f, (2.3)
D(H0) :=
{
y ∈ D(H): y has a compact support in (a, b)},
H0y := Hy, (2.4)
where L is the natural differential operator corresponding to system (1.1λ), i.e.,
L(y)(t) := Jy′(t)− P(t)y(t).
It can be easily verified that operators H and H0 are well defined under assumption (A).
For convenience, set
(f, g)(t) := g∗(t)Jf (t).
Then, by [16, Lemma 2.1], it can be obtained that for all x, y ∈ ACl ((a, b)),
b′∫
a′
{
x∗(t)L(y)(t) − L(x)∗(t)y(t)}dt = (y, x)(t)|b′a′ (2.5)
for any a < a′ < b′ < b. By (2.5) and with a similar argument to the proofs of [23, Theorems 3.7
and 3.9], one can get the following result:
Lemma 2.2. H0 is symmetric and
H ∗0 = H. (2.6)
Fix any c0 ∈ (a, b). Let the left and right maximal operators Ha and Hb be defined as in (2.3)
with (a, b) replaced by (a, c0] and [c0, b), respectively, and the left and right minimal operators
Ha,0 and Hb,0 be defined as in (2.4) with (a, b) replaced by (a, c0) and (c0, b), respectively. By
[16, Lemma 2.2], Ha,0 and Hb,0 are symmetric and
H ∗a,0 = Ha, H ∗b,0 = Hb. (2.7)
For clarity, by 〈·,·〉, 〈·,·〉a , and 〈·,·〉b denote the inner products of the spaces L2W(a, b),
L2W(a, c0], and L2W [c0, b), respectively. Define a form [:] on D(H) ×D(H) by
[f : g] := 〈Hf,g〉 − 〈f,Hg〉, f, g ∈ D(H). (2.8)
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replaced by Ha and Hb , respectively. Then it can be easily verified that D(H) with [:], D(Ha)
with [:]a , and D(Hb) with [:]b are pre-symplectic spaces.
Furthermore, for any f,g ∈ D(H), there exist y, z ∈ L2W(a, b) such that Hf = y and Hg = z.
From (2.5), we have
b′∫
a′
{
g∗(t)W(t)(Hf )(t)− (Hg)∗(t)W(t)f (t)}dt = b
′∫
a′
{
g∗(t)W(t)y(t) − z∗(t)W(t)f (t)}dt
=
b′∫
a′
{
g∗(t)L(f )(t) − L(g)∗(t)f (t)}dt
= (f, g)(t)|b′a′ (2.9)
for any a < a′ < b′ < b. It follows that limt→a+(f, g)(t) and limt→b−(f, g)(t) exist for all
f,g ∈ D(H). Similarly, one can get that limt→a+(f, g)(t) exists for all f,g ∈ D(Ha) and
limt→b−(f, g)(t) exists for all f,g ∈ D(Hb). For convenience, denote
(f, g)(a) := lim
t→a+
(f, g)(t), (f, g)(b) := lim
t→b−
(f, g)(t).
Then, using (2.9), we have the following result:
Lemma 2.3.
(1) [f : g] = (f, g)(b) − (f, g)(a) for all f,g ∈ D(H);
(2) [f : g]a = (f, g)(c0)− (f, g)(a) for all f,g ∈ D(Ha);
(3) [f : g]b = (f, g)(b) − (f, g)(c0) for all f,g ∈ D(Hb).
The following result can be directly derived form (2.5):
Lemma 2.4. (See [19, Lemma 2.9].) For λ ∈ C, let y(·, λ) and z(·, λ¯) be any solutions of systems
(1.1λ) and (1.1λ¯), respectively. Then(
y(·, λ), z(·, λ¯))(t) = (y(·, λ), z(·, λ¯))(c0), t ∈ (a, b).
In particular, for any two solutions y(t, λ) and z(t, λ) of system (1.1λ) with λ ∈ R,(
y(·, λ), z(·, λ))(t) = (y(·, λ), z(·, λ))(c0), t ∈ (a, b).
3. Characterizations of D(H¯0), D(H¯a,0), D(H¯b,0), D(Ha), and D(Hb)
In this section, we shall first provide descriptions of D(H¯0), D(H¯a,0), and D(H¯b,0) in terms
of the endpoints of the discussed intervals, and then give characterizations of D(Ha) and D(Hb),
in which D(Ha) and D(Hb) are decomposed into three parts, respectively. First, we present the
following result:
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with (a, b) replaced by [a1, b1]. Then for every given pair of α,β ∈ C2n, there exists y ∈ D(H1)
such that y(a1) = α, y(b1) = β .
Remark 3.1. Lemma 3.1 is called the patching lemma. Similar results have been used for
the study of symmetric differential and quasi-differential operators (cf. e.g., [17,20,23]). By
Lemma 3.1, arbitrary two elements of D(H) can be patched up to construct another element
of D(H). For example, for any given f,g ∈ D(H), by Lemma 3.1 there exists y ∈ D(H1) such
that y(a1) = f (a1) and y(b1) = g(b1). We can patch f and g up as follows:
y˜(t) = f (t), t ∈ (a, a1); y˜(t) = y(t), t ∈ [a1, b1]; y˜(t) = g(t), t ∈ (b1, b).
It can be easily verified that y˜ ∈ D(H). Also, we can patch arbitrary two elements of D(Ha) (or
D(Hb)) up to construct another element of D(Ha) (or D(Hb)) in a similar way.
Now, D(H¯0), D(H¯a,0), and D(H¯b,0) can be described as follows.
Theorem 3.1.
(1) D(H¯0) = {y ∈ D(H): (y, g)(a) = (y, g)(b) = 0 for all g ∈ D(H)};
(2) D(H¯a,0) = {y ∈ D(Ha): (y, g)(a) = 0 and y(c0) = 0 for all g ∈ D(Ha)};
(3) D(H¯b,0) = {y ∈ D(Hb): y(c0) = 0 and (y, g)(b) = 0 for all g ∈ D(Hb)}.
Proof. First show result (1). It follows from Lemmas 2.1 and 2.2 that
D(H¯0) =
{
y ∈ D(H): [y : D(H)]= 0}. (3.1)
Set
D1 =
{
y ∈ D(H): (y, g)(a) = (y, g)(b) = 0 for all g ∈ D(H)}.
It is easily concluded that D(H¯0) ⊃ D1 by (3.1) and (1) in Lemma 2.3. One needs to show that
D(H¯0) ⊂ D1. Suppose that y ∈ D(H¯0). Then again by (3.1) and (1) in Lemma 2.3,
(y, g)(a) = (y, g)(b) for all g ∈ D(H). (3.2)
Fix any a < a1 < b1 < b. By Lemma 3.1, for any given g ∈ D(H), there exists g0 ∈ D(H1) such
that g0(a1) = 0 and g0(b1) = g(b1). Set
g˜(t) = 0, t ∈ (a, a1); g˜(t) = g0(t), t ∈ [a1, b1]; g˜(t) = g(t), t ∈ (b1, b).
Then g˜ ∈ D(H) by Remark 3.1, and consequently, we get form (3.2) that (y, g˜)(b) = (y, g˜)(a).
Since it is clear that (y, g˜)(a) = 0 and (y, g˜)(b) = (y, g)(b), it follows that (y, g)(b) = 0, which,
together with (3.2), implies that (y, g)(a) = 0. Hence, y ∈ D1. So, D(H¯0) = D1, and then result
(1) holds.
Result (3) is the same as [19, Theorem 3.2]. Result (2) can be shown by using a similar method
to that used in the proof of [19, Theorem 3.2]. This completes the proof. 
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Hb,0 and λ, and Hb,0 and λ¯ are equal to N(λ − Hb) and N(λ¯ − Hb), respectively. By the first
formula of von Neumann [22, Theorem 8.11], we get that for λ ∈ C with Imλ = 0,
D(Hb) = D(H¯b,0) +˙N(λ−Hb) +˙N(λ¯−Hb) (direct sum). (3.3)
Let d±(Hb,0) = r±. Then we have
n r+, r−  2n (3.4)
by [16, Lemma 2.3] and the fact that system (1.1λ) has at most 2n linearly independent solutions
in L2W [c0, b). It follows from (3.4) that
0 r+ + r− − 2nmin{r+, r−}. (3.5)
Further, for any λ ∈ C with Imλ > 0, system (1.1λ) has exactly r+ linearly independent solutions
ϕi ∈ L2W [c0, b) (1  i  r+), and system (1.1λ¯) has exactly r− linearly independent solutions
ψi ∈ L2W [c0, b) (1 i  r−) [16, Lemma 2.3]. For convenience, set
χi(t) := ϕi(t, λ), χr++j (t) := ψj(t, λ¯), 1 i  r+, 1 j  r−. (3.6)
Clearly, χi ∈ D(Hb), 1 i  r+ + r−.
The following result can be easily concluded from (3.3):
Lemma 3.2. Every y ∈ D(Hb) can be uniquely expressed as
y = y0 +
r++r−∑
i=1
aiχi, (3.7)
where y0 ∈ D(H¯b,0) and ai ∈ C.
Denote
E := ((χi,χj )(b))1i,jr++r− . (3.8)
Then we have the following result:
Lemma 3.3. rankE = r+ + r− − 2n.
Proof. Take α = ei , β = 0, a1 = c0 < b1 < b in Lemma 3.1, where ei = (0, . . . ,0︸ ︷︷ ︸
i−1
,1,0, . . . ,0)T ∈
C2n, 1  i  2n. By Lemma 3.1, there exists hi ∈ D(H1) satisfying hi(c0) = ei , hi(b1) = 0,
1 i  2n. Set
zi(t) = hi(t), t ∈ [c0, b1); zi(t) = 0, t ∈ [b1, b), 1 i  2n. (3.9)
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zi = yi0 +
r++r−∑
j=1
aijχj , 1 i  2n, (3.10)
where yi0 ∈ D(H¯b,0) and aij ∈ C. By setting A := (aij )2n×(r++r−), (3.10) can be written as
(z1, z2, . . . , z2n) = (y10, y20, . . . , y2n,0)+ (χ1, χ2, . . . , χr++r−)AT . (3.11)
It follows from (3.9), (3.11), and Theorem 3.1 that
I2n = A
(
χ1(c0),χ2(c0), . . . , χr++r−(c0)
)T
,
which implies that
rankA = 2n. (3.12)
From (3.10) we get
(zi, χs)(b) = (yi0, χs)(b) +
r++r−∑
j=1
aij (χj ,χs)(b), 1 i  2n, 1 s  r+ + r−,
which, together with (3.9) and Theorem 3.1, implies that
AE = 0. (3.13)
Hence, we have
rankE  r+ + r− − 2n. (3.14)
We now show that rankE  r+ + r− − 2n. By Lemma 2.4, we get
E˜ := ((χi,χj )(b))1ir+, r++1jr++r− = (Ψ ∗JΦ)T ,
where Φ := (ϕ1(c0, λ), . . . , ϕr+(c0, λ)), Ψ := (ψ1(c0, λ¯), . . . ,ψr−(c0, λ¯)). Note that rankΦ =
r+ and rankΨ = r−. Then, by the fact that for M ∈ Cn×k and N ∈ Ck×m,
rankMN  rankM + rankN − k, (3.15)
we have rankE  rank E˜  r+ + r− − 2n, which, together with (3.14), yields that rankE =
r+ + r− − 2n. This completes the proof. 
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rearrange the order of χ1, χ2, . . . , χr+ such that the first r+ + r− − 2n rows of E˜ are linear
independent, i.e.,
rank
(
(χi,χj )(b)
)
1ir++r−−2n, r++1jr++r− = r+ + r− − 2n. (3.16)
Without loss of generality, we assume that (3.16) holds in the rest of this section.
Next, we discuss characterizations of D(Hb).
Theorem 3.2. Let zi ∈ D(Hb), 1  i  2n, be defined as that in (3.9) and let χ1, χ2, . . . , χr+
in (3.6) be arranged such that (3.16) holds. Then every y ∈ D(Hb) can be uniquely expressed as
y = y0 +
2n∑
i=1
cizi +
r++r−−2n∑
j=1
djχj , (3.17)
where y0 ∈ D(H¯b,0) and ci, dj ∈ C.
Proof. Let χ1, χ2, . . . , χr+ in (3.6) be arranged such that (3.16) holds. By Lemma 3.2, (3.10)
holds, and then (3.11) holds. Let A = (A1,A2), where A1 is a 2n× (r+ + r− −2n) matrix and A2
is a 2n×2n matrix. It follows from (3.16) that there exists an (r+ + r−)× (r+ + r−) nonsingular
matrix P such that
EP =
(
Ir++r−−2n E12
E21 E22
)
,
which, together with (3.13), yields that
A1 +A2E21 = 0,
that is, A1 = −A2E21, and consequently, A2 is invertible since (3.12) holds.
Multiplying (3.11) by M := A−12
T from the right-hand side, we get
(z1, . . . , z2n)M = (y10, . . . , y2n,0)M + (χ1, . . . , χr++r−−2n)N + (χr++r−−2n+1, . . . , χr++r−),
where N = (A−12 A1)T . Then, it follows that each of χr++r−−2n+1, . . . , χr++r− can be uniquely
expressed as a linear combination of z1, . . . , z2n; y10, . . . , y2n,0; χ1, . . . , χr++r−−2n. Therefore,
Theorem 3.2 follows from Lemma 3.2 and the proof is complete. 
Lemma 3.4. Let χi (1 i  r+) in (3.6) be arranged such that (3.16) holds. Then
G := ((χi,χj )(b))1i,jr++r−−2n (3.18)
is nonsingular.
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χj = yj0 +
2n∑
l=1
cjlzl +
r++r−−2n∑
s=1
djsχs, r+ + 1 j  r+ + r−,
where yj0 ∈ D(H¯b,0) and cjl, djs ∈ C. Then we get from (3.9) and Theorem 3.1 that for 1 i 
r+ + r− − 2n, r+ + 1 j  r+ + r−,
(χi,χj )(b) =
r++r−−2n∑
s=1
d¯js(χi,χs)(b),
that is,
(
(χi,χj )(b)
)
1ir++r−−2n, r++1jr++r− = G(dij )∗r++1ir++r−,1jr++r−−2n.
Therefore, G is nonsingular from (3.16). The proof is complete. 
Note that it is only needed to rearrange the order of χ1, χ2, . . . , χr+ such that (3.16) holds.
Then by (3.5), χ1, . . . , χr++r−−2n in (3.16) and (3.18) are all the solutions of system (1.1λ) for
the same λ with Imλ > 0. In the other hand, we can define χ1, χ2, . . . , χr++r− in another way,
that is, define them as
χi(t) := ψi(t, λ¯), χr−+j (t) := ϕj (t, λ), 1 i  r−, 1 j  r+. (3.19)
Let E be defined as (3.8) with χ1, χ2, . . . , χr++r− defined by (3.19). Similarly, it can be also
obtained that rankE = r+ + r− − 2n. One can rearrange the order of χ1, χ2, . . . , χr− such that
rank
(
(χi,χj )(b)
)
1ir++r−−2n, r−+1jr++r− = r+ + r− − 2n. (3.20)
Let χ1, χ2, . . . , χr− in (3.19) be arranged such that (3.20) holds. Then, every y ∈ D(Hb) can
be uniquely expressed as (3.17) in which χ1, χ2, . . . , χr++r−−2n are defined by (3.19) that are
solutions of system (1.1λ) for the same λ with Imλ < 0. With a similar argument, one can show
that G defined by (3.18) with χ1, χ2, . . . , χr++r− defined by (3.19) satisfies rankG = r+ + r− −
2n. Based on the above discussions, we have the following result:
Theorem 3.3. For any λ ∈ C with Imλ = 0, system (1.1λ) has r+ + r− −2n linearly independent
solutions χ1, χ2, . . . , χr++r−−2n in L2W [c0, b) such that rankG = r+ + r− − 2n and each y ∈
D(Hb) can be uniquely expressed as in (3.17), where G is defined by (3.18).
Let
r := max{r+, r−}.
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solutions θ1, θ2, . . . , θr in L2W [c0, b). Since θi ∈ D(Hb), by Theorem 3.3, θi can be uniquely
expressed as
θi = yi0 +
2n∑
j=1
cij zj +
r++r−−2n∑
s=1
bisχs, 1 i  r, (3.21)
where yi0 ∈ D(H¯b,0) and cij , bis ∈ C. Set
F := ((θi, θj )(b))1i,jr , C := (cij )r×2n, B := (bis)r×(r++r−−2n). (3.22)
Lemma 3.5. rankF = rankB = r+ + r− − 2n.
Proof. It follows from Theorem 3.1, (3.9), and (3.21) that
F =
((
r++r−−2n∑
s=1
bisχs,
r++r−−2n∑
s=1
bjsχs
)
(b)
)
1i,jr
= BGB∗, (3.23)
where G is the same as that in Theorem 3.3. Since rankG = r+ + r− − 2n, we have
rankF  r+ + r− − 2n. (3.24)
On the other hand, we get from Lemma 2.4 that
F = ((θi, θj )(c0))1i,jr = (Θ∗JΘ)T , (3.25)
where Θ = (θ1(c0), . . . , θr (c0)). So, it follows from rankΘ = r , (3.15), and (3.25) that
rankF  2r − 2n r+ + r− − 2n,
which, together with (3.24), yields that rankF = r+ + r− − 2n. Consequently, rankB = r+ +
r− − 2n from (3.23). This completes the proof. 
Remark 3.3. It follows from (3.21) that(
(θi, θj )(b)
)
1i,jr++r−−2n = B˜GB˜∗, (3.26)
where B˜ is the matrix consisting of the first r+ + r− − 2n rows of B . By Lemma 3.5, (3.26)
shows that
rank B˜ = r+ + r− − 2n (3.27)
if and only if
rank
(
(θi, θj )(b)
) = r+ + r− − 2n. (3.28)1i,jr++r−−2n
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θ1, θ2, . . . , θr such that (3.27) holds. Therefore, one can rearrange the order of θ1, θ2, . . . , θr such
that (3.28) holds. Without loss of generality, we always assume that (3.28) holds.
Now, we give a characterization of D(Hb) in terms of some elements of θ1, θ2, . . . , θr .
Theorem 3.4. Assume that there exists λ0 ∈ R such that system (1.1λ0) has r , i.e., max{r+, r−},
linearly independent solutions θ1, θ2, . . . , θr in L2W [c0, b) which are arranged such that (3.28)
holds. Then every y ∈ D(Hb) can be uniquely expressed as
y = y0 +
2n∑
i=1
cizi +
r++r−−2n∑
j=1
dj θj , (3.29)
where y0 ∈ D(H¯b,0), ci, dj ∈ C, and zi is defined as that in (3.9).
Proof. Suppose that θ1, θ2, . . . , θr are arranged such that (3.28) holds. It follows from (3.21)
that
(θ1, . . . , θr++r−−2n) = (y10, . . . , yr++r−−2n,0)+ (z1, . . . , z2n)C˜T + (χ1, . . . , χr++r−−2n)B˜T ,
where B˜ and C˜ consist of the first r+ + r− − 2n rows of B and C defined by (3.22). By Re-
mark 3.3, it follows from (3.28) that (3.27) holds, that is, B˜ is nonsingular. Hence, for each
1 i  r+ +r−−2n, χi can be uniquely expressed as a linear combination of θ1, . . . , θr++r−−2n;
y10, . . . , yr++r−−2n,0; z1, . . . , z2n. Inserting χi (1  i  r+ + r− − 2n) into (3.17), we get that
there exist ci, dj ∈ C (1  i  2n, 1  j  r+ + r− − 2n) such that (3.29) holds. The unique-
ness of the expression in (3.29) follows from the uniqueness of the expression of θi in (3.21) for
1 i  r and that of the expression of y in (3.17). This completes the proof. 
Finally, consider the characterizations of D(Ha). Let d±(Ha,0) = l±. Then n l+, l−  2n,
and consequently, 0  l+ + l− − 2n  min{l+, l−}. Take α = 0, β = ei , a < a1 < c0 = b1 in
Lemma 3.1. We get that there exists h˜i ∈ D(H1) satisfying h˜i (a1) = 0 and h˜i (c0) = ei , 1 i 
2n. Set
z˜i (t) = 0, t ∈ (a, a1); z˜i (t) = h˜i (t), t ∈ [a1, c0], 1 i  2n. (3.30)
Then z˜i ∈ D(Ha). With similar arguments to Theorems 3.3 and 3.4, we have the two following
results:
Theorem 3.5. For any λ˜ ∈ C with Im λ˜ = 0, system (1.1λ˜) has l+ + l− − 2n linearly independent
solutions χ˜1, χ˜2, . . . , χ˜l++l−−2n in L2W(a, c0] such that rank G˜ = l+ + l− − 2n and each y ∈
D(Ha) can be uniquely expressed as
y = y˜0 +
2n∑
c˜i z˜i +
l++l−−2n∑
d˜j χ˜j , (3.31)
i=1 j=1
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G˜ := ((χ˜i , χ˜j )(a))1i,jl++l−−2n.
Theorem 3.6. Assume that there exists λ˜0 ∈ R such that system (1.1λ˜0) has l := max{l+, l−}
linearly independent solutions θ˜1, θ˜2, . . . , θ˜l in L2W(a, c0] which are arranged such that
rank
(
(θ˜i , θ˜j )(a)
)
1i,jl++l−−2n = l+ + l− − 2n. (3.32)
Then every y ∈ D(Ha) can be uniquely expressed as
y = y˜0 +
2n∑
i=1
c˜i z˜i +
l++l−−2n∑
j=1
d˜j θ˜j ,
where y˜0 ∈ D(H¯a,0), c˜i , d˜j ∈ C, and z˜i is defined as that in (3.30).
4. Defect indices of H0
The defect indices of a minimal operator corresponding to a high-order differential expression
can be expressed in terms of those of the left and right minimal operators [23, Theorem 4.2]. In
this section, we shall extend this result to Hamiltonian systems.
Theorem 4.1. d±(H0) = d±(Ha,0)+ d±(Hb,0)− 2n.
Proof. Let H˜0 be the restriction of operator H¯0 defined by
D(H˜0) =
{
y ∈ D(H¯0): y(c0) = 0
}
.
Then H˜0 is closed. In fact, suppose that {fn} ⊂ D(H˜0) is any sequence satisfying fn → f and
H˜0fn → g in L2W(a, b). Denote f− := f |(a,c0] and f+ := f |[c0,b). Then we get that fn− → f−
and H¯a,0f−n → g− in L2W(a, c0], and f+n → f+ and H¯b,0f+n → g+ in L2W [c0, b). Further, it
holds that {fn−} ⊂ D(H¯a,0) and {f+n } ⊂ D(H¯b,0) by Theorem 3.1. Since H¯a,0 and H¯b,0 are
closed, we get that f− ∈ D(H¯a,0) with H¯a,0f− = g− and f+ ∈ D(H¯b,0) with H¯b,0f+ = g+.
So, f ∈ D(H˜0) by Theorem 3.1, and H˜0f = g. Hence, H˜0 is closed.
Next, we show that H˜0 is symmetric. Since H˜0 is Hermitian because H¯0 is symmetric, it
suffices to show that D(H˜0) is dense in L2W(a, b). Suppose that f ∈ L2W(a, b) satisfies 〈f,y〉 = 0
for all y ∈ D(H˜0), i.e.,
b∫
a
y∗(t)W(t)f (t)dt =
c0∫
a
(
y−
)∗
(t)W(t)f−(t)dt +
b∫
c0
(
y+
)∗
(t)W(t)f+(t)dt = 0. (4.1)
Note that for any given y ∈ L2W(a, b), y ∈ D(H˜0) if and only if y− ∈ D(H¯a,0) and y+ ∈ D(H¯b,0)
by Theorem 3.1. So it follows from (4.1) that ∫ b z∗(t)W(t)f+(t)dt = 0 for all z ∈ D(H¯b,0) byc0
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Similarly, it can be concluded that f (t) = 0 for t ∈ (a, c0], and then f (t) = 0 for t ∈ (a, b).
Therefore, D(H˜0) is dense in L2W(a, b), and consequently H˜0 is symmetric.
For any given f ∈ L2W(a, b), f ∈ D(H˜0) if and only if f− ∈ D(H¯a,0) and f+ ∈ D(H¯b,0) by
Theorem 3.1. Then it can be verified that for y ∈ L2W(a, b), y ∈ D(H˜ ∗0 ) if and only if y− ∈ D(Ha)
and y+ ∈ D(Hb). Further, H˜ ∗0 y can be expressed as
H˜ ∗0 y(t) =
{
Hay
−(t), t ∈ (a, c0],
Hby
+(t), t ∈ (c0, b). (4.2)
Note that Ly = iWy has exactly d+(H¯a,0) linearly independent solutions ϕ˜i (1 i  d+(H¯a,0))
in L2W(a, c0] and exactly d+(H¯b,0) linearly independent solutions ϕi (1  i  d+(H¯b,0)) in
L2W [c0, b). It follows from (4.2) that H˜ ∗0 y = iy has exactly the following d+(H¯a,0) + d+(H¯b,0)
linearly independent solutions in L2W(a, b):
vi(t) = ϕ˜i (t), t ∈ (a, c0], vi(t) = 0, t ∈ (c0, b), 1 i  d+(H¯a,0),
vd+(H¯a,0)+j (t) = 0, t ∈ (a, c0], vd+(H¯a,0)+j (t) = ϕj (t), t ∈ (c0, b), 1 j  d+(H¯b,0).
Then d+(H˜0) = d+(H¯a,0) + d+(H¯b,0). Similarly, it holds that d−(H˜0) = d−(H¯a,0) + d−(H¯b,0).
So,
d±(H˜0) = d±(H¯a,0)+ d±(H¯b,0). (4.3)
Fix any a < a1 < c0 < b1 < b. By Lemma 3.1 and Remark 3.1, there exist ui ∈ D(Ha) and
u˜i ∈ D(Hb), 1 i  2n, such that
ui(t) = 0, t ∈ (a, a1]; ui(c0) = u˜i (c0) = ei; u˜i (t) = 0, t ∈ [b1, b),
where ei is the same as that in the proof of Lemma 3.3. Set
fi(t) =
{
ui(t), t ∈ (a, c0],
u˜i(t), t ∈ (c0, b), 1 i  2n.
Then fi ∈ D(H¯0) \D(H˜0). Furthermore, we claim that
D(H¯0) = D(H˜0) +˙ span{f1, f2, . . . , f2n}. (4.4)
In fact, for each given y0 ∈ D(H¯0), the algebraic system
c1f1(c0)+ c2f2(c0)+ · · · + c2nf2n(c0) = y0(c0)
has a unique solution (c˜1, c˜2, . . . , c˜2n)T . Let y˜0 = y0 − (c˜1f1 + c˜2f2 + · · · + c˜2nf2n). Then y˜0 ∈
D(H¯0) and y˜0(c0) = 0. So, y˜0 ∈ D(H˜0) and every y0 ∈ D(H¯0) can be uniquely expressed as
y0 = y˜0 + c˜1f1 + c˜2f2 + · · · + c˜2nf2n. Therefore, (4.4) holds.
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which, together with (4.4), yields that
R(λ− H¯0) = R(λ− H˜0) +˙
{
(λ− H¯0)y: y ∈ span{f1, f2, . . . , f2n}
}
. (4.5)
Since H¯0 and H˜0 are closed and symmetric, we get that (λ − H¯0)−1 and (λ − H˜0)−1 are closed
and bounded for λ ∈ C with Imλ = 0 by [22, Theorem 5.18] again. Consequently, their domains
R(λ − H¯0) and R(λ − H˜0) are closed subspaces of L2W(a, b). Hence, there exists exactly one
closed subspace, denoted by R(λ− H¯0)R(λ− H˜0), such that
R(λ− H¯0) = R(λ− H˜0) ⊕
(
R(λ− H¯0)R(λ− H˜0)
)
.
It follows from (4.5) that dim(R(λ− H0)R(λ− H˜0)) = 2n. Therefore,
dimR(λ− H¯0)⊥ = dimR(λ− H˜0)⊥ − 2n. (4.6)
Since N(λ − H¯ ∗0 ) = R(λ¯ − H¯0)⊥ and N(λ − H˜ ∗0 ) = R(λ¯ − H˜0)⊥ by [22, Theorem 4.13], it
follows from (4.6) and (4.3) that
d±(H¯0) = d±(H˜0)− 2n = d±(H¯a,0)+ d±(H¯b,0)− 2n. (4.7)
Note that the positive and negative defect indices of a symmetric operator T are equal to those
of T¯ , respectively. Hence, (4.7) yields that d±(H0) = d±(Ha,0)+d±(Hb,0)−2n. This completes
the proof. 
5. Characterizations of self-adjoint extension domains
It has been known that H0 has self-adjoint extensions if and only if d+(H0) = d−(H0). By
Theorem 4.1, d±(H0) = r± + l± − 2n, where r± and l± are defined as those in Section 3. So, in
what follows we always assume that
d := r+ + l+ − 2n = r− + l− − 2n. (5.1)
Note that each self-adjoint extension of H0 is a restriction of H . Then the self-adjoint extensions
of H0 differ only by their domains. In this section, we shall give characterizations of domains of
all the self-adjoint extensions of minimal operator H0. The second author gave a classification
for system (1.1λ) in terms of defect indices of the corresponding minimal operator in [16]. By
[16, Definition 3.1], if l± = n (r± = n), then L is called to be in the limit point case (briefly,
l.p.c.) at t = a (t = b); if l± = 2n (r± = 2n), then L is called to be in the limit circle case (briefly,
l.c.c.) at t = a (t = b). In this section, we also give characterizations of domains of all the self-
adjoint extensions in three special cases where L is in l.p.c. at both t = a and t = b; in l.c.c. at
t = a and in l.p.c. at t = b; and in l.c.c. at both t = a and t = b. This section is divided into two
parts.
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By Theorems 3.3 and 3.5, we assume in the rest of the paper that χ1, χ2, . . . , χr++r−−2n are
linearly independent solutions in L2W [c0, b) of system (1.1λ) for some λ ∈ C with Imλ = 0 sat-
isfying rankG = r+ + r− − 2n and that each y ∈ D(Hb) can be expressed as in (3.17), where
G is the same as that in Theorem 3.3, and assume that χ˜1, χ˜2, . . . , χ˜r++r−−2n are linearly in-
dependent solutions in L2W(a, c0] of system (1.1λ˜) for some λ˜ ∈ C with Im λ˜ = 0 satisfying
rank G˜ = l+ + l− − 2n and that each y ∈ D(Ha) can be expressed as in (3.31), where G˜ is the
same as that in Theorem 3.5. Here, λ and λ˜ may be equal.
Theorem 5.1. Assume that (5.1) holds. Then a subspace D ⊂ L2W(a, b) is a self-adjoint extension
domain of H0 if and only if there exist two matrices Md×(l++l−−2n) and Nd×(r++r−−2n) such that
(i) rank(M,N) = d ,
(ii) MG˜T M∗ −NGT N∗ = 0,
and
D =
⎧⎨
⎩y ∈ D(H): M
⎛
⎝ (y, χ˜1)(a)...
(y, χ˜l++l−−2n)(a)
⎞
⎠−N
⎛
⎝ (y,χ1)(b)...
(y,χr++r−−2n)(b)
⎞
⎠= 0
⎫⎬
⎭ , (5.2)
where G and G˜ are the same as those in Theorems 3.3 and 3.5, respectively.
Proof. We first show the sufficiency. Suppose that there exist two matrices Md×(l++l−−2n) and
Nd×(r++r−−2n) such that conditions (i) and (ii) hold and D is defined by (5.2). We now prove
that D is a self-adjoint extension domain of H0 by (1) in Theorem 2.1.
Set
M = (mij )d×(l++l−−2n), N = (nij )d×(r++r−−2n),
and
w˜i :=
l++l−−2n∑
j=1
m¯ij χ˜j , wi :=
r++r−−2n∑
j=1
n¯ij χj , 1 i  d. (5.3)
Clearly, w˜i ∈ D(Ha) and wi ∈ D(Hb) for 1  i  d . Choose a < a1 < c0 < b1 < b. By
Lemma 3.1 there exists vi1 ∈ D(H1) (1  i  d) such that vi1(a1) = w˜i(a1) and vi1(b1) =
wi(b1). For 1 i  d , set
vi(t) = w˜i(t), t ∈ (a, a1), vi(t) = vi1(t), t ∈ [a1, b1],
vi(t) = wi(t), t ∈ (b1, b). (5.4)
By Remark 3.1, vi ∈ D(H), 1 i  d .
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that there exists C = (c1, c2, . . . , cd) ∈ Cd such that
u =
d∑
j=1
cj vj ∈ D(H¯0). (5.5)
Then, it follows from (5.3), (5.4), and Theorem 3.1 that
(0,0, . . . ,0) = ((u, χ˜1)(a), (u, χ˜2)(a), . . . , (u, χ˜l++l−−2n)(a))= CM¯G˜,
(0,0, . . . ,0) = ((u,χ1)(b), (u,χ2)(b), . . . , (u,χr++r−−2n)(b))= CN¯G. (5.6)
Since rank G˜ = l+ + l− − 2n and rankG = r+ + r− − 2n, we get from (5.6) that C¯M = C¯N = 0.
Then C¯(M,N) = 0, and consequently, C = 0 by condition (i). Hence, v1, v2, . . . , vd are linearly
independent in D(H) (modulo D(H¯0)).
We now show that [vr : vs] = 0, 1 r, s  d . By (5.3) and (5.4), it can be verified that
(
(vi, vj )(a)
)
1i,jd =
(
MG˜T M∗
)T
,
(
(vi, vj )(b)
)
1i,jd =
(
NGT N∗
)T
, (5.7)
which, together with Lemma 2.3 and condition (ii) in this theorem, yields that
([vi : vj ])1i,jd = (NGT N∗ −MG˜T M∗)T = 0,
and consequently, [vr : vs] = 0, 1 r, s  d .
Based on the above discussions, the set {vi}di=1 is a GKN-set for {H0,H ∗0 }, i.e., a GKN-set
for {H0,H } by using Lemma 2.2.
Note that for each y ∈ D(H), it holds that
M
⎛
⎝ (y, χ˜1)(a)...
(y, χ˜l++l−−2n)(a)
⎞
⎠=
⎛
⎜⎝ (y,
∑l++l−−2n
j=1 m¯1j χ˜j )(a)
...
(y,
∑l++l−−2n
j=1 m¯dj χ˜j )(a)
⎞
⎟⎠=
⎛
⎝ (y, v1)(a)...
(y, vd)(a)
⎞
⎠ ,
and
N
⎛
⎝ (y,χ1)(b)...
(y,χr++r−−2n)(b)
⎞
⎠=
⎛
⎜⎝ (y,
∑r++r−−2n
j=1 n¯1jχj )(b)
...
(y,
∑r++r−−2n
j=1 n¯djχj )(b)
⎞
⎟⎠=
⎛
⎝ (y, v1)(b)...
(y, vd)(b)
⎞
⎠ ,
where (5.3) and (5.4) have been used. Therefore, it follows from (1) in Lemma 2.3 that D can be
expressed as
D = {y ∈ D(H): [y : vr ] = 0, 1 r  d}.
Hence, by (1) in Theorem 2.1, D is a self-adjoint extension domain of H0. The sufficiency is
proved.
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in Theorem 2.1 and Lemma 2.2, there exists a GKN-set {βi}di=1 for {H0,H } such that
D = {y ∈ D(H): [y : βj ] = 0, 1 j  d}. (5.8)
It is evident that β−i ∈ D(Ha) and β+i ∈ D(Hb), and by Theorems 3.3 and 3.5, β−i and β+i can
be uniquely expressed as
β−i = y˜i0 +
2n∑
j=1
d˜ij z˜j +
l++l−−2n∑
s=1
k˜is χ˜s ,
β+i = yi0 +
2n∑
j=1
dij zj +
r++r−−2n∑
s=1
kisχs, 1 i  d, (5.9)
where y˜i0 ∈ D(H¯a,0), yi0 ∈ D(H¯b,0), and d˜ij , k˜is , dij , kis ∈ C. Set
Md×(l++l−−2n) = ( ¯˜kis)1id,1sl++l−−2n, Nd×(r++r−−2n) = (k¯is)1id,1sr++r−−2n.
First, one needs to show that M and N satisfy rank(M,N) = d . Assume the contrary. Suppose
that rank(M,N) < d . Then there exists C = (c1, c2, . . . , cd) = 0, ci ∈ C, 1 i  d , such that
C¯(M,N) = 0. (5.10)
Then C¯M = 0 and C¯N = 0. Let u =∑dj=1 cjβj . Then it follows from (5.9), (3.9), (3.30), and
Theorem 3.1 that
(
(u, χ˜1)(a), (u, χ˜2)(a), . . . , (u, χ˜l++l−−2n)(a)
)= CM¯G˜ = 0,(
(u,χ1)(b), (u,χ2)(b), . . . , (u,χr++r−−2n)(b)
)= CN¯G = 0. (5.11)
Let y ∈ D(H). Then, y− can be uniquely expressed as (3.31) by Theorem 3.5 and y+ can be
uniquely expressed as (3.17) by Theorem 3.3. So, it follows from (5.11), (3.9), (3.30), and The-
orem 3.1 that for every y ∈ D(H), (u, y)(a) = (u, y)(b) = 0, which yields that u ∈ D(H¯0) by
Theorem 3.1. Then β1, β2, . . . , βd are linearly dependent in D(H) (modulo D(H¯0)). This is a
contradiction. Hence, rank(M,N) = d .
We now prove that M and N satisfy condition (ii). It can be verified by using (5.9), (3.9),
(3.30), and Theorem 3.1 that
(
(βi, βj )(a)
)T
d×d = MG˜T M∗,
(
(βi, βj )(b)
)T
d×d = NGT N∗.
Hence, by Lemma 2.3 and [βi : βj ] = 0 for 1 i, j  d , M and N satisfy condition (ii).
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⎛
⎝ (y,β1)(a)...
(y,βd)(a)
⎞
⎠=
⎛
⎝ (y,
∑l++l−−2n
s=1 k˜1s χ˜s)(a)...
(y,
∑l++l−−2n
s=1 k˜ds χ˜s)(a)
⎞
⎠= M
⎛
⎝ (y, χ˜1)(a)...
(y, χ˜l++l−−2n)(a)
⎞
⎠ ,
⎛
⎝ (y,β1)(b)...
(y,βd)(b)
⎞
⎠=
⎛
⎝ (y,
∑r++r−−2n
s=1 k1sχs)(b)...
(y,
∑r++r−−2n
s=1 kdsχs)(b)
⎞
⎠= N
⎛
⎝ (y,χ1)(b)...
(y,χr++r−−2n)(b)
⎞
⎠ .
Hence, D in (5.8) can be expressed as (5.2). The necessity is proved.
The entire proof is complete. 
Now, consider the case that there exists λ˜0 ∈ R such that system (1.1λ˜0) has l linearly inde-
pendent solutions θ˜1, θ˜2, . . . , θ˜l in L2W(a, c0] which are arranged such that (3.32) holds, where l
is defined as in Theorem 3.6. By Lemma 2.4, we have
F1 :=
(
(θ˜i , θ˜j )(a)
)
1i,jl++l−−2n =
(
(θ˜i , θ˜j )(c0)
)
1i,jl++l−−2n.
With a similar argument to that used in the proof of Theorem 5.1 and using Theorems 3.3 and 3.6,
one can easily show the following result:
Theorem 5.2. Assume that (5.1) holds and there exists λ˜0 ∈ R such that system (1.1λ˜0) has l
linearly independent solutions θ˜1, θ˜2, . . . , θ˜l in L2W(a, c0] which are arranged such that (3.32)
holds. Then a subspace D ⊂ L2W(a, b) is a self-adjoint extension domain of H0 if and only if
there exist two matrices Md×(l++l−−2n) and Nd×(r++r−−2n) such that
(i) rank(M,N) = d ,
(ii) MFT1 M∗ − NGT N∗ = 0,
(iii) D =
⎧⎨
⎩y ∈ D(H): M
⎛
⎝ (y, θ˜1)(a)...
(y, θ˜l++l−−2n)(a)
⎞
⎠−N
⎛
⎝ (y,χ1)(b)...
(y,χr++r−−2n)(b)
⎞
⎠= 0
⎫⎬
⎭ ,
where χ1, . . . , χr++r−−2n and G are the same as those in Theorem 5.1.
Finally, consider the case that there exists λ˜0 ∈ R such that system (1.1λ˜0) has l linearly
independent solutions θ˜1, θ˜2, . . . , θ˜l in L2W(a, c0] which are arranged such that (3.32) holds and
there exists λ0 ∈ R, which may be equal to λ˜0, such that system (1.1λ0) has r linearly independent
solutions θ1, θ2, . . . , θr in L2W [c0, b) which are arranged such that (3.28) holds, where l and r are
the same as that in Theorems 3.6 and 3.4, respectively. By Lemma 2.4, we have
F2 :=
(
(θi, θj )(b)
)
1i,jr++r−−2n =
(
(θi, θj )(c0)
)
1i,jr++r−−2n.
With a similar argument to that used in the proof of Theorem 5.1 and using Theorems 3.4 and
3.6, one can easily show the following result:
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has l linearly independent solutions θ˜1, θ˜2, . . . , θ˜l in L2W(a, c0] which are arranged such that
(3.32) holds and there exists λ0 ∈ R such that system (1.1λ0) has r linearly independent solu-
tions θ1, θ2, . . . , θr in L2W [c0, b) which are arranged such that (3.28) holds. Then a subspace
D ⊂ L2W(a, b) is a self-adjoint extension domain of H0 if and only if there exist two matrices
Md×(l++l−−2n) and Nd×(r++r−−2n) such that
(i) rank(M,N) = d ,
(ii) MFT1 M∗ −NFT2 N∗ = 0,
(iii) D =
⎧⎨
⎩y ∈ D(H): M
⎛
⎝ (y, θ˜1)(a)...
(y, θ˜l++l−−2n)(a)
⎞
⎠−N
⎛
⎝ (y, θ1)(b)...
(y, θr++r−−2n)(b)
⎞
⎠= 0
⎫⎬
⎭ ,
where F1 is the same as that in Theorem 5.2.
Remark 5.1. It is noted that F1 and F2 in Theorems 5.2 and 5.3 can be determined by the
values of certain square integrable solutions at the point c0, while G˜ and G in Theorems 5.1
and 5.2 are determined by the limit properties of certain square integrable solutions at a and b,
respectively.
5.2. Three special cases
In this subsection, characterizations of all the self-adjoint extensions of H0 are given in the
three special cases where l± = r± = n; l± = 2n, r± = n; and l± = r± = 2n.
First, consider the special case that l± = r± = n, i.e., L is in l.p.c. at both t = a and t = b.
Theorem 5.4. Assume that L is in l.p.c. at both t = a and t = b. Then H0 is essentially self-
adjoint, i.e., H¯0 is self-adjoint.
Proof. Since l± = r± = n, it follows from Theorem 4.1 that d±(H0) = 0. Hence, H0 is essen-
tially self-adjoint. This completes the proof. 
Next, consider the special case that L is in l.c.c. at t = a and in l.p.c. t = b. Then (5.1) holds
with d = n, l+ + l− − 2n = 2n and r+ + r− − 2n = 0, and (1.1λ) has 2n linearly independent
solutions in L2W(a, c0] for every λ ∈ C by [16, Lemma 2.3]. Let θ˜i ∈ L2W(a, c0], 1  i  2n,
be the linearly independent solutions of (1.1λ) with λ = 0 satisfying the following initial condi-
tion:
Θ˜(c0) :=
(
θ˜1(c0), . . . , θ˜2n(c0)
)= I2n. (5.12)
By Lemma 2.4, we have
(
(θ˜i , θ˜j )(a)
)T
1i,j2n =
(
(θ˜i , θ˜j )(c0)
)T
1i,j2n = Θ˜∗(c0)J Θ˜(c0) = J.
Then θ˜1, θ˜2, . . . , θ˜2n satisfies (3.32) with l± = 2n. The following result is a direct consequence
of Theorem 5.2:
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2n, are the solution of (1.1λ) with λ = 0 satisfying the initial condition (5.12). Then a subspace
D ⊂ L2W(a, b) is a self-adjoint extension domain of H0 if and only if there exists a matrix Mn×2n
such that
rankM = n, MJM∗ = 0, D =
⎧⎨
⎩y ∈ D(H): M
⎛
⎝ (y, θ˜1)(a)...
(y, θ˜2n)(a)
⎞
⎠= 0
⎫⎬
⎭ .
Finally, consider the special case that L is in l.c.c. at both t = a and t = b. Then (5.1) holds
with d = 2n, and (1.1λ) has 2n linearly independent solutions in L2W(a, b) for every λ ∈ C by
[16, Lemma 2.3]. Let φi ∈ L2W(a, b), 1 i  2n, be the linearly independent solutions of (1.1λ)
with λ = 0 satisfying the following initial condition:
Φ(c0) :=
(
φ1(c0), . . . , φ2n(c0)
)= I2n. (5.13)
By Lemma 2.4, we have
(
(φi, φj )(a)
)T
1i,j2n =
(
(φi, φj )(b)
)T
1i,j2n
= ((φi, φj )(c0))T1i,j2n = Φ∗(c0)JΦ(c0) = J. (5.14)
Then φ1, φ2, . . . , φ2n satisfies (3.28) and (3.32) with l± = r± = 2n. The following result is a
direct consequence of Theorem 5.3:
Theorem 5.6. Assume that L is in l.c.c. at both t = a and t = b and φi ∈ L2W(a, b), 1 i  2n,
are the solution of (1.1λ) with λ = 0 satisfying the initial condition (5.13). Then a subspace
D ⊂ L2W(a, b) is a self-adjoint extension domain of H0 if and only if there exist two matrices
M2n×2n and N2n×2n such that
rank(M,N) = 2n, MJM∗ = NJN∗, (5.15)
D =
⎧⎨
⎩y ∈ D(H): M
⎛
⎝ (y,φ1)(a)...
(y,φ2n)(a)
⎞
⎠−N
⎛
⎝ (y,φ1)(b)...
(y,φ2n)(b)
⎞
⎠= 0
⎫⎬
⎭ . (5.16)
In the case that the two endpoints a and b are regular, we have the following result:
Theorem 5.7. Let a and b be regular. Then, a subspace D ⊂ L2W [a, b] is a self-adjoint extension
domain of H0 if and only if there exist two matrices P2n×2n and Q2n×2n such that
rank(P,Q) = 2n, PJP ∗ = QJQ∗, (5.17)
D = {y ∈ L2W(a, b): Py(a)+ Qy(b) = 0}. (5.18)
Proof. Let a and b be regular. It is noted that this case can be regarded as the case where L is
in l.c.c. at both t = a and t = b. Then, let φi ∈ L2 [a, b] (1 i  2n) be the solutions of (1.1λ)W
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characterized as (5.16) by Theorem 5.6, where M and N satisfy (5.15). Set
P = M(φ1(a),φ2(a), . . . , φ2n(a))∗J, Q = N(φ1(b),φ2(b), . . . , φ2n(b))∗J.
Then, (5.17) holds if and only if (5.15) holds from (5.14). Note that y(a) and y(b) exist for each
y ∈ D(H). So,
M
⎛
⎝ (y,φ1)(a)...
(y,φ2n)(a)
⎞
⎠−N
⎛
⎝ (y,φ1)(b)...
(y,φ2n)(b)
⎞
⎠
= M(φ1(a),φ2(a), . . . , φ2n(a))∗Jy(a)+ N(φ1(a),φ2(a), . . . , φ2n(a))∗Jy(b)
= Py(a)+Qy(b).
So, D defined in (5.16) can be expressed as that in (5.18). This completes the proof. 
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