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Povzetek 
Navidezna resničnost je tehnologija, ki simulira fizično prisotnost uporabnika v 
imaginarnem okolju in omogoča nadgrajen način doživljanja umetnega sveta. Zaradi 
tehnološkega napredka gre za eno najbolj razburljivih modernih področij, ki odpirajo 
ogromno neslutenih možnosti.  
Uporabniško izkušnjo pa še vedno pestijo nekatere težave, med katerimi je 
verjetno najbolj razširjena t.i. simulacijska bolezen. Do občutkov nelagodja, ki 
vodijo do simulacijske bolezni, največkrat pride takrat, kadar vizualni podatki iz 
simuliranega okolja signalizirajo odsotnost dejanskega gibanja. V takem primeru 
pride do konflikta med vidnimi, vestibularnimi in proprioceptivnimi čutili. 
V diplomski nalogi smo opisali kratko zgodovino navidezne resničnosti in 
glavne vzroke za nastanek simulacijske bolezni. Glavni del opisuje izdelavo mobilne 
aplikacije za navidezno resničnost. Aplikacija je sestavljena iz labirinta in treh 
različnih načinov hoje po njem v pogledu iz prve osebe. Uporabniki so aplikacijo 
testirali in nam preko standardnega vprašalnika za oceno stopnje simulacijske 
slabosti podali povratne informacije o svojih izkušnjah. Tako smo uspeli zbrati nove 
podatke o tem, kako bi lahko v prihodnje izboljšali uporabniško izkušnjo v 
aplikacijah navidezne resničnosti. 
 
Ključne besede: navidezna resničnost, simulacijska bolezen, uporabniška 
študija  
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Abstract 
Virtual reality is a technology that simulates the physical presence of the user 
in an imaginary environment and provides an upgraded way of experiencing the 
artificial world. Recent technology advances make it one of the most exciting 
modern areas that open up unimaginable possibilities. 
However, the user experience is still plagued by some problems, the most 
common of which is probably the so-called simulator sickness. The primary feelings 
of discomfort associated with simulator sickness most often occur when visual 
information from a simulated environment signals self-motion in the absence of any 
actual movement. In such a case there is a conflict between the visual, vestibular and 
proprioceptive senses. 
In the thesis we described a brief history of virtual reality and the main causes 
of simulator sickness. The main part describes the creation of a mobile application 
for virtual reality. The application consists of a maze and three different ways of 
navigating through it in first person view. Human participants tested the application 
and gave feedback about their experience via a standardized simulator sickness 
evaluation questionnaire. Thus we were able to collect new data on how we can 
improve the user experience for the virtual reality applications in the future. 
 
Key words: virtual reality, simulator sickness, user study 
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1  Uvod 
Navidezna ali virtualna resničnost (angl. Virtual Reality – kratica VR) je 
tehnologija, ki simulira fizično prisotnost uporabnika v imaginarnem okolju in 
omogoča nadgrajen način doživljanja umetnega sveta. Področje navidezne 
resničnosti v zadnjih letih zaradi napredka tehnologije doživlja preporod in vse večjo 
popularnost. 
Za naprednejše aplikacije se uporabljajo vse bolj razširjeni – ampak še vedno 
relativno dragi – namenski naglavni vizirji, kot so HTC Vive, Oculus Rift in Sony 
PlayStation VR. Vstop v svet virtualne resničnosti pa nam omogočajo tudi veliko 
bolj dostopni in razširjeni pametni telefoni. Slednji nam VR naslikajo s pomočjo 
cenejših prenosnih naprav, kot je na primer Googlova kartonka oziroma t.i. 
Cardboard.  
Tako namenski vizirji kot pametni telefoni nam prek uporabe različnih 
senzorjev omogočajo obračanje glave in s tem prostega pogleda po tridimenzionalni 
virtualni okolici, obstaja pa več različnih rešitev za premikanje oziroma hojo. 
Tu bi samo rad poudaril, da v pričujočem delu govorimo striktno samo o 
navidezni resničnosti in ne o podobnih, a še vedno bistveno različnih področjih 
nadgrajene resničnosti (angl. Augmented Reality – AR) in mešane resničnosti (angl. 
Mixed Reality – MR).   
1.1  Cilji diplomske naloge 
Glavni cilj te diplomske naloge je poiskati čim bolj naraven in intuitiven način 
premikanja oziroma hoje v okolju navidezne resničnosti na mobilnih platformah, ki 
ne omogočajo določanja položaja v prostoru. Tu gre predvsem za interakcijo v 
stoječem ali sedečem položaju, torej v mirovanju.  
Pri uporabi VR naprav je občutek slabosti namreč zelo pogost pojav, zato bom 
v ta namen izdelal VR igro oziroma aplikacijo, s katero bom na lastni koži in s 
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pomočjo "poskusnih zajčkov" poskusil ugotoviti, kateri način interakcije povzroči 
najmanj simulacijske bolezni oziroma "VR slabosti." 
Pred opisom izdelave aplikacije se bomo na kratko sprehodili skozi zgodovino 
navidezne resničnosti in s principom delovanja VR naprav. Pri tem se bomo vprašali, 
zakaj pride do slabosti in kaj lahko storimo, da neželene učinke odpravimo, 
minimiziramo ali preprečimo. Sledi predstavitev projekta oziroma mobilne VR 
aplikacije, ki sem jo naredil v igralnem pogonu Unity in s katero smo opravili 
uporabniški eksperiment.  
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2  Kratka zgodovina navidezne resničnosti 
Začetki pojma navidezne resničnosti segajo v leto 1935, ko je ameriški avtor 
znanstvene fantastike Stanley Weinbaum v povesti Pygmalion's Spectacles opisal 
napravo z očali, ki je uporabniku prek vplivanja na vseh pet čutil omogočala izkustvo 
filma iz prve osebe [1]. 
Približno trideset let kasneje je na tej ideji temeljila naprava Sensorama (Slika 
2.1), ki je bila plod domišljije Ameriškega kinematografa in izumitelja Mortona 
Heiliga. To je bil pionirski primer veččutnega kina, za katerega je Heilig posnel pet 
kratkih filmov. Uporabnik se je posedel pred velik kabinet in v njem gledal 
stereoskopski film, ki se je nagibal glede na položaj glave, za večje vzdušje pa so 
skrbele vibracije, pihanje in vonjave [2]. Med drugim je naprava simulirala vožnjo z 
mopedom in mestnim kolesom. Investitorjev projekt ni prepričal in v naslednjih letih 
so podobno komercialno neuspešno usodo doživele tudi ostale VR naprave.  
 
Slika 2.1:  Naprava Sensorama (1962). 
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Področje VR je v zgodnjih devetdesetih letih doživelo kratko obuditev, ampak 
se je zaradi tehnoloških omejitev razvoj pri večini naprav še vedno ustavil pri 
prototipnih modelih.  
Za začetek konkretne moderne revolucije si verjetno lahko izberemo leto 2012, 
ko je firma Oculus na platformi Kickstarter za javno zbiranje denarja (angl. 
Crowdfunding) prejela investicijo v višini poltretjega milijona dolarjev [3]. V 
naslednjih dveh letih sta pod imenom Oculus Rift izšli prototipni razvijalski različici 
s kraticama DK1 in DK2 (angl. Development Kit) [4]. Uradna potrošniška verzija 
(Slika 2.2) je bila splovljena v sredini leta 2016, takrat pa je bilo na trgu že kar nekaj 
tekmecev. Na računalniškem področju je glavni med njimi prav gotovo HTC Vive 
(Slika 2.3), na konzolnem pa trenutno dominira PlayStation VR oziroma na kratko 
PS VR (Slika 2.4).  
 
Slika 2.2:  Oculus Rift. 
 
Slika 2.3:  HTC Vive. 
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Slika 2.4:  PlayStation VR. 
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3  Teoretično ozadje 
3.1  Osnove delovanja 
Vse zgoraj omenjene in podobne naprave v principu delujejo enako. V 3D-
občutek možgane pretenta razdeljena matrika, ki vsakemu očesu riše rahlo 
zamaknjena prizora (Slika 3.1). Pri občutku vživetja so ključnega pomena senzorji, 
ki naše gibe natančno preslikajo v virtualni svet. Zahvaljujoč raziskavam in razvoju v 
tehnologiji so ti senzorji zdaj poceni in zelo majhni, tako pa so rešene težave s 
starejšimi generacijami opreme navidezne resničnosti, ki je bila tako draga in okorna. 
Ti senzorji so žiroskopi, magnetometri in pospeškometri [5].  
Žiroskop je naprava, ki meri spremembe orientacije ali spremembe vrtilne 
hitrosti. 
Magnetometer je naprava, ki meri jakost in smer magnetnega polja. Lahko 
deluje kot kompas, ki z zaznavanjem magnetnega severa pove, v katero smer je 
naprava obrnjena na površini Zemlje. V navidezni resničnosti se uporabljajo za 
rotacijsko sledenje naglavnih vizirjev, saj nam pomagajo določiti absolutno 
orientacijo v ravnini sever-jug-zahod-vzhod.   
Pospeškometer meri pospeške, kar je koristno za merjenje sprememb v hitrosti 
(neposredno, saj je pospešek prvi odvod hitrosti) in spremembe v položaju (z 
integracijo signala). Običajno se uporabljajo za merjenje majhnih gibov. Ker 
gravitacija deluje kot nenehen pospešek navzgor (po Einsteinovem načelu 
ekvivalentnosti), je lahko večosno merilo pospeška uporabljeno tudi kot absolutno 
orientacijsko tipalo v ravnini gor-dol. 
Skupaj se ti senzorji imenujejo tudi inercijska merilna enota (angl. Inertial 
measurement unit – IMU). Ti senzorji so združeni zato, ker se odlikujejo po različnih 
stvareh in se tako dopolnjujejo. Magnetometer ima na primer slabo natančnost pri 
hitrem premikanju, ampak zelo majhno napako na dolgi rok. Žiroskop po drugi strani 
hitro in natančno reagira na spremembe, vendar sčasoma zbira velike napake. Prav 
tako potrebuje podatek o začetni poziciji, saj se odziva samo na spremembe. 
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Kombinacija senzorjev torej omogoča hitro in natančno določanje položaja in 
orientacije z zelo majhno napako [6]. 
 
Slika 3.1:  Razdeljen zaslon pogleda navidezne resničnosti. 
 Fiksna zunanja enota zaznava še uporabnikovo premikanje po prostoru. Za 
uresničitev takega premikanja obstaja več različnih načinov. 
Rift je denimo posejan z infrardečimi diodami spredaj in zadaj, pri čemer ima 
vsaka od njih lasten vzorec utripanja. Njihovo delovanje oziroma nahajanje v sobi 
spremlja namizna IR-kamera.  
Vive to počne obratno: laserske diode so v dveh zunanjih enotah, medtem ko 
so senzorji za žarke na glavi. To omogoča večji prostor za premikanje, ki meri 4,5 x 
4,5 metrov napram Riftovi površini približno 3 x 3 m. PlayStation VR uporablja 
navadno kamero, ki spremlja svetilne LED na čeladi [7]. 
Obe napravi za osebne računalnike imata približno 7-centimetrska ekrana 
tehnologije OLED, ki sliko osvežujeta z 90 herci (60 Hz na mobilnih platformah). 
Vidni kot je 110 stopinj (100 stopinj pri PS VR), vsako oko pa gleda sliko v 
resoluciji 1080x1200 slikovnih elementov (PS VR: 960x1080). Skupna velikost sicer 
na pol razdeljenega ekrana je torej 2160x1200. 
Najenostavnejša in najcenejša naprava za prikazovanje navidezne resničnosti je 
Google Cardboard (Slika 3.2), ki je sestavljen iz kartonskega ogrodja in para leč. Za 
prikaz potrebujemo pametni telefon Android ali iOS, ki ga vstavimo pred leči v temu 
namenjen prostor.  
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Slika 3.2:  Google Cardboard. 
  Mobilne aplikacije pa nam zaradi tehnoloških omejitev vendarle ponujajo le 
majhne grižljaje navidezne resničnosti, zato moramo v iskanju najrealističnejših 
doživetij pozornost definitivno usmeriti proti namenskim napravam, ki jih 
uporabljamo v tandemu z močnim računalnikom. Mobilniki namreč nimajo dovolj 
procesorske moči, da bi lahko gladko izrisovali realistično grafiko in ostre teksture. 
Prav tako je ena ključnih omejitev v tem, da se njihovi zasloni osvežujejo s 60 Hz. 
To je sicer dovolj za gladko premikajočo se sliko, ampak se v praksi pozna razlika v 
primerjavi z 90 Hz pri namenskih kukalih. Po drugi strani je brezžičnost ena izmed 
ergonomskih prednosti mobilniških priprav, ki jih lahko uporabljamo praktično 
kjerkoli in kadarkoli. Pri namenskih napravah se namreč nemalokrat spotikamo ob 
žice. Slednje so zaradi prenosa video signala iz računalnika do naglavnega vizirja 
trenutno še nujno zlo, saj kvalitetnih brezžičnih rešitev še ni na tržišču.   
Glavna omejitev mobilniških aplikacij pa zna biti v tem, da se naša dejanska 
hoja po prostoru ne preslika v hojo v virtualnem svetu. Senzorji namreč omogočajo 
samo informacijo o orientaciji telefona oziroma naše glave, nikakor pa ne moremo 
dobiti zanesljive informacije o premiku glave v prostoru. Z drugimi besedami: 
omogočena je rotacija za premik po treh oseh, ni pa možna translacija za premik po 
šestih oseh (Slika 3.3).  
Predstavljajte si torej, da imate na glavi čelado Vive in stojite na sredi 
namensko označenega prostora, v katerem se lahko premikate. V virtualnem svetu 
boste potem na primer stali sredi travnika in če boste naredili en korak naprej, se 
boste na travniku dejansko tudi pomaknili naprej. Pri isti aplikaciji bi z uporabo 
mobilnika na travniku ostali na istem mestu, četudi bi v resnici naredili korak naprej. 
Pri tem lahko pride do vrtoglavice ali slabosti (podrobneje opisano v poglavju 4), ki 
je posledica konflikta med različnimi čutili.  
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Zaradi tega je naprave brez možnosti premikanja najboljše uporabljati v 
mirujočem položaju, pri čemer pa še vedno hočemo imeti možnost premikanja, če 
aplikacija to od nas zahteva ali pričakuje.  
 
Slika 3.3:  Prikaz treh (rotacija) ali šestih (rotacija in translacija) dimenzij premikanja glave v 
navidezni resničnosti. 
Slika 3.3 prikazuje dva različna načina premikov – v tem primeru glave z VR-
vizirjem – v tridimenzionalnem prostoru oziroma v okolju navidezne resničnosti. Za 
translacijo potrebujemo nek dodaten senzor, ki sledi premikanju čelade po vseh treh 
oseh v prostoru. Takšna funkcionalnost z uporabo mobilnikov trenutno ni možna.   
 
3.2  Tehnologije zaslonov in optika 
Zaslon oziroma ekran je osrednji in verjetno najpomembnejši del izkušnje na 
področju navidezne resničnosti. Pri tem hočemo, da ima zaslon čim večjo odzivnost, 
ki se meri v hercih (oznaka Hz), in čim večjo ločljivost, ki se meri v produktu števila 
horizontalnih in vertikalnih slikovnih elementov (piksel). Tehnologija je pri tem 
končno napredovala do te mere, da imamo zdaj že na pametnih telefonih bolj 
kakovostne zaslone, kot smo jih imeli še pred nekaj leti na velikih namiznih 
računalniških monitorjih. 
Današnji pametni telefoni so večinoma opremljeni z različnimi izvedenkami 
klasičnega tekočekristalnega zaslona (angl. Liquid Crystal Display – LCD). V 
namenskih vizirjih, ki sliko dobivajo iz ločenega računalnika, je najbolj pogosto 
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uporabljena tehnologija OLED (Organic Light-Emitting Diode), kjer je verjetno 
glavna prednost v tem, da omogoča večji kontrast in temnejši prikaz črne barve.  
Telefoni in namenski vizirji imajo dokaj podobne velikosti zaslonov, ki so 
približno večinoma v obsegu med 8 in 18 centimetri diagonale. V primerjavi z 
računalniškimi monitorji so to torej zelo majhni zasloni, ki pa imajo vseeno podobne 
resolucije kot njihovi namizni "bratje;" ponavadi vsaj 1920x1080 slikovnih 
elementov. To je dobra novica, saj je zaradi velike gostote pikslov (angl. Pixels per 
inch – kratica PPI) slika lahko zelo ostra. Pri navidezni resničnosti si namreč ne 
želimo videti posameznih slikovnih elementov, česar pa z uporabo trenutno 
razpoložljive tehnologije še vedno ni povsem mogoče. Razlog za to tiči v optiki. 
 
Slika 3.4:  Popravek popačene slike z uporabo optike. [vir: nvidia] 
Seveda imamo danes že razne t.i. Retina zaslone, pri katerih človeško oko ne 
loči posameznih slikovnih elementov, ampak se pri vseh standardnih VR napravah 
uporabljata dve leči (ena za vsako oko), ki 2D sliko z zaslona ustrezno preslikata in 
fokusirata za ustrezen učinek stereoskopije in globinskega pogleda (Slika 3.4).  
Poleg tega leče poskrbijo še za to, da nam slika zavzame ves ali pa vsaj čim 
večji vidni prostor. Pri VR napravah je zaslon namreč samo nekaj centimetrov 
oddaljen od naših oči, zato se nam le-te brez uporabe leč nikakor ne bi mogle 
ustrezno fokusirati na zaslon. Prav tako se na zaslonu riše malce popačena slika, ki 
pa jo leče prikažejo v naravnem razmerju za naše oko in za naše vidno polje. 
To nam poleg slike 3.4 prikazuje še slika 3.5, pri kateri kot igralec gledamo 
proti steni. Njeni vertikalni in horizontalni robovi so na 2D zaslonu izrisani neravno; 
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za boljše razumevanje sem zraven dorisal dve horizontalni rumeni črti. Leči nam 
potem pomagata izrisati naravno sliko, ki nam omogoča občutek globine in nas 
pretenta, da se dejansko nahajamo v normalnem 3D prostoru.  
 
Slika 3.5:  Prikaz popačenega VR pogleda. 
Pri naprednejših naglavnikih lahko leče tudi ročno nastavljamo za boljši fokus 
in s tem jasnejšo sliko. Večinoma gre za nastavljanje širine med lečama, ki najbolj 
ustreza širini med našima očesoma. Pri napravah, kot je Google Cardboard, to 
navadno ni možno.      
 
 
 13 
4  Simulacijska bolezen 
4.1  Opis in razlogi za nastanek 
Simulacijska bolezen oziroma slabost je oblika inducirane gibalne bolezni, ki 
se razlikuje od normalne gibalne slabosti. S slednjo se srečuje največ ljudi in je 
posledica dejanskega gibanja, kot je na primer majanje čolna na vodi, ki povzroča 
morsko bolezen. Do občutkov nelagodja, povezanih s simulacijsko boleznijo, pride 
takrat, kadar vizualni podatki iz simuliranega okolja signalizirajo odsotnost 
dejanskega gibanja. V obeh primerih pride do konflikta med vidnimi, vestibularnimi 
(ravnotežni) in proprioceptivnimi (telesna pozicija) čutili, ki povzročajo nelagodje. 
Poleg tega simulacijska bolezen vključuje simptome, ki so edinstveni za uporabo 
virtualnega okolja, kot je naprezanje in utrujenost oči (čeprav ne nujno iz istega 
razloga kot pri telesnem nelagodju).  
Nekateri uporabniki lahko že po zelo kratkem času nošnje aparata doživijo 
določeno stopnjo simulacijske bolezni, drugi pa je morda nikoli ne bodo doživeli. 
Razvijalec VR aplikacij je na primer zelo veliko izpostavljen virtualnim okoljem, 
zato na nek način gotovo trenira možgane, da so manj občutljivi na neželene učinke. 
Zaradi tega bo razvijalec zelo težko objektivno ocenil, kako se bo manj izkušen 
uporabnik na njegovo vsebino odzval. 
Simulacijska bolezen zato predstavlja velik problem tako za uporabnike kot za 
razvijalce. Ne glede na privlačnost vsebine namreč skoraj nihče ne želi prenašati 
nelagodja. Zaradi tega je zelo pomembno, da razumemo njene vzroke in poskusimo 
zmanjšati njene pojave. Natančni vzroki za simulacijsko slabost (in dejansko vse 
oblike bolezni gibanja) se še vedno raziskujejo.  
Simulacijska bolezen ima veliko simptomov, vendar je za njo v prvi vrsti 
značilna dezorientacija (vključno z ataksijo, občutkom motenega ravnovesja), 
vrtoglavica in bruhanje (verjetno kot posledica iluzornega zaznavanja premikanja 
telesa) in očesno neugodje (naprezanje) [8]. 
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4.2  Ukrepi za zmanjšanje učinkov 
Raziskave so zagotovile najmanj eno povsem vizualno metodo za zmanjšanje 
simulacijske bolezni, ki se lahko implementira v vsebini VR. V preizkusu so bili 
uporabniki postavljeni v virtualno okolje, ki je ali ni vsebovalo elementa, ki so ga 
imenovali "neodvisno vizualno ozadje." To je predstavljalo preprosto ozadje, kot je 
recimo navadno nebo, ki je bilo skladno z obnašanjem stabilnega okolja v realnem 
svetu uporabnika. Simulator lahko na primer nakazuje premikanje po okolju skozi 
zemeljsko ravnino. Pri tem nebo, ki vsebuje nekaj oblakov, ostane na mestu, tudi če 
se uporabnik obrača v različne smeri.  
Ugotovljeno je bilo, da je ta metoda učinkovita pri zmanjševanju simulacijske 
bolezni, vendar ni brez omejitev. Učinek, ki zmanjšuje bolezen, je odvisen od dveh 
dejavnikov: vidnosti ozadja in stopnje, do katere je zaznano. Vsa virtualna okolja ne 
bodo na prostem ali nekje, kjer bo ozadje jasno vidno in intuitivno smiselno [9].  
Sicer pa po lastnih izkušnjah vrtoglavico največkrat občutim ob padcu hitrosti 
prikaza sličic na sekundo (po domače "ob štekanju"), kar je seveda povezano z 
zmogljivostjo strojne opreme in optimizacijo igre ali aplikacije. Zaradi tega je še 
toliko bolj pomemben močan računalnik, ki lahko v vsakem trenutku omogoča 
nespremenjenih in gladkih 90 sličic na sekundo, in pa seveda pameten dizajn igre.   
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Področje navidezne resničnosti se mi zdi zelo zanimivo, podrobneje pa ga 
spremljam že vse od zgodnjih prototipnih izvedenk Oculosovega Rifta. Trenutno gre 
še vedno za dokaj mlado tehnologijo in imam v primerjavi z ostalimi ljudmi verjetno 
tudi veliko več konkretnih izkušenj, saj smo doma imeli že Oculus Rift DK2, Google 
Cardboard in HTC Vive. 
Za diplomsko nalogo sem si zato izbral projekt na VR področju, pri katerem bi 
se bolje spoznal s samim razvojem neke VR aplikacije, hkrati pa sva se z mentorjem 
odločila, da bova to priložnost izkoristila za konkreten preizkus praktičnega 
problema: simulacijske bolezni.  
V ta namen sem se namenil narediti aplikacijo oziroma igro za pametne 
mobilne telefone, ki imajo nameščen operacijski sistemom Android (najmanj verzijo 
'KitKat' in API level 19). Aplikacija bi bila tako lahko dostopna praktično na vsakem 
modernem Androidnem telefonu, za igranje pa bi potrebovali samo nek preprost 
naglavni vizir, ki omogoča primerno vstavitev telefona. Najpreprostejši primer je 
Google Cardboard. Dodaten in predvsem praktičen razlog za razvoj Androidne 
aplikacije je bil tudi v tem, da imam doma kar nekaj takšnih naprav (in nobene 
naprave iOS). Poleg tega večina samostojnih razvijalcev tudi na VR področju 
izdeluje aplikacije prav za mobilne naprave, zato je veliko lažje najti rešitve za 
morebitne probleme med razvojem.  
Glavni cilj igre je, da v pogledu iz prve osebe najdemo pot iz labirinta, pri tem 
pa imamo na voljo tri različne načine premikanja. V labirintu se lahko hitro 
izgubimo, zaradi česar pride do pogostega obračanja pogleda in sprememb smeri. Pri 
tem zna ob nerodnem ali nenaravnem načinu premikanja po virtualnem prostoru hitro 
priti do vrtoglavice in simulacijske bolezni. Uporabnik lahko preizkusi vse tri načine 
premikanja in poda svoje subjektivne vtise o najboljšem in pa predloge za morebitne 
izboljšave. 
V naslednjih poglavjih je opisan razvoj projekta in pa vsi sestavni deli, ki jih 
potrebujemo za uresničitev takega projekta. 
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5.1  Sestavni deli 
5.1.1  Programska oprema 
Unity  
Unity je igralni pogon (angl. Game engine) ali program, ki ga razvija podjetje 
Unity Technologies. Pogon omogoča razvoj aplikacij za različne platforme, največ 
pa se uporablja za razvoj iger in simulacij za osebne računalnike, igralne konzole in 
mobilne naprave. Program je napisan v programskih jezikih C, C++ in C#.  
Uporabljal sem verzijo oziroma različico Personal 5.6.1f1. 
 
Slika 5.1:  Unity logotip. 
Prva verzija programa je izšla leta 2005, danes pa je Unity po tržnem deležu 
med najbolj razširjenimi igralnimi pogoni na svetu, na področju razvoja mobilnih 
aplikacij in aplikacij navidezne resničnosti pa je zadnjih nekaj let v samem vrhu [10]. 
Posledica tega je, da zanj obstaja ogromno dokumentacije, internetnih učnih 
primerov in raznih forumskih debat o najrazličnejših problemih in rešitvah. To je bil 
glavni razlog, da sem Unity izbral za okolje, v katerem sem izdelal glavni del 
svojega projekta.  
    
Autodesk Maya 
Maya je program za izdelavo 3D modelov, animacij in vizualnih efektov. 
Sprva ga je razvijala korporacija Alias Systems, trenutno pa je pod okriljem podjetja 
Autodesk.  
Uporabljal sem verzijo oziroma različico 2016.      
 
Slika 5.2:  Maya logotip. 
Gre za profesionalen program in za začetnika lahko s svojo široko paleto 
možnosti in funkcij deluje kar zastrašujoče. Vseeno pa omogoča elegantno izvažanje 
in uvažanje modelov direktno v Unity, zato sem ga izkoristil za izdelavo preprostega 
t.i. skyboxa oziroma ogromne kupole. Njen namen je, da služi kot prikaz nebes 
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(oziroma kot "neodvisno vizualno ozadje" iz poglavja 4.2), zato sem v njeno notranjo 
stranico nalepil sliko sončnega neba z oblaki (slika 5.3).  
 
Slika 5.3:  Velika kupola s statično sliko nebes. 
Slika 5.3 prikazuje že integrirano oziroma uvoženo nebesno kupolo v 
programu Unity. Ustrezno sliko nebes sem v resoluciji 3000x1500 pikslov najprej 
prenesel s spletne strani www.cgskies.com, potem pa sem jo v programu Maya 
nanesel na notranjo stran ogromne 3D krogle. Slednjo sem nato izvozil v Unity. Na 
sredi krogle lahko vidimo majhen zelen kvadratek – to je labirint. Krogla je toliko 
večja zato, ker hočemo v skladu z izkušnjami iz resničnega sveta imeti bolj ali manj 
statično nebo oziroma ozadje.  
V resnici torej ne gre samo za kupolo, ampak jo vseeno lahko tako imenujemo, 
saj v aplikaciji vidimo samo zgornjo polovico krogle. Obstajajo še drugi načini za 
izdelavo statičnega neba, ampak se mi je ta zdel najbolj preprost.      
 
SketchUp 
SketchUp je program za izdelavo 3D modelov. Program je prijazen za 
začetnika, ampak vseeno omogoča izdelavo zelo kompleksnih modelov. Za takšne in 
drugačne osebne arhitekturske projekte ga uporabljam že približno deset let. Nekaj 
let je bil pod okriljem Googla, danes pa ga samostojno razvija podjetje Trimble.  
Uporabljal sem verzijo oziroma različico Make 2017. 
 
Slika 5.4:  SketchUp logotip. 
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Pri diplomskem projektu sem SketchUp uporabil za izdelavo 3D modela 
labirinta (slika 5.5), ki sem ga nato izvozil v Unity.  
 
Slika 5.5:  3D model labirinta v programu SketchUp. 
Sprva sem sicer razmišljal, da bi v Unityju naredil nekakšno skripto za 
avtomatsko generiranje labirinta ob vsakem zagonu igre, ampak sem kmalu ugotovil, 
da bo nekaj takega verjetno prevelik zalogaj za moje trenutno znanje. Sicer pa 
zastavljeni eksperiment take spremenljivke nikakor ne potrebuje. 
Na koncu sem zato lastnoročno narisal labirint na karo papir, vse skupaj pa sem 
nato preslikal v SketchUp.  
 
5.1.2  Komplet za razvoj programske opreme 
Komplet za razvoj programske opreme (angl. Software development kit - 
kratica SDK ali devkit) je ponavadi nabor orodij, ki omogoča izdelavo aplikacij za 
določen programski paket, programski okvir, strojno platformo, računalniški sistem, 
igralno konzolo, operacijski sistem ali podobno razvojno platformo [11].  
Pri svojem projektu sem potreboval Google VR SDK for Unity, ki vsebuje 
poseben paket za Unity, imenovan "GoogleVRForUnity.unitypackage." Slednjega v 
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Unity integriramo prek klikov na ukaze: Assets > Import Package > Custom Package 
> izberemo datoteko GoogleVRForUnity.unitypackage. Integracija tega paketa v 
Unityju omogoča naslednje funkcije, ki so ključne za aplikacijo navidezne 
resničnosti [12]: 
 Sledenje glavi uporabnika. 
 Stereo renderiranje slike. 
 Interakcija uporabnika (npr. prek kontrolerja). 
 Samodejna stereo konfiguracija za določen VR pregledovalnik/vizir. 
 Popravek popačenja za gledalčeve leče (slika 3.4). 
 Označevalnik poravnave, ki pomaga pri naravnavi zaslona, ko pametni 
telefon vstavimo v VR pregledovalnik/vizir. 
 Popravek samodejnega prestavljanja žiroskopa. 
Poleg naštetih funkcionalnosti je v paket med drugim integrirana še enostavna 
demo VR igra, v kateri moramo najti in izbrati oz. klikniti na kocko, ki se nato pojavi 
na nekem drugem mestu. Igro odpremo v programu Unity, gre pa za zelo uporabno 
demonstracijo delovanja najosnovnejših elementov SDK paketa.  
V času pisanja diplomske naloge je bil Google VR SDK for Unity prosto 
dostopen na spletni strani https://developers.google.com/vr/unity/. 
 
5.1.3  Strojna oprema 
Za razvoj v programu Unity sem uporabil svoj osebni računalnik, za testiranje 
pa sem uporabil dva pametna telefona. Podrobnejši podatki so navedeni v naslednjih 
alinejah: 
 Osnovne specifikacije osebnega računalnika: operacijski sistem 
Windows 7 Ultimate 64-bit, osrednji procesor AMD FX-8350, 16 GB 
RAM DDR3, grafični procesor Nvidia GeForce GTX 1080.  
 Pametni telefon LG Nexus 5 z operacijskim sistemom Android, na 
katerem so v času razvoja tekle različne izvedenke sistemske verzije 
Marshmallow. Zaslon: 1080x1920 in 12,573 cm diagonala [13]. 
 Pametni telefon LG Nexus 5X z operacijskim sistemom Android, na 
katerem je v času razvoja sprva tekla sistemska verzija Nougat, od 21. 
avgusta 2017 naprej pa verzija Oreo. Zaslon: 1080x1920 in 13,208 cm 
diagonala [14]. 
Na obeh telefonih je bilo potrebno v nastavitvah najprej vklopiti t.i. razvijalske 
možnosti (angl. Developer options), ki nam po domače povedano prek USB 
priključka omogočajo direktno nalaganje programov z računalnika, poleg tega pa 
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med drugim še iskanje napak (angl. Debugging). Brez te nastavitve ne bi bilo 
mogoče direktno nalagati oz. prenašati testnih različic aplikacije iz Unityja na 
telefon.  
5.1.4  Uporabniški vmesnik 
Uporabniški vmesnik predstavlja način interakcije med človekom in 
računalnikom oziroma neko napravo. Pri mojem projektu je glavni cilj uspešna 
navigacija po labirintu, za premikanje po njem pa sem si zamislil tri različne načine. 
Spodaj so opisane naprave, ki jih za to potrebujemo.  
 
Google Cardboard 
Pri vseh treh načinih v svet navidezne resničnosti gledamo skozi navadna VR 
kukala, kot je na primer že večkrat omenjeni Cardboard. Način uporabe je prikazan 
na sliki 5.6, kjer zgornji del slike prikazuje tri korake izgradnje kartonastega okvirja.  
 
Slika 5.6:  Google Cardboard - način uporabe in prikaz prostora za namestitev pametnega telefona. 
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Spodnji del slike 5.6 prikazuje konkretni primer in pa namenski prostor, kamor 
na sredino pred leči vstavimo pametni telefon.  
Pri prvem načinu premikanja, ki se angleško imenuje look-walk, ne 
potrebujemo nič več kot samo Googlovo kartonko, premik pa se izvede z naklonom 
naše glave.  
Za lažje razumevanje princip prikazuje slika 5.7. Ko bo uporabnik glavo nagnil 
za najmanj 20 stopinj navzdol, torej za najmanj 20 stopinj pod vodoravnim oziroma 
horizontalnim pogledom, se bo izvedel premik naprej v smeri, v katero je uporabnik 
v tistem trenutku obrnjen. Na 360-stopinjskem krogu so z zeleno označeni tisti koti, 
pri katerih se bo uporabnik v virtualnem svetu premikal naprej. Pri vseh ostalih kotih, 
ki so označeni z rdečo, bo uporabnik oziroma njegov virtualni lik stal na mestu.  
V vseh primerih se lahko uporabnik prosto ozira po okolici, smo pa pri tem 
načinu premikanja malce omejeni, saj je mogoča samo hoja v smeri našega pogleda. 
Ne moremo se torej premikati bočno, kar je na primer mogoče z uporabo krmilnika.     
 
Slika 5.7:  Diagram delovanja sistema s pogledom (angl. Look-walk) v sedečem položaju. 
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Brezžični Bluetooth krmilnik (kontroler) 
Drugi način premikanja izvedemo z navadnim generičnim bluetooth 
kontrolerjem, ki ga imamo med uporabo v levi ali desni roki. Kontroler najprej prek 
brezžične tehnologije bluetooth sparimo s telefonom, potem pa na kontrolerju hkrati 
kliknemo na gumba @ in B (@+B), s čimer omogočimo pravilen način uporabe 
joysticka ali igralne palice. Ostali načini (npr @+A) omogočajo različne 
funkcionalnosti, med drugim zamenjavo oz. invertiranje joystickovega koordinatnega 
sistema.  
Potem nam preostane samo še to, da v Unityjevih nastavitvah (Edit > Project 
Settings > Input) nastavimo funkcionalnosti kontrolerjevih tipk.  
Slika 5.8 prikazuje način uporabe. Pri tem naj poudarim, da joystick omogoča 
premik v vse smeri, torej po vseh 360-stopinjah, ne samo po označenih štirih 
usmeritvah. Slednje so prikazane samo za lažjo predstavo in nakazujejo, da je kateri 
koli premik virtualnega lika vedno vezan na njegovo lastno usmeritev oziroma na 
njegov lasten koordinatni sistem.   
Privzeto se premik namreč ustvari glede na globalni koordinatni sistem 3D 
prostora. To seveda nima smisla, saj bi se virtualni lik v takem primeru – ne glede na 
lastno usmeritev – ob določenem ukazu iz joysticka vedno premaknil na primer v X 
ali Y-smer 3D prostora.    
 
Slika 5.8:  Brezžični bluetooth kontroler in prikaz uporabe. 
Če princip torej na kratko strnemo s primerom: če se želimo premakniti 
naravnost naprej v smeri našega pogleda, bomo to storili s premikom joysticka v 
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smer 'premik naprej', ki je nakazano na sliki 5.8. Enako velja za katero koli drugo 
smer premika. Pri tem imamo za razliko od zgoraj opisanega "look-walk" načina 
možnost bočnega in vzvratnega premikanja, glavo pa lahko tudi v mirujočem 
položaju obračamo v vse smeri, brez da bi pri tem nehote sprožili hojo naprej, ko bi 
pogled usmerili 20 stopinj pod vodoravnim pogledom.     
 
Myo Gesture Control Armband  
Za tretji način premikanja nisem imel nobenih konkretnih idej, zato mi je 
mentor predlagal implementacijo s kontrolerjem Myo. Gre za zanimiv izdelek 
Kanadskega podjetja Thalmic Labs. Kontroler oziroma pas lahko nosimo na levi ali 
desni roki (slika 5.9), geste pa se berejo prek elektromagnetnih senzorjev, ki 
zaznavajo električno aktivnost mišic. Iz tega izhaja ime naprave – angl. Gesture 
control ali upravljanje z gestami oziroma s kretnjami.    
 
Slika 5.9:  Kontroler Myo in prikaz nošnje.  
Napravo na začetku kalibriramo z namenskim računalniškim programom, ki se 
imenuje Myo Connect. Kalibracija poteka tako, da v zaporedju naredimo pet 
različnih gest (slika 5.10), ki jih vidimo na zaslonu. Myo tako "ugotovi" kateri 
elektromagnetni signali iz naših mišic se preslikajo v določen gib.  
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Slika 5.10:  Osnovnih pet gest (v tem primeru za desno roko), ki jih zaznava kontroler Myo. 
Privzetih gest je torej pet, v programu Myo Armband Manager pa lahko 
ustvarimo nov profil z dodatnimi in poljubnimi gestami. Za druge ukaze ima Myo še 
magnetometer in pospeškometer, njihovo delovanje pa si lahko v realnem času 
ogledamo na lični spletni strani http://diagnostics.myo.com/ (Slika 5.11). 
Diagnostika nam vizualno predstavi vse relevantne podatke, od preprostih, kot je npr. 
status naprave, do bolj kompleksnih, kot so grafi z informacijami, ki prihajajo iz 
senzorjev. 
 
Slika 5.11:  Diagnostika naprave Myo v realnem času. 
Kot opozorilo je vredno omeniti, da moramo napravo na roki nositi vsaj nekaj 
minut preden jo nameravamo uporabljati. Myo se mora namreč ogreti na delovno 
temperaturo, obdobje ogrevanja pa lahko traja tudi do 5 minut. Trajanje je odvisno 
od kože in vremenskih razmer, predvsem od vlažnosti. V tem času Myo tvori 
električno povezavo z mišicami v podlakti. Če napravo poskusimo uporabiti med 
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segrevanjem, je velika verjetnost, da se naše geste in gibi ne bodo pravilno 
interpretirali, ali pa jih Myo sploh ne bo prepoznal. 
5.2  Unityjev glavni urejevalnik 
Slika 5.12 prikazuje osnovno ureditev Unityjevega glavnega urejevalnika, 
spodaj pa so malce bolj podrobno opisani njegovi posamezni segmenti. Prikazni 
jezik v moji različici programa Unity je sicer v angleščini, zato je za razne elemente 
veliko tujih izrazov, ki enostavno nimajo prave knjižne slovenske zamenjave. 
Slovenski prevodi, ki so pisani poševno, so zato moji lastni, sem pa pri večini 
pomembnih izrazov in imen zraven dodal še originalno angleško različico.    
 
Slika 5.12:  Prikaz glavnih štirih oken v osnovnem pogledu Unityjevega glavnega urejevalnika. 
1) Okno s hierarhijo (angl. The Hierarchy window) vsebuje seznam vsakega 
igralnega objekta (angl. GameObject) v trenutno izbrani oziroma prikazani sceni ali 
prizoru. Nekateri od njih, kot so npr. 3D modeli, so primeri iz datotek sredstev (angl. 
Asset files), ostalo pa so primeri objektov naprejšnje izdelave (angl. Prefabs), ki so 
po meri izdelani predmeti. Ko nek predmet dodamo v hierarhijo, se bo istočasno 
prikazal tudi v scenskem pogledu. Po drugi strani bo predmet iz scenskega pogleda 
odstranjen takrat, ko ga iz hierarhije izbrišemo.  
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Predmeti so privzeto navedeni v oknu s hierarhijo v takšnem vrstnem redu, v 
kakršnem jih naredimo. Lahko jih tudi ročno prestavimo tako, da jih z miško 
povlečemo navzgor ali navzdol, lahko pa jih preuredimo v "otroške" ali "starševske" 
predmete. Otroški predmeti so vsi tisti, ki so združeni pod nek starševski predmet. 
Slednji imajo na svoji levi majhen trikotnik – s klikom nanj razkrijemo pogled z 
"otroci" [15]. 
 
Scenski pogled ali okno s prizorom The Scene View) je naš  (angl. 
interaktivni pogled v svet, ki ga ustvarjamo. V tem oknu lahko v interaktivnem 
tridimenzionalnem pogledu prosto izbiramo in postavljamo predmete, like, kamere, 
osvetljavo in ostale vrste igralnih objektov. V desnem zgornjem kotu je koordinatni 
sistem. S klikom na njegove osi lahko spreminjamo zorni kot pogleda, osrednji 
kvadratek koordinatnega sistema pa menjava med 3D in 2D pogledom [16]. 
Poleg scenskega pogleda sta zraven še dva zavihka, ki se imenujeta Game (sl. 
igra) in Asset Store (sl. trgovina s sredstvi). V igralnem načinu lahko iz pogleda 
namenske kamere preizkusimo našo igro in vse njene funkcionalnosti, pogosto pa se 
tu pojavijo morebitne napake v strukturi projekta. V trgovini s sredstvi imamo na 
voljo ogromno vsestranskih zastonjskih in plačljivih izdelkov, ki jih je naredila in 
naložila obširna skupnost samostojnih in profesionalnih razvijalcev.    
 
3) Okno inšpektor The Inspector window) prikazuje podrobne (angl. 
informacije o trenutno izbranem igralnem objektu, vključno z vsemi priključenimi 
komponentami in njihovimi lastnostmi. Gre za močno orodje, ki omogoča napredno 
spreminjanje funkcionalnosti vseh igralnih objektov. Poleg inšpektorja je ponavadi 
zraven še zavihek osvetljava (angl. Lighting), v katerem ždijo tako osnovne kot 
napredne nastavitve za osvetlitev naše izbrane scene in njenih predmetov.   
Če ima izbran igralni objekti priložene skripte, nam inšpektor prikaže še 
morebitne spremenljivke, ki jih lahko urejamo na enak način kot nastavitve vgrajenih 
komponent. S tem lahko enostavno nastavljamo razne parametre, brez da bi po 
nepotrebnem spremenjali kodo [17]. 
 
4) Projektno okno (angl. The Project Window) omogoča upravljanje z 
datotekami sredstev, ki pripadajo našemu projektu. Okno sestoji iz dveh glavnih 
delov. Leva stran v hierarhičnem seznamu prikazuje strukturo map projekta. Ko 
mapo izberemo, se bo njena vsebina prikazala na desni strani. Majhna puščica 
oziroma trikotnik ob mapi nakazuje, da mapa vsebuje še dodatne mape. V tem oknu 
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je desno zgoraj še funkcija iskanja (angl. Search), s katero po imenu poiščemo razne 
mape, predmete, materiale in ostale elemente, ki so shranjeni v hierarhiji map [18].  
Poleg projektnega okna je zraven še zavihek Console (sl. konzola), pri katerem 
lahko vidimo razna opozorila in napake v kodi, ko zaženemo igro. 
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6.1  Scene 
Igra je zgrajena iz petih glavnih scen oziroma prizorov, ki so opisani v spodnjih 
podpoglavjih. Začetna scena predstavlja nekakšen interaktiven glavni meni, iz 
katerega prosto izbiramo med ostalimi tremi scenami. 
 
6.1.1  VRMain 
 
Slika 6.1:  Igralni objekti v sceni "VRMain." 
Scena VRMain je ves čas naložena v pomnilnik in je nekakšna osnova za vse 
ostale scene. Za to je zaslužen igralni objekt GameController, na katerega je pripeta 
skripta GameController.cs. Ta skrbi za to, da se med nalaganjem nove scene 
izbriše/raztovori (angl. Unload) trenutna scena. S tem preprečimo razne situacije, v 
katerih se lahko igra sesuje zaradi igralnih objektov, ki bi bili v takem primeru 
naloženi istočasno.  
Primer: v vsaki sceni imamo lahko samo eno kamero. Če nato naložimo novo 
sceno, ki vsebuje še eno kamero, se igra sesuje, saj sta hkrati naloženi dve kameri. 
Zato moramo ob nalaganju nove scene prejšnjo izbrisati.  
Poleg tega sta v VRMain še dva objekta. Prvi je Skydome oziroma kupola z 
nebesi (Slika 5.3), drugi pa Directional light oziroma usmerjeni vir osvetlitve.  
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6.1.2  Level01 
 
Slika 6.2:  Igralni objekti v sceni "Level01." 
Scena Level01 je interaktivni glavni meni, v katerem stojimo na sredi med 
tremi kockami in izbiramo med ostalimi tremi scenami (Level02, 03, 04).  
Skydome in Directional light sta v tej sceni sicer nepotrebna, saj ju imamo že v 
prejšnji (stalno prisotni) sceni, ampak sem ju vseeno dodal, ker vsaj meni osebno 
olajšata delo. Tako namreč ne rabim imeti istočasno naložene še VRMain scene, ko 
se ukvarjam samo z delom na sceni Level01. 
 
Slika 6.3:  Okno s prizorom scene "Level01," ki prikazuje interaktivni glavni meni. 
Plane je planjava oziroma ravnina, na kateri stojimo kot igralec in na kateri 
stojijo tri kocke (angl. Cube), ki jih vidimo na sliki 6.3. Vsaka kocka predstavlja 
enega od treh levelov, v katerih imamo na voljo tri različne načine navigacije po 
labirintu. 
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VRMain je objekt, ki predstavlja igralca. Njegova otroška objekta sta glavna 
kamera (Main Camera) in kazalna pika (GvrReticlePointer). Kamera predstavlja 
zorni kot igralca, kazalna pika pa je postavljena v sredino našega vidnega polja. Z 
njeno pomočjo lahko kliknemo na nek objekt – v našem primeru kliknemo na eno od 
kock, s čimer odpremo (naložimo) sceno, ki jo ta kocka predstavlja. Vsaka kocka 
zato vsebuje še otroški objekt s tekstom, ki nam pove, katero sceno bomo s klikom 
na kocko odprli. 
Klik na rjavo kocko (Cube Look-walk) naloži sceno, v kateri premik izvajamo 
samo z naklonom naše glave.  
Klik na modro kocko (Cube Bluetooth Controller) naloži sceno, v kateri 
premik izvajamo s pomočjo brezžičnega bluetooth kontrolerja.  
Klik na zeleno kocko (Cube Myo Controller) naloži sceno, v kateri premik 
izvajamo s pomočjo kontrolerja Myo. 
GvrViewerMain je objekt, na katerega je pripeta skripta GvrViewer.cs, ki 
omogoča VR pogled (slika 3.1) in pa popravek popačene slike (slika 3.4). 
GvrEventSystem je objekt, ki preprosto povedano omogoča pravilno delovanje 
kazalne pike v VR načinu/pogledu.  
 
6.1.3  Level02 
 
Slika 6.4:  Igralni objekti v sceni "Level02" in okno s prizorom scene. 
Scena Level02 vsebuje 3D model labirinta, ki ga med igralnimi objekti 
predstavlja Maze_ver1.   
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Objekti Skdyome, Directional light, GvrViewerMain, GvrEventSystem in 
GvrReticlePointer so povsem enaki kot v sceni VRMain. 
Main Camera je objekt, ki predstavlja igralca. V tem levelu gre za premikanje 
z naklonom glave, zato ima ta objekt pripeto skripto VRLookWalk.cs, ki to omogoča. 
V nekaterih primerih je bolje, da je glavna kamera pripeta na starševski objekt.  
V labirintu so na štirih lokacijah postavljene kocke z napisom, ki nas 
opozarjajo, da smo naleteli na slepo ulico in da se lahko vrnemo v glavni meni ali pa 
se obrnemo in vztrajamo z iskanjem prave poti. Peta kocka ima napis s čestitkami za 
uspešno rešitev labirinta.  
 
6.1.4  Level03 
 
Slika 6.5:  Igralni objekti v sceni "Level03" in objekt FPSController v scenskem pogledu. 
Edina razlika med scenama Level02 in Level03 je v objektu, ki predstavlja 
igralca. V tem levelu gre namreč za premikanje s pomočjo brezžičnega bluetooth 
kontrolerja. Igralca zato predstavlja prednastavljen objekt, ki sem ga poimenoval 
FPSController (Bluetooth) in omogoča upravljanje igralčevega lika s tipkovnico in 
miško. Nekaj nastavitev je bilo zato potrebno spremeniti v tem smislu, da se ukazi za 
navigacijo lika berejo iz tipk in joysticka na bluetooth kontrolerju. 
Otroški objekt FirstPersonCharacter vsebuje glavno kamero in pa skripto, ki 
kazalni piki omogoča klik na nek predmet (v našem primeru na kocko). 
Drugi otroški objekt Canvas vsebuje gumb z napisom "Back to Main Menu" 
(slika 6.5), s katerim se lahko kadar koli vrnemo nazaj v glavni meni.    
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6.1.5  Level04 
Level 04 se (enako kot Level03) nič ne razlikuje od prvega, razen v objektu, ki 
predstavlja igralca. V tem levelu gre namreč za premikanje s pomočjo kontrolerja 
Myo. 
6.2  Materiali in teksture 
Materiali definirajo, kako naj bo površina (npr. nekega predmeta) upodobljena 
(renderirana), vključno s sklicevanjem na uporabljene teksture, barvne odtenke in 
drugo. Možnosti, ki so na voljo, so odvisne od tega, kateri senčilnik se pri materialu 
uporablja. Skratka, materiali so posebni elementi, ki jih lahko nanašamo na 
predmete, s čimer spreminjamo njihov videz in barve. 
Senčilnik določi lastnosti, ki jih prikazuje inšpektor materialov. Senčilnik je 
specializirana vrsta grafičnega programa, ki določa, kako se podatki o tekstu in 
osvetlitvi združujejo, da na zaslonu ustvarijo piksle renderiranega objekta. 
 
Slika 6.6:  Primer uporabljenih materialov. 
Slika 6.6 prikazuje nekaj materialov, ki sem jih uporabil v svoji igri. Veliko je 
barvnih materialov, ki so bili večinoma nanešeni na kocke. Nekaj je tudi tekstur, npr. 
tista za travo (GrassTexture), ki je nanešena na talno površino, in pa tekstura z 
opekami (BrickWallTexture). Slednja je vidna na zidovih na sliki 6.5.     
Teksture so bitne slike. Material lahko vsebuje sklice na teksture, tako da lahko 
senčilnik uporabi teksture pri izračunavanju površine barve predmeta. Poleg osnovne 
barve površine objekta lahko teksture predstavljajo številne druge vidike površine 
materiala, kot je njegova odsevnost ali hrapavost. 
 
Slika 6.7:  Primer uporabljenih tekstur. 
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6.3  Skripte 
Skriptiranje je bistvena sestavina v vseh igrah. Tudi najpreprostejša igra 
potrebuje skripte, da se odzove na vnose s predvajalnika in poskrbi, da se dogodki ob 
igranju zgodijo ob pravem času in/ali v pravilnem vrstnem redu. Poleg tega se lahko 
skripte uporabljajo za ustvarjanje grafičnih učinkov, za nadzor fizičnega obnašanja 
predmetov ali celo za implementacijo sistema umetne pameti za neigralne like [19]. 
Glavni programski jezik v Unityju je C Sharp (simbol C#, končnica datotek 
.cs). Za urejanje kode sem uporabljal zastonjski program Visual Studio Code. Ta je 
sicer ločen od Unityja, ampak ga v Unity integriramo s klikom na ukaze Edit > 
Preferences... > External Tools > External Script Editor > Visual Studio Code.  
 
Slika 6.8:  Imena najpomembnejših skript v moji igri. 
V datotekah igre je skoraj 200 skript, ki so ali pa tudi niso uporabljene v končni 
(zgrajeni) verziji igre. Večinoma gre za predpripravljene skripte, ki zagotavljajo 
delovanje uvoženih elementov, kot je npr. Google VR SDK for Unity (poglavje 
5.1.2). Slika 6.8 zato prikazuje samo najpomembnejše skripte, ki sem jih za svojo 
igro moral narediti sam in katerih funkcionalnost je v grobem opisana že v poglavju s 
scenami. Tudi tu je zraven nekaj takih skript, ki sem jih samo preizkušal, ampak jih 
naposled nisem uporabil.  
Res najpomembnejše skripte zato lahko strnemo na naslednje tri: 
 GameController (skrbi za pravilno nalaganje in odlaganje scen oziroma 
levelov).  
 LevelLoader (omogoča nalaganje novega levela s klikom na določen 
objekt). 
 VRLookWalk (omogoča hojo z usmerjanjem pogleda). 
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7  Eksperiment – interakcija v VR okolju in simulacijska 
slabost 
7.1  Namen 
Namen eksperimenta je primerjava dveh načinov interakcije, ki sta se med 
razvojem izkazala kot najbolj zanesljiva. To sta interakcija z naklonom glave (angl. 
Look-walk) in pa interakcija z bluetooth krmilnikom. Interakcijo s krmilnikom Myo 
sem dal na stranski tir, saj je bila preveč problematična in je nisem uspel zadovoljivo 
(in pravočasno) implementirati v končno aplikacijo.  
  Glavni namen je torej, da z uporabniškim eksperimentom ocenimo, kateri od 
omenjenih dveh načinov interakcije je bolj udoben oziroma kateri povzroča najmanj 
simulacijske slabosti.  
7.2  Hipoteza 
Naša hipoteza je, da bo uporabnikom bolj udobna interakcija z bluetooth 
krmilnikom, saj smo verjetno vsi igralci računalniških iger vajeni ročne interakcije. 
Sicer pa sklepamo, da bo v obeh načinih interakcije uporabnikom bolj udobno v 
sedečem položaju. Ta sklep izhaja iz razmišljanja, da bo v stoječem položaju zaradi 
višjega položaja glave prej prišlo do vrtoglavice zaradi konflikta med čutili. 
Uporabnik se bo v aplikaciji namreč premikal po prostoru, v resnici pa bo stal na 
mestu.  
7.3  Metoda 
Vsak uporabnik je pred začetkom eksperimenta izpolnil demografski 
vprašalnik, pri katerem je podal še svoje dosedanje izkušnje z uporabo naprav 
navidezne resničnosti (dodatek).  
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 Vsak uporabnik je nato opravil štiri različne eksperimente v enem od štirih 
možnih vrstnih redov. Štirje različni eksperimenti so: 
A. Interakcija z naklonom glave v sedečem položaju (LW SEDE). 
B. Interakcija z naklonom glave v stoječem položaju (LW STOJE).  
C. Interakcija z bluetooth krmilnikom v sedečem položaju (BT SEDE). 
D. Interakcija z bluetooth krmilnikom v stoječem položaju (BT STOJE). 
Uporabniki so se v vseh štirih načinih interakcije gibali v istem labirintu 
(dodatek). Za njegovo rešitev so imeli največ 3 minute, premor med vsakim načinom 
interakcije pa je bil izkoriščen za izpolnjevanje standardnega vprašalnika za oceno 
stopnje simulacijske slabosti Simulator Sickness Questionnaire – SSQ (dodatek).  
Za eksperiment se je uporabljal telefon Nexus 5X, ki je bil vstavljen v naglavni 
vizir VR Shinecoin. Slednji je oblazinjen in tako ponuja veliko bolj udobno nošnjo 
na glavi v primerjavi z Googlovo kartonko.  
Pri interakciji v sedečem položaju so uporabniki sedeli na vrtečem stolu, da so 
se lahko obračali po vseh 360 stopinjah.  
7.4  Rezultati 
7.4.1  Demografija uporabnikov 
Uporabnik Starost Spol Status Izobrazba Izkušnje Ure/teden 
1 24 M Študent SŠ Veliko 2-4 
2 42 M Zaposlen UNI Zelo veliko 0-2 
3 36 M Zaposlen UNI Zelo veliko 0-2 
4 19 M Študent SŠ Osnovne 0 
5 23 M Študent UNI Osnovne 0 
6 20 M Študent SŠ Zelo veliko 0 
7 24 M Nezaposlen OŠ Nobene 0 
8 19 M Študent SŠ Nobene 0 
Tabela 7.1:  Demografske informacije uporabnikov. 
Uporabnike oziroma "poskusne zajčke" sem dobil med prijatelji in med naključno 
izbranimi študenti, ki so imeli čas in voljo. Med njimi žal nisem uspel najti nobenega 
dekleta. Glede na demografijo fakultete za elektrotehniko to ni preveč presenetljivo. 
Variacija nalog (vrstni red preizkusa načinov interakcije) je priložena v dodatku. 
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 Povprečni odklon 
Mediana = 23,5 5,63 
Povprečje = 25,9 6,56 
Tabela 7.2:  Statistika starosti uporabnikov. 
 
7.4.2  Standardni vprašalnik za oceno stopnje simulacijske slabosti – skupni 
rezultati 
 
Slika 7.1:  Grafični prikaz povprečja rezultatov standardnega vprašalnika za oceno stopnje 
simulacijske slabosti. 
 
Scenarij Nausea Oculomotor Disorientation Total Score 
LW SEDE (A) 22,66 26,53 43,50 33,66 
LW STOJE (B) 19,08 25,58 43,50 31,79 
BT SEDE (C) 13,12 18,95 36,54 24,31 
BT STOJE (D) 15,50 18,00 34,80 24,31 
Tabela 7.3:  Rezultati standardnega vprašalnika za oceno stopnje simulacijske slabosti.  
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Izrazi so v angleščini, saj gre za mednarodno priznan standardni vprašalnik. 
Spodaj so zato prevodi in razlaga posameznih izrazov: 
 
 Nausea = slabost. Simptomi so: splošno nelagodje, povečan izloček 
sline, potenje, slabost, težave s koncentracijo, želodčno zavedanje in 
riganje.  
 Oculomotor = okulomotor. Simptomi so: splošno nelagodje, izčrpanost, 
glavobol, naprezanje oči, težave z osredotočanjem, težave s 
koncentracijo, zamegljen vid. 
 Disorientation = dezorientacija. Simptomi so: težave z osredotočenjem, 
slabost, polnost glave, zamegljen vid, omotica z zaprtimi ali odprtimi 
očmi, vrtoglavica.  
 Total Score = skupni rezultat. Sestavljen je iz rezultatov vseh zgornjih 
simptomov. Način seštevka rezultata je priložen v dodatku.   
 
Po domače povedano: višja kot je vrednost, bolj poudarjen je učinek.  
  
7.4.3  Standardni vprašalnik za oceno stopnje simulacijske slabosti - posamezni 
rezultati glede na uporabnika 
17.10.2017 Nausea Nausea Disorientation Total Score 
LW SEDE (A) 28,62 9,54 19,08 19,08 
LW STOJE (B) 15,16 0 15,16 15,16 
BT SEDE (C) 13,92 27,84 13,92 27,84 
BT STOJE (D) 22,44 11,22 18,70 22,44 
Tabela 7.4:  Uporabnik 1. 
 
17.10.2017 Nausea Nausea Disorientation Total Score 
LW SEDE (A) 0 7,58 0 3,74 
LW STOJE (B) 9,54 30,32 41,76 29,92 
BT SEDE (C) 9,54 15,16 13,92 14,96 
BT STOJE (D) 0 7,58 27,84 11,22 
Tabela 7.5:  Uporabnik 2. 
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17.10.2017 Nausea Nausea Disorientation Total Score 
LW SEDE (A) 57,24 60,64 111,36 82,28 
LW STOJE (B) 85,86 60,64 83,52 86,02 
BT SEDE (C) 19,08 30,32 41,76 33,66 
BT STOJE (D) 47,70 30,32 55,68 44,62 
Tabela 7.6:  Uporabnik 3. 
 
18.10.2017 Nausea Nausea Disorientation Total Score 
LW SEDE (A) 19,08 37,90 55,68 41,14 
LW STOJE (B) 19,08 60,64 125,28 71,06 
BT SEDE (C) 9,54 37,90 83,52 44,88 
BT STOJE (D) 19,08 37,90 83,52 48,62 
Tabela 7.7:  Uporabnik 4. 
 
18.10.2017 Nausea Nausea Disorientation Total Score 
LW SEDE (A) 85,86 30,32 69,60 67,32 
LW STOJE (B) / / / / 
BT SEDE (C) / / / / 
BT STOJE (D) / / / / 
Tabela 7.8:  Uporabnik 5. 
Uporabnik 5 se je zaradi prehude slabosti takoj po začetku drugega načina 
interakcije (v njegovem primeru je bil to 'B') odločil prekiniti celoten eksperiment.  
 
18.10.2017 Nausea Nausea Disorientation Total Score 
LW SEDE (A) 28,62 22,74 0 22,44 
LW STOJE (B) 19,08 7,58 13,92 14,96 
BT SEDE (C) 19,08 7,58 13,92 14,96 
BT STOJE (D) 38,16 37,90 27,84 41,14 
Tabela 7.9:  Uporabnik 6. 
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18.10.2017 Nausea Nausea Disorientation Total Score 
LW SEDE (A) 38,16 37,90 139,20 71,06 
LW STOJE (B) 0 22,74 41,76 22,44 
BT SEDE (C) 19,08 22,74 111,36 48,62 
BT STOJE (D) 0 0 27,84 7,48 
Tabela 7.10:  Uporabnik 7. 
 
18.10.2017 Nausea Nausea Disorientation Total Score 
LW SEDE (A) 9,54 30,32 27,84 26,18 
LW STOJE (B) 9,54 22,74 13,92 18,70 
BT SEDE (C) 9,54 22,74 13,92 18,70 
BT STOJE (D) 0 15,16 27,84 14,96 
Tabela 7.11:  Uporabnik 8. 
 
7.4.4  Uporabniška ocena načinov interakcije  
Uporabnik 1. najboljši 2. najboljši 3. najboljši 4. najboljši 
1 BT SEDE (C) BT STOJE (D) LW STOJE (B) LW SEDE (A) 
2 BT SEDE (C) LW SEDE (A) BT STOJE (D) LW STOJE (B) 
3 BT STOJE (D) BT SEDE (C) LW STOJE (B) LW SEDE (A) 
4 BT STOJE (D) LW SEDE (A) BT SEDE (C) LW STOJE (B) 
6 BT SEDE (C) BT STOJE (D) LW LW 
7 BT SEDE (C) BT STOJE (D) LW STOJE (B) LW SEDE (A) 
8 BT STOJE (D) BT SEDE (C) LW STOJE (B) LW SEDE (A) 
Tabela 7.12:  Uporabniška ocena načinov interakcije od najboljše do najslabše.  
 
Vsak uporabnik je po koncu celotnega eksperimenta po vrsti razvrstil vse štiri 
načine interakcije, in sicer od najboljše do najslabše oziroma do tiste, ki je povzročila 
največ simulacijske slabosti.  
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Uporabnik št. 5 ni vključen, ker zaradi slabosti ni uspel končati vseh štirih 
eksperimentov.  
Uporabnik št. 6 ni imel nobene preference med sedečim ali stoječim položajem 
v načinu interakcije z naklonom glave.  
7.5  Razprava 
Osnovna hipoteza o tem, da bodo uporabniki pri interakciji z bluetooth 
krmilnikom doživljali manj simulacijske slabosti kot pri naklonu z glavo, se je 
izkazala za pravilno. Skupni rezultat stopnje simulacijske slabosti je bil namreč pri 
uporabi bluetooth krmilnika – tako v sedečem kot v stoječem položaju – opazno nižji 
kot pri obeh načinih interakcije z naklonom glave.  
Zanimivo je to, da je skupni rezultat standardnega vprašalnika (slika 7.1) pri 
uporabi bluetooth kontrolnika povsem enak pri obeh načinih interakcije. V iskanju 
"zmagovalca" moramo zato mogoče pogledati stran od surovih številk in se ozreti po 
direktni oceni vsakega uporabnika (tabela 7.12). Tudi tu je tesno, saj so od sedmih 
uporabnikov štirje favorizirali sedeči položaj, trije pa stoječega. Vsekakor lahko 
sklepamo, da je bila uporabnikom ljubša interakcija s krmilnikom.  
Pri interakciji z naklonom glave so uporabniki – tako glede na skupni izračun 
vprašalnika kot glede na lastne ocene – manj simulacijske slabosti doživeli v 
stoječem položaju. Sklep, da bo v obeh načinih interakcije uporabnikom bolj udobno 
v sedečem položaju, se je torej izkazal le za polpravilnega.   
Vsakega uporabnika sem sicer izprašal še o dosedanjih izkušnjah z napravami 
virtualne resničnosti. V tabeli 7.1 lahko vidimo, da so eksperimente opravili zelo 
izkušeni in pa tudi popolni začetniki. Pričakoval sem, da bodo bolj izkušeni izkusili 
manj simulacijske slabosti, ampak temu ni bilo tako. Vsi začetniki so se namreč 
odlično izkazali, medtem ko so se različni simptomi slabosti večinoma pojavljali pri 
izkušenejših uporabnikih. Tudi starost ni bila očiten faktor.  
Tu lahko omenimo še dva elementa, ki pri samem eksperimentu nista bila 
striktno pod drobnogledom, ampak smo jih vseeno vključili v končno verzijo 
aplikacije in jih na koncu z vsakim uporabnikom pokomentirali.  
Prvi je zvok stopinj, ki je bil prisoten samo pri interakciji z bluetooth 
kontrolerjem. Nekaterim uporabnikom je bil zvok prijeten in je razbil monotonost, 
drugim pa je bil prav ta zvok malce preveč monoton. Kljub temu je bil odziv bolj 
pozitiven kot ne, saj ni zmotil nobenega uporabnika.     
Drugi element je kurzor oziroma pikica, ki je bila v sredini vidnega polja in je 
predstavljala nekakšno točko za osredotočenje pogleda. Odziv je bil zelo podoben 
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kot pri zvoku stopinj, je pa en uporabnik rekel, da ga je motila. Zanimivo je, da eden 
od uporabnikov kurzorja sploh ni videl, torej mu je po lastnih besedah verjetno prišel 
prav. Bil je tudi en komentar o tem, da kurzor pomaga pri hoji v ovinek, saj oko 
zaradi tega ne izgubi orientacije. 
Iz slike 7.1 je lepo razvidno, da so simptomi povezani z dezorientacijo (angl. 
Disorientation) najbolj izraziti, in sicer ne glede na način interakcije. Po drugi strani 
se je pri našem eksperimentu najmanj simptomov pokazalo pri faktorju slabosti 
(angl. Nausea). Zaradi tega sklepam, da simptomi slabosti nastopijo šele po 
simptomih dezorientacije in zato niso imeli dovolj časa, da bi se manifestirali. 
Priporočeno nadaljnje branje je navedeno v viru [20]. 
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8  Zaključek 
Ključna ugotovitev pričujočega diplomskega dela je v tem, da uporabniki v 
okolju navidezne resničnosti za interakcijo oziroma v našem primeru hojo raje 
uporabljajo ročni krmilnik.  
Sicer gre seveda za zelo ozko usmerjen projekt, ki sem ga pridoma izkoristil 
predvsem za učenje izdelave aplikacije v programskem okolju Unity, ampak osebno 
bi kljub majhnosti vzorca vseeno rekel, da trenutno še ni primernih brezročnih 
rešitev. Interakcija z naklonom glave je pri naši aplikaciji delala gladko in je bila v 
tem pogledu kar nekajkrat pohvaljena, ampak je bila kljub temu deležna velikega 
števila negativnih pripomb v zvezi z visoko stopnjo simulacijske slabosti. 
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Eksperiment – simulacijska slabost 
 
 
 
Ime in priimek: 
 
Datum: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Variacija nalog:  
 
Uporabnik 1: A B D C   
Uporabnik 2: B C A D   
Uporabnik 3: C D B A   
Uporabnik 4: D A C B   
Uporabnik 5: A B D C   
Uporabnik 6: B C A D   
Uporabnik 7: C D B A   
Uporabnik 8: D A C B  
 
vir: Bojko, Aga. Eye tracking the user experience. Rosenfeld Media, 2013.  
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Vprašalnik o uporabniku  
 
Starost:  
 
Spol:  [   ] Moški  [   ] Ženska  
 
Poklic: 
[   ]   Podjetnik  (Originalno Entrepreneur) 
[   ]   Zaposlen 
[   ]   Delodajalec 
[   ]   Študent 
[   ]   Upokojenec 
[   ]   Nezaposlen  
[   ]   Drugo 
 
Izobrazba (najvišja končana stopnja):  
[   ]   Osnovnošolska izobrazba 
[   ]   Srednješolska izobrazba 
[   ]   Univerzitetna izobrazba 
[   ]   Drugo (Prosim opredelite) 
 
 
Vprašalnik o izkušnjah uporabnika z napravami navidezne resničnosti: 
 
Koliko izkušenj imate z uporabo naprav navidezne resničnosti? 
[   ]    Zelo veliko (uporabljam jih dnevno) 
[   ]    Veliko (uporabljam jih tedensko) 
[   ]    Osnovne izkušnje iz raznih sejmov in predstavitev oz. demonstracij 
[   ]    Malo  (skupno manj kot 1 uro) 
[   ]    Nimam nobenih izkušenj 
 
Približno koliko časa na teden povprečno uporabljate naprave navidezne resničnosti? 
[   ]    0 ur 
[   ]    0-2 uri 
[   ]    2-4 ur 
[   ]    4+ ur 
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Vprašalnik o tehnični osveščenosti uporabnika – tehnologije za navidezno 
resničnost (VR): 
 
Ali ste že kdaj uporabili tehnologije za navidezno resničnost (obkroži)? 
 
DA (katere in kako, način interakcije, opis) 
 
NE  
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No   Date   
 
SIMULATOR SICKNESS QUESTIONNAIRE 
Kennedy, Lane, Berbaum, & Lilienthal (1993)*** 
 
Instructions : Circle how much each symptom below is affecting you right now. 
 
1.   General discomfort None Slight Moderate Severe 
2.  Fatigue None Slight Moderate Severe 
3.  Headache None Slight Moderate Severe 
4.   Eye strain None Slight Moderate Severe 
5.   Difficulty focusing None Slight Moderate Severe 
6.   Salivation increasing None Slight Moderate Severe 
7.  Sweating None Slight Moderate Severe 
8.  Nausea None Slight Moderate Severe 
9.   Difficulty concentrating None Slight Moderate Severe 
10. « Fullness of the Head » None Slight Moderate Severe 
11. Blurred vision None Slight Moderate Severe 
12. Dizziness with eyes open None Slight Moderate Severe 
13. Dizziness with eyes closed None Slight Moderate Severe 
14. *Vertigo None Slight Moderate Severe 
15. **Stomach awareness None Slight Moderate Severe 
16. Burping None Slight Moderate Severe 
 
 
*Vertigo is experienced as loss of orientation with respect to vertical upright. 
** Stomach awareness is usually used to indicate a feeling of discomfort which is just short 
of nausea. 
 
Last version : March 2013 
 
***Original version : Kennedy, R.S., Lane, N.E., Berbaum, K.S., & Lilienthal, M.G. (1993). 
Simulator Sickness Questionnaire: An enhanced method for quantifying simulator sickness. 
International Journal of Aviation Psychology, 3(3), 203-220. 
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The calculations in the Simulator Sickness Questionnaire  
 
None = 0 
Slight = 1 
Moderate = 2 
Severe = 3  
Weights for Symptoms 
Symptoms Nausea Oculomotor Disorientation 
  
General discomfort 1 1  
Fatigue  1  
Headache  1  
Eye strain  1  
Difficulty focusing  1 1 
Increased salivation 1   
Sweating 1   
Nausea 1  1 
Difficulty 
concentrating 
1 1  
Fullness of head   1 
Blurred vision  1 1 
Dizzy (eyes open)   1 
Dizzy (eyes closed)   1 
Vertigo   1 
Stomach awareness 1   
Burping 1   
  
Total* [1] [2] [3] 
  
Score: 
Nausea = [1]  9.54 
Oculomotor = [2]  7.58 
Disorientation = [3]  13.92 
Total Score = ([1] + [2] + [3])  3.74 
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