In this paper, an efficient nonlinear modified PRP conjugate gradient method is presented for solving large-scale unconstrained optimization problems. The sufficient descent property is satisfied under strong Wolfe-Powell (SWP) line search by restricting the parameter 4 / 1   . The global convergence result is established under the (SWP) line search conditions. Numerical results, for a set consisting of 133 unconstrained optimization test problems, show that this method is better than the PRP method and the FR method.
Introduction
Nonlinear conjugate gradient methods are well suited for large-scale problems due to the simplicity of their iteration and their very low memory requirements, that is designed to solve the following unconstrained optimization problem: Various conjugate gradient methods have been proposed, and they mainly differ in the choice of the parameter k  . Some well-known formulas for k  being given below:
Where
. denotes the 2 l -norm. The corresponding method is respectively called ,
PRP
(Polak_Ribiére_Polyak [18, 19] ), CD (Conjugate Descent [7] ), LS (Liu-Storey [15] ), and DY (Dai_Yuan [5] ) conjugate gradient method. The convergence behavior of the above formulas with some line search conditions has been studied by many authors for many years (e.g. [1, 3-5, 7, 9, 10, 12, 13, 15-17, 20-24] ).
In the already-existing convergence analysis and implementations of the conjugate gradient method, the weak Wolfe-Powell (WWP) line search conditions are (4) and,
Furthermore, the sufficient descent property, namely,
Where c is a positive constant, is crucial to insure the global convergence of the nonlinear conjugate gradient method with the inexact line search techniques [1, 9, 21] . 
New formula for
Now we give the following algorithm firstly.
Algorithm (2.1)
Step 1: Given
Step 2: Compute k  by (SWP) line search.
Step 3: Let
Step 4: Compute k  by formula (8) , and generate
Step 5: Set
The following assumptions are often used in the studies of the conjugate gradient methods. Assumption A.
is bounded from below on the level set
, where 0 x is the starting point. Assumption B. In some neighborhood N of  , the objective function is continuously differentiable, and its gradient is Lipschitz continuous, that is there
In [9] , Gilbert and Nocedal introduced the property (*) which plays an important role in the studies of CG methods. This property means that the next research direction approaches to the steepest direction automatically when a small step-size generated, and the step-sizes are not produced successively [24] . Property (*). Consider a CG method of the form (2) and (3). Suppose that, for all
where  and  are two positive constants. We say that the method has the property (*), if there exist constants
The following lemma shows that the new method has the property (*).
. By (8) and (10) we have 
The proof is finished.
The global convergence properties
The following theorem shows that the formula MRM with SWP line search possess the sufficient descent condition. 
Thus we get, 
Using (6) and (9), we get
By (3), we have
We prove the descent property of (7) holds. The proof is complete.
The following condition known as Zoutendijk condition is used to prove the global convergence of nonlinear CG methods [23, 25] . Lemma 3.1. Suppose that Assumptions A and B hold. Consider a CG method of the form (2) and (3), where
k , and k  is obtained by (SWP) line search (4) and (6), Then,
The proof had been given in [14, 22] . In [9] , Gilbert and Nocedal introduced the following important theorem. Theorem 3.2. Consider any CG method of form (2) and (3), that satisfies the following conditions:
The search directions satisfy the sufficient descent condition. 
Numerical results and discussion
In this section, we selected 27 test functions considered in Andrei [2] . For each test function we have considered from 1 to 7 numerical experiments with number of variables lay in the range from 2 to 10000, shown in table1, also for each test function, we used four initial points, starting from a closer point to the solution and moving on to the one that is furthest from it. We performed a comparison with two CG methods . A list of functions and the initial points used are shown in table1, where all the problems are solved by MATLAB program. We used the strong Wolfe Powell line search to compute the step size. The CPU processor used was Intel (R) Core TM i3-M350 (2.27GHz), with RAM 4 GB. In some cases, the computation stopped due to the failure of the line search to find the positive step size, and thus it was considered a failure. In addition, we considered a failure if the number of iterations exceeds 1000 or CPU time exceeds 500 (Sec). Numerical results are compared relative on the CPU time and number of iterations. The performance results are shown in Figs.1 and 2 respectively, using a performance profile introduced by Dolan and More [6] . In figures 1-2, the horizontal axis of the figure gives the percentage of the test problems for which a method is the fastest, while the vertical axis gives the percentage of the test problems that were successfully solved by each method. Fig.1 presents the performance profiles of
and PRP relative to the number of iterations. Fig.2 presents the performance profiles of the three methods relative to the CPU time. The interpretation in Figures 1-2 
Conclusion and future research
In this paper, we proposed a new k  for unconstrained optimization, we prove that it is a global convergence with strong Wolfe Powell line search. Based on our numerical experiments, we concluded that the new method more efficient and more robust than the classical methods FR and PRP . Our future work is concentrated on studying the convergence properties of our new method using different inexact line searches.
