Abstract. We will establish uniqueness of solutions to boundary value problems involving the nabla Caputo fractional difference under twopoint boundary conditions and give an explicit expression for the Green's functions for these problems. Using the Green's functions for specific cases of these boundary value problems, we will then develop Lyapunov inequalities for certain nabla Caputo BVPs.
Introduction
The original Lyapunov inequality from ordinary differential equations includes the following result. In recent years, due to their many applications for studying solutions to boundary value problems, Lyapunov inqualities have been extended and generalized to BVPs involving fractional operators under various boundary conditions. Lyapunov inequalities can be used to give existence-uniqueness results for certain nonhomogeneous boundary value problems, study the zeros of solutions, and obtain bounds on eigenvalues in certain eigenvalue problems.
In the ordinary differential equations case, Lyapunov inequalities for third order linear differential equations with three-point boundary conditions are considered in [2] . In fractional order differential equations, a number of recent developments similar to the original Lyapunov inequality have been made; for example, see [4-6, 12, 13, 16] . Lyapunov inequalities involving the Caputo fractional derivative are studied in [6, 12, 13, 16] . Fractional equations of order α, where 1 < α ≤ 2, are considered in [6] , [12] , and [13] under conjugate, Robin, and Sturm-Liouville boundary conditions, respectively. Additionally, [16] involves fractional equations of order α, where 2 < α ≤ 3, and applications of Lyapunov inequalities to a Mittag-Leffler function and an eigenvalue problem are discussed. Boundary value problems involving the continuous Riemann-Liouville fractional operator of order α, where 2 < α ≤ 3, as well as extensions including fractional BVPs with solutions defined on multivariate domains are considered in [4] and [5] . A reduction of order technique is used to obtain Lyapunov inequalities in [5] , which we will adapt and extend to nabla Caputo BVPs of higher order in this paper.
For fractional difference equations, Lyapunov-type inequalities for twopoint conjugate and right-focal boundary value problems involving a delta fractional difference equation of order α, where 1 < α ≤ 2, are considered in [7] . In [9] , Lyapunov inequalities for delta fractional equations are used to study disconjugacy and oscillation of solutions. In the nabla RiemannLiouville case, a Lyapunov inequality for a boundary value problem of order α, where 2 < α ≤ 3, is given in [1] . Much remains to be explored in Lyapunov inequalities for fractional difference operators, and we will develop some results for the nabla Caputo case in Section 4.
Green's functions play an essential role in deriving Lyapunov inequalities for boundary value problems. A general method of obtaining Lyapunov inequalities involves converting a given boundary value problem to an equivalent integral equation involving an appropriate Green's function and then using bounds on the Green's function [8] .
This paper is organized as follows. In Section 2, we will give preliminary definitions and results involving the nabla Caputo fractional difference. In Section 3, we will develop Green's functions for BVPs involving the nabla Caputo difference operator. The main results of Section 3 are given in Theorems 3.10 and 3.12, which give an explicit form for the unique solutions to the given BVPs. In Section 4, we will develop Lyapunov inequality results using a particular case of the Green's function results from Section 3. The main result of Section 4 is given in Theorem 4.7, which gives Lyapunov inequalities obtained by using the earlier mentioned reduction of order technique. We will end with a corollary which gives sufficient conditions for certain nonhomogenous BVPs to have unique solutions.
Preliminaries
In this paper, functions will be defined on either of the domains N a := {a, a+1, a+2, . . .} or N b a := {a, a+1, . . . , b}, where a, b ∈ R such that b−a is a positive integer. We will let N := N 1 . For more details on the background presented in this section, see [11] .
Definition 2.1. The nabla difference of a function f : N a → R is defined by ∇f (t) := f (t) − f (t − 1), for t ∈ N a+1 . We define nabla differences of any higher order N ∈ N recursively; i.e., ∇ N f (t) := ∇(∇ N −1 f )(t), for t ∈ N a+N . Additionally, we take by convention ∇ 0 f (t) := f (t).
The next proposition gives a binomial formula for the N -th order nabla difference.
Definition 2.3. We define the backward jump operator, ρ : N a → N a , by ρ(t) := max{a, t − 1}.
Definition 2.4. [18, p. 333] The nabla definite integral of a function
Next, we will define nabla fractional sums and differences. Let Z ≤0 denote the set of nonpositive integers. Definition 2.6. For t, r ∈ C, the generalized rising function is defined by
where Γ is the Gamma function.
Proposition 2.7. For z ∈ C \ {0, −1, −2, −3, . . .}, we have Γ(z + 1) = zΓ(z).
Definition 2.8. For ν ∈ R, the ν-th order nabla Taylor monomial, based at s ∈ N a , is defined for t ∈ N a by
Next, we state several properties of the nabla Taylor monomials.
Theorem 2.9. For t ∈ N a and µ ∈ R,
provided the expressions above are defined. Definition 2.10. Let f : N a+1 → R and ν > 0. Then, the nabla fractional sum of f of order ν, based at a, is defined by
for t ∈ N a+1 . Also, we define ∇ −0 a f (t) := f (t). Definition 2.11. Let f : N a−N +1 → R, ν > 0, and N := ν . Then, the ν-th order nabla Caputo fractional difference of f is defined by
for t ∈ N a+1 . By convention, ∇ ν a * f (t) = 0 for t ∈ {a − k | k ∈ N 0 }. A variation of constants formula for a nabla Caputo initial value problem is given in the next theorem.
. Then, the unique solution to the IVP (2.3) is given by
We will also state the following Leibniz formula, which is useful when showing that integral expressions satisfy nabla difference equations.
Green's Functions
In this section we will develop Green's functions for (k, N − k) BVPs involving the nabla Caputo difference operator. The next remark motivates the theorem that follows, which will establish a form for a general solution to ∇ ν a * x(t) = h(t) in terms of nabla Taylor monomials based at modified points. This form will be useful when considering (k, N − k) boundary value problems.
Remark 3.1. In the continuous case, for each p ∈ N n−1 1
is a solution to the equation x (n) = 0 satisfying the initial conditions
0 . In particular, we say x p (t) has a zero of multiplicity p at t = a. In an analogous way, for each p ∈ N
and has p consecutive zeros on the domain 
are arbitrary constants.
Proof. Note that, for t ∈ N a+1 and p ∈ N
by repeated applications of Theorem 2.9, part (2) and by Theorem 2.9, part (5). Also,
for t ∈ N a+1 since by Theorem 2.12, ∇ −ν a h(t) is the unique solution to
. Hence, by (3.3), (3.4) , and linearity of the operator ∇ ν a * , we have that x(t), given by (3.2), is a solution to (3.1) and is defined on N a−N +1 .
Now suppose y(t) is any solution to
be given by the vector v p := (3.5)
by Theorem 2.9, parts (2) and (5). Therefore, the vectors
2) gives a general solution to (3.1).
Next, we get a form of any solution x(t) to the homogeneous equation ∇ ν a * x(t) = 0 which satisfies k homogeneous initial conditions, for any fixed
, and suppose x : N a−N +1 → R is a solution to the equation
Moreover, assume that x satisfies the conditions
Proof. Let x(t) be a solution to (3.6) . Then, by Theorem 3.2, we have
and consider
Next, we give an existence-uniqueness result, often referred to as Fredholms Alternative Theorem [3] , for two-point boundary value problems involving the operator ∇ ν a * .
has only the trivial solution if and only if the nonhomogeneous (k, N − k) BVP (3.10)
Proof. By Theorem 3.2, a general solution to ∇ ν a * y(t) = 0 is given by
, let α := a − N + k, and let x p (t) := H p (t, a − N + p). Then, y satisfies the boundary conditions in (3.9) if and only if the vector equation
. . .
holds. Since, by hypothesis, the homogeneous BVP (3.9) has only the trivial solution, the above vector equation has only the trivial solution c = 0. Hence, det M = 0. Now suppose w is a solution to the nonhomogeneous equation ∇ ν a * w(t) = h(t)
has a solution. Since det M = 0, this vector equation has a unique solution d, so the BVP (3.10) has a unique solution.
The proof of the converse is straightforward and hence omitted.
Let α := a − N + k. In the remainder of this section, we let
Theorem 3.5. A necessary and sufficient condition for uniqueness of solutions to the nonhomogeneous BVP (3.10) is det D = 0, where D is given by (3.11).
Proof. By Lemma 3.3, a solution to ∇ ν a * x(t) = 0, for t ∈ N b a+1 , which satisfies the conditions − 1) . Using the boundary conditions at t = b in (3.9) in the last equation, we get the vector equation 
. Then, the entry in row m and column p−k+1 of the matrix D is H p−jm (b, a−N +p) =
det E, where the entry in row m and column p − k + 1 of the matrix E is It can be shown that the matrixD can be obtained by elementary column operations on the matrix E defined by 
It follows by the Vandermonde determinant formula [17, p. 17] and properties of determinants that det E = (−1)
Hence, we get the next lemma.
. Then, detD = 0, whereD is given by (3.12).
The next theorem follows directly from Lemmas 3.6 and 3.7.
Theorem 3.8. The matrix D, given by (3.11), has a nonzero determinant.
Using Theorem 3.5 and Theorem 3.8, we get the next theorem. , with j 1 < j 2 < · · · < j N −k , and b − a ∈ N max{1,j N −k −N +k+1} . For each fixed s ∈ N b a+1 , let u(t, s) be defined as the solution to the BVP (3.13)
where v(t, s) := u(t, s) Proof. By Theorem 3.9, the BVP (3.13), for each fixed s ∈ N b a+1 , has a unique solution, so u(t, s) is well defined. Let G(t, s) be defined as in (3.14) and
The proof of the following corollary is standard and follows in a straightforward manner from Theorem 3.10.
Corollary 3.11. Assume that the hypotheses of Theorem 3.10 hold. Also, let h : N b a+1 → R, G(t, s) be as defined in (3.14), and w be the unique solution to the BVP
Then, the unique solution to the nonhomogeneous BVP
Theorem 3.12. Assume that the hypotheses of Theorem 3.10 hold. Then, the Green's function for the (k, N − k) BVP (3.9) is given by (3.14), where u(t, s) = (3.15)
; with β := det D, where D is given by (3.11); v(t, s) := u(t, s) + H ν−1 (t, ρ(s)); and α := a − N + k.
Proof. Let u(t, s) be given by (3.15) . By Theorem 3.8, β = 0, so u is well defined. Then, expanding u(t, s) along the first row, for each fixed s, u(t, s) is a linear combination of
0 . Hence, u(t, s) satisfies the boundary conditions at t = a − N + k given in (3.13).
Next, define z(t, s) := 1 β
, where α = a−N +k. Expanding z(t, s) along the first row, we have z(t, s) =
.
Hence, we have z(t, s) = H ν−1 (t, ρ(s)) + u(t, s).
Therefore, we have that u(t, s) satisfies the boundary conditions at t = b in (3.13). Thus, the result follows by Theorem 3.10.
In the next theorem, we apply Theorems 3.10 and 3.12 to the special case of the BVP (3.16), which confirms [10, Theorem 4.6]. 
Lyapunov Inequalities
In this section, we will prove our main result involving Lyapunov inequalities in Theorem 4.7. First, we give a theorem involving uniqueness of solutions to initial value problems and prove some important lemmas which we will use in the proof of Theorem 4.7.
Theorem 4.1. Let ν > 1, N := ν , and f : N a+1 → R. Then, the initial value problem
has a unique solution defined on N a−N +1 .
Proof. By the initial conditions in (4.1), x(t) is uniquely defined for t ∈ N a a−N +1 . Expanding the operator ∇ ν a * gives
Hence, the equation in (4.1) is equivalent to (4.2)
The result follows by induction on k, letting t = a + k in (4.2).
In the next lemma, we will show that if there is a nontrivial solution to (4.3), it is not identically zero on the domain N b−1 a . Lemma 4.2. Let ν > 1 and suppose x : N b a−N +1 → R is a solution to the equation
Proof. Using the expanded form of (4.3) given by (4.2), and assuming x(t) = 0 for t ∈ N b−1 a , it follows by induction on k ∈ N (
is a decreasing function of s; if t ∈ N s and −1 < α < 0, then H α (t, ρ(s)) is an increasing function of s. (3) If t ∈ N ρ(s) and α ≥ 0, then H α (t, ρ(s)) is a nondecreasing function of t; if α > 0 and t ∈ N s , then H α (t, ρ(s)) is an increasing function of t. Also, if t ∈ N s+1 and −1 < α < 0, then H α (t, ρ(s)) is a decreasing function of t. . If the boundary value problem (4.3), (4.16) has a nontrivial solution x :
Proof. We will give the proof for the case of the BVP (4.3), (4.15). The proof is similar for the BVP (4.3), (4.16). First, note that for t ∈ N a+1 ,
Hence, we can rewrite (4.3) as
By Theorem 3.13, we have y(t) = b a G ν−N +2 (t, s)q(s)x(s − 1)∇s, for t ∈ N b a−1 , where G ν−N +2 is given by (3.18) with j = 0. Since ∇ N −2 x(t) = y(t), we have
Applying Theorem 2.5, with the appropriate boundary condition ∇ N −3 x(a − 1) = 0 or ∇ N −3 x(b) = 0 given by (4.15), for t ∈ N b a−1 , we get either
respectively, where we have interchanged the order of integration by using the linearity of the nabla integral. Let F (t 0 ) := 
