In this paper, we use singular perturbation methods to study the structure of travelling waves for some reaction-diffusion models obtained from the Martiel-Goldbeter and Goldbeter-Segel's models of cAMP signalling in Dictyostelium discoideum. As a consequence, we derive analytic formulae for quantities like wave speed, maximum concentration and other magnitudes in terms of the different biochemical constants that appear in the model. (2000): 35B25, 35K57, 92C37
Introduction
This paper is concerned with the analysis of some reaction-diffusion systems modelling the propagation of cAMP signals during the aggregation of the amoeboid microorganism Dictyostelium discoideum (Dd hereafter). As the life cycle of Dd incorporates a number of basic processes that occur throughout developmental biology, this cellular slime mould has been studied for a long time as a model system for biological pattern formation. Taking into account the experimental data for the biological processes that occur in this organism (see, for example, [1] , [3] , [4] , [6] , [17] ), several studies have analyzed the developmental cycle of Dd by means of different mathematical models (see, for instance, [2] , [5] , [9] , [10] , [12] , [13] , [14] , [19] , [20] , [23] ). It is well established that, upon starvation conditions, some randomly located individual Dd cells, called pacemakers, begin to secrete periodically a chemical substance (cAMP ≡ cyclic adenosine 3'5'-monophosphate) which propagates in the media in the form of some concentric waves that after some time evolve to a rather peculiar spiral wavelike pattern. This extracellular signal induces receptor modifications in the surrounding cells and activates almost all of the major recognized signalling pathways determining which cells become relay competent, or equivalently, which cells can detect the signal and respond to it by synthesizing and secreting cAMP. Many of the details of the signal transduction/relay process are not known, but an accepted schematic description is the following. After the extracellular cAMP binds to the receptors, the cAMP-receptor complex will activate the adenylate cyclase via G-proteins. The resulting receptor-adenylate cyclase complex catalyzes the conversion of ATP (ATP≡adenosine triphosphate) to intracellular cAMP. Intracellular cAMP is hydrolyzed by an intracellular phosphodiesterase or is transported across the plasma membrane into the extracellular medium where it is hydrolyzed by the membrane-bound and extracellular phosphodiesterase. Since cells need a basal intracellular cAMP concentration for normal functions, they begin to secrete cAMP only when the intracellular cAMP concentration exceeds a threshold value (for more details see [6] , [15] , [20] , [22] , [23] ). Several models for cAMP propagation, that take into account different aspects of the biochemistry of the problem, have been studied in the scientific literature. Some of the most widely used are Martiel-Goldbeter's model [15] , Monk-Othmer's model [16] and Tang-Othmer's model [22] . These models are able to account for the most relevant features of cAMP signals during the cell aggregation process, namely the presence of autonomous oscillations of cAMP, the relay of suprathreshold cAMP pulses, the existence of a refractory period in which cells are unable to answer to additional stimuli. One of these models, namely that proposed in [22] , can account The picture is similar to Figure 1 in [15] .
All the processes described above are modelled using simple chemical kinetic equations. The resulting problem is a system of nine ODEs that can be reduced to a simpler system containing just three equations using the fact that some of the chemical process are much faster than the others. We refer to the original article [15] for details. The main variables that are used to describe the dynamics of the cAMP signalling system in this model are:
• β, that represents the concentration of the intracellular cAMP divided by the dissociation constant K R ;
• γ, that represents the concentration of the extracellular cAMP divided by the same dissociation constant K R ;
• ρ T , that represents the total fraction of receptors in the active state.
The MG model (cf. [15] ), which describes the dynamics of the cAMP signalling system, is characterized by the following set of three ordinary differential equations:
where the functions f 1 (γ), f 2 (γ), φ(ρ T , γ) are given by:
The parameters k i , L i (i = 1, 2), c, α, λ, θ, , appearing in the formulae (2.4), (2.5), are as in [15] and their meaning is precised in Tables 1 and 2 . Michaelis constant of ePDE for cAMP.
AT P
The intracellular level of ATP. k 5 Catalytic constant of the form IC of adenylate cyclase. k 4 Catalytic constant of the form AC of adenylate cyclase.
Coupling constant for activation of IC by cAMP e -R. Table 2 . The expression of the parameters, appearing in (2.1)-(2.5), in terms of the chemical magnitudes of Table 1 .
Description of the Goldbeter-Segel model
In the assumption that the cAMP-receptor on the cell surface is a regulatory part of adenylate cyclase, the Goldbeter and Segel's model [7] (hereafter referred to as the GS model) is a system of ordinary differential equations focusing on the dynamics of extracellular cAMP, intracellular cAMP and autocatalytic regulation of ATP. In this case, both the relay response and the autonomous oscillation of cAMP are related to a significant variation in the substrate ATP induced by the cAMP production. However, such a dependence on the ATP variation seems to be ruled out by the experiments. These show that the concentration of ATP is practically constant during cAMP oscillations (see, for example, [15] , [20] ). Nevertheless, we shall present in the Appendix B how the methods developed in this paper can be applied also in the case of the GS model. The main processes that are assumed to play a role in this model are the following:
(I) Extracellular cAMP (cAMP e ) binds to the receptor.
(II) The cAMP e -R complex activates the adenylate cyclase. Upon diffusion in the membrane, the form cAMP e -R converts the inactivated adenylate cyclase (IC) into the activated adenylate cyclase (AC).
(III) Production of intracellular cAMP (cAMP i ) from ATP, catalyzed by the AC.
(IV) The transport of cAMP i into the extracellular medium.
(V) cAMP hydrolysis by phosphodiesterase. A part of cAMP i is hydrolyzed by the intracellular phosphodiesterase (iPDE), whereas a part is transported in extracellular medium where it is hydrolyzed by the extracellular phosphodiesterase (ePDE).
A scheme for the main steps of the GS model is shown in Figure 2 .2.
Fig. 2.2:
Sketch of the GS model based on the assumption that the cAMP-receptor on the cell surface is a regulatory part of adenylate cyclase. The picture is similar to Figure 1 in [7] .
The main variables that are used to describe the dynamics of the cAMP signalling system in this model are:
• α, that represents the intracellular level of ATP normalized by the Michaelis constant K m,cyclase .
The GS model is then governed by the following three ordinary differential equations:
The rate function φ for adenylate cyclase is given by:
and v denotes a constant ATP input rate divided by the Michaelis constant K m,cyclase , k measures the assumed linear rate at which extracellular cAMP is destroyed by the membrane-bound and extracellular forms of phosphodiesterase and L denotes the allosteric constant of adenylate cyclase. The other parameters appearing in (2.6)-(2.8), σ, q, k t , and h, are those given in Table 2 .
3 Orders of magnitude in the model
Some additional biochemical assumptions
Our goal is to study the propagation of cAMP pulses for a system of PDEs having as underlying kinetics the set of equations (2.1)-(2.3). We shall assume that the extracellular cAMP diffuses according to the standard Fick's law. We are then led to study the following system of equations:
where D is the diffusion coefficient, and
We wish to reformulate (3.1)-(3.3) as a singular perturbation problem. Moreover, we are interested in the travelling wave regime associated to (3.1)-(3.3). A set of values of the parameters that has been shown in [15] to yield typical travelling wave behaviour is given in Table 3 . 
We notice that (3.4) will not be satisfied in general if the transition between the two states of the receptors must be represented by a process of covalent modification. Nevertheless, we will assume in the rest of the paper that (3.4) is valid. We define
and we introduce a new time scale by means of:
Plugging the formulae (2.4), (2.5) into the equations (3.1)-(3.3) and using (3.4), (3.5) and (3.6) we obtain, after rearranging some terms:
3.2 A rough estimate of the orders of magnitude of the variables
As a first step, in order to get some intuition on the form of the solutions of (3.7)-(3.9), we make a comparison between the relative sizes of the terms arising there. We shall use repeatedly the asymptotic notations , ∼ and (see Appendix A for the precise definitions). Let us consider spatially homogeneous solutions of (3.7)-(3.9). Therefore, the diffusive term in (3.9) will be ignored.
The numerical values in Table 3 give k i + k t = 1.9 min −1 , k e = 4 min −1 . This suggests that the characteristic time for approaching equilibrium is twice for β than for γ (cf. (3.8) , (3.9) ). In particular, this indicates that the evolution of the third equation is roughly adiabatic during the time scales in which β is far from equilibrium, i.e. the equation (3.9) might be replaced approximately by the quasi-steady-state condition
We remark that this heuristic assumption is very rough and we are using it just to estimate the order of magnitude of the variables ρ, β, γ. We shall derive later a singular perturbation problem having "true" small parameters. In particular, we are not claiming here that the "small parameter" in the problem is the quotient of the characteristic times of (3.9) and (3.8), which is just of order 0.5 for the numerical values of the parameters as in Table 3 . Let us notice, however, that although the assumption (3.10) is very rough, it is approximately satisfied in the numerical simulations (see Figure 3 .1).
Fig. 3.1:
Relay response to cAMP pulses. These curves have been obtained by numerical integration of the three-variable system (3.7)-(3.9), for homogeneous solutions, with the numerical value of the parameters as in Table 3 . The values of the initial conditions are above the threshold value. The concentration of cAMP, γ, in this picture is multiplied by the factor
Using the approximation (3.10) and introducing the notations
the signalling system (3.7)-(3.9) reduces, in the spatially homogeneous case, to the following two-variables system:
As indicated before, the reduction of (3.7)-(3.9) to the two-variables system (3.12)-(3.13) is not rigorously justified. Nevertheless, the numerical integration of the equations (3.12)- (3.13) shows that this provides a reasonable approximation of the three-variable system (3.7)-(3.9) for spatially homogeneous solutions (see Figure  3 .2). The advantage of the reduction of (3.7)-(3.9) to the two-variable system (3.12)-(3.13) is that the last one can be studied in the phase plane.
Fig. 3.2:
Comparison of relay behaviour in the two variable system (3.12)-(3.13) (dashed lines) and in the threevariable system (3.7)-(3.9) (solid lines). The curves are obtained for the numerical values of the parameters as in Table 3 , and with values of the initial conditions above the threshold value.
The nullclines of the system (3.12)-(3.13) are the curves:
which are represented in Figure 3 .3 and, respectively, Figure 3 .4 for the numerical values of the parameters as in Table 3 . The nullcline dγ dτ = 0 is of "cubic" shape. By this we mean that for ρ T in the suitable interval, there are three solutions γ = γ(ρ T ) of the equation dγ dτ = 0. Table 3 . It represents a monotonically decreasing function approaching to the constant value Table 3 . It has a "cubic" shape. The same figure is plotted using two different scales because the region close to the origin will be particularly relevant.
It is easy to see that, in the phase plane (ρ T , γ), the nullclines have only a intersection point, i.e. a steady state, situated on the leftmost branch of the curve dγ dτ = 0, but close to the local maximum, like in Figure 3 .5. Table 3 . The system admits a single, stable steady state.
The system (3.12)-(3.13) has several analogies and also some differences with the underlying kinetics associated to the well known FitzHugh Nagumo model (hereafter referred to as the FHN model), that has been repeatedly used as a first approximation of the dynamics of excitable systems ( [8] , [11] , [18] , [21] ). The kinetics of such a system is characterized by the fact that the two variables in the model change in different time scales. Moreover, for each value of the slow variable, the fast variable admits three steady states in the relevant regime, one of them unstable and the two others stable. Notice that, since k2 (k i +k t ) ≈ 0.0021 is rather small, the variable that will play the role of the fast variable in (3.12)-(3.13) is γ. In order to obtain a rough description of the dynamics of (3.12)-(3.13), we can then argue as in the classical study of the FHN model. For each fixed value of ρ T in a suitable range, there are three positive roots of (3.15) . For the dynamics given by the equation (3.13), two of these roots yield stable behaviours and the root in the intermediate position is unstable. Therefore, the system (3.12)-(3.13) is excitable, which means that a perturbation from the steady state (ρ T,S , γ S ) to a point in the phase plane (ρ T , γ) having a value of γ larger than the intermediate root of (3.15) for each given value of ρ T , initiates a large excursion before returning to the steady state. In other words, this intermediate root of (3.15) is the threshold beyond which perturbations of the steady state of (3.12)-(3.13) move away from it. The main difference between the system (3.12)-(3.13) and the classical FHN model is the smallness of the threshold, an assumption that is not usually made in the analysis of the FHN model.
Some restrictions on the parameters in order to recover the nullclines structure
Our next goal is to define a particular distinguished limit of (3.7)-(3.9) that could describe the main features observed for the solutions, if the numerical values of the parameters are as in Table 3 . In particular, we would like to keep the analogies with the FHN model that we have explained in the previous Subsection. In order to obtain an asymptotic limit preserving the features of the solutions described in the Subsection 3.2, we need to impose some constraints an the parameters appearing in (3.7)-(3.9). More precisely, we would like the curves defined in (3.14) and (3.15) to have the same shape as in the Figures 3.3 and 3.4, respectively. Moreover, we would like to have only one homogeneous steady state. This is just the intersection point of the curves (3.14), (3.15) situated on the left of the local maximum of the curve (3.15), but with ρ T having the same order of magnitude as in that local maximum, as in Figure 3 .5. We denote:
Some tedious, but straightforward algebra, shows that the nullclines of the system (3.12)-(3.13) satisfy all the previously requirements if we assume:
Notice that for the numerical values of the parameters as in Table 3 we have
Finally, since
It is readily seen that the conditions (3.17), (3.18) are satisfied by the numerical values of the parameters as in Table 3 . Therefore, the asymptotic limit (3.17)- (3.20) captures the dynamics of the system (3.7)-(3.9) for the values of the parameters as in Table 3 . In the remainder of this paper we shall study the mathematical properties of this limit.
In Figure 3 .6 we show which is the aspect of the nullclines (3.14), (3.15) in the asymptotic limit (3.17)-(3.20). 
Formulating the singular perturbation problem
We shall study the system (3.7)-(3.9) in the asymptotic limit (3.17)-(3.20). As a first step, we introduce a suitable set of adimensional variables. The unique spatially homogeneous steady state of (3.7)-(3.9) is given by
where m is the unique positive root of the equation
We notice that the order of magnitude of this root in the asymptotic limit Due to the fact that we expect to have a dynamics for the system (3.7)-(3.9) analogous to the one of the FHN system (cf. Subsection 3.2) and also because γ is the fast variable, we might expect that during the excursions of the solutions of the system far from the steady state, the maximum value of γ is given by the largest root of (3.15) with ρ T = ρ T,S . Taking into account (3.21), it follows that such a root is the largest one of the equation
We shall denote this root γ = M . In the distinguished limit (3.17)-(3.20) the asymptotic behaviour of M is:
We shall take as characteristic values for the variables ρ, β, γ the magnitudes ρ T,S ,
The choice for β is due to (3.10). The analogy with the FHN system suggests that these characteristic values are roughly the maximum values of ρ, β, γ during their evolution. Therefore, in order to obtain a system of equations whose variables are at most of order one, we introduce adimensional variables R, W , U by means of
On the other hand, (3.9) suggests to introduce an adimensional space variable x by means of
Using the previous changes of variables, the system (3.7)-(3.9) becomes:
where the parameters are given in Table 4 , that contains also their orders of magnitude and the numerical values. 
We now discuss why the orders of magnitude are chosen as in Table 4 . We notice that in the asymptotic limit due to (3.17) and (3.18) and so, using the definition of ε given in Table 4 , this implies ε 1. We now proceed to estimate the order of magnitude of the remaining parameters in and so, using the definition of Λ given in Table 4 , we have Λ ∼ (Ad 2 ) −1 . From (3.17) it then follows that Λ 1. Therefore, using again (3.17) and the definitions of Θ and ε given in Table 4 , we obtain Θ 1. Using the fact that A 1 (cf. 
The biochemical interpretation of the fact that c 1 is that the receptor possesses a high-affinity desensitized state and the fact that L 2 < 1 means that the form cAMP e -D predominates at ligand saturation. Let us make the remark that if L 1 > 1, this means that the activated state of the receptor (R) predominates in the absence of ligand. On the other hand, by (3.17), (3.18) and (3.29), we have µ ε (3.32)
Combining (3.20) with (3.30), it follows that κ 1. Finally, notice that (3.19) implies that Γ 1. Concerning the parameter Pε, we remark that the analysis carried on in the next pages can be made without major differences both in the cases of Pε 1 or Pε 1. One can notice that the numerical values of the parameters which appear in system (3.25)-(3.27), obtained taking into account Table 3 , are consistent with the distinguished limit defined in Table 4 . We remark that the derivation of the asymptotic limit defined in Table 4 is not a rigorous mathematical argument. It is a combination of the constraints on the parameters formulated in Subsection 3.3 with some ansatz on the asymptotic limit using the numerical values of the parameters of the problem.
Mathematical analysis: travelling waves
This Section is devoted to the study of travelling wave solutions of the system (3.25)-(3.27) under the assumptions considered in Table 4 . The reason for expecting the existence of travelling waves for this system is the usual one in excitable systems: the diffusion effects induce propagating waves of excitation in spatial direction. So, once an excitation is given that lies above the threshold at a spatial point, the diffusion effect forces neighbouring points to rise above the threshold, causing U to be excited, and the excitation propagates. Thus, the wave propagates by successive neighbourhoods stimulating one another (via the diffusion in the fast variable U ) to become superthreshold, whereupon the dynamics begin to dominate. However, since there is a unique steady state for the system, in a longer time scale the variables describing the system approach equilibrium on the rear of the wave. The goal of this section is to describe all these processes in analytical manner. To begin with, we look for solutions of (3.25)-(3.27) of the form
setting ξ = x − Vτ , where the wave speed V > 0 is to be determined in the course of the analysis (V depends on the parameters of the system). Plugging (4.1) into the system (3.25)-(3.27), we readily see that this becomes:
We are interested in finding, for some particular choice of V, pulse-like solutions satisfying the following limit conditions: lim
where (R s , W s , U s ) (1, bε, bε) are the values of the concentrations for the unique spatially homogeneous equilibrium state of (3.25)-(3.27). Since the problem (4.2)-(4.5) contains small parameters (0 < κ
it is possible to study it using a singular perturbation approach. This means that we can "split" the initial system into reduced "fast" and "slow" subsystems. We want to obtain a solution of An asymptotic singular solution of the initial system, in the limit considered in Table 4 , consists of several pieces, each piece being a solution of one of the reduced subsystems. The complete solution requires determining the wave speed V and the parts of the pulse (the leading front, the top and the trailing front) making sure that they all join up consistently (see Figure 4 .1). To get this, we have to carry out a singular perturbation analysis, the upshot of which gives the behaviour of the variables R, W and U .
The leading front (the fast transition)
The first part of the pulse consists in the arrival of a diffusive front to a quiescent region. As a consequence, the variables W and U become larger than the threshold of excitability and they jump rather quickly to a larger characteristic value of the excited state. Taking into account that κP 1, κ 1 and ε 1 (cf. Table  4) , it follows that during this part of the process the value of R remains approximately constant. Indeed, this assumption implies that, for W and U of order one, the right hand side of the equation (4.2) is much smaller than the right hand side of the equations (4.3)-(4.4). Therefore, in the description of the leading front we will assume that the value of R remains frozen as R = R s . Henceforth, (4.3)-(4.4) reduces in this region to
The equations (4.6) and (4.7) describe the travelling wave solutions associated to the reaction-diffusion system
This last system has three homogeneous steady states, (W 
The system takes different forms for U ε or U ε as ε → 0. We shall study these different regions separately.
Region I (U ε)
To begin with, we assume U ε. In this region, letting ε → 0, the system (4.6)-(4.7) can be approximated by
where a is given in (4.8). On the other hand, the asymptotics on (W 1 , U 1 ) and (W 3 , U 3 ) allow us to rewrite the boundary conditions (4.9)-(4.10) as
The problem (4.11)-(4.13) is linear and it can be explicitly solved. Its solution is given by: 16) where C and K are arbitrary constants which will be determined and 1 + V 2 (1 − Γ) = 0. Note that the solution given by (4.15)-(4.16) satisfies the boundary condition (4.13). For U (ξ) to represent the leading front of a pulse we must have C > 0. Notice that we cannot expect the solutions of the system (4.11)-(4.13) to satisfy the boundary condition (4.14) because, for ξ → +∞, U becomes of order ε or smaller and this system will be not valid there. In that region, we shall need to use the whole system (4.6)-(4.7), introducing some suitable boundary layer. In order to have the condition (4.14) satisfied, the function U must become of order ε for some value of ξ. Since in the derivation of the problem (4.11)-(4.14) we made ε → 0, this means that the function U defined in (4.16) must vanish at some point ξ = ξ 0 . Therefore, U (ξ 0 ) = 0 and U (ξ 0 ) 0. Actually, it turns out that U (ξ 0 ) = 0, at the limit ε → 0. Indeed, otherwise U would become negative in the neighbourhood of ξ = ξ 0 (since U is the solution of the equation (4.7), and W is bounded), contradicting the fact that U must be a positive quantity. Due to the invariance of the problem under translations, we can assume without lost of generality that ξ 0 = 0, modifying the values of C and K. Then
Imposing these conditions into (4.16), it then follows that:
Using the formulae (4.15) and (4.17), it follows that
in contradiction with the fact that W is a positive quantity. This fact does not lead to a contradiction because V becomes very large as ε → 0, therefore in that limit (4.19) implies W (0) = 0. In any case, we must study in detail the boundary layer that arises as U and W become small.
Region II (U ε): a key non-linear eigenvalue problem
Near the point ξ = 0, the function U behaves quadratically on ξ due to Therefore, U rescales as the square of W as ε → 0, in the boundary layer in which U becomes of order ε. This provides the rescaling on ε for U , W. In order to obtain the rescalings for ξ and V, we use the rescalings for U, W in (4.6)-(4.7) and adjust those of ξ and V in order to obtain a nontrivial limit problem. This yields to 
that reduces at the limit ε → 0, taking into account (4.20), we obtain the following matching conditions with Region I in the intermediate limit
On the other hand, (4.10) yields the following boundary conditions:
Notice that we can simplify the functional dependence of v on the parameters of the system (4.24)-(4.25) by means of the following change of variables:
that transforms (4.24)-(4.29) into the non-linear eigenvalue problem
We study the problem (4.31)-(4.34) by means of the shooting method in Appendix A, where we show that for each κ 0 there exists a unique eigenvalue χ = χ(κ) solving (4.31)-(4.34). In particular, this non-linear eigenvalue problem provides a method for computing the wave velocity in the considered asymptotic limit. Indeed, taking into account the definition of Θ (cf. Table 4), (4.30) yields to the functional dependence
A plot of the function χ(κ) can be found in Figure 4 .3. 
Pulse speed. Comparison with experimental data.
Using (4.35) we can obtain a formula for the pulse speed in the original variables, as a function of the biochemical parameters of the initial problem. Indeed, using (3.6) and (3.24), we obtain that the pulse speed is:
Since the wave speed in the variables ( x, τ ) is V, using formulae (3.11), (4.20), (4.35), and Table 4 , we obtain the following formula for the pulse speed in the considered asymptotic limit:
where, taking into account (3.5), (3.16), (3.22) , and Table 4 , we have
For the numerical values of the parameters as in Table 3 , we have κ ≈ 0.2966 and the corresponding eigenvalue χ of the problem (4.31)-(4.34), numerically computed, is χ ≈ 0.3377. Assuming that the diffusion coefficient for cAMP is D = 4 × 10 −6 cm 2 /sec (see, for instance, [19] , [20] ), the pulse speed would be V pulse ≈ 162µm/min which agrees with the order of magnitude obtained in the experimental observations (see, for example, [10] , [14] , [19] , [20] ).
The top of the pulse (region of high concentration of W and U )
The analysis in the Section 4.1 was made in the assumption that R remains close to R s in the leading front. 
which, using Table 4 , reduce in the considered asymptotic limit to
The matching with the leading front requires
Then, in this part of the front, R satisfies the following equation:
The solution of (4.46) , that satisfies the condition (4.43), is given by
where
Using (4.42), we obtain
The approximation formulae (4.47) and (4.49) are valid in the interval ξ 1 ξ 0. The shape of the solutions in this region is given in Figure 4 .4. Table 3 ).
In the initial coordinates (x, t), the time that a given cell remains in the excited state and, respectively, the width of the pulse, as functions of the initial biochemical parameters, are:
and κ is given in (4.37). Let us remark that, for the numerical values of the parameters as in Table 3 and taking into account (4.51), we have x width = 1848.5µm. This value is consistent with the experimental observations (see, for example, [10] ).
The trailing front
Although the description of the pulse given in Sections 4.1 and 4.3 provides formulae for the concentrations in the most relevant regions of the pulse, we will derive in the rest of this section an asymptotic description of the wave in the trailing front, where the concentrations are close to equilibrium. The values of U and W are very close to their equilibrium value, and therefore the effect of this boundary layer in the shape of the pulse is very small. However, we shall study this region in detail for mathematical self-consistency, in order to verify that the sought-for pulse exist. The main reason for the arguments in the rest of this Section is analogous to the one used in the classical analysis of the FHN model, namely for small enough values of R, the branch of excited equilibrium states ceases to exist, therefore the values of the concentrations return to the equilibrium value. Nevertheless, there are several technical differences due to the fact that the model considered is three-dimensional instead of twodimensional, and the rescaling of the parameters is different from the usual one in the analysis of the FHN model. In the analysis in the Section 4.3 it has been assumed that W and U are of order one. In the region where U becomes again of order ε, the analysis becomes different as it happened in the analysis of the leading front. We will distinguish several regions depending on the magnitude of the concentrations.
Region I (U ε)
In order to study the last part of the pulse, we need to introduce a further layer, where a downjump for the variable U will occur. In the considered asymptotic limit, the problem (4.2)-(4.4) has a second boundary layer at ξ = ξ 1 (at which U vanishes). Because the thickness of the boundary layer is of order κ, the convenient rescaling is the following:
Note that the speed of the leading front of the pulse is the same for the trailing front. Letting ε → 0 and taking into account (3.28), (3.29), (3.30), (4.52), and Table 4 , the system (4.38)-(4.40) can be approximated in this region by:
The outer solutions R( ξ), W ( ξ), U ( ξ) and the inner solutions ( r( η), w( η), u( η)) must match asymptotically. In the considered asymptotic limit, this asymptotic match, between the top and the trailing front of the pulse, occurs on the overlap region that is defined by the intermediate limit ξ → ξ 1 , η → ∞, ε → 0. Taking into account (4.47), (4.49) and (4.52), we obtain the matching conditions:
Standard computations yield that the asymptotics of the solutions of (4.53)-(4.58) are Γ−1 . Multiple cases arise depending on the relative size of the coefficients of the exponential factors in these formulae. However, we will consider the case of the parameters with numerical values as in Table 3 and we shall consider Γ > 1, since the other cases can be treated with similar methods. In this case, a plot of the functions r and u is given in Figure 4 .5. 
Region II (U R µε)
The previous analysis is valid only for U R µε. To deal with the region where U R µε, R ε 1 2 , dε U ε, it is convenient to introduce a new set of variables, by setting:
where η ε = ln
. Using this change of variables and taking into account (3.31), (3.32), (4.52), and Table 3 .
Therefore, matching u(ζ) and u( η) still does not provide a valid representation for the pulse and we need to introduce a further layer, near the value ζ ε = ln
.
Region III
The analysis for the previous region is no longer valid when U dε. In this case some of the terms we neglected previously become essential and we must take them into account. To deal with the corresponding region, it is convenient to introduce the rescaling:
Letting ε → 0 and taking into account the previous changes of the variables, (3.19), (3.31), and Table 4 , the problem (4.38)-(4.40) can be approximated by:
To allow the matching with Region II in the intermediate scale ζ → +∞, ζ → −∞, ε → 0, we also require
We have solved the problem (4.65)-(4.70) numerically for the numerical value of the parameters as in Table 3 . We have obtained that the corresponding solution R converges to R = 1, as ζ → −∞. A plot of the function R is given in Figure 4 .7. Table 3 .
As a consequence, the asymptotics of W and U are given by This region, where U ∼ bε, concludes the shape of the pulse. To deal with it, it is convenient to introduce the rescaling:
where ε = ln (bε) . Using these variables and taking into account (3.31), (3.32) and Table 4 , the problem (4.38)-(4.40) reduces in the considered asymptotic limit to :
It is easy to see that the corresponding solutions W and U stabilize to W = 1 and U = 1, as → −∞. In this way, the trailing front for the U −component of the pulse has been sketched.
Conclusions
In this paper we presented two continuum models for cAMP relay response in cellular slime molds Dictyostelium discoideum, based on the kinetics of the MG model and, respectively, GS model. For both models we have considered the one-dimensional spatial problem and we have made the assumption that extracellular cAMP is the only diffusible chemical of the system. We have shown mathematically that, for these reaction-diffusion models, we can obtain pulse-like solution using singular perturbation methods. In particular, we have obtained detailed formulae for the wave speed and for the concentration profiles in suitable limits. We have obtained that the wave speed is determined in this regime by means of the solutions of a non-linear eigenvalue problem.
The main results that we have obtained with our analysis are formulae for the wave speed of the pulse (4.36), for the width of the pulse (4.51), and for the time that the cells remain in the excited state (4.50). Most likely, similar mathematical methods can be used to study other available models of wave propagation in the literature as, for instance, the Tang-Othmer model [22] . As a final remark, we draw attention to the fact that the numerical values obtained in the analysis of the MG model agree with experimental results.
APPENDIX A: Asymptotic notation. Analysis of the nonlinear eigenvalue problems
Notice that this theorem does not guarantee the uniqueness of the solution of the problem (7.1)-(7.4). Nevertheless, numerical computation strongly suggests that the function L(χ) is strictly decreasing and there exists a unique value of χ, χ = χ 0 , such that L(χ 0 ) = 0 (see Figure 7. 2).
Fig. 7.2:
The graph of the function L(χ) obtained by numerical interpolation using the value of parameters in Table 3 .
APPENDIX B: A singular perturbation problem based on the Goldbeter-Segel model
Using techniques similar to those used in the case of the MG model, we can obtain, for the GS model also, a singular perturbation problem having as underlying kinetics the set of equations (2.6)-(2.8). More precisely, assuming that the extracellular cAMP diffuses, we have the followig system:
where D is the diffusion coefficient. We introduce the adimensional variables for time and space:
and change the variables α, β, γ with R, W and U , in an appropriate manner, in order to obtain a system of equations whose variables are at most of order one. Setting ξ = x − Vτ , the resulting system is:
The parameters which appear in (8.2)-(8.4) are given in Table 5 , that contains also their orders of magnitude and the numerical values (for the numerical values of the parameters which appear in the system (2.6)-(2.8), see [7] ).
