Evolutionary trees are frequently used as the underlying model in the design of algorithms, optimization criteria and software packages for multiple sequence alignment (MSA). In this paper, we reexamine the suitability of trees as a universal model for MSA in light of the broad range of biological questions that MSA's are used to address. A tree model consists of a tree topology and a model of accepted mutations along the branches. After surveying the major applications of MSA, examples from the molecular biology literature are used to illustrate situations in which this tree model fails. This occurs when the relationship between residues in a column cannot be described by a tree; for example, in some structural and functional applications of MSA. It also occurs in situations, such as lateral gene transfer, where an entire gene cannot be modeled by a unique tree. In cases of nonparsimonous data or convergent evolution, it may be di cult to nd a consistent mutational model. We hope that this survey will promote dialogue between biologists and computer scientists, leading to more biologically realistic research on MSA.
Introduction
Multiple sequence alignment (MSA) is important in functional, structural and evolutionary studies of sequence data. Much research has focussed on the formal study of MSA as an optimization problem and several optimization criteria have been discussed at length in the literature 8, 34, 42, 44, 58, 65, 75, 85] . In addition, many software tools for constructing MSA's are available, mostly based on heuristics although some use exact or branch-and-bound techniques (see 16, 54] for surveys.) The concept of an evolutionary tree is a widely used model for MSA, where the tree encodes the historical relationships between the modern sequences in the alignment. Tree models have been used to construct column scoring functions for optimization criteria. Trees have also been used as implicit or explicit structures in the design of algorithms and heuristics.
The design of MSA algorithms is based on assumptions about the application and the nature of the sequence data. While these assumptions must, of necessity, be abstractions of reality, a better understanding of the true nature of MSA applications and data will lead to better algorithm design. As the amount and diversity of sequence data grows, MSA is being applied to a wide variety of biological questions. Although the tree model is frequently viewed as a universal model for MSA, for some applications it is not compelling. In addition, some data sets cannot be modeled by a unique tree.
In this paper, the biological applications of MSA are reviewed. Examples from the biology literature are used to illustrate cases where the tree model is not appropriate for multiple alignments. First, multiple sequence alignment is introduced as an optimization problem in Section 2 and optimization criteria and complexity results are reviewed. Next, in Section 3, the major applications of MSA are surveyed. A discussion of data sets where the tree model fails is presented in Section 4.
Multiple Sequence Alignment
First we provide a brief introduction to the multiple sequence alignment problem and its complexity, optimization criteria used to evaluate alignments and algorithmic approaches to solving it. This is not a comprehensive survey of multiple sequence alignment algorithms. Surveys of multiple sequence alignment algorithms can be found in 16] and in the introduction to 58 ]. An experimental comparison of multiple sequence algorithms is described in 54] .
Multiple sequence alignment involves lining up a group of sequences to reveal similarities shared across the group. A sequence is a string of symbols chosen from an alphabet, , where = fA; C; G; Tg for nucleic acid sequences and contains the twenty amino acids for protein sequences. In a pairwise alignment of two sequences, S i and S j , the sequences are lined up one on top of the other so that each symbol in S i is paired with a symbol in S j in a series of columns of height two.
Blanks may be inserted into either sequence or at the ends of either sequence, so that a symbol may be paired with another symbol or with a blank. These blanks represent mutations in the form of insertions or deletions. Since it is impossible to tell whether a symbol was inserted in one sequence or deleted from the other, blanks are also referred to as \indels". Each column in the alignment contains a match, a mismatch or an indel. Metrics for associating a cost or similarity score with two paired symbols are discussed below. We will designate the cost of two symbols, x and y, as (x; y), where x and y 2 f g, where \ " is the blank character.
A global alignment seeks to line up the two sequences so that the similarity in the alignment as a whole is maximized. In a local alignment, we seek a subsequence from each sequence such that when the two are aligned they yield the highest scoring region. For local alignments the average score must be negative, otherwise the longer regions would score above shorter regions by virtue of their length alone, regardless of the degree of similarity between the residues 3].
Multiple sequence alignment is an extension of pairwise alignment to more than two sequences.
In this case, k sequences are lined up, inserting indels as necessary into any of the k sequences, to obtain a sequence of columns of k symbols. Again, either a global alignment, maximizing the similarity over all columns together, or a local alignment, k aligned subsequences, one from each sequence, that yield the lowest cost region, may be sought. Each column in a multiple sequence alignment captures a shared relationship between the residues in the column. The relationship sought depends on the application of alignment. For example, if the multiple alignment is used to illustrate evolutionary relationships, then the residues in each column are assumed to have a shared evolutionary history. If the multiple alignment is used to determine structure or function, then the residues in each column should have a shared structural or functional rôle. Trying to nd the best alignment is equivalent to nding the alignment that correctly captures this relationship in each column.
We attempt to express this by associating a score with each column that expresses how well matched the residues in the column are. We then seek the multiple alignment with the best score, where the score of the MSA is the sum of the scores of its columns. Formally, we can express multiple sequence alignment as an optimization problem. We are given sequences S 1 ; S k of length N 1 ; N k , where S i = s i 1 : : : s i N i , s i j 2 . We seek a matrix A = fa ij g where a ij 2 f g and eliminating the indels from any row A j gives the sequence S j , such that the cost of the alignment D(A) = where (x; y) is the cost associated with aligning two symbols x and y in a pairwise alignment.
This de nition is mathematically natural but not biologically intuitive.
Tree alignment 65, 66] is based on the assumption that the residues in the columns of the multiple sequence alignment share an evolutionary history and that this history can be expressed as a tree. Under this model, a column is scored by computing the cost of the underlying tree. The score of the tree expresses the likelihood, under some model of evolution, that these residues are related in the manner described by this tree.
In order to use this approach, several issues must be resolved. First, a tree topology is needed. In general, the underlying tree is not known. In fact, multiple sequence alignments are generally used to estimate evolutionary trees and not vice versa. Second, it is generally assumed that every column in the alignment has the same underlying tree topology. As we shall see below, this may not always be the case. Third, in order to compute the branch costs of the tree, we need to know the ancestral sequences associated with the internal nodes. Fourth, given a tree topology with ancestral sequences at the nodes, a cost must be associated with each branch of the tree. This implies an underlying model of evolutionary change. The appropriate model will vary with the data.
Let us consider how to infer the ancestral sequences and compute the branch costs when the topology is known. The k modern sequences are associated with the k leaves of the tree. Sequences for the internal nodes will be selected so that the tree is the best estimate of the true tree under some model of evolutionary change. The most common model is maximum parsimony, in which it is assumed that the true tree required a minimum number of evolutionary steps. Under this model, the cost of an edge (X i ; X j ) in the tree is the minimum number of mutations required to get transform sequence X i into sequence X j . That is, internal nodes are selected such that the sum of edge costs, i.e. the total number of mutations required along the branches of the tree, is minimimized. This assumption that evolution is parsimonious, is a subject of much debate. The above approach assumes that the topology of the evolutionary tree is known, e.g. from morphological data. If the tree topology is not known, then all possible topologies of trees with k leaves must be considered to nd the optimal topology. For each topology, the optimal ancestral sequences must be inferred. Since the number of unrooted, bifurcating trees with k leaves grows as
this approach rapidly becomes prohibitively expensive. A variant on tree alignment is star alignment (SA), in which it is assumed that the underlying tree is a star. This implies that all sequences share a common ancestor. Restricting the topology makes this approach much more tractable and it has been used as an underlying structure in many algorithms and analyses (e.g. overcounts mutations in a column because it considers that a separate mutation occurred between each pair in the column. In some sense, it is a \least parsimonious" model of mutation. In contrast, TA has been traditionally used with the maximum parsimony criterion. For most data sets the true answer is somewhere in between.
Pairwise Costs: Regardless of which metric you choose, an underlying pairwise cost, (x; y) is needed. The simplest cost function for DNA is the edit distance, 0 if x = y s if x 6 = y f if x = or y = where s and f can be chosen to tune the relative importance of substitutions and deletions. This model assumes that all possible nucleotide replacements are equally probable. More complex cost models (e.g., the Jukes-Cantor and Kimura two-parameter models 43, 45] ) take variations in nucleotide frequencies into account, as well as the fact that the probability of substitution di ers for each of the six possible pairs of nucleotides.
For proteins, substitution matrices are used. Substitution matrices can be based on observed substitution frequencies in sequences known to be related or on the chemical properties of the amino acid residues. The most widely used substitution matrices are the PAM matrices and their log-odds counterpart MDM 78 19, 68] . PAM matrices were constructed using observed amino acid substitutions in homologous sequences and are parameterized according to the degree of evolutionary divergence. One PAM (or accepted point mutation) corresponds to an average of one point mutation per 100 amino acid residues. MDM 78 is a log-odds version of the PAM-250 matrix in which the probability of an amino acid substitution is normalized by the probability that the two residues could be aligned by chance. The BLOSSUM matrices, also based on observed substitution frequencies, were computed more recently from a larger set of homologous sequences 39]. It has been argued that when the objective of alignment is to obtain structural rather than evolutionary information, matrices based on biochemical properties such as hydrophobicity will give better alignments 6, 25, 48, 60] .
A major issue in multiple sequence alignment algorithms is the ability to handle gaps; that is, sequences of one or more contiguous indels. The simplest model of insertions/deletions is to assign a xed penalty to every indel. However, there is evidence 27] that better alignments can be obtained when the cost of beginning a gap is greater than the cost of continuing a gap. Biological Metrics for MSA The methods described above use only primary sequence information to align sequences. However, structural information has also been used to guide the computation of MSA's and to validate them. Some of the earliest work in structure-based alignments was presented by Lesk and Chothia 51], who used superposition of secondary structures to align globin sequences. Today there are two common approaches to structural alignment. First, one may associate a secondary structure type ( -helix, -sheet or random coil) with each residue and then impose the additional constraint that only residues associated with the same type of secondary structure may be aligned (for example, 1, 62]). Second, structural alignments may be performed by minimizing the root mean square distance between the -carbon molecules in the backbone (see 84, 81] , for an example).
Structural information has also been used to set gap penalties. In separate studies, Lesk et al. 52 ] and Barton and Sternberg 10] observed that, due to selection constraints, indels seldom occur in structurally important regions. If structural information is available for at least one sequence in the alignment, gap penalties can be increased in regions encoding helices and strands of sheets. Both groups showed that this approach led to substantially better alignments.
Structural and functional information has been used to validate multiple sequence alignments. In a comprehensive study of twelve di erent multiple alignment programs, McClure et al. 54 ] measured algorithm performance by computing a numerical score based on the ability to nd known motifs in four di erent data sets. For all four data sets, supporting evidence for the motifs from structural or mutational studies was available. Barton and Sternberg 10] have also used structural alignments to validate sequence-based alignments.
The use of structural information to guide or validate alignments is only possible for data sets where structural information is available. Another consideration is whether a structural approach to MSA is useful in all cases. For example, as discussed in Section 4, residues that share a structural or functional rôle, do not always share an evolutionary history. Finally, in an experimental comparison of a number of structural alignment methods, Godzik 30] has pointed out that, in general, there is no unique structural alignment: di erent methods for comparing structures result in di erent alignments.
Complexity of Multiple Sequence Alignment. Complexity results have been published for MSA using both the sum-of-pairs and the TA metrics. Wang and Jiang 85] has shown that SP alignment is NP-complete and Sweedyk and Warnow 75] showed that general TA is NP-complete. TA for a xed binary tree topology is also NP-complete 85] and a polynomial time approximation scheme has been presented 42]. However, when the xed topology is a star, TA is max-SNP hard 85]. This means that no polynomial time approximation scheme can deliver an arbitrarily good approximation.
Exact methods for both SP and TA have been presented, although they are prohibitively expensive for more than a few sequences on the order of 100 base pairs in length. An optimal alignment of k species can be obtained using space. An exact TA algorithm for a given tree topology has been presented by Sanko 65] . This requires O(M(2N) k ) steps where M is the number of internal nodes, k is the number sequences and N is the maximum length over all sequences. Algorithms that reduce the time to nd an exact solution by pruning the search space using an upper bound on the cost of the alignment have been presented by Carillo and Lipman 13] and Kececioglu 44] .
Approximation algorithms for both SP and TA have been presented. Gus eld 34] presented a (2?2=k)-approximation algorithm for SP alignment, while Pevsner 58] reduced the approximation factor to (2?3=k). Subsequently, Bafna et al. 8] presented a (2?l=k)-approximation algorithm, for any xed constant l. For tree alignment, Gus eld 34] showed that the cost of the minimum spanning tree of the sequences is at most twice the optimal cost, yielding a 2-approximation. A polynomial time approximation scheme, yielding a (1+ )-approximation for arbitrarily small has been presented by Jiang et al. 42 ] for a xed topology.
The number of heuristics for multiple sequence alignment is too numerous to mention them all here. Most multiple sequence alignments fall into a few common approaches. Many heuristics compute pairwise alignments for all ? k 2 sequence pairs and then progressively merge the pairwise alignments. The methods di er in the strategies they use for merging, which include the clustering and consensus approaches and merging according to a tree. The resulting multiple alignment will depend on the order in which the pairwise alignments were merged. McClure et al. 54 ] also report that methods are sensitive to the size and composition of the data set. A second common heuristic is the use of consensus patterns. These are methods that look for regions that are highly similar in all sequences and then extend the alignment between the regions. Some methods that use statistical pattern matching in multiple sequence alignment include the 
Biological Applications of Multiple Sequence Alignment
Multiple sequence alignments are used alone to show relationships between sets of sequence data. However, they are also often used as input to other algorithms which further exploit the similarity relationships that MSA's encode. Multiple sequence alignment is intended to capture relationships between sequence elements, but the nature of the relationship depends on the application. \Re-lated" can refer to evolutionary, structural or functional relationships and within these categories there are many further nuances. What constitutes a good alignment depends on how it is used.
Characterizing Patterns in Biopolymers
Multiple sequence alignments are frequently used to identify and characterize patterns in proteins and nucleic acids. Once a conserved region is found in an MSA, a unifying representation of that region is sought that can be used for human perusal or as input to another program, often a database search.
The simplest representation for a pattern describing a conserved region in a multiple alignment is a consensus sequence. In this case, a single character is used to describe each position in the alignment. This character can be either the most common residue found at that position or a more generic encoding such as`R' for purines (A and G) and`Y' for pyrimidines (C, T and U). Characters in bold face can be used to indicate that the residue is invariant and upper and lower case can be used to indicate whether the residue is strongly or weakly conserved at this position. The advantage of the consensus sequence representation is that it allows a complex pattern to be represented as a \one liner". The disadvantage is that a great deal of information is lost, since only one character per site is retained.
A more informative representation is the position weight matrix, which not only shows which residue is most common at a given position, but it also reveals how common it is and what other to the sequences to compensate for the fact that the sample of sequences in the MSA is often biased.
Because most biological research focuses on a few model organisms (e.g., humans, mice, drosophila, C. elegans and yeast), sequences in the data base are not uniformly distributed in a taxonomic sense. For a discussion of the importance of sequence weighting and a variety of ways to compute such weights see 4, 69, 80, 82] .
The relative probabilities in the position weight matrix can be combined with a substitution matrix to obtain a pro le, a scoring matrix that is speci c to the pattern under consideration called a pro le. A pro le can be computed by multiplying a substitution matrix with the position weight matrix for the desired pattern:
where S i;j is a substitution matrix such as the Dayho 19, 68] MSA's are also used to identify subsequences for laboratory techniques, such as PCR and library screening, that isolate DNA fragments containing a particular pattern. In these methods, a short piece of DNA containing the desired pattern (the \probe" or \primer") is used to hybridize with fragments containing that pattern in the target DNA. A minimum degree of similarity, which depends on the stringency of the laboratory conditions, between the probe and target fragments is needed for hybridization to take place. For example, when new members of a known gene family are sought, an MSA is used to nd a region that is conserved in all known members of the family. From the MSA, a consensus sequence is constructed that is close enough to all known members to hybridize with any of them. The hope is that this consensus sequence will also hybridize with the, as yet undiscovered, new members of the family. This is a use of MSA where homology is not of interest. Only similarity is important.
Phylogeny
A phylogeny describes the evolutionary history of taxa. Originally, a taxon referred to a species or group of species but now can also describe sub-organismal entities such as genes. Such histories are frequently expressed as evolutionary trees, branching processes that describe the inheritance relationships between the taxa. Traditionally, these relationships were determined by making morphological comparisons. Now that large quantities of molecular data are available, inheritance relationships can also be inferred from sequence information.
Traditionally, phylogenetic trees have been used to determine ancestral relationships between species. However, with the advent of molecular data, it is now possible to ask questions about the relationships between molecular entities including genes, proteins and regulatory elements. Because of gene duplications, exon shu ing and lateral displacements, the history of a gene may not be the same as the history of the species carrying it. With this in mind, both designers and users of MSA algorithms should focus carefully on what question they are trying to answer and which algorithm and data are most appropriate to answer it.
In an evolutionary tree, each leaf is associated with a modern day species. Branch points indicate points where species separated. These internal nodes are associated with ancestral species. If there is information available concerning the amount of evolutionary time that has passed between speciation events, then the tree can be rooted and lengths (e.g. times) associated with the branches.
A multiple sequence alignment captures the inheritance information needed to reconstruct the tree. In this case, the sequences in the MSA are the leaves of the tree and it is assumed that there is some underlying tree that generated this alignment. However, the inheritance information in the alignment is incomplete (since only modern day sequences are available), the data may be noisy and the MSA may be incorrect. With these limitations in mind, and given an assumption about how sequences evolve, we need an algorithm to reconstruct this tree. Most such algorithms fall into three categories: distance-based methods, character-based methods and maximum likelihood. A survey of tree reconstruction methods is given in Swo ord and Olsen 76, 77] . Multiple sequence alignments are required as input for all of these methods. Biologists frequently use only a robust subset of the columns as input. In such cases, MSA's are used to determine which columns to represent unambiguous homology.
Distance-based phylogeny: Distance-based methods work by computing pairwise distances between taxa and tting those distances to a tree. A distance matrix, M, is derived from an MSA by computing the distance between every pair of taxa in the alignment (not the minimum pairwise distance!). If these distances t a tree, M is said to be additive and the tree is unique and can be reconstructed in O(k 2 ) time 86]. In general, however, M is not additive. In that case, a tree is sought that \best approximates" the observed distances. Mathematically, we seek a tree T such
is minimized, where d T ij is the distance between taxa i and j and the norm, l, is usually 1, 2 or 1. It has been shown that nding the optimal T is NP-hard for L 1 , L 2 18] and L 1 2] . In addition, approximation algorithms for this problem have been developed 2]. However, it is not clear that a tree that minimizes Equation 1 is a good approximation to the true tree. There are many reasons why distance matrices are not additive including noisy sequence data, poor multiple sequence alignments and the possibility that the underlying process that generated the data was not a tree to begin with.
Character-based phylogeny: In character-based approaches, a data set is treated as a set of characters. Each character can be in one of several states. Each species is speci ed by a state vector. Traditionally, characters were derived from morphological, behavioral or chemical data so states might include things like \Has wings?", \Breeds in water?" or the strength of an immunological reaction. With molecular data, each column in an MSA is a character. The possible states are the four bases for DNA data and the twenty amino acids for protein data. Thus, a species is characterized by the sequence elements found in each column in the alignment.
A tree can be associated with each character. The state associated with each species is assigned to a leaf in the tree. Ancestral character states are inferred from leaf nodes and associated with internal nodes. By associating a cost with every state change, we can associate a cost with the tree by summing, over all branches, the cost of the state changes along each branch. This per character cost can be summed over all characters to obtain a character-based cost for the tree.
Within this framework, it is possible to nd the best estimate of the true tree given a model of evolutionary change. The most common model is maximum parsimony, in which it is assumed that the true tree required a minimum number of evolutionary steps. The most parsimonious tree is the lowest cost tree over all possible tree topologies for k species and all possible inferred ancestral sequences for a given topology. One problem with maximum parsimony is that it does not take convergent or parallel evolution, multiple state changes or reversals in character state into account. Thus it is not a suitable model for all data sets.
Maximum Likelihood: In the maximum likelihood method, a commonly used statistical technique (see, for example, 23]) is used to nd the tree most likely to have generated the current data. This requires an underlying model of sequence evolution specifying both residue frequencies and rates of evolution such as the Jukes-Cantor 43] or Kimura two-parameter 45] models in the case of DNA data or the PAM matrices in the case of protein data. The likelihood of seeing a transition at a given sequence position across a single branch of length d is the probability that a transition from residue i to residue j occurred during time d according to the model of sequence evolution chosen. If the data at each position are independent, then the likelihood of the branch over all characters is the product of the likelihoods for each position.
The likelihood for the entire tree can be computed by observing that the likelihood of seeing a residue at a given internal node is the product of the likelihoods that each daughter tree of that node gave rise to this nucleotide. As in parsimony, all possible tree topologies for k sequences must be considered.
Structure Prediction
Since the structure of biopolymers reveals much about their function, there has been great interest in determining the structures of proteins and RNA molecules. Protein structures can be determined experimentally using X-ray crystallography and nuclear magnetic resonance (NMR) techniques. However, these methods are di cult and time consuming, often requiring three to ve years to determine a single structure experimentally. X-ray crystallography requires that a crystalline form of the protein be obtained. Reliable methods for protein crystallization do not exist. Furthermore, proteins in vivo are not in crystal form, so that protein structures determined through X-ray crystallography may not be the same as those which occur in the body. NMR does not require that proteins be crystalline but so far NMR has only been e ective in determining the structure of small proteins.
Because of the di culty in determining protein structures experimentally, there has been great interest in computational methods to predict a protein's structure from its sequence. Since proteins need to maintain their structure in order to function properly, regions of structural importance are usually highly conserved under selective pressure. Multiple sequence alignment can be used to identify these regions and, hence, underlies many structure prediction methods. Below we brie y review the use of multiple sequence alignment in determining structure. A detailed survey of protein structure prediction methods can be found in 24].
To facilitate reasoning about proteins, protein structure has been described hierarchically. The sequence itself is referred to as the primary structure. Secondary structure refers to -helices and -sheets, regular structures that are encoded by short subsequences and combine in myriad ways to form more complex structures. Regions encoding secondary structures are constrained by selection and therefore exhibit a high degree of conservation in related proteins. Variable length regions connecting -helices and -sheets, referred to as random coils, are much less constrained. Combinations of several secondary structures that are found in many, unrelated proteins are referred to as motifs (see 12] for an example). The complete structure of the folded protein is called the tertiary structure.
Prediction methods for tertiary structure range from the highly detailed energy minimization approaches, in which the physical interactions of all amino acids are modeled, to abstract approaches, such as lattice-based models and models where only the hydrophobic/hydrophilic properties of each amino acid are considered. In cases where the structure of several members of a protein family have been determined experimentally, this information can also be used to predict how other proteins in the family will fold. Comparative modeling methods use this approach by constructing a multiple sequence alignment and then aligning the new protein to this MSA. From that alignment, an initial estimate of the structure of the new protein is obtained from the structure of the known protein. This estimate is re ned by perturbing the structure to accommodate the physical properties of the substituted amino acid in the new protein (see 31] for an example).
Secondary structure prediction methods have generally been statistical or learning-based approaches. Using a data base of known structures, these methods associate similar structures with patterns found in the primary sequence. In recent years, these methods have been substantially enhanced by the use of multiple sequence alignments. Multiple sequence alignments provide a statistical characterization of the patterns that encode the structure. An MSA is more informative than statistics of sequences considered individually since the information is grouped by position. Researchers have reported improvements in the accuracy of secondary structure prediction methods from roughly 60% without the use of MSA's up to 70% with the use of MSA's 55, 63, 64] . Statistical approaches to multiple sequence alignment have also been used to characterize motifs such as the EF-hand 47] and the Helix-Loop-Helix 49, 50] motifs. However, Krogh et al. 47 ] point out that while these methods nd patterns associated with these motifs in the primary sequence, it has not been veri ed whether all of the patterns found actually encode functional motifs.
Multiple sequence alignments are also used in RNA structure prediction. Unlike DNA, in which two strands attract to form the well-known, regular helical structure, the single strand of an RNA molecule may be attracted to itself. Bonds form between di erent parts of the RNA strand causing the molecule to fold up into a three-dimensional structure. Like proteins, the tertiary structure of RNA is composed of a set of regular secondary structures. In RNA, these secondary structures include helical regions resulting from Watson-Crick base pairing (that is, the same bonding that unites the double helix of DNA molecules) and a variety of loops and bulges. A detailed survey of RNA structure is given in 36].
In order to maintain the structure of the RNA molecule, distant residues that bind to form a structural interaction are constrained to mutate together. Thus covariance in a multiple sequence alignment of related RNA molecules is a major source of predictive information. This approach to RNA structure prediction is often called comparative analysis. These methods search for pairs of residues in the MSA that are linked: a change in one column is (almost) always accompanied by a complementary change in the other. This approach is also used to identify canonical structural building blocks. Some examples of RNA structure prediction algorithms that exploit evidence of correlation in multiple sequence alignments include 15, 37, 38].
Function
As discussed above, residues that contribute to the structure of a protein are constrained by selective pressure since a protein must hold its shape in order to function properly. Residues that are involved the biochemical function of the protein are also highly conserved. Casari et al. 14] argue that the evolutionary constraints on functional residues are even greater than on residues of structural importance and cite the Ser-His-Asp triplet in protein kinases as an example of functional conservation. This triplet has been shown to have a crucial rôle in catalysis. Such functional residues may be close in the 3-D structure but distant in the sequence. In a protein super family, residues that contribute to the speci city of function of the protein tend to be conserved within each subfamily and to vary from one subfamily to another. Multiple sequence alignments can be used to identify residues of functional importance and to discriminate between subfamilies. For example, Casari et al. 14] developed an interactive program that takes an MSA as input and, using principal component analysis, identi es the most highly conserved residues that characterize the family as a whole and as well as those residues that distinguish one subfamily from another.
Evaluating Tree Alignment as a Model for MSA
There is an unstated assumption that tree alignment is the gold standard, the ideal cost function, for multiple sequence alignment because the residues in each column are thought to be related by an evolutionary tree. The implication is that tree alignment is not used only because it is intractable. In addition, many MSA programs assume that a tree is the underlying model. Although they do not use a tree to score the aligment, a tree is used to construct the alignment (e.g., by guiding the order in which pairwise alignments are merged.)
In this section, we present some examples that demonstrate that a tree is not always the appropriate model for multiple sequence alignment. In considering whether tree alignment is appropriate for a given set of sequences, two issues must be addressed:
Is a tree the correct model for describing the relationship between residues in each column? A tree may not be a suitable model because the relationship between residues is functional or structural rather than historical. Even if the relationship is historical, for some data sets, no single tree will describe all columns in the alignment. What is the correct mutational model for scoring the branches of the tree? Tree alignment has historically been based exclusively upon the parsimony criterion. Data that does not happen to be parsimonious can favor the wrong tree model. In addition, column-oriented optimization approaches to MSA usually assume that sequence positions are independent and identically distributed. These assumptions do not, in general, hold for biological sequence data.
The residues in a column do not share a common ancestor: When alignment is used to study function or structure, residues in a column do not always share a common ancestor. The goal is to align residues that share the same rôle. Although functional or structural residues usually share an evolutionary history, sometimes functional or structural rôles can migrate to neighboring residues. A possible example of shifting function occurs in dihydrofolate reductase (DHFR) gene { an important chemotherapeutic target in treating cancer and various infectious diseases. In their studies on protozoan parasites, Roos and colleagues have sought to design drugs that inhibit a metabolic protein in the parasite without a ecting the infected host 62, 20, 21] . This requires identifying regions of structural or functional importance that di er substantially between protozoan and human versions of the DHFR protein.
Early sequence alignments placed the malaria parasite DHFR residue Phe 223 downstream of structurally conserved regions of the protein (within the linker region which joins DHFR to thymidylate synthase, forming a bifunctional protein in protozoa and plants) 41, 78] . This result was puzzling because mutational studies had suggested that Phe 223 plays an important rôle in drug sensitivity. Realignment using sequences from the related parasite Toxoplasma gondii indicated that Phe 223 is more likely homologous to a portion of the -sheet which comprises the enzyme backbone 62]. The T. gondii sequence thus provided additional information that suggested an alternative alignment. Other protozoan sequences in the alignment have substantial, and di erent, nucleotide biases 1 . The T. gondii gene, which has relatively equal nucleotide distribution links the other protozoan sequences, facilitating alignment. This is another example of the observation, also made by McClure et al. 54] ,that MSA's are very sensitive to sequence choice.
Phe 223 is thought to play an indirect rôle in enzyme activity, interacting with His 34 , within the active site 59]. The residue that plays this stabilizing rôle may have changed over time: a residue in a di erent position may provide this stabilizing e ect in certain taxa (e.g. kinetoplastid parasites such as Leishmania and Trypanosoma) 61] . In this scenario, a random mutation allows a previously inactive residue to take on the functional rôle played by Phe 223 . In Roos' alignment, the residues currently thought to provide this stabilizing e ect appear in the same column, but these residues in this column may not all share a common ancestor.
The tree is not unique: Another case where a tree is not an appropriate model occurs when the residues in any particular column share a common ancestor but the columns themselves have di erent evolutionary histories. A tree may describe any given column, but the columns taken together cannot be modeled by a single tree.
One situation where this occurs is exon shu ing. Most vertebrate genes consist of coding regions (exons) separated by DNA segments that are not translated into proteins (introns). The discovery of this intron/exon structure lead to the theory of exon shu ing, rst proposed by Gilbert in 1978 29] . This theory posits that exons represent functionally and/or structurally important subunits of proteins, that introns occur at the boundaries of these modules and that proteins share and re use the modules that exons encode.
The rst evidence that the same exons appear in more than one gene was found in the human low-density lipoprotein (LDL) receptor gene 74, 73] . The LDL receptor gene was shown to share 1 The statistical pro le of the primary sequence of genes can vary substantially, resulting in variations in, for example, the percentage of GC nucleotides. Such di erences tend to obscure similarities between related sequences. exons with genes for epidermal growth factor, blood clotting factor IX and complementation factor C9. Since then, many such \mosaic" genes have been discovered (see 22] for a survey). In aligning mosaic genes, a di erent tree may be needed for each exon. If the exon boundaries are known, each exon could be aligned separately. However for many sequences, the splice sites have not been determined. Detecting such boundaries would require that the alignment already be known.
Residues with di erent evolutionary histories within a single gene can also occur due to horizontal gene transfer, the transfer of genetic material between species. For example, sequences similar to the Fn3 module in bronectin have been found in bacterial proteins 11]. Fibronectin is a protein found in animals. Since Fn3 is found in both bacterial and animal proteins, one would expect to nd Fn3 modules throughout the tree of life. However, Fn3 sequences have not been found in simpler eukaryotes, plants or fungi 11], suggesting a direct transfer of genetic material between bacteria and animals. Thus, in an alignment of genes containing the Fn3 sequence, one would not expect the residues in the Fn3 module to share an evolutionary history with other residues in the alignment. More than one tree is needed to model the sequence and, as in the case of exon shu ing, it may not be possible to know where the module boundaries occur. Other examples of mixing of genetic material possibly requiring more than one tree include transposition and gene conversion.
The tree is not parsimonious Sequence data are not generally parsimonious, especially between distantly related sequences. Multiple substitution (e.g., A ! C ! T), coincidental substitution (e.g., A ! C vs. A ! G), parallel substitution (e.g., A ! C vs. A ! C) and back substitution (e.g., A ! C ! A), can all obscure the evolutionary history of a sequence.
Convergent evolution results in a situation where the parsimony criterion will lead to the wrong tree model. Residues that are similar under selective pressure because they perform the same function can appear to be closely related. An example of this occurs in cows and colobine monkeys, species that independently evolved foregut fermentation 71]. In order to maximize the nutritional bene ts of foregut fermentation, the enzyme lysozyme had to evolve in these species to function in the acidic, pepsin-rich environment of the stomach. In other species, lysozyme is only needed in the intestines. As a result, lysozymes in cows and colobine monkeys exhibit amino acid substitutions not found in other species, suggesting, wrongly, that the two species are closely related. This would result in the wrong tree for those residues.
Sequence level convergence has also been observed by Hillis and his colleagues in viral strains grown in the laboratory 40]. Phage T7 strains were grown in di erent environmental conditions characterized by di erent bacterial hosts and di erent temperature regimes. Several separate viral populations were grown for each set of environmental conditions. Phylogenetic analysis of these populations showed convergent nucleotide substitutions at speci c sites in the viral lineages in response to environmental factors (both host and temperature.) In an MSA of this viral DNA, parsimony analysis would infer a very di erent tree at those convergent sites than at other sites.
Tetraloops in rRNA provide another example of convergent evolution 36, 87] . Tetraloops are strings of six bases that form loops at the end of helices in rRNA structures. The two end bases bond, allowing the internal four bases to form a loop. Although there are 256 possible inner loop sequences, only a small number actually occur in nature. Tetraloop sequences will tend to appear to be closely related, even when they are not.
Sequence data is not i.i.d. Structural constraints prevent sequence data from being independent. Structural integrity depends on interactions between nonadjacent residues in the sequence. For example, -helices are characterized by a heptad repeat, so that there are chemical interactions between every seventh residue in helical regions. Similarly, in order to maintain the structure of the RNA molecule, distant residues bind to form a structural interaction. Compensatory mutations between distant residues that form structural bonds are selectively favored.
Sequence data are not identically distributed either. Structural constraints on protein sequences result in variations in selective pressure at di erent positions, depending on whether they are located in -helices, -sheets or random coils and whether they have a rôle in tertiary structure or biochemical function. This fact has been recognized and exploited by researchers who developed structure-speci c substitution matrices for recognizing speci c secondary structures and motifs 53, 55, 57] .
Additional variations in selective pressure occur at the DNA level. In protein coding regions, substitutions can be nonsynonymous (resulting in an amino acid substitution in the protein coded for) or synonymous (resulting in a di erent codon for the same amino acid). Due to di erences in selective presure, synonymous changes are seen with more frequency than nonsynonymous changes. Originally, it was thought that sequence positions could be classi ed as replacement sites, synonymous sites and noncoding sites and that mutation rates within each class would be relatively constant. More recently, evidence has emerged that suggests that selective pressure can vary within each class, even within a single gene or intron 46, 67] 5 Conclusion
Evolutionary trees have been used as an abstract model for multiple sequence alignment in designing algorithms and optimization criteria and in building software tools. Although frequently viewed as the fundamental model of MSA, the appropriateness of the tree model depends both on the application and the data set. After surveying the major biological applications, problems with the tree model were illustrated using examples from the biological literature. If the alignment is constructed to reveal functional or structural similarities, a tree may not correctly describe the relationship between the residues. Lateral transfers of DNA fragments between genes may result in situations where no single tree can model the entire gene. Nonparsimonious data and convergent evolution can lead to the wrong tree model. This paper is intended to give computer scientists a better understanding of the biological uses of multiple sequence alignment and how real data sets di er from the abstract assumptions made about sequence data. We hope that these ideas will provide a basis for dialogue between biologists and computer scientists and mathematicians, leading to better algorithm design and software development for multiple sequence alignment.
