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ABSTRACT
Optical remote sensing of emission lines is a well-established approach to
estimating atmospheric parameters. The neutral oxygen 844.6 nm emission
line has long been considered a good candidate for estimating the oxygen
density in the upper thermosphere due to its brightness and relatively simple
photochemistry. The primary challenge is that oxygen density estimation re-
quires knowledge of the absolute brightness of the emission line. This thesis
presents the design, operation, and analysis of the Sky-Calibrated Imaging
Photometer (SCIP). SCIP is a new ground-based instrument with the novel
capability of absolute brightness calibration using astronomical sources. The
derivation of the emission line brightness from a two-channel photometer
is presented, followed by the design of the autonomous instrument and en-
vironmental chamber, analysis of detector noise, and signal-to-noise ratio
prediction.
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The physical interactions between the Sun and Earth and the resulting effects
on atmospheric and magnetospheric characteristics are not well understood
and remain an area of active research. Direct in situ measurements of charac-
teristics of the upper atmosphere are only possible with sounding rockets or
spacecraft, which are often prohibitively expensive. Optical remote sensing
is an alternative approach. Many processes in the upper atmosphere cause
atoms and molecules to emit characteristic spectral lines. Ground-based re-
mote sensing of this “airglow” is a well-developed method for estimating at-
mospheric parameters such as winds, temperatures, and species abundance.
Measurements of emission line shapes, relative intensities, and Doppler shifts
provide a wealth of information about the upper atmosphere. The mea-
surement of absolute intensity of emission lines is less commonly used as it
requires complete knowledge of emission processes, and the processes must
be sensitive to the parameter of interest. Additionally, accurate instrument
calibration and estimation of atmospheric attenuation are challenging.
The monatomic oxygen (O) emission line at 844.6 nm has long been con-
sidered a good candidate for remote sensing using absolute line intensity
[1]. The relatively simple photochemistry of the emission makes it poten-
tially ideal for estimating O density in the upper thermosphere. Total mass
density in this region is known from satellite drag data but knowledge of
neutral composition is notoriously poor. A means of estimating O density
with a ground-based instrument would advance atmospheric models and val-
idate current understanding of physical processes. Observations of the bright
midlatitude twilight emission have been shown to be consistent with photo-
electron impact [2], [3], [4], [5]. Photoelectron flux is has been successfully
predicted by several models [6], [7], [8] and the resulting 844.6 nm emission
is directly related to O density. However, some uncertainties remain in the
emission processes. Evidence of emission due to excitation from radiative
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recombination [9], [10] and Bowen fluorescence [9] has been reported.
1.1 Motivation
The goal of this thesis is to develop a ground-based instrument to measure
absolute brightness of oxygen 844.6 nm emission in the midlatitude ther-
mosphere. An easily transportable instrument capable of autonomously ob-
serving the emission during long observation sessions will assist in a better
understanding the of the emission processes. The primary feature of the
instrument is the novel capability of on-sky absolute intensity calibration.
Observations of emission due to photoelectron impact in combination with
photoelectron flux models can be used to estimate O density. Calibrated
measurements can also be used to further understanding of other emission
processes.
While designed for the 844.6 nm emission, the instrument described in
this thesis can be adapted for other optical atmospheric emission lines. The
calibration method, detector analysis, implementation considerations, and
software tools are all applicable to similar instruments.
1.2 844.6 nm emission photochemistry
The oxygen 844.6 nm emission occurs due to radiative relaxation of the tran-
sition from the (2p33p)3P down to the (2p33s)3S state. The emission is in the
near infrared (NIR) just outside the optical range of human vision, but near
enough to be measured with many optical detectors and often considered
an “optical” emission in the literature. Figure 1.1 shows a partial Grotrian
diagram for neutral O, highlighting the 844.6 nm transition. Significant en-
ergy is required for excitation to this state and as a result excitation due to
chemical reactions involving O and deexcitation through collisional quench-
ing are not likely to affect the emission. The (2p33p)3P state is known only
to transition to the (2p33s)3S state, so there is no branching ratio that must
be considered.
The emission is a narrow triplet, with a full width half maximum of less
than 0.1 nm. According to NIST tabulations, the lines of the triplet are
2
Figure 1.1: Grotrian diagram showing some of the neutral oxygen
transitions, from [5]. The 844.6 nm emission transition is highlighted in red.
located at 844.625 nm, 844.636 nm, and 844.676 nn and the have intensity
ratios of 1:5:3 respectively [9]. The 844.625 line intensity is small enough
that the two bluer lines are effectively indistinguishable, as seen in Figure
1.2
There are two primary mechanisms for 844.6 nm emission: photoelectron
impact on O atoms and radiative recombination of O+. Solar extreme ul-
traviolet (EUV) radiation ionizes atoms in the upper atmosphere during the
day and generates high energy photoelectrons. Photoelectrons are also trans-
ported along magnetic field lines and impact O in midlatitude regions during
the twilight. Radiative recombination of O+ occurs at night, as the iono-
sphere slowly recombines in the absence of ionizing radiation. A graphical
overview of these two mechanisms is presented in Figure 1.3.
1.2.1 Photoelectron impact
The most prominent mechanism for oxygen 844.6 nm emission is excitation
and subsequent relaxation due to energetic electron impact. In midlatitude
regions electrons are accelerated by excess photoionization energy from so-
lar EUV radiation. Photoelectrons are generated locally when the thermo-
sphere is illuminated during local daylight and twilight. For ground-based
instruments, daytime 844.6 nm emission is nearly undetectable due to the
overwhelming solar background. After sunset, when the shadow height has
3
Figure 1.2: The current highest resolution spectral measurement of the
atmospheric 844.6 triplet lines (solid), overlaid with their Gaussian fits and
sum (dotted), from [9].
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Figure 1.3: An overview of the two primary mechanisms for midlatitude O
844.6 nm emission: photoelectron impact in the twilight, and radiative
recombination at night.
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sufficiently increased, the scattered background diminishes sufficiently for
airglow observations.
In addition to generation in the local thermosphere, photoelectrons are also
transported along magnetic field lines from the geomagnetic conjugate loca-
tion. For photoelectron impact from the geomagnetic conjugate to visibly
contribute to 844.6 nm emission, the local thermosphere must be in shadow
while the conjugate thermosphere is in sunlight (see Figure 1.3). Local sun-
set must occur before conjugate sunset for evening observations, and local
sunrise must occur after conjugate sunrise for morning observations. In the
northern hemisphere, this occurs during the winter. This mechanism results
in characteristic “shoulders” in the 844.6 nm brightness profile, shown in the
winter months in Figure 3.9. Brightness reduces as locally produced pho-
toelectron flux drops off with an increasing local shadow height. Then, the
profile temporarily flattens as the photoelectron flux is dominated by incom-
ing geomagnetic conjugate electrons, before dropping again as the shadow
height increases in the conjugate location. If the conjugate location is far
enough south that the thermosphere is always illuminated in winter, photo-
electron flux at will persist throughout the night. A mirrored “shoulder” is
apparent in the profile in the morning hours.
While the majority of previous observations have been consistent with
emission due to photoelectron impact [2], [3], [4], [5], evidence of radiative
recombination has been found in some midlatitude observations [9] [10].
1.2.2 Radiative recombination
Solar EUV radiation ionizes monatomic oxygen during the day. Excitation
due to radiative recombination of O+ and free electrons, followed by relax-
ation, emits 844.6 nm emission. This process occurs during daylight and
recombination continues throughout the night. Figure 1.4 shows the inten-
sity profile characteristic of radiative recombination. The emission intensity
is strongest immediately after sunset, when O+ abundance is highest, and de-
creases slowly until sunrise. Note that the “shoulders” due to photoelectron
impact are also visible in this data.
Many observations of twilight 844.6 nm emission at Millstone Hill Observa-
tory and Arecibo Observatory in 1993 - 2003 showed evidence of emission due
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Figure 1.4: Intensity profiles characteristic of both radiative recombination
and photoelectron impact, from [10]. These measurements were made at
Arecibo Observatory in March 2000.
to pure photoelectron impact [4], [5]. However, at Millstone Hill the authors
also observed a systematic persistence of nighttime airglow not predicted by
the photoelectron impact model [4]. At Arecibo nighttime emission consis-
tent with radiative recombination was observed during some March observa-
tions [10]. Concurrent high-resolution spectroscopic measurements made at
the Keck Observatory were also argued to be due to excitation by radiative
recombination [9]. The authors in [10] found agreement for optically thin
conditions, while in [9] the observations were more consistent with optically
thick conditions. Inconsistencies in radiative recombination observations may
be explained by geographic variation the ionospheric density, seasonal depen-
dence, or solar activity. Insufficient observations exist to characterize these
dependencies.
1.2.3 Other excitation processes
Other potential mechanisms for 844.6 nm excitation have been considered.
Bowen fluorescence is a process by which solar EUV radiation is absorbed by
ground-state O and results in 844.6 nm emission through cascade excitation.
Measurements of the relative heights of the triplet in the twilight have been
found to be inconsistent with Bowen fluorescence [2], [9]. At high latitudes
during large geomagnetic storms, dissociative electron impact of O2 has been
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observed to result in emission of 844.6 nm [10]. While not a focus of this
work, auroral acceleration of electrons and subsequent impact on O has been
commonly observed as a source of O excitation. High-power radio frequency
atmospheric heating experiments also cause the O emission at 844.6 nm, but
the electron acceleration process is not well understood [11], [12].
1.3 Model predictions
Excitation due to photoelectron impact is the most prominent source of 844.6
nm emission and it has been shown to be successfully predicted with pho-
toelectron transport models. Model estimations of photoelectron flux are
required for predicting expected emission rates and for relating measured
emission to oxygen density. Models which solve for photoelectron flux include
the models of Strickland and Meier [13] and Link [14], the Field Line Inter-
hemispheric Plasma (FLIP) model [6], [7], and the Global Airglow (GLOW)
model [8]. FLIP and GLOW in particular have successfully predicted exten-
sive twilight observation data. In [5], the authors found that some incorrect
predictions from the FLIP model were the result of tilted dipole magnetic
field approximation. The geomagnetic conjugate position was adjusted using
a more accurate magnetic field model to resolve inconsistencies in predictions
and observations.
For this work, the Field Line Interhemispheric Plasma (FLIP) model was
used for predicting the 844.6 nm emission due to photoelectron impact. FLIP
is an ionosphere-plasmasphere model which solves continuity, momentum,
and energy equations along a magnetic field line [7]. Most importantly for
this work, FLIP solves the photoelectron flux equations along a magnetic
field line and outputs photoelectron excitation rates for 844.6 nm emission.
The primary inputs to the model are the solar EUV flux spectrum, a wind
model or wind data, the geomagnetic activity Kp-index, the photoionization
cross sections, and the total electron impact cross sections.
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Figure 1.5: Sky emission lines in the region of 844.6 nm, with the OI triplet
circled. Adapted from Hanuschik, 2003 [15].
1.4 Absolute intensity calibration
A primary goal of this work is to develop an instrument capable of abso-
lutely calibrated intensity measurements of 844.6 nm emission. While the O
emission is bright, the background continuum due to tropospherically scat-
tered solar radiation is significant during the twilight. Other sky emission
lines, primarily OH, can also potentially contaminate observations. Nearby
emission lines are shown in Figure 1.5. Contamination from the bright OH
Meinel (6,2) band at 845.2 nm (directly to the right of the triplet) has posed
a challenge for previous observers [4], [5], [10]. Instruments require either
very narrow filters or high spectral resolution to distinguish this band from
the triplet.
Most previous observations of midlatitude 844.6 nm emission have used
a laboratory source for estimating system responsivity. Tungsten lamps or
carbon-14 luminosity sources traceable to NIST standards have been com-
monly used [1], [4], [5]. If laboratory sources for calibration are used, then
the atmospheric attenuation must be estimated or modeled. In [10] the au-
thors used model predictions of emission due to photoelectron impact to scale
their observations. The instrument presented in this thesis aims to address
a shortcoming of previous observations: the lack of a consistent and reliable
method for absolute intensity calibration, independent of photoelectron flux
and atmospheric attenuation models. Accurate calibration is critical to re-
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solving outstanding uncertainties in the production of 844.6 nm emission,
and necessary for using the emission as a remote sensing tool to estimate
thermospheric O density.
1.5 Organization of this thesis
In this introduction we have established motivation for the measurement of
the 844.6 nm emission, described the emission photochemistry, and reviewed
previous midlatitude twilight measurements. In Chapter 2 of this thesis
we present the derivation of the absolute line radiance of column emission
of 844.6 nm from a two-channel photometer and the derivation of the un-
certainty on the line radiance. In Chapter 3 we describe the instrument
requirements and implementation, including hardware, software, environ-
mental chamber, and operations. We review data processing to prepare
raw data for line radiance retrieval and present model predictions for the
emission intensity. In Chapter 4 we summarize the instrument noise char-
acterization and performance, preliminary calibration results, and simulated
signal-to-noise ratio results. Future work includes deploying the instrument




The scientific goal of the instrument presented in this thesis is to estimate
the O 844.6 nm emitted line radiance. “Emitted line radiance” refers to
the column-integrated emission brightness in photons per square meter per
second per steradian [phot/m2/s/sr] or Rayleighs [R]. There are two primary
challenges in making line radiance measurements: separating background
radiation and absolute calibration of the 844.6 nm emission.
The background at 844.6 nm is overwhelmingly scattered solar blackbody
radiation. To separate the background emission from O 844.6 nm emission,
measurements of both the emission line and the scattered solar blackbody are
necessary. Contamination from other nearby sky emission lines shown in Fig-
ure 1.5 must be avoided. Spectroscopy is one potential method of estimating
both the background and the emission line intensity, while clearly distin-
guishing other emission lines. However, accurate spectroscopy for a narrow
emission line requires a high resolution spectrometer with a large aperture,
which would be expensive and difficult to transport. Photometry can be
accomplished with a much smaller and less costly instrument, using narrow
bandpass filters on an “on-band” and “off-band” channel. The emission line
is captured in the on-band channel and the background solar blackbody ra-
diation is captured in the off-band filter, and from these measurements the
line brightness can be retrieved. The scattered solar blackbody varies slowly
enough with wavelength that it can be approximated as constant across both
filters. One challenge of this method is that the shape of the on-band fil-
ter and the emission line will significantly impact the measurements. The
emission line shape is assumed from previous high-resolution spectroscopic
measurements [9], and the wavelength-dependent transmissivity of the filters
must be calibrated in a laboratory setting.
Regardless of how background light is separated from the O emission, it
is necessary for line radiance retrieval to calibrate the measurements against
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a source of known brightness and account for variable atmospheric attenu-
ation. A new approach for absolute intensity calibration presented in this
thesis is the use of astronomical sources for calibration of 844.6 nm emis-
sion. Atmospheric attenuation of 844.6 nm occurs primarily in the lowest
10 km of the atmosphere and the airglow and astronomical sources will be
equally attenuated. Some nebulae emit 844.6 nm emission, but their radi-
ance is highly spatially dependent and very dim in comparison to airglow
[16]. Alternatively, many stars emit bright blackbody radiation at 844.6 nm.
Measurements of bright stars compared to published photometric data will
be used to estimate the atmospheric attenuation and the responsivity of the
instrument. As with the scattered solar background, stellar blackbody ra-
diation can be approximated to be wavelength-independent across narrow
bandpass filters. Using this method stellar calibration can account for all
wavelength-independent attenuation and responsivity.
The Sky-Calibrated Imaging Photometer (SCIP) is a two-channel steerable
photometer designed to make the necessary measurements to estimate the
844.6 nm line radiance.
2.1 Line radiance retrieval model
The target 844.6 nm emitted line radiance IO is the integral over wavelength
of the emission line spectral radiance J844.6(λ). Photometric sensors inte-
grate over wavelength, so J844.6(λ) cannot be directly measured. Instead, the








The emission line shape is assumed from previous spectral observations,
and normalized such that its integral is equal to one. Then IO is estimated
from the photometer on-band and off-band measurements. The on-band
photometer filter transmissivity is centered approximately on the 844.6 nm
line. The on-band detector measures photons from both the emission line and
the background. The off-band filter is centered at a nearby wavelength with
no significant emission lines. The entire signal in the off-band photometer is
attributed to the solar blackbody background. Exact filter characteristics will
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be discussed in Section 3.1. First, a model of the measurements is developed
to determine how the line radiance can be retrieved.
2.1.1 Off-band measurement model
The goal of the off-band channel measurement is to estimate the background
spectral radiance Jbb [phot/m
2/s/sr/nm]. The total off-band measurement,
Noff [counts] from the off-band detector, after bias and dark current sub-








foff(λ) Jbb dλ (2.2)




where Noff [cts] is the total off-band measurement, Npix is the total number
of detector pixels, t [s] is exposure time, A [m2] is the aperture area, Ωp [sr]
is the field of view of one pixel, αoff,0 is the off-band efficiency factor, foff(λ)
is the normalized off-band filter transmissivity, and Jbb [phot/m
2/s/sr/nm]
is the column-integrated background spectral radiance. The efficiency fac-
tor αoff,φ is the ratio of counts to photons at the zenith angle φ. The effi-
ciency factor accounts for wavelength-independent atmospheric attenuation
and instrument responsivity. The efficiency factor is estimated from stellar
observations discussed further in Section 2.1.3.
2.1.2 On-band measurement model
In combination with the background spectral radiance Jbb, the on-band mea-
surement is used to estimate the emission line radiance IO. The total on-
band measurement Non [counts], after bias and dark current subtraction, is































where Non [cts] is the total detector measurement, Npix is the total number
of detector pixels, t [s] is exposure time, A [m2] is the aperture area, Ωp
[sr] is the field of view of one pixel, αon,φ is the on-band efficiency factor at
zenith angle φ, and fon,i(λ) is the normalized on-band filter transmissivity
for pixel with index i. In the on-band, the summation over all pixels cannot
be simplified, due to the filter transmissivity dependency on the angle of
incidence, and therefore the pixel location. The off-band filter has the same
dependency, but it is disregarded as Jbb is approximated as constant with
respect to wavelength. Equation 2.6 can be solved for the emission line
radiance IO which is the goal of SCIP.
2.1.3 Stellar measurement model
The efficiency factors αoff,φ and αon,φ account for attenuation due to the
atmosphere at the given zenith angle φ, attenuation due to protective glass
and instrument domes, filter transmissivity, detector QE, and detector gain.
These factors are approximated as wavelength-independent across the narrow
filter passbands.
The efficiency factors are estimated using observations of stars with pub-
lished spectral data. The zenith angle relates to the thickness of the atmo-
sphere (and therefore the attenuation) along the line of sight. Reference stars
are imaged by the on- and off-band channels throughout a night of observing.
The αφ correction factors are estimated from a given star imaged at a range
of zenith angles and are fit to an atmospheric airmass model. The efficiency
factor at arbitrary zenith angle is used to calibrate airglow measurements.










fon(λ) Fs,on dλ (2.8)
where αφ is the zenith angle dependent efficiency factor, f(λ) is the nor-
malized filter transmissivity, and Fs,off and Fs,on are the stellar fluxes ap-
proximated as wavelength-independent in the off-band and on-band filter
bandpasses.
2.2 Line radiance retrieval uncertainty model
The uncertainty of each measured and estimated quantity used in the re-
trieval of the emission line radiance IO determines the uncertainty on IO.
IO is a function of the measured quantities Noff and Non. Incorporating the
calibration factor uncertainty is complicated by several considerations. The
factors are based on published stellar spectra, and αφ values retrieved from
the photometer’s stellar measurements and fit to the airmass model. For
this first-order derivation, the zenith efficiency factors are assumed to have
no uncertainty. All variables aside from the two measured quantities Non and
Noff are combined into constant Ks for clarity.











































Equation 2.11 gives the retrieved emission line radiance IO as a function of
the measured variables Noff and Non. The covariance of all measurements is
assumed to be zero. The error propagation equation as presented by Beving-
ton [17] gives the variance of IO, σ
2
I0
, in terms of the variance of the measured
quantities σ2Noff and σ
2













































In this chapter we have shown how measurements from a photometer with
an on-band and off-band channel can be used to retrieve the absolute O
844.6 nm emitted line radiance. The off-band channel measures the inte-
grated background signal and the on-band channel measures the addition of
the integrated emission line and integrated background signal. The uncer-
tainty on both measurements, as well as uncertainty on stellar observations,




We have laid out the basic requirements for the SCIP system in Chapter
2. An on-band and off-band channel are required to make measurements of
the emission line, the background, and stars for calibration. SCIP should
also be autonomous and easily transportable to maximize its utility in data
collection. These requirements drive the fundamental design and operation
of the instrument, which then drive environmental requirements and software
design.
3.1 Photometer
SCIP requires two telescopic channels, each with a narrowband filter and
detector. The detectors must be sensitive around 844.6 nm, and must be
imaging detectors, so that calibration stars can be easily identified and mea-
sured. SCIP must be able to point at and track stars on the sky, and must
be able to operate autonomously throughout a night of observation. The
assembled photometer and mount are shown in Figure 3.1.
3.1.1 Telescopes
Both channels of SCIP have identical optical design, apart from the narrow-
band filters. The telescopes are refactors with a single lens and a detector
mounted at the prime focus. Table 3.1 summarizes the telescope character-
istics. The relatively large field of view (FOV) is desirable for locating stars
for instrument alignment and calibration. A sample image of the Moon is
shown in Figure 3.2 to illustrate the FOV of the photometer channels.
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Figure 3.1: The SCIP two-channel photometer on the motorized mount.
Figure 3.2: An image of the Moon from the SCIP on-band photometer,
illustrating the instrument’s field of view. The off-band channel has an
identical FOV.
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Table 3.1: Summary of telescope characteristics.
Aperture diameter 50 mm
Focal length 250 mm
f/# f/5
Detector field of view (FOV) 172 arcmin x 138 arcmin
3.1.2 Mount
SCIP’s two channels are mounted on a motorized telescope mount. The
mount moves in the altitude and azimuth, and therefore long exposures will
result in frame rotation. The 844.6 nm emission and background are approx-
imated to be uniform across the instrument field of view, so frame rotation
can be disregarded when imaging airglow. For stellar measurements, long
exposure times occasionally result in streaking due to frame rotation or im-
precise pointing. However, the method for processing stellar measurements
(described later in Section 3.5.2) is not affected. The mount is GPS-equipped,
and requires a manual star alignment procedure to be run from the hand
controller any time it is moved or loses alignment. Mount characteristics are
summarized in Table 3.2.
Table 3.2: Summary of instrument mount characteristics.
Mount model iOptron CubePro
Hand controller model 8401HC
Type Altitude-azimuth
Pointing resolution 1 arcsec
Software interface iOptron ASCOM-compatible driver
3.1.3 Filters
The designs of the on-band and off-band channels are differentiated only by
their narrowband filters. The filters are thin film interference filters with 0.28
nm full width at half maximum transmission. Figure Table 3.3 summarizes
the filter characteristics. The effective thickness of the interference filter
varies with the angle of the incident light. Therefore the center wavelengths
of interference filters are dependent on the angle of incidence, which results in
a range of transmissivity across the CCD. The angle of incidence dependency
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Figure 3.3: Model of the OI 844.6 emission line spectral radiance, overlaid
with the off-band filter transmissivity and the on-band filter transmissivities
at the minimum and maximum angle of incidence θ at 25 ◦C.
is disregarded in the off-band since the background radiance is approximated
as constant. The dependency is significant for the on-band, due to the narrow
width of the emission line. Figure 3.3 shows a modeled comparison of the
filter bandpasses and the emission line, and shows the extremes of the on-
band filter transmissivities due to the angle of incidence variation. The center
wavelength of the off-band channel was chosen to be close to 844.6 nm without
overlapping any sky emission lines. The center wavelength of the on-band
channel was chosen such that it overlaps with the O 844.6 nm emission line
for the angles of incidence across the CCD.
Table 3.3: Summary of filter characteristics.
Characteristic Off-band filter On-band filter
Model Andover ANDV16142 Andover ANDV16141
Center wavelength at 25 ◦C 848.01 nm 844.80 nm
FWHM 0.28 nm 0.28 nm
Peak transmission 50.20% 44.58%
The effect of the angle of incidence dependency across the CCD was char-
acterized for the purpose of signal-to-noise ratio estimation and data process-
ing. The filter and imaging detector are assumed to be parallel. Using the
thin lens approximation, the angle of incidence θi for a pixel i at a distance








Figure 3.4: Curve fit of center wavelength vs. angle of incidence, on-band
filter, 22 ◦C.
where f is the focal length of the photometer. The relationship between the
center wavelength on the angle of incidence was measured for the on-band
filter (Figure 3.4). The integral
∫
λ
fon,i(λ) J844.6(λ) dλ from Equation 2.6 was
evaluated for every pixel. Figure 3.5 shows the significant effect of the angle
of incidence. The measured counts from the 844.6 nm emission line vary by
a factor of two across the detector.
Similar to angle of incidence, the filter temperature changes the filter thick-
ness due to thermal expansion. The filters were designed for use at 25 ◦C
and the instrument was designed with adjustable heaters. The design places
a constraint on the ambient temperature, which must remain below 25 ◦C so
that the on-band filter can be held at the correct operational temperature.
3.1.4 Imaging detector
CCD image sensors were chosen as the detector for SCIP. Commercial optical
CCDs are sensitive in the long-wavelength optical and NIR, have desirable
low dark noise characteristics, are capable of high dynamic range, and are
readily available with cooling systems and control software. The character-
istics of the ATIK CCD cameras chosen for SCIP are summarized in Ta-
ble 3.4. These CCDs are capable of on-chip binning which reduces readout
noise. As will be discussed in Section 4.2, SCIP measurements are read-noise
21
Figure 3.5: Normalized counts per pixel collected by the on-band
photometer due to the variable angle of incidence. Filter transmission and
triplet profile shown in Figure 3.3 and curve fit in Figure 3.4 were used to
create this simulated image.
dominated, and choosing the correct level of on-chip binning is critical for
achieving a sufficient signal-to-noise ratio.
Table 3.4: Camera manufacturer’s specifications.
Model ATIK 490EX
Sensor SONY ICX814ALG
Resolution 3380 x 2704
Pixel size 3.69 x 3.69 µm
Pixel FOV 3.04 arcsec or 2.170x10−10 steradians, square
QE 26% at 844.6 nm
Gain factor 0.19 e−/count
Readout noise 5 e−/pixel
Dark current 0.0003 e−/s at 10 ◦C
3.2 Environmental chamber
SCIP requires environmental control, protection from the elements, and a
constant power supply for observation sessions. The environmental chamber
was designed to protect the instrument and allow for outdoor use for weeks
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at a time. Temperature and humidity requirements are important for cor-
rect operation as well as preventing damage to the system. The maximum
ambient temperature is the operational temperature of the filters, 25 ◦C.
The ambient temperature should remain above 5 ◦C to prevent damage to
the control computer. Humidity levels should remain below 60% to prevent
damage to electronics. The SCIP system requires a waterproof enclosure for
protection from precipitation.
A 120 V AC power connection is required at no more than 10 A to operate
the control computer, mount, cameras, filter heaters, ambient heater and
air conditioner. Remote monitoring requires an internet connection, but the
SCIP system can run observation sessions autonomously without a network
connection. SCIP must have an unobstructed view of the sky as low as zenith
angle of 60◦ and rotate freely to any azimuth to image calibration stars.
3.2.1 Chamber design
The environmental chamber was designed with a clear acrylic dome sealed
to an aluminum box. The dome and box lid lift off of the box to allow ac-
cess to the SCIP system. Acrylic was chosen as the dome material since it
is lightweight, inexpensive, and has a transmissivity at 844.6 nm of approx-
imately 90%. The acrylic is susceptible to clouding due to microscratches
and may require polishing to maintain its clarity. Within the dome, there is
sufficient volume for SCIP to rotate and point arbitrarily on its mount. An
image of the chamber is shown in Figure 3.6.
Midlatitude temperatures regularly exceed the SCIP system’s limits. The
environmental chamber requires both a heating system and a cooling sys-
tem. Temperature cycling should be avoided when possible, as it will re-
duce the lifetime of the filters. Temperature control is accomplished with a
thermostat-controlled relay. The air conditioner or the mini space heater can
be plugged into the relay, and the thermostat remote adjusted for the device
and desired temperature range. When in use, the heater should be pointed
away from SCIP’s cameras and set to the lowest output power. The air con-
ditioning unit is separate from the chamber, and flexible hoses are connected
to the chamber’s air inlet and outlet. The hoses are connected via screws
and nuts to the chamber, and can be disconnected and the inlet and outlet
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Figure 3.6: Image of SCIP in the environmental chamber.
holes covered when the air conditioner is not in use. A reflective sun shade
covering is recommended during the day, to reduce solar heating in the dome
and limit the load on the air conditioner. A container of moisture absorber
should be kept in the chamber and replaced regularly to reduce humidity.
Ambient temperature and humidity are recorded using an Si7021 sensor
interfaced with the control computer through an Arduino Nano. Blue LEDs
are also connected to the Arduino. Blue light will not pass through SCIP’s
filters, and allows for remote nighttime monitoring of SCIP’s pointing and the
thermostat reading through the control computer’s webcam. An exterior AC
power and Ethernet plug are located on the side and bottom of the chamber,
respectively. Power and data connections are shown in Figure 3.7.
3.3 Operational considerations
SCIP can only make measurements of the O 844.6 nm emission after local
sunset and before local sunrise. During the day, the scattered solar back-
ground completely overwhelms the signal. Skies clear of fog and clouds are
required because water vapor greatly attenuates the 844.6 nm signal. The
moon is bright in 844.6 nm, so observations made near the full moon will not
yield good data. Local light sources such as streetlamps, vehicle headlights,
































Figure 3.7: Diagram of SCIP system electrical connections. Power
connections are shown in orange, and data connections are shown in blue.
able to image calibration stars throughout the night, so it requires and unob-
structed view of the sky down to a zenith angle of 60◦. When the geomagnetic
conjugate location is illuminated, the emission due to photoelectron impact
changes rapidly, and measurements should be made as frequently as possible.
During these twilight periods, calibration star images are not required. Emis-
sion due to radiative recombination changes more slowly, so measurements
during local and geomagnetic conjugate night can be made less frequently,
and calibration star images should be made regularly. During the day, SCIP
should be pointed several degrees below the horizon to eliminate the risk of
direct sunlight damaging the telescopes and detectors.
3.4 Software
SCIP is required to carry out observation sessions autonomously, without
human intervention. A set of Python scripts was developed to interface with
the components of SCIP and make measurements.
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3.4.1 Hardware control
The SCIP control computer runs the Python script which controls the system
hardware and records data. The cameras use drivers and a dynamic-linked
library (DLL) provided by the manufacturers. DLL functions are accessed
with the ctypes library. The mount driver is provided by the manufacturer
and is ASCOM compatible. ASCOM (Astronomy Common Object Model)
is a standard for interfacing with astronomical hardware. The ASCOM Tele-
scope Interface is used to control the mount. The ATIK camera drivers are
also ASCOM compatible, but on-chip binning settings are limited to a maxi-
mum of 8 in each axis, which limits the instrument’s SNR. The DLL interface
allows for arbitrarily large binning values. The Arduino Nano which reads
the temperature and humidity sensor is connected to the control computer
via USB and a virtual COM port.
3.4.2 Autonomous observation software
Figure 3.8 shows the high-level flowchart for SCIP autonomous operations.
When the Python script is started, it first reads the schedule file. The sched-
ule is a text file which contains user-defined sessions. A session can last
anywhere from several hours to days or weeks. If a session is in progress, the
control software will command SCIP to image either airglow or calibration
stars, depending on the position of the sun relative to the horizon in the
local and geomagnetic conjugate locations. The schedule file also contains
the user-defined exposure times for the airglow and the calibration stars. See
Table 3.5 for a list of all settings in the schedule file.
3.4.3 Data handling
The CCD cameras output 16 bit arrays, variable in size depending on the
binning value. The arrays are stored using the Flexible Image Transport
System (FITS) file format. The FITS header for each file includes all meta-
data for the current observation session and the current system condition.
See Table 3.6 for the list of keywords in the FITS header. FITS files created
during an observation session can be saved to a folder which automatically
syncs with a cloud-based Box folder, or saved to an external drive. Expected
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Figure 3.8: Autonomous observation flow chart.
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instrument SCIP instrument name
observer Dawn Haken observer name
folder name testfolder folder name for data
lat 40.167400 latitude, north is positive
lon -88.159047 longitude, east is positive
elev 219 site elevation in meters
conj lat -61.48 latitude of the geomagnetic
conjugate




session start time and date
end 02/24/2020
18:00:00
session end time and date
observation direction zenith direction to observe airglow




airglow images per cal
star
10 number n of times to image the
airglow between star images
data volumes should be calculated before beginning an observation session,
to avoid running out of storage space on the control computer. Data volume
will depend on the length of the session, the rate at which images are taken,
and the binning settings of the images. In addition to the FITS files, the
SCIP software creates a log file which records the time and the actions taken
by the software, to aid in debugging unexpected behavior.
3.5 Data processing
Raw measurements from the detectors require processing to account for ad-
ditive noise before they can be used in the line radiance retrieval outlined in
Chapter 2.
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SIMPLE T conforms to FITS standard (T/F)
BITPIX 32 array data type
NAXIS 2 number of array dimensions
NAXIS1 3379 image width in pixels
NAXIS2 2703 image height in pixels
OBSERVER Dawn Haken observer responsible for data
TELESCOP SCIP instrument used for data collection
CAMERA c1 camera designation, c1 or c2






LATITUDE 40.167400 from schedule.txt, north latitude is
positive
LONGITUD -88.159047 from schedule.txt, east longitude is
positive
RA 18.167 right ascension of the mount
DEC 40.167 declination of the mount
ALT 89.975 altitude of the mount
AZ 269.996 azimuth of the mount
AMB-TEMP 22.20 ambient system temperature in C
AMB-HUMI 32.78 ambient system humidity in percent
CCD-TEMP -3.02 CCD temperature in C
TARGET dark target object or type of image
EXP-TIME 30 exposure time in seconds
BINNING 1 x and y binning factor
COMMENT none additional comments about data
3.5.1 Airglow measurements
The off-band and on-band summed counts Noff and Non must be bias sub-
tracted and dark current subtracted. Flat-fielding is irrelevant when all pixel
29








noff,i −Boff,T −Doff,t,T (3.3)
(3.4)
where Npix is the total number of pixels, BT [counts] is the CCD temperature-
dependent bias level summed over the CCD, and Dt,T [counts] is the dark
current summed over the CCD for the given integration time t [s] and CCD
temperature T [C]. A detailed analysis of the bias and dark current charac-
teristics of the SCIP CCDs is presented in Chapter 4.
3.5.2 Stellar measurements
The number of counts attributed to a star in the field of view is estimated
using aperture photometry. An aperture is drawn around the star, and an
annulus is defined around the aperture in which there are no other stars
present. The pixel values in the central aperture are summed, and the median
value from a surrounding annulus is subtracted from the sum. The result is




(ni − nmedian) (3.5)
where Nstar is the counts measured from the star, NApix is the number of
pixels in the aperture, ni [counts] is the pixel value for a given index i inside
the aperture, and nmedian [counts] is the median pixel value in the annulus.
Basic aperture photometry is sufficient for SCIP. More involved methods
such as point spread function fitting are only necessary when stars overlap
one another. The shape of the aperture is irrelevant as long as it contains
the entire image of the star, making this method robust to streaking.
From Nstar, the efficiency factor of the photometer is estimated as shown
in Equations 2.7 and 2.8. The efficiency factors are then fit to an airmass
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model. A number of airmass models exist, with variable accuracy near the
horizon. For SCIP, the simple interpolative airmass model from Young and
Irvine [18] is sufficient:
A = secφ
(
1 − 0.0012(sec2 φ)
)
(3.6)
where φ is the true zenith angle. Stars used for stellar calibration will be
at or below a zenith angle of 60◦, where this model is sufficiently accurate.
Atmospheric refraction at these angles is less than 3 arcmin [18] so apparent
and true zenith angle are approximated to be equal. The curve to which
retrieved values of α(φ) are fit is:
α(φ) = α0 secφ
(
1 − 0.0012(sec2 φ)
)
(3.7)
Note that Equation 3.7 is for the airmass, or thickness of the atmosphere.
The attenuation is not linearly related to the airmass.
3.6 FLIP model predictions
As discussed in Section 1.2.1, twilight emission from excitation due to photo-
electron impact is the predominant source of 844.6 nm emission. The FLIP
model was used to produce predictions of 844.6 nm emission intensity at
the Aeronomy Field Station at the University of Illinois. The coordinates
of the Aeronomy Field Station are 40◦ N, -88◦ W. The FLIP model calcu-
lated the geomagnetic conjugate location to be 63◦ S, 258◦ E in the South
Pacific Ocean, east and south of Cape Horn. The tilted dipole geomagnetic
conjugate location of the Aeronomy Field station was verified to be 2◦ north
and 1◦ west of the more accurate International Geomagnetic Reference Field
(IGRF-13) model. This offset results in a sunrise and sunset time difference
of no more than 15 minutes.
The seasonal variation in the emission intensity is clear in the FLIP model
predictions, shown in Figure 3.9 for every other month in 2019. At the
Aeronomy Field Station, the characteristic “shoulders” of the photoelectron
impact emission are visible from September through March. From October
through April the geomagnetic conjugate thermosphere is always illuminated.
Local photoelectron flux never falls to zero and 844.6 nm emission is apparent
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Figure 3.9: FLIP model predictions of 844.6 nm emission for the first day of
each month of 2019 at the Aeronomy Field Station. Results are plotted for




The wind model chosen for the FLIP run has a significant impact on the
predicted brightness. The Aeronomy Field Station houses a Fabry-Perot
interferometer used for wind estimation. If available, this data should be




A thorough characterization of the detectors is required to prove that SCIP
measurements attain a signal-to-noise ratio sufficient to retrieve the 844.6
nm line radiance with a reasonable uncertainty.
4.1 CCD noise sources
Understanding CCD detector noise requires understanding the structure and
function of the CCD array. CCDs are imaging detectors made up of a grid
of capacitive pixels. Photons incident on the sensor generate electrons which
are accumulated in each pixel. The fraction of incident photons which result
in electron generation is the quantum efficiency (QE) which is wavelength-
dependent. The charges trapped in each pixel are shifted across the CCD
grid by varying the control voltages, and then read out one at a time through
a sampler, amplifier, and analog-to-digital converter (ADC). A constant bias
level is added to the signal so that the ADC reading is always positive. The
digital output is a integer value with units referred to as counts. A detailed
description of CCD structure and function with relevant discussion for imag-
ing the sky can be found in McLean’s Electronic Imaging in Astronomy:
Detectors and Instrumentation [19].
There are three major noise sources for CCDs. Shot noise is the Poisson
noise on the counting of the incoming photons. The standard deviation of the
shot noise is the square root of the number of photons detected. Dark noise
or thermal noise is the Poisson noise on electrons generated in the sensor due
to thermal fluctuations. Read noise is any noise due to voltage fluctuations
in processing chain that converts the electrons to counts.
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4.1.1 Dark noise
Dark noise is the Poisson noise on the dark current, the generation of elec-
trons in the CCD array due to thermal fluctuations. The dark current of a
detector can be characterized and the mean subtracted from the measure-
ment, but the dark noise persists. Many modern CCDs achieve extremely low
dark current with the help of integrated coolers. The dark current in SCIP’s
CCDs is so low that it can be disregarded except in the case of integration
times 30 minutes or longer.
4.1.2 Bias level and read noise
Bias level and read noise are characterized with bias images. A bias image is
the output of the CCD for an instantaneous exposure with no incident pho-
tons. A true instantaneous exposure is impossible because all pixels must be
shifted and read out individually, but if the dark current is small, a minimum
exposure time is sufficient. The SCIP CCDs easily meet this requirement for
the minimum exposure time of 1 µs. The mean of the bias image is the bias
level and the standard deviation of the bias image is the read noise. Read











where read [counts] is the read noise, Npix is the total number of pixels in
the image, and Ni [counts] is the value of pixel with index i.
Bias level and read noise are of particular concern for SCIP. The bias level
must be subtracted from every airglow observation, and instrument is read
noise dominated. As with dark noise, read noise and bias level are both
inversely dependent on temperature. The bias level also varies with pixel
location. Figure 4.1 and 4.2 show the positional and temperature dependence
in bias images from the SCIP CCDs. These figures were created by producing
a median image from 50 bias images at each temperature, and then averaging
along the rows and columns to create one-dimensional cross sections. Figure
4.1 shows the row-averaged plots, where there is a clear slope due to the
imperfect charge transfer efficiency. As the electrons in the pixels are shifted
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Figure 4.1: Bias image cross section: mean row values of the median of 50
bias images at a range of temperatures.
across the CCD, some charges remain trapped in the wells. The effect is worse
at higher temperatures. Three bad rows with consistently higher readings are
also visible. Figure 4.2 shows the column-averaged plots. There is variation
which is significantly reduced at lower temperatures. Several bad columns
are apparent as well. Pixels values which are consistently higher are simply
subtracted from measurements with the bias level.
Read noise can be thought of as the variation on the bias level. SCIP
images of the 844.6 nm emission are summed across the CCD in software as
described in Section 3.5.1. In this case the critical parameter is the “total
read noise” for the summed image. Read noise is Gaussian-distributed and
therefore the total read noise NR is the average variance summed over the
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Figure 4.2: Bias image cross section: mean column values of the median of
50 bias images at a range of temperatures.
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total number of pixels Npix:
NR = Npix ∗ read2 (4.2)
where read is the read noise defined in Equation 4.1.
4.2 Binning
Apart from reducing the temperature, on-chip binning is another method
which can be used to reduce read noise. On-chip binning is the process
of combining electrons trapped in multiple pixels into “superpixels” before
readout. The read noise is approximately the same for a superpixel as an
individual pixel. Fewer pixels are read out, reducing the total read noise and
the image resolution. Typical binning values are 2x2 and 4x4 for targets with
low surface brightness, and in spectrometers x15 or more can be used at a
right angle to the spectrum [19]. Larger binning values are used rarely for
special applications. Read noise is only constant for small binning values.
For large binning values the read noise per superpixel begins to increases.
Read noise was experimentally determined for the SCIP CCDs by calcu-
lating the standard deviation of the bias images at a range of binning values.
Figure 4.3 shows that the read noise per pixel is nearly constant for small
binning values, but increases dramatically at large values. This data alone is
insufficient to determine the appropriate binning level. The critical param-
eter for SCIP airglow measurements is the total read noise of the summed
image NR defined in Equation 4.2. The total read noise for the same bin-
ning values is plotted in Figure 4.4. In this plot it is clear that the minimum
total read noise occurs at a binning value of approximately 12 x 12 for both
channels. The total read noise for an unbinned image is more than an order
of magnitude greater than the 12 x 12 binned case. Binning is critical to
achieve a good SNR.
4.3 Signal-to-noise ratio
This section presents the theoretical and simulated SNR based on the noise
analysis of the CCDs.
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Figure 4.3: Per-pixel read noise vs. binning values for the on-band and
off-band CCD cameras, calculated as per Equation 4.1.
Figure 4.4: Total read noise of the summed CCD vs. binning values for the
on-band and off-band CCD cameras, calculated as per Equation 4.2.
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4.3.1 Airglow SNR model
The signal-to-noise ratio (SNR) is the ratio of the measured signal to the
standard deviation of the signal. SNR was estimated using the instrument
parameters and noise characterization. Noise terms are added in quadrature.




where g [counts/electron] is the CCD gain. Dark noise ND [electrons] is due
to thermal generation of electrons, and is also Poisson distributed:
ND = t ∗ dark ∗Npix (4.4)
where t [s] is exposure time, dark [electrons/s/pix] is the temperature-dependent
dark current, and Npix is the total number of pixels. Total read noise NR
[electrons] is experimentally determined and dependent on the binning value,
as defined in Equation 4.2. NR is doubled to account for the read noise on
the airglow measurement as well as the read noise on the bias level which is
subtracted from the measurement.
The signal-to-noise ratio for one channel measurement, Noff or Non in
counts, is as follows:
SNRoff =
Noff/g√




NP 2on +NDon + 2NRon
(4.6)
The variance of the measurements is the square of the denominator:
σ2Noff = NP
2
off +NDoff + 2NRoff (4.7)
σ2Non = NP
2
on +NDon + 2NRon (4.8)
which flows into the calculation of the uncertainty on the line radiance mea-
surement derived in Section 2.2.
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4.3.2 SNR simulation
SNR simulation code was developed to predict SNR and line radiance re-
trieval uncertainty, and select the ideal integration time for airglow observa-
tions. The inputs to the code are the emission and background intensities
and the integration time. Telescope, filter, and camera parameters as well as
experimentally determined CCD characteristics are required for SNR estima-
tion. Radiance retrieval uncertainty was calculated as described in Section
2.2. Figure 4.5 shows estimated SNR for average emission line and back-
ground intensities. The linear relationship between the integration time and
SNR is due to the domination of the read noise term. Performance with no
binning is poor. Long integration times cannot be used to overcome poor
SNR since the emission intensity is highly time-dependent in the twilight.
Figure 4.5: Signal-to-noise ratio of the off-band and on-band for typical
intensity values, and resulting uncertainty on the line radiance retrieval.
SNR is greatly improved at the optimal 12 x 12 binning, as shown in
Figure 4.6. The line radiance retrieval uncertainty is well into the single-
digit percent. It should be noted that the uncertainty estimation does not
account for the SNR of stellar measurements. However, these results are
promising and the true uncertainty is likely to be sufficient.
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Figure 4.6: Signal-to-noise ratio of the off-band and on-band for typical
intensity values, and resulting uncertainty on the line radiance retrieval,




The SCIP instrument shows promise as a tool for estimating the emitted
radiance of the O 844.6 nm emission line. The absolute brightness of the
emission can be used to determine the oxygen density, a critical parameter for
understanding physical processes in the upper atmosphere. The SCIP system
has been extensively characterized and the necessary operational software has
been written and tested.
The vital next step in this effort is the deployment of the SCIP system for
emission line measurements at the Aeronomy Field Station. According to the
FLIP model simulations, excitation due to photoelectron impact should re-
sult in strong 844.6 nm signal in October through March, and measurements
should be made in the summer months to search for evidence of radiative
recombination. The Aeronomy Field Station at the University of Illinois is
equipped with a Fabry-Perot interferometer used for the estimation of local
wind. At the time of writing, the research group of Prof. Jonathan Makela
maintains the instrument and produces nightly wind data. This data should
be included as an input for the FLIP model to produce the most accurate
estimates of 844.6 nm emission.
Apart from observation of midlatitude 844.6 nm emission, other applica-
tions of this instrument should be explored. Absolute intensity measurements
of the 844.6 nm emission produced during atmospheric heating and auroral
excitation could advance understanding in both areas. The development of
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