Performance is an important aspect of software quality; in some real-time systems, poor performance can cause physical damage or even deaths. This paper describes how data from profiles taken at different loads may be combined to help locate performance bottlenecks that are distributed widely throughout a large program or system, such as those due to inlined functions or macros.
Introduction
Profiling has been widely used for decades to help locate performance bottlenecks. It is nonetheless useful to quickly review this almost-reflexively-used technique in preparation for looking at different ways of using it.
A given type of profiling drastically filters a program's execution history to provide the needed information within a finite storage budget. Most profiles form a histogram of program-counter values, sampled either deterministically or randomly [MT93] .l The program-counter information may be augmented with function-call counts in order to get gprof-style profiling [GKM82] . Machine-specific knowledge may be incorporated into a toolset in order to help the user determine what types of overhead are affecting a given segment of code [GH93] . Reiser and Skudlarek show how to use a particular variant of differential profiling to find localized algorithmic bottlenecks [RS94] . This paper presents generalized differential profiling and shows how to use this technique to locate bottlenecks that are diffused throughout a program or system, such as those caused by data or lock contention in parallel programs. 'Entirely different approaches are possible: disk activity, memory consumption, and cache misses are just a few of the things that might be profiled.
This paper describes some methods of extracting more information from whatever data is retained, particularly for parallel programs and systems. For concreteness, this paper takes its examples from the conventional sampled-program-counter variety of profiles.
Section 2 gives an overview of differential profiling. Section 3 demonstrates use of multiple profiles to pinpoint performance problems on several "toy" problems. Section 4 describes experiences using these techniques on large programs.
Differential Profiling
The basic idea behind differential profiling is to collect profiling data at two different load levels and compare the corresponding portions of these two data sets. For example, two sets of instruction-by-instruction profiling data might be collected. Then the ratios of the profile counts for corresponding instructions in the two runs may be sorted, bringing those instructions that increased most in overhead to the front of the sorted list.' These instructions are the ones most likely to be affected by cache thrashing, data contention, or simply poor choice of algorithm.
Locating the corresponding source code and data structures can pinpoint those data structures and algorithms that can benefit most from optimization effort, even in cases where use of these structures and algorithms are diffused throughout a system, for example, by macros or inlined functions.
In theory, extrapolation could be used to estimate resource consumption at higher loads than were measured. In practice, measurement errors, utilization of multiple resources, and changes in behavior usually render the always-dangerous process of extrapolation completely foolhardy.
There are nevertheless situations where the risks involved in this sort of extrapolation can be tolerated. For example, careful performance extrapolation might be used to help argue for the equipment and labor expenditures required to test at a higher load than could otherwise be justified. However, the following section shows that a class of algorithms commonly used in parallel programs can make extrapolation extremely dangerous. This is in addition to the time required to execute the critical section and surrounding code. Here, r is the average time required to execute the critical section and s is a constant that converts a load x into a utilization such that when the utilization is 1.0 the critical section is saturated3. This saturation will occur when the critical section consumes one full CPU. This means that on a machine with lots of CPUs, the CPU overhead of the worst critical section (not counting spinning) might rank quite low, and therefore might not stand out on a conventional profile. One might hope that the spinning overhead would stand out. To extrapolate this overhead, we take a measurement of the time spent spinning at some load b. The presence of measurement errors means that a zero measurement must be interpreted to mean that the spin time f ( x ) at load b is less than the measurement error (call it 6). It is often sufficient just to show that the spin time f ( x ) at the higher load c will be within some budget M . Differential profiling, displayed in Table 1 , may be used to quickly locate this scaling problem without ac- The ratio focuses our attention on the problem area;-This means that it is possible for an algorithm to not spin at all below load b but still exceed an arbitrariiy large budget at load c, regardless of how closelyspaced b and c are. Therefore, simple profile-based extrapolation just does not work for predicting criticalsection spin times. The author has personally witnessed several algorithms whose spin times "blow up" in response to small increases in load.
Critical Sections

Example Profiling Exercises
However, the behavior of parallel algorithms may often be reasonably safely extrapolated by estimating the values of r and s directly from the code itself. These estimates may be accomplished either by directly measuring the quantities (e.g., using a highaccuracy clock) or by computing them from profiling data. An example of this approach will be given near the end of the following section. 'This condition will normally hold. The budget M should be very large compared to the measurement error c -otherwise, a better measurement methodology is needed. the log and poly1 functions are exhibiting near-linear increases in execution time, but the poly2 function is clearly growing very rapidly.
The source code to the poly2 function is displayed in Figure 3 . It has time complexity 0 ( x 9 ) , which fully accounts for poor scaling-at a load of 10, the poly2 function accounts for more than 95% of the CPU consumption.
Note that this technique of sorting on ratios of execution times can help focus on the most critical areas even if there are tens of thousands of functions in an existing program with no documentation and no gurus.
A potential complication is that a large number of functions may be executed so infrequently that they only accumulate a few counts on any given run. These functions can have very large ratios merely due to statistical fluctuations. The resulting false alarms may be eliminated by rejecting functions that do not have at least one profiling count that is well above the level of measurement error.
Pinpointing Contention
The second example demonstrates the use of differential profiling to locate lock contention, again in a (very poorly designed) toy program. Figure 4 shows an example program that is subject to contention. sharply and suddenly when the load reaches 1.4. Thus, the fraction of CPU time spent spinning is not a good predictor of the maximum load that can be sustained. This is consistent with the analysis in Section 2.1, which showed that it is in general impossible to extrapolate the spin time.
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Section 2.1 also suggested directly measuring the CPU utilization of the critical section rather than its spin time. The fraction of a single CPU consumed by the critical section is shown in Figure 6 . This frac- tion clearly cannot rise above 1 .O for any given critical section. In fact, in this case, it does not even rise much above 0.9. This is due partially to measurement error but mostly because variations in execution rate can cause the CPUs to all be executing outside of the critical section. This time spent with no CPUs in the critical section can never be made up. This example demonstrates the pitfalls of naively extrapolating the CPU consumption of code that is subject to contention. This section has demonstrated an alternative. more robust method.
Pinpointing Cache Thrashing
A parallel algorithm that causes CPUs to frequently reference data items that are often modified by other CPUs results in cache thrashing. Each such data item shared array named tp; each entry of this array is a single integer. Code fragments similar to these are used to maintain separate per-CPU counters which are summed to get the overall system count. If this code fragment scaled perfectly, the only statements whose execution time depended on the number of CPUs would be those in the for loop at lines 14-16. A two-CPU run of this code fragment consumed about 30% more CPU per process than did the single-CPU run. Since both processes contribute to the profile counts, typical statements should accumulate about 2.6 times the counts on the two-CPU run than they did on the single-CPU run. In fact, the thrash function's counts increased by a factor of 2.9 between the two runs. Although this is not a great deal larger than expected, the breakdown of profile counts per instruction in Table 2 is quite revealing. This table contains the counters for the instructions that showed more than a 5x increase between the two runs. Note that the largest increases and the largest absolute counts 240 # CPUs Table 2 : Partial Profile of Third Example appear on line 5. These increases are quite large, especially considering that line 5 is executed the same number of times on both runs. The increase is caused by cache-thrashing. In particular, the instruction at thrash+Ox82 is loading a counter into a register, and the loop from lines 8-10 has almost guaranteed that this counter is in the other CPU's cache. The sorting step of differential profiling on the instruction level can pinpoint the memory contention responsible for this overhead even if the code leading to the contention is widely distributed throughout the program or system.
The table strongly suggests that any speedup should concentrate on line 5 of the code fragment. In this (toy) program, conventional profiling on a perinstruction basis would have suggested the same conclusion. However, use of macros or inline functions can spread the overhead over many instructions in widelyseparated sections of code, rendering it invisible to conventional profiling.
Case Studies
The following two sections each describe a situation where differential profiling allowed developers to quickly zero in on a scalability performance problem. The first section describes a software bottleneck exposed by FDDI, and the second section describes a process-creation bottleneck.
FDDI Bottleneck
A pair of FDDI boards achieves only about 1.6 times the throughput of a single FDDI board, compared to the expected factor of 2.0. A conventional profiling report produces no useful insights; there is no obvious single point in the code responsible for the increased overhead.
Combining a profile of a system running a single FDDI board with that of a system running two boards pinpointed the problem. The time required to perform a particular hardware operation quadruples as the offered load increased by a factor of 1.6. However, the operation itself accounts for less than 1% of the total CPU time consumed on the two-board benchmark, and is thus not noticeable on either of the profile reports when considered ~eparately.~ However, differential profiling put the offending operation right at the top of a list of well over a thousand functions.
A later version of the hardware eliminated the need for the offending operation.
Process-Creation Bottleneck
A benchmark showed disappointing process-creation rates-beyond a certain point, adding more CPUs and memory did not result in increased ability to create and destroy processes via the UNIX fork() system call.
A conventional profile simply pointed out the "usual suspects" responsible for much of the overhead of creating processes.
Combining a profile at low process-creation rate and at high process-creation rate demonstrated that some of the memory-allocation algorithms were subject to cache-thrashing at high load. Almost all of the increase in CPU overhead responsible for the poor scaling could be attributed to the five instructions used to copy the old process image while creating the new process image, and the combined profile put these instructions at the top of the list despite their being widely distributed throughout the code.
This information allowed developers to design new algorithms with better cache locality.
Conclusions
This paper showed how differential profiling can provide invaluable insights into the behavior of a program, even if that program is large and not well understood. This technique may be used to locate conditions such as inefficient algorithms, spinlock contention, and cache-thrashing in large programs for which gurus (and perhaps even source code and documentation) are not available.
The technique was demonstrated on several small example programs, and experiences successfully using it on real-world programs were discussed.
In the future, we expect to adapt this technique to more types of profiling data (e.g., cache misses) and to more difficult situations (e.g., where a given function's overhead must be charged to its caller).
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