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概 要
近年，ユビキタスコンピューティング環境の構築により現実社会とコンピュータが密
接に結び付いている．特に，FericaやRFIDタグなどのセンサ情報を用いた個人を重
視したサービスが増加している．このような場合，サービスプロバイダはエンドユー
ザの嗜好を反映するために多くのアイデンティティを，エンドユーザから取得する必
要がある．
ユビキタスコンピューティング環境において，プロバイダに提供されたアイデンティ
ティには，他のプロバイダと共通しているアイデンティティが存在するため，プロバ
イダ間での一元的な管理が有効である．しかし，このような管理を，エンドユーザの
許可なしにプロバイダ間で自由におこなうことは，アイデンティティ漏洩やプロバイ
ダの信用問題に関わる．さらに，1 人でサービスを利用している場合，複数人でサー
ビスを利用している場合とでは，アイデンティティ使用に対する制限は変化する．そ
こで，エンドユーザの他者への信頼度を用いた情報公開制限のためのアーキテクチャ
を開発する．これによりエンドユーザの意思・社会的立場を反映し，他者に対して適
切な情報の掲示や使用を可能にする．また，実際の人間関係をアンケートにより調査
し，本アーキテクチャが現実社会に適応可能であるかをシミュレーションにより検証
し，評価をおこなう．
Abstract
In recent years, the real world and the virtual reality being connected closely for
building the ubiquitous computing environment. At this environment, the service
which emphasizes on individual is increasing. In such a case, the service provider
must acquire many identities from the user, because it reﬂects the preference of the
user.
The solidarity managing among the service provider is eﬀective, because some
oﬀered identities of each service provider have the common identity. However, to
use freely among the providers without the permission of the user, it concerns an
identity leak and a problem of the trust in the providers. And, the use limitation of
personal information must be changed, according to the situation （Does the client
use the service alone, or with other persons?）.
Therefore, we must create a model of human relations, and limit the use of personal
information by the reliability of each user. This approach reﬂects the intention and
the social situation of us, and only the appropriate information can be used by
services.
Finally, I investigate actual human relations by the questionnaire. And, I evaluate
whether or not it is possible for this architecture to be adaptable to the actuality
society, by verifying the simulation.
第1章 序論
1.1 研究背景
近年，インターネットの普及や携帯電話などの小型デバイスの普及，移動体通信に
対するアクセスポイントの増加によりネットワークに接続されるデバイスは年々増加
している [1],[2]．また，センサ技術の向上，帯域幅の広がり，接続コストの低下，接
続地域の拡大などの進展により，今後もネットワークに接続されるデバイスは増加す
る（図 1.1参照）．
図 1.1: ネットワークに接続されるコンピュータ台数の推移
この結果，ユビキタスコンピューティング環境が構築され，さまざまなものにセン
サが付き，常時接続端末や小型で高性能なコンピュータが増加する．センサにより取
得された情報などにより，現実世界とコンピュータとは密接に結び付いていくと考え
られ，システムは以下のような要因を反映し構築されていくことになる．
• 時空間・温度・騒音などの環境要因
• 作業プロセス・社内環境などの組織要因
• ネットワーク・システムの安定性などの技術的要因
• 人間関係・経済活動などの社会的要因
• 感情・好みなどの人的要因
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このことから，今後のユビキタス社会において，個人の状態や環境を反映した個人
を重視したサービスが増大すると考えられる．個人を重視したサービスを考えた場合，
個人認証や嗜好反映のためにプロバイダに個人のアイデンティティを提供する必要が
ある．
アイデンティティには，直接個人を特定することができる氏名や住所のような個人
情報や，個人的にサービスを受ける際に利用する特性や属性などが存在する．個人に
属するアイデンティティは，直接個人を特定できないものであっても，複数のアイデ
ンティティと組み合わせることで，個人を特定することができるため，慎重に扱われ
なければならない．つまり，これらのアイデンティティは個人情報保護の観点から，
エンドユーザから使用の許可を前提に提供された情報であっても，エンドユーザを無
視し，他のプロバイダやアプリケーションで自由に使用されるべきではない．ネット
ワーク上でのアイデンティティのやり取りは，視覚化されない限り外に出ることが無
く，問題視レベルが低いのが現状である．しかし，このような問題は，「会員証を作成
した際に記載した情報が，業者の間でやり取りされている」という問題のある行為と
同意である．
アイデンティティには粒度があり，その場の人間関係によって使用する表現が異な
る．実際に，氏名というアイデンティティを使用する場合，フルネーム，ファースト
ネーム，ファミリネーム，ニックネームなど，その場の人間関係を反映し，どのアイ
デンティティを使用するかを決定する．つまり，アイデンティティ公開には，エンド
ユーザの他者への信頼度を反映する必要がある．そこで，エンドユーザの他者への信
頼度を用いて，アイデンティティ公開に制限をおこなうためのアーキテクチャを実装
する．
1.2 研究概要
エンドユーザが他者やプロバイダをどの程度信用しているのかという情報を用いて，
アイデンティティの使用や公開に制限をかけるためには，信頼度を表すモデルが必要
となる．そこで，エンドユーザの他者への信頼度を「何について，誰を，どの程度信
頼しているか」という内容を記述した RDFによって表現し，その場の人間関係を反
映したモデルを構築する．このように信頼度を用いた他者への評価モデルをトラスト
モデルと呼ぶこととする．各エンドユーザの主観的な他者へのトラストモデルにより，
人間関係を反映したモデルを作成することが可能となる（図 1.2参照）．トラストモ
デルを用いて，その場の人間関係から信頼度を取得し，アイデンティティに付加した
公開レベルと比較することで，アイデンティティを抽象化することで公開に制限をお
こない，エンドユーザの意思を反映し，適した粒度の情報提供をおこなう．
さらに，サンプルとなるアプリケーションを開発し動作確認をおこなう．本研究で
は，アイデンティティ共有の観点から，スケジュール共有アプリケーション及び，第
三者から閲覧される可能性がある公共ディスプレイの使用を前提としたセキュアテキ
ストビューワを実装した．実装したアプリケーションにより，トラストモデルを用い
ることで適したアイデンティティの公開制限をおこなうことが可能かを検証する．
加えて，実際のトラストモデル記述量がどの程度であるか，アンケートによる調査
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図 1.2: トラストモデル例
をおこなう．トラストモデルにより，エンドユーザの意思を反映したアイデンティティ
制限をおこなうことができたとしても，解析に対する実行時間が遅すぎる場合には，
現実社会への適応が困難である．
そこで，エンドユーザ毎の知人の多さによって記述の量が変化することを考慮し，
アンケートにより現実社会の人間関係を調査し，実際の知人の量を測定しトラストモ
デル記述量を調査する．さらに，アイデンティティに関しても，記述量が莫大になっ
た場合，解析においての時間的負荷によって，現実社会に不適切なものになってしま
うため，アイデンティティについて，情報公開における情報の粒度がどの程度になる
かを調査する．そこで，トラストモデル及びアイデンティティに関するアンケートか
ら，現実社会のそれぞれの記述量を測定し，解析実行時間シミュレーションと比較す
ることで，アーキテクチャの評価をおこなう．
また，今後の市場にとって重要となる口コミネットワークに対して，本アーキテク
チャを用いたアプローチ方法について考察をおこなう．トラストモデル記述手法にお
ける「何について，誰を，どの程度信頼しているか」という記述を，「何について，何
を，どの程度評価しているか」という記述へと読み替えることで，人以外のオブジェ
クトの評価をおこなうことが可能となる．商品などへの評価によって，ある商品への
口コミ情報を取得し，他者への評価から，商品についての他者への評価が信頼できる
かを調べることが可能となる．つまり，信頼できる口コミネットワークを構築するこ
とが可能となる．しかし，口コミネットワークの構成には条件が存在するため，トラ
ストモデルを用いたアプローチ方法が，口コミネットワーク構築に適しているかを議
論する．
最後に，シミュレーション結果及びアンケート調査結果よりアーキテクチャの評価
についてまとめる．また，今後のユビキタス環境においての問題点について述べ，必
要となるアーキテクチャについての考察をおこなう．
1.3 論文構成
本論文の構成は以下のようになっている．
第 2章
ネットワークアイデンティティ管理のための既存アーキテクチャの特徴と問題点につ
いて述べる．アイデンティティ管理における問題点を挙げ，具体的な解決方法を提案
する．
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第 3章
信頼度による表現方法及び，記述に用いる RDFについて解説する．また，トラスト
モデルの記述方法及びアイデンティティ記述方法について述べ，アイデンティティ公
開に制限をおこなうためのアーキテクチャについて解説をおこなう．
第 4章
本アーキテクチャを用いたシステムの実装方法について述べる．また，RDF解析に用
いた Jena APIについて解説する．加えて，アーキテクチャ上で動作するサンプルア
プリケーションの実装方法について述べる．
第 5章
アーキテクチャが現実社会に適応可能であるかをアンケートにより評価する．また，
調査結果を用いた記述解析時間をシミュレーションにより求めることで評価をおこな
う．
第 6章
トラストモデルを用いた口コミネットワーク構築について，口コミの発生条件である
6つの条件を挙げ，トラストモデルによるアプローチ方法が適応可能であるか議論を
おこなう．
第 7章
結論及び今後のユビキタス社会におけるアイデンティティ管理の課題を述べる．
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第2章 アイデンティティ保護問題
ユビキタスコンピューティング環境が構築されていくことで，センサ情報やアイデ
ンティティなどを反映し，現実世界とコンピュータとが密接に結び付く．本章では，こ
のような環境においてのネットワークアイデンティティの扱い方について，現状のシ
ステムの問題提起をおこない，今後必要となるアーキテクチャの提案をおこなう．
2.1 アイデンティティ保護の必要性
アイデンティティとは，個人を特徴づける性質やパーソナリティを示し，エンドユー
ザが個人的にサービスを受ける際に利用する特性や属性，趣味嗜好等の個人情報から
構成される．アイデンティティには以下のような情報が挙げられる．
• 政府の発行するアイデンティティ
– 運転免許番号
– パスポート
– 国民 ID
• 企業から個人に与えられるアイデンティティ
– 社員情報
– インターネットのログイン情報
• 生物学的な特性
– 指紋
– 網膜パターン
• 属性や嗜好
– 飛行機の座席の嗜好 (窓側席や通路側席)
– 音楽の嗜好 (ジャズ)
– 購入履歴
– 病歴
– デバイスのタイプ (電話やデスクトップや街角端末)
– デバイスの能力 (テキスト，HTML，音声)
• 個人情報
– 氏名
– 住所
– 電話番号
– 年齢
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現在，エンドユーザのアイデンティティは事業主やポータル，さまざまなコミュニ
ティ，ビジネスサービスなど，多くのアイデンティティプロバイダで断片化して分散
管理されている（図 2.1参照）．
図 2.1: アイデンティティの分散
このため，1対 1の企業と顧客との関係や，使用感に統一性が無くエンドユーザ自身
がまとまった明確なアイデンティティを持つという概念が実現されていない．これら
は，現状のネットワークアイデンティティ管理の非効率性と複雑さが原因である．現
在，インターネット上にはプロバイダやサービスが数多く存在し，全てが異種のサー
ビスとしてネットワーク上にあふれている．
各エンドユーザが登録したアイデンティティにはプロバイダや企業にとっては有益
な情報であるため，多くの企業はそれらのアイデンティティを必要としている．IT管
理者が，より簡単に，より安全にアカウントや，正しいリソースへのアクセス環境を
提供できるようなることでのコスト削減や，企業同士が互いに新しい関係を構築して，
ビジネスの目的をより素早く，より安全に，低コストで達成することを可能にするた
めである．また，エンドユーザにとっても，アイデンティティ情報に基づいた個人特
定や制御が，新しいレベルに到達することで，より満足なオンライン体験を提供する
ことが可能となる．つまり，これらのアイデンティティを分散させておくよりも，共
有することのできるインフラストラクチャが重要視されている．このような需要は，
Liberty Alliance[3]と呼ばれる企業連合が存在することで裏づけができる．
2.2 Liberty Allianceとは
インターネット利用の普及に伴い，さまざまなアイデンティティが，さまざまなウェ
ブサイトで生成，流通，利用されている．Liberty Allianceとは，これらの散逸され
たアイデンティティを連携し，安全かつ効率的に流通させるための技術仕様を策定す
る標準化団体であり，通信事業者，ベンダ，金融のさまざまな業種の会社が加盟して
いる．
Liberty Allianceには，以下の主な目標がある．
• 消費者による，ネットワークアイデンティティ情報のプライバシとセキュリティ
に関する保護
• 第三者の介入を受けることなく，企業と顧客関係の維持及び管理の容易化
• 複数ベンダからの認証と認可を与えるシングルサインオン規格の提供
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• すべてのネットワークアクセスデバイスをサポートするネットワークアイデン
ティティ・インフラストラクチャの構築
2.2.1 Liberty Alliance 仕様のアーキテクチャ概要
Liberty Allianceアーキテクチャは，アイデンティティ連携フレームワーク (IDFF)，
アイデンティティWeb サービスフレームワーク (ID-WSF)，アイデンティティサービ
スインタフェース仕様 (ID-SIS) の 3 つの主要素で構成されている（図 2.2参照）．
他の標準に対応するためにLiberty Allianceは，既存の業界標準と重なる仕様を作成す
るのではなく，適切な業界標準を採用し拡張されている．仕様策定プロセスの各フェー
ズは，OASIS，W3C，IETFで策定されている以下の標準をベースに設計されている．
• SAML, WS-Security, HTTP, WSDL, XML, SOAP, XML-ENC, XML-SIG,
SSL/TLS, WAP
図 2.2: libertyアーキテクチャシステム図
モジュール 1: Liberty Identity Federation Framework (ID-FF: アイデンティ
ティ連携フレームワーク)
Liberty ID-FFは，アイデンティティの連携と管理を実現する．これは，単体または
既存のアイデンティティ管理システムと統合して利用可能である．このフレームワー
クは，異種混合のプラットフォームで，パーソナルコンピュータや携帯電話，PDAや
他の新しいデバイスを含むあらゆる型のネットワーク機器と共に動作するよう設計さ
れている．
モジュール 2: Liberty Identity Web Services Framework (IDWSF:アイデン
ティティWeb サービスフレームワーク)
ID-WSF は，アイデンティティ連携フレームワークを実現する基盤レイヤである．
アイデンティティサービスを作成・検索・消費するためのフレームワークであり，エ
ンティティがエンドユーザごとにパーソナライズを可能にし，より価値のあるサービ
スを提供する．ID-FF と同様に，ID-WSF は，最高レベルのセキュリティをビジネス
や政府やエンドユーザに提供するために，業界をリードするセキュリティ仕様を参照
している．
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モジュール 3: Liberty Identity Services Interfaces Specifications (ID-SIS:
アイデンティティサービスインタフェース仕様)
アイデンティティサービスインタフェース仕様は，Liberty の ID-WSF の上に，相
互運用可能なサービスを構築するための仕様である．これらは，登録，コンタクトブッ
ク，カレンダ，位置情報，プレゼンスやアラートなどのサービスを含む．それぞれの
サービスは，それぞれ固有のサービスのための Liberty プロトコルを実装することで
相互運用を可能になる．
最初に利用可能になる ID-SIS は，パーソナルプロファイルアイデンティティサー
ビス (ID-Personal Proﬁle)である．このサービスは，エンドユーザの基本プロファイ
ル情報に関するスキーマを定義する．組織に対して，属性フィールドや期待値の標準
セットを提供することによって，互いに通信をし，相互運用可能なサービスを提供す
るための辞書と共通言語を持つことになる．
2.3 既存アーキテクチャの問題点
前節のようなアーキテクチャが社会的に検討されていることから，今後の社会にお
いてのアイデンティティの一元的な管理の必要性が高いことを示している．しかし，
アイデンティティ管理のためのインフラストラクチャが構築された場合，2つの問題
が発生する．
• プロバイダ間でのアイデンティティのやり取りや使用についての問題
• プロバイダの連携によって場所に依存しないサービス利用においてのアイデン
ティティ保護問題
– さまざまな場所でサービスを受けるということは，予期しないサービスに
よりアイデンティティを他者に参照される危険性が発生
そこで，本節では，このような問題に対する解決方法を述べる．
2.3.1 プロバイダ間でのアイデンティティ共有に関する問題
我々が，さまざまなプロバイダに対して登録をおこなったアイデンティティを，一
元的に管理するということは以下のことを示している．
• 情報をプロバイダ間でやり取りをする
• 登録したアイデンティティを，契約したプロバイダ以外で使用する
Liberty Allianceアーキテクチャにおいては，トラストサークルと呼ばれるネット
ワーク内において，信頼しあったプロバイダ同士でアイデンティティを共有すると定
めている．プロバイダ間でのアイデンティティのやり取りを明確にし，信頼されたプ
ロバイダ同士でのみアイデンティティを共有することにより，エンドユーザの安心感
を高めることが可能である．しかし，プロバイダ同士の信頼関係と，エンドユーザか
ら見たプロバイダへの信頼度はまったく異なっている．
A⇒B
B⇒A
C ⇒A
8
「X⇒Y」を「XがYを信用している」とする上記論理式から，「A⇒C」が定義で
きないことは明確である．つまり，既存のアーキテクチャには，エンドユーザのプロ
バイダに対する信頼度を反映するための手法が考慮されていない．
このような問題点の解決方法として具体的に以下の 2つの解決方法がある
1. 全てのサービスプロバイダを 1つに統合し，アイデンティティを集中管理する
（図 2.3左参照）
2. アイデンティティを複数のプロバイダで分散管理し，情報をやり取りする際に
は，エンドユーザの信頼度を考慮して，アイデンティティの扱いに制限を設け
る（図 2.3右参照）
図 2.3: ネットワーク形態図
アイデンティティの集中管理は，エンドユーザによる登録，プロバイダ側での管理
は容易となる．しかし，全てを集中管理した場合，さまざまな問題が発生する．では，
どのような問題が発生するのかを示していく．
アクセス集中に伴うプロバイダ側のサーバストレス
プロバイダが集約された場合，エンドユーザからのサーバへのアクセスが莫大な数
になると考えられる．現状，アクセス増加に伴い，サーバからの返答が遅れることは
珍しくはない．現在存在するプロバイダが統合した場合，何十万・何百万台のエンド
ユーザが 1つのウェブサーバに対して同時にアクセスをおこなう可能性があり，サー
バは深刻なダメージを受けてダウンしてしまう．つまり，局所的なプロバイダでのア
イデンティティ管理は，悪意のないDoS攻撃1を発生させる危険がある．
アイデンティティ保護問題
まず実世界貴重品管理を例として挙げる．預金通帳などの貴重品管理には，大別し
て 2つの方法がある．
• 1つの金庫に全てを入れ，鍵を何重にもする
– 貴重品が集中しているので，管理が容易
– 金庫を破られた場合，全てに貴重品が盗まれてしまう（損害のリスクが高い）
• 保管場所を分散させて，管理する
1インターネット経由で大量のデータや不正パケットを送りつける不正な攻撃．Denial of Service攻
撃の略
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– 貴重品が分散するので，管理が困難
– 1つの貴重品が盗まれても，他の貴重品に被害が及ぶことはない（損害の
リスクが低い）
アイデンティティには，個人を直接連想させる情報も多く含まれ，情報漏洩はあっ
てはならない．よって，リスクは最小限に抑える必要がある．アイデンティティを分
散し，各プロバイダで管理することで，情報漏洩に対してのリスクを少なくすること
ができる．さらに，プロバイダ毎にセキュリティを強化していくことで，貴重品を複
数の金庫に入れ，かつ分散管理することで，安全性を高めることができる．
以上の観点から，多くの危険性を抑えることが可能であるため，アイデンティティ
はプロバイダ毎に管理し，アイデンティティ要素を相互にリンクすることで，必要な
ものを他のプロバイダから取得する手法が有効である．つまり，アイデンティティ管
理問題における効果的な解決方法はエンドユーザの信頼度を考慮して，プロバイダ間
でのアイデンティティの扱いに制限を設ける手法となる．
2.3.2 複数人でのサービス共有に関する問題
一元的に管理されたネットワークアイデンティティを用いたサービスを考えた場合，
情報使用に関して問題が発生する．具体的なシナリオを例に挙げる．
• シナリオ：スケジュール管理サービス
– 各エンドユーザは，スケジュール情報をアイデンティティとして登録して
いる
– その場にいる人間の情報（誰がいるのか）を認識し，プロバイダに登録さ
れているスケジュール情報を取得し，オフィス内の大型ディスプレイに表
示するアプリケーションがある
このようなシナリオを考えた場合，まったく知らない第三者に，登録しているスケ
ジュール情報をディスプレイに表示し，公開してしまう可能性があるため，セキュリ
ティの観点から非常に危険である．そこで，このような問題を解決するために，スケ
ジュール情報の持ち主が，どの程度まで情報を表示するかを決定し，その場の状況（人
間関係）に適した情報の表示をおこなうことが必要となる．
2.4 人間関係反映したシステムの提案
以上のような問題点から，エンドユーザの信頼度を用いて，アイデンティティ公開
の制限が必要であるといえる．よって，他者への信頼度を用いた評価モデルであるト
ラストモデルを用いることで，以下の 2つを目標とするアーキテクチャを提案する．
• エンドユーザ同士の信頼度により，複数人での共有サービス（ネットワークア
プリケーション）においての情報利用の制限
• プロバイダへの信頼度により，プロバイダ間でやり取りされる情報の公開制限
では，次章にて私の提案する，トラストモデルを用いた信頼度を考慮した情報制限
のためのアーキテクチャに関しての説明をおこなう．
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第3章 トラストモデルを用いた情報使用制
限アーキテクチャ
本章では，実際に人間同士の信頼を用いた情報制限アーキテクチャについて解説す
る．まず，適切な信頼度の表現方法について述べる．また，エンドユーザの信頼度を
反映するために意味を持った構文が必要となるため，本アーキテクチャには RDF構
文が適している．そこで，なぜ RDFが適しているかを示すため，モデル記述方法で
ある RDFの基礎的な解説及び，有効な点を紹介する．さらに，本アーキテクチャの
核のある，トラストモデルと呼ばれる信頼度の記述方法，アイデンティティ記述方法
を述べ，最後に，どのように情報利用に制限をかけるかを述べる．
3.1 評価の数的表現
信頼度を表現するためには，評価のための表現方法が必要となる．信頼についての
質問をおこなう場合，口語は「How much do you trust him?」となる．つまり，信頼
度は大きさで表現される．実際に大きさを決定するのは数字での表現と，文法での表
現がある．
• 数字での表現：彼への信頼度は 10段階で 6 である
• 文法での表現：彼への信頼度は 中の上 である
このような両表現において，前者は全体的に見て中間より上位に位置していること
が相対的に第 3者からでも容易に読み取ることができる．しかし，後者は定まった判
断基準値が存在していないため，正確な位置を定めることが困難となる．
よって，本アーキテクチャにおいては，信頼度を数字によって表現する．数字での
表現により，相対性と確認の容易さを実現することが可能となる．
3.2 RDF(Resource Description Framework)
本節において，モデル記述言語であるRDFについて解説をおこなう．まず，RDF
の基本的な用語解説をおこない，RDFの特徴と共に，Tripleと呼ばれるRDF特有の
構文について解説する．
3.2.1 RDF用語解説
• Blank Node ： 空ノード
– URIを持たないリソース
– 空ノードは一階論理での与えられた変数のように作用
• Dublin Core ： ダブリンコア
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– Webリソースに関するメタデータのための標準
• Literal ： リテラル
– プロパティの値である文字列
• Object ： 目的語
– ステートメントの値
• Predicate ： 述語
– トリプルのプロパティ部
• Property ： プロパティ
– リソースの属性
• Resource ： リソース
– いくつかのエンティティ
– ウェブページのようなウェブのリソースまたは木や車のような物理的な物
– チェスやフットボールのような抽象的な概念
– URIで参照
• Statement ： ステートメント
– RDFモデルの中の円弧，事実として解釈される
• Subject ： 主語
– RDFモデル中の円弧の元になるリソース
• Triple ： トリプル
– 主語，述語，目的語を含む構造
– ステートメントのほかの呼び方
3.2.2 RDFとは
RDFはセマンティックウェブ実現のフレームワークとなる基礎の表現であり [9, 8, 7]，
RDFS はオントロジ記述の基礎となるボキャブラリ定義である [6, 7]．
RDFS ではプロパティについて定義域と値域を定義できる．歴史的には Schema
Representation Language(SRL)[10]にて実現されていたものであるが，その機能につ
いてはフレーム知識表現の立場からはスロット制約，すなわち定義域はそのプロパティ
を用いることのできるクラスを指定し，値域はそのプロパティの値が取り得る範囲を
指定するという解釈と，モデル論の立場からはオントロジ生成，すなわちステートメ
ントとしてあるプロパティに関係づけられたサブジェクトとオブジェクトのインスタ
ンスを入力すると，インスタンスはそのプロパティの定義域と値域をクラスとすると
いう知識を生成するという解釈がある．
特に，RDFは計算機が理解可能なウェブ上の情報を交換するアプリケーションに
対して相互運用性を提供する．例えば「時間」という同じURI (インターネット上の
情報資源の場所を指し示す記述方式)で共有することによって，写真のRDFに記述さ
れた撮影時間を読み込み，カレンダアプリケーションの中に，写真が載せられるよう
になるなど，一般ユーザにも利便性が出てくる．このように，今後 RDFは各アプリ
ケーション間で，ハブの役割を果たしていく．ウェブリソースを自動的に処理できる
機能を促進し，さまざまなアプリケーション領域で使用できる．使用可能な領域例と
して以下のようなものがある．
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• 高機能な検索エンジン機能を提供する資源の探索
• 特定のウェブサイト，ページ又は電子図書館で使用可能な，内容と内容の関係
とを記述するカタログの作成
• 知識共有及び知識交換を促進する知的ソフトウェアエージェント
• 内容の格付け
• 1つの論理的な「文書」を表現するページの集まりの記述
• ウェブページの知的財産権の記述
• エンドユーザのプライバシに関する個人の好みの表現
• ウェブサイトのプライバシ保護方策の表現
また，RDF およびRDFS は，主語 (Subject) と述語 (Predicate)，その目的語 (Ob-
ject) の 3つ組（Triple）を用いてリソースを記述する．Triple を用いることで，全て
の記述が再帰的に S has a P whose value is O で表現できる．関係の連鎖は概念的に
有向グラフとして捉えることができる．図 3.1に有向グラフによる表現の例を挙げる．
図 3.1: 有向グラフによるRDFモデルの表現
RDF は計算機による扱いが容易であることに加え，スケーラビリティを確保する
上で有利な点が多い．特に重要な特長のひとつは，プロパティに対しても一意に定ま
るURIが割当てられることである．これにより，異なる用途を想定して同名のプロパ
ティを定義した場合にも，プロパティに与えられたURI により識別が可能となる．例
えば，郵便番号，Zip code，Postal codeという単語が同じ意味であるという関連を定
義して，異環境にあるデータベースの間で，同じURIを使用することによって，デー
タベース間の連携が容易になり，ビジネスなどでのメリットが出てくる．
RDF 記述によりコンテンツごとにメタ情報を定義することで，アプリケーション
において，情報の抽出，再利用が可能である．XML 記述との大きな違いは以下の点
である．
• データの順序に関係なく，拡張が容易
• 前もって形式を合意しておかなくとも，融通が聞く
• 理解できない部分を無視することが可能
また，記述をTripleとして解析がおこなえるため，複雑になった情報の解析が容易
となる．
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3.2.3 Tripleとは
RDFやRDFSはXMLで表記されるが，RDFの本質はサブジェクト (S)，プレディ
ケイト (P)，オブジェクト (O) の三つ組みで知識表現するところにある．この (S,P,O)
を 1 組としたものを Triple[4, 5]とよぶ（表 3参照）．
人が断片的な知識を思いつくまま三つ組みで表現することは，比較的容易であるが，
それが全体として整合性あるとは限らない．一方，機械がモデル論に従って，三つ組み
として入力された知識の関係を整理し，矛盾や不備を指摘することは容易と考えられ
る．あるリソースに対して情報を検索する場合，別のステートメントのリソース (URI)
部分 (S,O) について検索をおこなうことで無駄な情報を排除し，目的の情報のみを引
き出すことが可能となる．さらに，各組を参照することで，同一の URI は同一のシ
ンボルとなることから，内部でこれを有向グラフとして取り扱うことが可能である．
Tripleを Prolog に位置づけ，一つの三つ組み表現を Prolog における一つの事実と
見なすことができる．RDF と関係データベースの関係について，三つ組み入力デー
タの永続化にからんで関係データベースの利用を考えてもよい．その場合，一つの大
きなデータベースに収めるのではなく，プレディケイトに着目して，複数の副データ
ベースに効率よく格納することで効果が期待できる．
また，RDFからTripleを作成するという考えではなく，TripleからRDF を生成す
る手法により，エンドユーザはXML 型のRDF 記述をする必要は無く，単純なTriple
を順次追加していくだけでモデルの作成が可能となる．表 3.1に簡単な例を示す．元々
ある RDF に対して，「新しく PDA を購入した」という情報を追加する．この場合，
RDFを書き換えるのではなく，Triple（ユーザ,use, PDA）を追加することでRDFを
再構築させる．将来的にPDA に対する情報は，各メーカからPDA を示すRDF が添
付される．つまり，エンドユーザは特別な知識が無くても簡単なTriple の作成によっ
て個々のRDF を作成することができる．つまり，Triple を参照していくことで用意
に各エンドユーザの情報のカスタマイズが可能となる．
表 3.1: Triple追加後のRDF再構築
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3.3 トラストモデル記述方法
トラストモデルとは，他者への信頼度を記述する必要があるため，「誰が，何につい
て，どの程度信用しているか」を記述しなくてはならない．つまり，Who，Whom，
How much が必須要素となる．
• Who：ユビキタス社会において，RFIDや ICカードが普及すると考えられるた
め，個人の IDを主語とする
• Whom：whoの表現方法と同様に信頼する相手の ID，又はプロバイダ識別子を
目的語とする
• How much：節 3.1で述べたように，信頼度は数字で表現する
信頼度は，さまざまな要因から構成されており，信頼度を定めるには無数の組み合
わせがある．よって，知人に対して「彼の信頼度は 10段階中 6である」という評価は
情報としてあまりにも雑になってしまう．
そこで，信頼の記述内に What を表す記述を追加することよって解決する．例えば
「秘密を話すことについてどれだけ信頼できるか」という記述である．この What と
いう評価するオブジェクトの種類に着目した評価記述方法を Subject Specific Rating
(以下 SSR)と呼ぶ．SSRを用いることで，「彼への，秘密を話すことについての，信
頼度は 10段階中 6である」，「彼への，名前公開についての，信頼度は 10段階中 6で
ある」といった細かな記述をおこなうことが可能となり，システム側で状況や使用す
るアイデンティティ毎に適した解析をおこなうことができる．
また，信頼度の表現に上限を設定しない場合，第三者が比較するための尺度が存在
しないため相対的な評価が困難になってしまう．これにより，その人にのみ適応され
る評価になり，RDFの特徴である再利用性を損ねてしまう．信頼の尺度を考慮する
と，5段階評価（信頼する・やや信頼する・普通・あまり信頼しない・信頼しない）で
はあまりに信頼度設定の幅が少ない．そこで，エンドユーザの主観を反映できる程度
の尺度である 10段階評価として信頼度を表現する．
以上の考察結果から，本アーキテクチャでのモデルは「誰が (Who)，何について
(What)，誰を (Whom)，どの程度信頼しているか (How much)」という評価記述で表
現する．
では，例として「Aliceが，アイデンティティについて，Bobを，10段階中 6で信
頼する」というトラストモデルについて解説をおこなう（図 3.2参照）．
まず，評価をおこなう主語 Whoからの参照が必要となる．そこで，トラストモデ
ル記述の主語宣言としてプレディケイト trustsRegardingを用いる．つまり，「whoの
トラストモデルが存在する」という意味を表現するための記述である．また，トラス
トモデル記述に関して，1人のエンドユーザが信頼度を設定する人や事柄は複数存在
する．つまり，トラストモデルの内部構造は，ある 1人のエンドユーザが，ある 1人
の他者を評価した 1つのトラストモデルの集合である．よって，Who の持つトラスト
モデルとは， What，Whom，How much の３要素を持ったまとまりとなるため，ト
ラストモデルを表現するためには What，Whom，How much を 3つで 1セットとし
て保持しなくてはならない．そこで，ブランクノードである TopicalTrust によってこ
れら 3要素をまとめる．ブランクノードにより，複数の人へのトラストモデルを表現
することが可能となる（図 3.3，3.4参照）．
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図 3.2: トラストモデル例
• trustPerson：誰が信頼しているかWho を示すための記述．主語を示すリソース
• trustsRegarding：トラストモデルの内容を示すための宣言のためのプレディケイ
ト．「誰を，何について，どの程度信頼しているか」という情報を持つTopicalTrust
（ブランクノード）を目的語に持つ
• TopicalTrust：trustSubject, trustedPerson, trustValueをオブジェクトに持つ
ブランクノード
• trustSubject：何を信用しているか What を示すためのプレディケイト．目的語
となる信頼する事柄を示すリソースをオブジェクトに持つ
• trustedPerson：誰を信用しているか Whom を示すためのプレディケイト．目的
語となる人を示すリソースをオブジェクトに持つ
• trustValue：どれだけ信頼しているか How much を示すためのプレディケイト．
数字をオブジェクトに持つ
図 3.3: ブランクノードを用いない記述 図 3.4: ブランクノード用いた記述
SSR記述により，他のエンドユーザへの信頼度を，詳細かつシンプルに構成すると
こが可能となる．この SSRという手法は，Jennifer Golbeckによるソーシャルネット
ワークにおける知人評価に関する研究 [14]に用いられる記述を基にしている．しかし，
この研究は，信頼度ではなく，ネットワーク上の友人への紹介のために SSR記述を
使用しているため，モデル記述方法は同じであるが，使用の目標はまったく異なって
いる．
また，信頼度によって情報公開の制限をおこなった場合，全ての知人に対して信頼
度を設定した場合，膨大な記述となることが予測される．特に，実際の人間関係にお
いて，関わり方が近似しているため信頼度が同じとなる関係が存在する．そのため，
本アーキテクチャでは SSR記述に改良を加え，グループ単位での信頼度の設定を可能
としている．では，次節において，グループ化手法を説明する．
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トラストモデルのグループ化
一般的なトラストモデルのグループ化についての記述例は以下のようになる．Whom
についてのリソースをグループ名を表すURI（下記例：TrustGroupA）にすることで，
グループ項目への参照を可能としている．また，新しく知人をグループへと適応する
場合，知人を識別するためのURIを，グループをサブジェクトとしたRDF部分へ追
加するだけで良い．具体的な信頼度取得方法については，3.5節にて詳しく解説する．
<trust:trustsRegarding>
<trust:TopicalTrust>
<trust:trustSubject rdf:resource=“ personal.rdf "/>
<trust:trustedPerson rdf:resource=“ TrustGroupA"/>
<trust:trustValue>4</trust:trustValue>
</trust:TopicalTrust>
</trust:trustsRegarding>
<rdf:Description rdf:about=“ TrustGroupA">
　 <trust:member rdf:resource="# Chris"/>
<trust:member rdf:resource="# John"/>
</rdf:Description>
例えば，同僚，友人，サークル仲間というグループ分けがある．また，同僚というグ
ループではなく，同じプロジェクトに関わる同僚，ただの同僚といったグループ分け
になる場合もある．このようにグループ分けをおこなうことで，トラストモデル記述
量を少なくすることが可能となる．
3.4 アイデンティティ記述方法
エンドユーザのアイデンティティ表現方法について述べる．アイデンティティには，
その場の状況によって使用する表現が異なるため，同じプレディケイト（氏名，メー
ルアドレスなど）となる情報が存在する（表 3.2参照）．
　 プライベート 会社 公共の場
氏名 ファーストネーム ファミリーネーム ニックネーム
年齢 24 24 21～25
メールアドレス 契約プロバイダのアカウント 社内のアカウント フリーメイル
表 3.2: 環境でのアイデンティティ粒度の違い
以下に，一般的なアイデンティティ記述を紹介する．RDFモデルは図 3.5のように
なる．
<rdf:Description rdf:about="Id(Alice)">
　　<foaf:mbox rdf:resource="mailto:alice@dcl.jp"/>
　　<foaf:age>23</foaf:age>
　　<foaf:commonname>Alice</foaf:commonname>
<foaf:commonname>Ali</foaf:commonname>
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<foaf:age>20～25</foaf:age>
　　<foaf:url rdf:resource="http://www.dcl.jp/Alice"/>
<foaf:mbox rdf:resource="mailto:alice@hotmail.com"/>
</rdf:Description >
図 3.5: 一般的なアイデンティティ記述
また，本記述は以下の Tripleで表現される．
• Id(Alice)のメール送信先はmailto:alice@dcl.jp
• Id(Alice)の年齢は，23
• Id(Alice)の通称はAlice
• Id(Alice)の年齢は 20～25
• Id(Alice)の通称はAli
• Id(Alice)の urlは http://www.dcl.jp/Alice
• Id(Alice)のメール送信先はmailto:alice@hotmail.com
アイデンティティ記述に対しての制限のための情報付加方法について述べる．表 3.2
に表されるように，アイデンティティには対人環境に応じて使用されるアイデンティ
ティが異なる．そこで，アイデンティティについて，信頼度を反映した公開のための
レベル情報を付加する．単純に，アイデンティティ毎に公開レベルを記述した場合，
信頼度に関する値からアイデンティティを取得することを考えると，RDF記述につ
いて，全ての情報の解析が必要となる．また，エンドユーザのアイデンティティの量
を考慮すると記述をおこなう際の負担が大きくなってしまう．これらの要因は，シス
テム側及び，ユーザ側において負荷が大きくなるために適していない．つまり，同じ
信頼レベルの情報はまとめて扱うことにより解析を短時間で実行する必要がある．そ
こで，シンプルかつ有効な記述方法を提案する．具体例を以下に示す．
<trust:trustsEstablishing>
　　<trust:trust10>
<foaf:mbox rdf:resource="mailto:alice@dcl.jp"/>
</trust:trust10>
</trust:trustsEstablishing>
<trust:trustsEstablishing>
<trust:trust7>
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　　　　<foaf:commonname>Alice</foaf:commonname>
<foaf:age>23</foaf:age>
</trust:trust7>
</trust:trustsEstablishing>
<trust:trustsEstablishing>
<trust:trust4>
<foaf:commonname>Ali</foaf:commonname>
<foaf:age>20～25</foaf:age>
　　　　<foaf:url rdf:resource="http://www.dcl.jp/Alice"/>
<foaf:mbox rdf:resource="mailto:alice@hotmail.com"/>
</trust:trust4>
</trust:trustsEstablishing>
図 3.6: 公開レベルを付加したアイデンティティ記述
また，本記述は以下の Triple形式で表すことができる．
• Id(Alice)の情報公開レベル 10の情報は，「メール送信先は，mailto:alice@dcl.jp」
• Id(Alice)の情報公開レベル 7の情報は，「年齢は，23歳」と「通称は，ALice」
• Id(Alice)の情報公開レベル 4の情報は，「通称は，Ali」と「年齢は，20～25」と
「urlは，http://www.dcl.jp/Alice」と「メール送信先は，mailto:alice@hotmail.com」
本記述方法は，情報公開レベル毎に公開レベルの宣言をおこない，「この程度の信頼
度がある人には，このアイデンティティを公開しても良い」という基準を用いて，各
アイデンティティを振り分けるといった手法をとる（図 3.6参照）．この手法により，
各アイデンティティそのものの記述に変化を与えずに公開レベル情報を付加すること
が可能となる．また，「情報公開レベル 4のアイデンティティ」を取得するような場合，
全ての情報を解析しなくとも，< trust : trust4 >以下のアイデンティティRDF木を
参照すればよいため，解析においても効果的である．
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3.5 アイデンティティ制限のための比較方法
トラストモデルより取得すべき情報は，ある人の他者への信頼度である．つまり，
「Who，What，Whom」を用いて，「How much」を求める．よって，信頼度を求める
場合，「ある人の情報・ある人以外のその場の人・アイデンティティの種類」が必要と
なる．この情報の設定方法は，節 4.3のサンプルアプリケーション解説時に述べる．
では，これら 3要素を取得したと仮定し，比較方法を述べる．
1. トラストモデル中で，trustPersonの値が Who と一致するモデルを取得
2. 取得したモデルの中で，trustSubjectの値が What と一致するモデルを取得
3. 取得したモデルの中で，trustedPersonの値が Whom と一致するモデルを取得
(a) トラストモデル記述の特性としてこの時点でモデルは 1つに絞られる
4. 取得したモデルの trustValueの値を取得する．
このような解析により信頼度の取得をおこなう．
では，この信頼度を用いた，アイデンティティ取得方法を述べる．ここで，注意し
なくてはならない点は公開レベルによる情報取得の際に発生する包含関係である．
trustX で公開可能な情報 ⊇ trust1～trustX までの公開可能な情報 (X = 1～10)
この包含関係は，信頼度の高い人に「信頼度の低い人に公開するアイデンティティ」
を公開するということである．つまり，情報公開レベルの低い情報は，そのレベルよ
りも高い信頼度の人には参照され，レベルの高い情報は，低い信頼度では参照できな
いことを示している．アイデンティティの公開レベルごとの振り分けは，「公開しても
良い」という最低のラインによるものであるため，信頼度が高いエンドユーザやプロ
バイダへの公開は，許可される．また，包含関係によって，公開レベルが異なるとい
う理由から，まったく同じアイデンティティ（プレディケイト及びオブジェクトにつ
いて）を公開レベルごとに記述する必要がない．加えて，アイデンティティ記述から，
アイデンティティ公開の傾向という嗜好を求めることも可能となる
ここで，異なる公開レベルのアイデンティティを参照する場合，抽象度の違いによっ
て同じプレディケイトとなるアイデンティティを取得する場合がある．以下に公開レ
ベルによって抽象度の異なるアイデンティティの例を挙げ，同じプレディケイトであ
るアイデンティティ取得方法を述べる．
<age>23</age>・・・情報公開レベル 7
<age>21～25</age>・・・情報公開レベル 5
上記アイデンティティ記述においては，情報公開レベルの値が高いアイデンティティ
は，より個人の特定につながる重要な情報であり，粒度が高い情報である．よって，
信頼度が 6 の場合は 21～25 というアイデンティティを，信頼度が 7以上 の場合は，
より情報の粒度の高い 23 というアイデンティティを取得し公開をおこなう．
では，情報公開レベルが 7であったと仮定してアイデンティティ取得方法を具体的
に解説する．
1. アイデンティティ情報に対して，trust7～trust1までの情報を取得
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2. 取得したアイデンティティにおいて，同じプレディケイトであるものは，情報
公開レベルの高い情報を取得
アイデンティティはそれぞれ親ノードに信頼度をプロパティに持つブランクノード
を持っているため，解析アルゴリズムは以上のように単純なものとして実装が可能と
なる．
図 3.7，3.8を用いて，信頼度及びアイデンティティの取得方法について具体的に解
説する．それぞれ，Aliceについてのトラストモデルとアイデンティティ記述である．
図 3.7: Bobに対してのアイデンティティ公開制限
図 3.8: Chrisに対してのアイデンティティ公開制限
• Bobに対してのアイデンティティ公開
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1. (Who=Alice, Whom=Bob, What=personal.rdf)を用いてBobへの信頼度
を検索する (図 3.7左部記述参照)．
2. 信頼度 7という値を取得する．
3. 公開レベル 7以下のアイデンティティを取得する．
4. 同じプレディケイトとなるアイデンティティである，< age > が存在する
ため，上位公開レベルのアイデンティティである 23という値を取得する
(図 3.7右部記述参照)．
– 取得されるアイデンティティ
∗ name：Alice
∗ age：23
• Chrisに対してのアイデンティティ公開
1. (Who=Alice, Whom=Chris, What=personal.rdf)を用いて Chrisへの信
頼度を検索する (図 3.8左部記述参照)．
– 本記述において，Chrisはグループ TrustGroupAに属しているため，
Whom＝ TrustGroupAとして再検索を実行する．
2. 信頼度 4という値を取得する．
3. 公開レベル 4以下のアイデンティティを取得する．
4. 同じプレディケイトとなるアイデンティティは存在しないため，そのまま
情報を取得する (図 3.8右部記述参照)．
– 取得されるアイデンティティ
∗ name：Alice
∗ age：20～25
• Bob, Chrisに対してのアイデンティティ公開
1. (Who=Alice, Whom=Bob, What=personal.rdf)を用いてBobへの信頼度
を，(Who=Alice, Whom=Chris, What=personal.rdf)を用いて Chrisへ
の信頼度を検索する．
2. 信頼度 7，信頼度 4という値を取得する．
3. アイデンティティ保護のため，その場の公開レベルを信頼度 4としてアイ
デンティティを取得する．
4. 同じプレディケイトとなるアイデンティティは存在しないため，そのまま
情報を取得する．
– 取得されるアイデンティティ
∗ name：Alice
∗ age：20～25
このように，プロバイダや他者への信頼度レベルを表したトラストモデル，公開レ
ベルを付加したアイデンティティを用いることで，エンドユーザの意思を反映した適
切な情報使用をおこなうことができる．
では次章において，本アーキテクチャの実装方法について解説をおこなう．
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第4章 実装
本章では，アーキテクチャの実装方法を述べる．まず，モデル及びアイデンティティ
RDF記述解析に用いた Jena API[12]の紹介をおこなう．続いて，Jenaを用いたトラ
ストモデル及びアイデンティティ解析についての実装方法を述べる．さらに，本アー
キテクチャ上で動作するサンプルアプリケーションの実装方法について解説する．
4.1 Jenaについて
Jenaはセマンティックウェブにおける，アプリケーションを作成するためのオープン
ソース Javaフレームワークである．Jenaはルールベースのインタフェースエンジンを
含むRDF，RDFS，OWLのためのプログラム環境を提供する．http://somewhere/AliceSmith
というURIによって識別され，AliceSmithというプロパティを持つRDF記述を例に
挙げ，Jena APIの解説をおこなう（図 4.1参照）．
図 4.1: サンプルRDF記述
JenaはRDFグラフを作成，処理するための Java APIであり，RDFグラフはモデ
ルと呼ばれモデルインタフェースによって表す．図 4.1のモデルを作成するコードは
以下のようになる．
// 空の RDFモデルの作成
Model model = ModelFactory.createDefaultModel();
// リソースの作成
Resource aliceSmith = model.createResource("http://somewhere/Alice");
// プロパティの追加
aliceSmith.addProperty(VCARD.FN, "Alice Smith");
メモリベースのモデルを作成するためにModelFactoryの createDefaultModel()メ
ソッドを用いて空のRDFモデルを作成する．次にAlice Smithリソースが作成され，
プロパティが追加される．プロパティを追加するコードはカスケーディングスタイル
を用いることも可能である．
Resource aliceSmith =
model.createResource("http://somewhere/Alice")
.addProperty(VCARD.FN, "Alice Smith");
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図 4.2に表すように，Alice Smithの名前の構造を表現するために新しいプロパティ
を追加する．この例を構築するための Jenaコードは，先の例のように容易に作成す
ることが可能となる．
図 4.2: サンプルRDF記述 2
// カスケーディングスタイルでプロパティを追加
Resource aliceSmith
= model.createResource("http://somewhere/AliceSmith")
.addProperty(VCARD.FN, "Alice Smith")
.addProperty(VCARD.N,
model.createResource()
.addProperty(VCARD.Given, "Alice")
.addProperty(VCARD.Family, "Smith"));
ステートメント
RDFモデルはTripleと呼ばれるステートメントの集合である1．Jenaモデルインタフ
ェースは StmtIteratorを返す listStatements()メソッドを定義している．StmtIterator
はイテレータから次のステートメントを取り出す nextStatement()メソッドを持つ．
ステートメントインタフェースはステートメントの主語，述語，目的語へのアクセサ
メソッドを提供する．
では，これらのインタフェースを利用して，ステートメントを作成して出力するた
めのコードを以下に紹介する．
// モデルのステートメントのイテレータを取得．
StmtIterator iter = model.listStatements();
// 各ステートメントの述語，主語，目的語を出力．
while (iter.hasNext()) {
Statement stmt = iter.nextStatement();
// 主語を取得．
Resource subject = stmt.getSubject();
// 述語を取得．
Property predicate = stmt.getPredicate();
// 目的語を取得．
RDFNode object = stmt.getObject();
}
1Tripleに関する内容は，3.2.3節参照
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RDFモデルのナビゲーション
トラストモデル解析に用いる，モデルが保持している情報にアクセスする方法につい
て解説する．リソースオブジェクトの与えられたリソースのURIはModel.getResource(Stringuri)
メソッドを使用することによってモデルから読み出すことが可能である．例えば，ファ
イルからAliceのリソースを読み出すには以下のコードを生成する．
// モデルから AliceSmith vcardリソースを読み出す．
Resource vcard = model.getResource(AliceURI);
リソースインタフェースはリソースのプロパティにアクセスするためにいくつかの
メソッドを定義している．Resource.getProperty(Property p)メソッドはリソースの
プロパティにアクセスする．このメソッドは一般的な Javaアクセサ仕様に従ってお
らず，返されるオブジェクトはステートメントであり，期待されるプロパティではな
い．返される完全なステートメントはアプリケーションにステートメントのオブジェ
クトを返すそのアクセサメソッドを使ってプロパティの値にアクセスすることを可能
とする．例えば，vcard:N プロパティの値のリソースを読み込むには以下のメソッド
を用いる必要がある．
// VCARD.N プロパティの値オブジェクトを読み込む
Resource name = (Resource) vcard.getProperty(VCARD.N).getObject();
一般的にステートメントの目的語はリソースまたはリテラルであるため，その値が
リソースだと分かっているアプリケーションコードは返されたオブジェクトをキャス
トする．
// FN プロパティの値を読み込む
Resource name = vcard.getProperty(VCARD.N).getResource();
// given name プロパティの読み込み
String fullName = vcard.getProperty(VCARD.FN).getString();
また，RDFはプロパティを繰り返すことを許可している．例えば，Aliceが複数の
ニックネームを持っている場合以下のコードを作成する．
// vcardに 2つの nicknameプロパティを与える．
vcard.addProperty(VCARD.NICKNAME, "Smithy")
.addProperty(VCARD.NICKNAME, "Ali");
Jenaは，あるプロパティが1回以上出現する場合，Resource.listProperties(Property
p)メソッドを使用してイテレータを取得する．このメソッドはステートメント型のオ
ブジェクトを返すイテレータを返す．
// ニックネームを一覧する
StmtIterator iter = vcard.listProperties(VCARD.NICKNAME);
while (iter.hasNext()) {
System.out.println(iter.nextStatement().getObject().toString());
}
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このコードを実行すると以下の出力結果となる：
Smithy
Ali
すべてのリソースのプロパティは引数なしで listStatement()メソッドを使用するこ
とで一覧することが可能となる．
モデルへのクエリ
Jena APIは最小の限られたクエリのみサポートしている．モデルの全てのステート
メントをリストするModel.listStatements()メソッドはモデルへの最も粗雑なクエリ方
法である．Model.listSubjects()も同様であるが，プロパティを持つすべてのリソース
を取得するイテレータを返すことになる．Model.listSubjectsWithProperty(Property
p, RDFNode o)はプロパティpと値 oを持つすべてのリソースを取得するためのイテ
レータを返す．例として，rdf:typeプロパティを利用して下記RDFから vcardリソー
スを抽出する．
<rdf:RDF
xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
xmlns:vCard="http://www.w3.org/2001/vcard-rdf/3.0#">
<rdf:Description rdf:about="http://somewhere/MattJones/">
<vCard:N rdf:parseType="Resource">
<vCard:Given>Matthew</vCard:Given>
<vCard:Family>Jones</vCard:Family>
</vCard:N>
<vCard:FN>Matt Jones</vCard:FN>
</rdf:Description>
<rdf:Description rdf:about="http://somewhere/RebeccaSmith/">
<vCard:N rdf:parseType="Resource">
<vCard:Family>Smith</vCard:Family>
<vCard:Given>Rebecca</vCard:Given>
</vCard:N>
<vCard:FN>Rebecca Smith</vCard:FN>
</rdf:Description>
<rdf:Description rdf:about="http://somewhere/AliceSmith/">
<vCard:N rdf:parseType="Resource">
<vCard:Given>Alice</vCard:Given>
<vCard:Family>Smith</vCard:Family>
</vCard:N>
<vCard:FN>John Smith</vCard:FN>
</rdf:Description>
</rdf:RDF>
// Vcard型のすべてのリソースを抽出．
ResIterator iter = model.listSubjectsWithProperty(RDF.type, VCARD.Vcard);
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すべての vcardをリソースとして保持する場合，以下の繰り返しで求めることも可能
となる：
// vcardを一覧する
ResIterator iter = model.listSubjectsWithProperty(VCARD.FN);
while (iter.hasNext()) {
Resource r = iter.nextResource();
...
}
Selectorインタフェースは拡張可能であるが，実際の実装にはcom.hp.hpl.jena.rdf.model
パッケージの SimpleSelectorクラスのみで，インタフェースを使用するのではなく特
定のクラスを用いる必要がある．
以下のように SimpleSelectorのコンストラクタは 3つの引数をとる．
Selector selector = new SimpleSelector(subject, predicate, object)
このセレクタはサブジェクト，プレディケイト，オブジェクトが合致する全てのス
テートメントを選択する．以下はデータベース中の全ての vcardからフルネームを一
覧するコードである．
// VCARD.FNプロパティによって全てのリソースを選択する．
ResIterator iter = model.listSubjectsWithProperty(VCARD.FN);
if (iter.hasNext()) {
while (iter.hasNext()) {
System.out.println(iter.nextStatement()
　 .getProperty(VCARD.FN)
.getString());
}
}
これは次のような出力となる：
Alice Smith
Rebecca Smith
Matt Jones
次に listSubjectsWithPropertyの代わりに SimpleSelectorを使用するコードを紹介
する．SimpleSelectorをサブクラス化し，選択方法を変更することで容易にコードを
作成することが可能となる．
// VCATRD.FNプロパティの値が「Smith」で終わる全てのリソースを選択する．
StmtIterator iter = model.listStatements(
new SimpleSelector(null, VCARD.FN, (RDFNode) null) {
public boolean selects(Statement s)
{return s.getString().endsWith("Smith");}
});
このように，JenaはRDFを用いたサービスの実装において，大変有効である．で
は，次節で Jenaを用いたトラストモデル及び，アイデンティティ解析について説明
する．
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4.2 トラストモデルを用いたアイデンティティ制限方法
実際のトラストモデル及び，アイデンティティ解析方法について以下に述べる．
4.2.1 Trust Model Strainer
信頼度を基に，公開レベルを制限するためにJava言語を用いてTrust Model Strainer
を実装した．簡単なクラス図は，図 4.3のようになる．
図 4.3: Trust Model Strainer
4.2.2 ValueOfTrustModel
トラストモデルおよび，公開レベルを付加したアイデンティティを解析するための
パーサ管理プログラムである．GetTrustValueにおいてトラストモデルより信頼度を
取得し，GetPersonalによってアイデンティティを取得する．
4.2.3 トラストモデルパーサ
 GetTrustValue
以下の GetTrustValueは信頼度取得に関してのメソッドを持つクラスである．また，
本クラス内には，引数として，「誰について，何について」を用いて信頼度解析を実行
する getValue(String trustWhom, String trustWhat)メソッドを実装した．実際の信
頼度取得部分に関して，重要部分をプログラムより抜粋して解説する．
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public class GetTrustValue extends Object {
public int getValue(String trustWhom, String trustWhat) {
StmtIterator iter2 = res.listProperties(TRUST.trustsRegarding);
if (iter2.hasNext()) {
while (iter2.hasNext()) {
Statement stmt = iter2.nextStatement();
TrustModelParser Pas = new TrustModelParser(stmt);
if (Pas.matchObject(trustWhom, trustWhat)) {
trustvalue = Integer.parseInt(Pas.trustValueObj);
}
}
}
return trustvalue;
}
}
• StmtIterator iter2 = res.listProperties(TRUST.trustsRegarding);
– trustsRegarding(トラストモデルがあることを示すプロパティ)があるかを
調べ，存在していた場合，そのモデルを保持する
• if (iter2.hasNext()) ，while (iter2.hasNext())
– トラストモデルに関する記述（trustsRegarding）が存在する場合に実行さ
れる
– 順次イテレータからモデルを取得し，解析を実行していく
• Statement stmt = iter2.nextStatement();
– trustsRegardingを持つトラストモデル記述を取得
• TrustModelParser Pas = new TrustModelParser(stmt);
– ステートメントを引数として，下記 TrustModelParserでのモデル解析を
おこなう．
• if (Pas.matchObject(trustWhom, trustWhat))
– Whom，Whatが一致するモデルかどうかを判別する．
• trustvalue = Integer.parseInt(Pas.trustValueObj);
– 一致したモデルより，How muchを取得する
次に，構文解析したデータを保持する TrustModelParserについての解説をおこな
う．解析したモデルについて，What, Whom, How much の 3つ組み要素を保持して
いる必要がある．そこで，TrustModelParserは入力されたモデルを解析し，文字列の
集合へと変換する．Jenaの実装から，モデル解析において，全てを解析しなくとも，
StmtIterator iter2 = res.listProperties(TRUST.trustsRegarding);
を用いることで，What, Whom を基に信頼度の取得をおこなうことができる．しか
し，TrustModelParserを実装した理由として挙げられることは，今後のユビキタス
社会を考えた場合，モデル解析のトリガは What, Whom の 1つのパターンではなく，
What, Whom, How much を用いてさまざまなパターンが考えられるためである．つ
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まり，トラストモデルを用いたサービスにおいて，「信頼度が 4の人は誰で，その項目
は何についてか」，「ある項目について信頼度が 6である人は誰か」といった解析が考
えられるため，トラストモデルをデータとして活用ができるよう TrustModelParser
を実装した．
public class TrustModelParser {
public TrustModelParser(Statement stmt) {
Resource trustsRegardingSub = stmt.getSubject();
Resource trustsRegardingPre = stmt.getPredicate();
Resource trustsRegarding = stmt.getResource();
Statement person = trustsRegarding.getRequiredProperty(TRUST.trustedPerson);
Resource trustedPersonPre = person.getPredicate();
Resource trustedPersonObj = person.getResource();
Statement subject = trustsRegarding.getRequiredProperty(TRUST.trustSubject);
Resource trustSubjectPre = subject.getPredicate();
Resource trustSubjectObj = subject.getResource();
Statement value = trustsRegarding.getRequiredProperty(TRUST.trustValue);
Resource trustValuePre = value.getPredicate();
String trustValueObj = value.getString();
}
public boolean matchObject(String personStg, String subjectStg){
boolean trust;
boolean who = trustedPersonObj.getURI().endsWith(personStg);
boolean sub = trustSubjectObj.getLocalName().endsWith(subjectStg);
if(who && sub){
trust = true;
}else{
trust = false;
}
return trust;
}
}
• public TrustModelParser(Statement stmt)
– トラストモデルを解析しデータの選出をおこなう．各データは内部に実装
されているメソッドにおいて，さまざまな形で活用される
• public boolean matchObject(String personStg, String subjectStg)
– 本アーキテクチャにおいては，What, Whomを用いて信頼度を計算するた
め，データ解析したモデルが該当しているものかどうかをチェックするメ
ソッドである
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4.2.4 アイデンティティパーサ
トラストモデルより取得した信頼度を基に，公開レベルとの比較により，適したア
イデンティティ選出プログラムについて解説する．以下のGetPersonalは，取得した
信頼度を基に，公開レベルと比較することでアイデンティティを抽出するメソッドを
持つクラスである．
public class GetPersonal extends Object {
public Model TrustLoader(int value) {
ResIterator iter = model.listSubjectsWithProperty(TRUST.trustsEstablishing);
if (iter.hasNext()) {
while (iter.hasNext()) {
Resource subject = iter.nextResource();
StmtIterator iter2 = subject.listProperties(TRUST.trustsEstablishing);
if (iter2.hasNext()) {
while (iter2.hasNext()) {
Statement stmt = iter2.nextStatement();
PersonalTrustParser ptp = new PersonalTrustParser(stmt);
if(value >= ptp.secretnumber){
mod.add(ptp.newowner);
}
}
}
GetReal gr = new GetReal(subject, mod);
retmodel.add(gr.mod);
}
}
return retmodel;
}
}
• public class GetPersonal extends Object
– アイデンティティ抽出のためのメソッドを内部に持つクラスである
• public Model TrustLoader(int value)
– 実際にRDF記述を戻り値としたアイデンティティ解析メソッドである
– 引数として，信頼度を用いる
• Statement stmt = iter2.nextStatement();
– trustsEstablishingを持つアイデンティティ記述を取得
• PersonalTrustParser ptp = new PersonalTrustParser(stmt);
– ステートメントを引数として，下記PersonalTrustParserでのアイデンティ
ティ解析をおこなう．
• if(value >= ptp.secretnumber)mod.add(ptp.newowner);
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– 信頼度よりも低い値の公開レベルのアイデンティティを取得するための分
岐命令
• GetReal gr = new GetReal(subject, mod);
– 同じプレディケイトであるアイデンティティについての解析，アイデンティ
ティの削除をおこなう
次にアイデンティティ記述を実際に解析する PersonalTrustParserの解説をおこな
う．アイデンティティ記述はモデルのように単純な記述ではなく，アプリケーション
毎に解析が必要となるため，戻り値は RDFモデル形式としている．ここでは，公開
レベルに対応するアイデンティティを無作為に取得しているため，同じプレディケイ
トであるかということは本プログラムの後に解説するGetRealで判別している．また，
信頼レベルとの比較による解析をおこなうため，trustsRegardingに関して公開レベ
ルを数値として取得し保持することとする．
では，実際にプログラムの一部を抜粋し解説をおこなう．
public class PersonalTrustParser {
public PersonalTrustParser(Statement stmt) {
public int secretnumber;
public Resource secretsubject;
Resource trustsRegardingSub = stmt.getSubject();
Resource trustsRegardingPre = stmt.getPredicate();
Resource trustsRegarding = stmt.getResource();
StmtIterator trustStmt = trustsRegarding.listProperties(RDF.type);
if (trustStmt.hasNext()) {
while (trustStmt.hasNext()) {
Statement trust = trustStmt.nextStatement();
if (typeCheck(trust)) {
TrustSet ts = new TrustSet(trust.getResource().getLocalName());
secretnumber = ts.trust;
secretsubject = ts.trustRes;
}
}
}
StmtIterator st = trustsRegarding.listProperties();
if (st.hasNext()) {
while (st.hasNext()) {
Statement trustType = st.nextStatement();
if (trustType.getObject() instanceof Resource) {
if (!typeCheck(trustType)) {
newowner.add(secretsubject,
trustType.getPredicate(),
trustType.getResource());
putModel(trustType.getResource());
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}} else {
newowner.add(secretsubject,
trustType.getPredicate(),
trustType.getLiteral());
}
}
} else {
System.out.println("non");
}
newowner.setNsPrefix("trust", "http://trust.mindswap.org/ont/trust.owl#");
}
public void putModel(Resource res) {
StmtIterator iter3 = res.listProperties();
if (iter3.hasNext()) {
while (iter3.hasNext()) {
Statement stmt = iter3.nextStatement();
newowner.add(stmt);
if (stmt.getObject() instanceof Resource) {
putModel(stmt.getResource());
}
}
}
}
public boolean typeCheck(Statement trustType) {
boolean type = trustType.getResource().toString().startsWith(
"http://trust.mindswap.org/ont/trust.owl#trust");
return type;
}
}
• public PersonalTrustParser(Statement stmt)
– アイデンティティを解析しデータの選出をおこなう．各データは内部に実
装されているメソッドにおいて，さまざまな形で活用される
• StmtIterator trustStmt = trustsRegarding.listProperties(RDF.type);
– 入力されたステートメントを基に，公開レベルの取得
• public void putModel(Resource res)
– RDFを再帰的に解析していくことで，公開可能なアイデンティティ記述の
最深部（根に関して）まで解析し取得するメソッド
• public boolean typeCheck(Statement trustType)
– http://trust.mindswap.org/ont/trust.owl#trust以降の数字を公開レベル
として取得するためのメソッド
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上記 PersonalTrustParserから得たアイデンティティをまとめ，同じプレディケイ
トととなるアイデンティティに関して公開レベルが上位のアイデンティティを取得す
るプログラムである．
public GetReal(Resource subject, Model inmodel) {
while (iter.hasNext()) {
Statement s = iter.nextStatement();
if (s.getObject() instanceof Resource) {
mod.add(subject, s.getPredicate(), s.getResource());
putModel(s.getResource());
} else {
if (pre.contains(s.getPredicate().getURI())) {
} else {
pre.addElement(s.getPredicate().getURI());
mod.add(subject, s.getPredicate(), s.getLiteral());
}
}
}
}
• public GetReal(Resource subject, Model inmodel)
– アイデンティティ記述内に含まれる同じプレディケイトに関して，情報の
粒度の高いものを取得するためのクラスである
• if (pre.contains(s.getPredicate().getURI()))
– 公開レベルの高いものから順に計算をしていき，同じプレディケイトが現
れた場合，そのアイデンティティ情報を削除している
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4.3 サンプルアプリケーション
本システム上で動作するサンプルアプリケーションとして，具体的なアプリケーショ
ンをシナリオ例としてあげる．
4.3.1 トラストスケジューラ
公開に制限をかけるアイデンティティには，個人に近い情報が多い．特に，スケ
ジュール情報は，他者に公開しない情報，場合によっては他者と共有する情報をあわ
せ持っているため，本アーキテクチャのシナリオとして適している．では，以下に具
体的なシナリオ例を示す．
図 4.4: トラストスケジューラ
• 信頼度に応じて表示内容を変更するオフィススケジューラ
– 各エンドユーザが持つRFIDタグを認識し，その場にいる人の情報を取得
– エンドユーザの意思（公開しても良いか）を解析し，各エンドユーザの情
報公開レベルを計算
– レベルに応じ，公開可能である情報を解析
– 解析した情報をスケジューラ情報として，ディスプレイに表示（図 4.4参照）
作成したアプリケーションシーケンス（図 4.5参照）を基に，Javaによる実装をお
こなった
• Room Manager（プロバイダ側）
– 無線式RFIDリーダ読み取り範囲内（室内）のタグを認識し，タグ情報を
保持する．
– 今後，RFIDタグには個人の情報を書きこめると想定し，タグ ID用いて
ホームサーバとパーソナルデバイスの IPを SQLデータベースより取得
する．
• Trust Model Manager（プロバイダ側）
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図 4.5: シーケンス図
– 室内にいる人の情報（誰がいるか）とアプリケーション情報（どのような
モノか）を各エンドユーザのホームサーバへ送信する．
– サーブレットにより URLでの通信なので，エンドユーザ側に特別なアプ
リケーションのインストール等は必要ない．
– サーバから返った情報をアプリケーションのRDF解析機へ渡す．
• Trust Model Parser（ホームサーバまたはアイデンティティを保持するプロバ
イダ側）
– 信頼度を記載したRDF（モデル記述RDF）を解析し，現状の各エンドユー
ザの信頼度を計算する．
• Information Parser（ホームサーバまたはアイデンティティを保持するプロバイ
ダ側）
– 信頼度を基に，公開しても良い情報を選出する．
– 実際に動作は確認できるが，改良を重ねる必要がある．
• RDFスケジューラの実装
– 携帯端末・PDAなどからのアクセスを考慮し，HTMLベースのスケジューラ
– 取得したRDFよりRDFCalendar情報を，HTMLへと変換させる
4.3.2 トラストチャット，トラストビューワ
チャットでの会話や，文章の記述などにも，他者に公開しない情報，場合によって
他者と共有する情報が存在する．そこで，文字列中に存在するアイデンティティの単
語について，タグ < trust >< /trust > で括ることで，チャットメッセージ受信時，
ビューワ起動時に最適な情報へ書き直して表示するためのアプリケーションを実装し
た．動作例は，表 4.1のようになる．
ここで，これらのサンプルアプリケーションの実装において，アイデンティティ取
得までの一連の動作（図 4.5参照）は同じであるため，アプリケーションにおいて使
用されるアイデンティティ情報の入力を追加するだけで，適切な情報公開制限を可能
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アイデンティティ宣言時の文字列 公開制限処理後の文字列
My name is Alice
My name is < trust > name < /trust >. My name is Ally
My name is Edwards
表 4.1: チャット，ビューワの動作例
にする．また，テキストベースのアプリケーションにおいて，タグを用いたアイデン
ティティ制限は，ウェブブラウザやメーラ等に応用が可能であるため，単純なアイデ
ンティティにおける視覚的な情報制限に関して効果的である．
4.3.3 明示的なエンドユーザ確認の重要性
サンプルアプリケーションにおいて実装した，エンドユーザへの確認部分（図 4.5,ref-
erer部分）の重要性について述べる．ユビキタス環境上に実装される，アイデンティ
ティを使用するアプリケーションにおいて，サービスプロバイダに悪意があった場合，
室内の状況を偽り，アプリケーションにおいて使用しないアイデンティティまで取得
される危険性がある．さらに，ホームサーバへの攻撃によりパーサへの変更がおこな
われた場合，プロバイダ側に送信されるアイデンティティの改ざんがおこなわれるこ
とで，アイデンティティの漏洩が起こる．
そこで，アイデンティティを扱う際には，情報の送受信時に，エンドユーザ（アイ
デンティティ所有者）に明示的な確認をとる必要がある．アイデンティティとは，1
つの情報が漏れた場合では，直接本人を特定できないとしても，複数のアイデンティ
ティと組み合わせた場合，容易にアイデンティティ所有者を特定することが可能とな
る．例えば，「21歳, A社に勤務, 東京都在住」という情報からアイデンティティ所有
者に近寄ることができる．
現在アイデンティティを使用するアプリケーションにおいて，このような確認手法
は，エンドユーザへの負担が増加するために，動作をすべて自動化する傾向にある．さ
らに，現状のネットワーク形態は，エンドユーザの契約したプロバイダや点在するア
クセスポイントから，ネットワークへの接続をおこなっている．このような場合には，
プロバイダやアクセスポイントは信用できる企業や団体により設置されている．しか
し，今後のネットワークにおいて，全てのサービスプロバイダが信頼できるとは考え
られないため，アイデンティティを用いたアプリケーションを開発する際にはデータ
の送受信方法について十分に考慮すべきであり，効果的なアーキテクチャが必要であ
る．また，このようなアーキテクチャがなくとも，安心してネットワークへの接続を
可能にするために，法律による制限やネットワークアイデンティティ管理のための専
門的な政府機関の設置などもおこなうべきである．
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第5章 アーキテクチャの評価
アーキテクチャの評価として，トラストモデル及びアイデンティティ解析の実行時
間に関するスケーラビリティを，アンケート及びシミュレーションにより求める．
5.1 トラストモデルの評価
アイデンティティに関して制限がおこなえた場合においても，解析に対する実行時
間が遅すぎる場合には，現実的にシステムへの適応が困難である．そこで，実際にシ
ミュレーションプログラムを作成しトラストモデル及びアイデンティティRDF記述量
からの解析実行時間を測定する．
また，プロバイダに関してのトラストモデル記述量はエンドユーザ毎にほぼ均一す
るが，人間関係に関してのトラストモデル記述量はエンドユーザ毎の人的要因により
異なると考えられる．さらに，アイデンティティについても，エンドユーザの主観や経
験から記述量に変化があると想定される．そこで，現実世界における人間関係及びア
イデンティティに関してのアンケートを実施し，平均的な記述量を求め，シミュレー
ション結果と比較し実行時間に対する評価をおこなう．また，シミュレーションは実
行時間に関する評価であるため，アンケートより各エンドユーザのアプリケーション
実行に関する待ち時間調査をおこない，アンケートより求めた実際の平均的な実行時
間がエンドユーザのアンケート回答を満たしているかを評価する．シミュレーション
を実行した動作環境は表 5.1のようになる．
OS Windows XP professional
CPU 1300MHz
メモリ 1.29GHz
表 5.1: シミュレーションに用いたコンピュータのスペック
5.2 アンケート実施方法
さまざまな職業の 20代から 40代の男女を無作為に選び，アンケートへの回答を依
頼した．また，アンケートに用いた項目は，アンケート実施前の予備調査により項目
の欠陥を考慮し決定した．加えて，アンケート回答にあたり，データの信憑性を得る
ために本アーキテクチャについて解説し，理解したうえで回答していただいた．その
うち 95%は面識の無い回答者である．アンケート実施項目は，トラストモデル記述，
アイデンティティ記述，実行時間，パーソナリティについてである．
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5.2.1 パーソナリティに関してのアンケート
トラストモデル，アイデンティティ記述において，性別や年齢毎の記述量や回答の
傾向を解析するために，アンケート回答者の性別，年齢，職業についての質問をおこ
なった．また，回答者に偏りがあった場合，データに偏り1が生じるため，アンケート
結果を用いて，回答者に偏りがないかを判断する．
5.2.2 トラストモデル記述に関してのアンケート
アンケート項目の趣旨は，実際のモデルがどのくらいの記述量になるかの測定であ
る．そのため，まず回答者に人間関係について質問を実施した．
回答者には，トラストモデルに関しての解説をおこない，実生活においての人間関
係を意識し，10日間を過ごした後に，「トラストモデルを記述する人は何人存在する
か」を回答していただいた．ここで，実生活において接触が極端に少なく，面識の無
い他人と同等に認識される知人群に関してはアイデンティティの提示はおこなわれな
いか，もしくは全て同じ公開レベルであるため，トラストモデルを記述しないと定義
している．
また，トラストモデルのグループ化によって，記述量を減らすことができるため，
「トラストモデルを記述する人に関して，グループには分けられない人は何人か」，「グ
ループに分けられる人について，いくつのグループに分けられるか，また，そのグルー
プ名と構成人数は何人か」という質問を実施した．これにより，信頼度の設定を細か
くおこなう人の数，グループの数を求め，実生活を反映したトラストモデル記述量を
求めることが可能となる．
5.2.3 アイデンティティ記述に関してのアンケート
アイデンティティは個人の特徴を示すためのRDF記述である foaf[13]情報より抜粋
した一般ユーザが保持するアイデンティティに関する情報に，今後ネットワーク上で
使用されると予測される情報を加えたものである．アイデンティティ記述量は，アイ
デンティティの量と抽象化レベルの粒度に関係している．例えば，住所に関しての記
述が存在した場合，「都道府県まで公開，市町村まで公開，全て公開，全て非公開」と
いった情報の抽象化レベルの粒度が存在する．これらの傾向をアンケートから解析す
るために，指定したアイデンティティの抽象化レベルの粒度がどれくらいの数になる
か質問をおこなった．ここで，アイデンティティの抽象化レベルの粒度が「ある，な
い」という解答を示唆する項目はアンケート対象外とする．
さらに，位置情報など，今後増大するセンサ情報から得られた情報の粒度はセンサを
用いたシステム開発者に依存するため，今回のアンケートでは考慮しない．
また，アカウントなどの，複数所有している可能性があるアイデンティティに関し
て，所持数により記述量に変化があるため，どれだけ保持しているのかを質問した．
アーキテクチャの評価に用いるアイデンティティを表 5.2に示す．
1データの偏りとは，回答者の偏りによって，データが一般的な値ではなくなることである．男性の
回答者が極端に多い場合，男性におけるデータ結果になってしまう．
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foafにより定義されているアイデンティティ　　　　　　　　　　　　　　　　　
　 • メールアドレス　　　　　　　　　 　 • 座右の銘
　 • 名前 　 • 関心のあること
　 • ニックネーム 　 • 勤務先
　 • 性別 　 • 仕事内容
　 • MSNチャットの ID 　 • ホームページ
　 • Yahoo!ID 　 • ウェブログ
　 • 写真 　 • 電話番号
　 • 性格 　 • 位置情報
foafを補足するためのアイデンティティ
　 • 年齢 　 • スケジュール情報
　 • 生年月日 　 • デバイス情報
　 • 運転免許番号 　 • 趣味
　 • クレジットカード番号 　 • 住所
複数保持する可能性のあるアイデンティティ
　 • メールアドレス 　 • 昨年のスケジュール情報
　 • ニックネーム 　 • 関心のあること
　 • クレジットカード保持数 　 • ログインアカウント
　 • 趣味
表 5.2: アンケートに用いたアイデンティティ
5.2.4 実行時間に関してのアンケート
アーキテクチャの評価は，解析における実行時間が指数となる．そこで，アプリケー
ション実行時間についての我慢できる待ち時間について質問をおこなった．ここで得
た実行時間をトラストモデル及び，アイデンティティの解析時間と比較することで，
アーキテクチャの評価をおこなう．
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5.3 パーソナリティに関するアンケート結果
アンケート回答者の協力のもとに，433人からの回答結果を得た．そのうち，解答
が不十分である 9人のアンケート結果を除いた，424人のアンケート結果を有効回答
として集計解析をおこなった．性別，年齢，職業についての具体的な回答数は表 5.3，
比較内訳は図 5.1, 5.2, 5.3のようになっている．また，職業のその他とは，アルバイ
ト，不定職者と回答した人である．
図 5.1: アンケート結果 (性別)
図 5.2: アンケート結果 (年齢)
図 5.3: アンケート結果 (職種)
性別 男性 女性
回答人数 217 207
年齢 10代 20代 30代 40代
回答人数 98 219 78 29
職業 学生 会社員 主婦 自営業 その他
回答人数 49 313 17 34 11
表 5.3: パーソナリティに関するアンケート結果
回答結果を社会調査理論により評価すると，回答者に偏りはなく適切な分布を示し
ているが，現実社会の厳密な比較縮小値とすることはできない．しかし，回答者の分
布から実行時間計測に対して，十分に適応できる回答結果である．
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5.4 待ち時間に関するアンケート結果
アプリケーション起動待ち時間に関しての回答結果である．アンケートより得た値
は表 5.4，図 5.4のようになる．
図 5.4: アンケート結果 (待ち時間)
表示待ち時間 0～5秒 ～10秒 ～15秒 ～20秒 表示まで待つ
回答人数 25 132 55 114 98
表 5.4: パーソナリティに関するアンケート結果
ここで，評価の尺度である待ち時間について 23%の回答者が表示されるまで待つと
回答している．そこで，待ち時間を具体的な数値で回答している 326人の回答を下に
加重平均をとる．ここで得た値である 13.95706≒ 13.96 sec を待ち時間の尺度として
アーキテクチャの評価をおこなう．また，節 5.7において待ち時間の回答結果におけ
る最小値 5secについても評価をおこなう．
42
5.5 トラストモデル解析の評価
本節では，トラストモデルに関するシミュレーション結果，及びアンケート結果を
示し，両者の比較を基にトラストモデル解析についての評価をおこなう．
5.5.1 トラストモデル解析に関するシミュレーション
シミュレーション方法について解説をおこなう．トラストモデル記述解析のワース
トケースは，「評価した全ての人とアプリケーションを共有し，モデルの全ての情報が
使用されること」である．つまり，トラストモデルの全てを解析する時間がシステム
の評価指標となる．
そこで，「What，Whom，How much」の 3つ組要素を全て取得し，信頼度を計算
するまでの実行時間を測定する．
実際のトラストモデル解析シミュレーション結果を図 5.5に示す．横軸を記述内の
トラストモデル数，縦軸を実行時間 (msec)としてグラフに表す．
図 5.5: トラストモデル解析シミュレーション結果
13.96secにおいて，21900人のモデルが解析可能という結果となった．
5.5.2 アンケート結果からの考察
アンケート結果における知人の数を 10人間隔で区切ったデータを，表 5.5に示す．
知人の数 1～ 11～ 21～ 31～ 41～ 51～ 61～ 71～ 81～ 91～ 100
(人) 10 20 30 40 50 60 70 80 90 100 以上
回答人数 11 11 17 32 74 104 91 51 23 8 2
表 5.5: アンケート結果（知人の数）
100人以上の人間関係が存在する人の値は，104人と 112人という回答である．ここ
で得られる平均のトラストモデル記述量は 55.97，ワーストケースは 112となる．し
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かし，この結果はモデルをグループ化する前のデータである．グループ化をおこなう
と 55.97という値よりも少ない記述でモデルを表すことが可能となる．
グループ化後の記述数に関して，8人を除く 98% の回答結果に共通点が見られた．
図 5.6は，縦軸を「グループ化せずに個人毎に設定をする人の人数」，横軸を「グルー
プの数」とした分布図である．図 5.6より，8つの回答結果以外は，値が近似してい
ることが示される．つまり，知人の総数に大きな違いがあった場合においても，「関わ
るグループの数」及び「詳細に設定をおこなう人の数」は近似しているといえる．
図 5.6: 詳細設定及び，グループ化の分布
次に，分布が近似する回答者のデータのみを使用し，「グループの数」と「個人ごと
に設定する知人の数」を求める．詳細データは以下の表 5.6に示す．
知人の数 1～ 11～ 21～ 31～ 41～ 51～ 61～ 71～ 81～ 91～ 100
(人) 10 20 30 40 50 60 70 80 90 100 以上
回答人数 11 11 16 31 73 101 90 51 22 8 2
グループ数 0.7 1.4 1.8 4.7 5.1 11.4 14.5 14.3 14.9 13.4 13.9
個人毎に設定 7.3 11.2 11.4 13.1 12.1 11.7 12.7 12.1 9.8 8.2 9.1
モデル量 8 12.6 13.2 17.8 17.2 23.1 27.2 26.4 24.7 21.6 23
表 5.6: アンケート結果（詳細設定及び，グループ化）
個人毎に設定する人の数はほぼ一定の値をとることが解る．またグループ数におい
ても極端な増加がみられないことも示された．つまり，アンケート回答者の 98%にお
いて，「グループ化せずに細かく設定をする人の数」，「グループの数」は近似した値を
とり，21.95のオブジェクト（人の名前，グループ項目）へのモデルで，全ての知人
への評価が可能であると示された．また，全回答者ワーストケースであるモデル記述
数は 44である．
シミュレーション結果と比較した場合，21.95のモデルの解析時間は 45msec，44の
モデルの解析時間は 56msecであるため，実際の人間関係のモデル解析は十分におこ
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なうことができると示された．また，98パーセントの回答者がについて，14secでは，
21.95のモデルと 997.32のサービスについての解析が可能である．よって，現状のサー
ビス量を考えた場合，トラストモデルパーサは十分な解析性能を持つといえる．
アンケート結果からの人間関係に対する考察
アンケート結果より，グループ設定は大きく以下のように分類されていることが示
された（図 5.7参照）．
• 私生活
– 家族
– 自治会
– 恋人
• 職場
– 仕事
– 学校
– バイト
• 趣味
– サークル
– クラブ活動
図 5.7: 人間関係の集合例
アンケート結果より，人間関係が 3つの集合であると断定することは不可能である
が，人間関係がは集合体で構成され，さらにそれらの集合は個人毎に異なった集合体
で構成されていると考えられる．
また，密接に関わる知人と，関わる集合（グループ）の数はほぼ近似していること
から，人間関係の総数は，関わる集合内部の構成人数の多さによって増減すると予測
される．つまり，アンケート結果より人間関係はグループの集合という結果となり，
実際の知人の総数よりも少ないトラストモデルで表現が可能となる．
さらに，年代別の評価において，年齢を重ねるほどに関わる人が減少していくこと
が示された（表 5.7参照）．これは，10代から 20代にかけての人間関係には可能性
という要因から，より多くの人と「浅く広く関わる傾向がある」と考えることができ
る．さらに，年齢が高くなるに従い，新たな社会的接触の機会を提供するよりも，今
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まで付き合ってきたネットワークを維持することに力を入れ，「狭く深く関わる傾向が
ある」と推測される．
世代 10代 20代 30代 40代
知人の数 (各世代毎の平均人数) 52.4 73.3 62.4 31.7
表 5.7: 年代による，知人数の推移
つまり，アンケート対象外とした 50代以上の回答者についても同様の傾向が見ら
れると考えられるため，トラストモデル記述量は莫大なものにはならず，現実社会を
反映したトラストモデルの解析は十分に現実社会に適応可能である．
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5.6 アイデンティティ解析の評価
本節では，アイデンティティに関するシミュレーション結果，及びアンケート結果
を示し，両者の比較を基にアイデンティティ解析についての評価をおこなう．
5.6.1 アイデンティティ解析に関するシミュレーション結果
シミュレーション実行方法について述べる．アイデンティティ解析のワーストケー
スは，「入力された信頼度は 10，使用する情報は記述されている全情報」という状況で
あるため，アイデンティティの全てを解析する実行時間を計測する．また，アイデン
ティティ記述は，アイデンティティによってRDF木の根の長さが不特定であるため，
ワーストケースを考慮し，アンケートで質問したアイデンティティの中で最も RDF
記述量の多いスケジュール情報を用いてシミュレーションをおこなう．
シミュレーション結果は，図 5.8のようになる．横軸を記述内のスケジュール記述
数，縦軸を実行時間 (msec)としてグラフに表す．
図 5.8: アイデンティティ解析シミュレーション結果
シミュレーション結果より，13.96secにおいて，8930のアイデンティティについて
の解析をおこなうことが可能であると示された．
5.6.2 アイデンティティに関するアンケート結果
アイデンティティがどの程度の記述量になるかをアンケート結果から求める．表 5.10
は，アンケートから求めた，各アイデンティティに関する全ての抽象化表現である．
また，表 5.8は，アンケート回答結果においての，各アイデンティティ保持数の最大
値である．
ワーストケースを考えると，全てのアイデンティティの抽象化数，保持数の最大値
である．よって，アンケート結果におけるアイデンティティ記述量のワーストケース
を求める．アンケート回答より得られた粒度及び保持数からアイデンティティ量を計
算すると，1601のアイデンティティ記述数であると示された（表 5.9参照）．
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複数保持する可能性のあるアイデンティティ
メールアドレス 6 昨年のスケジュール情報 730
ニックネーム 4 関心のあること 14
クレジットカード保持数 7 ログインアカウント 23
趣味 5
表 5.8: アイデンティティ保持数
メールアドレス 18 昨年のスケジュール情報 1460
名前 8 関心のあること 14
住所 7 生年月日 5
年齢 4 電話番号 4
仕事内容 3 勤務先 11
位置情報 9 運転免許番号 2
クレジットカード番号 14 ログインアカウント 23
趣味 5 デバイス情報 6
粒度の無いアイデンティティ 8
表 5.9: アンケート結果におけるアイデンティティの粒度
シミュレーションにおいて 1601のスケジュール情報解析時間は 230msecであった．
230msecというシミュレーション値は，アンケートによるアイデンティティ数とスケ
ジュール数とを比較しているため実際のアイデンティティ解析時間はこの値よりも低
い値となる．実際に，アンケート結果を正確に反映したアイデンティティ記述を解析
したところ，189msecでの解析時間で済むという結果を得た．
アンケート結果からのアイデンティティに対する考察
アイデンティティの抽象化レベルの粒度は，他者と共通している内容や現実社会で
身近な情報であるほど細かく，サービス側から与えられたアイデンティティについて
は，そのままの表示とサービス提供者情報のみと粒度が荒い傾向がある．
これは，氏名・住所・生年月日などの情報は，普段の生活におけるアンケートや，会
員証などの登録時に用いるため，アイデンティティ表記の意味をエンドユーザが認識
し，個人を特定されない程度の粒度を，エンドユーザが回答できるためと考えられる．
実際に，アンケート回答者から，「クレジットカード番号や運転免許番号には表現方法
があるのか」という質問があった．つまり，アンケート結果の傾向から，エンドユー
ザ自身がアイデンティティについての知識が乏しく，今後，エンドユーザへの明確な
アイデンティティ情報の意味と，ネットワークセキュリティについての知識提供をお
こなうことが必要である．
また，アイデンティティ1601のうち 1460のアイデンティティがスケジュール情報で
あった．これは，スケジュール情報は時系列に作用され，情報毎に表現方法が異なる
ためである．つまり，時系列に作用されるアイデンティティを多く保持する場合，ア
イデンティティの表現方法が異なるために，記述量が多くなると予測される．
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• メールアドレス
– アカウント名のみ (＠以前のみ)
– プロバイダのみ（@以降のみ）
– 全て
• 名前
– フルネーム
– 苗字
– 名前
– 国民 ID
– ニックネーム
• 住所
– 郵便番号
– 都道府県まで
– 市町村まで
– 最寄り駅（バス停）
– ランドマーク
– 緯度・軽度
– 正確な住所
• 生年月日
– 正確な生年月日
– 西暦と月まで
– 西暦以外
– 西暦まで
– 干支
• 年齢
– 正確な年齢
– 生年月日情報の利用
– 10の粒度（～代）
– 5の粒度（～代前・後半）
• スケジュール情報
– 全ての詳細（時間・予定内容）
– 時間のみ
• 電話番号
– 市外局番まで
– 管轄する基地局まで
– キャリア
– 全番号
• 仕事内容
– 社内向けの情報 (部署)
– プロジェクト内容
– 社外向けの情報 (SE,営業など)
• 勤務先
– 会社（学校）名のみ
– 部署（学部）名まで
– 社員（学籍）番号
– 住所情報の利用
– 全情報
• 位置情報
– GPS
– 緯度・経度
– 住所情報の利用
• 運転免許番号
– 管轄する交付所
– 全情報
• クレジットカード番号
– カード会社名のみ
– 全情報
• デバイス情報
– IP
– CPU
– HDD容量
– 電源
– メーカ
– ログイン情報
表 5.10: アイデンティティの粒度
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5.7 シミュレーション及びアンケートによる評価のまとめ
シミュレーション結果及びアンケート回答結果から，本アーキテクチャの総合的な
評価をおこなう．図 5.9は，トラストモデル及びアイデンティティ解析時間に関する
3次元グラフである．
図 5.9: トラストモデル及びアイデンティティ解析シミュレーションの 3次元図
図 5.9の z軸の最大値は，アンケート結果からの指標である 13.96secを最大値とし
て，x, yはトラストモデル及びアイデンティティの記述量を示している．
今回のアンケート結果による解析合計時間は，図 5.9の丸印に示される点である，実
解析時間はトラストモデル解析時間 45msecとアイデンティティ解析時間 230msecの
和である 275msecとなり，全ての処理の合計時間は，アンケートの待ち時間平均値で
ある 13.96sec及び，アンケートの最小値 5secを十分満たしている．しかし，実際に
は，サービス及びプロバイダの数といった要因からトラストモデルは増加する．つま
り，厳密にトラストモデル解析において以下の数式を持たす必要がある．
TM(n) : nのトラストモデルにおける解析実行時間
ID(m) : mのアイデンティティにおける解析実行時間
α : プロバイダに対するトラストモデル
β : サービス数
5sec ≥ TM(α + 21.45β) + ID(1610)
5sec ≥ TM(α + 21.45β) + 0.23sec
4.77sec ≥ TM(α + 21.45β)
4.77sec .=. TM(12100) ≥ TM(α + 21.45β)
12100 ≥ α + 21.45β
ここで，α,βに現状のプロバイダ数と 1人のエンドユーザが受けているサービス数
を代入した場合に，どの程度の負荷がかかるであろう．α = 100,β = 500という値を
代入した場合において，上記式は十分許容範囲内の値であると解る．
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シミュレーション結果はトラストモデル及びアイデンティティ記述解析においての
ワーストケースであるため，現実のアプリケーションに適応した場合，シミュレーショ
ン結果よりも少ない待ち時間での解析が可能となる．つまり，トラストモデル及びア
イデンティティ記述についてのシミュレーション及び，アンケート結果から，現状の
現実社会の人間関係において本アーキテクチャは十分に適用可能であることが示され
る．加えて，本アーキテクチャについて，今後のユビキタス社会への適応についての
考察は，結論 (章 7)にて述べることとする．
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第6章 議論
トラストモデルは，個人の嗜好を反映する有効な情報であり，他者を評価したモデ
ルから信頼度を参照することで，まったく面識のない第三者を評価することが可能と
なる．
つまり，トラストモデルによるネットワークを構築することで，多くの分野で有効
的に活用することが可能となる．特に，今後のインターネット上での重要な要素であ
り，トラストモデルを有効に活用可能である口コミネットワークについて考察をおこ
なう．
6.1 口コミネットワークへの応用
口コミとは，互いに口から口へと情報を伝えること [18]であり，口コミ情報とは，
商品・サービスを受けた消費者から見たその商品・サービスの情報である．
個人を特定し適したサービスを提供するユビキタス環境において，異なったユーザ
に同等の価値を持つ情報を提供するよりも，エンドユーザ毎に適した情報を提供する
ことに価値がある．実際に，JMR生活総合研究所 [15]調べのアンケートにおいて，口
コミはマーケティングにおいて非常に有効であると調査されている．
メールを用いた口コミによるマーケティングを例に挙げ，個人に適した情報配信を
考える．
現状では，以下の手法がとられているが，実際にサービスを使用すると，興味のな
い情報がほとんどを占めており，顧客にとって有益な情報は少ない．
• エンドユーザがサービスプロバイダへアイデンティティを登録
• 自分の興味のある嗜好区分（スポーツ・車・映画など）をチェック
• プロバイダ側は，エンドユーザがチェックした区分に従い，当てはまる全ての情
報を提供
静的な嗜好区分による情報配信において，個人の嗜好を反映した情報配信ができな
い理由は，我々の生活に深く関わる以下の要因を考慮していないためである．
• 時空間・温度・騒音などの環境要因
• 作業プロセス・社内環境などの組織要因
• ネットワーク・システムの安定性などの技術的要因
• 経済活動，人間関係，コミュニケーションなどの人的要因
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そこで，アイデンティティや今までの行動（どのようなものを購入したか・何が好
きか・どのような場所を好むか），状況（地理的・時間的・環境的）などの情報を使
用することが有効的である．
エンドユーザと他のオブジェクト（人・物・情報）の関係である，「何をどれだけ好
きか」，「誰をどれだけ信用しているか」，「どのような通知方法を優先すべきか」とい
う情報は，個人の嗜好であり，市場にとって有益な情報である．このような情報の記
述は，これまでに述べているトラストモデルで表記することが可能である．では，具
体的に解説をしていく．
6.1.1 トラストモデル利用方法
実際にトラストモデル表記をどのように応用するかを以下に示す．
• 情報利用制限でのモデル
– 『誰が，何について（公開する情報の種類），誰を，どの程度信頼してるか』
• 口コミネットワークでのモデル
– 『誰が，何について（機能・デザイン・歌・味・雰囲気），誰を（何を），
どの程度評価（ランク付け）するか』
トラストモデル記述を用いて，主観的な評価モデルを作成することができる．ここ
で重要なことは，主観的なモデルという点である．現在インターネット上には，さま
ざまな情報が存在している．しかし，エンドユーザには嗜好があり，自分と嗜好の近
い人の情報を求めてコミュニティを形成している．このようなコミュニティにおいて
知り合った人の情報は，エンドユーザ自身と好みが近いことから，その情報への信頼
度が高いと考えられる．つまり，主観的なモデルを生成することで，『好みの近さ』と
いう尺度で他者の信頼度モデルを参照することが可能となる．また，RDFによるモ
デルであるため，大規模なコミュニティが生成された場合においてもデータの適切な
分散化やデータベースとの連携も容易となる．
ここで，好みの近さという尺度や，他者への信頼度から口コミネットワークが構築
されるかが問題である．では，次節において，口コミの発生条件と，トラストモデル
を用いたネットワークによる効果を比較し，評価をおこなう．
6.1.2 口コミの発生条件
口コミの発生する条件として，以下の項目が挙げられる [17]．つまり，口コミネッ
トワークを構築するためには，下記条件を解決する必要がある．
1. 消費者が商品選択のための情報を充分に持ち合わせていない
2. 製品の客観的な基準による評価が複雑で困難
3. 他の情報源の信頼性が低いと思われる
4. 他の情報源よりも接近しやすく，時間や努力を費やさなくても済む
5. 情報を教えてくれる人との間につながりが強い
6. 社会的に認められたいという欲求が強い
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トラストモデルによる評価ネットワークが条件を満たすことができるかを検証する．
まず，トラストモデルによる商品に対しての評価を参照することで，条件 1を満たす
ための商品評価情報を求めることが可能となる．また，好みの近さを用いて，嗜好の
同じユーザの評価を参照することで，評価への基準を求め，条件 2を満たすことが可
能である．次に，トラストモデルを用いた信頼度のネットワークを構築することで，情
報源に対しての世間からの統計的な信頼度を求めることができるため，条件 3を満た
すための信頼性の高い情報を提供することが可能となる．加えて，今後の口コミネッ
トワークは，インターネット上に構築されると予測されるので，条件 4に対して，容
易な情報へのアクセスを可能にする．さらに，好みの近いユーザの意見を聞くことに
よって，嗜好にあった「つながり」を構築することで，条件 5が満たされる．最後に，
条件 6についてであるが，以下のような口コミ情報を集めたウェブサイトが，インター
ネット上に多数存在する．つまり，世の中には積極的に評価をつける人が存在してお
り，口コミサイトは自然に発生している．よって，条件 6はトラストモデルを用いた
ネットワークを構築していった場合に，自然に発生すると予測される．
• 価格.com
– http://kakaku.com/
• いいクチコミ
– http://www.diana.dti.ne.jp/~colline/i2kutikomi/i2kutikomi.htm
• freshEYE
– http://www.fresheye.com/directory/shopping/knowledge/hyouka.html
トラストモデルによるネットワークを構築することで，口コミネットワークが自然
に構築されると考えられる．この結果，面識の無い人への評価を参照し，個人毎に適
した情報の取得が可能となる．さらに，商品の評価によって，市場の活性化や需要な
どの市場動向調査をおこなうことができる．現状では，インフラストラクチャの整備
やエンドユーザ意識の教育など，さまざまな問題点により実現することは難しい．し
かし，今後，このような口コミネットワークは有用であるため，問題点の解決をおこ
ない，実現を目指していく必要がある．
54
第7章 結論
本研究では，ユーザの主観的な評価であるトラストモデルにより，アイデンティティ
使用の制限をするためのアーキテクチャを提案及び実装した．また，シミュレーショ
ン及びアンケートによる評価をおこない，トラストモデルを用いたアイデンティティ
制限は，現在の現実社会の人間関係を反映すること可能であると示された．
トラストモデルが増加した場合には，多くのプロバイダがトラストモデルを使用す
ることになるため，口コミネットワークへの応用や，エンドユーザ情報の活用のため
に，行政やプロバイダによるトラストモデル管理のためのインフラストラクチャの構
築がおこなわれると予測される．これにより，何 (What)についてのモデルかを解析
し，トラストモデルを分散管理することが可能となる1．
つまり，サービスの量が増加することでトラストモデル記述量が増加したとしても，
トラストモデルのシンプルな構文規則や，プロバイダのインフラストラクチャの構築
によって解析時間増加に対する問題は解決され，現実社会へのトラストモデルの適応
は十分に可能となる．
また，今後のユビキタス環境の構築によって，移動経路の履歴やセンサからのコン
テキストなど，時系列によって内容が変化するアイデンティティが増加することで，
エンドユーザの保持すべきアイデンティティは増加する．さらに，RDFでの表現が困
難となる発汗量や心拍，行動などもアイデンティティとなる．つまり，本アーキテク
チャのアイデンティティ記述は，ユビキタスコンピューティング環境における全ての
アプリケーションに対しては適用できず，4.3節で実装した比較的静的なアイデンティ
ティを用いるアプリケーションに適している．
本アーキテクチャにおけるアイデンティティ記述方法は，全てのアプリケーション
には適応できないと考えられるため，異なるアーキテクチャも必要となる．トラスト
モデルより取得した，「Who, Whom, What, How much」という情報を用いて検索が
可能な抽象化データベースなどが例として挙げられる．
本研究により，トラストモデルを用いて人間関係を反映した情報公開制限が可能に
なると示された．しかし，今後，より多くのコンピュータが日常生活に組み込まれ，コ
ンピュータと現実世界がさらに密接になるため，一時的な感情や体調などを考慮した
アーキテクチャが必要になるであろう．ハードウェア技術の急速な発展により，コン
ピュータは多くの場所で使用されている．しかし，その複雑さゆえに，専門的な知識
を持たない人には恐怖感を与えてしまう．そこで，ソフトウェア開発においても，社
会的要素や人的要素を考慮したさまざまなアーキテクチャの開発により，コンピュー
タへのエンドユーザの意思の反映を容易にし，人間とコンピュータをより密接に結び
付けることで，多くの人にとって有効的なユビキタス社会を構築していかなければな
らない．
1Whom，How muchを主体としたモデル解析及び分散管理となる場合も，十分に考えられる
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付 録A アンケート
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付 録B foafとは
FOAF (Friend of a Friend)とは，その名のとおり友達の友達という連鎖をメタデー
タとして表現することで，ネットワーク上の興味深い属性や関係を，エージェントを
用いて分析できるRDF記述のためのめたデータである．これは，RDFの可能性を追
求しようという実験の基本ツールとして生まれたもので，人とそのつながりを表現す
る仕組みであるが，それぞれの人の関心や所属組織といった属性情報を合わせて記述
していくことで，人を媒介に世の中のさまざまなものごとの相互関連を辿り，分析す
ることが可能となる．FOAFは，名前，関心領域，ホームページなどといった，人を
描写するためのさまざまな語彙を定義している．また，個人情報を扱う FOAFは，情
報の信頼性や電子署名といった面での検討もおこなわれており，セマンティック・ウェ
ブの実現に不可欠な「信頼性のウェブ」を構築する際の重要な記述であるといえる．
FOAFを使った人物情報の記述
FOAFはのRDF/XMLを用いて，対象となる人物を foaf:Personという要素で表し，
その名前，所属といった属性をプロパティ要素として記述していく．FOAFでは，人
物とそのつながりを表現するために，さまざまな語彙が定義されている．以下に，代
表的なクラス及びプロパティを紹介する．
表 B.1: FOAFで定義されている基本クラス一覧
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表 B.2: FOAFの ID/名前付けプロパティ一覧
表 B.3: FOAFの人物描写プロパティ一覧
表 B.4: FOAFの関連リソース描写プロパティ一覧
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表 B.5: FOAFの人物描写に使えるその他プロパティ一覧
表 B.6: FOAFの一般リソース記述プロパティ一覧
表 B.7: FOAFのアカウント，グループ関連プロパティ一覧
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