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Re´sume´ – Nous conside´rons un proble`me d’estimation semi-parame´trique en re´gression non line´aire, ou` le
parame`tre de nuisance (de dimension infinie) est la densite´ f du bruit additif, dont on suppose uniquement qu’elle
est syme´trique en 0. Nous proposons ici une extension au cas multivariable de l’estimateur pre´sente´ dans [7]
qui minimise l’entropie de l’e´chantillon syme´trise´ des re´sidus. Des re´sultats en traitement d’images illustrent les
bonnes proprie´te´s de cette me´thode d’estimation.
Abstract – We consider a semiparametric estimation problem in nonlinear regression, for which the infinite-
dimensional nuisance parameter is the density f of the additive noise. We only suppose f to be symmetric
about 0. We propose a multivariate extension of the estimator presented in [7] that minimizes the entropy of
the symmetrized residuals. Some results in image processing illustrate the properties of the minimum entropy
estimation method.
1 Introduction
Ce travail reprend l’estimateur par Minimum d’En-
tropie (ME) pre´sente´ dans [7] dans le contexte de
l’estimation semiparame´trique pour des mode`les de
re´gression non line´aire. Nous conside´rons n obser-
vations donne´es pour les points de mesure (de´ter-
ministes ou ale´atoires) Xi ∈ X ⊂ Rq par
Yi = η(θ¯, Xi) + εi , i = 1, . . . , n , (1)
ou` (εi) est une suite de variables ale´atoires i.i.d. de
densite´ inconnue f , η(θ, x) est une fonction connue,
borne´e sur Θ × X et deux fois continuˆment diffe´-
rentiable en θ pour tout x ∈ X , et θ¯ ∈ int(Θ) est la
vraie valeur (inconnue) du vecteur de parame`tres
θ ∈ Θ = int(Θ) ⊂ Rp que l’on cherche a` estimer. f
est suppose´e syme´trique en 0, re´gulie`re et de sup-
port infini. L’approche que nous proposons consiste
a` minimiser une estime´e de l’entropie des re´sidus
(fonctions de θ)
ei(θ) = Yi−η(θ,Xi) = εi+η(θ¯, Xi)−η(θ,Xi) (2)
dont la densite´ a` Xi fixe´ est donne´e par
fe,Xi(u) = f(u− η(θ¯, Xi) + η(θ,Xi)).
On peut montrer [8] graˆce a` des re´sultats clas-
siques de the´orie de l’information que l’entropie de
Shannon H(fse ) = −
∫
fse (e) log fse (e)de de la loi






[fe,Xi(u) + fe,Xi(−u)]µ(dx), (3)
est minimale en θ = θ¯, ou` elle co¨ıncide avec l’en-
tropie de f . Quand la densite´ f est inconnue, fe,X
et fse sont e´galement inconnues, et le crite`re H(f
s
e )
ne peut pas eˆtre utilise´. Le crite`re d’estimation de
θ sera alors une estime´e de l’entropie des re´sidus
(syme´trise´s).
Dans ce qui suit nous supposons que l’informa-
tion de Fisher de f est finie et que la matrice d’in-
formation de Fisher, pour une mesure µ sur x, est
de rang plein pour tout θ dans un voisinage de θ¯.
Nous supposons ve´rifie´e la condition d’identifiabi-
lite´
∫
X [η(θ, x)− η(θ¯, x)]2µ(dx) = 0 ⇒ θ = θ¯.
2 Un premier estimateur
Un premier estimateur, propose´ dans [7], mini-
mise l’entropie empirique d’une estime´e de la den-
site´ des re´sidus. On utilise dans la me´thode l’e´chan-
tillon syme´trise´ des re´sidus car l’entropie est inva-
riante par translation, ce qui ne permet pas l’esti-
mation de composantes constantes dans un mode`le
de re´gression. Les 2n re´sidus ±ei(θ) permettent
ainsi d’obtenir une estime´e syme´trique de leur den-
site´ fse en utilisant des techniques de lissage. On






[Khn(u− ei(θ)) +Khn(u+ ei(θ))] .
(4)
La fonction noyau Khn(.) = 1/hnK(./hn) utilise´e
est syme´trique en 0 (on conside`re des noyaux re´-
guliers usuels, par exemple la loi normale centre´e
re´duite). La de´pendance en θ du crite`re est donc
exprime´e dans la construction de fˆθn. L’estimateur
par substitution de l’entropie de fse est ensuite ob-
tenu par




log fˆθn(ei(θ))Un[ei(θ)] , (5)
ou` Un est une troncature lisse des grandes valeurs
des re´sidus (voir [7]). Hˆn(θ) est deux fois continuˆ-
ment diffe´rentiable en θ ∈ int(Θ). Des exemples
pour des re´sidus univarie´s sont donne´s dans [7]
et [8]. La convergence en probabilite´ de l’estima-
teur par ME θˆnME = argminθ Hˆn(θ) pour le pro-
ble`me de position (sous certaines conditions sur les
queues de distribution) est donne´e dans [9], ainsi
que la convergence en probabilite´ de ∇2θHˆn(θˆnME)
vers ∇2θH(θ¯) = i(f), l’information de Fisher pour
la position, i(f) =
∫
(f ′/f)2f .
L’adaptativite´ (au sens de Bickel) de θˆnME , c’est-
a`-dire la proprie´te´ que l’estimateur demeure asymp-
totiquement efficace, au sens du Maximum de Vrai-
semblance (MV) dans le cadre parame´trique, quand
n→∞ et malgre´ le manque de connaissance sur le
parame`tre de nuisance f de dimension infinie, reste
une question ouverte (une de´finition de l’adaptati-
vite´ est donne´e dans [2], [4]). Nous pouvons mon-
trer [8], toujours pour le mode`le de position, qu’en
partitionnant l’e´chantillon des donne´es, la proce´-
dure d’estimation par minimum d’entropie des re´-
sidus co¨ıncide avec l’approche en deux e´tapes de
Stone-Bickel. Dans le cas de l’optimisation directe
(sans partition des donne´es), la normalite´ asymp-
totique de ∇2θ Hˆn(θˆnME) reste cependant a` prouver.
3 Cas de donne´es multivarie´es
Lorsque la dimension d des observations de´passe
2 ou 3, les estimateurs a` noyaux deviennent peu
performants pour des e´chantillons de taille raison-
nable. Cette chute des performances est due a` la
difficulte´ de la se´lection du parame`tre de lissage h
(ou de la matrice H selon l’approche choisie), qui
doit eˆtre rapidement trop grand pour continuer a`
eˆtre performant [6].
Nous envisageons une approche qui utilise l’esti-
mateur par ke plus proche voisin (kPPV) de l’en-
tropie d’un e´chantillon, pre´sente´ pour le cas mul-
tivariable dans [3], ou` une preuve de la conver-
gence en probabilite´ est donne´e pour des conditions
faibles sur f . L’entropie est estime´e a` partir de l’in-
formation apporte´e directement par la re´partition
des points de l’e´chantillon, ce qui permet de se pas-
ser de l’estimation de fse (bien que cet estimateur
de l’entropie puisse s’interpre´ter comme un estima-
teur par substitution a` noyaux uniformes). Consi-
de´rons les re´sidus syme´trise´s ±ej(θ), j = 1, . . . , n.
Soit ρi, k(θ) la distance euclidienne entre l’un de ces
points zi(θ), i = 1, . . . , 2n, et son ke plus proche
voisin. L’estimateur de θ par ME que nous sugge´-
rons minimise alors





)1/(2n) est la moyenne ge´o-
me´trique des k-distances a` tous les points zi(θ),
ψ(k) = Γ′(k)/Γ(k) est la fonction digamma, et
c1(d) = 2pid/2/(dΓ(d/2)) est le volume de la boule
unite´ de Rd. Notons que seul le premier terme de
(6) intervient dans l’estimation de θ.
Le choix du parame`tre k ne semble pas aussi
critique que celui du parame`tre de lissage h dans
la me´thode des noyaux. La se´lection de k n’im-
plique pas d’e´tape d’optimisation, au contraire des
approches par noyaux adaptatives (aux donne´es)
optimales classiques. Dans le cadre de l’estimation
de θ, il est ne´anmoins ne´cessaire de choisir k > p,
de manie`re a` e´viter les singularite´s possibles.
4 Simulations
Nous pre´sentons ici des re´sultats de simulations
obtenus pour des proble`mes de traitement d’image,
ou` l’on effectue une recherche exhaustive pour θ
sur une grille finie. L’entropie est un crite`re natu-
rel dans ce contexte, cette quantite´ de´crivant se-
lon la the´orie du codage la longueur minimale de
description ne´cessaire pour les donne´s conside´re´es
(image des diffe´rences a` transmettre). Minimiser
l’entropie des erreurs entre deux signaux ou deux
images revient donc a` se´lectionner les valeurs des
parame`tres pour lesquelles le taux de compression
maximal est obtenu.
Nous conside´rons dans chaque exemple deux co-
pies bruite´es d’une meˆme image. La deuxie`me image
a cependant subi un changement homoge`ne d’in-
tensite´ lumineuse, ce qui correspond a` une transla-
tion des valeurs des niveaux de couleur de chaque
pixel. Dans ce contexte, il est donc pre´fe´rable de
ne pas syme´triser l’e´chantillon des re´sidus, de ma-
nie`re a` be´ne´ficier de la proprie´te´ d’invariance par
translation de l’entropie.
Les observations correspondent a` un bloc de pixels
de taille fixe´e pris dans la premie`re image, (cf. Figs
1,a puis 1,c). Conside´rons le proble`me de retrouver
les coordonne´es du bloc qui lui correspond dans la
deuxie`me image (la deuxie`me copie peut donc eˆtre
“de´cale´e” par rapport a` la premie`re ; nous choisis-
sons ici de ne pas lui faire subir de de´calage, ce
qui ne change pas le proble`me). Nous appellerons
ce bloc le bloc optimal ; ses coordonne´es forment
le vecteur de parame`tres θ, de dimension 2. La di-
mension des observations est donne´e par le nombre
de canaux de couleurs de l’image. Nous conside´rons
ici soit des images en noir et blanc (donne´es de di-
mension 1, Figs 1,a et 1,b, images 176×144), soit
des images en couleurs (donne´es de dimension 3,
Figs 1,c et 1,d, images 352×288). Nous conside´-
rons de plus la pre´sence de pixels “aberrants” dans
l’image de re´fe´rence et/ou dans l’image de travail
(la deuxie`me copie).
Dans le premier exemple, les donne´es univarie´es
sont contamine´es par un bruit gaussien de variance
10. La deuxie`me copie a subi une variation d’in-
tensite´ lumineuse de 10 unite´s. Les observations Y
a

















image de reference avec bloc A






image de travail X






Fig. 1 – images a, b, c, d avec blocs optimaux
sont un bloc A de taille 15× 15, dont le coin supe´-
rieur gauche a pour coordonne´es θ¯ = (80, 70)t dans
l’image de re´fe´rence. A comporte un ensemble de
taille (2×6) de valeurs aberrantes (pixels noirs).
Les valeurs des parame`tres des diffe´rents estima-
teurs par minimum d’entropie sont k = 5 et hn =
2.345σˆ (2n)−1/5 ou` σˆ est l’e´cart-type de l’e´chan-
tillon (parame`tre de lissage optimal, au sens de
l’erreur quadratique inte´gre´e moyenne, pour des
noyaux gaussiens, voir [1]). Nous comparons dans
cet exemple les approches avec puis sans syme´trisa-
tion des re´sidus. La Table 1 contient les moyennes
des estime´es obtenues respectivement par ME avec
kPPV et ME par substitution (MEs), Hellinger
(DHM), moindres carre´s (MC), et M-estimateur de
Huber (M-est), pour 100 re´pe´titions de la meˆme ex-
pe´rience, pour des re´sidus syme´trise´s (S) puis non-
syme´trise´s (NS).
Tab. 1 – moyennes des estime´es pour 100 re´pe´-
titions avec une image N&B, blocs 15×15, bruit
gaussien N (0, 10), re´sidus syme´trise´s (S) puis non-
syme´trise´s (NS). θ¯ = (80, 70)t.









































































Fig. 2 – crite`res vs θ pour une image couleur et
des blocs 32×32 ; θ¯ = (140, 170)t.
mension 3 sont contamine´es par un bruit gaussien
de variance 10, et les blocs optimaux dans les deux
images comportent des pixels aberrants (de posi-
tions et de couleurs diffe´rentes). Les observations
Y sont un bloc A de taille 32× 32, dont le coin su-
pe´rieur gauche a pour coordonne´es θ¯ = (140, 170)t
dans l’image de re´fe´rence. La deuxie`me image a
subi une variation d’intensite´ lumineuse de 40 uni-
te´s.
La Figure 2 montre un trace´ des crite`res en fonc-
tion des coordonne´es θ = (θ1, θ2)t. Elle illustre de
gauche a` droite le comportement des moindres car-
re´s (MC), du crite`re de l’entropie par substitution
MEs utilisant des produits d’estimateurs a` noyaux
univarie´s avec hjn = σj(2n)−1/(d+4) pour chaque
composante j des donne´es [5] (on utilise ici la va-
leur exacte de l’e´cart-type du bruit, et non l’esti-
me´e de celui des re´sidus), et le comportement ro-
buste du crite`re utilisant les ke plus proches voi-
sins (kPPV), pour lequel le minimum est facile-
ment identifiable.
Les premiers re´sultats que nous avons obtenus
sugge`rent que l’estimation semiparame´trique par
minimum d’entropie est une approche tre`s robuste
et qui semble efficace pour des e´chantillons de taille
raisonnable. L’approche par plus proches voisins
permet d’appliquer le crite`re d’entropie minimale
a` des donne´es de dimension supe´rieure a` 1 tout en
conservant des performances inte´ressantes. L’esti-
mateur est en particulier peu sensible aux change-
ments d’intensite´ entre deux images.
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