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Abstract
Liquid Metal Batteries (LMBs) are a promising concept for cheap electrical
energy storage at grid level. These are built as a stable density stratification
of three liquid layers, with two liquid metals separated by a molten salt. In
order to ensure a safe and efficient operation, the understanding of transport
phenomena in LMBs is essential. With this motivation we study thermal con-
vection induced by internal heat generation. We consider the electrochemical
nature of the cell in order to define the heat balance and the operating pa-
rameters. Moreover we develop a simple 1D heat conduction model as well
as a fully 3D thermo-fluid dynamics model. The latter is implemented in the
CFD library OpenFOAM, extending the volume of fluid solver, and validated
against a pseudo-spectral code. Both models are used to study a rectangular
10×10 cm Li||Bi LMB cell at three different states of charge.
Keywords: liquid metal batteries, heat transfer, thermal convection,
thermodynamics, OpenFOAM, volume of fluid, spurious currents
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1. Introduction
Grid-level storage will be an indispensable ingredient of future energy
systems dominated by volatile renewable electricity sources [1]. As of today,
storage options are limited and far from available in the required capacity
[2]. Liquid metal batteries (LMBs) might help to economically bridge the
storage gap [3].
An LMB consists of a low-density liquid metal negative electrode, an
intermediate-density molten salt electrolyte, and a high-density liquid metal
positive electrode (Fig. 1) [4]. As the name indicates, the operating temper-
ature is such that each phase is in a liquid state. Typical negative electrode
materials are K, Li, Na [5–7] and more recently Ca [8] and Mg [4]. Posi-
tive electrodes can consist of Bi, Pb, Sn [6], Hg [5], Se, Te [7], as well as
Sb [4] and other metals. From the perspective of fluid dynamics, LMBs are
multi-physics systems that couple electrochemical reactions, thermal effects,
mass transport, electric currents, magnetic fields, and phase changes with
fluid flow. In the last years, several studies have been dedicated to model
time and space resolved physical processes in LMBs, for a recent review see
[9]. These studies were aimed at uncovering the non-equilibrium processes
during operation as well as at addressing crucial design problems. A central
issue has been the mechanical integrity of the electrolyte layer. Its height is
governed by conflicting objectives, i.e., the reduction of ohmic losses (thin
electrolyte) versus safety against short circuits (thick electrolyte).
Fluid-dynamical research has focused so far mainly on ’differential den-
sity cells’ containing three liquid layers in stable stratification but free to
move (Fig. 1, center). Electrochemical cell characteristics are often reported
for configurations featuring a retainer for the negative electrode, typically a
metal foam, e.g., [10].
Several studies have shown that fluid motion can be triggered by magneto-
hydrodynamic effects, i.e., the interaction of a magnetic field (either a back-
ground field or the field caused by the battery current) with the cell current.
This includes the Tayler instability [11–16], electro-vortex flows [17–21] as
well as interface instabilities [22–27]. While the Tayler instability will get
substantial only for large system (in the order of meters) [14], electro-vortex
flow will appear already in small cells [19]. Long wave interface instabilities
may endanger the safe operation of medium to large size LMBs [24, 26].
For laboratory scale experiments, thermal convection is an important
source of fluid motion. Temperature gradients (producing forces by den-
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Figure 1: Sketch of an LMB with typical inventory (middle) and expected fluid dynamics
and transport phenomena in LMBs.
sity and interfacial-tension gradients) seem to be unavoidable due to either
heating or cooling from the surroundings. In this context, Wang et al. [28]
studied pure heat conduction in a single cell. Kelley et al. [29, 30] exper-
imentally showed how buoyant convection can be enhanced by applying a
current to a liquid-metal electrode heated from below [31]. Shen and Zikanov
[32] studied numerically the buoyant convection driven by ohmic heating in
a three-layer liquid metal battery with plane, horizontal interfaces. This
work suggests that heating always triggers convection in the electrolyte layer
for practical configurations. Shen and Zikanov [32] further found the in-
fluence of the discharge current’s magnetic field on thermal convention to
be negligible for laboratory scales. Ko¨llner et al. [33] extended the work of
Shen and Zikanov [32] by taking into account the temperature dependency of
the interfacial tensions and the different transport coefficients of the layers.
Choosing a typical material combination of Li separated by LiCl–KCl from
Pb–Bi, Ko¨llner et al. [33] first analyzed the linear stability of the station-
ary pure conduction state. Furthermore, they performed three-dimensional
direct-numerical simulations using a pseudo-spectral method while varying
electrolyte layer heights, cell heights, and current densities. Four instability
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mechanisms were identified: 1) buoyant convection in the upper electrode,
2) buoyant convection in the molten salt layer, and 3,4) Marangoni convec-
tion at both interfaces between molten salt and electrode. The instability
mechanisms are partly coupled to each other. Ko¨llner et al. [33] could con-
firm the Shen and Zikanov’s [32] conclusion that buoyant convection in the
salt layer is the most critical one. However, this convection might be sup-
pressed for small layer heights and low current densities. The Marangoni
effect was found to support buoyant convection as long as the electrolyte
layer thickness remains below one tenth of the upper electrode height. For
thicker Li electrodes, buoyant convection is most active in the upper layer
causing interfacial stresses to counteract convection.
Recent progress notwithstanding, modeling of LMBs is far from being
comprehensive. Temperature variations discussed so far in the literature were
based only on a few selected terms of the actual internal energy balance as
given, e.g., by [34]. One of the so far disregarded terms is the electrochemical
heat, which can be estimated using equilibrium thermodynamics.
This heat contribution warms or cools the positive electrode whenever
the ions of the negative electrode metal alloys or dealloys with the positive
electrode material. A similar effect was found in simple ternary system of
organic solvents with interfacial reactions [35]. Experiments that involved
exothermic interfacial reaction revealed intriguing fluid motion [36].
The paper at hand will extend the previous work of Shen and Zikanov [32]
and Ko¨llner et al. [33] by 1) including the electrochemical heat, 2) allowing
the interfaces to be deformable, 3) considering different states of charge, and
4) including the lateral walls. The article proceeds as follows: in section 2
we discuss the electrochemistry of the cell and we derive the electrochemical
heat. Section 4 gives a discussion of possible thermal phenomena relevant for
an LMB. We derive a model for the pure conduction state and we describe
the simulation model. Finally, the results are discussed and summarized in
a conclusion.
2. Thermodynamics and electrochemistry
The characterization and quantification of the heat sources during cell
charge and discharge is later used in the modeling and simulation of the
thermal processes in an LMB cell. This requires the study of the thermody-
namic and electrochemical processes in such a cell.
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The chosen chemistry in this study is Li||Bi, which was experimentally in-
vestigated from the electrochemical perspective by Ning et al. [10]. Fur-
thermore, there is extensive literature (compared to other electrode pairs)
on the thermodynamic properties of Bi–Li alloys [37–48], allowing for good
estimations. The considered molten salt electrolyte is KCl–LiCl, with a near
eutectic composition (41.5 %mol KCl). It is not stable in the cell environment
[42], but it is the only one for which all material properties are available.
The cell type studied is a fully liquid binary concentration cell. In the pos-
itive electrode, during discharge, oxidized lithium ions and bismuth atoms
form a fully liquid single phase alloy (Li (in Bi) or Li(Bi)) [10]. This condition
is satisfied up to a certain molar fraction of lithium (liquidus line), xliq(T ) =
39.5 %mol, at the temperature of interest T = 450
◦C. For a higher concen-
tration of lithium, the solid intermetallic phase Li3Bi starts to be deposited
[10]. This second region of operation is not investigated, due to the fact that
the presence of a floating solid phase introduces further complexities from a
thermodynamic and thermo-fluid dynamic point of view.
The cell is studied at three different molar fractions of lithium in bismuth
xLi, at 1, 10 and 38 %mol Li(Bi).
2.1. Equilibrium cell quantities
The equilibrium cell voltage and the electrochemical heat are derived in
this paragraph. Both quantities are needed later to compute the polarization
curves, and to simulate thermal phenomena in the LMB.
The equilibrium cell voltages can be taken from the experimental results
of electrochemical studies of Bi–Li alloys [42, 43, 46]. It is directly related to
the variation of partial molar Gibbs free energy of Li in Bi ∆GLi with respect
to the pure Li state. The equilibrium cell voltage Ecell,eq is
Ecell,eq = −∆GLi
ne- · F , (1)
in which ne- is the number of electrons transferred per ion (ne- = 1 for Li||Bi)
and F is the Faraday constant [4].
The electrochemical heat Q˙r can be derived from the first and second principle
of thermodynamics applied to the cell, assuming a uniform concentration of
Li in the positive electrode and a complete interaction with the whole amount
of Bi. These hypotheses are valid only in a 0D model. Nevertheless, they
are used in the following derivation due to the absence of a mass transport
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model (describing the concentration distribution in the positive electrode).
The electrochemical heat Q˙r as a function of the molar flow rate of Li n˙Li is
Q˙r = ± j · A
ne- · F︸ ︷︷ ︸
n˙Li
(T∆SLi +
1− xLi
xLi
∆HBi) , (2)
in which j denotes the absolute value of the current density, A the cross sec-
tional area of the cell, xLi the molar fraction of lithium in bismuth, ∆SLi the
partial molar entropy of Li and ∆HBi the partial molar enthalpy of bismuth.
The plus sign in the formulation refers to discharge and the minus refers to
charge. Positive values refer to heat that is absorbed, i.e. the cell cools down.
The electrochemical heat includes two terms. The first term is the classical
isothermal reversible heat term T∆SLi, directly related to the temperature
coefficient of the cell equilibrium voltage
dEcell,eq
dT
[49]. The second one is an
additional term that takes into account the variation of enthalpy of bismuth.
The bismuth atoms are not directly affected by the electrochemical reaction,
but they mix with lithium atoms, so they contribute to the heat genera-
tion term with their enthalpy of mixing. The presence of this second term
introduces non negligible differences, as Tab. 1 shows, but globally the elec-
trochemical heat remains in the same order of magnitude as the reversible
one.
If the electrochemical heat is divided by the molar flow rate of Li n˙Li (which
is related to the electrical current through the Faraday law) it is possible to
define the electrochemical heat qr,Li per unit mole of Li:
qr,Li =
Q˙r
n˙Li
= ±
(
T∆SLi+
1− xLi
xLi
∆HBi
)
= ± 1
xLi
(T∆S+(1−xLi)∆GBi) , (3)
in which ∆S is the total entropy variation and ∆GBi is the partial molar
Gibbs free energy of bismuth.
The thermoneutral voltage ETN for LMBs is then defined as
ETN = −∆GLi
ne- · F −
qr,Li
ne- · F = Ecell,eq −
qr,Li
ne- · F . (4)
If the cell voltage Ecell is equal to the thermoneutral voltage, the heat gen-
erated by overpotentials (irreversibilities) is balanced by the electrochemical
heat. This is true only in point-like (0D) isothermal cells.
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The values of the thermodynamic quantities (∆GLi, ∆GBi, ∆HBi, ∆S and
∆SLi) and the equilibrium quantities (Ecell,eq, qr,Li, ETN) are calculated from
the experimental results of Gasior et al. [46]. They measured the equilib-
rium cell voltage Ecell,eq and its temperature coefficient
dEcell,eq
dT
for a wide
range of concentrations and temperatures close to the region of interest. In
order to avoid further approximations due to extrapolation, the thermody-
namic values are evaluated at TG = 775 K (the subscript G refers to Gasior
et al.). For the same reason, the fully charged cell is studied with the values
at xLi = 1 %. Numerical integration of the Gibbs-Duhem equation is used in
order to define all quantities of interest. All values are collected in Tab. 1.
The equilibrium cell voltage Ecell,eq and the thermoneutral voltage ETN for
the fully charged state are shown in Fig. 2 as black lines.
Table 1: Thermodynamic properties and electrochemical heat for three different charge
states of a Li||Bi cell. Data calculated from Gasior et al. at TG = 775 K [46].
property unit cases studied
xLi % 1 10 38
Ecell,eq V 1.05 0.88 0.73
dEcell,eq
dT
µV K−1 255 96 −47.6
∆SLi J mol
−1
Li K
−1 24.6 9.3 −4.6
∆HBi kJ mol
−1
Bi 0 −0.19 −1.0
TG∆SLi kJ mol
−1
Li 19 7.2 −3.6
∆S J mol−1totK
−1 0.33 1.83 2.24
TG∆S kJ mol
−1
tot 0.25 1.4 1.7
∆GBi kJ mol
−1
Bi −0.065 −0.78 −4.99
qr,Li kJ mol
−1
Li 19 5.5 −5.2
ETN V 0.86 0.82 0.79
2.2. Polarization curve and parameters definition
The equilibrium cell potential Ecell,eq, and the study of classical over-
potential theory allow to estimate the polarization curve of Li||Bi LMBs.
Knowing the polarization curve is crucial to define realistic electrolyte layer
thicknesses and current densities.
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The fully-liquid interfaces between electrolyte and electrodes guarantee
very fast charge transfer kinetics [4, 50, 51], allowing to neglect the charge
transfer overpotential. Furthermore, the fast diffusion in the liquid metal
electrode ensures efficient mass transport during operation. For a first esti-
mate it seems therefore reasonable to neglect the concentration overpotential
[4, 50]. The ohmic overpotential is consequently the most relevant inefficiency
of LMBs. The simplified polarization curve Ecell(j) is [52]:
Ecell(j) = Ecell,eq±
∑
i
ηi(j) ∼= Ecell,eq±ρel,E ·∆hE ·j = Ecell,eq±∆Ecell,Ω , (5)
in which ρel,E is the electrical resistivity of the molten salt electrolyte and
∆hE is the thickness of this layer; plus refers to the charge of the cell, minus
refers to the discharge. The resulting linear profile is shown quite clearly in
the report of Chum et al. [53] for the case of a Li||Bi bimetallic cell.
It is important to notice that the simplifications mentioned above are not
valid for all type of LMBs (e.g. Ca||Bi [8]) and operating conditions. For
example, if the composition of the alloy locally (at the interface) reaches the
one of the liquidus line, an additional nucleation overpotential occurs. In
order to unveil all these complexities, the mass transport and the electro-
chemical phenomena must be introduced inside the model.
The presented polarization model does not depend on the state of charge of
the cell. It allows the direct connection of two important parameters: the
thickness of the electrolyte ∆hE and the current density j through the ohmic
overpotential of the cell ∆Ecell,Ω. This connection will be used later in the
heat conduction model.
The estimated polarization curves Ecell(j), for charge and discharge, are
shown in Fig. 2 as a function of the thickness ∆hE of the electrolyte layer.
The thermoneutral voltage divides the polarization plot (in discharge mode,
Fig. 2a) in two regions. In the upper region (Ecell > ETN), the negative elec-
trochemical heat (blue arrow) is predominant and the cell is globally cooled
(adiabatic conditions assumed). In the lower region of the plot (in discharge
mode, Fig. 2a) the heating due to the ohmic overpotential is the most impor-
tant and the cell is globally heated. During charging (Fig. 2b) both effects
(electrochemical and ohmic) heat up the cell (red arrows). These consider-
ations are valid only for the chosen xLi = 1 %, they strictly depend on the
sign of the electrochemical heat per unit mole of Li qr,Li.
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Figure 2: Polarization curve at xLi = 1 % as function of the thickness of the electrolyte
(∆hE), for discharge (a) and charge (b) according to Eq. 5. The arrows are proportional
to the heat generated (red) or absorbed (blue) per unit of current. The ohmic term
(q˜Ω = −ρel,E ·j ·hE) is proportional to current, while the electrochemical term (q˜r = ± qr,Line- ·F )
is constant. The blue dot marks the investigated condition with the fully 3D simulation.
The dashed line refers to the assumed maximum voltage drop of ∆Ecell,Ω = 0.5 V. The
black dot marks the maximum current density used in this study.
3. Cell geometry
We define a square-based cell with 100 mm side length L and denote the
three phases from bottom to top as P (positive electrode), E (electrolyte) and
N (negative electrode), as shown in Fig. 3. In the first case, the fully charged
cell is studied. The height of the liquid bismuth layer is ∆hP = 20 mm;
the electrolyte thickness is ∆hE = 5 mm. The maximum possible discharge
capacity of Li||Bi is given by the maximum molar fraction of lithium in
the positive electrode, namely xLi = 75 % [10]. This results in a height of
the lithium layer of about ∆hN = 40 mm. For the partly discharged cells
(xLi = 10 %, 38 %), the thickness of the liquid metal layers vary due to the
amount of lithium transferred and the different densities of the alloys. These
data are collected in Tab. C.3. The values of the material properties of the
components and their derivation are collected in Appendix C.
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Figure 3: Cell dimensions and thermal boundary conditions.
4. Thermal modeling
4.1. Thermal phenomena and main assumptions
The temperature field in a liquid metal battery may change due to several
internal heat generation phenomena [34, 49]:
• Joule heating induced by overpotentials
• chemical and electrochemical reactions
• phase changes
Furthermore, heat is transferred by conduction, advection and radiation as
well as the Dufour effect (i.e. transport due to compositional gradients).
Note that mass transport and the chemical reactions induce composition
variations that may influence the thermodynamics (heat of mixing) and ma-
terial properties, but which are out of the current scope. Finally, the cell is a
closed system that thermally interacts with the environment and the thermal
management system [54]. In order to manage properly this problem with the
available data, several assumptions will be made.
Ohmic heating of the electrolyte is usually the most important overpo-
tential in an LMB, as demonstrated in paragraph 2.2. However, the elec-
trochemical heat released when alloying Li into Bi may become important
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especially at low charge or discharge currents [4]. We include (only) these
two heat sources in our models and neglect solidification. A uniform current
distribution is assumed, ignoring MHD effects. The composition of each layer
is assumed to be constant and homogeneous.
Regarding the interaction with the external environment, we assume a
simplified configuration similar to the one employed in previous studies [32].
Only the three liquid layers are studied; the heat transfer in the gas layer
and in the cell containment is neglected as well as radiative heat transfer (in
the salt and argon layer). The lateral walls are assumed adiabatic, whereas
the bottom and the top are considered isothermal at Tb = 450
◦C, as shown
in Fig. 3. The cell is investigated in thermal steady state condition.
4.2. One-dimensional heat conduction model
In this paragraph we study pure conduction only, because it allows an an-
alytical treatment. It provides a good approximation for small fluid velocities
and likewise an upper bound for the cell temperature. For pure conduction
and in a steady state limit, the temperature field depends only on the vertical
coordinate z as [55]
− kid
2T
dz2
= q˙′′′i (6)
with z denoting the vertical coordinate and T the temperature; ki and q˙
′′′
i are
the thermal conductivity and the heat generation term of layer i. These three
ordinary differential equations are coupled with appropriate interface condi-
tions: the continuity of temperature and heat flux are enforced. We neglect
Joule heating in the metal layers because of their low electrical resistivity.
The electrochemical heat source is modeled in two different ways: as a
volumetric and interfacial effect. Both approaches have been already em-
ployed for the study of the thermal behavior of batteries [34, 56–58], since
an exact treatment would require a complicated mass transfer model. In the
volumetric approach, the positive electrode is split into two parts. The elec-
trochemical heat is generated only in the active layer of height ∆hr = hP−hr,
and a homogeneous equation is solved in the inactive layer. The volumetric
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heat generation reads:
q˙′′′i =

0 for 0 < z < hr inactive positive electrode
q˙′′′r = −
jqr,Li
ne-F∆hr
for hr < z < hP active positive electrode
q˙′′′Ω,E = ρel,Ej
2 for hP < z < hE electrolyte
0 for hE < z < hN negative electrode .
(7)
In the interfacial model, the electrochemical heat generation is imposed on
the interface between the positive electrode and the electrolyte (z = hP) as a
discontinuity of the heat flux (this approximation is also employed for Peltier
heat [59]):
− kE dT
dz
∣∣∣
z=hP+
+ kP
dT
dz
∣∣∣
z=hP−
= −jqr,Li
ne-F︸ ︷︷ ︸
q˙′′r
, (8)
with  denoting an infinitesimal distance. The solution of the general formu-
lation that takes into account both electrochemical heat generation models
is expressed by the following temperature distribution:
T =

c1 · z + c2 for 0 < z < h0 inactive positive electrode
− q˙
′′′
r
2kP
· z2 + c3z + c4 for h0 < z < hP active positive electrode
− q˙
′′′
Ω,E
2kE
· z2 + c5z + c6 for hP < z < hE electrolyte
c7 · z + c8 for hE < z < hN negative electrode
(9)
with the parameters ci given in Appendix B, where it is understood that
either q˙′′′r or q˙
′′
r vanishes. The maximum cell temperature Tmax and its position
zmax are
Tmax =
kEc
2
5
2q˙′′′Ω
+ c6 at zmax =
kEc5
q˙′′′Ω
, (10)
with the maximum value being a parabolic function of the current density.
In Fig. 4 we present some results derived from the analytical model. Fig. 4a
shows the maximum temperature difference in the cell for typical current
densities and electrolyte thicknesses during discharge, and without electro-
chemical heat generation. Assuming a fixed ohmic drop ∆Ecell,Ω, it is possible
to relate the current density to the thickness of the electrolyte by applying
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Eq. 5. This allows to bound the current and electrolyte thickness to an
admissible region. If the ratio between the thickness of the layers is fixed
(Fig. 4a with ∆hP/∆hE = 4 and ∆hN/∆hP = 2), the curves for constant
∆Tmax and constant ∆Ecell,Ω coincide.
Starting from these consideration it is possible to derive the results pre-
sented in Fig. 4b. It shows the maximum temperature difference as a function
of the ohmic overpotential and the ratio ∆hP/∆hE, at fixed ∆hN/∆hP = 2.
The temperature rises up in the cell due to the increase of the ohmic voltage
drop and due to the increase of the thickness of the liquid metal layers.
Fig. 4c shows the vertical temperature profile in the fully charged cell at
the maximum current density (jmax = 1.57 A cm
−2). Positive (red), negative
(blue) and null (green) electrochemical heat generation are presented. The
temperature profiles in the top electrode and in the electrolyte are always
linear and parabolic, respectively. The temperature profile in the lower elec-
trode is linear in case of interfacial (blue and red solid lines) or null (green)
electrochemical heat generation. However, in presence of the volumetric ef-
fect the profile becomes parabolic. As an example, the black dotted line
shows the case where the electrochemical heat generation is released in the
upper half part of the positive electrode (∆hr/∆hP = 50 %). As we see from
Fig. 4c, we obtain always the strongest effect if we assume the electrochemical
heat generation to be released at the interface (and not in the volume).
The electrochemical heat generation becomes more and more important
when we reduce the current density, as already expected from Fig. 2a and
shown in Fig. 4d. For the fully charged cell at 1 A cm−2 and in presence
of electrochemical cooling, the temperature profile in the lower electrode
has a negative slope. This may induce an unstable density stratification
– and lead to convective flow if the Rayleigh number exceeds the critical
value. More details, including the voltage at which the lower layer becomes
isothermal, are presented in [60]. Finally, Fig. 4d shows also that the charging
(or discharging of the battery) leads to a shift of the thermal peak due to
the change of thickness of the liquid metal layers.
4.3. Thermo-fluid dynamic multiphase solver and discretization
In an LMB the transport of heat is not only governed by conduction (so
far considered only), but also to a considerable extend by advection. In the
following model, fluid flow is generated by thermally driven buoyancy forces,
while we neglect Marangoni and MHD effects due to their supposedly smaller
magnitude. Besides this source of momentum, momentum is transferred
13
4 5 6 7 8 9 10 11 12 13 14 15
∆hE in mm
0.0
0.5
1.0
1.5
2.0
ji
n
A
cm
−2
0.5 V
0.4 V
0.3 V
0.2 V
0.1 V
0.0
2.0
4.0
6.0
8.0
10.0
11.3
∆
T M
A
X
in
K
(a)
0 10 20 30
∆hP/∆hE
0.0
0.1
0.2
0.3
0.4
0.5
∆
E
ce
ll,
Ω
in
V
0
4
8
12
16
20
24
28
32
36
∆
T M
A
X
in
K
(b)
0.0 2.5 5.0 7.5 10.0 12.5
∆T in K
0
10
20
30
40
50
60
65
z
in
m
m
q˙r = 0
q˙′′r > 0
q˙′′′r > 0
q˙′′′r > 0 ∆hr/∆hP = 50%
q˙′′r < 0
q˙′′r < 0
(c)
-0.5 0.5 1.5 2.5 3.5 4.5 5.5 6.5
∆T in K
0
10
20
30
40
50
60
65
z
in
m
m
xLi = 1%
q˙′′r < 0
q˙′′r = 0
q˙′′r > 0
xLi = 38%
q˙′′r < 0
q˙r = 0
q˙′′r > 0
(d)
Figure 4: (a) Maximum cell temperature (∆Tmax = Tmax−Tb) as function of the electrolyte
thickness hE and the current density j without electrochemical heat generation q˙r. The
white dot is the investigated case with the fully 3D simulation at xLi = 1 %. The black
dot marks the maximum current density employed in the 1D study. (b) Maximum cell
temperature ∆Tmax as function of ∆Ecell,Ω and ratio between the layer thickness of positive
electrode and electrolyte ∆hP/∆hE, without electrochemical heat generation q˙r. The white
dashed line is for the geometry employed at xLi = 1 %. (c) Comparison between vertical
temperature distributions in the presence and absence of volumetric (q˙′′′r - dashed line)
or interfacial (q˙′′r - solid line) electrochemical heat generation. The maximum current
density is jmax = 1.57 A cm
−2, the electrolyte thickness hE = 5 mm. (d) Comparison
between vertical temperature profiles in the presence and in absence of interfacial (q˙′′r )
electrochemical heat generation at the selected current density j = 1 A cm−2 for two
different states of charge.
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between the layers due to the mechanical coupling and by the interaction
with the containment walls. The temperature dependence of the density of
the fluids is described by a linear law (ρi = ρref,i(1− βi(T − Tref))), in which
ρref,i is the density of the i-th fluid calculated at the reference temperature Tref
of 450 ◦C and βi is the volumetric thermal expansion coefficient. The density
variations due to temperature changes are sufficiently small to assume an
incompressible flow. The other properties are assumed to be constant with
respect to the temperature.
At the walls we apply homogeneous Dirichlet boundary condition for both
velocity components (no-slip and impermeable conditions). While previous
studies [32, 33] used a multi-region approach, we employ a continuum field
formulation with a homogeneous flow model [61] to study the fluid-dynamics
of the cells. This is done in accordance to Weber et al. [23], in order to include
MHD capabilities in a future development. The model is implemented in the
finite volume (FVM) library OpenFOAM 4.0 [62] as an extension of the
standard solver multiphaseInterFoam.
The incompressible Navier-Stokes equation (NSE) for a Newtonian fluid
is reformulated in order to take into account the multiphase nature of the
system [63] as
∂(ρu)
∂t
+∇ · (ρuu) = −∇pd + gz∇ρ+∇ · (ρν(∇u + (∇u)ᵀ)) + fst (11)
with ρ denoting density, u velocity, t time, g gravity acceleration, z the axial
coordinate, ν kinematic viscosity and fst the source of momentum due to the
surface tension. For the derivation of the modified pressure pd, see [24, 63].
The interface capturing is done with the volume of fluid method (VOF),
which uses a (volumetric) phase fraction αi for each fluid i. The advection
of these quantities [63, 64],
∂αi
∂t
+∇ · (αiu) = 0 , (12)
together with the continuity equation ∇ ·u = 0 guarantees the conservation
of mass.
The surface tension is implemented (using the CSF model of Brackbill et al.
[63–66]) as a volumetric force near the interface as fst =
∑
i
∑
j 6=i γijκijδij
with γij denoting the (constant) interface tension between the phases i and j.
Concentration and temperature Marangoni effects are completely neglected.
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The curvature of the interface i|j is
κij = −∇ · αj∇αi − αi∇αj|αj∇αi − αi∇αj| . (13)
The term δij = αj∇αi − αi∇αj applies the volumetric force only near the
interfaces, where variations of the indicator function are present. Thus, the
surface tension force becomes
fst = −
∑
i
∑
j 6=i
γij∇ ·
(
αj∇αi − αi∇αj
|αj∇αi − αi∇αj|
)
(αj∇αi − αi∇αj). (14)
According with the hypotheses stated in section 4 the energy equation be-
comes:
cp
(
∂ρT
∂t
+∇ · (ρTu)
)
= ∇ · k∇T + q˙′′′Ω + q˙′′′r , (15)
with cp denoting the specific heat capacity. The two last terms represent the
ohmic and the electrochemical heat generation, which were already specified
in Eq. 7. Now we consider also the ohmic heat generation in the liquid metal
layers, even if its effect is negligible. The electrochemical heat generation is
implemented as a volumetric term q˙′′′r which affects only a region of the lower
layer of height ∆hr, just below the interface.
The thermodynamics and transport properties are computed in each com-
putational cell using the volumetric phase fraction as a weighting factor as
ν =
1
ρ
∑
i
αiρiνi cp =
1
ρ
∑
i
αiρicp,i k =
(∑
i
αi
ki
)−1
ρel =
∑
i
αiρel,i and ρ =
∑
i
αiρref,i(1− βi(T − Tref)).
(16)
The linear average is used for density and harmonic interpolation for the
conductivities. Specific heat capacity and kinematic viscosity are linearly
weighted by mass. For a detailed discussion of different blending schemes and
their applicability, please refer to [64, 67–69]. Second order accurate schemes
are used for time (backward scheme) and space discretization (linear scheme).
The advection of temperature is discretized using the linearUpwind scheme
while the bounded LUST scheme is used for velocity and vanLeer for the
phase fractions [70]. The time step is determined using a Courant number of
0.5 based on the fluid velocity, interface displacement and capillary velocity;
for more details see Appendix A.
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4.4. Comparison with pseudo-spectral code
The OpenFOAM solver is validated by comparison with an established
code [33] which uses a pseudo-spectral discretization. This reference solver
was already successfully applied to a variety of solutal and thermal convection
problems in two [71–74] and recently three-layer systems [33]. Its spatial
discretization relies on the expansion of fields into Fourier modes for the
x-y directions and Chebychev polynomials in the z direction. This type
of discretization makes the code limited by means of geometry, namely only
periodic boundary conditions on the side walls and non-deformable interfaces
can be handled; but on the other hand, it features a high accuracy and small
numerical costs. The recent developments of the code to capture three layers
[33] have been validated by reproducing linear stability results, reproducing
laminar flow, pure thermal conduction, as well as checking the kinetic energy
balance. The following 2D test case is used for comparison: The boundary
condition at the side walls are assumed to be periodic, the temperature of
top and bottom is set to 500 ◦C. The material properties of Ko¨llner et al.
[33] are employed. Furthermore, different dimensions (Lx = 135 mm, ∆hP =
∆hN = 45 mm, ∆hE = 10 mm) as shown in Fig. 5 are used, and the current
density is set to j = 0.5 A cm−2. A grid study yields converged results of
velocity and temperature when using at least 250 cells (Nx = 250) in the
horizontal and 200 cells in the vertical direction (Nz = 200). The mesh is
strongly refined in the region of the electrolyte, near the interfaces and the
wall.
For Nx > 250, the global mean velocity deviates less than 2 % and temper-
ature by less than 1 % between the two solvers. The comparison is performed
in thermal steady state condition; the profiles are time averaged over a pe-
riod of 50 s, because the flow field is already in time-dependent, chaotic state.
The horizontally averaged temperature in Fig. 5c and the local velocity mag-
nitude in Fig. 5d (located in the middle of the light metal at z = 72.5 mm)
agree very well with the reference pseudo-spectral solution. A snapshot of
the velocity and temperature field is displayed for the pseudo-spectral code
in Fig. 5e and for the OpenFOAM solver in (f) for qualitative comparison.
The OpenFOAM solver captures especially well the flow structure and the
temperature distribution in the top layer. Although the velocity magnitude
in the two other layers is comparable between the two solvers, the flow struc-
ture shows some differences. This might have several reasons, as e.g. a less
stable velocity distribution in the molten salt or the presence of spurious
currents that affect the weak flow field in the lower layer.
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Figure 5: Grid study for volume averaged velocity (a) and volume averaged temperature
(b), mean temperature profile along the vertical axis (c) and local velocity profile along
a horizontal line (d) (at z = 72.5 mm) for the OpenFOAM solver and the spectral code.
The general flow structure and temperature distribution of the pseudo-spectral (e) and
the OpenFOAM solver (f). Note that we adapted the size of the velocity vectors for each
phase with the reference values given in a legend above the subfigures.
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Generally, a very good agreement was found between the OpenFOAM
and pseudo-spectral code. This is a good result, because both approaches are
very different. For further details about the grid study and the comparison,
please refer to [60].
4.5. Results
The OpenFOAM solver is used to study the thermo-fluid dynamics of the
cell in three states of charge (see section 3). We employ a current density
of 1 A cm−2 and study both, the charge and discharge of the cell, with and
without electrochemical heat generation. The latter is prescribed as a vol-
umetric effect in the upper 10 % of the thickness of the positive electrode
(∆hr =
∆hP
10
).
The LMB domain is discretized with an unstructured orthogonal mesh. The
latter is strongly refined in the electrolyte and near the walls in order to re-
solve local gradients, and near the interfaces in order to minimize numerical
smearing. We employ 100 cells in horizontal and 75 cells in vertical direction
with a total number of 7.5× 105 cells.
The strongest fluid motion is observed in the top electrode, as shown in
Fig. 6. The flow is driven by Rayleigh-Be´nard convection, which is caused
by a cold and rigid top wall, and a warm and deformable bottom surface
(RB3 mode of [76]) in a laterally confined box. Due to the small aspect ratio
and the square basis, the flow exhibits a fully 3D structure with symmetric
features [77]. Although we did not find a critical Rayleigh number for the
exact geometry and boundary conditions of the top layer, eight cases over
nine exceed the value for a cubic cell (Racr = 3389) [77, 78] (see Fig. 7c).
Fig. 6a shows the typical flow for the fully charged LMB: two counter ro-
tating vortices can be observed in the negative electrode. During discharge
the thickness of the top layer decreases and the aspect ratio increases from
ARN =
L
∆hN
= 2.5 to ARN = 3.14. The flow structure completely changes
and a stable vortex ring appears (Fig. 6b). The presence of a toroidal vortex
is a known thermal convection mode in this configuration [79–81]. The fluid
flow reduces the temperature of the side walls compared to pure conduction.
The hot fluid rises in the central part of the cell and cools down before de-
scending on lateral walls.
In all simulations performed by us, the electrolyte layer remains in a quies-
cent state. The unstable density stratification is just too weak and affects a
too small thickness (around 2.5 mm) to enhance and sustain a flow. Small
velocity perturbations take place due to the viscous coupling with the nega-
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(a) (b)
Figure 6: Contours of the λ2 criterion [75], flow velocity and temperature distribution in
the negative electrode for the case at xLi = 1 % showing two counter rotating vortices (a).
Flow field and temperature distribution in the negative electrode for the case at xLi = 38 %
showing one vortex ring (b). The gray layer illustrates the electrolyte.
tive electrode. The critical Rayleigh number for a layer subject to an internal
heat generation and a temperature difference was derived by Sparrow et al.
[82]. Assuming a laterally infinite layer, rigid walls and a non-linearity pa-
rameter NS = 3× 103 we find a critical Rayleigh number of approximately
Racr = 583. This value is exceeded in one single simulation (RaE = 671),
corresponding to a fully charged cell with positive electrochemical heat gener-
ation. Of course, convection will appear in a thicker electrolyte – as shown by
previous studies [32, 33]. Nevertheless, the employment of thin electrolytes
in the order of 5 mm is important to reduce ohmic losses.
The positive electrode is dominated by conduction. Only in one single
case (fully charged cell and negative electrochemical heat generation) we ob-
tain a temperature profile with an unstable density stratification. Although
the Rayleigh number (RaP = (
ρref·cp·g·β·∆Tcd·∆h3
ν·k )P = 1060) is smaller than the
critical one (Racr = 1707; infinite layer, no slip boundaries), we observe a
weak flow.
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Figure 7: Three-dimensional simulation with the OpenFOAM solver: Mean temperature
along the vertical axis without (a) and with electrochemical heat generation (b) for pure
conduction and the convection case in the fully charged state. Reynolds (ReN =
〈u〉N∆hN
νN
)
and Rayleigh number (RaN = (
ρref·cp·g·β·∆Tcd·∆h3
ν·k )N) in the negative electrode with ∆Tcd
denoting the conductive temperature difference (c). Volume averaged velocity in the three
layers depending on the charge state with and without electrochemical heat generation
(d). The current density is j = 1 A cm−2.
Compared to pure conduction, the flow always reduces the observed tem-
perature (Fig. 7a). This effect is especially strong in the negative electrode,
where it lowers the maximum temperature up to 10 %. Anyway, the pure
conduction model still provides a good approximation of the vertical tem-
perature distribution.
The electrochemical heat generation affects the temperature profile in a
very similar way as in pure conduction, as shown in Fig. 7b. While the flow
structure does not change substantially, its magnitude does. Including the
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electrochemical heat generation into the model, the flow velocity changes up
to 12 % in the negative electrode (Fig. 7d). As already expected [33], no
deformation of the interfaces was observed for all simulated cells.
5. Summary and outlook
In this paper we have discussed the thermal phenomena that take place
in a liquid metal battery (LMB) using two different models. We have studied
both: ohmic and electrochemical heat generation. The latter is taken into
account for the first time together with thermal convection.
In a first step we developed an analytical 1D conduction model. It pro-
vides the vertical temperature distributions in the cell. This profile, derived
from pure conduction, is the upper bound for the temperature and also the
base state over which linear stability analysis can be performed. It can be
used as an initial condition in thermo-fluid dynamic simulations. Further-
more, it allows to identify the region of the cell, which might be affected by
convection and it is a good test model for the evaluation of the importance
of different heat sources.
The electrochemical heat generation has an impact on the whole tem-
perature profile. Most importantly, it is able to change the slope of the
temperature profile in the bottom electrode, possibly leading to flow there.
This very important as it could potentially enhance mass transfer. Com-
pared to pure ohmic heating, the electrochemical heat is able to change the
maximum cell temperature up to 30 %.
In a second step, we implemented a fully 3D thermo-fluid dynamic code
that allows to study thermal convection inside the cell. For this purpose,
the OpenFOAM Volume of Fluid solver was extended by a temperature de-
pendent density and the energy equation. The arising problem of spurious
currents was addressed by implementing an additional time step limitation.
Finally, the solver was validated by comparison with a pseudo-spectral code.
Thereafter, the solver was used to study a 10x10 cm Li||Bi square cell
at three charge states. A mild flow in the order of mm/s was observed in
the negative electrode. This flow was not able to deform the interfaces;
therefore, we do not expect a short circuit of the battery to be induced
by thermal convection. As our negative electrode consists of pure Li, the
convection there does not affect the mass transport. However, we expect
that the buoyancy driven flow can be relevant for mass transfer in multi-
element LMBs which use an alloy as top electrode (e.g. Ca–Mg||Bi [83]).
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Using a (realistic) electrolyte layer thickness of 5 mm and a high current
density of 1 A cm−2, we found that the electrolyte is not subject to buoyancy
driven flow. This is not in line with previous studies [32, 33], but can be
explained by the thin electrolyte layer. Due to viscous coupling (and perhaps
also spurious velocities), only a really weak flow in the order of 10 µm/s is
induced in the electrolyte.
The stable density stratification in the positive electrode generally sup-
presses any fluid flow. However, it is possible that the electrochemical heat
promotes convection in the lower electrode, and enhances mixing at the in-
terface with the electrolyte. We observed that only in one single case.
Finally, we studied three different charge states of the cell. During dis-
charge not only the location of the temperature peak will shift vertically –
also the flow structure changes. While we observed two counter rotating vor-
tices in the upper electrode of the fully charged cell, one vortex ring appears
in the discharged cell at xLi = 38 %. We conclude that the charge state
strongly effects flow field and magnitude.
Our models are strongly simplified. Most importantly, an extended study
of the electrochemical heat and especially its location should be performed.
More detailed modeling should include radiative heat transfer (in the elec-
trolyte and argon layer) and a mass transfer and solidification model. Fi-
nally, the boundary conditions will need improvement: e.g. the insulation
and thermal management system may be included. Concerning the volume
of fluid solver, more work should be dedicated to a solution of spurious veloc-
ities. The developed model can be applied in the future to other thermo and
electro-metallurgical applications, as e.g. the study of titanium reduction
reactors [84, 85].
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Appendix A. Spurious velocities
Spurious currents are unphysical velocities well known in volume of fluid
(VOF) simulations [86–88]. One source of such artificial flows is an imbalance
between the pressure and density gradient (eqn. 11) due to the continuous
interpolation of density (or viscosity) [89, 90]. This type of parasitic currents
is strong for large density jumps and appears predominantly in the lighter
phase [91]. A second type of spurious currents is caused by the imbalance
between the surface tension force (Eq. 14) and pressure gradient [92, 93] due
to a poor calculation of the interface curvature (Eq. 13) [92, 94]. Moreover,
this surface tension term may contain an erroneous rotational component that
cannot be balanced by the irrotational pressure term [87]. This will be an
additional source of spurious currents. Finally, also the interface compression
term in the phase transport equation [63] could lead to some unphysical
currents.
Naturally, all spurious currents can be reduced by lowering the pressure
residual. Type one spurious velocities may be eliminated by an exact dis-
cretization of the pressure jump, i.e. by using the idea of the ghost fluid
method [90, 91]. Interface tension related erroneous flows are best treated
by improving the curvature calculation. This might be done using an (ad-
ditional) height or level set function [92, 95–99]. Furthermore, a posterior
damping of spurious velocities is possible by smoothing the curvature field
and filtering interface-parallel velocities [86].
Finally, the interface tension γ is discretized explicitly when using the
CSF model [65]. Therefore, the capillary number must be respected as an
additional time step constraint [100, 101]:
∆t =
√
(ρA + ρB)∆x3
2piγmax
· Cocap. (A.1)
Here, ρA and ρB denote the two smallest densities, ∆x
3 the cell volume, γmax
the largest interface tension and Cocap the capillary Courant number.
Implementing this time step restriction (for Cocap = 0.5), removing the
artificial interface compression and reducing the pressure residual to 10−8
we were able to reduce spurious velocities from 1 cm s−1 to 30µm s−1 in our
setup.
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Appendix B. Constants for heat conduction model
c1 =
(q˙′′r + q˙
′′′
r (hP − h0)− q˙′′′ΩhP)
kP
+
kE
kP
c5
c2 = Tb
c3 =
(q˙′′′r − q˙′′′Ω )hP + q˙′′r
kP
+
kE
kP
c5
c4 = Tb − q˙
′′′
r h
2
r
2kP
c5 =
q˙′′′Ω,E(2kPkE (hEhN − h2E) + kPkN (h2E − h2P)) + kEkN (q˙′′′r h2r − 2q˙′′r hP + h2P (2q˙′′′Ω − q˙′′′r ))
2kE (hPkEkN − hPkPkN − hEkPkE + hEkPkN + hNkPkE)
c6 = Tb + hPc5(
kE
kP
− 1) + q˙
′′′
r (h
2
P − h2r ) + 2hP(q˙′′r − q˙′′′ΩhP)
2kP
+
q˙′′′Ωh
2
P
2kE
c7 =
kE
kN
(c5 − q˙
′′′
ΩhE
kE
)
c8 = Tb − hNc7
Appendix C. Material properties and layer height
In this appendix the thermo-physical and transport properties are col-
lected.
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The material properties of Li are taken from Zinkle et al. [102], and for
Bi by Fazio et al. [103]. Specific heat capacity and viscosity of the molten
salt mixture (KCl–LiCl) are evaluated with the formulation suggested by
Raseman et al. [104], for the other properties the values given by Janz are
used [105, 106]. All thermo-physical and transport properties of the pure
materials of the cell are evaluated at 450 ◦C and summarized in Tab. C.2.
The interface tensions can be approximated from the surface tensions of the
pure substances, using the rule proposed by Girifalco and Good [107, 108]:
γ = γi + γj − 2φ√γiγj. (C.1)
The interaction parameter φ for Bi|KCl–LiCl is given by Shaikhmahmud et
al. [109] as φ = 0.58. No information is available for the couple Li|KCl–LiCl.
However, the values for similar material combinations (e.g. 0.41 for Al|cryolite
[110], 0.51 for Al|NaCl-KCl [111]) suggest that assuming φ = 0.5 is reason-
able. Using φ = 0.5 we obtain an interface tension of γ = 0.196 N m−1 for
Li|KCl–LiCl and γ = 0.275 N m−1 for KCl–LiCl|Bi.
The material properties of the Bi–Li alloy in the concentration range of in-
terest are not available in literature. We assume a pure bismuth positive
electrode in full charge condition (xLi = 1 %). For higher concentration of Li
the values are approximated from the properties of the pure components. The
mixture densities are calculated by the Vegard’s law using the mole fraction
[103]. These values are used to calculate the positive electrode thickness. The
specific heat capacity of the Bi–Li alloy is calculated by Neumann-Kopp’s
law with the mass fraction. The surface tension of Bi–Li alloy is assumed
to be equal to the one of pure bismuth. The viscosity of the mixture is cal-
culated with a simple linear interpolation using the mole fractions, without
taking into account the correction based on the thermodynamic potential
proposed by Gasior et al. [112]. Regarding electrical and thermal conductiv-
ity, the values of pure bismuth are employed also for the alloy. In Tab. C.3
the dimensions of the cell at different charge states as well as the material
properties of the mixture Bi–Li are provided.
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Table C.2: Thermo-physical and transport properties of the pure substances at T = 450 ◦C
[102–106, 113].
property unit Li LiCl-KCl Bi
ρref kg m
−3 491.3 1648 9843
β 10−4 K−1 1.80 3.20 1.24
cp J kg
−1 K−1 4237 1330 136
γ Nm−1 0.292 0.130 0.362
ν 10−7 m2 s−1 7.13 19.8 1.33
ρel 10
−6 Ω m 0.367 6358 1.39
k W m−1 K−1 51.9 0.69 14.2
Table C.3: Mole fractions of lithium in bismuth, layer heights and Bi–Li mixture proper-
ties (of the positive electrode) at different charge states [102, 103].
property unit cases studied
xLi % 1 10 38
∆hP mm 20 21.3 27.8
∆hE mm 5 5 5
∆hN mm 40 38.5 31.8
ρref kg m
−3 9843 9238 7222
β 10−4 K−1 1.24 1.30 1.48
cp J kg
−1 K−1 136 151.3 218.0
γ Nm−1 0.362 0.362 0.362
ν 10−7 m2 s−1 1.33 1.31 1.31
ρel 10
−6 Ω m 1.39 1.39 1.39
k W m−1 K−1 14.2 14.2 14.2
39
