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Abstract
In this dissertation we are interested in the study of dynamical systems that display rigidity
and weak mixing. We are particularly interested in the topological analogue of rigidity,
called uniform rigidity. A map T defined on a topological space X is called uniformly rigid if
there exists an increasing sequence of natural numbers (nm) such that (T
nm) converges to the
identity uniformly on X and is called weakly mixing if there exists a sequence (sm) of density
one such that µ(T smA∩B) converges to µ(A)µ(B) for every A,B of positive µ-measure (the
sequence (sm) is called a mixing sequence). Uniform rigidity and weak mixing are two
properties of a dynamical system that are very different, though not exclusive. Rigidity
implies that at certain times the image of an interval is close to the interval, while weak
mixing implies that at other times the images of intervals are evenly distributed. Observe
that the rigidity times for a weakly mixing map have density zero. This dissertation attempts
to better understand the interplay between weak mixing and uniform rigidity.
The underlying theme of this dissertation has two threads: (1) to determine how the
topology of a space affects dynamical properties of maps that are defined there and (2) to
characterize the structure of uniform rigidity sequences for weakly mixing maps. The work in
this dissertation has involved several projects that were designed to provide a better under-
standing of these maps and their uniform rigidity sequences, thereby yielding information
about the dynamical properties that are compatible with certain spaces and information
about the structure of those sequences.
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Chapter 1
Introduction
1.1 History
Even though ergodic theory originated out of considerations in statistical mechanics, that
is only a small part of the theory that has developed. Nevertheless, that is where we begin.
Consider n gas particles in space, where each particle is represented by its position and
momentum. Thus, each gas particle has six numbers associated with it and the collection
of gas particles can be thought of as a point in R6n. That is, a point in R6n represents the
state of the system at a moment in time and the whole space is the phase space or collection
of possible states.
The laws of motion can be represented by a map T : R6n → R6n where, if x is a state,
then T (x) describes what the system will look like after one unit of time. According to the
laws of classical mechanics, the past, present, and future of the system can be determined
once we know one instantaneous state. However, in the real world we rarely have enough
information to determine the entire trajectory.
In statistical mechanics, the idea is to think about what will probably happen and leave
the deterministic viewpoint behind. Instead of trying to figure out what the system will look
like at a specific time, it is better to think about what the probability is that a state of the
system will belong to a specific subset of the phase space.
These new questions led Liouville to investigate what happens to subsets of the phase
space as time changes continuously according the the laws of motion, which are given by
Hamilton’s equations. Liouville discovered that the Lebesgue measure of a subset of the
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phase space is the same as the Lebesgue measure of the subset after some amount of time.
This is known as an invariance principle.
These types of questions and discoveries led to the development of ergodic theory. For
more information see [23] or [33]
1.2 Terminology
1.2.1 Ergodic Theory
Let (X, β, µ) be a measure space where β is the σ-algebra of µ measurable subsets of X.
In addition, suppose that (X, β, µ) is a standard Lebesgue space, which means that it is
measure-theoretically isomorphic to the unit interval with Lebesgue measure. In particular,
(X, β, µ) is nonatomic and L2(X,µ) is separable.
Suppose T : X → X is a measure-preserving transformation, i.e. µ(T−1A) = µ(A) for
all A ∈ β. Furthermore, assume that T is invertible. In this case, we will call (X, β, µ, T ) a
dynamical system.
Definition 1.2.1. A transformation T is ergodic if every T -invariant set A satisfies µ(A) = 0
or µ(X \ A) = 0.
Let 〈f | g〉 denote the standard inner-product on L2(X,µ) given by
〈f | g〉 =
∫
X
f · g dµ.
Let UT be the unitary operator on L2(X,µ) induced by T , called the Koopman operator,
defined by UT (f) = f ◦ T for all f ∈ L2(X,µ). An equivalent form of ergodicity follows,
along with the definitions of weak mixing and strong mixing.
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Proposition 1.2.2 ([33]). A transformation T is ergodic if
lim
N→∞
1
N
N−1∑
n=0
〈UnT f |g〉 − 〈f |1〉〈1|g〉 = 0
for all f, g ∈ L2(X,µ).
Definition 1.2.3. A transformation T is weakly mixing if
lim
N→∞
1
N
N−1∑
n=0
|〈UnT f |g〉 − 〈f |1〉〈1|g〉| = 0
for all f, g ∈ L2(X,µ).
Definition 1.2.4. A transformation T is strongly mixing if
lim
n→∞
|〈UnT f |g〉 − 〈f |1〉〈1|g〉| = 0
for all f, g ∈ L2(X,µ).
From the above definitions it is easy to see that strong mixing =⇒ weak mixing =⇒
ergodic. However the reverse implications are not true. To see that ergodic does not imply
weak mixing consider an irrational rotation of the circle, and to see that weak mixing does
not imply strong mixing consider Chaco´n’s transformation [?].
One of the most celebrated theorems in ergodic theory is the Birkhoff ergodic theorem,
also known as the pointwise ergodic theorem (see [33]). This theorem says that if the
transformation is ergodic, then the time average converges to the space average almost
everywhere.
Theorem 1.2.5 (Birkhoff Ergodic Theorem). Let (X, β, µ, T ) be an ergodic dynamical
system. If f ∈ L1(X,µ) then
1
N
N−1∑
n=0
f(T nx)→
∫
X
f dµ
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for almost every x ∈ X.
1.2.2 Topological Dynamics
Let X be a topological space. In addition, assume it is a compact metric space with metric d
and T : X → X a homeomorphism. In this case, we call (X,T ) a flow. Flows, in particular
minimal flows, are the primary object of study in topological dynamics.
Definition 1.2.6. A flow (X,T ) is minimal if every compact T -invariant subset is either
the whole space or the empty set.
Similar to ergodic theory, there are different types of mixing in topological dynamics.
Definition 1.2.7. A flow (X,T ) is topologically transitive if for every pair U, V of nonempty
open subsets of X, there exists a time n with
T nU ∩ V 6= ∅.
The above definition is sometimes referred to as topological ergodicity. It is also equivalent
to the existence of a point with a dense orbit. That is, there exists x ∈ X with {T nx : n ∈ Z}
dense in X.
Proposition 1.2.8 ([16]). A flow (X,T ) is minimal if and only if every point x ∈ X has a
dense orbit.
This proposition is standard and is sometimes taken as the definition of a minimal flow.
From this, it is also easy to see that minimality is stronger than topological transitivity.
Definition 1.2.9. A flow (X,T ) is topologically weakly mixing if for every collection
U1, U2, V1, V2 of nonempty open subsets of X, there exists a time n with
T nU1 ∩ V1 6= ∅ and T nU2 ∩ V2 6= ∅.
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Remark 1.2.10. The above definition is equivalent to X×X being topologically transitive.
Definition 1.2.11. A flow (X,T ) is topologically strongly mixing if for every pair U, V of
nonempty open subsets of X, there exists a time N such that for all n ≥ N
T nU ∩ V 6= ∅.
In a similar fashion as before, topological strong mixing =⇒ topological weak mixing
=⇒ topological transitivity. To see that topological transitivity does not imply topolog-
ical weak mixing consider an irrational rotation of the circle, and to see that topological
weak mixing does not imply topological strong mixing consider the example constructed by
Blanchard in [8].
1.3 Analogies Between Measurable and Topological
Dynamics
The interplay between measurable and topological dynamics is vast. We will focus on a few
key analogies: recurrence, weak mixing, higher order mixing, and rigidity.
1.3.1 Recurrence
Poincare´’s recurrence theorem is one of the oldest theorems in ergodic theory. It is a very
powerful theorem with an elegant proof that relies on the finiteness of the measure space
(see [33] for more details).
Theorem 1.3.1 (Poincare´ Recurrence). Let (X, β, µ, T ) be a dynamical system and A ∈ β.
Then, µ-almost-every point of A returns to A.
A stronger formulation can also be proven, which says that µ-a.e point of A returns to A
infinitely often.
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Definition 1.3.2. Suppose X is a metric space. A point x ∈ X is a recurrent point for the
map T if there exists an increasing sequence (nm) such that
T nmx→ x
as m→∞.
Now suppose that X is a separable metric space in addition to (X, β, µ, T ) being a
dynamical system. Then by covering the space with countably many 
2
balls and using
Poincare´’s recurrence theorem, we see that almost every point returns to within  of itself.
Hence, almost every point of X is a recurrent point.
There is also a topological road to recurrence and a topological proof of the existence
of a recurrent point for flows. This theory was developed by Birkhoff and is known as the
Birkhoff recurrence theorem [7].
Theorem 1.3.3 (Birkhoff Recurrence). Let (X,T ) be a flow. Then there exists a recurrent
point in X.
Birkhoff gave a purely topological proof of the above result. In his argument compactness
played a similar role to the assumption of finite measure by Poincare´.
1.3.2 Weak Mixing
We have already seen the definitions of weak mixing and topological weak mixing. We will
now discuss equivalent definitions for each; this will make it more clear how the notions of
weak mixing are related. Recall that the Koopman operator UT is defined on L2(X,µ) by
UT (f) = f ◦ T . We say that f ∈ L2(X,µ) is an eigenfunction of UT if UT (f) = λf for some
eigenvalue λ.
Proposition 1.3.4 (see [33]). Supoose (X, β, µ, T ) is a dynamical systems. The automor-
phism T is weakly mixing if and only if the associated Koopman operator has no non-constant
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eigenfunctions.
Keynes and Robertson proved an analogous result for minimal flows.
Proposition 1.3.5 ([29]). Suppose (X,T ) is a minimal flow. The homeomorphism T is
topologically weakly mixing if and only if the associated Koopman operator has no non-
constant continuous eigenfunctions.
The method that Keynes and Robertson used to prove the above proposition relies heavily
on the fact that if your flow is minimal, then there exists an invariant probability measure
on the space with full support.
1.3.3 Higher Order Mixing
An old and still open problem in ergodic theory is whether strong mixing implies mixing of
all orders.
Definition 1.3.6. Suppose (X, β, µ, T ) is a dynamical system. The automorphism T is
strongly 3-mixing if for every A,B,C ∈ β
µ(T nA ∩ T n+mB ∩ C)→ µ(A)µ(B)µ(C)
as n,m→∞.
From the above definition, it is clear that strong 2-mixing is the same as strong mixing.
The following is known as Rokhlin’s problem in ergodic theory:
Question 1.3.7. Suppose (X, β, µ, T ) is a dynamical system. Does strong 2-mixing imply
strong 3-mixing?
The above problem is still wide open. A similar problem can be stated in topological
dynamics and in this setting there is an answer.
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Definition 1.3.8. Suppose (X,T ) is a flow. The homeomorphism T is strongly 3-topologically
mixing if for all nonempty open subsets U, V,W of X there exists a time N such that for all
n,m ≥M
T nU ∩ T n+mV ∩W 6= ∅.
In this setting, Rokhlin’s problem was solved by Goodman and Marcus [18]. They pro-
vided two examples of flows that are strongly 2-topologically mixing, but not strongly 3-
topologically mixing. One of the examples is a symbolic dynamical system that has an
ergodic invariant measure, with respect to which the dynamical system is weakly mixing,
but not strongly mixing. The second example in their work is a homeomorphism of the
two-torus called a Stepanoff flow.
1.3.4 Rigidity
The notion of rigidity, like recurrence, weak mixing, and higher order mixing, appears in
ergodic theory and topological dynamics. We will explore various aspects of rigidity later,
but here we begin with the definitions.
Definition 1.3.9. Suppose (X, β, µ, T ) is a dynamical system. The automorphism T is
rigid if there exists an increasing sequence of natural number (nm) such that the powers
T nm converge to the identity in the strong operator topology. That is,
‖f ◦ T nm − f‖2 → 0
as m→∞ for all f ∈ L2(X,µ).
The above definition can also be formulated as there exists an increasing sequence of
natural numbers (nm) such that µ(T
nmA4A)→ 0 as m→∞ for any measurable set A.
In topological dynamics there are a two notions of rigidity; topological rigidity and uni-
form rigidity (see [17] for more information). For now, we will concentrate on uniform
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rigidity.
Definition 1.3.10. Suppose (X,T ) is a flow. The homeomorphism T is uniformly rigid
if there exists an increasing sequence of natural numbers (nm) such that the powers T
nm
converge to the identity uniformly on the space X.
In the next chapter we will see that uniform rigidity is strictly stronger than rigidity,
expect in the case where the space is the unit interval or circle.
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Chapter 2
Background and Relevant Results
In this chapter we provide the background needed to understand the results of this thesis
and the way they fit into the larger framework. We also provide selected proofs of some
relevant results to display the flavor and style of proofs in ergodic theory and topological
dynamics.
2.1 Generic Properties
What does the “typical” map look like and what dynamical properties does it display? We
will investigate that question in this section with respect to dynamical systems and with
respect to flows.
2.1.1 Auto(X,µ)
Suppose (X, β, µ) is a standard Lebesgue space and let Auto(X,µ) denote the set of auto-
morphisms (measurable bijections) from X to X which preserve the probability measure µ.
The space Auto(X,µ) is equipped with the weak topology. In this topology, a sequence of
automorphisms (Ti) converge to T if µ(TiA4TA) → 0 as i → ∞ for every A ∈ β where 4
denotes symmetric difference. Let {Ei} be a countable dense subset of measurable sets. The
distance between two automorphisms S, T in the weak topology is defined by
dw(S, T ) =
∞∑
i=1
1
2i
(µ(TEi4SEi) + µ(T−1Ei4S−1Ei)).
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The space Auto(X,µ) is a complete metric space and thus we can discuss subsets of
different sizes in terms of category. Let L02(X,µ) denote the space of L2(X,µ) functions
defined on (X,µ) that have L2 norm one and are mean zero. When the underlying measure
space is clear from context we will drop the (X,µ) and just write L02.
The first category result says that the set of weakly mixing automorphisms is generic.
This proof uses the fact that there exists a weakly mixing automorphism and is therefore
not sufficient in its own right to prove existence. Before we proceed to the proof, we turn to
Halmos’ conjugacy lemma [23], which is used to prove that the weakly mixing automorphisms
are generic. An automorphism is said to be antiperiodic if the set of periodic points has
measure zero.
Lemma 2.1.1 (Conjugacy Lemma [23]). In the weak topology the conjugacy class of each
antiperiodic automorphism is everywhere dense in Auto(X,µ).
The power of this lemma lies in the fact that it allows you to approximate any automor-
phism with the conjugation of an ergodic automorphism. For example, the conjugates of an
irrational rotation will be dense in Auto(X,µ) with respect to the weak topology. We will
see later that this is not the case when you only allow conjugation by homeomorphisms and
use a finer topology.
Theorem 2.1.2 ([23]). In the weak topology the set of all weakly mixing automorphisms
is an everywhere dense Gδ subset of Auto(X,µ).
Proof. To show that the set of weakly mixing automorphisms is a dense Gδ subset, we will
rely heavily on Halmos’ conjugacy lemma. Recall that there exist a weakly mixing automor-
phism of Auto(X,µ) and that the property of weak mixing is invariant under conjugation
by automorphisms. Thus by Halmos’ conjugacy lemma the set of conjugates of this auto-
morphism are dense. All that remains to be shown is that weak mixing is a Gδ property.
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To that end, let {φi} be a dense subset of L02 and define
Rφi = {T ∈ Auto(X,µ) : there exists n with |〈UnTφi|φi〉| < 0.99}.
Let R = ⋂∞i=1Rφi . Notice that Rφi is an open condition and thus it suffices to show that R
is the set of weakly mixing automorphisms.
Recall that T is weakly mixing if and only if for all φ ∈ L02
lim
N→∞
1
N
N−1∑
n=0
|〈UnTφ|φ〉| = 0.
So, if T is weakly mixing, then for every φi there exists n such that |〈UnTφi|φi〉| < 0.99.
Now suppose that T ∈ R. To show that T is weakly mixing it suffices to show that T has
no nonconstant eigenfunctions. Suppose for a contradiction that φ ∈ L02 is a nonconstant
eigenfunction for T . In this case, there exists λ ∈ C of modulus one such that UTφ = λφ.
Let φi be such that ‖φ− φi‖2 < 0.001.
For all n
|〈UnTφ|φ〉| = |λ|n |〈φ|φ〉| = ‖φ‖22 = 1.
Since T ∈ Rφi(0.99) for some n the following holds:
1 = |〈UnTφ|φ〉|
= |〈UnT (φ− φi) + UnTφi|(φ− φi) + φi〉|
≤ |〈UnTφi|φi〉|+ 3 ‖φ− φi‖2
< 0.993.
This is a contradiction. Therefore T has no nonconstant eigenfunctions and is weakly mixing.
The second category result says that the set of strongly mixing automorphisms is con-
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tained in a set of first category. Before we state and prove this result, we will need an
approximation theorem, known as the weak approximation theorem. For simplicity, we will
use Auto([0, 1], λ) where λ is Lebesgue measure on the unit interval.
An interval of the form
(
k
2m
, k+1
2m
)
is called a dyadic interval of order m where k =
0, . . . , 2m − 1. If m is fixed, then a union of such intervals is called a dyadic set of order m.
A dyadic permutation is simply a translation of the dyadic intervals. A dyadic neighborhood
of the automorphism T is of the form
{S ∈ Auto([0, 1], λ) : λ(SD4TD) < }
for some  and dyadic set D.
Theorem 2.1.3 (Weak Approximation Theorem [23]). Every dyadic neighborhood contains
cyclic permutations of arbitrarily high orders.
The weak approximation theorem will appear again when we are dealing with homeomor-
phisms and will be proved in that context. This theorem will help us prove that the strongly
mixing autormorphisms are not generic.
Theorem 2.1.4 ([23]). In the weak topology the set of all strongly mixing automorphisms
is contained in a set of first category.
Proof. Our goal is to show that the set of strongly mixing automorphisms in Auto([0, 1], λ)
is contained in a countable union of nwd (nowhere dense) sets.
First recall that the set of dyadic permutations of arbitrarily high order are dense in the
space of automorphisms by the weak approximation theorem. Let
Pk = {T ∈ Auto([0, 1], λ) : T is a permutation of order k} .
Note that if T ∈ Pk then T k = Id. Thus for all n, the set
⋃
n≥k Pk is dense.
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Let A = [0, 1
2m
] be a dyadic interval of order m and
Mk =
{
T ∈ Auto([0, 1], λ) :
∣∣∣∣λ(T kA ∩ A)− 122m
∣∣∣∣ ≤ 124m
}
.
Notice that in the above statement 1
22m
= λ(A)2. We will show that
⋃
n≥0
⋂
k≥nMk contains
all of the strongly mixing automorphisms. Suppose for a contradiction that there exists T
strongly mixing such that for all n ≥ 0 there exists k ≥ n such that T /∈Mk, i.e.
∣∣λ(T kA ∩ A− λ(A)2∣∣ > 1
24m
.
This contradicts that fact that T is strongly mixing.
It remains to show that
⋂
k≥nMk is nwd. To see this, note that Pk∩Mk = ∅ and therefore(⋃
k≥n Pk
) ∩ (⋂k≥nMk) = ∅. Since ⋃k≥n Pk is dense and Mk is closed, ⋂k≥nMk has empty
interior and is nwd.
Rigidity is another property that is generic in Auto(X,µ). The proof of this result uses
very similar techniques as the previous theorem. It relies heavily on the density of dyadic
permutations of arbitrarily high order.
Theorem 2.1.5. In the weak topology the set of rigid automorphisms is an everywhere
dense Gδ subset of Auto(X,µ).
In particular this means that the typical automorphism is rigid and weak mixing. So,
even though these two behaviors of a dynamical system are quite different, they are not
exclusive.
2.1.2 Homeo(X,µ)
We now turn to the dynamics of volume preserving homeomorphisms of compact metric
spaces, or flows that preserve a volume measure. Let Homeo(X,µ) denote the set of home-
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omorphisms from a compact metric space X to itself that preserve a probability measure
µ. This set is equipped with the topology of uniform convergence of homeomorphisms and
their inverses. If d is the metric on X and S, T are two homeomorphisms, define the uniform
distance to be
du(S, T ) = sup
x∈X
d(S(x), T (x)) + sup
x∈X
d(S−1(x), T−1(x)).
With this metric, Homeo(X,µ) is a complete metric space.
Sometimes we will need to discuss the distance between a homeomorphism and an au-
tomorphism, and view Homeo(X,µ) as a subset of Auto(X,µ). In this case we will use the
following metric (which also induces the uniform topology on Homeo(X,µ))
‖S − T‖ = ess supx∈Xd(S(x), T (x)).
Recall that ess sup f = inf{a : µ({x : f(x) > a}) = 0}.
In 1941 Oxtoby and Ulam [32] proved that ergodicity is generic for measure-preserving
homeomorphisms of compact manifolds of dimension two or greater. This work proceeded
Halmos’ category results that were previously discussed and the techniques are very different.
In the late 1970’s Alpern (see [3]) unified the two themes, showing that when you translate
the study from topological dynamics to ergodic theory, no new generic properties appear.
We will formulate these theorems in a precise way later. For the moment, let us restrict our
attention to the unit square and homeomorphisms that preserve the natural volume measure
(or Lebesgue measure). There are many beautiful approximation theorems which appear in
this setting.
Similar to before, we will be working with dyadic cubes, the two-dimensional analogue of
dyadic intervals. We will be considering permutations of these dyadic cubes, which are simply
translations of the cubes. Note that such a permutation is not an element ofHomeo([0, 1]2, µ)
where µ is the product Lebesgue measure, but does belong to Auto([0, 1]2, µ). We will prove
a theorem of Lax (see [3]) that states that any homeomorphism can be approximated by
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such a permutation.
Theorem 2.1.6 (Lax’s Theorem [3]). Let T ∈ Homeo([0, 1]2, µ) and  > 0. Then there
exists a dyadic permutation σ such that ‖T − σ‖ < .
This proof makes use of the marriage lemma in combinatorics, which says that if every
group of girls of size k collectively know more than k boys, then there is a matching that
allows every girl to be paired with a boy that she knows. To be more precise, the marriage
lemma is stated below.
Lemma 2.1.7. Let E,F be two finite sets and ≈ a relation between the elements of E and
F . If for every E ′ ⊂ E we have
|E ′| ≤ |{f ∈ F : there exists e in E ′ with e ≈ f}|
then there exists a one-to-one map φ : E → F such that for all e ∈ E, e ≈ φ(e).
Proof of Lax’s Theorem. Let Dm be a dyadic subdivision of [0, 1]2 of order m. Suppose
T ∈ Homeo([0, 1]2, µ) and  > 0. We will be using the marriage lemma, so the first thing to
do in this case is to define a relation. If c and c′ are two dyadic cubes of Dm, then define
c ≈ c′ if and only if T (c) ∩ c′ 6= ∅.
Since T is measure-preserving, the image of any collection of k dyadic cubes from Dm
under T , intersects at least k cubes from Dm. This means that we may apply the marriage
lemma to our setup. Hence, there exists a permutation σ of Dm such that for every cube
c ∈ Dm we have c ≈ σ(c). This implies that for any cube c ∈ Dm, T (c) ∩ σ(c) 6= ∅.
Therefore
‖T − σ‖ ≤ diam(c) + sup
c∈Dm
diam(T (c))
≤
√
2
2m
+ sup
c∈Dm
diam(T (c))
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< .
if we make m sufficently large.
The above theorem can be strengthened so that the approximating dyadic permutations
are cyclic without too much trouble. This was accomplished by Alpern in 1976 [3].
Lemma 2.1.8 ([3]). Given any permutation ρ of I = {1, . . . , N} there is a cyclic dyadic
permutation σ of I with d(ρ(i), σ(i)) ≤ 2 for all i ∈ I.
Theorem 2.1.9 ([3]). Let T ∈ Homeo([0, 1]2, µ) and  > 0. Then there exists a cyclic
dyadic permutation σ such that ‖T − σ‖ < .
For an immediate application of this approximation theorem, we will examine the set
of transitive homeomorphisms in Homeo([0, 1]2, µ). First recall the definition of topological
transitivity and a theorem regarding the extension of finite maps.
Definition 2.1.10. Let (X,T ) be a flow. The homeomorphism T is topologically transitive
if for any two open subsets U, V of X there exists n such that T nU ∩ V 6= ∅.
Theorem 2.1.11 ([3]). Let {pi}Ni=1 and {qi}Ni=1 be two lists of N distinct interior points
of [0, 1]2 with the property that d(pi, qi) <  for each i. Then there is a homeomorphism
φ ∈ Homeo([0, 1]2, µ), with ‖φ− Id‖ <  and equal to the identity on the boundary of [0, 1]2,
which for each i maps some neighborhood of pi by simple translation onto a neighborhood
of qi, and pi into qi.
Theorem 2.1.12 ([3]). In the uniform topology the set of topologically transitive homeo-
morphisms is a dense Gδ subset of Homeo([0, 1]
2, µ).
Remark 2.1.13. The above theorem is not true if the measure-preserving assumption is
dropped.
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Proof. To begin let ci, i = 1, 2, . . . be an enumeration of all the open dyadic cubes of [0, 1]
2
of all orders. Define
Ti,j =
{
T ∈ Homeo([0, 1]2, µ) : there exists k such that T k(ci) ∩ cj 6= ∅
}
.
Then
⋂
i,j>0 Ti,j is the set of topologically transitive homeomorphisms in Homeo([0, 1]
2, µ).
Since Ti,j is an open condition, it suffices to show that this set is dense in Homeo([0, 1]
2, µ).
Fix i, j > 0 and  > 0. Suppose that h is a homeomorphism in Homeo([0, 1]2, µ). We will
show that there exists h′ ∈ Ti,j such that ‖h′ − h‖ < . Let σ be a cyclic dyadic permutation
of sufficiently large order (larger than the orders of ci and cj) such that ‖h− σ‖ < .
The previous statement can be accomplished by using the stengthened version of Lax’s
theorem. Number the centers of the dyadic cubes p1, . . . , pN according to the action of σ
so that σ(pm) = pm+1 where the indices are taken modulo N . Then for each m we have
d(h(pm), pm+1) = d(h(pm), σ(pm)) < .
Now consider the two lists of numbers h(p1), . . . , h(pN−1), h(pN) and p2, . . . , pN , p1. By
the extension of finite maps theorem, there exists a homeomorphism φ ∈ Homeo([0, 1]2, µ)
that is the identity on the boundary, such that ‖φ− Id‖ <  and φ(h(pm)) = pm+1. Let
h′ = φ ◦ h. It is clear that h′ is a homeomorphism that cyclically permutes the centers of
the dyadic cubes, pm, and hence h
′ ∈ Ti,j. Finally notice that ‖h′ − h‖ = ‖φ ◦ h− h‖ =
‖φ− Id‖ < .
Techniques similar to the ones used in the above proof can be used to establish genericity
of topological weak mixing.
Theorem 2.1.14 ([3]). In the uniform topology the set of topologically weakly mixing
homeomorphisms is a dense Gδ subset of Homeo([0, 1]
2, µ).
We now return to a result of Alpern which states that a property that is generic in
Auto(X,µ) is also generic in Homeo(X,µ).
18
Definition 2.1.15. The measure µ on X is an OU (Oxtoby-Ulam) measure if it is a Borel
probability measure that satisfies the following three conditions:
1. µ is nonatomic
2. µ is locally positive (nonempty open sets have positive measure)
3. µ(∂X) = 0.
Theorem 2.1.16 ([3]). Let µ be an OU measure on a compact connected manifold of
dimension at least 2. Let P be a conjugate invariant, dense Gδ subset of Auto(X,µ) with
respect to the weak topology. Then P ∩Homeo(X,µ) is a dense Gδ subset of Homeo(X,µ)
with respect to the uniform topology.
Previously we proved that weakly mixing automorphisms are generic in Auto(X,µ). Since
weak mixing is a property that is invariant under conjugation by automorphisms, the above
theorem of Alpern implies that the weak mixing property is also generic inside Homeo(X,µ).
Katok and Stepin [26] had previously shown this result, however the above approach is much
simpler.
2.2 More on Rigidity
2.2.1 Rigid vs. Uniformly Rigid
As we saw in Section 2.1.1, the typical automorphism is rigid and weakly mixing. What
happens if we now consider the notion of uniform rigidity? In some cases weak mixing and
uniform rigidity are compatible notions. In the next chapter we will explore this idea further.
However, in some cases they are incompatible. For example in 2009 Silva et. al. [25] showed
that weak mixing and uniform rigidity are incompatible notions when dealing with maps of
a Cantor space.
Recall the definition of uniform rigidity.
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Definition 2.2.1. Let (X,T ) be a flow. The homeomorphism T is uniformly rigid if there
exists an increasing sequence (nm) such that T
nm converges to the identity uniformly on the
space X.
Definition 2.2.2. Suppose (X, β, µ, T ) is a dynamical system. The automorphism T is
totally ergodic if T n is ergodic for all powers n.
Observe that if an automorphism is weakly mixing, then it is also totally ergodic.
Theorem 2.2.3 ([25]). Let C denote Cantor space, equipped with a Borel probability
measure. There exists no totally ergodic, measure-preserving system that is uniformly rigid
in any metric compatible with the topology, except in the case where all the measure is
concentrated at one point.
Proof. Recall that a Cantor space is homeomorphic to the space of sequences of 0’s and 1’s,
i.e. the space 2N = {(xn) : xn ∈ {0, 1} and n ∈ N}. Thus C is equipped with the p-adic
metric on 2N where the distance between two sequences (xn) and (yn) is d((xn), (yn)) =
1
k
where k is the smallest index such that xk 6= yk. We will prove the result for this metric,
but one can do the same for any metric compatible with the topology.
Suppose for a contradiction that T is uniformly rigid and totally ergodic. Our plan is
to produce an invariant ball. Fix r > 0 and let (nm) be the uniform rigidity sequence for
T . If x ∈ C, let Br(x) denote the ball of radius r centered at x. Since the p-adic metric
satisfies the ultrametric inequality, i.e. d(x, y) ≤ max(d(x, z), d(z, y)), there exists M such
that T nMy ∈ Br(x) if and only if y ∈ Br(x). Thus each of the balls of radius r is an invariant
ball and, as such, the measure must be concentrated in one ball since T is totally ergodic.
Iterating this argument reveals that the measure must be concentrated at one point, which
is a contradiction.
This type of argument carries over for any compact metric space whose metric satisfies
the ultrametric inequality. A corollary of this theorem is that any weakly mixing dynamical
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system is isomorphic to a system that is not uniformly rigid. This fact follows from the
Jewett-Krieger theorem which states that any ergodic transformation has a realization as a
homeomorphism of a Cantor set [33]. An interesting question is
Question 2.2.4. For which spaces are weak mixing and uniform rigidity compatible?
In this section we would also like to display the fact that rigidity and uniform rigidity
coincide in very special cases, but in general are not the same. A simple argument from [25]
shows that rigidity and uniform rigidity are the same on the circle or unit interval. But first,
we will examine an example.
Example 2.2.5. Let X = S1, µ be the measure of an arc (normalized so that µ(S1) = 1),
and T : S1 → S1 be defined by T (e2piix) = e2pii(x+α) where α ∈ (0, 1) is irrational. Let
z = e2piix and a = 2piα.
      z
  T(z)S1 S1
T
  z
a
Figure 2.1: Irrational Rotation
The map T is called an irrational rotation. We will show that T is uniformly rigid and explore
the uniform rigidity sequence. Consider the continued fraction expansion for α where the
convergents are denoted by pn
qn
. Recall that the convergents of a continued fraction provide an
excellent rational approximation. Since pn
qn
are the convergents of α, the following inequality
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is satisfied ∣∣∣∣α− pnqn
∣∣∣∣ < 1q2n
where | · | denotes absolute value or distance to the nearest integer (the distinction should
be clear from context). Thus |qnα| → 0 as n→∞ and we have
T qn(e2piix) = e2pii(x+qnα) → e2piix
as n→∞. The above calculation is independent from the choice of x and so T is uniformly
rigid.
Lemma 2.2.6 ([25]). Let T be a continuous map of the circle or unit interval that preserves
an OU measure. Then rigidity and uniform rigidity are identical notions.
Proof. Clearly uniform rigidity implies rigidity. So, let us concentrate on the opposite im-
plication. Suppose T defined on the unit interval is rigid with rigidity sequence is (nm).
For fixed δ > 0 there exists r > 0 such that the ball of radius δ centered at a point
x, Bδ(x), has measure greater than r for any x, i.e. µ(Bδ(x)) > r. To see this cut the
interval into finitely many disjoint half-open balls of size less than or equal to δ
3
. Consider
the measure of each of these balls, each of which is nonzero by the assumption that µ is an
OU measure. Let r be the least measure of these balls. Now, if B is any ball of radius δ
then B contains one such ball and hence has measure greater that r.
Let B be a ball of radius δ. Since T is continuous, B4T nmB has at most two connected
components. As m → ∞, the measure of each connected component goes to zero. Thus
the diameter also goes to zero since we are in one dimension and are dealing with an OU
measure. Hence T nm → Id uniformly as m→∞.
The above argument is unique to the one-dimensional case. In higher dimensions it is
not always true that small measure implies small diameter. In fact, rigidity and uniform
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rigidity are not the same if you go up one dimension to the two-torus. To see this, we’ll
consider an example.
Example 2.2.7. In [6] Bergelson, del Junco, Leman´czyk, and Rosenblatt use the Gaussian
Measure Space construction (for details regarding this construction see [12] page 188) to
build an example of a weakly mixing transformation that is rigid along powers of 2. Since
rigid transformations have zero measure-theoretic entropy, we may apply a result of Lind
and Thouvenot [30] to obtain a hyperbolic toral automorphism of T2 that preserves an
OU measure. Hyperbolic toral automorphisms of the two-torus are given by 2 × 2 integer
matrices with determinant ±1. Since weak mixing and rigidity are spectral properties they
carry through measure-theoretic isomorphisms. Thus this hyperbolic total automorphism
is weakly mixing and rigid along powers of 2. Hyperbolic total automorphisms have been
very well studied and it is known that they are strongly mixing with respect to Lebesgue
measure. That means that they cannot be uniformly rigid.
The above example illustrates that rigidity does not imply uniform rigidity. A question
that remains open, is:
Question 2.2.8. In which situations do rigidity and uniform rigidity coincide?
2.2.2 Purely Topological Results
Now we will focus on different aspects of rigidity in topological dynamics only. Thus, there
will be no underlying measure space assumptions and we will only be dealing with flows.
We begin with two different types of topological rigidity, one of which we have already seen.
Definition 2.2.9. Let (X,T ) be a flow. The homeomorphism T is topologically rigid if
there exists an increasing sequence (nm) such that T
nmx→ x as m→∞ for all x in X.
To put it a different way, topologically rigid maps converge to the identity point-wise
along their rigidity sequence, while uniformly rigid maps converge uniformly to the identity
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along their rigidity sequence. It’s clear from the definitions that uniform rigidity implies
rigidity. To see that the opposite implication is not true, we will look at an example.
Example 2.2.10. Consider a family of rotating circle that are all rotating at different rates.
To be more precise, let
X =
{
re2piiθ : 0 ≤ θ ≤ 1, r = 1− 1
2n
for n = 1, 2, . . . , and r = 1
}
where T (z) = ze2pii(
1
2n
) when |z| = 1 − 1
2n
and T (z) = z when z is on the unit circle. Then
nm = 2
m is a topological rigidity sequence, but not a uniform rigidity sequence for this
example.
Now we will examine uniform rigidity in more depth. Let (X,T ) be a minimal flow that
is topologically rigid with respect to (nm). Define the following relation
N = {(x, y) : there exists a subsequence (n′m) of (nm) and sequences xm → x,
ym → y such that d(T n′mxm, T n′mym)→ 0}.
The flow (X,T ) is uniformly rigid if and only if N = 4 where 4 is the diagonal of X ×X.
Definition 2.2.11. The flow (X,T ) is distal if for every pair of points x 6= y we have
infn∈N d(T nx, T ny) > 0.
Let (X,T ) be a minimal flow and define the relation
P = {(x, y) : 4 ⊂ Orb(x, y)}
where Orb(x, y) is the closure of the orbit of (x, y) under the map T . In this case, the flow
(X,T ) is distal if and only if P = 4. To see this, notice that clearly 4 ⊂ P . For the other
direction, suppose (x, y) ∈ P . Then for any z ∈ X we have (z, z) ∈ Orb(x, y). Thus there
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exists a sequence (nm) such that T
nmx → z and T nmy → z as m → ∞. Since our flow is
distal, x = y and P ⊂ 4.
Theorem 2.2.12 ([17]). A minimal flow that is distal and topologically rigid is uniformly
rigid.
Proof. Suppose (X,T ) is a minimal flow that is distal and topologically rigid. Let (nm) be
the rigidity sequence. In this case P = 4. In order to show that T is uniformly rigid, we
must show that N = 4. Clearly 4 ⊂ N . To show that N ⊂ 4 we will show that N ⊂ P .
For this define a new relation
N = {(x, y) : there exists a subsequence (n′m) of (nm) and xm → x
with T n
′
mxm → y}.
Note that N ⊂ N . Hence it suffices to show that N ⊂ P , since if so, N ⊂ N ◦ N−1 ⊂ P ◦
P−1 = 4◦4−1 = 4 where R◦S = {(x, y) : there exists z with (x, z) ∈ R and (z, y) ∈ S}.
Suppose for a contradiction that (x, y) ∈ N \ P . Let δ = infn∈N d(T nx, T ny) > 0 since T
is distal. There exists a subsequence (n′m) of (nm) and xm → x such that T n′mxm → y as
m→∞ since (x, y) ∈ N . Let U be any open set and ` be such that T `x ∈ U . Note that we
can do this since our flow is minimal. Then
T n
′
mT `xm = T
`T n
′
mxm → T `y
and
T `xm → T `x ∈ U.
Let M be large enough so that T `xM ∈ U and d(T n′MT `xM , T `xM) > δ2 .
Define
VM = {z : there exists m > M with d(Tmz, z) > δ
2
}.
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Then by the above argument VM is dense and also open. Let V =
⋂∞
m=1 Vm. Since V is a
dense Gδ subset of X there are plenty of points in V . Let z ∈ V . By the topologically rigid
assumption on (X,T ), T nmz → z which contradicts the fact that z ∈ V .
The last result from Glasner and Moan [17] that we want to mention is regarding topo-
logically rigid factors of topologically strongly mixing systems. First recall the definition of
topological strong mixing.
Definition 2.2.13. The flow (X,T ) is topologically strongly mixing if for any open subsets
U, V of X there exists N such that for all n ≥ N we have T nU ∩ V 6= ∅.
Theorem 2.2.14 ([17]). Suppose (X,T ) is a minimal, topologically strongly mixing flow.
Then (X,T ) admits only trivial topologically rigid factors.
Proof. Suppose the flow (X,T ) is minimal and topologically strongly mixing. Since every
factor has the same properties, it suffices to show that if (X,T ) is also topologically rigid
then X is trivial.
Suppose (X,T ) is topologically rigid with respect to (nm) and suppose (x, y) ∈ X ×X
where x 6= y. Let z ∈ X. Let U be an open neighborhood of z and V1, V2 be open
neighborhoods of x, y respectively. There exists M1 such that for every m ≥M1, T nmV1∩U 6=
∅ and there exists M2 such that for every m ≥M2, T nmV2 ∩ U 6= ∅. Let M be the larger of
M1 and M2. Then the nM -th iterate of both x and y gets close to z. Continue shrinking the
neighborhoods of x, y, z in order to produce a subsequence (n′m) such that T
n′mx → z and
T n
′
my → z as m → ∞. However, since (nm) is a topological rigidity sequence for (X,T ),
x = z = y. This is a contradiction and therefore X is trivial.
The above theorem shows that in the purely topological framework, strong mixing and
rigidity are not compatible notions. Similar results hold for strong mixing and rigidity in
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the measurable framework. That is, a transformation cannot be strongly mixing and rigid
with respect to the same measure (this is clear from the definitions).
2.3 Spectral Properties
In this section we will examine rigidity and weak mixing as spectral properties. First recall
the definitions of rigid and weak mixing for a dynamical system (X, β, µ, T ).
Definition 2.3.1. An automorphism T is rigid if there exists a sequence (nm) such that the
powers T nm converge to the identity in the strong operator topology. That is,
‖f ◦ T nm − f‖ → 0
as m→∞ for all f ∈ L2.
In this case, (nm) is called a rigidity sequence for T .
Definition 2.3.2. An automorphism T is weakly mixing if for all f, g ∈ L2 we have
1
N
N−1∑
n=0
|〈UnT f |g〉 − 〈f |1〉〈1|g〉| → 0
as N →∞.
To see that these two properties are spectral properties, we begin with some basics of
spectral theory. For a fixed transformation T and f ∈ L2, let b(n) = 〈f◦T n|f〉. This function
is a positive definite function and therefore can be represented by the Fourier transform of
a positive Borel measure on the circle. We will call this unique measure associated to f , the
spectral measure and denote it by νTf . So, ν
T
f is determined by ν̂
T
f (n) = 〈f ◦ T n|f〉 for all
integers n and νTf is a positive measure that satisfies ν
T
f (T) = ‖f‖22.
From the definition of weak mixing, we see that T is weakly mixing if for all functions
f ∈ L2 that are mean zero, 1N
∑N−1
n=0 |〈f ◦ T n|f〉| → 0 as N → ∞. Wiener’s Lemma says
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that if ν is a positive Borel measure on the circle then
lim
N→∞
1
2N + 1
N∑
n=−N
|ν̂(n)|2 =
∑
x∈T
ν2({x}).
Thus the measure ν is continuous if and only if limN→∞ 12N+1
∑N
n=−N |ν̂(n)|2 = 0. Putting
these facts together tells us that T is weakly mixing if and only if the spectral measure νTf
is continuous for each mean zero f ∈ L2.
Now we turn to rigidity. Observe that f ◦ T nm → f as m → ∞ in L2 if and only if
〈f ◦ T nm , f〉 → ‖f‖22 as m → ∞. By the definition of spectral measure, this means that
ν̂Tf (nm) → ‖f‖22. Thus T is rigid if there exists a sequence (nm) such that ν̂Tf (nm) → 1 as
m→∞ for all f ∈ L2 of norm one.
From the above discussion, we see that both rigidity and weak mixing are spectral prop-
erties of the transformation. A theorem from “Rigidity and Nonrecurrence Along Sequences”
by Bergelson, del Junco, Leman´czyk, and Rosenblatt [6] brings together the ideas above.
Theorem 2.3.3 ([6]). The sequence (nm) is a rigidity sequence for some weakly mixing
transformation if and only if there is a continuous Borel probability measure ν on the circle
such that ν̂(nm)→ 1 as m→∞.
2.4 Measurable Sensitivity
Measurable sensitivity was one of the main ideas that motivated the following question:
Question 2.4.1. Does there exist a homeomorphism of a compact metric space that is
weakly mixing and uniformly rigid.
Measurable sensitivity, which appears in [24], is the measure-theoretic version of sensitive
dependence on initial conditions in chaos theory (for more on this see [22]). Sensitive depen-
dence on initial conditions is a topological notion and depends on the metric that you are
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using, while measurable sensitivity is a measurable notion. Let us examine some definitions
to compare the two theories.
Definition 2.4.2. A flow (X,T ) has sensitive dependence on initial conditions if there
exists δ > 0 such that for all x ∈ X and  > 0, there exists n ∈ N and y ∈ B(x) such that
d(T nx, T ny) > δ.
Definition 2.4.3. Let (X, β, µ, T ) be a dynamical system. The metric d onX is µ-compatible
if µ is positive on all nonempty, open d-balls.
Furthermore, given two nonempty sets A,B in X, we define
d(A,B) = inf{d(a, b) : a ∈ A, b ∈ B}.
Definition 2.4.4. Let (X, β, µ, T ) be a dynamical system. The automorphism T ex-
hibits measurable sensitivity if whenever a dynamical system (X1, β1, µ1, T1) is measure-
theoretically isomorphic to (X, β, µ, T ) and d is a µ1-compatible metric on X1, then there
exists δ > 0 such that for all x ∈ X1 and  > 0, there exists n ∈ N such that
µ1 ({y ∈ B(x) : d(T nx, T ny) > δ}) > 0.
Definition 2.4.5. Let (X, β, µ, T ) be a dynamical system. The automorphism T exhibits
strong measurable sensitivity if whenever a dynamical system (X1, β1, µ1, T1) is measure-
theoretically isomorphic to (X, β, µ, T ) and d is a µ1-compatible metric on X1, then there
exists δ > 0 such that for all x ∈ X1 and  > 0, there exists N ∈ N such that for all integers
n ≥ N
µ1 ({y ∈ B(x) : d(T nx, T ny) > δ}) > 0.
We will show that a homeomorphism of a compact metric space that is uniformly rigid
and weakly mixing is an example of a system that is measurably sensitive, but not strongly
measurably sensitive.
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Proposition 2.4.6 ([24]). If (X, β, µ, T ) is a weakly mixing dynamical system, then T
exhibits measurable sensitivity.
Proof. Suppose that (X, β, µ, T ) is a weakly mixing dynamical system. Recall that this
property is equivalent to X × X being ergodic. Now, let (X1, β1, µ1, T1) be a dynamical
system that is measure-theoretically isomorphic to (X, β, µ, T ). Note that this means that
(X1, β1, µ1, T1) is also weakly mixing and therefore X1 ×X1 is ergodic.
Let d be a µ1-compatible metric on X1. Let A,C be subsets of X1 with positive µ1
measure such that d(A,C) > 0. Take δ = d(A,C)
2
. Let x ∈ X1 and  > 0. Since our system is
weakly mixing, there exists n ∈ N such that µ1(T−n1 A∩B(x)) > 0 and µ1(T−n1 C∩B(x)) > 0.
This means that
µ1 ({y ∈ B(x) : T ny ∈ A}) > 0
and
µ1 ({y ∈ B(x) : T ny ∈ C}) > 0.
By our choice of δ,
µ1 ({y ∈ B(x) : d(T n1 x, T n1 y) > δ}) > 0.
Proposition 2.4.7. If (X, β, µ, T ) is a uniformly rigid dynamical system with respect to a
µ-compatible metric d, then T does not exhibit strong measurable sensitivity.
Proof. Suppose that (X, β, µ, T ) is a uniformly rigid dynamical system with respect to a µ-
compatible metric d and (nm) is the uniform rigidity sequence. Suppose for a contradiction
that this dynamical system is also strongly measurably sensitive. Let δ > 0 be such that if
x ∈ X and  > 0 then there exists N where for all integers n ≥ N ,
µ ({y ∈ B(x) : d(T nx, T ny) > δ}) > 0.
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Let x ∈ X and fix  < δ
3
. Take M large enough so that nM > N , d(T
nMx, x) < δ
3
, and
d(T nMy, y) < δ
3
for any y ∈ B(x). Then for all such y,
d(T nMx, T nMy) ≤ d(T nMx, x) + d(x, y) + d(y, T nMy)
<
δ
3
+ +
δ
3
< δ
which is a contradiction.
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Chapter 3
Category Results
In the previous chapter we saw that, in the realm of dynamical systems, the typical au-
tomorphism is rigid and weak mixing. In this chapter we will explore similar properties
of typical flows on the two-torus and the Klein bottle. The rigidity that we will consider
in this chapter is uniform rigidity. Since the two-torus and Klein bottle are both compact
manifolds, the first natural tool that comes to mind to prove a generic statement in the
realm of homeomorphisms is Alpern’s theorem. However this naive approach does not work
since uniform rigidity is not invariant under conjugation by automorphism. Thus different
tools will be needed.
3.1 The Two-Torus
In this section, we will restrict our attention to the two-torus and consider both measurable
and topological questions. This is possible by viewing homeomorphisms of the two-torus as
dynamical systems and flows simultaneously. The contents of this section are taken from
[35].
As we have discussed, it is well known that if you consider the group of all measure-
preserving automorphisms of a Lebesgue probability space equipped with the weak topology,
then the set of weakly mixing transformations and the set of rigid transformations each form
a dense Gδ subset (see [23]). It is possible to prove a similar result for homeomorphisms of
certain compact spaces.
Silva et. al. posed the following question in [25]:
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Question 3.1.1. Does there exist a measure-preserving homeomorphism which is both
weakly mixing and uniformly rigid?
Silva et. al. proved that weak mixing and uniform rigidity are not compatible properties
on a Cantor space. But, what happens for other compact metric spaces?
In [19], Glasner and Weiss showed that there is a large family of weakly mixing homeo-
morphisms on the infinite torus that are strictly ergodic. This result, coupled with an earlier
result regarding uniform rigidity in [17], gives a positive answer to the above posed question.
We will use their method of proof to show that you can do the same for the two torus. In
fact, let O be the closure of the set of conjugations of an aperiodic rotation by Lebesgue
measure-preserving homeomorphisms of T2. We will prove the following theorem:
Theorem 3.1.2. There exists a dense Gδ subset R of O such that for every T ∈ R,
(T2, T, µ) is weakly mixing, uniformly rigid, and strictly ergodic.
We will be considering measure-preserving homeomorphisms defined from X to X. If
S, T are two measure-preserving homeomorphisms from X to X, then in the sup metric the
distance from S to T is defined by supx∈X d(S(x), T (x)). When endowed with this metric,
which induces the topology of uniform convergence, the group becomes a topological group
that is not complete. To see this, notice that you can construct a sequence of measure-
preserving homeomorphisms which converge uniformly to a continuous function with no
inverse. Some of the issues that we will be considering are generic issues and therefore we
need our space to be complete. To that end, we define a new metric where the uniform
distance is given by
du(S, T ) = sup
x∈X
d(S(x), T (x)) + sup
x∈X
d(S−1(x), T−1(x)).
The topology induced by du is still the topology of uniform convergence and with this metric
the group of measure-preserving homeomorphisms on X is a complete metric space. We will
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also call this the topology of uniform convergence of homeomorphisms and their inverses.
To simplify notation, if S, T are two homeomorphisms defined on X, let
d(S, T ) = sup
x∈X
d(S(x), T (x)).
With this new notation,
du(S, T ) = d(S, T ) + d(S
−1, T−1).
Notice that even though du is not right-invariant, d is right-invariant.
Before we proceed with our category argument, we require a few more definitions and
some notation.
Definition 3.1.3. A homeomorphism T is called uniquely ergodic if there is only one T -
invariant probability measure µ on (X,T ).
Definition 3.1.4. A homeomorphism T is strictly ergodic if it is uniquely ergodic and the
unique T -invariant probability measure on X has full topological support (ie. supp(µ) = X).
Remark 3.1.5. A homeomorphism T is strictly ergodic if and only if it is uniquely ergodic
and minimal.
Let C(X) be the continuous functions defined on X and let C0(X) be those functions
that are mean zero and L2-norm one. That is, if f ∈ C0(X) then
∫
X
f(x)dµ = 0 and(∫
X
|f(x)|2 dµ) 12 = 1.
We will show, using a category argument, that there is a large family of homeomorphisms
on the two torus T2 where each homeomorphism is weakly mixing, uniformly rigid, and
strictly ergodic (thus minimal).
Throughout this section we will be working on the two torus T2. We will be using the
model of T2 where it is viewed as [0, 1)2 and the coordinates are taken modulo 1. We will be
using additive notation and | · | will denote the distance to the nearest integer or absolute
value (the distinction should be clear from context). Note that T2 is a compact monothetic
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group. Thus we may choose α = (α1, α2) such that the set {nα : n ∈ Z} is dense in T2.
Let σ : T2 → T2 be a rotation homeomorphism defined by σ(x1, x2) = (x1 + α1, x2 + α2).
Suppose that T is equipped with the usual Lebesgue measure and µ is the corresponding
product measure on T2. Note that σ preserves µ.
Let H(T2) be the set of measure-preserving homeomorphisms of T2. Define the set O(σ)
as follows:
O(σ) = {G ◦ σ ◦G−1 : G ∈ H(T2)}.
Throughout this section we will be considering O(σ) as a subset of all homeomorphisms of
T2 with the topology of uniform convergence of homeomorphisms and their inverses.
From now on we will be considering generic properties inside O = O(σ).
3.1.1 Weak Mixing
The goal of this subsection is to prove the following theorem:
Theorem 3.1.6. There exists a dense Gδ subset R1 of O such that for every T ∈ R1,
(T2, T, µ) is weakly mixing.
We will need several lemmas to prove this theorem. The first lemma below will help us
write the set of weakly mixing homeomorphisms in O as a Gδ set.
Lemma 3.1.7. Let T be a measure-preserving homeomorphism of X. Then T is weakly
mixing if and only if there exists a dense subset {φi} of C0(X) such that for all i there exists
n with
|〈UnTφi|φi〉| < 0.99.
Proof. First notice that T is weakly mixing if and only if for all φ ∈ C0(X) we have
lim
N→∞
1
N
N−1∑
n=0
|〈UnTφ|φ〉 − 〈φ|1〉〈1|φ〉| = lim
N→∞
1
N
N−1∑
n=0
|〈UnTφ|φ〉| = 0.
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Now suppose that T is weakly mixing. Let {φi} be a dense subset of C0(X). By the
above statement, for every i we have
lim
N→∞
1
N
N−1∑
n=0
|〈UnTφi|φi〉| = 0
and therefore for every i there exists n such that |〈UnTφi|φi〉| < 0.99.
Now suppose that there exists a dense subset {φi} of C0(X) such that for all i there
exists n with |〈UnTφi|φi〉| < 0.99. To show that T is weakly mixing, it suffices to show that
there are no nonconstant eigenfunctions. Observe that all constant functions are trivially
eigenfunctions of T .
Suppose for a contradiction that φ ∈ C0(X) is a nonconstant eigenfunction. Since {φi}
is dense in C0(X) there exists φi ∈ C0(X) such that ‖φ− φi‖2 < 0.001. Let λ ∈ C be such
that |λ| = 1 and UTφ = λφ. Thus for all n
|〈UnTφ|φ〉| = |λ|n |〈φ|φ〉| = ‖φ‖22 = 1.
For some n we have
1 = |〈UnTφ|φ〉|
= |〈UnT (φ− φi) + UnTφi|(φ− φi) + φi〉|
≤ |〈UnTφi|φi〉|+ 3 ‖φ− φi‖2
< 0.993.
This is a contradiction. Therefore T has no nonconstant eigenfunctions and is weakly mixing.
36
Let φ ∈ C0(T2) and 0 < η < 1. Define
Rφ(η) = {T ∈ O : there exists n with |〈UnTφ|φ〉| < η}.
Lemma 3.1.8. Let φ(x1, x2) =
∑
c`1,`2e
2pii(`1x1+`2x2) be an element of L2(T2, µ) with ‖φ‖2 =
1 (ie.
∑ |c`1,`2 |2 = 1). Suppose that there exists an η, 0 < η < 1, such that for every index
(`1, `2) ∈ Z2 we have |c`1,`2| < η. Then σ ∈ Rφ(η).
Proof. Let φ(x1, x2) =
∑
c`1,`2e
2pii(`1x1+`2x2) be an element of L2(T2, µ) with ‖φ‖2 = 1.
Suppose that there exists an η, 0 < η < 1, such that for every index (`1, `2) ∈ Z2 we
have |c`1,`2| < η. To show that σ ∈ Rφ(η) we must show that there exists n such that
|〈Unσφ|φ〉| < η.
Let t ∈ Z. Then
∣∣〈U tσφ|φ〉∣∣ = ∣∣∣∣∫
[0,1)2
φ(σt(x))φ(x)dµ
∣∣∣∣
=
∣∣∣∣∫
[0,1)2
φ(x1 + tα1, x2 + tα2)φ(x1, x2)dx1dx2
∣∣∣∣
=
∣∣∣∣∫
[0,1)2
(∑
c`1,`2e
2pii(`1x1+`1tα1+`2x2+`2tα2)
)(∑
c`′1,`′2e
−2pii(`′1x1+`′2x2)
)
dx1dx2
∣∣∣∣
=
∣∣∣∣∑ c`1,`2c`′1,`′2 ∫
[0,1)2
e2pii(`1x1+`1tα1+`2x2+`2tα2)e2pii(−`
′
1x1−`′2x2)dx1dx2
∣∣∣∣
=
∣∣∣∣∑ c`1,`2c`′1,`′2e2pii(`1tα1+`2tα2) ∫
[0,1)2
e2pii(`1−`
′
1)x1e2pii(`2−`
′
2)x2dx1dx2
∣∣∣∣
=
∣∣∣∑ |c`1,`2|2 e2pii(`1tα1+`2tα2)∣∣∣
Let ν be the probability measure on T defined by
ν =
∑
|c`1,`2|2 δ`1α1+`2α2 .
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Observe ∣∣〈U tσφ|φ〉∣∣ = ∣∣∣∣∫ 1
0
e2piitxdν
∣∣∣∣ = |νˆ(t)| .
By Wiener’s theorem
lim
N→∞
1
2N + 1
N∑
t=−N
|νˆ(t)|2 =
∑
x∈[0,1)
ν2({x})
=
∑
|c`1,`2|4 < η2
∑
|c`1,`2 |2
= η2.
Therefore there exists n with |νˆ(n)|2 < η2 and hence there exists n with |〈Unσφ|φ〉| < η.
Lemma 3.1.9. Let G ∈ H(T2) and φ ∈ C0(T2). Then
G−1Rφ(η)G = Rφ◦G(η).
Proof. Suppose T ∈ Rφ◦G(η). Let n be such that |〈UnT (φ ◦G)|φ ◦G〉| < η. Notice that
〈UnT (φ ◦G)|φ ◦G〉 =
∫
[0,1)2
(φ ◦G)(T n(x))φ ◦G(x)dµ
=
∫
[0,1)2
φ(G ◦ T n ◦G−1(x))φ(x)dµ
= 〈UnG◦T◦G−1φ|φ〉.
Thus G ◦ T ◦G−1 ∈ Rφ(η) and therefore Rφ◦G(η) ⊆ G−1Rφ(η)G. The other containment is
proved in the same way.
Lemma 3.1.10. Let g be a continuous real-valued function on T which is twice differentiable
and assume that g′′ has only finitely many zeros. Then there exists K ∈ N such that for all
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M we have ∣∣∣∣∫ 1
0
e2pii[Kg(x)+Mx]dx
∣∣∣∣ < 0.3.
Remark 3.1.11. In the above lemma, K does not depend on M .
Proof of Lemma 3.1.10. This follows from Van der Corput’s Lemma for the second derivative
(see [27] page 220). A similar lemma is proved in Chapter 4.
We are now prepared to prove Theorem 3.1.6.
Proof of Theorem 3.1.6. Let {φi} be a dense subset of C0(T2). We will show that
R1 =
∞⋂
i=1
Rφi(0.99)
is our desired dense Gδ set. From Lemma 3.1.7 we see that R1 is the set of weakly mixing
homeomorphisms of T2 inside O. Let φ ∈ C0(T2). It suffices to show that Rφ(0.99) is open
and dense in O.
To see that Rφ(0.99) is open in O, notice that the set
{T ∈ H(T2) : there exists n with |〈UnTφ|φ〉| < 0.99}
is open in H(T2). Therefore this set restricted to O, which is Rφ(0.99), is open in O.
The bulk of this proof is showing that Rφ(0.99) is dense in O. Since Rφ(0.99) ⊆ O and
O is closed, it suffices to show that if G0 ∈ H(T2) then G0 ◦ σ ◦G−10 ∈ Rφ(0.99).
Suppose that (Gm) is a sequence in H(T2) such that du(Gm ◦σ ◦G−1m , σ)→ 0 as m→∞
and for all m, Gm ◦ σ ◦G−1m ∈ Rφ◦G0(0.99). Since G0, G−10 are continuous, du(G0 ◦Gm ◦ σ ◦
G−1m ◦G−10 , G0 ◦ σ ◦G−10 )→ 0 as m→∞. Thus we can write
G0 ◦ σ ◦G−10 = lim
m→∞
(G0 ◦Gm ◦ σ ◦G−1m ◦G−10 ) ∈ G0Rφ◦G0(0.99)G−10 = Rφ(0.99).
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Therefore we have reduced the rest of the proof of Theorem 3.1.6 to the following lemma:
Lemma 3.1.12. Let  > 0 and φ ∈ C0(T2). Then there exists G ∈ H(T2) such that the
following two properties hold:
1. du(G ◦ σ ◦G−1, σ) < 
2. G ◦ σ ◦G−1 ∈ Rφ(0.99) (ie. σ ∈ Rφ◦G(0.99)).
Remark 3.1.13. The φ that appears in the above lemma is φ◦G0 from the proof of Theorem
3.1.6.
Proof of Lemma 3.1.12. Let
∑
c`1,`2e
2pii(`1x1+`2x2) be the Fourier expansion of φ ∈ C0(T2).
Recall that
∑ |c`1,`2|2 = 1.
If for every index (`1, `2) ∈ Z2 we have |c`1,`2 | < 0.99 then by Lemma 3.1.8, σ ∈ Rφ(0.99).
In this case, if we take G to be the identity we have the lemma.
Otherwise, there is exactly one index, call it c0 = cN1,N2 , such that |c0| ≥ 0.99. Let
φ1 = c0e
2pii(N1x1+N2x2) and φ2 = φ − φ1. Then 1 = ‖φ‖22 = ‖φ1‖22 + ‖φ2‖22. Since ‖φ1‖22 =
|c0|2 ≥ 0.9801 we have ‖φ2‖22 < 0.02 and therefore ‖φ2‖2 < 0.2. For all n and G ∈ H(T2) we
have the following:
|〈Unσ (φ ◦G)|φ ◦G〉| = |〈Unσ ((φ1 + φ2) ◦G)|(φ1 + φ2) ◦G〉|
= |〈Unσ (φ1 ◦G) + Unσ (φ2 ◦G)|(φ1 ◦G) + (φ2 ◦G)〉|
≤ |〈Unσ (φ1 ◦G)|φ1 ◦G〉|+ |〈Unσ (φ1 ◦G)|φ2 ◦G〉|
+ |〈Unσ (φ2 ◦G)|φ1 ◦G〉|+ |〈Unσ (φ2 ◦G)|φ2 ◦G〉|
≤ |〈Unσ (φ1 ◦G)|φ1 ◦G〉|+ ‖Unσ (φ1 ◦G)‖2 ‖φ2 ◦G‖2
+ ‖Unσ (φ2 ◦G)‖2 ‖φ1 ◦G‖2 + ‖Unσ (φ2 ◦G)‖2 ‖φ2 ◦G‖2
< |〈Unσ (φ1 ◦G)|φ1 ◦G〉|+ 3 ‖φ2‖2
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< |〈Unσ (φ1 ◦G)|φ1 ◦G〉|+ 0.6.
From the above, we see that it suffices to find n and G ∈ H(T2) such that
|〈Unσ (φ1 ◦G)|φ1 ◦G〉| < 0.3.
Let φ0 =
φ1
c0
. Since |c0| ≤ 1 it suffices to find n andG ∈ H(T2) such that |〈Unσ (φ0 ◦G)|φ0 ◦G〉|
< 0.3 (ie. σ ∈ Rφ0◦G(0.3)).
Let ψ = φ0 ◦G. Our goal is to show that there exists G ∈ H(T2) such that σ ∈ Rψ(0.3).
By Lemma 3.1.8 it suffices to show that for every index (`1, `2) ∈ Z2, the absolute value of
the coefficients in the Fourier expansion of ψ are less than 0.3. Hence, we need to show that
for every (`1, `2) ∈ Z2 we have
∣∣〈ψ|e2pii(`1x1+`2x2)〉∣∣ = ∣∣〈φ0 ◦G|e2pii(`1x1+`2x2)〉∣∣ < 0.3.
Recall that φ0 = e
2pii(N1x1+N2x2) where N1 and N2 cannot both be equal to zero since φ ∈
C0(T2).
Suppose that N1 6= 0. In this case let G ∈ H(T2) have the form
G(x1, x2) = (x1 + f(x2), x2)
where f is a continuous function. The inverse of G is easily defined as well and is equal to
G−1(x1, x2) = (x1 − f(x2), x2). For all (`1, `2) ∈ Z2 we have
∣∣〈φ0 ◦G|e2pii(`1x1+`2x2)〉∣∣ = ∣∣〈e2pii(N1x1+N1f(x2)+N2x2)|e2pii(`1x1+`2x2)〉∣∣
=
∣∣∣∣∫
[0,1)2
e2pii[N1x1+N1f(x2)+N2x2]e−2pii[`1x1+`2x2]dx1dx2
∣∣∣∣
=
∣∣∣∣∫
[0,1)2
e2pii(N1−`1)x1e2pii[N1f(x2)+(N2−`2)x2]dx1dx2
∣∣∣∣
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= δ0
∣∣∣∣∫ 1
0
e2pii[N1f(x2)+(N2−`2)x2]dx2
∣∣∣∣
where δ0 is 0 when N1 6= `1 and 1 otherwise.
Let g : T → R be continuous, twice differentiable, and such that g′′ has finitely many
zeros. The same properties hold for N1g and thus by Lemma 3.1.10 there exists K ∈ N such
that for all M we have ∣∣∣∣∫ 1
0
e2pii[KN1g(x)+Mx]dx
∣∣∣∣ < 0.3.
Hence for any `2 ∈ Z
δ0
∣∣∣∣∫ 1
0
e2pii[KN1g(x2)+(N2−`2)x2]dx2
∣∣∣∣ < 0.3.
Any G of the above form where f(x2) = Kg(x2) will satisfy (2). However, we need to be a
little more careful since we also need G to satisfy (1). To that end, let δ > 0 be such that
if |x− x′| < δ then |Kg(x)−Kg(x′)| < 
2
. Let q ∈ Z \ {0} be such that
∣∣∣α2 − pq ∣∣∣ < 1q2 and
1
q
< δ where p ∈ Z.
Now we will define the formula for G explicitly. Let f(x2) = Kg(qx2) on T. Then
G(x1, x2) = (x1+Kg(qx2), x2). In order to estimate the uniform distance between G◦σ◦G−1
and σ observe the following:
G ◦ σ ◦G−1(x1, x2) = (x1 + α1 + f(x2 + α2)− f(x2), x2 + α2)
and
G ◦ σ−1 ◦G−1(x1, x2) = (x1 − α1 + f(x2 − α2)− f(x2), x2 − α2).
For our estimate we will need the fact that |qα2| < δ. Now
|f(x2 + α2)− f(x2)| = |Kg(qx2 + qα2)−Kg(qx2)| < 
2
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and
|f(x2 − α2)− f(x2)| = |Kg(qx2 − qα2)−Kg(qx2)| < 
2
.
Therefore du(G◦σ ◦G−1, σ) = d(G◦σ ◦G−1, σ)+d(G◦σ−1 ◦G−1, σ−1) <  and (1) is proved.
To verify (2), notice that
∫ 1
0
e2pii[KN1g(x2)+(N2−`2)x2]dx2
is a Fourier coefficient of the function e2pii[KN1g(x2)]. Since the set of nonzero Fourier coeffi-
cients of e2pii[KN1g(x2)] is the same as that of e2pii[N1Kg(qx2)] = e2piiN1f(x2) we have
δ0
∣∣∣∣∫ 1
0
e2pii[N1f(x2)+(N2−`2)x2]dx2
∣∣∣∣ < 0.3
proving (2).
In the case that N2 6= 0 we follow a very similar argument except we skew G in the
second variable. If s ∈ Z \ {0} is chosen so that ∣∣α1 − rs ∣∣ < 1s2 and 1s < δ where r ∈ Z then
let G(x1, x2) = (x1, x2 +Kg(sx1)). It is easy to see that this G satisfies (1) and (2).
3.1.2 Uniform Rigidity
In this subsection we will show that uniform rigidity is generic in the set O. Specifically we
will prove the following theorem:
Theorem 3.1.14. There exists a dense Gδ subset R2 of O such that for every T ∈ R2,
(T2, T ) is uniformly rigid.
Proof. Recall that {nα : n ∈ Z} where α = (α1, α2), is dense in T2. If σ : T2 → T2 is defined
by σ(x1, x2) = (x1+α1, x2+α2) then σ is uniformly rigid. This follows easily from the above
statement regarding the density of {nα : n ∈ Z}. Let (nm) be the uniform rigidity sequence
for σ.
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Let
Ri, = {T ∈ O : there exists nm ≥ i with du(T nm , Id) < }.
We will show that
R2 =
∞⋂
i=1
Ri, 1
i
is our desired dense Gδ set. By the definition of uniform rigidity, the set R2 is the set of
uniformly rigid homeomorphisms in O with respect to a subsequence of (nm). Since Ri, is
clearly open in O, it suffices to show that Ri, is dense in O.
To show that Ri, is dense in O we will show that O(σ) ⊆ Ri,. To do this we will rely on
du(σ
nm , Id)→ 0
as m → ∞. Let G ∈ H(T2). Our goal is to show that there exists nm ≥ i such that
du(G ◦ σnm ◦G−1, Id) < . Recall that we can write
du(G ◦ σnm ◦G−1, Id) = d(G ◦ σnm ◦G−1, Id) + d(G ◦ σ−nm ◦G−1, Id)
and so we need to find nm ≥ i such that d(G(σnm), G(Id)) < 2 and d(G(σ−nm), G(Id)) < 2 .
Since du(σ
nm , Id)→ 0 we can find a large enough nm for our purpose. Therefore
G−1 ◦ σ ◦G ∈ Ri,.
Remark 3.1.15. If (nm) is the uniform rigidity sequence for σ, then for every T ∈ R2,
(T2, T ) is uniformly rigid with respect to a subsequence of (nm).
3.1.3 Strict Ergodicity
The goal of this subsection is to prove the following theorem:
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Theorem 3.1.16. There exists a dense Gδ subset R3 of O such that for every T ∈ R3,
(T2, T ) is strictly ergodic.
The following lemma is standard in ergodic theory.
Lemma 3.1.17 ([16] page 99). The following are equivalent:
1. (X,T ) is uniquely ergodic.
2. For every φ ∈ C(X) the sequence
1
N
N−1∑
n=0
φ(T nx)
converges to a constant independent of x.
3. For every φ ∈ C(X) the sequence
1
N
N−1∑
n=0
φ(T nx)
converges uniformly to a constant.
4. The convergence in (2) holds for every φ in a dense subset of C(X).
Proof. First we will show (1 ⇒ 2). Suppose (X,T, µ) is uniquely ergodic. Let M(X) be
the space of Borel probability measures on X and MT (X) be the space of T -invariant Borel
probability measures on X. Since (X,T, µ) is uniquely ergodic, MT (X) = {µ}. Now consider
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the constant sequence of measures δx. Then
1
N
N−1∑
n=0
δTnx
has a weak* limit in MT (X) since MT (X) is weak* compact. Since MT (X) = {µ}, for all
φ ∈ C(X)
lim
N→∞
1
N
N−1∑
n=0
φ(T nx) =
∫
X
φ(x)dµ.
Now we will show that (2⇒ 1).
Suppose that µ, ν ∈MT (X). Let φ ∈ C(X). Then by assumption we have
lim
N→∞
1
N
N−1∑
n=0
φ(T nx) = c.
By the Dominated Convergence Theorem we have
∫
X
φ(x)dµ = lim
N→∞
∫
X
1
N
N−1∑
n=0
φ(T nx)dµ
=
∫
X
lim
N→∞
1
N
N−1∑
n=0
φ(T nx)dµ = c
and by the same argument
∫
X
φ(x)dν = c. Thus µ = ν.
Next we will show that (1⇒ 3).
Suppose that MT (X) = {µ}. By the above argument we see that the constant in (2)
only depends on the function and is in fact, the integral of that function over X with respect
to µ. For a contradiction, assume that the convergence in (2) is not uniform. Thus there
exists φ ∈ C(X) and  > 0 such that for all N0 there exists N > N0 and a point xi ∈ X with
∣∣∣∣∣ 1N
N−1∑
n=0
φ(T nxi)−
∫
X
φ(x)dµ
∣∣∣∣∣ ≥ .
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Let µN =
1
N
∑N−1
n=0 δTnxi . Then
∣∣∣∣∫
X
φ(x)dµN −
∫
X
φ(x)dµ
∣∣∣∣ ≥ .
Notice that µN ∈ MT (X) and MT (X) is weak* compact. Thus by passing to a subse-
quence if necessary, we have that
µN → ν
in MT (X). Thus ∣∣∣∣∫
X
φ(x)dν −
∫
X
φ(x)dµ
∣∣∣∣ ≥ 
and ν 6= µ which is a contradiction.
The implication (3⇒ 4) is clear and the implication (4⇒ 1) follows a similar argument
as (2⇒ 1).
Lemma 3.1.18. Suppose σ : T2 → T2 is defined by σ(x1, x2) = (x1 + α1, x2 + α2). Then σ
is strictly ergodic.
Proof. We will show that property (4) of Lemma 3.1.17 is satisfied. Since (T2, σ) is minimal,
this is sufficient to show that it is strictly ergodic by Remark 3.1.5.
First let us consider the case where φ(x1, x2) = e
2pii(`1x1+`2x2) is a character. In this case
we have the following:
1
N
N−1∑
n=0
φ(σn(x1, x2)) =
1
N
N−1∑
n=0
φ(x1 + nα1, x2 + nα2)
=
1
N
N−1∑
n=0
e2pii(`1x1+`1nα1+`2x2+`2nα2)
=
1
N
e2pii(`1x1+`2x2)
N−1∑
n=0
(
e2pii(`1α1+`2α2)
)n
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=
1 if `1 = `2 = 0,
1
N
e2pii(`1x1+`2x2)
(
1−e2piiN(`1α1+`2α2)
1−e2pii(`1α1+`2α2)
)
otherwise.
Now observe
lim
N→∞
1
N
N−1∑
n=0
φ(σn(x1, x2)) =

1 if `1 = `2 = 0,
0 otherwise.
=
∫
[0,1)2
e2pii(`1x1+`2x2)dx1dx2
=
∫
[0,1)2
φ(x)dµ.
By linearity the above statement holds when φ is a trigonometric polynomial. Since the set
of trigonometric polynomials are dense in C(T2), Lemma 3.1.17 tells us that σ is strictly
ergodic.
We are now ready to prove Theorem 3.1.16.
Proof. First notice that σ is strictly ergodic. If G ∈ H(T2) then G ◦ σ ◦G−1 is also strictly
ergodic. Hence O(σ) is a subset of the strictly ergodic homeomorphisms. Let φ ∈ C(T2)
and  > 0. Consider the open set Rφ, defined by T ∈ O such that there exists N and c with∣∣∣ 1N ∑N−1n=0 φ(T n(x))− c∣∣∣ <  for all x ∈ T2. Let {φi} be dense in C(T2). We will show that
R3 =
∞⋂
i,j=1
Rφi, 1j
is our desired dense Gδ set.
By the definition of unique ergodicity, the setR3 is the set of uniquely ergodic homeomor-
phisms in O. The unique ergodic measure is a product of Lebesgue measures and therefore
has full topological support. Thus, R3 is the set of strictly ergodic homeomorphisms in O
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by Remark 3.1.5. Clearly, Rφi, 1i
is open and dense in O.
3.1.4 Main Result
In this subsection we put all of the previous theorems together to give a positive answer to
the question stated at the beginning of this section, proving Theorem 3.1.2.
Proof of Theorem 3.1.2. Let
R = R1 ∩R2 ∩R3.
3.2 The Klein Bottle
While presenting results from the previous section in a seminar, Alica Miller asked if it
would be possible to obtain similar generic results on the Klein bottle. This is an interesting
question since constructing with specified topological properties has always presented diffi-
culties. For example, the question of constructing a minimal homeomorphism of the Klein
bottle presented mathematicians with trouble for some time, until 1965 when Robert Ellis
produced such a map [14].
In this section, whose contents are taken from [36], we will be working with flows defined
on the Klein bottle. We will produce a large family of topologically weakly mixing homeo-
morphisms that are uniformly rigid on the Klein bottle. We were not able to prove measure
weak mixing, which was the original goal. Our approach is to view the Klein bottle as the
quotient of T2 by an appropriate group action and produce homeomorphisms of T2 that
are topologically weakly mixing, uniformly rigid, and equivariant with respect to the group
action. Since these maps are equivariant and the desired properties are compatible with the
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projection to the Klein bottle, the maps induce homeomorphisms on the Klein bottle that
are topologically weakly mixing and uniformly rigid.
Let P be the closure of the set of conjugations of an aperiodic rotation by homeomor-
phisms of the Klein Bottle. The main result of this section is the following:
Theorem 3.2.1. There exists a dense Gδ subset S of P such that every T ∈ S is topolog-
ically weakly mixing and uniformly rigid.
3.2.1 Set-theoretic Klein bottle
In this subsection we will show how one obtains the Klein bottle from the quotient of the
two-torus by a group action. For this discussion, let X be a topological space and H a
discrete group. Suppose H acts on the space X on the left by (x, h) 7→ h.x where x ∈ X
and h ∈ H. We will be considering the quotient X/H.
The H-orbit of a point x ∈ X is the set {h.x : h ∈ H}. The quotient map pi : X → X/H
sends x ∈ X to the H-orbit of x. This means that we can think of X/H as the space X
with the H-orbits collapsed to points.
Definition 3.2.2. Suppose f is a function from X to X. The function f is H-equivariant
if f(h.x) = h.f(x) for all h ∈ H and x ∈ X.
If f : X → X is H-equivariant, then f carries the H-orbits of x to the H-orbits of f(x).
Thus f induces a well-defined map on the quotient X/H. Let f : X/H → X/H be the map
induced by f . In this case f commutes with the quotient map, ie. pi ◦ f = f ◦ pi.
Definition 3.2.3. The left action of H on X is continuous if for each h ∈ H the map
x 7→ h.x is continuous and is free if for each x ∈ X the subgroup {h ∈ H : h.x = x} is
trivial.
Definition 3.2.4. The left action of H on X is properly discontinuous if it is continuous
and for every x ∈ X there exists an open neighborhood Ux of x such that the H-translates
h.Ux meet Ux for only finitely many h ∈ H.
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We will be studying actions that are free and properly discontinuous. In this case, if X is
a locally Hausdorff space, then for every x ∈ X we can find an open neighborhood Ux such
that Ux ∩ h.Ux = ∅ for all h ∈ H \ {1}. This means that when we identify points that lie
in the same H-orbit to form X/H we are not squashing the space. Also, there is a unique
topology on X/H called the quotient topology such that pi : X → X/H is a continuous map
that is a local homeomorphism. In the quotient topology, a subset Y of X/H is open if and
only if its preimage under pi is open in X. Finally, two points in the quotient X/H are close
if the corresponding H-orbits in X contain points that are close.
To form the Klein bottle, let X = T2 where T2 is viewed as [0, 1)2 modulo one in each
coordinate. Let H = {1,−1} be a discrete group of order two and the action of H on T2 be
defined by
1.(x, y) = (x, y)
and
−1.(x, y) =
(
x+
1
2
, 1− y
)
for all (x, y) ∈ T2. This action is easily seen to be free and properly discontinuous since
you can think of it as rotation by pi in the first coordinate and complex conjugation in the
second. The quotient T2/H will be called the set-theoretic Klein bottle and be denoted by
K2.
3.2.2 Topological Weak Mixing
In this subsection we will show that there is a large family of topologically weakly mixing
homeomorphisms of the Klein bottle that are uniformly rigid. In [20] Glasner and Weiss pro-
duced a large family of topologically weakly mixing homeomorphisms of the two-torus that
were uniformly rigid. We use their maps on the two-torus as inspiration for our constructions
that eventually get pushed down to the Klein bottle.
Our plan is to produce homeomorphisms of T2 that are topologically weakly mixing,
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uniformly rigid, and H-equivariant. Since these maps are H-equivariant, they will induce
homeomorphisms on K2. Notice that topological weak mixing and uniform rigidity are
compatible with the projection to the Klein bottle. Thus, these induced homeomorphisms
of K2 will be topologically weakly mixing and uniformly rigid.
The model of T2 that we will be using is the unit interval model where it is viewed as
[0, 1)2 and the coordinates are taken modulo 1. We will be using additive notation and | · |
will denote the distance to the nearest integer or absolute value (the distinction should be
clear from context). Let σ : T2 → T2 be defined by σ(x, y) = (x+α, y) where α is irrational
and {nα : n ∈ Z} is dense in T. In this case it is easy to see that σ is H-equivariant.
We will reuse and abuse some of the notation from the previous section on the two-torus.
In this section, let H(X) be the set of homeomorphisms of a compact metric space X (not
necessarily measure-preserving). Define the set O(σ) as follows:
O(σ) =
{
G−1 ◦ σ ◦G : G ∈ H(T2) and G is H − equivariant} .
We will be considering O(σ) as a subset of all homeomorphisms of T2 with the topology of
uniform convergence of homeomorphisms and their inverses. Let O = O(σ) with the closure
taken in the above topology.
In a similar fashion, define the set P (σ) as follows:
P (σ) =
{
G−1 ◦ σ ◦G : G ∈ H(K2)} .
Recall that f denotes the induced map on K2 of the original map f : T2 → T2. The set P (σ)
will be considered as a subset of all homeomorphisms of K2 with the topology of uniform
convergence of homeomorphisms and their inverses. Let P = P (σ) with the closure taken
in the above topology.
The main goal of this subsection is to prove the following theorem and corollary:
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Theorem 3.2.5. There exists a dense Gδ subset R1 of O such that every T ∈ R1 is
topologically weakly mixing.
Corollary 3.2.6. There exists a dense Gδ subset S1 of P such that every T ∈ S1 is
topologically weakly mixing.
Proof of Theorem 3.2.5.
Let {Ui} be a countable basis for T2. Define the set RUi, Uj , Ul, Um as follows:
RUi, Uj , Ul, Um = {T ∈ O : there exists an integer k with T k(Ui × Uj) ∩ (Ul × Um) 6= ∅}.
We will show that R1 =
⋂
i, j, l, mRUi, Uj , Ul, Um is our desired dense Gδ subset of O.
From the definition of topological weak mixing, we see that R1 is precisely the set of
topologically weakly mixing homeomorphisms in O. Also, clearly R1 is open in O. Thus it
remains to show that each RUi, Uj , Ul, Um is dense. For simplicity of notation, we will show
that RU1, U2, U3, U4 is dense in O. Since RU1, U2, U3, U4 ⊆ O and O is closed, it suffices to show
that if G0 ∈ H(T2) and G0 is H-equivariant then G−10 ◦ σ ◦G0 ∈ RU1, U2, U3, U4 .
Suppose that (Gm) is a sequence in H(T2) of H-equivariant homeomorphisms such that
du(G
−1
m ◦ σ ◦ Gm, σ) → 0 as m → ∞ and for all m, G−1m ◦ σ ◦ Gm ∈ RG0U1, G0U2, G0U3, G0U4 .
Notice that
G0RU1, U2, U3, U4G
−1
0 = RG0U1, G0U2, G0U3, G0U4 .
Since G0, G
−1
0 are continuous, du(G
−1
0 ◦ G−1m ◦ σ ◦ Gm ◦ G0, G−10 ◦ σ ◦ G0) → 0 as m → ∞.
Thus we can write
G−10 ◦ σ ◦G0 = lim
m→∞
(G−10 ◦G−1m ◦ σ ◦Gm ◦G0)
∈ G−10 RG0U1, G0U2, G0U3, G0U4G0
= RU1, U2, U3, U4 .
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Therefore we have reduced the rest of the proof of Theorem 3.2.5 to the following lemma:
Lemma 3.2.7. Let  > 0 and U1, U2, U3, U4 be open sets in T2. Then there exists an
H-equivariant G ∈ H(T2) such that the following two properties hold:
1. du(G
−1 ◦ σ ◦G, σ) < 
2. G−1 ◦ σ ◦G ∈ RU1, U2, U3, U4 (ie. σ ∈ RGU1, GU2, GU3, GU4).
Remark 3.2.8. The U1, U2, U3, U4 that appear in the above lemma are
G0U1, G0U2, G0U3, G0U4 from the proof of Theorem 3.2.5.
Proof of Lemma 3.2.7. Let  > 0 and U1, U2, U3, U4 be open sets in T2. Let p : T2 → T be
a projection onto the second coordinate. Let h1, h2 be homeomorphisms of T such that the
following two properties hold:
• h1 (pU1) ∩ (pU3) 6= ∅ and h2 (pU2) ∩ (pU4) 6= ∅
• hi(1− y) = 1− hi(y) for i = 1, 2.
The figure at the top of the next page shows how such a h1 can be constructed.
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10.5
0 0.5 1pU1
pU3
h1
Figure 3.1: Example of h1
Now choose points in the above intersections such that
• yi ∈ pUi for i = 1, 2, 3, 4
• h1 (y1) = y3 and h2 (y2) = y4
• y1, y2, y3, y4, 1− y1, 1− y2, 1− y3, 1− y4 are all distinct points.
Also choose distinct xi such that the point (xi, yi) belongs to Ui for i = 1, 2, 3, 4.
We are now ready to start building our desired function G. Let x→ gx be a continuous
function from [0, 1) to H(T) such that g0, g 1
4
, g 1
2
, g 3
4
= Id, g 1
8
, g 5
8
= h1, and g 3
8
, g 7
8
= h2 with
linear interpolation in between. By the choice of the yi’s above, we know that yi and 1− yi
are distinct. Let Vi and V−i be pairwise distinct, symmetric neighborhoods around yi and
1− yi respectively that are all equal in length. Define continuous bump functions bi, b−i on
T such that
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• bi is symmetric about yi on Vi.
• bi(V ci ) = 0 and b−i(V c−i) = 0
• bi(yi) = 1, b−i(1− yi) = 1, and bi(y) = b−i(1− y) for all y ∈ T
Let η > 0 be such that if |y − y′| < η then max1≤i≤4 |bi(y)− bi(y′)| < 32 . Let δ > 0
be such that if |x− x′| < δ then d(g−1x gx′ , Id) < min(η, 4). Now we will use a rational
approximation of α. Choose q ∈ Z\{0} such that
∣∣∣α− pq ∣∣∣ < 1q2 with 1q < δ for some p ∈ Z.
Define ci ∈ [0, 1) such that
x1 + c1 =
1
8q
, x2 + c2 =
3
8q
, x3 + c3 =
1
4q
, x4 + c4 =
1
2q
all taken modulo one. Let f be defined by f(y) =
∑4
i=1[cibi(y) + cib−i(y)]. Then it is easy
to see that f(1− y) = f(y). Now let G : T2 → T2 be defined by
G(x, y) =
(
x+ f(y), gq(x+f(y))(y)
)
.
Notice that
G−1(x, y) = (x− f(g−1qx (y)), g−1qx (y))
and
G−1 ◦ σ ◦G(x, y) = (x+ α + f(y)− f(y∗), y∗)
where
y∗ = g−1q(x+α+f(y))gq(x+f(y))(y). We claim that this is our desired G ∈ H(T2). The first thing
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to check is that G is H-equivariant. To see this observe the following:
G (−1.(x, y)) = G
(
x+
1
2
, 1− y
)
=
(
x+
1
2
+ f(1− y), gq(x+ 1
2
+f(1−y))(1− y)
)
=
(
x+
1
2
+ f(y), gq(x+f(y))+ q
2
(1− y)
)
=
(
x+
1
2
+ f(y), gq(x+f(y))(1− y)
)
=
(
x+
1
2
+ f(y), 1− gq(x+f(y))(y)
)
= −1.G (x, y) .
Thus G is H-equivariant.
Now we need to check that (2) is verified, that is σ ∈ RGU1, GU2, GU3, GU4 . To see this
observe
G (x1, y1) =
(
x1 + c1, gq(x1+c1)(y1)
)
=
(
1
8q
, y3
)
G (x2, y2) =
(
x2 + c2, gq(x2+c2)(y2)
)
=
(
3
8q
, y4
)
G (x3, y3) =
(
x3 + c3, gq(x3+c3)(y3)
)
=
(
1
4q
, y3
)
G (x4, y4) =
(
x4 + c4, gq(x4+c4)(y4)
)
=
(
1
2q
, y4
)
.
Thus G (x3, y3) − G (x1, y1) =
(
1
8q
, 0
)
and G (x4, y4) − G (x2, y2) =
(
1
8q
, 0
)
. Hence, there
exists k ∈ Z such that σk (GU1) ∩ (GU3) 6= ∅ and σk (GU2) ∩ (GU4) 6= ∅. Therefore σ ∈
RGU1, GU2, GU3, GU4 as desired.
It remains to check that (1) is verified, that is du(G
−1 ◦ σ ◦ G, σ) < . To begin notice
that
G−1 ◦ σ ◦G (x, y)− σ (x, y) = (f(y)− f(y∗), y∗ − y) .
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Since |q(x+ α + f(y))− q(x+ f(y))| = |qα| < 1
q
< δ we must have
d
(
g−1q(x+α+f(y))gq(x+f(y)), Id
)
< min
(
η, 
4
)
. This implies that |y∗ − y| < η and therefore
|f(y)− f(y∗)| =
∣∣∣∣∣
4∑
i=1
[ci(bi(y)− bi(y∗)) + ci(b−i(y)− b−i(y∗))]
∣∣∣∣∣
≤
4∑
i=1
ci |bi(y)− bi(y∗)|+
4∑
i=1
ci |b−i(y)− b−i(y∗)|
< 4
( 
32
)
+ 4
( 
32
)
=

4
.
Thus d (G−1 ◦ σ ◦G, σ) < 
2
. In a similar fashion, d (G−1 ◦ σ−1 ◦G, σ−1) < 
2
. Therefore,
du(G
−1 ◦ σ ◦G, σ) < .
Proof of Corollary 3.2.6.
Let {Ui} be a countable basis for T2. We may assume, that for each Ui we have Ui∩h.Ui =
∅ for all h ∈ H. Let Ui be the image of Ui under the quotient map pi. Then {Ui} is a countable
basis for K2. Define the set SUi, Uj , Ul, Um as follows:
SUi, Uj , Ul, Um = {T ∈ P : there exists an integer k with T k(Ui × Uj) ∩ (Ul × Um) 6= ∅}.
We will show that S1 =
⋂
i, j, l, m SUi, Uj , Ul, Um is our desired dense Gδ subset of P .
From the definition of topological weak mixing we see that S1 is precisely the set of
topologically weakly mixing homeomorphisms in P . Also, clearly S1 is open in P . Thus it
remains to show that each SUi, Uj , Ul, Um is dense. As in the previous theorem, everything
reduces to proving a key lemma.
Lemma 3.2.9. Let  > 0 and U1, U2, U3, U4 be open sets in K2. Then there exists G ∈
H(K2) such that the following two properties hold:
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1. du(G
−1 ◦ σ ◦G, σ) < 
2. G−1 ◦ σ ◦G ∈ SU1, U2, U3, U4 (ie. σ ∈ SGU1, GU2, GU3, GU4).
Proof. First you apply Lemma 3.2.7 to obtain H ∈ H(T2) that is H-equivariant and satisfies
• du(H−1 ◦ σ ◦H, σ) < 
• H−1 ◦ σ ◦H ∈ RU1, U2, U3, U4 (ie. σ ∈ RHU1, HU2, HU3, HU4).
Then H is the induced map of H on K2. Take G = H.
3.2.3 Uniform Rigidity
In this subsection we will show that uniform rigidity is generic in the set O and in the set
P . Similar to a theorem found in [17] we have
Theorem 3.2.10 ([17]). There exists a dense Gδ subsetR2 ofO such that for every T ∈ R2,
(T2, T ) is uniformly rigid.
A simply corollary is the following:
Corollary 3.2.11. There exists a dense Gδ subset S2 of P such that for every T ∈ S2,
(K2, T ) is uniformly rigid.
3.2.4 Main Result
We now put the previous two theorems together to prove Theorem 3.2.1.
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Proof of Theorem 3.2.1. Let
S = S1 ∩ S2.
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Chapter 4
Rate Results
In this chapter we will explore the structure of rigidity and uniform rigidity sequences for
weakly mixing maps. We will discuss examples of sequences and also rates of growth.
4.1 Rigidity Sequences
We will begin by analyzing rigidity sequences for weakly mixing transformations. To that
end, in this section let (X, β, µ, T ) be a dynamical system.
Definition 4.1.1. Suppose (X, β, µ, T ) is a dynamical system. We say that T has discrete
spectrum if the eigenfunctions of the Koopman operator associated to T span L2(X,µ).
One of the first things to notice is that ergodic transformations with discrete spectrum
are rigid. To see this, just think of the ergodic transformation as a rotation of a compact
monothetic group since each ergodic transformation with discrete spectrum is conjugate
to a rotation of a compact monothetic group by the Halmos-von Neumann theorem [23].
Moreover, the ergodic transformations with discrete spectrum are completely determined by
their rigidity sequence.
Proposition 4.1.2 ([6]). Assume that (X, βX , µX , T ) is an ergodic transformation with
discrete spectrum, and (Y, βY , µY , S) is ergodic and has the same rigidity sequence as T .
Then S is measure-theoretically isomorphic to T .
A question that was asked in [6] that they were unable to answer is the following:
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Question 4.1.3. Which rigidity sequences of an ergodic transformation with discrete spec-
trum can be rigidity sequences for some weakly mixing transformation?
Recently, Adams [1] was able to answer the above question.
Proposition 4.1.4 ([6]). Given any ergodic measure-preserving transformations T on a
Lebesgue probability space with discrete spectrum, and a rigidity sequence (nm) for T , there
exists a weakly mixing transformation R with rigidity sequence (nm).
4.1.1 Examples
In this subsection we will explore examples of sequences that can be realized as rigidity
sequences for weakly mixing transformations. The first two examples construct a continuous
Borel probability measure on the circle ν such that ν̂(nm) → 1 as m → ∞. While this
approach is interesting, it is not as constructive as the third example. In the third example,
the transformation is constructed using a technique called cutting and stacking.
Proposition 4.1.5 ([6]). Suppose (nm) is an increasing sequence that satisfies
nm+1
nm
→∞
as m→∞. Then (nm) is a rigidity sequence for some weakly mixing transformation.
Proposition 4.1.6 ([6]). Suppose (nm) is an increasing sequence that satisfies
nm+1
nm
= a
for some nonzero whole number a. Then (nm) is a rigidity sequence for some weakly mixing
transformation.
Proposition 4.1.7 ([6]). Suppose nm+1 = qmnm + rm where 0 ≤ rm < nm, qm → ∞,∑∞
m=1
rm
nm+1
< ∞, and rm 6= 0 infinitely often. Then there is a finite measure-preserving
transformation that has (nm) as a rigidity sequence, and is weakly mixing and rank one.
We will describe the cutting and stacking construction that is used in the previous propo-
sition to get a feel for the cutting and stacking technique. The way these constructions are
produced is to take an interval, cut it into a certain number of pieces, and then stack the
pieces on top of one another, sometimes adding spacers. The procedure is inductive and the
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transformation acts by moving up the stack. To define what happens on the top stack, you
much perform the procedure again.
Sketch of Construction. For the previous proposition, suppose you have towers τm of height
hm = nm. We will describe how to construct the tower τm+1 from tower τm. There are two
cases.
Case 1. Suppose rm = 0. In this case, cut the tower τm into qm columns, creating qmhm
news pieces. Then stack the pieces on top of one another to create the tower τm+1 of height
qmhm = qmnm = nm+1 = hm+1.
Case 2. Suppose rm 6= 0. In this case, cut the tower τm into qm columns, creating qmhm
new pieces. Let am = b qm3 c. Now, stack in the following order: amhm pieces, 1 spacer,
(qm − am)hm pieces, rm − 1 spacers. The height of the new tower τm+1 is
amhm + 1 + (qm − am)hm + rm − 1 = qmhm + rm = nm+1 = hm+1.
To see that this is in fact a finite measure-preserving system, let Sm be the spacers that
were added to tower τm to produce tower τm+1. Then,
µ(Sm)
µ(τm+1)
=
rmµ(τm)/(qmhm)
hm+1µ(τm)/(qmhm)
=
rm
hm+1
.
By assumption,
∑∞
m=1
rm
nm+1
<∞ and thus the system has finite measure.
4.1.2 Non-examples
In this subsection we will explore a few non-examples, that is sequences that cannot be
rigidity sequences for weakly mixing transformations.
Proposition 4.1.8 ([6]). Suppose (nm) is an increasing sequence such that (nmx mod 1) is
uniformly distributed for all but a countable set of x values. Then (nm) cannot be a rigidity
sequence for a weakly mixing transformation.
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Proof. Suppose that (nmx mod 1) is uniformly distributed for all but a countable set of x
values. In particular, this means that
lim
N→∞
1
N
N∑
m=1
e2piinmx = 0
for all but countably many x. Let ν be a continuous measure on T. Then,
∫
T
1
N
N∑
m=1
e2piinmxdν → 0
as N →∞. Note that (nm) being a rigidity sequence for some transformation is equivalent
to e2piinmx → 1 in measure as m → ∞ (with respect to the spectral measure). Since the
spectral measure for a weakly mixing transformation is continuous, this cannot occur.
Proposition 4.1.9 ([6]). Suppose nm = p(m) where p is a nonzero polynomial with integer
coefficients. Then (nm) cannot be a rigidity sequence for a weakly mixing transformation.
Proof. We will prove the above proposition when p(m) = m2. Notice that
nm+2 − 2nm+1 + nm = (m+ 2)2 − 2(m+ 1)2 +m2 = 2.
Suppose ν is a continuous Borel probability measure on the circle such that ν̂(nm) → 1 as
m→∞. Then as we have previously seen, this means that znm → 1 in measure with respect
to ν as m → ∞. Thus z2 = znm+2−2nm+1+nm → 1 in measure with respect to ν as m → ∞.
This tells us that ν must be supported on the 2nd roots of unity, which cannot be for a
weakly mixing transformation.
A similar argument can also be used to show that 2m + 1 is not a rigidity sequence for a
weakly mixing transformation, even though 2m is.
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4.2 Uniform Rigidity Sequences for Weakly Mixing
Homeomorphisms
In this section we will explore the structure of uniform rigidity sequences for weakly mixing
homeomorphisms. The contents of this section are taken from [35]. We have seen in the
previous chapter that there is a large family of such homeomorphisms defined on the two-
torus. Now, we will give results in the direction of the following question posed by the
authors of [25]:
Question 4.2.1. Which zero density sequences occur as uniform rigidity sequences for an
ergodic transformation?
We were not able to answer this question in full, but we were able to prove that given
a sufficient growth rate, the existence of a weakly mixing (ergodic) homeomorphism of T2
that is uniformly rigid with respect to your sequence is guaranteed. Specifically we prove
the following two theorems:
Theorem 4.2.2. If (nm) is an increasing sequence of natural numbers satisfying
lim
m→∞
nm+1
nm
=∞
there exists an ergodic homeomorphism of T2 that is uniformly rigid with respect to (nm).
Theorem 4.2.3. Let ψ(x) = xx
3
. If (nm) is an increasing sequence of natural numbers
satisfying
nm+1
nm
≥ ψ(nm)
there exists a weakly mixing homeomorphism of T2 that is uniformly rigid with respect to
(nm).
Recall that rigidity sequences for weakly mixing transformations have gaps that tend to
infinity and have zero density (see [6]). Since uniform rigidity implies rigidity, this is also
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the case for uniform rigidity sequences. Even though this is the case, we give a direct proof
here.
Proposition 4.2.4. Let (nm) be an increasing sequence of natural numbers and (X, β, µ, T )
a dynamical system. Let T be a weakly mixing homeomorphism that is uniformly rigid with
respect to (nm) (ie. du(T
nm , Id)→ 0 as m→∞). Then the sequence (nm) has gaps tending
to infinity and has zero density.
Proof. Our goal is to show that (nm) has gaps that tend to infinity. Thus we want to
show that nm+1 − nm → ∞. Suppose for a contradiction that there exists d ≥ 1 such that
d = nm+1 − nm infinitely often. Thus infinitely often we have
du(T
nm+1 , Id) = du(T
d+nm , Id)
= du(T
nm(T d), Id)
= d(T nm(T d), Id) + d(T−d(T−nm), Id)
= d(T nm , T−d) + d(T−nm , T d)
= du(T
nm , T−d)
Thus T d = Id since du(T
nm+1 , Id) → 0. Let f ∈ L2(X,µ) be nonconstant. Then
f ◦ T d = f which is a contradiction since T is weakly mixing and hence totally ergodic.
Therefore, (nm) has gaps that tend to infinity and hence zero density.
4.2.1 Construction
In this subsection we are interested in sequences that are uniform rigidity sequences for
weakly mixing (ergodic) homeomorphisms of T2. We will show that if a sequence satisfies
a certain growth rate, then we can construct a weakly mixing (ergodic) homeomorphism of
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T2 for which the given sequence is a uniform rigidity sequence. This gives a result in the
direction of Question 4.2.1.
The goal of this subsection is then to prove Theorems 4.2.2 and 4.2.3. We will use the
structure involved in the category argument of the previous chapter to construct the desired
homeomorphisms. Throughout this subsection we will be working on the two torus T2. We
will be using the model of T2 where it is viewed as [0, 1)2 and the coordinates are taken
modulo 1. We will be using additive notation and | · | will denote the distance to the nearest
integer or absolute value (the distinction should be clear from context). Also, let { ·} denote
the fractional part. If 0 ≤ x ≤ 1
2
then |x| = {x} and if 1
2
< x < 1 then |x| = 1 − {x}.
Suppose that T is equipped with the usual Lebesgue measure and µ is the corresponding
product measure on T2.
The first step in the construction is to choose an irrational rotation that we will then
conjugate. In [13] Eggleston showed that if an increasing sequence of natural numbers (nm)
is such that limm→∞
nm+1
nm
= ∞, then limm→∞ |nmx| = 0 holds for an uncountable set of x
values. In the following lemma we use a similar argument.
Lemma 4.2.5. Let ψ(x) = xx
3
and suppose (nm) is an increasing sequence of natural
numbers satisfying nm+1
nm
≥ ψ(nm). Then there exists α = (α1, α2) such that {nα : n ∈ Z} is
dense in T2 and
1
4(nm)2
< |nmαi| < 1
2(nm)2
for i = 1, 2.
Proof. Our goal is to build a Cantor set using some of the nm-th roots of unity. From this
Cantor set we will be able to select α1, α2 irrational and rationally independent such that
the desired bounds hold.
Let hm = 2n
2
m. In this case
1/hm
nm/nm+1
→ ∞ as m → ∞. Let M be large enough so that
for all m ≥M we have nm+1 ≥ 10nmhm.
Now we will build our Cantor set inductively. Suppose m ≥ M . As part of the con-
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struction put two intervals close to some of the nm-th roots of unity (determined as part
of the induction) such that any point in either of the intervals is at most 1
nmhm
away from
the nm-th root of unity and at least
1
2nmhm
away. In this stage of the construction note that
each nm-th root of unity that appears above has two symmetric intervals close to it, one on
either side, each of length 1
2nmhm
. Call the union of this collection of intervals Cm.
Since 1
nm+1
is much smaller than 1
2nmhm
, there are many points of the form j
nm+1
in each
symmetric interval around the above mentioned nm-th roots of unity. Now select in Cm pairs
of symmetric intervals, each of size at least 1
2nm+1hm+1
, close to each of the nm+1-th roots
of unity inside Cm in the same way as above. Call the union of this collection of intervals
Cm+1.
Continue on in this manner and let the Cantor set C be defined as
C =
∞⋂
m=M
Cm.
For each point x ∈ C we have that nmx is at most 1hm away from an integer and at least
1
2hm
away from an integer. That is,
1
2hm
< |nmx| < 1
hm
.
Hence, if x ∈ C then |nmx| → 0 as m→∞.
Note that C is uncountable. Thus there exists α1 ∈ C that is irrational. Since the set
of all irrational numbers in C that are rationally dependent to α1 is countable, there exists
α2 ∈ C that is irrational and rationally independent with respect to α1. Hence, α = (α1, α2)
has the desired properties.
We can now prove Theorem 4.2.2.
Proof of Theorem 4.2.2. First use Eggleston’s result in [13] to obtain α = (α1, α2) such that
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|nmαi| → 0 as m → ∞ for i = 1, 2. Let σ(x1, x2) = (x1 + α1, x2 + α2) be an irrational
rotation of T2. Then σnm(x1, x2) = (x1 +nmα1, x2 +nmα2) and du(σnm , Id)→ 0 as m→∞.
Thus σ is an ergodic homeomorphism of T2 that is uniformly rigid with respect to (nm).
We will also need the following lemma regarding an oscillatory integral estimate in our
proof of the main theorem of this subsection.
Lemma 4.2.6. Suppose N is a given constant, g(y) = sin(2piy), and 1
4
< A < 3
4
. Then
there exists K ∈ N, which only depends on N , such that for all M we have
∣∣∣∣∫ 1
0
e2pii[K(g(y+A)−g(y))+My]dy
∣∣∣∣ < 0.3N3 .
Moreover, if N ≥ pi, then any integer larger than 260N9 will suffice for K.
Proof. To obtain this estimate we will use Van der Corput’s lemma (see [27] page 220) with
respect to the second derivative.
Let
ψ(y) = 2pi[Kg(y + A)−Kg(y) +My] = 2pi[K sin(2pi(y + A))−K sin(2piy) +My].
Then,
ψ′′(y) = −8pi3K[sin(2pi(y + A))− sin(2piy)].
The proof will now be split into cases depending on the location of A inside the interval
(1
4
, 3
4
).
For our first case, suppose that 1
4
< A < 1
2
. Then the zeros of ψ′′ are a1 = 14 − A2 and
a2 =
3
4
− A
2
. This can be seen algebraically or graphically. Also note that ψ′′(0) is negative.
Let  = 0.01
N3
.
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Suppose that 2 < a1 and |ψ′′(y)| ≥ λ > 0 on [, a1 − ]. Then
∣∣∣∣∫ 1
0
eiψ(y)dy
∣∣∣∣ ≤ 6+ ∣∣∣∣∫ a1−

eiψ(y)dy
∣∣∣∣+ ∣∣∣∣∫ a2−
a1+
eiψ(y)dy
∣∣∣∣+ ∣∣∣∣∫ 1−
a2+
eiψ(y)dy
∣∣∣∣
≤ 6+ 3
(
6
λ
1
2
)
.
Upon inspecting the graph we see that we can take λ = ψ′′(a1 + ) > 0 where
ψ′′(a1 + ) = −8pi3K[sin(2pi(a1 + + A))− sin(2pi(a1 + ))].
Thus we need to find K ∈ N such that
6+ 3
(
6
(−8pi3K[sin(2pi(a1 + + A))− sin(2pi(a1 + ))]) 12
)
<
0.3
N3
.
In particular we need to find K ∈ N such that
K >
5, 625N6
−8pi3[sin(2pi(a1 + + A))− sin(2pi(a1 + ))] .
Upon close inspection we see that,
5625N6
−8pi3[sin(2pi(a1 + + A))− sin(2pi(a1 + ))]
=
−703.125N6
pi3[sin((pi
2
+ pi
50N3
) + Api)− sin((pi
2
+ pi
50N3
)− Api)]
=
−703.125N6
2pi3 cos(pi
2
+ pi
50N3
) sin(Api)
≤ −703.125N
6
√
2pi3 cos(pi
2
+ pi
50N3
)
=
703.125N6√
2pi3 sin( pi
50N3
)
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Thus as long as K is an integer greater than 703.125N
6√
2pi3 sin( pi
50N3
)
we have the claim.
If we use the underestimate
sin
( pi
50N3
)
≈
( pi
50N3
)
− 1
6
( pi
50N3
)3
and suppose that N ≥ pi, we obtain
703.125N6√
2pi3 sin( pi
50N3
)
≤ 703.125N
6
√
2pi3(
(
pi
50N3
)− 1
6
(
pi
50N3
)3
)
≤ 3847300N
15
15000N6 − pi2
≤ 3847300N
15
15000N6 −N6
≤ 260N9
Hence in the case N ≥ pi we can take K = 260N9.
Suppose 2 ≥ a1 and |ψ′′(y)| ≥ λ > 0 on [a1 + , a2 − ]. Then
∣∣∣∣∫ 1
0
eiψ(y)dy
∣∣∣∣ ≤ 6+ ∣∣∣∣∫ a2−
a1+
eiψ(y)dy
∣∣∣∣+ ∣∣∣∣∫ 1−
a2+
eiψ(y)dy
∣∣∣∣
≤ 6+ 2
(
6
λ
1
2
)
.
In this case, λ is the same as before and the same value for K is sufficient.
For our second case, suppose that 1
2
< A < 3
4
. Then the zeros of ψ′′ are a1 = 34 − A2
and a2 =
5
4
− A
2
. Also note that ψ′′(0) is positive. This case is similar to the above (here
λ = ψ′′(a1 − )) and yields the same K value.
The final case is when A = 1
2
. In this case,
ψ′′(y) = −8pi3K[sin(2pi(y + 1
2
))− sin(2piy)] = 16pi3K sin(2piy)
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and the zeros of ψ′′ are 0 and 1
2
. This case is also very similar to the first one and yields a
K value of 181N9.
After we put all of the cases together we see that the K value from case 1 is sufficient
for all cases.
Before we give the proof of Theorem 4.2.3 we need to discuss a quantitative aspect of
estimating a function in L2(T2, µ) by it’s partial Fourier sum. Let SNf be the N -th partial
Fourier sum of some function f ∈ L2(T2, µ). Let FN(x1, x2) be the Feje´r kernel defined on
T2 by
FN(x1, x2) =
∑
|`i|≤N
(
1− |`1|
N
)(
1− |`2|
N
)
e2pii(`1x1+`2x2) = FN(x1)FN(x2)
where FN(xi) is the usual Feje´r kernel on T. When discussing the Feje´r kernel, it is easier
to view T2 as [−1
2
, 1
2
]2 under addition modulo one in each coordinate.
Recall that FN is an approximate identity and that
∫
[−1
2
, 1
2
]2
FN(x1, x2)dx1dx2 = 1. An-
other important fact that we will need about FN is the following:
FN(x1, x2) ≤ min
(
1
(Nx21)(Nx
2
2)
, (N + 1)2
)
.
This follows from the representation of FN where
FN−1(x1, x2) =
(
1
N
)2(
sin(Npix1)
2pix1
)2(
sin(Npix2)
2pix2
)2
.
Lemma 4.2.7. Suppose f is a function in C0(T2) with modulus of continuity ωf (δ) ≤Mδ
for some constant M . If N ≥ 220M then
‖SNf − f‖2 < 0.01.
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Proof. Let δ = 1
1,000M
and suppose N ≥ 220M . Our goal is to show that ‖SNf − f‖2 < 0.01.
The N -th partial Fourier sum of f is the best L2-approximation of f by trigonomet-
ric polynomials of degree N . Since f ∗ FN is a trigonometric polynomial of degree N ,
‖SNf − f‖2 ≤ ‖f ∗ FN − f‖2. Thus it suffices to show that ‖f ∗ FN − f‖2 < 0.01. Notice
that N > 1
δ
. To this end, observe
‖f ∗ FN − f‖2 =
∥∥∥∥∥
∫
[−1
2
, 1
2
]2
f(x1 − y1, x2 − y2)FN(y1, y2)dy1dy2 − f(x1, x2)
∥∥∥∥∥
2
=
∥∥∥∥∥
∫
[−1
2
, 1
2
]2
(f(x1 − y1, x2 − y2)− f(x1, x2))FN(y1, y2)dy1dy2
∥∥∥∥∥
2
≤ sup
|yi|<δ
(‖f(x1 − y1, x2 − y2)− f(x1, x2)‖2)
+ 4 ‖f(x1, x2)‖2
∫
|y1|<δ|y2|>δ
|FN(y1, y2)| dy1dy2
+ 2 ‖f(x1, x2)‖2
∫
|yi|>δ
|FN(y1, y2)| dy1dy2
< Mδ + 4
∫
|y2|>δ
|FN(y2)| dy2 +
2(2 + 1
δ
)2
N2
≤Mδ + 4(2 +
1
δ
)
N
+
2(2 + 1
δ
)2
N2
≤ 0.001 + 0.004 + 0.004
< 0.01.
Remark 4.2.8. In the previous proof we used the Feje´r kernel to obtain an estimate for
‖SNf − f‖2. Alternately, you could use the uniform estimate found on the bottom of page
115 of [38].
Lemma 4.2.9. Let φ ∈ C0(T2), G ∈ H(T2), and σ be a rotation of T2. Suppose that
φ0 ∈ C0(T2) is such that ‖φ− φ0‖2 < 0.01. If σ ∈ Rφ0◦G(0.9) then σ ∈ Rφ◦G(0.93).
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Proof.
Let t ∈ N. Now it suffices to observe the following:
∣∣〈φ ◦G(σt)|φ ◦G〉∣∣ = ∣∣〈(φ− φ0) ◦G(σt) + φ0 ◦G(σt)|(φ− φ0) ◦G+ φ0 ◦G〉∣∣
≤ ∣∣〈φ0 ◦G(σt)|φ0 ◦G〉∣∣+ ∣∣〈(φ− φ0) ◦G(σt)|(φ− φ0) ◦G〉∣∣
+
∣∣〈(φ− φ0) ◦G(σt)|φ0 ◦G〉∣∣+ ∣∣〈φ0 ◦G(σt)|(φ− φ0) ◦G〉∣∣
≤ ∣∣〈φ0 ◦G(σt)|φ0 ◦G〉∣∣+ ‖φ− φ0‖22 + 2 ‖φ− φ0‖2 ‖φ0‖2
<
∣∣〈φ0 ◦G(σt)|φ0 ◦G〉∣∣+ 3(0.01).
We are now ready to prove Theorem 4.2.3.
Proof of Theorem 4.2.3. Let (nm) be a sequence of natural numbers satisfying
nm+1 ≥ ψ(nm)nm
where ψ(x) = xx
3
. From Lemma 4.2.5 we obtain irrationals α1, α2 such that
1
4(nm)2
< |nmαi| < 1
2(nm)2
for i = 1, 2. We will need both of these bounds later in the proof. Let α = (α1, α2) and
σ : T2 → T2 be a rotation defined by σ(x1, x2) = (x1 + α1, x2 + α2). By the nature of our
choice of α, (nm) is a uniform rigidity sequence for σ.
Let {φi} be a sequence of trigonometric polynomials that are a countable dense subset
of C0(T2). Let Mi > 0 be the modulus of continuity of φi, that is
ωφi(δ) = sup
d(x,x′)<δ
|φi(x)− φi(x′)| ≤Miδ.
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Suppose that the φi are ordered so that the corresponding sequence, (Mi), is nondecreasing.
Going back to the previous chapter, let H(T2) be the set of measure-preserving homeo-
morphisms of T2 and the set O(σ) be defined as
O(σ) = {G ◦ σ ◦G−1 : G ∈ H(T2)}.
Let O = O(σ).
Recall that the set of weakly mixing homeomorphisms in O = O(σ) is a dense Gδ set
and is equal to
∞⋂
i=1
Rφi(0.99)
where Rφi(0.99) is the set of T ∈ O such that there exists t ∈ N with the property that
∣∣〈U tT (φi)|φi〉∣∣ < 0.99.
We are going to show that successive conjugations of σ converge to a weakly mixing home-
omorphism that is uniformly rigid with respect to (nm). We will form a nested sequence of
closed balls Bi such that each Bi ⊆ Rφi(0.99). Then
⋂∞
i=1Bi will contain a homeomorphism
T0 that is weakly mixing. The center of each Bi will be a conjugation of σ and will be chosen
carefully so that in the end, T0 will be the uniform limit of these conjugations and (nm) will
be a uniform rigidity sequence for T0. We will use Lemma 4.2.6 to help us form this nested
sequence of closed balls. This will be an inductive construction.
To begin let 0 < 1 < 1. The first step is to find G1 ∈ H(T2) such that
1. du(G1 ◦ σ ◦G−11 , σ) < 1
2. G1 ◦ σ ◦G−11 ∈ Rφ1(0.93) (ie. σ ∈ Rφ1◦G1(0.93) ⊆ Rφ1◦G1(0.99))
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The homeomorphism G1 will have a similar form as the homeomorphism G in the generic
argument in Section 3.1.1. However, this construction is more technical because we need
explicit constants in order to use the given growth rate to form our first closed ball B1. In
constructing G1 we will use Lemma 4.2.6 to ensure that our oscillatory integral is small. To
that end, let g(y) = sin(2piy) be defined on T. The Lipschitz constant for g is 2pi and from
here on will be denoted by C (ie. C = 2pi). Therefore the modulus of continuity of g is
ωg(δ) = sup
|x−x′|<δ
|g(x)− g(x′)| ≤ Cδ.
Suppose the trigonometric polynomial φ1 is of the form
φ1(x1, x2) =
∑
|`i|≤N1
c`1,`2e
2pii(`1x1+`2x2).
Recall from the category argument that the homeomorphism G that we define in Section
3.1.1 is skewed in one variable. Similarly, the homeomorphism G1 that we construct here
will be skewed in one variable. To decide which variable to skew, notice that at least one of
the following must occur:
1.
∑
|`2|≤N1 |c0,`2|
2 < 0.6
2.
∑
|`1|≤N1 |c`1,0|
2 < 0.6
WLOG suppose
∑
|`2|≤N1 |c0,`2|
2 < 0.6. This means that if we skew G1 in the first variable
we can use the oscillation to ensure that φ1 is not an eigenfunction.
Let K1 = 260N
9
1 (note that this is the K value from Lemma 4.2.6), C1 = 2 + K1C,
and δ1 =
1
K1C
. If |x − x′| < δ1, then |K1g(x) − K1g(x′)| < 1. Since (nm) is an increasing
sequence, there exists M such that nM > max(
1
δ1
, C1, (17334pi)2
180M92 ). WLOG suppose
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that n1 > max(
1
δ1
, C1, (17334pi)2
180M92 ). Let G1 : T2 → T2 be defined by
G1(x1, x2) = (x1 + f1(x2), x2)
where
f1(x2) = K1g(n1x2) = 260N
9
1 sin(2pin1x2).
The modulus of continuity of G1 satisfies ωG1(δ) ≤ C1n1δ.
Now we need to show that G1 ∈ H(T2) satisfies (1) (ie. du(G1 ◦ σ ◦ G−11 , σ) < 1).
Consider,
G1 ◦ σ ◦G−11 (x1, x2)− σ(x1, x2) = (f1(x2 + α2)− f1(x2), 0)
and
G1 ◦ σ−1 ◦G−11 (x1, x2)− σ−1(x1, x2) = (f1(x2 − α2)− f1(x2), 0).
If we use the two statements above, we see that
du(G1 ◦ σ ◦G−11 , σ) = d(G1 ◦ σ ◦G−11 , σ) + d(G1 ◦ σ−1 ◦G−11 , σ−1)
= |f1(x2 + α2)− f1(x2)|+ |f1(x2 − α2)− f1(x2)|
= |K1g(n1x2 + n1α2)−K1g(n1x2)|+ |K1g(n1x2 − n1α2)−K1g(n1x2)| .
Recall that α2 was chosen to satisfy |n1α2| < 12(n1)2 < 12n1 < δ12 . Thus du(G1 ◦ σ ◦G−11 , σ) <
1
2
+ 1
2
= 1 and we have (1).
At this point our first conjugation of σ remains close to σ. Now we need to check that
the conjugation of σ we chose belongs to Rφ1(0.93), that is σ ∈ Rφ1◦G1(0.93). Our goal is to
find t1 ∈ N such that |〈U t1σ (φ1 ◦G1)|φ1 ◦G1〉| < 0.93. Recall that in our generic argument
in Section 3.1.1, we only showed the existence of such a t1 using Wiener’s Lemma. For this
proof we need to explicitly calculate t1. This is where the upper and lower bounds on |nmα2|
come into play.
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Consider t1 = n
2
1. Then
1
4
< |t1n1α2| < 12 and 14 < {t1n1α2} < 34 where {·} denotes
fractional part.
We can now use Lemma 4.2.6 with N = N1 and A = {t1n1α2} to show that
∣∣〈U t1σ (φ1 ◦G1)|φ1 ◦G1〉∣∣ < 0.93.
First consider
∣∣〈U t1σ (φ1 ◦G1)|φ1 ◦G1〉∣∣ = ∣∣〈(φ1 ◦G1)(σt1)|φ1 ◦G1〉∣∣
=
∣∣∣∣∫
[0,1)2
φ1 ◦G1(x1 + t1α1, x2 + t1α2)φ1 ◦G1(x1, x2)dx1dx2
∣∣∣∣
≤
∑
|`i|≤N1,|`′i|≤N1
∣∣c`1,`2c`′1,`′2e2pii(`1t1α1+`2t1α2)∣∣
·
∣∣∣∣∫
[0,1)2
e2pii[(`1−`
′
1)x1+`1f1(x2+t1α2)−`′1f1(x2)+(`2−`′2)x2]dx1dx2
∣∣∣∣
≤
∑
|`i|≤N1,|`′2|≤N1
|c`1,`2|
∣∣c`1,`′2∣∣
·
∣∣∣∣∫ 1
0
e2pii[`1K1(g(n1x2+A)−g(n1x2))+(`2−`
′
2)x2]dx2
∣∣∣∣
≤
∑
`1 6=0,|`i|≤N1,|`′2|≤N1
∣∣∣∣∫ 1
0
e2pii[`1K1(g(n1x2+A)−g(n1x2))+(`2−`
′
2)x2]dx2
∣∣∣∣
+
∑
|`2|≤N1
|c0,`2|2
<
∑
`1 6=0,|`i|≤N1,|`′2|≤N1
∣∣∣∣∫ 1
0
e2pii[`1K1(g(n1x2+A)−g(n1x2))+(`2−`
′
2)x2]dx2
∣∣∣∣
+ 0.6.
Notice that ∫ 1
0
e2pii[`1K1(g(n1x2+A)−g(n1x2))+(`2−`
′
2)x2]dx2
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is a Fourier coefficient of the function e2pii[`1K1(g(n1x2+A)−g(n1x2))]. Since the set of nonzero
Fourier coefficients of e2pii[`1K1(g(n1x2+A)−g(n1x2))] is the same as that of e2pii[`1K1(g(x2+A)−g(x2))]
and by Lemma 4.2.6
∣∣∣∫[0,1)2 e2pii[`1K1(g(x2+A)−g(x2))+(`2−`′2)x2]dx2∣∣∣ < 0.3N31 we have
∣∣〈U t1σ (φ1 ◦G1)|φ1 ◦G1〉∣∣ < N31 (0.3N31
)
+ 0.6 < 0.93.
Thus (2) is satisfied (ie. G1 ◦ σ ◦G−11 ∈ Rφ1(0.93)).
Now that we have G1 ◦ σ ◦G−11 ∈ Rφ1(0.93) we proceed with finding a closed ball, which
we will call B1, centered at G1 ◦ σ ◦ G−11 such that B1 ⊆ Rφ1(0.99). We need to explicitly
calculate the radius of B1 to ensure that B1 ⊆ Rφ1(0.99). Let
κ1 =
0.06
2n1(C1n1)2n
2
1−1
and
B1 =
{
T ∈ O : du(G1 ◦ σ ◦G−11 , T ) ≤ κ1
}
.
Notice that for any n ∈ N and T ∈ O we have du(T n, G1 ◦σn ◦G−11 ) = d(T n, G1 ◦σn ◦G−11 )+
d(T−n, G1 ◦ σ−n ◦G−11 ). Consider the following:
d(T n, G1 ◦ σn ◦G−11 ) = d((G1 ◦ σ ◦G−11 )(G1 ◦ σn−1 ◦G−11 ), T (T n−1))
≤ d((G1 ◦ σ ◦G−11 )(G1 ◦ σn−1 ◦G−11 ), (G1 ◦ σ ◦G−11 )(T n−1))
+ d((G1 ◦ σ ◦G−11 )(T n−1), T (T n−1))
≤ ωG1◦σ◦G−11 (d(G1 ◦ σ
n−1 ◦G−11 , T n−1)) + d(G1 ◦ σ ◦G−11 , T )
≤
n−1∑
i=0
ωi
G1◦σ◦G−11
(d(G1 ◦ σ ◦G−11 , T ))
≤ d(G1 ◦ σ ◦G−11 , T )
n−1∑
i=0
[(C1n1)
2]i
= d(G1 ◦ σ ◦G−11 , T )
(C1n1)
2n − 1
(C1n1)2 − 1
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≤ d(G1 ◦ σ ◦G−11 , T )(C1n1)2n−1
where ω0 = Id. A similar calculation can be carried out to yield d(T−n, G1 ◦ σ−n ◦ G−11 ) ≤
d(G1 ◦ σ−1 ◦G−11 , T−1)(C1n1)2n−1. Thus
du(T
n, G1 ◦ σn ◦G−11 ) ≤ du(G1 ◦ σ ◦G−11 , T )(C1n1)2n−1.
We will show that B1 ⊆ Rφ1(0.99). Let T ∈ B1. In this case
∣∣〈U t1T (φ1)|φ1〉∣∣ = ∣∣〈[φ1(T t1)− φ1(G1 ◦ σt1 ◦G−11 )] + φ1(G1 ◦ σt1 ◦G−11 )|φ1〉∣∣
≤ ∥∥φ1(T t1)− φ1(G1 ◦ σt1 ◦G−11 )∥∥2 ‖φ1‖2 + ∣∣〈U t1σ (φ1 ◦G1)|φ1 ◦G1〉∣∣
< M1du(G1 ◦ σ ◦G−11 , T )(C1n1)2t1−1 + 0.93
≤ n1κ1(C1n1)2n21−1 + 0.93
< 0.99.
Hence we have the desired result (ie. B1 ⊆ Rφ1(0.99)).
Thus far we have constructed the closed ball B1 centered at G1 ◦ σ ◦ G−11 such that
B1 ⊆ Rφ1(0.99). The next step in our inductive procedure is to find G2 ∈ H(T2) such that
G1 ◦G2 ◦ σ ◦G−12 ◦G−11 ∈ Rφ2(0.99) ∩B1 and then construct the closed ball B2 centered at
G1 ◦ G2 ◦ σ ◦ G−12 ◦ G−11 such that B2 ⊆ Rφ2(0.99) ∩ B1. To that end, let 2 = κ12C1n1 < 1.
Now similar to before we want to find G2 ∈ H(T2) such that
1. du(G2 ◦ σ ◦G−12 , σ) < 2
2. G2 ◦ σ ◦G−12 ∈ Rφ2◦G1(0.93) (ie. σ ∈ Rφ2◦G1◦G2(0.93) ⊆ Rφ2◦G1◦G2(0.99))
To proceed as before, let φ′2 = φ2 ◦ G1 and suppose that the Fourier expansion has the
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form:
φ′2(x1, x2) =
∑
c`1,`2e
2pii(`1x1+`2x2).
Now we need to find G2 ∈ H(T2) such that du(G2 ◦ σ ◦ G−12 , σ) < 2 and σ ∈ Rφ′2◦G2(0.93).
The first step is to use an approximation of φ′2 in our calculations. We will use Lemma 4.2.7
and Lemma 4.2.9 to aid us in this step. Let N2 = 2
20M2C1n1 (this is the N value from
Lemma 4.2.7) and
φ˜′2(x1, x2) = SN2φ
′
2(x1, x2) =
∑
|`i|≤N2
c`1,`2e
2pii(`1x1+`2x2).
By Lemma 4.2.7
∥∥∥φ˜′2 − φ′2∥∥∥
2
< 0.01 and therefore it suffices to find G2 ∈ H(T2) such that
σ ∈ R
φ˜′2◦G2
(0.9) by Lemma 4.2.9.
The next step is to decide which variable to skew. As before, notice that at least one of
the following must occur:
1.
∑
|`2|≤N2 |c0,`2 |
2 < 0.6
2.
∑
|`1|≤N2 |c`1,0|
2 < 0.6
WLOG suppose
∑
|`1|≤N2 |c`1,0|
2 < 0.6. This means that if we skew G2 in the second variable
we can use the oscillation to ensure that φ2 is not an eigenfunction.
Let K2 = 260N
9
2 (note that this is the K value from Lemma 4.2.6), C2 = 2 +K2C, and
δ2 =
2
K2C
. If |x− x′| < δ2, then |K2g(x)−K2g(x′)| < 2. If n2 ≥ max(C2, (17334pi)2180M93 )
then we proceed similar to before by letting G2(x1, x2) = (x1, x2 + f2(x1)) where f2(x1) =
K2g(n2x1) = 260N
9
2 sin(2pin2x1). The modulus of continuity of G2 satisfies ωG2(δ) ≤ C2n2δ.
If this is not the case then we use φ1 in place of φi at each stage of our induction until a
term of the sequence (nm) exceeds max(C2, (17334pi)2
180M93 ).
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We now proceed with the induction under the assumption that n2 ≥ max(C2, (17334pi)
2180M93 ). Similar to before, to show that du(G2 ◦ σ ◦ G−12 , σ) < 2 we need to check that
1
2n2
< δ2
2
or n2 >
1
δ2
. Observe
1
δ2
=
260N92C(2C1n1)
κ1
≤ ((17334pi)2180M92 )(C1n1)10(2n1)(C1n1)2n
2
1−1
≤ n1(2n1)(C1n1)2n21+9
< n
n31
1 · n1
= ψ(n1)n1
≤ n2.
Therefore du(G2 ◦ σ ◦G−12 , σ) < 2.
Next we need to show that σ ∈ R
φ˜′2◦G2
(0.9). Our goal is now to find t2 ∈ N such
that
∣∣∣〈U t2σ (φ˜′2 ◦G2)|φ˜′2 ◦G2〉∣∣∣ < 0.9. Let t2 = n22. It follows that 14 < |t2n2α1| < 12 and
1
4
< {t2n2α1} < 34 . We can now use Lemma 4.2.6 with N = N2 and A = {t2n2α1}. Consider
∣∣∣〈U t2σ (φ˜′2 ◦G2)|φ˜′2 ◦G2〉∣∣∣ = ∣∣∣〈(φ˜′2 ◦G2)(σt2)|φ˜′2 ◦G2〉∣∣∣
=
∣∣∣∣∫
[0,1)2
φ˜′2 ◦G2(x1 + t2α1, x2 + t2α2)φ˜′2 ◦G2(x1, x2)dx1dx2
∣∣∣∣
≤
∑
|`i|≤N2,|`′i|≤N2
∣∣c`1,`2c`′1,`′2e2pii(`1t2α1+`2t2α2)∣∣
·
∣∣∣∣∫
[0,1)2
e2pii[(`1−`
′
1)x1+`2f2(x1+t2α1)−`′2f2(x1)+(`2−`′2)x2]dx1dx2
∣∣∣∣
≤
∑
|`i|≤N2,|`′1|≤N2
|c`1,`2|
∣∣c`′1,`2∣∣
·
∣∣∣∣∫ 1
0
e2pii[`2K2(g(n2x1+A)−g(n2x1))+(`1−`
′
1)x1]dx1
∣∣∣∣
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≤
∑
`2 6=0,|`i|≤N2,|`′1|≤N2
∣∣∣∣∫ 1
0
e2pii[`2K2(g(n2x1+A)−g(n2x1))+(`1−`
′
1)x1]dx1
∣∣∣∣
+
∑
|`1|≤N2
|c`1,0|2
<
∑
`2 6=0,|`i|≤N2,|`′1|≤N2
∣∣∣∣∫ 1
0
e2pii[`2K2(g(n2x1+A)−g(n2x1))+(`1−`
′
1)x1]dx1
∣∣∣∣
+ 0.6.
Similar to before using Lemma 4.2.6
∣∣∣〈U t2σ (φ˜′2 ◦G2)|φ˜′2 ◦G2〉∣∣∣ < N32 (0.3N32
)
+ 0.6 = 0.9.
Therefore σ ∈ R
φ˜′2◦G2
(0.9) which implies that σ ∈ Rφ2◦G1◦G2(0.93). Thus (2) is satisfied (ie.
G2 ◦ σ ◦G−12 ∈ Rφ2◦G1(0.93)).
Recall that our goal for the second step in the inductive procedure is to find G2 ∈
H(T2) such that G1 ◦ G2 ◦ σ ◦ G−12 ◦ G−11 ∈ Rφ2(0.99) ∩ B1. Thus far we have constructed
G2 ∈ H(T2) such that G1 ◦ G2 ◦ σ ◦ G−12 ◦ G−11 ∈ Rφ2(0.99). We now need to check that
G1 ◦G2 ◦ σ ◦G−12 ◦G−11 ∈ B1. To that end, observe
d(G1 ◦G2 ◦ σ ◦G−12 ◦G−11 , G1 ◦ σ ◦G−11 ) = d(G1(G2 ◦ σ ◦G−12 ), G1(σ))
≤ C1n1
(2
2
)
= C1n1
(
κ1
4C1n1
)
=
κ1
4
.
Similarly d(G1 ◦G2 ◦σ−1 ◦G−12 ◦G−11 , G1 ◦σ−1 ◦G−11 ) ≤ κ14 and du(G1 ◦G2 ◦σ◦G−12 ◦G−11 , G1 ◦
σ ◦G−11 ) ≤ κ12 which implies that G1 ◦G2 ◦ σ ◦G−12 ◦G−11 ∈ B1 ⊆ Rφ1(0.99).
Let G2 := G1 ◦ G2. With this new notation we have shown that G2 ◦ σ ◦ (G2)−1 ∈
83
Rφ2(0.99) ∩ B1. Now we need to find a closed ball, call it B2, centered at G2 ◦ σ ◦ (G2)−1
that is a subset of Rφ2(0.99) ∩B1. Let
κ2 =
0.06
22n2(C1C2n1n2)2n
2
2−1
and
B2 =
{
T ∈ O : du(G2 ◦ σ ◦ (G2)−1, T ) ≤ κ2
}
.
We will first show that B2 ⊆ Rφ2(0.99). Let T ∈ B2 and consider
∣∣〈U t2T (φ2)|φ2〉∣∣ = ∣∣〈[φ2(T t2)− φ2(G2 ◦ σt2 ◦ (G2)−1)] + φ2(G2 ◦ σt2 ◦ (G2)−1)|φ2〉∣∣
≤ ∥∥φ2(T t2)− φ2(G2 ◦ σt2 ◦ (G2)−1)∥∥2 ‖φ2‖2 + ∣∣〈U t2σ (φ2 ◦G2)|φ2 ◦G2〉∣∣
< M2du(G2 ◦ σ ◦ (G2)−1, T )(C1C2n1n2)2t2−1 + 0.93
≤ n2κ2(C1C2n1n2)2n22−1 + 0.93
< 0.99.
Hence we have the desired result, that is B2 ⊆ Rφ2(0.99).
Next we will show that B2 ⊆ B1. Let T ∈ B2 and consider,
du(T,G1 ◦ σ ◦G−11 ) ≤ du(T,G2 ◦ σ ◦ (G2)−1)
+ du(G2 ◦ σ ◦ (G2)−1, G1 ◦ σ ◦G−11 )
≤ κ2 + κ1
2
<
κ1
2
+
κ1
2
= κ1.
Therefore B2 ⊆ Rφ2(0.99) ∩B1.
Thus far in our inductive procedure we have constructed two closed nested balls B1 ⊇ B2
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centered at conjugations of σ such that B1 ⊆ Rφ1(0.99) and B2 ⊆ Rφ2(0.99). The general
inductive step can be carried out in the same way and for brevity we don’t include it here.
In the end, this inductive procedure produces a nested sequence of closed balls (Bm) and
a sequence (Gm) of homeomorphisms where each Gm is of the form
Gm(x1, x2) = (x1 + fm(x2), x2)
or
Gm(x1, x2) = (x1, x2 + fm(x1).
After the m-th stage of the construction has been completed we have a homeomorphism Gm
in one of the above forms that satisfies:
1. du(Gm ◦ σ ◦G−1m , σ) < m where m = κm−12C1···Cm−1n1···nm−1
2. Gm ◦ σ ◦G−1m ∈ Rφm◦G1◦···◦Gm−1(0.93) or Gm ◦ σ ◦
(
Gm
)−1 ∈ Rφm(0.93).
At the end of this stage we also have a closed ball Bm centered at Gm ◦ σ ◦
(
Gm
)−1
with
radius
κm =
0.06
2mnm (C1 · · ·Cmn1 · · ·nm)2n2m−1
such that Bm ⊆ Rφm(0.99). Recall that we are working in a complete metric space. Let
T0 =
⋂∞
m=1Bm. Therefore T0 is weakly mixing. Also, Gm ◦ σ ◦
(
Gm
)−1
converges uniformly
to T0 since Gm ◦ σ ◦
(
Gm
)−1
is the center of Bm.
Now that we have T0 which is weakly mixing, we need to show that it is uniformly rigid
with respect to (nm). To do this, we need to make a preliminary estimate. First notice that,
depending on which variable is skewed, we have either
Gm ◦ σnm ◦G−1m (x1, x2)− σnm(x1, x2) = (Kmg(nmx2 + n2mα2)−Kmg(nmx2), 0)
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or
Gm ◦ σnm ◦G−1m (x1, x2)− σnm(x1, x2) = (0, Kmg(nmx1 + n2mα1)−Kmg(nmx1)).
In either case ∣∣n2mαi∣∣ < 12nm < δm2
and we can conclude that du(Gm ◦ σnm ◦G−1m , σnm) < m. Now observe the following:
d(Gm ◦ σnm ◦ (Gm)−1, Gm−1 ◦ σnm ◦ (Gm−1)−1) = d(Gm−1(Gm ◦ σnm ◦G−1m ), Gm−1(σnm))
≤ (C1 · · ·Cm−1n1 · · ·nm−1)
(m
2
)
=
κm−1
4
.
Hence du(Gm ◦ σnm ◦ (Gm)−1, Gm−1 ◦ σnm ◦ (Gm−1)−1) ≤ κm−12 .
The final estimate will show that T0 is uniformly rigid with respect to (nm). Observe
du(T
nm
0 , Id) ≤ du(T nm0 , Gm ◦ σnm ◦ (Gm)−1)
+ du(Gm ◦ σnm ◦ (Gm)−1, Gm−1 ◦ σnm ◦ (Gm−1)−1)
+ du(Gm−1 ◦ σnm ◦ (Gm−1)−1, Id)
= du(T
nm
0 , Gm ◦ σnm ◦ (Gm)−1)
+ du(Gm ◦ σnm ◦ (Gm)−1, Gm−1 ◦ σnm ◦ (Gm−1)−1)
+ d(Gm−1 ◦ σnm ◦ (Gm−1)−1, Id)
+ d(Gm−1 ◦ σ−nm ◦ (Gm−1)−1, Id)
= du(T
nm
0 , Gm ◦ σnm ◦ (Gm)−1)
+ du(Gm ◦ σnm ◦ (Gm)−1, Gm−1 ◦ σnm ◦ (Gm−1)−1)
+ d(Gm−1(σnm), Gm−1(Id))
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+ d(Gm−1(σ−nm), Gm−1(Id))
≤ κm(C1 · · ·Cmn1 · · ·nm)2nm−1 + κm−1
2
+ 2
(
C1 · · ·Cm−1n1 · · ·nm−1
n2m
)
≤
(
0.06
2mnm(C1 · · ·Cmn1 · · ·nm)2n2m−1
)
(C1 · · ·Cmn1 · · ·nm)2nm−1
+
κm−1
2
+ 2
(
n1n2 · · ·nm−1
nm
)2
≤ 1
2m
+
κm−1
2
+ 2
(
ψ(nm−1)
nm
)2
≤ 1
2m
+
κm−1
2
+ 2
(
1
nm−1
)2
.
Thus du(T
nm
0 , Id) → 0 as m → ∞ and T0 is uniformly rigid with respect to (nm).
Therefore we have constructed a weakly mixing homeomorphism that is uniformly rigid
with respect to (nm).
4.3 Uniform Rigidity Sequences for Topologically
Weakly Mixing Homeomorphisms
We will now turn to constructing homeomorphisms of the two-torus that are topologically
weakly mixing and uniformly rigid. The contents of this section are taken from [37].
The idea of constructing maps with varied behavior by conjugating rotations is due to
Anosov and Katok in their seminal paper [4]. This idea of conjugating a rotation is exploited
in [20] to produce a large family of topologically weakly mixing homeomorphisms of the two-
torus.
Let α be an irrational number between 0 and 1 and σ be a homeomorphism of the
two-torus defined as irrational rotation by α in the first coordinate and the identity in the
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second coordinate. Throughout this section let O be the closure of the set of conjugations
of σ by homeomorphisms of the two-torus (this closure is taken with respect to the topology
of uniform convergence of homeomorphisms and their inverses) and H(T2) the set of home-
omorphisms defined on T2. The result of Glasner and Weiss in [20] discussed above can be
stated precisely as:
Theorem 4.3.1 ([20]). There exists a dense Gδ subset R of O such that every T ∈ R is
topologically weakly mixing and uniformly rigid.
We will use the above category argument by Glasner and Weiss to obtain information
about the structure of uniform rigidity sequences for topologically weakly mixing homeo-
morphisms, in the same spirit as the previous section. The main result of this section is the
following theorem.
Theorem 4.3.2. Suppose (nm) is an increasing sequence of odd natural numbers and
ψ (nm) = n
m(4n2m+2)
m . If (nm) satisfies
nm+1
nm
≥ ψ(nm)
then there exists a topologically weakly mixing homeomorphism of T2 that is uniformly rigid
with respect to (nm).
In the previous section we studied uniform rigidity sequences for weakly mixing homeo-
morphisms of the two-torus equipped with Lebesgue measure. In that context, the required
growth rate is faster and a weakly mixing homeomorphism is produced, as opposed to a
topologically weakly mixing homeomorphism.
4.3.1 Construction
In [20] Glasner and Weiss produced a large family of homeomorphisms of the two-torus
that are topologically weakly mixing. We will use the inherent structure of their category
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argument to determine a sufficient growth rate for a sequence of natural numbers that
guarantees the existence of a topologically weakly mixing homeomorphism of the two-torus
that is uniformly rigid with respect to the given sequence.
Throughout this subsection we will be working on the two torus T2. We will be using the
model of T2 where it is viewed as [0, 1)2 and the coordinates are taken modulo 1. We will be
using additive notation and | · | will denote the distance to the nearest integer or absolute
value (the distinction should be clear from context).
The first step in our construction is to choose an irrational rotation that we will then
conjugate. The proof of the following lemma is the same as the proof of the corresponding
lemma from the previous section.
Lemma 4.3.3. Suppose (nm) is an increasing sequence of natural numbers and let ψ (nm) =
n
m(4n2m+2)
m . If (nm) satisfies
nm+1
nm
≥ ψ(nm) and (h′m) is an increasing sequence of natural
numbers satisfying 1/h
′
m
nm/nm+1
→∞ as m→∞ where h′m > n2m then there exists α such that
1
h′m
< |nmα| < 1
2(nm)2
.
Proof of Theorem 4.3.2.
Let (nm) be a sequence of odd natural numbers satisfying
nm+1 ≥ ψ(nm)nm
where ψ (nm) = n
m(4n2m+2)
m . Let (h′m) be a sequence that satisfies the conditions of Lemma
4.3.3 (this sequence will be easier to point out at each stage of our construction). From
Lemma 4.3.3 we obtain an irrational α such that
1
2h′m
< |nmα| < 1
2(nm)2
.
We will need both of these bounds later in the proof. Let σ : T2 → T2 be defined by
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σ(x, y) = (x + α, y). By the nature of our choice of α, (nm) is a uniform rigidity sequence
for σ.
Define the set O(σ) as
O(σ) =
{
G−1 ◦ σ ◦G : G ∈ H(T2)} .
This set will be considered as a subset of all homeomorphisms of T2 with the topology of
uniform convergence of homeomorphisms and their inverses. Let O = O(σ) with the closure
taken in the above topology.
Before we proceed, we need to define the set of topologically weakly mixing homeo-
morphisms of O as a dense Gδ set. Consider the countable collection of open dyadic
cubes in T2, where a dyadic cube of order i has the form
(
`
2i
, `+1
2i
) × (m
2i
, m+1
2i
)
where
`,m ∈ {0, 1, . . . , 2i − 1}. Now, select open dyadic cubes U11 , U12 , U13 , U14 such that each
U1j has order 1. For the second step select open dyadic cubes U
2
1 , U
2
2 , U
2
3 , U
2
4 such that each
cube still has order 1 and U11 × U12 × U13 × U14 6= U21 × U22 × U23 × U24 as a subset of T8. We
continue in this manner until we have exhausted all selections of four open dyadic cubes of
order 1 and then proceed to dyadic cubes of order 2. In this way define U i1, U
i
2, U
i
3, U
i
4 for
i ≥ 1.
Define the set Ri as
Ri =
{
T ∈ O : there exists an integer t with T t(U i1 × U i2) ∩ (U i3 × U i4) 6= ∅
}
.
Note that we are using shorthand notation when we write T t(U i1 × U i2). It is clear that
R = ⋂∞i Ri is the set of topologically weakly mixing homeomorphisms of O. Recall that in
[20] Glasner and Weiss showed that this set is a dense Gδ subset of O.
We are going to show that successive conjugations of σ converge to a topologically weakly
mixing homeomorphism that is uniformly rigid with respect to (nm). We will form a nested
90
sequence of closed balls Bi such that each Bi ⊆ Ri. Then,
⋂∞
i=1Bi will contain a homeomor-
phism T0 that is topologically weakly mixing. The center of each Bi will be a conjugation
of σ and will be chosen carefully so that in the end, T0 will be the uniform limit of these
conjugations and (nm) will be a uniform rigidity sequence for T0. We will use Lemma 4.3.3
to help us form this nested sequence of closed balls. This will be an inductive construction
very similar in nature to the construction in the previous section.
To begin, let 0 < 1 < 1. Let U
1
j =
(
aj
2
,
aj+1
2
)
×
(
bj
2
,
bj+1
2
)
, where aj, bj ∈ {0, 1} for
j = 1, 2, 3, 4. Notice that if G ∈ H(T2) then
GRiG
−1 =
{
T ∈ O : there exists an integer t with T t(GU i1 ×GU i2) ∩ (GU i3 ×GU i4) 6= ∅
}
where GU ij should be interpreted as G
(
U ij
)
. Thus for notational purposes, if G ∈ H(T2)
define
RG◦i =
{
T ∈ O : there exists an integer t with T t(GU i1 ×GU i2) ∩ (GU i3 ×GU i4) 6= ∅
}
.
Then, if G ∈ H(T2) we have GRiG−1 = RG◦i. The first step is to find G1 ∈ H(T2) such that
1. du(G
−1
1 ◦ σ ◦G1, σ) < 1
2. G−11 ◦ σ ◦G1 ∈ R1.
The homeomorphism G1 will have a similar form as the homeomorphism G in the generic
argument in [20]. However, this construction is more technical because we need explicit
constants in order to use the given growth rate to form our first closed ball B1.
Let y1 be a point in
(
32b1+9
64
, 32b1+11
64
)
and choose β1 irrational such that y3 := y1 + β1 ∈(
32b3+13
64
, 32b3+15
64
)
. Define h1 : T→ T by h1(y) = y + β1.
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Similarly, let y2 be a point in
(
32b2+17
64
, 32b2+19
64
)
and choose β2 irrational such that y4 :=
y2 +β2 ∈
(
32b4+21
64
, 32b4+23
64
)
. Define h2 : T→ T by h2(y) = y+β2. Without loss of generality,
assume β1 > β2.
Now choose x1 ∈
(
32a1 + 9
64
, 32a1+11
64
)
, x2 ∈
(
32a2+17
64
, 32a2+19
64
)
, x3 ∈
(
32a3+13
64
, 32a3+15
64
)
, and
x4 ∈
(
32a4+21
64
, 32a4+23
64
)
.
We are now ready to start building our desired function G1 ∈ H(T2). Let x → g1x be a
continuous function from [0, 1) to H(T) such that g10, g13
4
, g11 = Id, g
1
1
4
= h1, and g
1
1
2
= h2 with
linear interpolation in between. Thus
g1x(y) = 4xβ1 + y ; 0 ≤ x ≤
1
4
g1x(y) = β1(2− 4x) + β2(4x− 1) + y ;
1
4
≤ x ≤ 1
2
g1x(y) = β2(3− 4x) + y ;
1
2
≤ x ≤ 3
4
g1x(y) = y ;
3
4
≤ x ≤ 1.
The modulus of continuity of g1 is ωg1(δ) = sup|x−x′|<δ du(g
1
x, g
1
x′) ≤ 8β1δ.
By the choice of the yj’s above we know that they are all distinct. Thus we may place
non-overlapping tent maps around each yj. To that end, let p1 be a tent map such that
p1(y1) = 1 and p1
((
8b1+2
16
, 8b1+3
16
)c)
= 0. Similarly, define p2, p3, p4 by
p2(y2) = 1 ; p2
((
8b2 + 4
16
,
8b2 + 5
16
)c)
= 0
p3(y3) = 1 ; p3
((
8b3 + 3
16
,
8b3 + 4
16
)c)
= 0
p4(y4) = 1 ; p4
((
8b4 + 5
16
,
8b4 + 6
16
)c)
= 0.
In this case the modulus of continuity of each pj is ωpj(δ) ≤ 32 · 21δ. Let M1 = 32 · 21 and
C1 = 26M1.
Let η1 =
1
16M1
and δ1 =
η1
16
. Then, if |x− x′| < δ1 we have du(g1x, g1x′) < η12 . Since (nm) is
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an increasing sequence, there exists M such that nM > max(
1
δ1
, 8192 · 32 · 215C1). WLOG,
suppose that n1 > max(
1
δ1
, 8192 · 32 · 215C1).
Define cj ∈ [0, 1) such that
x1 + c1 =
1
4n1
, x2 + c2 =
3
4n1
, x3 + c3 =
1
4n1
+
1
2
, x4 + c4 =
3
4n1
+
1
2
all taken modulo one. Let f1 be defined by
f1(y) =
4∑
j=1
cjpj(y).
Then, if |y − y′| < η1 we have
|f1(y)− f1(y′)| ≤
4∑
j=1
cj |pj(y)− pj(y′)| < 4M1η1 = 1
4
.
Now we are ready to define G1. Let G1 : T2 → T2 be defined by
G1(x, y) =
(
x+ f1(y), g
1
n1(x+f1(y))
(y)
)
.
Then,
G−11 (x, y) =
(
x− f1((g1n1x)−1(y)), (g1n1x)−1(y)
)
and
G−11 ◦ σ ◦G1(x, y) = (x+ α + f1(y)− f1(y∗), y∗)
where y∗ = (g1n1(x+α+f1(y)))
−1g1n1(x+f1(y))(y). The modulus of continuity of G1 is given by
ωG1(δ) ≤ C1n1δ. It should also be noted that the modulus of continuity of G−11 is bounded
by the same number.
We will first check that condition (1) is satisfied, that is du(G
−1
1 ◦ σ ◦ G1, σ) < 1. To
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begin, notice that
G−11 ◦ σ ◦G1 (x, y)− σ (x, y) = (f1(y)− f1(y∗), y − y∗) .
Since |n1(x+ α + f1(y))− n1(x+ f1(y))| = |n1α| < 12(n1)2 < 1n1 < δ1, we must have
d
((
g1n1(x+α+f1(y))
)−1
g1n1(x+f1(y)), Id
)
<
η1
2
.
This implies that |y − y∗| < η1 and therefore, |f(y)− f(y∗)| < 14 . Thus d
(
G−11 ◦ σ ◦G1, σ
)
<
1
2
. In a similar fashion, d
(
G−11 ◦ σ−1 ◦G1, σ−1
)
< 1
2
. Therefore, du(G
−1
1 ◦ σ ◦ G1, σ) < 1
and (1) is verified.
At this point our first conjugation of σ remains close to σ. Now we need to check that
the conjugation of σ we chose belongs to R1. Our goal is to find t1 ∈ N such that
G−11 ◦ σt1 ◦G1
((
a1
2
,
a1 + 1
2
)
×
(
b1
2
,
b1 + 1
2
))
∩
((
a3
2
,
a3 + 1
2
)
×
(
b3
2
,
b3 + 1
2
))
6= ∅
G−11 ◦ σt1 ◦G1
((
a2
2
,
a2 + 1
2
)
×
(
b2
2
,
b2 + 1
2
))
∩
((
a4
2
,
a4 + 1
2
)
×
(
b4
2
,
b4 + 1
2
))
6= ∅.
Recall that in the generic argument in [20] the existence of such a t1 is shown. For this proof
we need however to explicitly calculate t1. This is where the upper and lower bounds on
|nmα| come into play.
We have chosen α so that
512n1 − 1
1024n31
< |n1α| < 1
2n21
.
Note that h′1 =
1024n31
512n1−1 . Let t1 = n
2
1. In this case,
512n1−1
1024n1
< |t1n1α| < 12 and
∣∣t1n1α− 12 ∣∣ <
1
1024n1
. Notice that
G1 (x1, y1) =
(
x1 + c1, g
1
n1(x1+c1)
(y1)
)
=
(
1
4n1
, y3
)
94
and
G−11 ◦σt1 ◦G1(x1, y1) =
(
1
4n1
+ t1α− f1
((
g1
n1
(
1
4n1
+t1α
))−1 (y3)) ,(g1
n1
(
1
4n1
+t1α
))−1 (y3)) .
Therefore,
G−11 ◦ σt1 ◦G1(x1, y1)− (x3, y3)
=
(
1
4n1
+ t1α− f1
((
g11
4
+t1n1α
)−1
(y3)
)
− x3,
(
g11
4
+t1n1α
)−1
(y3)− y3
)
.
Consider the first coordinate above:
1
4n1
+ t1α− f1
((
g11
4
+t1n1α
)−1
(y3)
)
− x3
=
(
1
4n1
+
1
2
)
+
(
t1α− 1
2
)
− f1
((
g11
4
+t1n1α
)−1
(y3)
)
− x3
= c3 +
(
t1α− 1
2
)
− f1
((
g11
4
+t1n1α
)−1
(y3)
)
=
(
t1α− 1
2
)
+ f1
((
g1
n1
(
1
4n1
+ 1
2
))−1 (y3))− f1((g11
4
+t1n1α
)−1
(y3)
)
Since
∣∣t1n1α− 12 ∣∣ < 11024n1 , we have∣∣∣∣∣
(
g1
n1
(
1
4n1
+ 1
2
))−1 (y3)− (g11
4
+t1n1α
)−1
(y3)
∣∣∣∣∣ < 4β1
(
1
1024n1
)
<
4
1024n1
,
which implies
∣∣∣∣∣f1
((
g1
n1
(
1
4n1
+ 1
2
))−1 (y3))− f1((g11
4
+t1n1α
)−1
(y3)
)∣∣∣∣∣ < 4M1
(
4
1024n1
)
=
M1
64n1
.
95
Since n1 is odd, we have
∣∣∣∣ 14n1 + t1α− f1
((
g11
4
+t1n1α
)−1
(y3)
)
− x3
∣∣∣∣ < 11024 + M164n1 < 164 + 164 = 132 .
Similarly, for the second coordinate we obtain
∣∣∣∣(g11
4
+t1n1α
)−1
(y3)− y3
∣∣∣∣ < 41024n1 < 132 .
Thus, G−11 ◦ σt1 ◦ G1
((
a1
2
, a1+1
2
)× ( b1
2
, b1+1
2
)) ∩ ((a3
2
, a3+1
2
)× ( b3
2
, b3+1
2
)) 6= ∅. In a similar
manner, we obtain G−11 ◦ σt1 ◦ G1
((
a2
2
, a2+1
2
)× ( b2
2
, b2+1
2
)) ∩ ((a4
2
, a4+1
2
)× ( b4
2
, b4+1
2
)) 6= ∅.
Therefore (2) is satisfied.
Now that we have G−11 ◦ σ ◦ G1 ∈ R1, we proceed with finding a closed ball, which we
will call B1, centered at G
−1
1 ◦σ ◦G1 such that B1 ⊆ R1. We need to explicitly calculate the
radius of B1 to ensure that B1 ⊆ R1. Let
κ1 =
1
16 · 21(C1n1)2n21−1
and
B1 =
{
T ∈ O : du(G−11 ◦ σ ◦G1, T ) ≤ κ1
}
.
Notice that for any n ∈ N and T ∈ O, we have du(T n, G−11 ◦ σn ◦ G1) = d(T n, G−11 ◦ σn ◦
G1) + d(T
−n, G−11 ◦ σ−n ◦G1). Consider the following:
d(T n, G−11 ◦ σn ◦G1) = d((G−11 ◦ σ ◦G1)(G−11 ◦ σn−1 ◦G1), T (T n−1))
≤ d((G−11 ◦ σ ◦G1)(G−11 ◦ σn−1 ◦G1), (G−11 ◦ σ ◦G1)(T n−1))
+ d((G−11 ◦ σ ◦G1)(T n−1), T (T n−1))
≤ ωG−11 ◦σ◦G1(d(G
−1
1 ◦ σn−1 ◦G1, T n−1)) + d(G−11 ◦ σ ◦G1, T )
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≤
n−1∑
i=0
ωi
G−11 ◦σ◦G1
(d(G−11 ◦ σ ◦G1, T ))
≤ d(G−11 ◦ σ ◦G1, T )
n−1∑
i=0
[(C1n1)
2]i
= d(G−11 ◦ σ ◦G1, T )
(C1n1)
2n − 1
(C1n1)2 − 1
≤ d(G−11 ◦ σ ◦G1, T )(C1n1)2n−1
where ω0 = Id. A similar calculation can be carried out to yield d(T−n, G−11 ◦ σ−n ◦ G1) ≤
d(G−11 ◦ σ−1 ◦G1, T−1)(C1n1)2n−1. Thus,
du(T
n, G−11 ◦ σn ◦G1) ≤ du(G−11 ◦ σ ◦G1, T )(C1n1)2n−1.
We will show that B1 ⊆ R1. Let T ∈ B1. In this case,
d
(
T t1 (x1, y1) , (x3, y3)
) ≤ d (T t1 (x1, y1) , G−11 ◦ σt1 ◦G1 (x1, y1))
+ d
(
G−11 ◦ σt1 ◦G1 (x1, y1) , (x3, y3)
)
≤ du(G−11 ◦ σ ◦G1, T )(C1n1)2t1−1 +
1
16
≤ κ1 (C1n1)2t1−1 + 1
16
=
1
32
+
1
16
<
1
8
.
Thus T t1
((
a1
2
, a1+1
2
)× ( b1
2
, b1+1
2
)) ∩ ((a3
2
, a3+1
2
)× ( b3
2
, b3+1
2
)) 6= ∅. In a similar manner,
T t1
((
a2
2
, a2+1
2
)× ( b2
2
, b2+1
2
))∩((a4
2
, a4+1
2
)× ( b4
2
, b4+1
2
)) 6= ∅. Hence, we have the desired result
i.e. B1 ⊆ R1.
Thus far we have constructed the closed ball B1 centered at G
−1
1 ◦ σ ◦ G1 such that
97
B1 ⊆ R1. The next step in our inductive procedure is to find G2 ∈ H(T2) such that
G−11 ◦ G−12 ◦ σ ◦ G2 ◦ G1 ∈ R2 ∩ B1 and then construct the closed ball B2 centered at
G−11 ◦ G−12 ◦ σ ◦ G2 ◦ G1 such that B2 ⊆ R2 ∩ B1. Notice that in the second step of the
induction, the dyadic cubes still have order 1. To that end, let 2 =
κ1
2C1n1
< 1. Now similar
to before, we want to find G2 ∈ H(T2) such that
1. du(G
−1
2 ◦ σ ◦G2, σ) < 2
2. G−12 ◦ σ ◦G2 ∈ RG1◦2.
Let U2j =
(
aj
2
,
aj+1
2
)
×
(
bj
2
,
bj+1
2
)
, where aj, bj ∈ {0, 1} for j = 1, 2, 3, 4. Let U2′j be an
open dyadic sub-cube of U2j such that any point in U
2′
j is at least
1
8
from the boundary of
U2j . Since we need to construct G2 ∈ H(T2) such that G−12 ◦σ ◦G2 ∈ RG1◦2, we will consider
dyadic cubes inside each G1U
2′
j and repeat a similar argument.
Observe that G1 is a bi-Lipschitz map such that
1
C1n1
d ((x, y) , (x′, y′)) ≤ d (G1 (x, y) , G1 (x′, y′)) ≤ C1n1d ((x, y) , (x′, y′)) .
Let k1 be the smallest integer such that n1 ≤ 2k1 . Then each G1U2′j contains a dyadic cube
of order 15 + k1. To see this, use the bi-Lipschitz property of G1 to obtain a lower bound
on the size ball that each G1U
2′
j contains and then place a dyadic cube inside the ball. Now
let
(
cj
215+k1
,
cj+1
215+k1
)
×
(
dj
215+k1
,
dj+1
215+k1
)
, where cj, dj ∈ {0, 1, . . . , 215+k1 − 1}, denote the dyadic
cube inside G1U
2′
j for j = 1, 2, 3, 4.
Now we will pick new points xj, yj and new functions h1, h2 for the second step in the
induction. We abuse notation here to avoid excessive use of superscripts. Let y1 be a point in(
32d1+9
220+k1
, 32d1+11
220+k1
)
and choose β1 irrational such that y3 := y1 + β1 ∈
(
32d3+13
220+k1
, 32d3+15
220+k1
)
. Define
h1 : T→ T by h1(y) = y + β1.
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Similarly, let y2 be a point in
(
32d2+17
220+k1
, 32d2+19
220+k1
)
and choose β2 irrational such that y4 :=
y2 +β2 ∈
(
32d4+21
220+k1
, 32d4+23
220+k1
)
. Define h2 : T→ T by h2(y) = y+β2. Without loss of generality,
assume β1 > β2.
Now choose x1 ∈
(
32c1 + 9
220+k1
, 32c1+11
220+k1
)
, x2 ∈
(
32c2+17
220+k1
, 32c2+19
220+k1
)
, x3 ∈
(
32c3+13
220+k1
, 32c3+15
220+k1
)
, and
x4 ∈
(
32c4+21
220+k1
, 32c4+23
220+k1
)
.
We are now ready to start building our desired function G2 ∈ H(T2). Let x → g2x be
a continuous function from [0, 1) to H(T) such that g20, g23
4
, g21 = Id, g
2
1
4
= h1, and g
2
1
2
= h2
with linear interpolation in between. Thus as before, the modulus of continuity of g2 is
ωg2(δ) = sup|x−x′|<δ du(g
2
x, g
2
x′) ≤ 8β1δ.
By the choice of the yj’s above we know that they are all distinct. Thus, we may place
non-overlapping tent maps pj around each yj as before, where the modulus of continuity of
each pj is ωpj(δ) ≤ 32 · 215+k1δ. Let M2 = 32 · 215+k1 and C2 = 26M2.
Let η2 =
2
16M2
and δ2 =
η2
16
. Then, if |x− x′| < δ2 we have du(g2x, g2x′) < η22 . If n2 ≥
8192 · 32 · 240C2 then we proceed similar to before and define new cj ∈ [0, 1) such that
x1 + c1 =
1
4n2
, x2 + c2 =
3
4n2
, x3 + c3 =
1
4n2
+
1
2
, x4 + c4 =
3
4n2
+
1
2
all taken modulo one. Let f2 be defined by
f2(y) =
4∑
j=1
cjpj(y).
Then, if |y − y′| < η2 we have
|f2(y)− f2(y′)| ≤
4∑
j=1
cj |pj(y)− pj(y′)| < 4M2η2 = 2
4
.
Now we are ready to define G2. Let G2 : T2 → T2 be defined by
G2(x, y) =
(
x+ f2(y), g
2
n2(x+f2(y))
(y)
)
.
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Then,
G−12 (x, y) =
(
x− f2((g2n2x)−1(y)), (g2n2x)−1(y)
)
and
G−12 ◦ σ ◦G2(x, y) = (x+ α + f2(y)− f2(y∗), y∗)
where y∗ = (g2n2(x+α+f2(y)))
−1g2n2(x+f2(y))(y). The modulus of continuity of G2 is given by
ωG2(δ) ≤ C2n2δ, where C2 = 26M2. It should also be noted that the modulus of continuity
of G−12 is bounded by the same number.
If it is not the case that n2 ≥ 8192 · 22C22 , then we use U1j in place of U ij and Gi = Id at
each stage of the induction until a term of the sequence (nm) exceeds 8192 · 32 · 240C2.
We now proceed with the induction under the assumption that n2 ≥ 8192 · 32 · 240C2.
Similar to before, to show that du(G
−1
2 ◦ σ ◦ G2, σ) < 2 we need to check that n2 > 1δ2 .
Observe
1
δ2
=
16
η2
=
256M2
2
=
512 (C1n1)M2
κ1
= 512
(
16 · 21)M2 (C1n1)2n21
≤ 8192C1 (32) · 215n21 (n1)4n
2
1
< (n1)
4n21+2 · n1
≤ ψ (n1)n1.
Therefore, du(G
−1
2 ◦ σ ◦G2, σ) < 2.
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Next we need to show that G−12 ◦ σ ◦G2 ∈ RG1◦2. Our goal is to find t2 ∈ N such that
G−12 ◦ σt2 ◦G2
((
c1
215+k1
,
c1 + 1
215+k1
)
×
(
d1
215+k1
,
d1 + 1
215+k1
))
∩
((
c3
215+k1
,
c3 + 1
215+k1
)
×
(
d3
215+k1
,
d3 + 1
215+k1
))
6= ∅
and
G−12 ◦ σt2 ◦G2
((
c2
215+k1
,
c2 + 1
215+k1
)
×
(
d2
215+k1
,
d2 + 1
215+k1
))
∩
((
c4
215+k1
,
c4 + 1
215+k1
)
×
(
d4
215+k1
,
d4 + 1
215+k1
))
6= ∅.
We have chosen α so that
(
16 · 218+k1)n2 − 1
(16 · 219+k1)n32
< |n2α| < 1
2n22
.
Note that h′2 =
(16·219+k1)n32
(16·218+k1)n2−1 . Let t2 = n
2
2. It follows that
(16·218+k1)n2−1
(16·219+k1)n2 < |t2n2α| <
1
2
and∣∣t2n2α− 12 ∣∣ < 1(16·219+k1)n2 . Similar to the earlier calculation, we obtain
G−12 ◦ σt2 ◦G2(x1, y1)− (x3, y3)
=
(
1
4n2
+ t2α− f2
((
g21
4
+t2n2α
)−1
(y3)
)
− x3,
(
g21
4
+t2n2α
)−1
(y3)− y3
)
and
∣∣∣∣ 14n2 + t2α− f2
((
g21
4
+t2n2α
)−1
(y3)
)
− x3
∣∣∣∣ < 116 · 219+k1 + M2219+k1n2 < 1218+k1 .
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Similarly, for the second coordinate we obtain
∣∣∣∣(g21
4
+t2n2α
)−1
(y3)− y3
∣∣∣∣ < 4(16 · 219+k1)n2 < 1218+k1 .
Thus, G−12 ◦ σ ◦G2 ∈ RG1◦2.
Recall that our goal for the second step in the inductive procedure is to find G2 ∈ H(T2)
such that G−11 ◦G−12 ◦σ ◦G2 ◦G1 ∈ R2∩B1. Thus far we have constructed G2 ∈ H(T2) such
that G−11 ◦G−12 ◦ σ ◦G2 ◦G1 ∈ R2. We now need to check that G−11 ◦G−12 ◦ σ ◦G2 ◦G1 ∈ B1.
To that end, observe
d(G−11 ◦G−12 ◦ σ ◦G2 ◦G1, G−11 ◦ σ ◦G1) = d(G−11 (G−12 ◦ σ ◦G2), G−11 (σ))
≤ C1n1
(2
2
)
= C1n1
(
κ1
4C1n1
)
=
κ1
4
.
Similarly, d(G−11 ◦ G−12 ◦ σ−1 ◦ G2 ◦ G1, G−11 ◦ σ−1 ◦ G1) ≤ κ14 and du(G−11 ◦ G−12 ◦ σ ◦ G2 ◦
G1, G
−1
1 ◦ σ ◦G1) ≤ κ12 , which implies that G−11 ◦G−12 ◦ σ ◦G2 ◦G1 ∈ B1 ⊆ R1.
Let G2 := G2◦G1. With this new notation we have shown that (G2)−1◦σ◦G2 ∈ R2∩B1.
Now we need to find a closed ball, call it B2, centered at (G2)
−1 ◦ σ ◦G2 that is a subset of
R2 ∩B1. Let
κ2 =
1
16 · 22(C1C2n1n2)2n22−1
and
B2 =
{
T ∈ O : du((G2)−1 ◦ σ ◦G2, T ) ≤ κ2
}
.
We will first show that B2 ⊆ R2. Let
(
x′j, y
′
j
)
= G−11 (xj, yj) ∈ U2′j for j = 1, 2, 3, 4. Let
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T ∈ B2 and consider
d
(
T t2 (x′1, y
′
1) , (x
′
3, y
′
3)
) ≤ d (T t2 (x′1, y′1) , G−11 ◦G−12 ◦ σt2 ◦G2 ◦G1 (x′1, y′1))
+ d
(
G−11 ◦G−12 ◦ σt2 ◦G2 ◦G1 (x′1, y′1) , (x′3, y′3)
)
≤ du(G−11 ◦G−12 ◦ σ ◦G2 ◦G1, T )(C1C2n1n2)2t2−1
+ d
(
G−11 ◦G−12 ◦ σt2 ◦G2 (x1, y1) , G−11 (x3, y3)
)
≤ κ2 (C1C2n1n2)2t2−1 + C1n1
(
1
217+k1
)
≤ 1
32
+
1
32
=
1
16
.
Hence, we have the desired result, that is B2 ⊆ R2.
Next we will show that B2 ⊆ B1. Let T ∈ B2 and consider
du(T,G
−1
1 ◦ σ ◦G1) ≤ du(T, (G2)−1 ◦ σ ◦G2)
+ du((G2)
−1 ◦ σ ◦G2, G−11 ◦ σ ◦G1)
≤ κ2 + κ1
2
<
κ1
2
+
κ1
2
= κ1.
Therefore, B2 ⊆ R2 ∩B1.
Thus far in our inductive procedure, we have constructed two closed nested balls B1 ⊇ B2
centered at conjugations of σ such that B1 ⊆ R1 and B2 ⊆ R2. The general inductive step
can be carried out in the same way.
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In the end, this inductive procedure produces a nested sequence of closed balls (Bm) and
a sequence (Gm) of homeomorphisms where each Gm = Gm ◦Gm−1 ◦ · · · ◦G1 and each Gm
is of the form
Gm(x, y) = (x+ fm(y), g
m
nm(x+fm(y))(y)).
After the m-th stage of the construction has been completed, we have a homeomorphism
Gm that satisfies
1. du(G
−1
m ◦ σ ◦Gm, σ) < m where m = κm−12C1···Cm−1n1···nm−1
2. G−1m ◦ σ ◦Gm ∈ RG1◦···◦Gm−1◦m.
At the end of this stage we also have a closed ball Bm centered at
(
Gm
)−1 ◦ σ ◦ Gm with
radius
κm =
1
16 · 2m (C1 · · ·Cmn1 · · ·nm)2n2m−1
such that Bm ⊆ Rm. Recall that we are working in a complete metric space. Let T0 =⋂∞
m=1Bm. Therefore, T0 is topologically weakly mixing. Also,
(
Gm
)−1 ◦ σ ◦ Gm converges
uniformly to T0 since
(
Gm
)−1 ◦ σ ◦Gm is the center of Bm.
Now that we have T0 which is topologically weakly mixing, we need to show that it is
uniformly rigid with respect to (nm). To do this, we need to make a preliminary estimate.
First notice that
G−1m ◦ σnm ◦Gm(x, y)− σnm(x, y) = (x+ fm(y)− fm(y∗), y∗)
where y∗ =
(
gmnm(x+nmα+fm(y))
)−1
gmnm(x+fm(y))(y). In either case
∣∣n2mα∣∣ < 1nm < δm
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and we can conclude that du(G
−1
m ◦ σnm ◦Gm, σnm) < m. Now observe the following:
d
((
Gm
)−1 ◦ σnm ◦Gm, (Gm−1)−1 ◦ σnm ◦Gm−1) =
d
((
Gm−1
)−1 (
G−1m ◦ σnm ◦Gm
)
,
(
Gm−1
)−1
(σnm)
)
≤ (C1 · · ·Cm−1n1 · · ·nm−1)
(m
2
)
=
κm−1
4
.
Hence, du(
(
Gm
)−1 ◦ σnm ◦Gm, (Gm−1)−1 ◦ σnm ◦Gm−1) ≤ κm−12 .
The final estimate will show that T0 is uniformly rigid with respect to (nm). Indeed
du (T
nm
0 , Id) ≤ du
(
T nm0 ,
(
Gm
)−1 ◦ σnm ◦Gm)
+ du
((
Gm
)−1 ◦ σnm ◦Gm, (Gm−1)−1 ◦ σnm ◦Gm−1)
+ du
((
Gm−1
)−1 ◦ σnm ◦Gm−1, Id)
= du
(
T nm0 ,
(
Gm
)−1 ◦ σnm ◦Gm)
+ du
((
Gm
)−1 ◦ σnm ◦Gm, (Gm−1)−1 ◦ σnm ◦Gm−1)
+ d
((
Gm−1
)−1 ◦ σnm ◦Gm−1, Id)
+ d
((
Gm−1
)−1 ◦ σ−nm ◦Gm−1, Id)
= du
(
T nm0 ,
(
Gm
)−1 ◦ σnm ◦Gm)
+ du
((
Gm
)−1 ◦ σnm ◦Gm, (Gm−1)−1 ◦ σnm ◦Gm−1)
+ d
((
Gm−1
)−1
(σnm),
(
Gm−1
)−1
(Id)
)
+ d
((
Gm−1
)−1
(σ−nm),
(
Gm−1
)−1
(Id)
)
≤ κm(C1 · · ·Cmn1 · · ·nm)2nm−1 + κm−1
2
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+ 2
(
C1 · · ·Cm−1n1 · · ·nm−1
n2m
)
≤
(
1
16 · 2m(C1 · · ·Cmn1 · · ·nm)2n2m−1
)
(C1 · · ·Cmn1 · · ·nm)2nm−1
+
κm−1
2
+ 2
(
n1n2 · · ·nm−1
nm
)2
≤ 1
2m
+
κm−1
2
+ 2
(
ψ(nm−1)
nm
)2
≤ 1
2m
+
κm−1
2
+ 2
(
1
nm−1
)2
.
Thus du(T
nm
0 , Id)→ 0 as m→∞ and T0 is uniformly rigid with respect to (nm). There-
fore we have constructed a topologically weakly mixing homeomorphism that is uniformly
rigid with respect to (nm).
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Chapter 5
Future Directions
In this final chapter we will discuss open questions that are related to the previous chapters
and future research projects.
5.1 Uniform Rigidity for Connected Compact Metric
Spaces:
We have already seen that the topology of a space can affect the dynamical properties defined
there. As mentioned before, there are no weakly mixing homeomorphisms of a Cantor space
that are uniformly rigid, however on the two-torus there is a large family of such maps. Also,
there is a large family of topologically weakly mixing homeomorphisms of the Klein bottle
that are uniformly rigid. The work on the two-torus and Klein bottle use very different
techniques. We would like to develop a unified approach and answer the following question:
Question 5.1.1. Does every connected compact metric space admit a large family of (topo-
logically) weakly mixing homeomorphisms that are uniformly rigid?
The answer to this question would shed some light on how the topology of a space affects
the dynamical properties defined there.
There are two aspects of this question that we would like to explore. The first is restricting
the space to compact manifolds.
Question 5.1.2. Let X be a compact manifold of dimension at least 2 and µ be the volume
measure. Are the weakly mixing, uniformly rigid homeomorphisms generic in Homeo(X,µ)
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with respect to the uniform topology?
Since the weakly mixing homeomorphisms are generic in Homeo(X,µ) with respect to the
uniform topology (with (X,µ) as stated in the question), the above question amounts to
proving genericity of uniform rigidity.
Another aspect of the first question it to consider a space, like the solenoid, that is a
connected compact metric space, but also has many characteristics in common with a Cantor
space. There are many ways to describe the solenoid. Visually, the solenoid can be thought
of as an intersection of a nested sequence of solid tori that are wrapped into the previous
one two times. Each cross-section of a solenoid is a Cantor space. The solenoid, S, can also
be described as an inverse limit as follows:
S1
×2←− S1 ×2←− S1 ×2←− · · ·
S =
{
(z1, z2, . . .) ∈
∞∏
i=1
S1 : zi = z
2
i+1 for i = 1, 2, . . .
}
Question 5.1.3. Does there exist a weakly mixing measure-preserving homeomorphism of
S that is uniformly rigid with respect to any metric compatible with the topology?
5.2 Interval Exchange Transformations:
Given L = {`1, . . . , `d} where each `i > 0 and
∑d
i=0 `i = 1 define subintervals of [0, 1) by
I1 = [0, `1), I2 = [`1, `1 + `2), . . . , Id = [`1 + · · · + `d−1, 1). A permutation pi on {1, . . . , d},
together with L, defines a d-Interval-Exchange-Transformation (IET) T : [0, 1)→ [0, 1) that
exchanges the intervals Ii according to pi. This notation is taken from [11]. In 1984 William
Veech proved that almost every IET is rigid [34] and then in 2007 Artur Avila and Giovanni
Forni proved that almost every IET that is not a rotation is weakly mixing [5].
Some of the ideas from topological dynamics still make sense in the IET framework, even
though the space is no longer compact and IET’s have finitely many discontinuities. For
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example, the property of uniform rigidity can still be considered in this context. Recently,
Jon Chaika asked the following question:
Question 5.2.1. Does there exist a weakly mixing IET that is uniformly rigid?
This is a natural question since almost every IET is weakly mixing and rigid. The first
place to look for such an IET would be in the class of 3-IET’s that are induced maps of
rotations. Specifically, the only permutation to consider would be pi : {1, 2, 3} → {1, 2, 3}
such that pi(1) = 3, pi(2) = 2, and pi(3) = 1 since all of the other permutations reduce to
exchanges on two intervals. Let A(`1, `2) =
1−`1
1+`2
and B(`1, `2) =
1
1+`2
. In this case, the map
T is induced by a rotation of the circle by angle A(`1, `2). In [15] Se´bastien Ferenczi, Charles
Holton, and Luca Zamboni characterized when T satisfies the infinite distinct orbit condition
(i.d.o.c.) of Keane [28], based solely on properties of A(`1, `2) and B(`1, `2). The i.d.o.c says
that the negative trajectories of the discontinuities are infinite and disjoint sets. If T satisfies
the i.d.o.c then T is minimal and uniquely ergodic with the invariant probability measure
being Lebesgue measure. In [15] they also produced specific conditions for when T is weakly
mixing. These conditions are relatively easy to check and would give verification that a
targeted map is weakly mixing and uniquely ergodic, thus leaving only uniform rigidity to
contend with.
Another topological property of IET’s that is not entirely understood is topological strong
mixing. Recall that a map T of a topological space X is called topologically strongly mixing
if for every pair of open subsets U, V of X there exists a natural number N such that
T n(U) ∩ V 6= ∅ for all n ≥ N . Notice that topological strong mixing is the opposite of
uniform rigidity, that is a map cannot be uniformly rigid and topologically strongly mixing.
Michael Boshernitzan and Jon Chaika showed that no 3-IET is topologically strongly mixing
[9]. However, Jon Chaika (personal communication) has recently shown that a residual set
of 4-IETs in the Rauzy class (4321) are topologically strongly mixing. This leads to the
following questions:
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Question 5.2.2. Is it true that, for more general permutations, the set of 4-IET’s that are
topologically strongly mixing is residual?
Question 5.2.3. Is almost every 4-IET topologically strongly mixing?
5.3 Local Rokhlin Property for the Two-Torus:
Let X be a compact topological space and H(X) be the set of homeomorphisms of X with
the topology of uniform convergence. The space X is said to have the Rokhlin property if
H(X) is the closure of a single conjugacy class. For example, in 2008 Glasner and Weiss
showed that the Cantor set has the Rokhlin property [21]. For the circle this is no longer
true, but a similar local property holds. The rotation number of a homeomorphism of the
circle is conjugacy invariant and any homeomorphism with irrational rotation number α lies
in the closure of the conjugacy class of irrational rotation by α [2]. Thus the circle has what
is called the local Rokhlin property. The idea of rotation number has been extended to T2
by Micha Misiurewicz in [31].
Question 5.3.1. Does the two-torus have the local Rokhlin property?
110
References
[1] T. Adams, Tower multiplexing and slow weak mixing, preprint.
[2] E. Akin, M. Hurley, and J. Kennedy, Dynamics of topologically generic homeomor-
phisms, Mem. Amer. Math. Soc. 164 (2003), no. 783.
[3] S. Alpern and V. Prassad, Typical dynamics of volume preserving homeomorphisms,
Cambridge University Press, 2000.
[4] D. Anosov and A. Katok, New examples in smooth ergodic theory. Ergodic diffeomor-
phisms. (Russian) Trudy Moskov. Mat. Obse. 23 (1970), 3-36.
[5] A. Avila and G. Forni, Weak mixing for interval exchange transformations and trans-
lation flows, Ann. of Math. (2) 165 (2007), no. 2, 637-664.
[6] V. Bergelson, A. del Junco, M. Leman´czyk, and J. Rosenblatt, Rigidity and non-
recurrence along sequences, to appear in ETDS.
[7] G. Birkhoff, Dynamical systems, Amer. Math. Soc. Colloq. Publ. 9 (1927).
[8] F. Blanchard, Fully positive topological entropy and topological mixing, Symbolic Dy-
namics and its Applications, Comtemp. Math. 135 Amer. Math. Soc. (1992), 95-105.
[9] M. Boshernitzan and J. Chaika, Diophantine properties of IETs and general systems:
Quantitative proximality and connectivity, to appear in Inventiones.
[10] J. Chaika, Every ergodic transformation is disjoint from almost every interval exchange
transformation, Ann. of Math. (2) 175 (2012), no. 1, 237-253.
[11] R. Chaco´n, Weakly mixing transformations which are not strongly mixing, Proc. Amer.
Math. Soc. 22 (1969), 559-562.
[12] I. P. Cornfeld, S. V. Fomin and Y. G. Sinai, Ergodic theory, Springer, 1982.
[13] H. Eggleston, Sets of fractional dimensions which occur in some problems of number
theory, Proceedings of the London Mathematics Soc. (2) 54 (1952), 42-93.
[14] R. Ellis, The construction of minimal discrete flows, American Journal of Mathematics
, 87 (1965), no. 3, 564-574.
111
[15] S. Ferenczi, C. Holton, and L. Zamboni, Structure of three-interval exchange transfor-
mations III: ergodic and spectral properties, J. Anal. Math. 93 (2004), 103-138.
[16] E. Glasner, Ergodic theory via joinings, Mathematical Surveys and Monographs, 101,
American Mathematical Society, 2003
[17] S. Glasner and D. Maon, Rigidity in topological dynamics, Ergodic Theory and Dynam-
ical Systems, 9 (1989), 309-320.
[18] S. Goodman and B. Marcus, Topological mixing of higher orders, Pro. Amer. Math.
Soc., 72 (1978), no. 3, 561-655.
[19] S. Glasner and B. Weiss, A weakly mixing upside-down tower of isometric extensions,
Ergodic Th. & Dynam. Sys., 1 (1981), 151-157.
[20] S. Glasner and B. Weiss, On the construction of minimal skew products, Israel Journal
of Math., 34 (1979), no. 4, 321-336.
[21] E. Glasner and B. Weiss, Topological groups with Rokhlin properties, Colloq. Math. 110
(2008), no. 1, 51-80.
[22] E. Glasner and B. Weiss, Sensitive dependence on initial conditions, Nonlinearity, 6
(1993), no. 6, 1067-1075.
[23] P. Halmos, Lectures on ergodic theory, The Mathematical Society of Japan, 1956.
[24] J. James, T. Koberda, K. Lindsey, C. Silva and P. Speh, Measurable sensitivity, Proc.
Amer. Math. Soc. 136 (2008), no. 10, 3549-3559.
[25] J. James, T. Koberda, K. Lindsey, C. Silva and P. Speh, On ergodic transformations
that are both weakly mixing and uniformly rigid, New York J. Math. 15 (2009), 393-403.
[26] A. Katok and A. Stepin, Metric properties of homeomorphisms that preserve measure,
Russian Math. Surveys, 25 (1970), 191-220.
[27] Y. Katznelson, An introduction to harmonic analysis, John Wiley and Sons Inc, 1968.
[28] M. Keane, Interval exchange transformations, Math. Z. 141 (1975), 25 - 31.
[29] H. Keynes and J. Robertson, Eigenvalue theorems in topological transformation groups,
Trans. Amer. Math. Soc. 139 (1969), 359-369.
[30] D. A. Lind and J.-P. Thouvenot, Measure-preserving homeomorphisms of the torus
represent all finite entropy ergodic transformations, Math. Systems Theory 11 (1978),
275-282.
[31] M. Misiurewicz and K. Ziemian, Rotation sets for maps of tori, J. London Math. Soc.
(2) 40 (1989), no. 3, 490506.
112
[32] J. Oxtoby and S. Ulam, Measure-preserving homeomorphisms and metrical transitivity,
Ann. of Math. (2) 42 (1941), 874-920.
[33] K. Peterson, Ergodic theory, Cambridge University Press, 1989.
[34] W. Veech, The metric theory of interval exchange transformations I. Generic spectral
properties, Amer. J. Math. 106 (1984), 1331 - 1359.
[35] K. Yancey, On weakly mixing homeomorphisms of the two-torus that are uniformly rigid,
to appear in J. Math. Anal. and App.
[36] K. Yancey, Topologically weakly mixing homeomorphisms of the Klein bottle that are
uniformly rigid, preprint.
[37] K. Yancey, Uniform rigidity sequences for topologically weakly mixing homeomorphisms,
to appear in Proc. of Erg. Th. Workshops at Chapel Hill.
[38] A. Zygmund, Trigonometric series, Cambridge University Press, 1988.
113
