l Introduction* In his memoir [3] M. E. Mahowald made two conjectures on a specific map λ from the suspension spectrum P°° of the infinite real protective space RP°° to the sphere spectrum S°. He conjectured that λ induces epimorphisms in homotopy and in E 2 terms of the mod 2 Adams spectral sequences which are Ext groups over the mod 2 Steenrod algebra A. The first conjecture, which was also conjectured by G. W. Whitehead [5] , has been proved by D. S. Kahn and S. B. Priddy [2] and is now known as the Kahn-Priddy theorem. The second conjecture, however, remains unproved. In this paper we record a proof of the truth of Mahowald's conjecture on this "algebraic Kahn-Priddy theorem". The result is stated as Theorem 1.1 below.
The map λ cited above has the property that λ # : π^P 00 ) = Z 2 -> i(S°) = Z 2 is an isomorphism. Kahn and Priddy proved their theorem not just for λ but also for any map g: P°° -> S° which induces isomorphism in π x ( ). We shall state our "algebraic Kahn-Priddy theorem" also for any such map g. is an epimorphism for all s and t with t -s ^ 1.
Here iP( ) is the reduced mod 2 cohomology functor. The result in Theorem 1.1 is what Mahowald had conjectured in [3] for g = x,. We shall see that only the isomorphism gf π^P 00 ) -> π^S 0 ) is relevent. The mapλ does not play a special role.
I would like to thank Professor Mahowald for encouragement to prove his conjecture.
2* Proof* The main result used to prove Theorem 1.1 is 435 Proposition 2.1 which will be stated at the end of this section and proved in § 3.
We first briefly describe the induced homomorphism g* in Theorem 1.1. Recall that H*(P°°) = ΈJx\ with dim (x) = 1. The mod 2 Steenrod algebra acts on H*(P~) by Sq*x k = (Ψ\x k+ \ Consider the W following diagram consisting of the first stage of the mod 2 Adams resolution of S° and the map g:
>SY.
It is easy to see that H*(Y) = Σ~ιΆ
where A is the augmentation ideal of A and we have the short exact sequence of A-modules 0
> H*(SY) = A > H*(K(Z 2 ))
is null homotopic; so g can be lifted to a map g: P°° -> Y as indicated in the diagram above. Composing the induced homomorphism with the coboundary homomorphism which is obtained by applying Ext*'*( , Z 2 ) to the short exact sequence (1) we get the homomorphism g* in Theorem 1.1.
The A-map <Γ: H*(Y) = Σ~λA ^^*(P°°) is easy to describe. Recall that π^S 0 ) = Z 2 is generated by rj and ^ is detected by Sq 2 . It is easy to infer from the isomorphism g^\ π^fJP 00 ) = ^2 -> π^S 0 ) = ^2 that g*(Sq 2 ) -x and then from the A-module structure of ίZ"*(P°°) that g*(Sq i ) = x i~1 for all i ^ 2. It is clear that g^*(S? 1 ) = 0. Thus g* is independent of the lifting g and also independent of g: P°° -> S° for which #> is an isomorphism in π x { ).
We next recall ( [1] ) that for any locally finite left A-module M a suitable small complex for computing Ext*'*(Λf, Z z ) is M*®A where ikί* is the dual ^-module of M and A is the lamda algebra. A is a bigraded differential algebra over Z 2 generated by x t (i ^ 0) with Xi e A lti+1 subject to the following relations (2) λiiλ^i+i+Λ -Σ the differential <5 is given by
+ /
M * φ A is a differential right /1-module with differential § given by
where the right A-module structure of ikf* is obtained by transposing the left A-module structure of M.
In particular H* 9 *(A) = Ext*'*(Z 2 , Z 2 ) = Extϊ*(H*(S°), Z 2 ) and H*>*(H*(P~) (g) Λ) = Ext2'*(JBr*(P-), ^2) where ^(P 00 ) = (iί^P 00 ))* is the mod 2 homology of P°°. Let {y k } k^χ be the Z 2 -base of H*(P°°) dual to {α5*} fc2sl . The differential δ of H*(P°°) ® Λ is given by
= Σ yo
The A-map g*: H*(Y)-* H*(P°°) gives rise to a chain map ^: ίί*(P°°) ® ^t -> ^ which induces the homomorphism g* in Theorem 1.1. The chain map^ is a differential yl-map and on the generators y k it is given by Φ(Vu) = λ fc .
Our method to prove Theorem 1.1 is to construct a chain map ψ: Λ->H*(P°°) (x)/l (which is not a differential /1-map) so that the composite Φ = φψ: A-> A has the property that for any pair of integers (s, t) with t -s ^ 1 there is an integer m = m(s, t) ^> 1 such that the iterated product Φ m is equal to the identity map on
To construct ψ we define some terminology and fix some notations. From the relations (2) (3) 
(i) ψ*: Λ* ->H*(P°°) (x) Λ* is a chain map (so Φ*: A* -> A* is also a chain map).
(ii) For s ^ 2 let λ 7 be any admissible monomial in A s such that the first entry of I is positive. Suppose Φ s (λ 7 ) is as described in (4) . Then the first entry of I is strictly less than that of each It follows from Proposition 2.1 that Φ has the property described above, that is, for any pair of integers (s, t) with t -s ^ 1 there is some integer m -m(s, t) ^ 1 such that Φ m is equal to the identity
Since op: H*(P°°) (x) A* -> Λ* induces the homomorphism g* in Theorem 1.1 the result in the theorem follows.
3* Proof of Proposition 2*1 We begin with the proof of Proposition 2.1 (ii) which is easier than that of Proposition 2.1 (i). To prove Proposition 2.1 (ii) we begin with some lemmas which will also be needed in the proof of Proposition 2.1 (i).
The proof is given by induction on the lexicographical order from the right of the sequence J -(j l9 * ,iJ, the first inductive step being the case (j lf , j n ) -(ί lf , ij. We leave the details of the proof to the reader. 
For the proof of Proposition 2.1 (ii) we shall only need the result in Lemma 3.2 (i).
Proof of Lemma 3.2. In our proof there will arise variables
, v γ with integral values and integers
and where 1 ^ t <; Λ -1. We denote these integers by μ k __ t , j" and ji in that order.
Since m is large and k ^ 2, (j^, 2 W + i fc ) is inadmissible. So we can expand λ iifc _ ι λ 2 m +ifc into sum of admissible monomials by using the relations (2 
Proof of Proposition 2.1 (ii). We recall that 0 s (λ 7 ) = λj + Σ λ J (1 ,, and Σi»λ/ W is the admissible expansion of ΣvVω where each (v) ) is inadmissible; so we can expand λ il{v) λ i2(v) into sum of admissible monomials. We have
Hence there is some r for which
and
From (5) we see that
From (6) This proves (b) and therefore Proposition 2.1 (ii). Our proof of Proposition 2.1 (i) is rather lengthy. The construction of the map ψ*: Λ* -> H*(P°°) (x) Λ* in § 2 comes from considering the dual complex K*(A) of Λ*, called Koszul complex for the Steenrod algebra A, in the bar construction B*(A) as described by S. B. Priddy in [4] . We shall prove Proposition 2.1 (i) by showing that the dual Z 2 -map ψ *: K*(A) (x) H*(P~) -* K*(A) of ψ* is a chain map (Proposition 3.6).
We will first describe the structure of K*(A) and then summarize the main properties of K* (A) ( 
(iii) is taken as the definition of K*(A).
The ^2-base of K*(A) described above is not explicitly exhibited there.
The property in Theorem 3.3 (iii) will be important to the proof of Proposition 2.1 (i). From (7), (8) PROPOSITION 
(i) Ω x is independent of the large positive integer m and is an element of K 8+1 (A).
(ii) Ωj = Γj if (i, ί l9 -, i β ) is an admissible sequence.
We proceed to prove these propositions. To prove Proposition 3.5 we first begin with the case 8 = 1. This case will be basis of the proof of the whole proposition and the proof of Proposition 3.6. For s = 1 the sequence / in Proposition 3.5 is (i 9 i x ); so I(m) = (2 m + i, id. 
(ii) Ωj is equal to Γj if I is admissible and is a cycle of K 2 (A) if I is inadmissible.
In the proof of Lemma 3.7 below and other proofs later we need to determine mod 2 values of certain binomial coeflBicients. The following well known result on the binomal coefficients will make our computations easier. We turn to part (ii) and we begin with the case in which / = (i, i x ) is admissible; so 2i ^ i λ . We have
again by Lemma 3.8. Comparing (9) and (10) 
We shall prove R(a, b) = 0 by relating (11) to (12).
For this purpose we will utilize Milnor multiplication to express Sq c Sq d in terms of Milnor basis elements of the Steenrod algebra A. Let Sq(r 9 s) denote the element of A dual to ξIff in the monomial basis of the dual Hopf algebra A* = Z 2 [ξ u ξ 2 ,
•]. The rule of Milnor multiplication is given by
Applying (13) to the terms on the left side of the equation (12) where c fe = 0 or 1. We next apply (13) to the terms in (11) and to the terms on the right side of the equation (12). We find
Since S^(2 m + α + b -Zk, k) are linearly independent over Z 2 it follows from (12), (14) and (16) The following lemma, which will be needed in the proofs of Proposition 3.5 and Proposition 3.6 
(A).
We proceed to prove (c) and (e)' and we prove them by using Jr-lJ -yki , * , ftV-i) and (i;' +2 , , j7 +1 ) = (k' r + 2l , fc" +1 ). By Theorem 3.3 (iii) 
This The sum of all elements U{K lf K 2 ) is equal to d (Γ I[m) ) and the sum of all elements V(K lf K 2 ) is equal to J(i2 7 ); furthermore, U{K U K 2 )-> V(K l9 K 2 ) is a one-to-one correspondence between these two sets of elements. We shall prove f z {d(Γ nm) )) = d{Q x ) = d(f z {Γ I{m) )) by showing that, under/ 3 , each U(K U K 2 ) goes to the corresponding V(K lt K 2 ).
Suppose K lf K 2 , U and V are as given above. We need to discuss d(U) and d{V) and we do this in two cases. The first case is that k q > 2 
