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Sommaire
Nous présentons une méthode générale et efficace d’échantillonnage suivant l’im
portance. Notre méthode peut être appliquée à des produits de fonctions multiples
et utilise une représentation hiérarchique des maxima et moyennes locaux de chaque
fonction considérée. Les échantillons sont générés durant la traversée de la hiérarchie,
qtli est faite de façon conservative en considérant le produit des maxima locaux des
fonctions considérées. Les échantillons sont alors sélectionnés ou rejetés d’après une
comparaison à des valeurs de seuils provenant d’une séquence à basse discrépance.
Nous appliquons notre méthode à l’évaluation de l’éclairage direct, dans un contexte
de rendu photo-réaliste. Notre évaluation implique trois fonctions la lumière distante
encodée dans une carte d’environnement, la fonction de réflectance de la surface, et une
carte de visibilité évaluée pour chaque pixel de l’image. Les échantillons sont générés
d’après le produit des trois fonctions, ce qui permet une réduction considérable de
variance par rapport aux méthodes de pointe tenant compte uniquement de l’éclairage
et de la réflectance.
Mots clefs
échantillonnage suivant l’importance, produits de fonctions, méthodes Monte Carlo,
lancer de rayons, carte d’environnement, BRDF, visibilité
Abstract
We present a general method for efficient importance sampling of the product of
multiple ftmctions, using a hierarchical representation for the maximum and average
values of each individual function. Samples are generated simultaneously by means of
a conservative traversai of the hierarchies according to the product of their individual
local maxima. The resulting samples are then thresholded against the product of the
mdividual local averages.
We apply our method to the evaluation of direct illumination, which involves the
product of distant lighting by an environment map, surface reflectance, and a visibility
frmction estimated per pixel. Samples are generated according to the product of ail
three ftmctions resulting in considerable noise reduction, compared to existing state
of-the-art methods sampling only the product of the lighting and the BRDF.
Keywords:
importance sampling, product of ftmctions, Monte Carlo methods, ray fracing, envi
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Chapitre 1
Introduction
Les méthodes d’échantillonnage procurent une solution simple et flexible lorsqu’il
n’est pas possible d’évaluer urne intégrale avec exactitude, que ce soit en raison de
la complexité du problème, ou d’un temps d’évaluation prohibitif. Par exemple, les
sondages d’opinions, très courants de nos jours, permettent d’obtenir rapidement une
estimation de l’opinion d’une population potentiellement très nombreuse. Dans ce cas-
ci, le problème est essentiellement d’estimer rapidement urne valeur qui ne pourrait
être évaluée exactement dans un temps, ou pour un coût, raisonnable. Dans d’atitres
cas, la complexité du problème dépasse nos outils analytiques.
Le premier élément remarquable des mét±todes Monte Carlo est leur extrême simpli
cité. Il suffit d’être en mesure d’échantillonner et d’évaluer ponctuellement une fonction.
Cela rend ces méthodes très flexibles et susceptibles d’être appliquées dans une très
grande variété de cas. L’autre caractéristique intéressante des méthodes Monte Carlo
est que leur taux de convergence est indépendant de la dimensionalité du domaine
d’intégration. Si l’on prend le cas des règles de quadrature, une approche classique
d’intégration numérique, leur taux de convergence est généralement de o (N_n15), pour
un entier r 1 et s le nombre de dimensions. Une dimensionalité élevée dégrade donc
la convergence de façon significative. Cet effet est souvent appelé la “malédiction de
la dimensionalité” (curse of dimensionality) et est exposé, entre autre, dans la thèse de
doctorat de Veach [Vea98J. Enfin, notons que l’application d’urne méthode Monte Carlo
n’implique pas urne quelconque forme de continuité de la fonction intégrée, contraire
ment aux règles de quadrature qui supposent souvent que la fonction intégrée ait une
ou plusieurs dérivées continues.
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Les caractéristiques des méthodes Monte Carlo les ont rendues populaires dans le
domaine de la finance (entre autres), où le nombre de variables (et donc de dimensions)
peut être particulièrement élevé. Le principal inconvénient des méthodes Monte Carlo
est que le taux de convergence de la méthode dite élémentaire, O ( v7), est relative
ment lent. On doit, pour diminuer de moitié la variance de l’estimation, quadrupler le
nombre d’échantillons, ce qui conduit rapidement à des nombres d’échantillons prohi
bitifs. Plusieurs techniques ont été développées pour améliorer l’efficacité des méthodes
Monte Carlo, parmi lesquelles on trouve l’échantillonnage suivant l’importance, base
de notre approche.
Notre principale contribution est une méthode d’échantillonnage suivant l’impor
tance basée sur le principe du seuillage hiérarchique. Le seuillage hiérarchique est une
technique déterministe permettant de distribuer efficacement des échantillons suivant
une certaine fonction d’importance, en parcourant une représentation hiérarchique de
l’espace considéré. Nous étendons ce principe au produit de plusieurs fonctions, pou
vant être définies dans différents référentiels, et nous montrons comment l’intégrer à
une méthode Monte Carlo d’échantillonnage suivant l’importance. La distribution des
points est effectuée de façon déterministe, et les différents aspects à considérer pour
obtenir une distribution non-biaisée sont abordés.
Nous appliquons ensuite cette méthode d’échantillonnage au problème de l’évalua
tion de l’ffliunination directe en un point d’une scène virtuelle. Par lumière directe, nous
entendons toute lumière provenant d’une source active (produisant de l’énergie), telle
qu’une ampoule, le soleil, etc. Le but de l’évaluation est de déterminer la proportion
de cette lumière directe qui est réfléchie vers l’observateur. Plusieurs travaux se sont
attaqués à ce problème au cours des dernières années, mais ils ont été restreints au
produit de l’éclairage et de la réflectance. Aussi, les approches récentes nécessitent
toutes que les fonctions impliquées dans le produit soient exprimées dans le même
référentiel. Nous proposons un système plus complet, où la visibifité locale est estimée
dynamiquement et intégrée au processus d’échantillonnage. De plus, l’éclairage est
conservé dans un référentiel local, alors que la fonction de réflectance est définie dans
le référentiel local de la surface.
Ce document est divisé en chapitres, traitant des différents aspects de notre travail.
Le chapitre 2 expose les concepts théoriques de base qui seront utilisés, notamment la
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notion de nombres quasi-aléatoires et la méthode Monte-Carlo d’échantillonnage sui
vant l’importance. Dans le chapitre 3 seront présentés les principaux travaux antérieurs
traitant de l’évaluation de l’illumination directe en rendu photo-réaliste. Notre ap
proche, le seuilÏage hiérarchique, sera détaillée dans le chapitre 4. Nous discuterons par
ticulièrement de l’extension au produit de fonctions, ainsi que des dispositions prises
pour éliminer toute source de biais. Dans les chapitres 5 et 6 seront présentés, respec
tivement, les principaux éléments de notre implémentation et les résultats obtenus.
Enfin, nous conclurons par une discussion de la méthode, de ses inconvénients et des
principaux axes d’exploration à venir.
Chapitre 2
Méthodes Monte Carlo
Dans ce chapitre nous présentons les principaux concepts théoriques, relatifs aux
méthodes Monte Carlo, qui nous seront utiles par la suite. En premier lieu, nous
présentons les différents types de nombres aléatoires, et plus précisément les nombres
pseudo-aléatoires, qui seront utilisés dans notre algorithme d’échantillonnage. En se
cond lieu, nous présenterons les principes des méthodes Monte-Carlo, ainsi que les
variantes permettant de diminuer la variance. Ici encore, nous présenterons plus
précisément la variante choisie pour notre système, l’échantillonnage suivant l’im
portance.
2.1 Nombres aléatoires
À 1m certain moment, il est nécessaire, pour toute méthode Monte Carlo, de substi
tuer à une variable aléatoire, des valeurs réelles. Ces valeurs sont dites nombres aléatoires
car ils auraient pu être obtenus suivant un processus aléatoire. Par définition, il n’est
pas possible de produire des nombres aléatoires, au sens strict du terme. Lorsque de
tels nombres sont nécessaires, on a alors recours à des tables de nombres aléatoires.
Ces tables sont obtenues par observations de phénomènes connus pour être aléatoires,
comme la radio-activité.
En pratique, le caractère aléatoire n’est pas toujotirs désirable. En particulier, il ne
permet pas de reproduire exactement urne expérience, ce qui est souvent votilu (pour
permettre la validation d’un résultat par urne tierce partie par exemple). On a alors
recours à des nombres produits à l’aide de règles de productions qui ne sont donc
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plus aléatoires, mais pseudo-aléatoires. II faut néanmoins que les nombres ainsi produits
soient tels qu’aucun écart significatif, par rapport à une séquence aléatoire, ne soit
détectable. En informatique, les fonctions permettant d’obtenir des nombres aléatoires
(en C, Java, etc.), retournent en réalité des nombres pseudo-aléatoires.
Enfin, pour certaines applications, on peut préférer se dispenser totalement du
caractère aléatoire, pour obtenir d’autres caractéristiques statistiques précises. On uti
lise alors des nombres dits quasi-aléatoires. De tels nombres sont généralement utilisés
dans le but d’obtenir des distributions atissi uniformes qtte possible. Ces séquences de
nombres sont dites à basse discrépance. La discrépance est une mesure de la distance
d’une distribution donnée à une distribution parfaitement uniforme. Les séquences à
basse discrépance sont particulièrement utiles pour distribuer des nombres sur une
grille, sans pour autant que la résolution de la grille soit connue. Il est alors possible
d’augmenter progressivement le pas de discrétisation de la grille, jusqu’à atteindre
le seuil de convergence. Le terme quasi-Monte Carlo est utilisé pour distinguer les
méthodes utilisant des séquences de nombres quasi-aléatoires.
Séquences van der Corput
Parmi les différentes séquences à basse discrépance, nous avons choisi d’utiliser
les séquences van der Corput (VDC). Rappelons que l’objectif d’une séquence à basse
discrépance est d’approximer le mieux possible une distribution parfaitement uni
forme. En considérant des valeurs O x 1, une telle distribution est triviale à obtenir
pour n points t il suffit, en partant de x = O, de choisir les nouveaux points par incrément
de l/n. Cependant, si l’on veut ajouter un nouveau point n + 1 tout en conservant une
distribution parfaitement uniforme, il faudrait redistribuer également les n premiers
points à partir de O en utilisant un pas de l/(n + 1). Les séquences VDC s’inspirent
directement de ce processus, sans jamais invalider un point déjà défini, ce qui permet
l’ajout incrémental.
Les séquences VDC existent pour toute base b 2, et sont définies par l’inversion
du radical. Pour le n1t’ nombre, on a:
(2.1)
où les a1 sont les T chiffres exprimant n dans la base b. On a T = T(n) = tlog1. Afin
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d’obtenir un nombre E [0,1), il suffit de placer le radical après la virgule. Le tableau 2.1
donne les 16 premiers nombres de la séquence VDC en base 2.
n Direct VDC (radical inversé)
0 (00002) 0,0000 (0, 00002) 0,0000 (0, 00002)
1 (00012) 0,0625 (0, 00012) 0,5000 (0, 10002)
2 (00102) 0,1250 (0,00102) 0,2500 (0,01002)
3 (00112) 0,1875 (0, 00112) 0,7500 (0, 11002)
4 (01002) 0,2500 (0,01002) 0,1250 (0,00102)
5 (01012) 0,3125 (0, 01012) 0,6250 (0, 10102)
6 (01102) 0,3750 (0,01102) 0,3750 (0,01102)
7 (01112) 0,4375 (0, 01112) 0,8750 (0, 11102)
8 (10002) 0,5000 (0, 10002) 0,0625 (0, 00012)
9 (10012) 0,5625 (0, 10012) 0,5625 (0, 10012)
10 (10102) 0,6250 (0, 10102) 0,3125 (0, 01012)
11 (10112) 0,6875 (0, 10112) 0,8125 (0, 11012)
12 (11002) 0,7500 (0, 11002) 0,1875 (0, 00112)
13 (11012) 0,8125 (0, 11012) 0,6875 (0, 10112)
14 (11102) 0,8750 (0, 11102) 0,4375 (0, 01112)
15 (11112) 0,9375 (0, 11112) 0,9375 (0, 11112)
TAB. 2.1 — 16 premiers nombres de la séquence van der Corput en base 2.
Il est possible de construire une séquence VDC de façon récursive. La figure 2.1
illustre cette approche pour une séquence VDC en base 2. On part d’im segment initial,
auquel on assigne un code vide (“t”). Le début de chaque segment est indiqué par une
barre verticale. On procède alors à une subdivision récursive de chaque segment en
deux enfants. L’enfant de gauche hérite du code du parent et du préfixe “0”, alors que
l’enfant de droite hérite du code du parent et du préfixe “1”. Cette construction nous
donne donc la position d’une valeur dans la séquence VDC. Cette construction illustre
également le principe sous-jacent des séquences VDC : le domaine est discrétisé en
utilisant im pas égal à la base, donnant une densité maximale. Les points subséquents
sont placés sur ime grille pouvant être raffinée à l’infini, permettant une densité tou
jours plus élevée. Remarquez que, si l’on place 21 points exactement, ceux-ci sont
parfaitement équidistants.
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Position (obtenue en considérant le bit de poids fort à gauche)
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Index dans la séquence (obtenu en considérant le bit de poids fort à droite)
0 8 4 12 2 10 6 14 1 9 5 13 3 11 7 15
FIG. 2.1 — Construction récursive de la séquence van der Corput en base 2.
Discrépance
Comme nous l’avons mentionné, la discrépance est une mesure de l’uniformité
d’une distribution. La définition formelle de la discrépance est:
A(B;P)
DN(B;P) = sup — Â5(B) (2.2)
BE1B “
Ici P est un ensemble de points x1,
...,
xj..j e P, et s le nombre de dimensions. B est la
famille des sous-ensembles mesurables de P. Â5(B) est la mesure de Lebesgue du sous-
ensemble B. La mesure de Lebesgue est une généralisation de la notion de longueur et
d’aire aux sous-ensembles de 2V. A(B; P) donne le compte de points tels que 1 n N
et x,1 E B. Intuitivement, ceci mesure la relation entre la proportion de points dans un
sous-ensemble et le volume occupé par ce dernier. Plus la disparité entre les deux est
grande, plus la discrépance est élevée.
À partir de l’équation 2.2, on distingue deux définitions de la discrépance. La
discrépance extrême DN(P) d’un ensemble de points P est définie par DN(P) = DN(3; P),
où 3 est la famille de tous les intervalles de P de la forme fl [zt, vi). Cette définition
étant extrêmement coûteuse à évaluer, on peut lui préférer la discrépance étoile, définie
par D(P) = D(3’; P), où 3’ est la famille de tous les intervalles de P de la forme
fl [O, tt). Pour une discussion plus approfondie de la notion de discrépance, voir le
livre de Niederreiter [Nie92J.
2.2 Méthodes Monte Carlo
Les méthodes Monte Carlo appartiennent à la branche expérimentale des mathéma
tiques, par opposition à la branche théorique, et leur nom fait référence au casino de
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Monte Carlo où sont pratiqués des jeux de hasard. Le principe des mathématiques
expérimentales est de tirer des conclusions d’après des observations, plutôt que d’après
des postulats. Certains problèmes, très complexes, peuvent être traités avec une relative
facilité avec une approche expérimentaliste.
À titre d’exemple, en infographie, on peut prendre l’évaluation de l’éclairage glo
bal. Deux approches principales existent. La première, la “radiosité”, est analytique
et propose de modéliser les échanges d’énergie entre tous les éléments d’une scène.
Elle permet de déduire la lumière qui sera reçue en un élément de surface. Le prin
cipe sous-jacent est en fait de réduire un problème complexe et insoluble en une série
de problèmes simples dont la solution est connue. Ainsi, une scène est décomposée en
éléments simples, pour lesquels les échanges d’énergie peuvent être modélisés. Bien que
conceptuellement simple, cette approche présente un défi de taille : la décomposition
automatique d’urne scène complexe en éléments simples. La seconde approche, le “pho
ton mapping”, simule individuellement des millions de photons et observe leur chemin
dans la scène. D’après la répartition des photons dans la scène, on obtient la lumière
reçue en tin point. Le lancer des photons est très simple et sutrtout très efficace. Bien que
la compilation et l’interprétation de la répartition des photons soient relativement com
plexes, cette approche a l’avantage d’être indépendante de la complexité de la scène,
contrairement à la méthode de radiosité.
Tout résultat quantitatif obtenu à l’aide d’une méthode Monte Carlo peut être vu
comme l’estimation d’urne intégrale multiple. Pour simplifier les explications, nous
nous intéresserons ici umiquement à urne intégrale à une dimension:
f f(x)dx. (2.3)
Il existe plusieurs types de méthodes Monte Carlo, que nous présentons ici, en commen
çant par la méthode dite étéinentaire.
2.2.1 Méthode élémentaire
On désire évaluer l’intégrale f. La méthode Monte Carlo élémentaire consiste à
prendre la moyenne de N observations, quli est tin estimateur sans biais de l’intégrale:
N
(2.4)
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Les valeurs X sont choisies aléatoirement dans le domaine d’intégration. L’approche
élémentaire est extrêmement simple et sa convergence est garantie, ce qui en fait déjà
un outil relativement intéressant. Elle présente néanmoins un inconvénient de taille : le
taux de convergence est lent, de l’ordre de O ( 1JJ), où N est le nombre d’échantillons.
Cela veut dire qu’il est nécessaire de quadrupler le nombre d’échantillon afin de réduire
de moitié la variance de l’estimation, ce qui devient rapidement prohibitif. Les tech
niques qui suivent ont toutes pour but de réduire la variance des méthodes Monte
Carlo.
2.2.2 Échantillonnage stratifié
Une première approche, pour améliorer l’efficacité des méthodes Monte Carlo
est l’échantillonnage stratifié. L’idée est de subdiviser le domaine d’intégration O en
régions O disjointes, de telle sorte que
=
Une première approche, naïve, du problème, est de subdiviser le domaine d’intégrations
en sous-ensembles d’aire égale, suivant une grille régulière. En plaçant un échantillon
aléatoirement dans chaque sous-ensemble, on obtient un effet similaire à la méthode
élémentaire, mais en garantissant une certaine uniformité.
Il peut être montré que le gain lié à la stratification est fonction de la différence entre
la somme des intégrales de chaqtie strate et l’intégrale sur tout le domaine [Vea9sJ.
Autrement dit, afin de maximiser le gain lié à la stratification, il est préférable de
segmenter le domaine en strates de valeurs homogènes. En effet, si la variance dans
chaque strate est la même que sur la totalité du domaine d’intégration, il n’y aura pas de
diminution de la variance. Il est préférable d’utiliser des strates compactes car celles-ci
ont alors tendance à être plus homogènes. Il faut aussi, autant que possible, placer dans
chaqtie strate un nombre d’échantillons proportionnel à la fraction volumique de cette
strate par rapport au domaine.
2.2.3 Variables de contrôle
L’erreur d’échantfflonnage dans la méthode Monte Carlo élémentaire est due aux
variations de la fonction considérée. L’utilisation de variables de contrôle permet de
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limiter ces variations et donc la variance de l’estimation. Le principe est de soustraire
de la fonction considérée f(x) une autre fonction g(x) dont l’intégrale est connue. On a
alors:
f
= fg(x)dx + f [f(x) - g(x)J dx
et l’estimateur Monte Carlo devient
f f g(x)dx ÷ f(X) - g(X).
L’objectif est d’avoir une fonction g(x) qui soit aussi proche que possible de f(x), tout
en étant intégrable. Le cas idéal est celui où f(x) — g(x) c, puisque toute variation est
alors éliminée. Évidemment, ce cas idéal n’est pas normalement réalisable, mais il fixe
l’objectif.
2.2.4 Échantillonnage suivant l’importance
L’échantillonnage suivant l’importance est une autre approche visant à compenser la
variation de la fonction échantillonnée. L’idée est d’augmenter la densité d’échantillon
nage dans les régions contribuant le plus à l’intégrale. Le principe sous-jacent est qu’une
erreur d’évaluation dans une zone de faible contribution a moins d’impact. C’est sur
ce principe que notre approche repose.
Plutôt que d’être tirés aléatoirement, les échantillons sont tirés suivant une Fonction
de Densité de Probabilité (ProbabiÏity Density function, ou PDF). L’estimateur Monte
Carlo est alors le suivant:
1 N f(X)
FN=—. (2.5)
Rappelons qu’une PDF est un type particulier de fonction, telle que p(x) O pour
toute valeur de x et f p(x)dx = 1. Plus la forme de la PDF utilisée est proche de celle
de la fonction considérée, f(x), plus le gain d’efficacité sera conséquent. En fait, si le
rapport entre les deux est une constante, toute variance sera éliminée. En effet, prenons
p(x) = cf(x). On a alors:
f f(x)dx = fp(x)dx =
et, par conséquent,
C1L4PFFRE 2. MÉTHODES MONTE CARLO 11
Puisque c est une constante, la contribution de chaque échantillon est exactement la
même et la variance est nulle. En pratique, il n’est pas possible d’avoir une fonction p(x)
exactement proportionnelle à f(x), mais cela demeure l’objectif théorique. L’essentiel
de la recherche en échantillonnage suivant l’importance traite de la définition de la
fonction d’importance.
Il est possible de combiner l’échantillonnage suivant l’importance à l’utilisation de




= j g(x)dx ÷ L p(X)
Chapitre 3
Autres travaux
Les méthodes Monte Carlo sont souvent utilisées dans le domaine du rendu photo-
réaliste par lancer de rayon (raytracing). Les fonctions impliquées sont souvent discon
tinues (par exemple, la fonction de visibilité ne peut prendre que deux valeurs, O et 1)
et certaines varient brusquement (comme les fonctions de réflectance très spéculaires).
Aussi, ces fonctions sont souvent mesurées et par conséquent bruitées. Les méthodes
Monte Carlo s’accommodent très bien de ces particularités, permettant de traiter une
large gamme de cas, tout en demeurant très simple d’application. À la base du rendu
photo-réaliste, on retrouve l’équation du rendu de Kajiya [Kaj86J:
L(x,0) = Le(x,o)
+ f fr(X,j, dj, (3.1)
qui donne la radiance en un point x de la scène dans la direction
.
Le premier terme,
Le, correspond à la lumière émise par ce point, alors que le second terme, l’intégrale sur
l’hémisphère visible, correspond à la lumière réfléchie en ce point. fr est la Fonction de
Distribution Bidirectionnelle de la Réftectance (Bidirectionat Refiectance Distribution Function,
ou BRDF) de la surface (voir la section 5.2.2 potir une description). L est la lumière
incidente. cos6 est un facteur d’atténuation de la lumière dû à l’angle incident. w et
w indiquent respectivement le vecteur incident (depuis la lumière) à la surface et le
vecteur sortant (vers l’oeil) depuis la surface.
Dans les applications de rendu, la variance des évaluations Monte Carlo se tra
duit en bruit dans l’image. Une approche très répandue pour réduire la variance
est l’échantillonnage suivant l’importance. Il y a, par conséquent, eu beaucoup de
travaux sur la définition de fonctions d’importance afin de résoudre l’équation du
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rendu. Initialement, les travaux se concentraient sur des aspects spécifiques, comme
l’échantillonnage de la lumière (généralement encodée dans des cartes d’environne
ment), ou encore de la BRDF. Certaines méthodes, plus générales, s’appliquaient à
tout type de fonction. Enfin, puisque l’intégrale à évaluer est celle d’un produit, des
méthodes ont été proposées, qui tenaient compte de tous les termes du produit. Dans ce
chapitre, nous présenterons en premier lieu les méthodes d’échantillonnage de l’envi
ronnement, puis les méthodes spécifiques aux BRDFs, viendront ensuite les méthodes
générales (s’appliquant aussi bien à l’environnement qu’aux BRDFs) et celles tenant
compte du produit des deux.
3.1 Échantillonnage de l’environnement
Debevec [Deb98J a introduit la notion d’éclairage réaliste par carte d’environnement
(environrnent map). La carte d’environment est urne image omnidirectionnelle, encodant
urne large gamme de l’intensité lumineuse (Higit Dynamic Range, ou HDR) reçue en
un point. La richesse de l’information contenue dans ces images permet d’obtenir des
résultats de très bonne qualité (notamment pour l’intégration d’objets virtuels dans des
scènes réelles), mais cela augmente considérablement le volume de données à traiter.
L’échantillonnage est tout indiqué pour faciliter le traitement de ce type d’information.
Afin de traiter les cartes d’environnement, la première approche a été de les approxi
mer par des constellations de sources lumineuses directionnelles. Chaque source lumi
neuse couvre une région spécifiqtie de l’environnement, et son intensité est l’intégrale
de la région couverte. Ces sources lumineuses sont alors utilisées directement. Il est
important de noter que l’on ne parle pas ici de méthode Monte Carlo, mais simplement
de discrétisation. Les images produites par ce type d’approche ne sont pas bruitées,
mais sont également inexactes. La première méthode proposée était celle du module
LightGen par Cohen et Debevec [CDO1J. Il s’agit d’urne application directe de l’algo
rithme de K-Moyennes. K points sont distribués aléatofrement dans l’image. Tous les
pixels sont alors regroupés suivant leur proximité à l’um des points, créant K groupes.
Chaque point est alors déplacé au centre de masse de son groupe. La masse d’un pixel
correspond à son intensité lumineuse. Ce processus est itératif et s’arrête quand le
déplacement des points est inférieur à urne valeur seuil. Cette approche, très simple, a
l’inconvénient de produire des distributions de points non-optimales, où les régions
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sombres sont sur-échantillonnées.
Kollig et Keller [KKO3J proposent une version améliorée de l’algorithme utilisé par
LightGen. Le principe est fondamentalement le même, mais les points sont introduits
un à la fois. Après chaque ajout de point, une passe complète de relaxation est effectuée.
Le nouveau point est introduit à proximité du point d’intensité maximale. Le coût des
relaxations additionnelles est compensé par une meilleure distribution de points, qui
sont plus concentrés dans les zones de forte intensité lumineuse. Afin de contrer l’effet
de palier dans les ombres, dû à la discrétisation des lumières, les auteurs proposent
de choisir aléatoirement la position finale du point dans la région qu’il couvre, et ce
pour chaque pixel considéré. Quelle que soit la position choisie, la valeur est toujours
l’intégrale de la région couverte.
Agarwal et al. [ARBJO3J proposent une méthode conceptuellement similaire, bien
que l’approche soit différente, appelée Structured Importance Sampling (SIS). Ils com
mencent par définir une valeur d’importance pour chaque pixel de l’environnement.
Ils segmentent alors en cl = 6 couches l’environnement et assignent à chaque couche un
nombre de points proportionnel à son importance. Chaque couche est alors stratifiée en
cellules de façon à minimiser l’écart maximal entre un point d’une cellule et son centre.
Ces auteurs proposent également une pré-intégration de l’éclairage de chaque cellule
et de positionner aléatoirement le point dans la cellule. Un exemple de stratification
obtenue par application de cette méthode est donné dans la figure 3.1.
Ostromoukhov et al. [0DJ04J proposent un algorithme très efficace, basé sur une
construction récursive du pavage de Penrose. L’idée est d’augmenter récursivement la
densité locale de points, jusqu’à ce qu’elle soit proportionnelle à la valeur d’importance
locale. Le procédé est déterministe et des vecteurs de correction précalculés peuvent
être appliqués de façon à produire une distribution avec des caractéristiques de bruit
bleu. Cette méthode est la base de celle que nous développons dans ce mémoire.
Wan et al. [WWLO5J proposent d’utiliser la projection HEALPix (voir section 5.1.1)
pour segmenter l’environnement. La projection pouvant être représentée hiérarchique
ment, cela leur permet d’augmenter la densité locale de points, suivant la fonction
d’importance. Le positionnement des points dans les feuilles de la hiérarchie HEALPix
est déterministe.
Du fait que toutes ces méthodes sont basées strictement sur l’information lumineuse,
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elles sont réservées aux cas d’une BRDF difftise ou ayant un lobe spéculaire plutôt évasé.
De plus, l’orientation de la surface n’est pas prise en compte.
3.2 Échantillonnage de la BRDF
La BRDF définit comment la lumière provenant d’une direction donnée est réfléchie
dans une autre direction. Si les vecteurs de direction sont définis avec des coordonnées
sphériques, on a alors ime fonction à 4 dimensions (deux pour le vecteur incident, et
deux pour le vecteur sortant). On distingue deux types de BRDF : celles dites analytiques
et celles dites mesurées. Une BRDF analytique est en fait un modèle mathématique
définissant exactement la réflectance. Habituellement, les modèles mathématiques uti
lisés ont pour but d’offrir un maximum de flexibifité, pour un minimum de complexité.
Certains types de réflections ne peuvent être modélisés facilement, on peut alors re
courir à des mesures d’après de véritables matériaux, qui seront alors tabulées et
interpolées.
Parmi les principaux modèles de BRDf analytiques, notons ceux de Phong [Pho75J,
Ward [War92] et Laforftme et al. [LFTG97}. Le modèle de Phong est à la fois l’un des
plus anciens et des plus répandus. Sa grande simplicité en a fait un choix populaire,
puisqu’il est à la fois intuitif et économique en terme de temps de calcul. Le modèle
FIG. 3.1
— Stratification obtenue avec SIS pour d = 3 couches. Cette image est tirée
de [ARBJO3J.
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de Laforftme peut être vu comme une généralisation de celui de Phong, mais avec la
possibilité d’avoir plusieurs lobes spéculaires, et garantissant la conservation d’énergie
(ce qui n’est pas le cas du modèle de Phong). L’objectif du modèle de Laforftme, tout
comme celui de Ward, est d’offrir une structure offrant un maximum de flexibilité,
dont les paramètres seront fixés de façon à reproduire des données mesurées. Lafor
tune a ainsi donné les paramètres à utiliser pour reproduire la fonction de réflectance
de la peau. Ces BRDFs peuvent être échantillonnées directement, par inversion de la
Fonction de Densité Cumulative (Cumulative Densiy Function, oti CDF). Le principe de
cette technique est présenté par Pharr et Humphreys, de même que les principaux
types de BRDFs analytiques dans [FR041. L’échantillonnage par inversion de CDF est
également présenté par Secord et al. [SHSO2J, où il est utilisé pour distribuer des pri
mitives de dessin dans un contexte non photo-réaliste. Citons aussi les modèles de
BRDF de Ashikhmin-Shirley [ASOOJ, et Torrance-Sparrow [TS67J, qui ne peuvent être
échantillonnés directement par inversion de la CDF, et pour lesquels des approxima
tions sont utilisées afin de guider l’échantillonnage.
Les modèles analytiques ont une portée limitée, dans la mesure où leur design est
conçu pour répondre à certains besoins précis. Matusik et al. [MPBMO3J proposent
tin système d’acquisition et une représentation de BRDFs isotropiques (3D plutôt que
4D) dont les effets ne peuvent pas toujours être reproduits avec les modèles analy
tiques existants (voir l’étude de Ngan et al. [NDMO5]). Pour des modélisations où
l’exactitude du rendu est essentielle, ce type de BRDF tabulée est souvent la meilleure
solution. L’échantillonnage peut se faire à l’aide de modèles analytiques, comme celui
de Laforftme, le modèle analytique est alors utilisé pour guider l’échantillonnage des
données tabulées. Une autre approche, proposée par Lawrence et al. [LRRO4J, consiste
à factoriser la BRDf en éléments de moindre dimensionnalité, pouvant facilement être
échantillonnés.
Il est important de noter que les méthodes d’échantillonnage de la BRDF sont
efficaces uniquement si la BRDF est très spéculaire où si l’éclairage est diffus.
3.3 Méthodes générales
Les méthodes présentées jusqu’à présent s’appliquaient exclusivement aux cartes
d’environnement ou aux BRDFs. Certaines approches proposées sont plus générales
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et peuvent s’appliquer indépendemment du type de fonction. Lawrence et al. [LRRO5]
proposent une méthode permettant de définir une CDF numérique de façon générique.
Leur approche est spécialement conçue pour être appliquée à des données encodées
dans des images, telles que les cartes d’environnement. L’idée est de réduire la com
plexité de la CDf en utilisant une approximation linéaire par morceau. L’approximation
permet une compression allant de 1 à 3 ordres de grandeur et donc l’enregistrement
des cartes d’environnement pour de multiples orientations de surface, évitant ainsi
l’échantillonnage des parties cachées de l’environnement.
Les méthodes proposées jusqu’à présent traitent d’une fonction à la fois, l’éclairage
ou la réflectance. Veach et Guibas [VG95] proposent une méthode permettant de combi
ner des échantillons tirés de deux fonctions distinctes, appelée Multiple Importance Sam
pling (MIS). Cette méthode permet ainsi d’utiliser au mieux les méthodes spécialisées
qui ont été exposées jtisqu’à présent.
3.4 Échantillonnage du produit
La méthode MIS permet de combiner différentes méthodes d’échantillonnage de
façon à tirer le meffleur parti d’algorithmes spécialisés. Bien qu’offrant un compromis
très intéressant, cette approche n’est pas aussi efficace dans le cas où aucune des fonc
tions n’est représentative du produit. En effet, l’équation du rendu est une intégration
du produit de l’éclairage, la réflectance, le facteur dû à l’angle incident et la visibilité.
Des travaux plus récents ont exploré l’échantillonnage direct du produit de l’environ
nement et de la BRDf.
Burke et al. [BGHO5J proposent urne approche suivant la même logique que celle de
Veach et Guibas [VG95J. Ils proposent d’échantillonner l’environnement ou la BRDF,
puis de retenir les échantillons pertinents d’après la valetir dii produit des deux fonc
tions. Pour ce faire, ils suggèrent l’échantillonnage par rejet (voir la section 4.1 pour
une définition) ou les méthodes de sautpling Importance Resampting. Cette méthode a
l’inconvénient de rejeter une large proportion d’échantillons (les résultats présentés
utilisent 15 échantillons sur 800 évaltiés).
Clarberg et al. [CJAMJO5J proposent une méthode basée sur les ondelettes de Haar,
WaveÏet Importance Sanipling (WIS). L’idée est d’évaluer rapidement, en effectuant le pro
duit des fonctions compressées, urne fonction d’importance représentant le produit des
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(a) (b)
FIG. 3.2 — Spuce Warping. Adaptation d’une distribution uniforme initiale (a) d’après un
niveau de coefficients d’ondelettes. Les pourcentages (b) sont tirés des coefficients d’on
delettes. La distribution initiale est partitionnée en deux rangées dont les hauteurs sont
déterminées par leurs probabilités totales (c), qui sont ensuite remises à l’échelle (d). Fi
nalement, l’opération est répétée pour chaque rangée (e), et résulte en une distribution
respectant les probabilités spécifiées (f). Cette illustration est tirée de [CJAMJO5J.
deux fonctions. La fonction d’importance résultante est une approximation constante
par morceau dti produit. Ces auteurs utilisent alors une technique appelée Spuce War
ping, illustrée dans la figure 3.2, qui part d’une distribution uniforme de points (obtenue
à l’aide d’lme séquence Hammersley) et les redistribue dans les noeuds de la hiérarchie
d’ondellette, de façon à obtenir une distribution suivant la fonction d’importance. Le
principal inconvénient de cette méthode est qu’elle repose sur le précalcul et que les
deux fonctions doivent être exprimées dans le même référentiel. Pour ce faire, la carte
d’environnement est révaluée pour différentes orientations, à une moindre résolution
(polir limiter la taille en mémoire et le temps de précalctil), ce qui réduit la qualité de
l’estimation.
Cime et al. [CETCO6J proposent une variante de la méthode WIS, appelée Two
Stage Importance Sampling (TSIS). Leur objectif est d’éliminer le recours au précalcul.
Le principe de base reste le même définir une fonction d’importance, puis appli
quer l’algorithme de Spuce Warping pour obtenir une distribution appropriée de points.
L’environnement est représenté à l’aide d’une Sttmmed Area Table, et la BRDF est recons
tituée par évaluations ponctuelles. Pour garantir la précision de la reconstruction de la
BRDF, les positions des pics d’intensité sont définis et utilisés comme guides. Puisque
la BRDF est évaluée dynamiquement, il n’est pas nécessaire de l’encoder pour toutes
les orientations possibles, permettant une plus grande précision qu’avec WIS, ce qui
augmente la qualité de l’évaluation. Un exemple illustrant le partitionnement généré
25% 25%
)d) (e) (t)
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par cette méthode est donné dans la figure 3.3.
3.5 Résumé
L’évaluation de l’éclairage direct est an problème complexe, et la base de bien des
recherches ces dernières années, particulièrement à l’aide de méthodes Monte Carlo.
Rapidement, la nécessité de tenir compte, simultanément, des différentes fonctions
s’est imposée. En ce sens, Veach et Guibas, avec leur méthode combinatoire, ont ouvert
la voie vers les méthodes plus récentes, échantillonnant directement le produit des
fonctions impliquées.
Les méthodes tenant compte du produit de l’éclairage incident et de la réflectance
lors de l’échantillonnage donnent de très bons résultats. Si l’on se rapporte à l’équa
tion 3.1, on constate que seule la visibilité n’est pas prise en compte. En pratique,
pour les méthodes WIS et TSIS, la visibilité est la principale cause de la variance dans
l’estimation et demeure d’une façon plus générale, au stade actuel de recherche, le
principal problème à résoudre. Nous aborderons cette notion de visibilité et comment
elle peut être intégrée au processus d’échantillonnage dans la section 5.4.
fic. 3.3 — Partitionnement obtenti par application de TSIS stir le produit d’urne carte
d’environnement avec urne BRDf très diffuse. Ces images sont tirées de [CETCO6J.
Chapitre 4
Seuillage hiérarchique
Notre méthode de seuiÏlage hiérarchique combine deux approches. En premier lieu,
nous obtenons, à partir d’une distribution uniforme, une distribution de points suivant
approximativement une certaine fonction d’importance, à l’aide d’échantillonnage par
rejet. Par la suite, les valeurs de ces échantillons sont utilisées pour alimenter un esfi
mateur Monte Carlo de façon à estimer l’intégrale de la fonction. Une particularité de
notre méthode est que la fonction d’importance est définie au fur et à mesure que les
échantillons sont produits.
Dans ce chapitre, nous commençons par définir notre méthode d’échantillonnage.
Par la suite, nous discutons des problèmes de biais et des solutions proposées, ainsi que
des extensions à plusieurs dimensions et au produit de fonctions. Enfin, nous donnons
un algorithme simple permettant de prédire le nombre d’échantillons obtenus, ainsi
que l’estimateur Monte Carlo utilisé.
Notre méthode d’échantillonnage étant destinée à être utilisée dans des programmes
informatiques, nous utilisons exclusivement des nombres pseudo-aléatoires. Cepen
dant, afin de simplifier notre exposé, nous parlerons simplement de nombres aléatoires.
De même, nous parlerons de distributions non biaisées, bien qu’elles soient en fait ob
tenues à l’aide de nombres pseudo-aléatoires.
4.1 Échantillonnage par rejet
Le seuillage hiérarchique est une variante d’échantillonnage par rejet, également
appelée “tirage par blanc ou noir”. Le principe du rejet est extrêmement simple et
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permet d’échantillonner totis les types de fonctions. Prenons le cas d’une fonction f(x)
telle que O f(x) 1, avec O x < 1. On trace f(x) dans le carré unité O x, y 1 et on
tire aléatoirement des échantillons candidats (x, y), comme illustré dans la figure 4.1.
Si un échantillon est situé sous la courbe, il est sélectionné, sinon, il est rejeté. En
pratique, un échantillon est rejeté si y f(x). La simplicité de cette approche explique
sa versatilité, puisqu’il stiffit d’être en mesure d’évaltier la valeur d’une fonction en
tout point pour l’échantillonner.
Ce type d’échantillonnage s’applique directement à l’évaluation d’intégrales. En
effet, l’intégrale d’i.me fonction étant égale à l’aire sous la courbe, il suffit d’évaluer la
proportion d’échantillons sélectionnés pour obtenir l’intégrale de la fonction, avec une
éventuelle mise à l’échelle si l’espace n’est pas unitaire. Une autre application classique,
qui est celle qui nous intéresse, est l’obtention d’tme distribution d’échantfflons suivant
une certaine densité de probabilité. L’obtention de cette distribution est implicite par
le processus de rejet.
Bien que simple, l’échantillonnage par rejet n’est pas efficace. En effet, le nombre de
tests à effectuer est inversement proportionnel à l’intégrale de la fonction considérée.
Prenons une densité de probabilité p(x), intégrant à 0,001, il faudra tester en moyenne
1000 candidats pour obtenir 1 échantillon suivant cette distribution. Afin de réduire le
taux de rejet, on utilise alors une fonction enveloppe q(x), que l’on sait échantillonner
directement, approximant la forme de p(x). On définit aussi une constante s, telle que
p(x) s sq(x) pour tout x dti domaine considéré. Les échantillons candidats sont alors
distribués suivant q(x) et rejetés avec urne probabifité f(x)/sq(x).
Comme beaucoup d’autres approches visant à améliorer les méthodes Monte Carlo,
le choix de q(x) est délicat. Il faut que cette distribution soit facilement échantiflonnable,
et qu’elle approxime le mieux possible la fonction f(x) considérée. Ces deux contraintes
sont généralement incompatibles. Nous verrons dans la section suivante comment nous
Fic. 4.1 — Échantillonnage par rejet.
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FIG. 4.2 — Échantillonnage par rejet avec une fonction enveloppe. Les échantillons can
didats sont distribués suivant la distribution q(x). Pour chaqtie candidat x, une valeur
aléatoire y E [0, 11 est tirée et l’échantillon est conservé si y <f(x)/sq(x).
construisons dynamiquement la fonction enveloppe de façon générique et récursive,
permettant de traiter efficacement une très large gamme de fonctions.
4.2 Seuillage hiérarchique
Notre algorithme de seuillage hiérarchique a été conçu afin de répondre à deux
critères de base : la simplicité, pour assurer l’efficacité du calcul, et l’extensibilité. Soit
ffx) la fonction à échantillonner.
Fondamentalement, le seuillage hiérarchique est simplement une approche récursive
du principe d’échantillonnage par rejet. Par conséquent, notre objectif initial est le
même échantillonner uniformément l’espace de f(x), puis effectuer le test de rejet. La
nuance se situe au niveau de la génération des échantillons candidats, celle-ci se fait
suivant im algorithme récursif, de façon à remplir graduellement “par le bas” l’espace,
à la manière d’un verre que l’on remplit d’eau. Nous verrons, dans cette section, les
trois éléments de notre algorithme : la génération des candidats, la définition de la
fonction d’importance et la base du test de rejet.
Le premier élément de notre algorithme est la génération des candidats, qui a
pour but d’échantillonner progressivement et uniformément l’espace. Nous utilisons,
pour ce faire, des séquences à basse discrépance. Toute séquence peut être utilisée,
pourvu qu’elle puisse être construite récursivement et qu’elle permette un remplissage
progressif de l’espace. En pratique, nous avons choisi d’utiliser les séquences van der
Corput fVDC) (définies dans la section 2.1), pour leur simplicité et letir applicabilité
dans le contexte de l’évaluation de l’éclairage direct (voir chapitre 5). La figure 4.3
x X
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illustre l’approche, en utilisant une séquence VDC en base b = 2. On fixe tout d’abord
le niveau maximal de subdivision, L = 4 dans ce cas, puis on génère récursivement les
points de la séquence. On attribue alors à chaque point des coordonnées 2D : la position
dans la séquence en abscisse, et l’indice dans la séquence en ordonnée. Il en résulte une
distribution uniforme, mais qui est générée progressivement et “par le bas”.
Fic. 4.3
— Génération récursive d’une distribution 2D uniforme d’échantillons. On utilise
une séquence van der Corput en base b = 2, pour laquelle on a fixé un niveau maximal
de subdivision L = 4. Les coordonnées de chaque point sont définies par sa position
dans la séquence (en abscisse) et son indice dans la séquence (en ordonnée). Ce procédé
introduit progressivement les points, remplissant graduellement l’espace.
Le deuxième élément de notre algorithme est la définition d’une fonction d’im
portance, approximant la forme de f(x). Nos échantillons candidats ayant des valeurs
entières bornées par [O; b’), alors que f(x), est bornée par [0; 1], il est nécessaire de
mettre f(x) à l’échelle en la multipliant par b’. Cela fait, nous définissons la valeur
d’importance de chaque feuille de la hiérarchie, comme étant la valeur moyenne locale
de la fonction. Il en résulte une fonction d’importance constante par morceau, notée
h(x), approximant f(x) par sa moyenne, à un facteur d’échelle près. La figure 4.4 illustre
ce processus.
Le troisième élément de notre algorithme est le test de rejet proprement dit. Nous
procédons comme à l’ordinaire, comparant chaque échantillon candidat à la fonction
d’importance Ït(x). La valeur d’un échantillon, qui est en fait l’indice dans la séquence
VDC, est appelée valeur de seuil. À ce point-ci, nous avons tm échantillon candidat ainsi
qu’une valeur d’importance par segment de la séquence. Ces segments sont en fait les
feuilles de la hiérarchie, obtenue par subdivision récursive du domaine initial.
L’algorithme complet de notre méthode est illustré par la figure 4.5 et le pseudo-code
0 0 1 0 2 1 0426 153f 04261527
8 12 10 14 9 03 11 15
niveau O niveau 1 niveau 2 niveau 3 niveau 4
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h(x)
x2 fi




6 12 10 14 9 13 11 15
Fic. 4.4 — Définition de la fonction d’importance. La fonction f(x) est mise à l’échelle en
tenant compte de la base b = 2 de la séquence VDC et du niveau maximal de subdivision
L = 4. À chacun des b’- éléments du domaine (tel que segmenté par la séquence), on
assigne comme valeur d’importance la valeur moyenne de la fonction sur l’élément.
La fonction d’importance résultante (illustrée par un trait noir continu), h(x), est une
approximation constante par morceau de f(x) par sa moyenne, à un facteur d’échelle
près.
de la fonction Subdivise() est également donné ci-après. À chaque niveau de subdivi
sion, les segments sont illustrés par des boîtes bleues, dont la hauteur correspond à
l’indice dans la séquence VDC, qui est également la valeur de l’échantillon. La fonc
tion considérée (trait noir pointillé), f(x), est visible à chaque niveau. Au niveau 4, la
fonction d’importance (trait noir continu), est donnée. La dernière image sur la droite
donne le résultat après rejet (rouge pour les candidats rejetés, vert pour les candidats
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acceptés).
fonction Subdivise (noeud)
Effectue une stibdivision récursive d’un noeud de la hiérarchie. L est le ni
veau maximal de subdivision. MAX et AVG donnent le maximum local et la
moyenne locale de la fonction. Le facteur d’échelle c permet de varier le nombre
d’échantillons obtenus.
si noeud.niveau == L alors
si noeud.seuil AVG(noeud) x c alors
L liste <— liste + PlaceEchantillon(noeud)
sinon
si noeud.seuil MAX(noeud) x c alors
pour chaque enfant faire
enfant.niveau — noeud.niveau + 1
enfant.seuil — CalculeSeui 1 (noeud, enfant)
Subdivise (enfant)
fic. 4.5 — Seuillage hiérarchique. Les échantillons candidats (points bleus) sont générés
par construction récursive de la séquence VDC et remplissent graduellement l’espace.
La fonction f(x) (en trait pointillé noir) est donnée pour chaque niveau de subdivision.
Chaque segment de la séquence est illustré par ime boîte bleue dont la hatiteur cor
respond à l’indice dans la séquence. La fonction d’importance h(x) (en trait plein noir)
est donnée pour le niveau 4. La dernière image sur la droite présente, avec un code
de couleur (rouge pour les candidats rejetés et vert pour ceux acceptés), le résultat de
l’algorithme. Dans ce cas-ci le taux de rejet est de 11/16, soit 68,75%.
Nous avons exprimé, suivant une approche récursive, l’échantillonnage par rejet
classique. Rappellons qu’il est nécessaire, comme pour toute méthode basée sur le rejet,
0 1 Ô 2 1 3 04261537 04261537
8 12 10 14 9 13 11 15
niveau 1 niveau 2 niveau 3 niveau 4 résultat
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que f(x) soit bornée. Nous ajoutons la contrainte que les bornes soient [O; 1J, cepen
dant toute fonction bornée peut être normalisée de façon à respecter cette contrainte
additionnelle.
4.2.1 Identification des branches stériles
L’application directe de notre algorithme est foncièrement inefficace, puisqu’elle
implique une évaluation de la fonction pour toutes les feuilles de la hiérarchie, ce qui
revient à évaluer la totalité de la fonction. Bien que théoriquement valide, cette approche
n’est donc pas applicable en pratique. Heureusement, comme avec l’échantillonnage
par rejet classique, il est possible d’utiliser une fonction enveloppe, q(x), de façon à
limiter le nombre de candidats. Dans notre cas, ceci se fait en coupant des branches de
la hiérarchie. Afin de garantir le bon fonctionnement de l’algorithme, il est nécessaire
qu’aucune information ne soit perdue. Par conséquent, seules les branches stériles sont
coupées. Une branche est considérée stérile si tous les candidats qu’elle produit sont
rejetés.
La fonction enveloppe utilisée est simplement le maximum local, évalué indivi
duellement pour chaque noeud de la hiérarchie. Au fil des subdivisions, cette valeur se
raffine puisque le support des noeuds diminue. En couplant cette fonction enveloppe
avec les valeurs de seuil des séquences VDC, il est facile d’identifier, sans ambiguïté
possible, les branches stériles. Pour ce faire, nous exploitons une caractéristique impli
cite des séquences VDC : les valeurs de seuil croissent de façon monotone à chaque
subdivision. La figure 4.6 illustre le résultat de l’application de ce principe. Prenons,
par exemple, le noeud le plus à droite du niveau 2. On constate que la valeur de seuil
de ce noeud (indiquée par la hauteur de la boîte) est supérieure au maximum local de
f(x) (indiqué par un trait plein bleu). À partir de ce point, au ifi des subdivisions les
valeurs de seuil ne feront que croître, alors que les valeurs locales de maximum vont
décroître. Tous les noeuds auront donc un seuil supérieur au maximum local et, à plus
forte raison, à la moyenne locale. Tous les candidats générés dans cette branche seront
alors nécessairement rejetés, et elle peut être coupée.
Notez que, initialement, la fonction enveloppe et la fonction d’importance ne sont
pas connues. Elles seront définies dynamiquement, durant la traversée de la hiérarchie,
en même temps que les échantillons sont générés. En général, ces deux étapes (définition
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Fic. 4.6 — Seuillage hiérarchique efficace. À chaque niveau de la hiérarchie, on évalue
pour chaque noeud le maximum local. Dès que la valeur de seuil d’un noeud est
supérieure au maximum local (trait plein bleu), la branche est coupée (l’échantillon est
immédiatement marqué en rouge, sans qu’il soit nécessaire d’évaluer la valeur d’im
portance). Au dernier niveau, pour chaque noeud dont la valeur de seuil est inférieure
au maximum local, on évalue la valeur d’importance (trait plein noir). La dernière
image sur la droite présente, avec un code de couleur (rouge pour les candidats rejetés
et vert pour ceux acceptés), le résultat de l’algorithme. Dans ce cas-ci, le taux de rejet
est de 6/11 (54,54%), au lieu de 11/16 (68,75%) pour la version non-hiérarchique.
des fonctions et échantillonnage) sont effectuées séquentiellement.
4.3 Extension à d dimensions
Notre algorithme de seuillage hiérarchique étant basé sttr l’échantillonnage par
rejet, il se généralise aisément à toutes les dimensions. Pour une fonction définie sur
d dimensions, on échantillonne de façon uniforme l’espace de d + 1 dimensions en
utilisant une séquence à basse discrépance appropriée. Chaque échantillon candidat
est alors testé pour rejet en fonction de sa valeur dans la (d+ l)ème dimension, c’est-à-dire
la valeur de seuil obtenue avec la séquence.
Nous abordons ici le cas particulier de l’échantillonnage de fonctions définies sur
deux dimensions. Ce cas est particulièrement répandu en infographie, où beaucoup de
systèmes, y compris celui développé pour notre application de rendu photo-réaliste,
utilisent de l’information encodée dans des images 2D. La distribution des échantillons
candidats est obtenue en appliquant une séquence VDC en base 4 sur un schéma
inspiré par celui de Bayer [Bay73J, tel qu’illustré dans la figure 4.7. La représentation
résultat
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hiérarchique est obtenue par subdivision récursive du domaine en quatre quadrilatères
égaux. Il en résulte une structure pyramidale, déjà largement exploitée dans le domaine
de l’infographie [Wi183J. Bien que la figure 4.7 utilise directement le schéma de Bayer
pour indexer les enfants, en pratique, l’indexation est permutée aléatoirement de façon
à éliminer le biais (voir section 4.4).
10) 6) )
24(2) 1,(1) 2) 14) 1) 13)
20,(8) 104(4) 234(11) 13.(7)
0,)0) 3.(3) 004(0) 30,(12) 03.(3) 334(15)1
FIG. 4.7 — Échantillonnage uniforme d’un espace tri-dimensionnel, utilisant une
séquence VDC en base 4 appliquée à un schéma de Bayer. Les valeurs des noeuds
de l’arbre sont données en base 4, et en base 10 entre parenthèses. Les valeurs en base
10 sont obtenues en considérant le chiffre de poids fort à gauche.
4.4 Élimination du biais
Étant basées sur l’échantillonnage, les méthodes Monte Carlo ne donnent pas des
résultats exacts. En infographie, la variance des résultats se traduit en bruit dans
l’image. Cependant, si la méthode utilisée n’est pas biaisée, la couleur et l’intensité
moyennes de l’image restent invariables et seule l’amplitude du bruit varie avec le
nombre d’échantillons. Rappelons que notre approche appartient à la catégorie des
méthodes quasi-Monte Carlo, puisqu’elle se base sur l’utilisation de nombres quasi-
aléatoires, et qu’elle est par conséquent déterministe et nécessairement biaisée. La
figure 4.8 montre des exemples d’images obtenues avec 16 et 64 échantillons par pixel,
pour ime distribution biaisée et l’autre non biaisée. On constate que le biais se traduit,
visuellement, par un effet de palier dans les ombrages et par une couleur moyenne
variant suivant le nombre d’échantillons. Ces deux artefacts visuels sont liés à la même
cause : la distribution des échantillons varie peu d’un pixel à l’autre de l’image. Dans
notre image, la normale au plan étant constante, seule la différence (minime) d’orien
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tation du vecteur vers la caméra affecte l’intégrale de la lumière réfléchie. Avec un
processus déterministe, le positionnement des échantillons sera alors très similaire,
comme illustré par la figure 4.9. Ce phénomène est communément appelé effet rideau de
douche. C’est également la cause du changement de coloration que l’on observe entre
les deux images. En pratique, ce changement de coloration est dû à l’apparition (ou
à la disparition) soudaine d’un échantillon, dont l’intensité est suffisante pour que sa
contribution soit remarquée.
Il est difficile de s’accommoder de biais en infographie. Si le résultat visuel peut
être acceptable pour une image donnée, il l’est rarement potir une animation où les
changements brusques dans l’ombrage et la couleur sont criants. Il est donc nécessaire
d’éliminer, autant que possible, toute source de biais. Bien que, conceptuellement, il
n’y ait qu’une seule source de biais dans notre algorithme (l’utilisation d’une séquence
quasi-aléatoire), en pratique, on distingtie trois éléments distincts qui contribuent au
biais : l’attribution des codes aux différents noeuds de la hiérarchie, le positionnement
des échantillons dans les noeuds, et la discrétisation des valeurs de seuil des noeuds.
Chaqtie élément sera traité individuellement dans la suite de cette section.
4.4.1 Attribution des codes
Dans la section 2.1, nous avons donné l’expression mathématique, ainsi que la règle
de production récursive, des séquences VDC. La règle de production est déterministe
et donne une séquence fixe. C’est pour marquer l’aspect invariable des séquences à
basse discrépance qu’on utilise le terme quasi-aléatoire, qui peut porter à confusion,
puisque ces séquences n’ont en fait rien d’aléatoire. En pratique, le déterminisme des
séquences VDC réside dans l’assignation des indices lors de la subdivision. Ainsi, pour
les séquences VDC en base 2, l’enfant de gauche se voit toujours assigné l’indice O, alors
que l’enfant de droite se voit toujours assigné l’indice 1.
Il suffit, pour éliminer le déterminisme des séquences VDC, de permuter l’assigna
tion des indices aux enfants, lors de la subdivision. Évidemment, la séquence obtenue
n’est plus urne séquence VDC à proprement parlei mais on conserve la propriété de
basse discrépance et d’uniformité dans la distribution. Pour la séquence en base 2, il y
a deux permutations possibles, pour le cas général de la base b, il y a b! permutations
possibles. La figure 4.10 illustre la distribution obtenue en plaçant les échantillons au
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Fia. 4.8
— Effet du biais dans les distributions de points. Le niveau de bruit est moins élevé
pour les images biaisées. Cependant, la couleur change suivant le nombre d’échantillons
tel qu’on peut le voir dans l’image “différence”, où les changements de couleurs, entre
les images obtenues avec 16 et 64 échantillons, sont uniformes dans le cas biaisé et
aléatoires dans le cas non biaisé. De pltis, on constate des effets de paliers dans l’ombrage
(le cercle rouge en indique un).
16 échantillons 64 échantillons différence
(accentuée)
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FIG. 4.9 — Échantillons obtenus pour deux pixels adjacents de la scène de la figure 4.9.
Les deux pixels considérés sont sur le plan. La première ligne montre les échantillons
obtenus par utilisation directe de la séquence VDC, alors que la seconde ligne montre les
échantillons obtenus avec notre variante non biaisée. Dans le cas biaisé, les deux pixels
partagent 80% de leurs échantillons (marqués en rouge). La qualité de la distribution
non biaisée est, a priori, similaire à celle de la distribution biaisée.
pixel A pixel B
t • t •• • 4 *• • • 4 s.
. .
. .
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centre des feuilles de la hiérarchie, en utilisant l’assignation suivant le schéma de Bayer
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— Effet des permutations sur la distribution de 100 points. L’image de gauche
présente la distribution obtenue avec une séquence VDC en base 4 et une assignation
des indices suivant le schéma de Bayer. Au milieu et à droite sont présentées des
distributions obtenues en utilisant la même séquence, mais une assignation aléatoire
des indices. Sous chaque image est également indiquée la discrépance étoile de la
distribution (telle que définie dans la section 2.1).
4.4.2 Positionnement de l’échantillon
Dans la figure 4.10, les échantillons sont placés au centre des fetiilles de la hiérarchie.
Bien que les noeuds soient indexés aléatoirement, le pas de discrétisation n’en est pas
moins visible. Plus les échantillons sont placés à un niveau profond de la hiérarchie
et moins cet effet se fera sentir (et II disparaîtrait avec une profondeur infinie). La
figure 4.11 illustre l’impact de la profondeur sur le positionnement des échantillons.
II est nécessaire, pour que l’échantillonnage ne soit pas biaisé, que toute région
du domaine puisse être échantillonnée. Si les échantillons sont positionnés de façon
déterministe, seuls les sommets de la grille de discrétisation seront échantillonnés, ce
qui implique qu’il faut une grille infiniment dense (ou une hiérarchie de profondeur
infinie dans notre cas) pour que l’échantillonnage soit non biaisé.
En pratique, l’échantillon est simplement positionné aléatoirement dans le noeud
dès que la densité est suffisante (à L = 3 dans l’exemple de la figure 4.11). Notez




FIG. 4.11 — Effet de la prodondeur de la hiérarchie sur la distribution de 64 points. Pour
l’image de gauche, le niveau de subdivision maximal est fixé à L = 3, alors qu’il est fixé
à L = 7 pour l’image de droite. Dans les deux cas, les 64 premiers échantillons (d’après
les valeurs de seuil) sont tracés. Le pas de discrétisation est 2 = 16 fois plus petit dans
l’image de droite, et n’est déjà plus visible à l’oeil nu.
qtie l’effet obtenu est exactement le même que si l’on avait placé les échantillons à
une profondeur infinie (en assumant que l’indexation des enfants est faite de façon
aléatoire).
4.4.3 Discrétisaion des valeurs de seuil
La troisième et dernière source de biais provient de la discrétisation des valeurs de
setiil. Comme mentionné, ces valeurs sont en fait des indices dans la séquence VDC,
et donc des nombres entiers. Il est par conséquent impossible, avec un nombre fini
d’échantillons, d’évaluer exactement une valeur donnée.
Pour illustrer ce problème, considérons l’intégrale d’une fonction. L’estimateur est
trivial, on évalue simplement la proportion d’échantillons candidats sélectionnés, qui
approxime l’aire sous la courbe et donc l’intégrale de la fonction. Soit une fonction
constante f(x) = 0,45. On veut évaluer l’intégrale de cette fonction pour O x
1 en utilisant une séquence VDC en base 2. Le résultat est donné pour différents
niveaux de subdivision dans le tableati 4.1. Pour un niveau donné, le taux d’acceptation
est constant, par contre il varie d’un niveau à l’autre. De plus, on observe un effet
d’aliassage, puisque le taux d’acceptation varie par sauts et peut rester inchangé d’un
niveau à l’autre.
II suffit, pour éliminer l’effet de la discrétisation, d’ajouter à chaque valeur de seuil
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Niveau de Nombre de Valeur de f(x) Taux
subdivision candidats normalisée d’acceptation
3 8 3,6 0,5
4 16 7,2 0,5
5 32 14,4 0,46875
6 64 28,8 0,45313
7 128 57,6 0,45313
8 256 115,2 0,45313
9 512 230,4 0,45117
TAB. 4.1
— Évaluation de l’intégrale d’une fonction constante f(x) = 0,45 en utilisant une
séquence VDC en base 2. Le taux d’acceptation varie suivant le niveau de subdivision
utilisé, mais il est constant pour un niveau donné.
un nombre aléatoire e [0; 1).
4.5 Extension au produit de plusieurs fonctions
Notre méthode peut s’appliquer à toute fonction f(x). En particulier, il pourrait
s’agir du produit de plusieurs fonctions fi(x)
f(x) = flf(x).
Une étape de précalcul est effectuée. Pour chaque fonction considérée, la moyenne
et le maximum sont évalués pottr chaque noeud de la hiérarchie. Ce précalcul est limité
à une certaine profondeur de la hiérarchie, au-delà de laquelle la fonction est considérée
constante.
Dans le cas où une seule fonction est considérée, les valeurs précalculées du
maximum et de la moyenne sont directement utilisées dans l’algorithme de seuillage
hiérarchique. Cependant, dans les cas où plusieurs fonctions sont impliquées, une es
timation est calculée dynamiquement, pendant la traversée de l’arbre. Pour un noeud
j, le maximum et la moyenne locaux du produit sont respectivement approximés par
le produit des maxima et moyennes locaux de chaque fonction:
Max1(f) fl Max1(fi)
Avg1(f) flAvgj(J).
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Dans le cas dii maximum, il s’agit d’une estimation conservatrice, ce qui est essen
tiel, puisque cette valeur sera utilisée pour couper des branches de la hiérarchie. No
tez aussi que, pltts on descend dans la hiérarchie, pltis ces estimations sont précises.
Puisque l’algorithme ne coupe pas les branches considérées importantes, la précision
des estimations sera meilleure pour les régions contribuant le plus à l’intégrale du
produit.
4.6 Nombre d’échantillons
Il est souhaitable d’être en mesure de spécifier le nombre d’échantillons utilisés
pour une estimation Monte Carlo. Cela est cependant problématique dans le cas des
méthodes par rejet. En effet, deux facteurs influent sur le nombre d’échantillons obte
nus : le nombre de candidats, et l’intégrale de la fonction d’importance. Dans notre cas,
le nombre de candidats est lié au facteur de subdivision b, ainsi qu’au niveau maximal
de subdivision L. On note la fonction d’importance h(x), et son intégrale H, et on obtient
l’expression suivante pour l’espérance de N, le nombre d’échantillons obtenus:
E[NJ=HxbL. (4.1)
Puisque h(x) est une fonction constante par morceau qui approxime f(x), il est possible
de modifier le nombre d’échantillons obtenus en multipliant f(x) par une constante c.
Soit F
= f f(x) dx, on a H cf, qui peut être utilisé dans l’équation 4.1 pour obtenir c:
(4.2)
F x b’
Il est important de rappeler que l’on assume que la fonction échantillonnée est bornée
par [0; 11. Par conséquent, bien que l’on puisse avoir c > 1, 11 faut s’assurer que O
cf(x) 1, pour que le test de rejet soit valide.
La constante c est définie en fonction de F, or c’est justement cette intégrale que l’on
cherche à calculer. Heureusement, une valeur approximative suffit pour nos besoins.
Bien évidemment, la valeur de f étant approximative, N sera différent de la valeur
attendue. Si cette différence est supérieure à un certain seuil, il est possible de raffiner
C itérativement:
Ct+1 = Ct x N/M, (4.3)
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avec N le nombre d’échantillons désirés et M le nombre d’échantillons obtenus à
l’itération t.
Dans notre application, nous fixons L = 15, qui correspond au niveau maximal où
les valeurs de seuils peuvent être encodées avec 32 bits. Nous utilisons la profondeur
maximale, de façon à pouvoir traiter une grande variété de cas, y compris ceux où
l’intégrale évahtée est extrêmement petite. f est estimé en subdivisant deux fois le
noeud racine, puis en évaluant la valeur moyenne de Ii(x) pour tous les noeuds de ce
niveau. En utilisant une tolérance de 20%, le nombre moyen d’itération est d’environ
1,3 et dépasse très rarement 2. Bien sûr, si l’on échantillonne une seule fonction, et non
pas un produit, l’intégrale de la fonction est connue (grâce au précalcul) et le nombre
d’itération moyen est très proche de 1.
4.7 Estimateur Monte Carlo
Notre méthode utilise l’échantillonnage par rejet potir distribuer les échantillons sui
vant une certaine fonction d’importance. L’estimateur Monte Carlo pour l’échantillon
nage suivant l’importance est:
(4.4)
où p(x) est la densité de probabilité (PDF) qui sert de fonction d’importance. Une PDf
a deux caractéristiques : p(x) > O et f p(x) dx = 1. Notre fonction d’importance, h(x),
satisfait à la première exigence, mais n’intègre pas à 1. Il est donc nécessaire de la
normaliser par rapport à son intégrale H. Puisque h(x) est définie comme étant l’union
de la valeur moyenne de f(x) pour chaque feuille de la hiérarchie (voir section 4.2), son
intégrale est simplement la somme des contributions de chaque fetiille:
ut ut
H Iz X = Avg(f) X (4.5)
où h and Avg(f) sont, respectivement, la valeur de h(x) et la valeur moyenne de f(x)
pour le ème noeud, l est le niveau du noeud dans la hiérarchie, m le nombre de feuilles
de la hiérarchie, etc est le facteur d’échelle définit dans la section 4.6. L’aire relative d’un
noeud par rapport au niveau maximal de subdivision est donnée par b’, et est utilisée
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Nous avons choisi d’appliquer notre méthode d’échantillonnage au problème d’éva
luation de l’éclairage direct en un point. Ce sujet a été largement traité durant les
dernières années, aussi bien dans le contexte des applications interactives, que dans
celui du rendu photo-réaliste (voir chapitre 3).
Notre implémentation se base sur les travaux de Debevec [Deb98J sur l’éclairage
à base d’images. Le principe de cette méthode est d’approximer les éléments éloignés
de la scène par un modèle de lumière, et de modéliser uniquement la géométrie et
les interactions des éléments locaux de la scène. Le modèle de lumière des éléments
distants est obtenu en créant des cartes onmidirectionnelles encodant un large spectre
dynamique (HDR). Ces cartes sont construites en photographiant sous différents points
de vue, et à différents temps d’exposition, une sphère réflective placée au point d’intérêt.
Pour plus d’information, reportez-vous aux travaux de Debevec et Malik [DM97], sur
la création d’images à large HDR, et de Debevec [Deb981, sur la création de cartes
omnidirectionnelles. À titre d’exemple, nous présentons, dans la figure 5.1, la carte
d’environnement de la cathédrale de Grâce, qui est utilisée dans la plupart des résultats
que nous présentons. Cette carte et d’autres peuvent être obtenues à ces adresses
http ://debevec.orgfProbes/ et http ://gl.ict.usc.edu/Data/HighResProbes/.
Cette approche est généralement utilisée pour intégrer des éléments virtuels dans
des scènes réelles. Pltis récemment, Debevec et al. [DHTOO] ont développé ime méthode
de capture de la réflectance d’un visage permettant d’intégrer des personnages virtuels
photo-réalistes dans des scènes filmées. Le volume d’information contenu dans ces
cartes omnidirectionnelles est considérable et ne cesse d’augmenter (à titre d’exemple,
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l’équipe de Paul Debevec a récemment rendu publiqtie irne carte de 18 méga pixels). Il
n’est évidemment pas possible de tenir compte de la totalité de l’information contenue
dans l’image et, si les premières approches utilisaient un sous-écharttillonnage régulier
pour limiter 1’ ampleur du calcul à effectuer, des méthodes d’échantillonnage suivant
l’importance ont été développées depuis et donnent d’excellents résultats à moindre
coût.
5.1 Projections
Une variété de projections ont été utilisées afin d’encoder de l’information omnidi
rectionnelle sur i.m plan. Nous présentons succintement les principales, ainsi que celle
que nous avons choisi d’utiliser.
La projection panoramique est sans doute la plus courante en infographie, du
moins dans le contexte du rendu photo-réaliste. Il s’agit d’une projection sur un do
maine rectangulaire, où la longitude d’un point est reportée sur l’axe horizontal, alors
que la latitude est reportée sur l’axe vertical. Elle a été souvent utilisée dans des fra
vaux d’échantillonnage de l’éclairage direct, notamment dans [KKO3, 0DJ04, CJAMJO5,
CETCO6J. C’est ime projection intuitive, qtli a l’avantage d’être rectangulaire et donc
de se prêter facilement au traitement numérique. Son principal inconvénient, qui est
aussi celui de la plupart des autres projections, est la distorsion qu’elle cause, parti
culièrement dans les zones polaires. Aussi, les éléments discrets de cette projection
n’ont pas une aire constante (ils ne couvrent pas le même angle solide).
fIG. 5.1
— Carte d’environnement omnidirectionnelle de la cathédrale de Grâce. Le large
spectre dynamique encodé permet de récupérer aussi bien l’information des zones
claires (à gauche), que celle des zones sombres (à droite).
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La projection sur les faces d’un cube est principalement utilisée pour les applica
tions interactives. Cette projection est d’ailleurs supportée directement sur les cartes
graphiques actuelles. La distorsion est moindre que dans le cas du paramétrage pa
noramique, mais l’aire des éléments discrets n’est toujours pas constante. De plus, il
existe des discontinuités aux bordures des faces du cube.
La projection sphérique correspond à la vue d’une scène se reflétant sur une
sphère miroir. Elle est également supportée directement sur les cartes graphiques.
Il est intéressant de noter que c’est la base même de la construction des cartes omni
directionnelles produites par Debevec et al. [Deb98]. La projection angulaire est une
variante très proche, où la distance radiale au centre est directement proportionnelle à
l’angle couvert, offrant une résolution plus uniforme. La distorsion est, dans les deux
cas, considérable à la périphérie de la projection. Les premières cartes d’environne
ment produites par Debevec étaient données suivant la projection angulaire, mais les
dernières utilisent la projection panoramique.
Moins fréquente, la projection octaédrique offre une distorsion moindre, à la manière
de la projection sur le cube. Son domaine de projection a l’avantage d’être carré (contrai
rement au cube, qui encode séparément les six faces), et elle a récemment été utilisée
pour cette raison par Wang et al. [WZS06J, puisque cela permettait l’application directe
de la compression en ondelettes de Haar.
Enfin, il existe la projection paraboliqtie, qui a été introduite par Heidrich et
Seidel [HS98J. Cette projection a été définie pour répondre au problème de sous-
échantillonnage à la périphérie de la projection sphérique. Elle est également conçue
de façon à permettre une projection rapide depuis l’espace 3D et d’être intégrable
facilement dans les cartes graphiques.
5.1.1 HEALPix
Nous avons choisi, pour notre implémentation, d’utiliser la projection HEALPix
(Hierarchical Equal-Area isoLa titude Pixetisation). Le nom même de cette projection sou
ligne ses caractéristiques clés, qui sont la raison de notre choix. Il s’agit donc d’une pro
jection potivant être exprimée de façon hiérarchique, ce qui est évidemment essentiel au
bon fonctionnement de notre algorithme. Elle permet une discrétisation en pixels d’aire
égale. Par aire égale, nous entendons que l’angle solide couvert par chaque pixel de la
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fic. 5.2 — Projection HEALPix (Hierarchical EquaÏ-Area isoLatitude Pixelisation) pour N =
1,2,4. Avec N = 1, la sphère est subdivisée en 12 quadrilatères curvilignes d’aire égale.
II est possible de passer d’un niveau à l’autre par subdivision récursive, créant la
représentation hiérarchique, qui a donné son nom à la projection. On constate la faible
distorsion des pixels de la projection, due à un traitement distinct des zones polaires
(projection pseudo-cylindrique) et de la zone équatoriale (projection cylindrique).
projection est constant. Cette caractéristique simplifie le processus d’échantfflonnage,
puisqu’il n’est pas nécessaire de tenir compte d’un quelconque factetir de forme pour
pondérer la contribution d’un pixel donné. Enfin, les centres des pixels sont répartis
sur des anneaux parallèles de latitude constante. Cette caractéristique aura un impact
sur le processus d’interpolation et l’encodage de données hémisphériques (comme les
BRDFs). La projection HEALPix a déjà été utilisée dans le domaine de l’infographie par
Wan et al. [WWLO5].
La figure 5.2 illustre les trois premiers niveaux de subdivision de la projection HEAL
Pix. Cette projection a été initialement développée dans le domaine de l’astrophysique
par Gérski et al. [GHBO5J, pour le traitement de données omnidirectionnelles. Il s’agit
en fait d’une famille de projections ayant toutes les mêmes caractéristiques. La variante
que nous utilisons, et que nous appelons simplement projection HEALPix, est décrite
en détail dans l’article de Gôrski et al. Une analyse mathématique plus poussée de la
projection, ainsi qu’une présentation de certaines variantes, ont été faites par Calabretta
et Roukema [CR041.
La projection HEALPix distribue, aussi uniformément que possible, 12N2 points sur
la sphère unitaire. En fixant N = 1,2,4, on obtient les trois images de la figure 5.2. Pour
N = 1, on a une subdivision de la sphère en 12 faces, et N correspond en fait au côté
(en nombre de pixels) de chaque face de la projection. Dans la figure, les points bleus
indiquent les centres des pixels, et sont alignés sur des anneaux parallèles de latitude
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Fic. 5.3 — Projection HEALPix en coordonnées cylindriques pour Ï = 2. On constate
la répartition équidistantes des centres des pixels sur des anneaux parallèles de lati
tude constante. La discontinuité dans la projection, entre les zones polaires et la zone
équatoriale, à Izi = 2/3 est également visible.
fixe. Il est possible d’aller d’un niveau à l’autre par subdivision récursive des pixels.
Ainsi, en notant t le niveau de subdivision, on a N = 21.
La latitude est mesurée par la coordonnée Z, ou encore l’angle 8, avec z = cos(8). La
longitude est mesurée par l’angle à partir de l’axe X. On dénote trois sections dans la
projection, les deux zones polaires et la zone équatoriale. Pour la zone équatoriale, la
projection HEALPix est en fait une simple projection cylindrique avec préservation de
l’aire Pour les zones polaires, il s’agit d’une projection pseudo-cylindrique minimisant
la distorsion, assurant ainsi i.me meilleure uniformité des pixels. La figure 5.3 illustre
la projection HEALPix dans un système de coordonnées cylindriques, pour Ï = 2. La
discontinuité dans la projection, pour Izi = 2/3, apparaît clairement dans cette figure.
La disposition des pixels, suivant des anneaux parallèles de latitude fixe, est également
visible.
Les anneaux de la projection HEALPix ont quelques caractéristiques intéressantes. Il
en existe (4N— 1), et les centres des pixels sur i.m anneau sont équidistants. L’indice d’un
anneau, noté j, est calculé à partir du pôle nord, avec j 1. En raison de la discontinuité
dans la projection, les zones polaires et la zone équatoriale ont des caractéristiques
différentes. Dans la zone équatoriale, il y a 4N pixels par anneau, alors qu’il y a 4i pixels
par anneau dans la zone polaire nord. La zone polaire sud est caractérisée de façon
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symétrique à la zone nord. La coordonnée z est définie par:
— dans la zone équatoriale
1
—
dans la zone polaire nord.
II existe deux systèmes de coordonnées permettant d’identifier un pixel de la pro
jection HEALPix. Le premier système de coordonnées, que nous appellerons par face,
identifie im pixel en spécifiant la face à laquelle il appartient, les coordonnées (u, y)
dans la face, ainsi que le niveau de subdivision Ï. Les faces sont indexées, du nord au
sud, suivant les anneaux, à partir de O. Les coordonnées d’un pixel, dans le système
par face, sont de la forme (face, u, y, 1). La figure 5.4 illustre cette notation. Il est facile
de quantifier l’écart par rapport au centre d’une face à l’aide des coordonnées (u, y).
Horizontalement, l’écart est de (u — y), alors que verticalement, il est de (u + u). Ceci
permet de retrouver très rapidement la longitude d’un pixel, par rapport au centre
de la face à laquelle il appartient. En effet, les pixels étant équidistants sur un anneau, il
suffit d’évaluer l’écart horizontal (u — y) et de le multiplier par le demi-pas entre deux
pixels. De même, il est facile de retrouver l’indice de l’anneau sur lequel an pixel est
situé, en additionnant l’écart vertical (u + y) à l’indice du premier anneau d’une face.
Ces deux mesures permettent de reprojeter efficacement un pixel HEALPix en 3D.
Le second système de coordonnées, que nous appellerons par anneau, identifie un
pixel en donnant sa position j dans l’anneau i sur lequel il est situé, ainsi que le niveau de
subdivision t. Les coordonnées d’un point, dans le système par anneau, sont de la forme
(j, 7,1). Comme notis le verrons plus loin, ce système est particulièrement approprié
lorsque l’on veut interpoler les données, puisque l’interpolation se fait suivant les
anneaux et non suivant les faces.
5.2 Représentation des différentes fonctions
Notre objectif est d’évaluer, par échantillonnage suivant l’importance, l’illumination
directe en un point de la scène, définie par l’équation 3.1. Les différentes méthodes
d’échantillonnage proposées jusqu’à présent (voir chapitre 3) tenaient compte de l’éclai
rage (encodé dans une carte d’environnement), de la réflectance (BRDf), ou du produit
des deux. Dans notre implémentation, nous proposons une approche simple permettant
de définir une carte de visibilité approximative, qui sera également prise en compte
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FIG. 5.4
— Aplat de la projection HEALPix pour le niveau de subdivision t = 2. Les faces
sont indexées du nord au sud, suivant les anneaux. La base des coordonnées (u, y) est
la même pour chaque face. Les coordonnées d’un pixel dans la hiérarchie sont de la
forme (face, u, y, 1). Le pixel (6, 1,2,2) est dessiné en bleu.
dans l’évaluation de la fonction d’importance (voir section 5.4).
Dans cette section, nous abordons la représentation de chaqtie fonction. Notre ap
proche étant basée sur le précalcul, il est nécessaire d’enregistrer un volume conséquent
de données, de façon aussi compacte que possible. Les données sont directement
encodées suivant la projection HEALPix de façon à faciliter leur traitement. Pour
chaque fonction considérée, le maximum local et la moyenne locale de la fonction sont
évalués pour chaque pixel de la hiérarchie HEALPix, jusqu’à une certaine profondeur
prédéfinie.
Dans notre implémentation, l’échantillonnage est effectué dans le référentiel global,
et chaque face de la projection HEALPix est traitée séparément. En pratique, le seul
point notable, par rapport à l’algorithme déjà présenté, est le fait que les données de la
BRDF doivent être interpolées. Les détails seront donnés lorsque nous discuterons de
la représentation de la BRDE
5.2.1 Environnement
La carte d’environnement encode l’éclairage distant dans toutes les orientations.
Puisqu’il s’agit d’un éclairage considéré à l’infini, cette information est constante
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en tout point de la scène, et est donc exprimée dans un référentiel global. Puisque
l’échantillonnage est effectué dans le référentiel global, les valeurs locales de moyenne
et de maximum sont accessibles directement pour l’environnement. La figure 5.5 donne
la projection de la carte d’environnement de la cathédrale de Grâce, dans le format
HEALPix. En mémoire, la carte est enregistrée dans le système de coordonnées par
face. Ce système est plus approprié puisqu’il offre ime correspondance directe avec la
hiérarchie utilisée pour l’échantillonnage.
5.2.2 BRDF
La BRDF définit la réflectance d’un matériau et est supposée uniforme sur toute la
surface d’un objet. Nous ne traitons pas de fonctions variant spatialement ou tempo
rellement parce que, notre méthode reposant sur le précalcul, le volume de données
serait trop imposant et le temps de calcttl serait prohibitif. Dans le chapitre 7, où nous
abordons les travaux ftifttrs, quelques pistes pour traiter ce type particulier de fonctions
sont données.
Une BRDF encode généralement la réflectance d’un matériau dans une table 4D
indexée par des paires de coordonnées sphériques (Oj, j) (vecteur incident, depuis
la source de lumière), et (0,) (vecteur sortant, vers la caméra). L’implémentation
actuelle de notre système supporte uniquement les BRDFs isotropiques, qui peuvent
Fic. 5.5 — Projection HEALPix de la carte d’environnement de la cathédrale de Grâce.
Le niveau de distorsion est appréciable, par rapport à celui observé dans la figure 5.1.
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être réduites à des fonctions 3D dépendant de 0, 00, et — Nous enregistrons des
tranches de la BRDF en mémoire. Chaque tranche correspond à une carte 2D (Os,
pour une valeur de 60. La BRDF étant une caractéristique de la surface, elle est na
fttreÏlement exprimée dans le référentiel de la surface (ou encore, le référentiel local).
Chaque tranche est initialement définie dans le système de coordonnées par face, puis
les valeurs sont transférées dans le système par anneau. L’orientation O = O correspond
au pôle Nord dans la projection HEALPix, et seuls les anneaux de l’hémisphère nord
sont conservés, puisque potir les autres la réflectance est nulle (l’hémisphère stid est
sous la surface).
5.2.3 Visibilité
La carte de visibilité est évaluée durant l’exécution du programme, pour chaque
pixel. Afin d’accélérer le processus d’échantillonnage, la visibffité est calculée dans
le référentiel global, et est donc enregistrée, tout comme l’environnement, dans le
système de coordonnées par face, de façon à pouvoir indexer directement un pixel
dans la hiérarchie. Les détails de l’évaluation sont donnés dans la section 5.4.
5.3 Rotations et interpolation
L’échantillonnage se fait dans le référentiel global. L’environnement et la visibilité
sont également définis dans le référentiel global. Pour ces deux fonctions, pour chaque
noeud de la hiérarchie, il est possible d’obtenir directement les valeurs de la moyenne
et du maximum. Par contre, ce n’est pas le cas de la BRDF, puisqu’elle est définie dans
le référentiel local de la surface. Pour obtenir ces valeurs, il est nécessaire d’effectuer
une rotation, pour se placer dans le référentiel local, puis d’interpoler la moyenne, ou
d’évaluer le maximum d’après les pixels adjacents.
Pour chaque rayon primaire envoyé, il est nécessaire de définir la rotation per
mettant de passer du référentiel global à celui de la stirface. Puisque nous traitons
uniquement des BRDFs isotropiques, l’orientation du référentiel local n’a pas d’impor
tance. Il est facile d’en définir un qui soit valide, à partir de la normale à la surface.
On commence par définir un vecteur arbitraire Zi(—fly, n, ni). On définit ensuite la bi
tangente = X i3. Étant donnée la définition de fT, on est garanti que le h ne sera pas
dégénéré. Enfin, on définit la tangente ‘ = X ii. De toute évidence, pour une BRDF
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anisotropique, cette approche n’est pas possible, et il serait alors nécessaire d’avoir une
paramétrisation valide de la surface. Dans le référentiel local, la normale à la surface
pointe vers le pôle Nord de la projection, et correspond donc à On obtient directement
la rotation permettant de passer dans le référentiel local:
ï’ tx ty tz
R= j = li b b
lix n
Les valeurs des franches de la BRDF ont été calculées en assumant = O, ce qui n’est pas
nécessairement le cas. Pour compenser, il suffit d’effectuer me rotation additionnelle,
autour de ‘, de —. Avec ct = R, x la direction vers la caméra dans le référentiel
local, on a q atan2(C, Ci). La rotation totale, R, à effectuer est donc:
cos(—0)
— sin(—0) O t t t
R = sin(—0) cos(—0) O x 1, b b . (5.1)
0 0 1 n n n
La rotation étant définie, il nous faut maintenant calculer la moyenne et le maxi
mum de la BRDF pour mm noeud de la hiérarchie. L’échantillonnage est effectué dans
le référentiel global, suivant la hiérarchie de la projection HEALPix. Pour notre algo
rithme, nous avons besoin de la moyenne et du maximum de la BRDF, dans le référentiel
global. Pour ce faire, il suffit de projeter tin pixel dans le référentiel local, et d’évaluer
la moyenne et le maximum. Puisqu’un pixel, après rotation, peut en couvrir plusieurs,
les valeurs ne petivent être obtenties directement. La moyenne est interpolée, d’après
les pixels avoisinants, et le maximum est ajusté de manière à couvrir tout le voisinage
et demeurer conservateur. La figure 5.6 illustre la situation.
5.3.1 Interpolation
Il peut sembler intuitif de considérer les différentes faces de la projection HEALPix
comme mme série d’images, et d’appliquer un schéma d’interpolation biinéaire clas
sique, mais ce ne serait pas approprié. Outre le fait que l’interpolation aux frontières des
faces soit problématique, il faudrait aussi tenir compte des différentes discontinuités
dans la projection (aux frontières des zones, à IzI 2/3, et à la frontière des faces dans
les zones polaires).
En pratique, l’interpolation se fait suivant la répartition des pixels sur les anneaux.
La figure 5.8 illustre le procédé. Le point d’intérêt (4h, z) est indiqué en rouge. La
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Fic. 5.7 — Interpolation dans la projection HEALPix. Des discontinuités (identifiées par




Fic. 5.6 — Rotation d’un pixel de la hiérarchie. Après rotation, un pixel peut en couvrir
plusieurs. La valeur moyenne après rotation est obtenue en interpolant les valeurs des
pixels avoisinants dans la projection HEALPix, alors que le maximum est élargi, de
façon à rester conservateur.
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FIG. 5.8 — Interpolation dans la projection HEALPix. Afin d’obtenir la valeur au point
p, on interpole les valeurs des points voisins sur les anneaux adjacents, po P1 p2 et p3.
On effectue i.me interpolation bilinéaire, avec les pondérations A]1, A]2, et Ai.
coordonnée z est déjà connue, ptlisque la rotation est effectuée dans l’espace vectoriel;
par contre, la coordonnée
,
arctan(y,,x,) doit être calculée. Étant donné le nombre
de rotations effectuées, il est préférable d’utiliser une approximation pour le calcul de
Il nous faut, tout d’abord, trouver les indices des deux anneaux adjacents. Étant
donné un point de coordonnée z, au niveau de subdivision 1, l’indice i de l’anneau
au-dessus est:
2 x x (1
— z) si z > 2/3 (zone polaire nord)
= 2’ X (2 — 1,5 x z) si Izi 2/3 (zone équatoriale) (5.2)
4 X 2
— (2’ x ]3 X (1 + z)) si z < 2/3 (zone polaire sud).
La valeur de i obtenue est en virgule flottante, la partie entière est l’indice de l’anneau,
alors que la partie fractionnaire est utilisée comme facteur d’interpolation Ai. L’indice
de l’anneau du dessous est la partie entière de j + 1.
Il nous faut maintenant trouver les pixels à interpoler. Puisque le nombre de pixel
sur un anneau est connu et que ceux-ci sont équidistants, il est facile de trouver le pas,
, entre deux pixels de l’anneau ï. Rappelons qu’au niveau de subdivision Ï, nous
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avons 1 j <4N, avec N = 2!.
2n/4i siz > 2/3 (zone polaire nord)
= 2rt/4N si Izi 2/3 (zone équatoriale)
2n/(4 x (4N — i)) si z <2/3 (zone polaire sud).
En fonction de la zone considérée, la coordonnée j du premier pixel d’un anneau
varie. Pour les zones polaires, le premier pixel est à la position 4j = /2. Pour la zone
équatoriale, la position du premier pixel alterne entre çbj = 0, lorsque (j
— N) est impair,
et c/j
= A/2, lorsque (j — N) est pair. L’indice j du pixel adjacent est:
j = 1 + (4 — q)/4. (5.3)
Cette équation affecte l’indice j = 1 au premier pixel d’un anneau. j étant un nombre
en virgule flottante, l’indice est en fait la partie entière. La partie fractionnaire, Aj, est
la pondération utilisée dans l’interpolation.
La valeur moyenne d’un pixel, après rotation, est obtenue en interpolant les valeurs
des quatre pixels voisins. En ce qui concerne la valeur maximum, nous utilisons le
maximum des quatre pixels interpolés. Pour garantir que ce maximum est conservateur,
nous modifions l’étape de précalcul de façon à inclure, pour chaque pixel, son voisinage
immédiat (huit pixels voisins) lors du calcul du maximum local. La zone couverte par
le maximum ainsi obtenu est indiquée en gris dans la figure 5.6.
5.4 Visibilité
Tout comme la carte d’environnement, la carte de visibilité est définie dans le
référentiel global. Par conséquent, il n’y a pas de traitement particulier à effectuer, les
valeurs pour chaque noeud de la hiérarchie pouvant être obtenues directement. Cette
section détaille seulement le processus de création de la carte de visibilité. L’objectif
est simplement de créer une carte valide, afin de l’intégrer dans notre système, et de
vérifier le fonctionnement avec plus de deux fonctions dans le produit. L’approche
suivie est naïve et a été choisie potir sa simplicité.
La carte de visibilité est une fonction binaire. Pour une direction donnée, l’im
portance est O si un objet bloque la source de lumière (c’est-à-dire, dans notre cas,
une direction de la carte d’environnement), et 1 sinon. Ce type de fonction est délicat
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pour les méthodes Monte Carlo suivant l’importance. En effet, la convergence de ces
méthodes est garantie, quelque soit la fonction d’importance utilisée, en autant que la
fonction soit non nulle en tout point. Si une direction a une contribution non nulle, mais
irne importance nulle, elle ne sera jamais échantillonnée, et le résultat de l’estimation
sera biaisé. Par conséquent, il est nécessaire de bâtir une carte de visibilité conservatrice.
Notre fonction étant discrétisée en pixels, il faut que la totalité de l’angle solide couvert
par un pixel soit bloqtié, pour lui affecter une valeur d’importance nulle.
L’évaluation de la carte de visibilité, puisqu’elle est effecfttée pour chaque rayon
primaire, se doit d’être très rapide. Afin de réduire le temps de calcul de cette carte, un
compromis est fait au niveau de la précision. La visibilité est donc déterminée d’après
une approximation, à l’aide de formes géométriques simples (appelées primitives), de la
scène. En pratique, pour approximer les modèles polygonaux, nous utilisons une série
de sphères internes au modèle. Cette approche est inspirée par les travaux de Wang et
al. [WZSO6J, sur le calcul interactif d’ombres douces. Une approche très similaire a été
proposée par Hubbard [Hub96J pour accélérer la détection de collisions entre objets,
dans le contexte de la réalité virtuelle.
Fic. 5.9
— Approximation d’un modèle par un ensemble de sphères internes. L’ombre
projetée par les sphères est un sous-ensemble de l’ombre réelle projetée par le modèle.
La figure 5.9 présente le modèle du bouddha, et son approximation par un en
semble de sphères. Les sphères utilisées sont internes à l’objet. Cela nous assure qtte
l’ombre portée par l’approximation est un sous-ensemble de celle portée par le modèle
original, et donc que notre évaluation est conservatrice. Étant donné le nombre de
F ê
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sphères utilisées, il est nécessaire de les regrouper dans une hiérarchie, de façon à
accélérer le traitement. La figure 5.10 donne la représentation hiérarchique des sphères
approximant le modèle du bouddha. Cette hiérarchie est obtenue par regroupement
récursif des sphères en deux groupes, créant un arbre binaire. Les noeuds de l’arbre
sont des sphères englobantes. Le regroupement est fait de façon à favoriser des den
sités plus élevées. L’algorithme utilisé pour séparer les sphères en deux groupes est
expliqué dans la figure 5.11. Les sphères englobantes sont générées avec le module




— Hiérarchie construite à partir de 110 sphères internes. Aux niveaux Ï = 7,
seules les sphères internes sont visibles. Certaines sphères internes sont situées à des
niveaux moins profonds de la hiérarchie. Ceci est dû au fait que notre arbre n’est pas
balancé (et les branches n’ont donc pas toutes la même profondeur), mais conçu de
façon à avoir des noeuds aussi compacts que possible.
La carte de visibilité est générée en exploitant à la fois la hiérarchie de la projection
HEALPix, et la hiérarchie de sphères. En partant du niveau t = 0, on teste, pour chacun
des pixels, s’il y a occlusion. On définit un niveau maximal de subdivision L. Le test est
1=0 1=1
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récursif et il est effectué en appliquant le pseudo-code suivant:
Fonction TestObjets(nœttd)
Construit récursivement une carte de visibilité. Un test d’occlusion, pour tous les
objets de la scène, est effectué pour le noeud passé en paramètre.
si SousEquateur(nœud) alors
I {max, avg} <— {O, O]
sinon
occlusion <— aucune
pour chaque objet de la liste faire
occlusion <— occlusion + Occlusion(objet,nœud)
si occlusion.Type (totale) alors
L break
si occlusion.Type (aucune) alors
{max, avg}
— {i, 1]




si nœud.Ï < L alors
mi, m2, m3, m4, ai, a2, a3, a4
{enfanti, enfant2, enfant3, enfant4] — Enfants(nœud)
(mi, ail — IestObjets(liste, enfanti)
{m2, a2} <— TestObjets (liste, enfant2)
{m3, a3} <— TestObjets(liste, enfant3)
{m4, a4] — TestObjets(liste, enfant4)
{max, avg]
—
(MAX (ml,m2,m3,m4), AVG (al,a2,a3,a4)
sinon
(max. avg] <— (1, 1)
carte[pixel] — (max. avg}
retum {max, avg]
Le test d’occlusion avec un objet est également récursif. Le pseudo-code est le
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suivant
Fonction Occlusion(objet,nœud)
Permet de tester l’occlusion d’un noeud de la hiérarchie par tm objet.
occlusion
— aucune
liste — objet.GetSphereEnglobante C)
tant que tisteNonVide() faire
sphere — liste.TeteQ
si sphere.Type(englobante) alors
si sphere.Occlusion(nœud) aucune alors




si occÏusion.Type (totale) alors
L retourner occtusion
d
Fic. 5.11 — Regroupement des sphères. Les sphères sont triées suivant l’axe le plus long
de la boîte englobante (l’axe horizontal dans ce cas-ci). Le premier groupement (vert)
est initialisé avec la première sphère, et le deuxième groupement (bleu) est initialisé
avec la dernière sphère. Pour chaque groupement, on évalue la distance, depuis son
centre, au centre de la sphère la plus proche. La sphère dont la distance est la moindre,
est associé au groupement correspondant. On répète l’opération jusqu’à ce que toutes
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Il nous reste à définir le test d’occlusion d’un pixel HEALPix par une sphère. Afin
de simplifier le calcul, nous allons approximer chaque pixel par un cercle, tel qu’illustré
dans la figure 5.12.
Fic. 5.12
— Approximation d’un pixel HEALPix par im cercle. Le cercle est centré sur le
pixel. Le rayon est défini de façon à ce que le cercle passe par le sommet formant le plus
grand angle avec le centre. De gauche à droite, on a les cercles utilisés pour approximer
le pixel de coordonnées (u, y) = (0,0), de la face 0, aux niveaux Ï = 0, 1,2.
Une fois le cercle défini, il ne reste plus qu’à tester l’occlusion. L’objectif est de
déterminer si la sphère est positionnée de telle sorte qu’elle couvre partiellement, ou
entièrement, l’angle solide couvert par le cercle approximant le pixel. Pour ce faire,
nous définissons deux cônes à partir du point pour lequel on évalue l’éclairage, qui
est simplement le centre de la sphère unitaire. Le premier cône passe par le cercle C
approximant le pixel. Le second cône passe par le contour de la sphère S considérée. La
figure 5.13 illustre la situation, dans le plan défini par le point de référence et les axes des
deux cônes. Le test d’occlusion est très simple. Il y a occlusion totale si w5 > (ji + Wp),
et aucune occlusion si > (w5 + Wp). Tout autre cas indique une occlusion partielle.
Le test d’occlusion peut être exprimé en fonction des valeurs de cosinus et sinus
des différents angles, simplifiant le calcul. Ainsi, le test d’occlusion totale peut s’écrire
cos(w5) <cos( + Wp) (5.4)
et le test d’occlusion nulle peut s’écrire
cos(i) <cos(w5 + wp). (5.5)
D’après l’équation
cos(a + b) = cosacosb — sinasinb, (5.6)
on peut exprimer le test d’occlusion en fonction de cos() et cos w,, avec cos(3) =
i. Les valeurs cos(wp) et sin(w) sont fixes pour un pixel donné de la projection et
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sphère créant l’occlusion.
peuvent donc être précalculées. Les valeurs cos(w5) et sin(w) ne doivent être calculées
qu’une fois par sphère, mais elles doivent être réévaluées pour chaque carte de visibilité,
puisque ces valeurs varient relativement à la position du point r (le point d’intersection
du rayon primaire avec la scène).
5.4.1 Plan infini
Notre implémentation intègre également l’occlusion par des plans infinis. Il suffit
de déterminer la position relative d’un pixel (ou plutôt du cône approximant un pixel)
par rapport au plan considéré. En prenant un point arbitraire du plan et sa normale,
on définit un côté positif (celui indiqué par la normale) et tm négatif. On a alors trois
cas de figure tin cône peut être orienté du côté positif uniquement, du côté négatif
uniquement, ou à cheval sur les deux (quand il est coupé par le plan). En reprenant la
notation de la figure 5.13, on a w, l’angle d’ouverture du cône et i l’axe du cône. On
note ff la normale au plan et a l’angle entre iî et . L’orientation d’tm cône est
f’ positive si a + Wp <rz/2 cos(a + w1,) > O,
négative si—w> iz/2 cos(a—wp)<O,
nulle sinon.
fic. 5.13
— Évaluation de la visibilité. Coupe dans le plan défini par le point de référence
r, et les axes des cônes t et i. r est le point d’intersection entre le rayon primaire et
la scène. p est le centre du cercle approximant le pixel HEALPix. s est le centre de la
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En appliquant l’équation 5.6 et
cos(a
— b) = cosacosb + sinasinb, (5.7)
on peut exprimer l’orientation d’un cône en fonction de cos a et cos w,, avec cos a =
On peut maintenant déterminer le type d’occlusion d’après l’orientation du cône. Si le
point d’intersection r est du côté positif du plan (i. O), une orientation positive
correspond à ime occlusion nulle et une orientation négative correspond à une occlusion
totale. La correspondance est inversée si r est du côté négatif du plan. Dans les deux
cas, une orientation nulle correspond à une occlusion partielle.
5.5 Optimisation
Il est possible d’améliorer significativement le temps de rendu, au détriment de la
qualité. L’algorithme tel que décrit dans la section 4.2 produit les échantillons candidats
uniquement au niveau maximum de subdivision, ce qui résulte en une discrétisation
précise mais coûteuse du domaine. L’idée de notre optimisation est de couper non
seulement les branches stériles (comme dans l’implémentation de base), mais aussi
celle pouvant produire au plus im échantillon. Dès qu’une telle branche est détectée, la
subdivision est arrêtée et l’échantillon est placé aléatoirement dans le noeud courant.
Il est facile d’identifier les branches pouvant produire au plus un échantillon. Nous
savons que, lorsqu’un noeud parent est subdivisé, un de ses enfants hérite de sa valeur
de seuil alors que les autres reçoivent des nouvelles valeurs plus élevées. Si tous les
nouvelles valeurs sont supérieures au maximum local du parent, ces nouvelles branches
seront nécessairement stériles et donc coupées. Seule la branche de l’enfant ayant hérité
directement de la valeur de seuil du parent sera conservée (si la valeur de seuil est
également inférieure au maximum local de l’enfant). En répétant ce raisonnement
jusqu’au niveau maximal de subdivision, on voit que cette branche produira, au plus,
un seul échantillon.
Un estimateur non biaisé utilise une évaluation exacte de la fonction à l’emplace
ment de l’échantillon. Avec notre nouvelle optimisation, certains échantillons seront
placés aux niveaux intermédiaires de la hiérarchie, où les noeuds sont de plus grande
taille. Plus la surface d’un noeud est grande, et plus la variance de la fonction est élevée,
ce qui augmente la variance de notre estimation. Pour éliminer cet effet, il est cou-




— Effet de l’optimisation du seuillage hiérarchique. En plaçant les
échantillons dans les niveaux intermédiaires de la hiérarchie, il est possible de réduire
considérablement le temps de calcul, au coût d’une augmentation significative de la
variance, qui se traduit en bruit dans l’image. En utilisant les valeurs pré-intégrées,
quand elles existent dans nos arbres précalculés, on élimine le bruit, en introduisant
un léger biais. Notez que la version biaisée est légèrement plus rapide que l’alternative
non biaisée, puisqu’on a moins d’évaluations à effectuer. On a utilisé 10 échantillons et
la résolution des images est de 256x256 pixels.
rant d’utiliser des valeurs pré-intégrées, ce qui correspond, dans notre cas, à utiliser
directement la valeur moyenne du noeud. En pratique, nous utilisons uniquement la
valeur moyenne dti noeud si elle existe dans notre hiérarchie précalculée. Par exemple,
supposons que nos hiérarchies précaictilées pour la BRDF et l’environnement aient des
profondeurs de 5 et 8 respectivement. Si un échantillon est placé dans un noetid du ni
veau 7, la valeur de l’environnement est prise dans la table précalculée, par contre, celle
de la BRDF est évaluée, puisque la résolution de la table est insuffisante. La figure 5.14





pré-intégrées. Le fait d’utiliser les valeurs pré-intégrées introduit un léger biais.
Chapitre 6
Résultats
Tous les résultats présentés dans ce chapitre ont été obtenus avec un AtMon64
3500+, avec 1 GB de RAM. Pour chaque fonction, on enregistre la hiérarchie HEALPix,
jusqu’à une certaine profondeur 1. Au niveau Ï, chaque face de la projection HEALPix
contient 21 X 21 pixels. La hiérarchie complète est constituée de 4/3 X 21x21 pixels par
face.
Pour toutes les cartes d’environnement, la hiérarchie précalculée a une profondeur
Ï = 8 et occupe 24 MB en mémoire. Pour une carte d’environnement, encodée dans
la projection angulaire et de résolution 4096x4096 pixels, le temps de précalcul de la
hiérarchie est de 2,12 s.
Pour les BRDfs, seuls les anneaux visibles sont conservés. Dans la grande majorité
des BRDfs, une profondeur de Ï = 5 est utilisée. Pour les cas extrêmes (réflexion de type
miroir), une profondeur de Ï = 6 est utilisée. À l’inverse, pour une BRDF très diffuse,
une profondeur de Ï = 4 suffit. Le temps de précalcul varie en fonction de la BRDF
considérée. Le tableau 6.1 donne les temps, avec des profondeurs de Ï 4,5,6, pour
une BRDF mesurée [MPBMO3].
Profondeur t Mémoire Temps de précalcul
4 2.55 MB 0.5 s
5 9.78 MB 2.Os
6 38.45 MB 8.0 s
TAB. 6.1 — Temps de précalcul et occupation en mémoire des tables de BRDF pour
différentes profondeurs de hiérarchie. Le temps de précalctil croît linéairement par
rapport à la taille en mémoire.
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La profondeur de la hiérarchie des cartes de visibilité est toujours de t = 4 et oc
cupe 8 KB en mémoire. La figure 6.1 illtistre l’amélioration obtenue en approximant
le modèle du bouddha par 110 sphères internes. Les temps de rendu de l’image, avec
différents nombres d’échantillons, sont donnés dans le tableau 6.2. Notez que le temps
de calcul de la carte de visibilité est indépendant du nombre d’échantillons, et que le
coût additionnel de gérer une troisième fonction lors de la traversée de la hiérarchie
est marginal. Comme on peut le constater dans la figure 6.1, quand l’occlusion est mal
approximée par les sphères, l’amélioration dii niveait de bruit est marginale (comme
à la bordure de l’ombre du bouddha). Pour de telles régions, nous procédons à un
échantillonnage adaptatif, où le nombre d’échantillons est augmenté pour compen
ser pour ceux bloqués, résultant en une image avec un niveau de bruit relativement
homogène.
FIG. 6.1
— Images illustrant le gain obtenu avec la carte de visibilité et l’échantillonnage
adaptatif. L’éclairage est évalué avec 16 échantillons, et la variante biaisée de l’algo
rithme a été utilisée. Les images en ton de gris du bas donnent le pourcentage de rayons
de visibilité bloqués (noir pour 100% et blanc pour 0%). L’image en bas à droite donne
les sphères utilisées pour approximer le bouddha. L’image de gauche est la référence.
La figure 6.2 illustre la flexibilité de notre approche en utilisant des fonctions de
réflectance et d’éclairage variables. On affecte à la sphère une BRDF de Phong que l’on
fait varier de parfaitement diffus à parfaitement spéculaire. De même, on applique un
flou radial sur la carte d’environnement de plus en plus prononcé, résultant en tin
éclairage de phis en plus uniforme.
non-adaptafif adaptatif
sans visibilité avec visibilité avec visibilité
f
--->
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Fc. 6.2
— Variation de BRDF et d’éclairage. Horizontalement, on varie l’exposant de la
BRDF de Phong utilisée pour la sphère. Verticalement, un flou radial de pltis en plus
prononcé est appliqué sur la carte d’environnement pour simuler un éclairage de plus
en pitis difftis (qui résulte en une ombre de plus en plus douce de la sphère sur le plan).
À 100%, le flou radial étale un pixel sur un arc allant de —n/4 à n/4.
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nombre non-adaptatif adaptatif
d’échantillons sans visibilité avec visibilité avec visibilité
16 4.29 s 13.57 s 14.77 s
128 19.70 s 30.04 s 35.87 s
512 78.86 s 92.40 s 118.93 s
TAB. 6.2 — Temps de rendu pour la scène de la figure 6.1 (gauche), à une résolution de
256x256 pixels.
La figure 6.3 présente les rendus d’une scène pltis complexe, sous une variété
d’éclairages. Une variété de types de BRDFs est présentée, allant du très diffus (le sol),
au très spéculaire (la sphère en bas à gauche). L’environnement présente i.me gamine
extrême d’intensités, entre les zones sombres et le soleil. L’image en haut à gauche,
où le soleil est caché par les nuages, présente i.in cas avec un éclairage plus uniforme,
avec des ombres douces portées sur le sol. Les quatre images ont été produites sans
ajustement, seule la carte d’environnement est changée. On a utilisé 100 échantillons
pour évaluer l’éclairage, 4 rayons primaires par pixel. On a utilisé l’évaluation de la
visibilité, ainsi que l’échantillonnage adaptatif. La résolution des images est de 720x486
et le temps de rendu d’environ 12 mn.
La figure 6.4 donne l’évolution de la variance suivant le nombre d’échantillons de
notre méthode, et la compare à d’autres techniques récentes. Pour comparaison, nous
donnons aussi le résultat de l’échantillonnage exclusif de l’environnement ou de la
BRDF. L’échantillonnage de la BRDF fonctionne relativement bien pour la sphère, qui
est très spéculaire, mais mal pour le sol, qui est très diffus. À l’inverse, l’échantillonnage
de l’environnement fonctionne bien pour le sol, mais mal pour la sphère. Les trois autres
méthodes, tenant compte du produit des deux fonctions, sont efficaces dans tous les
cas. Notez cependant que, avec moins de 64 échantillons, l’algorithme TSIS donne des
réstiltats nettement moins bons. L’application de notre algorithme résulte en une plus
faible variance. L’algorithme WIS donne, en théorie, une meilleure approximation, mais
pas en pratique, puisque la résolution de la représentation en ondelettes est limitée à
128x128 pixels. Cette limite est liée au fait que l’environnement est représenté en 4D
(plutôt que 2D dans notre cas, ou celui de l’algorithme TSIS), parce qu’il doit être défini
dans le même référentiel que la BRDF. Les courbes de convergence des trois méthodes
sont données dans la figure 6.6.
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FIG. 6.3 — Scène où chaque objet a une BRDF différente, éclairée à plusieurs moments
de la journée. Les BRDFs sont : velours (analytique) pour le lapin, bronze (mesuré)
pour le bouddha, sucre (mesuré) pour les piliers, aluminium (mesuré), caoutchouc
bleu (mesuré), or métallisé (mesuré), tungstène (mesuré) et phong (analytique) pour
les sphères (de gauche à droite et de haut en bas). Les BRDFs mesurées ont été produites
par Maftisik et al. [MPBMO3J, et les cartes d’environnement par Stumpfel et al. [STJO4J.
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Afin d’évaluer l’évolution de la variance de notre méthode, par rapport au nombre
de fonctions considérées, nous avons procédé à un test empirique utilisant des fonctions
de types variés. Pour chaque fonction considérée, le type et les attributs sont choisis
aléatoirement. Les différents types utilisés sont donnés dans la figure 6.7. Chaqtte fonc
tion est représentée par une image de 1024x1024 pixels. Nous avons alors échantillonné
le produit, et calculé une référence par force brute, en évaluant le produit pour chaque
pixel. La figure 6.8 donne la variance de l’estimation pour les deux variantes de notre
algorithme (biaisé avec optimisation et non biaisé sans optimisation). La figure 6.9
présente un cas pratique avec 8 fonctions, et le résultat de l’échantillonnage. Remar
quez que la variance est sensiblement la même pour les deux versions de l’algorithme.
On remarque que l’augmentation de la variance est progressive, et qu’il n’y a pas de
seuil critique, ni même de dégradation exponentielle des résultats.
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fIG. 6.4
— Tableau comparatif. Potir l’algorithme WIS, la résolution des ondelettes est de
12t28, avec 2—5% des coefficients conservés. Les extensions d’échantillonnage adapta-
tif de notre algorithme et de l’algorithme ISIS n’ont pas été utilisées. L’échantillonnage
de la BRDf est fait par inversion de la fonction de distribution. L’échantillonnage de
l’environnement est fait en appliquant notre algorithme sur cette seule fonction. Pour
notre algorithme, les hiérarchies précalculées ont des profondeur de 1 = 5 pour la BRDF
du sol, t = 6 pottr la BRDF de la sphère, et! 8 pour l’environnement. En tenant compte














Notre algo. Notre algo. Notre algo.
sans vis, sans vis, avec vis.
non biaisé biaisé biaisé
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FIG. 6.5
— Référence de la scène de la sphère sur un plan utilisée dans la figure 6.4. La
deuxième ligne reprend les images obtenues avec la version biaisée de notre algorithme.
On constate que les zones les plus bruitées correspondent à des régions de forte intensité
lumineuse cachées par les objets de la scène et qu’elles sont correctement traitées lorsque
l’on inclue notre carte de visibilité.
Référence Référence sans le plan
16 échantillons, avec visibifité
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FIG. 6.6 — Courbes de convergence des principales méthodes d’échantillonnage. On
constate que les résultats obtenus avec notre méthode ont irne variance moindre que
ceux obtenus avec la variante non biaisée de WIS et TSIS. La variante biaisée de WIS
donne initialement de meilleurs résultats, mais ne converge pas vers une image exacte,
contrairement à la variante biaisée de notre algorithme. Cela s’explique par le fait que,
dans notre variante biaisée, nous utilisons des valeurs exactes lorsque la précision des
tables est insuffisante. Enfin, on constate qu’il y a une diminution appréciable de la
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— Les différents types de fonctions définies. Les attributs de chaque fonction
(position du centre, fréquence, etc.) sont fixés aléatoirement.
Échantillonnage non biaisé - type aléatoire
0.001
2 maps
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Nombre d’échantillons
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Nombre d’échantillons
Fic. 6.8 — Comparaison de l’algorithme original et non biaisé, avec l’algorithme optimisé
et biaisé. La variance est similaire avec les deux variantes, mais la convergence est plus
régulière avec l’algorithme non biaisé.
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Fic. 6.9 — Échantillonnage du produit de huit fonctions, a—h. L’image en haut à droite
été obtenue en effectuant le produit, pixel par pixel, de toutes les fonctions. L’image en




Nous avons présenté une méthode générale permettant d’échantillonner effica
cement le produit de plusieurs fonctions. Les fonctions impliquées dans le produit
peuvent être très variées. Notre application illustre les résultats obtenus avec un large
spectre de caractéristiques, que ce soit des fonctions de réflectance allant du parfaite
ment diffus à la réflexion miroir, ou encore des fonctions d’éclairage présentant des
gamines extrêmes de valeurs. L’utilisation de cartes de visibilité binaires illustre la ro
btistesse de notre algorithme avec les fonctions présentant des discontinuités. Enfin,
notre algorithme peut être appliqué pour évaluer le produit de fonctions exprimées
dans des référentiels différents, tel que démontré par notre application.
Notre méthode présente deux inconvénients notables qui en limite l’applicabilité,
tous deux liés au recours à une hiérarchie précalculée pour chaque fonction impliquée.
Le temps de génération de ces hiérarchies est trop élevé dans certains cas. Par exemple,
dans le contexte de notre application, il peut être utile de varier spatialement ou tem
porellement la fonction de réflectance d’un matériau. Afin de gérer de tels cas, il serait
nécessaire de réévaluer, pour chaque pixel, la hiérarchie complète de la BRDF, ce qui
serait prohibitif. L’atitre inconvénient des hiérarchies précalculées est l’espace mémoire
utilisé. Dans notre application, cela nous limite aux BRDFs isofropiques, puisque le vo
lume d’information explose pour les BRDFs anisotropiques (approximativement 100
fois plus gros).
Notre méthode présente également certains avantages particulièrement intéressants.
La qualité principale de notre approche est sa simplicité, qui permet d’incorporer, à
faible coût, des fonctions additionnelles au produit. La detixième qualité notable de
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notre algorithme va de pair avec la simplicité, il s’agit de la robustesse. Puisque l’ex
ploration de la hiérarchie est faite suivant une estimation conservatrice des maxima
locaux, le nombre de fonctions impliquées peut augmenter sans jamais perdre au
cun détail. Évidemment, nous assumons toujours que la discrétisation initiale de la
hiérarchie précalculée de chaque fonction est suffisamment précise. finalement, notre
approche restreint le travail aux seules régions échantillonnées. Les techniques exis
tantes d’échantillonnage suivant l’importance se préoccupent de produire une fonction
d’importance en tout point, alors que notre approche concentre l’évaluation stir les
régions contribuant à l’intégrale.
Nous sommes intéressés à explorer les solutions permettant de résoudre les deux
inconvénients cités plus haut. Idéalement, nous voudrions évaluer dynamiquement
l’information contenue dans les hiérarchies précalculées (valeurs locales de maximum
et de moyenne). Cela aurait pour effet d’annuler les deux inconvénients cités plus haut,
soit le temps de précalcul et l’occupation de mémoire. Ainsi, dans notre application,
il suffirait de traiter dynamiquement la BRDF pour régler, à toute fin pratique, le
problème d’utilisation de mémoire. Un traitement au cas par cas des différents modèles
analytiques de BRDFs, pourrait mener à une estimation du maximum local. Pour la
valeur moyenne, une approche similaire à celle de Chine et al. [CETCO6J, où la fonction
est évaluée ponctuellement après avoir atteint un certain seuil de variance, pourrait
être utilisée.
En ce qui concerne la visibilité, les résultats obtenus sont très encourageants et in
diquent un potentiel considérable d’amélioration pour les méthodes d’échantillonnage
suivant l’importance. La technique que nous avons développée, quoique fonctionnelle,
n’est pas utilisable en pratique en raison de ses performances. Nous sommes parti
culièrement intéressés à explorer les possibilités de création efficace de cartes de visi
bilité. En particulier, l’évaluation adaptative nous semble une avenue particulièrement
prometteuse, où le temps d’évaluation serait concentré sur les régions les plus sus
ceptibles de poser problème. Nous envisageons aussi d’utiliser des types différents de
formes géométriques pour approximer les différents modèles. Par exemple, un quadri
latère serait plus approprié pour approximer des objets minces, plats et allongés (tels
que des tables, murs, etc.), qui se retrouvent fréquemment dans les scènes d’intérieur.
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