ABSTRACT When multiple object tracking (MOT) based on the tracking-by-detection paradigm is implemented, the similarity metric between the current detections and existing tracks plays an essential role. Most of the MOT schemes based on a deep neural network learn the similarity metric using a Siamese architecture, but the plain Siamese architecture might not be enough owing to its structural simplicity and lack of motion information. This paper aims to propose a new MOT scheme to overcome the existing problems in the conventional MOTs. Feature pyramid Siamese network (FPSN) is proposed to address the structural simplicity. The FPSN is inspired by a feature pyramid network (FPN) and it extends the Siamese network by applying FPN to the plain Siamese architecture and by developing a new multi-level discriminative feature. A spatiotemporal motion feature is added to the FPSN to overcome the lack of motion information and to enhance the performance in MOT. Thus, FPSN-MOT considers not only the appearance feature but also motion information. Finally, FPSN-MOT is applied to the public MOT challenge benchmark problems and its performance is compared to that of the other state-of-the-art MOT methods.
I. INTRODUCTION
When multiple objects are detected, multiple object tracking (MOT) aims to build the tracks of the detected objects such that the object identity is preserved in each track. The MOT has a variety of applications, such as video surveillance [1] , secure communications [2] , and autonomous driving [3] , and is considered as one of the most interesting problems in computer vision. Unfortunately, the MOT is not easy to conduct and the key difficulties in the MOT are appearance variation of objects, similar appearances of different objects, or frequent occlusion of target objects by a clutter or other objects, among others.
Over the past decade, many researches have been conducted on MOT and among them, tracking-by-detection methods [4] - [6] have received great attention within the MOT society owing to the recent progress in the object detection methods [7] , [8] . When the tracking-by-detection paradigm is used and objects are detected by good detectors, what matters most is to associate the current detections with the existing tracks using object appearance or circumstances and a robust similarity metric plays the essential role in the association.
There are two research categories based on the tracking-bydetection methods, which are batch mode and online mode. In the batch mode method, all the detection results are given first and then the tracks are made offline based on these detections [9] , [10] . The batch mode MOT demonstrates excellent performance but is not suitable for real-time applications. Since, in the online mode method, the tracks are built online using only the past and present detections and not using future detections, this mode is good for real-time applications [4] , [11] but it is more vulnerable to occlusion and interaction with other tracks in comparison with the batch MOT methods.
To overcome these problems, some researchers have used a deep neural network (DNN), in particular Siamese networks, for robust and reliable association in MOT [12] , [13] . However, it has also been acknowledged that, sometimes, the performance of such networks is not good enough because the structure of the Siamese network is overly simple and the information about the motion of the objects is not used at all.
In this paper, a new online MOT method based on a deep neural network (DNN) is proposed to overcome these problems. A novel architecture called the Feature Pyramid Siamese Network (FPSN) is proposed to solve the structural simplicity of the Siamese network. The FPSN is inspired by a feature pyramid network (FPN) [14] . FPSN extends the Siamese architecture by incorporating FPN into it and by developing multi-level discriminative feature learning. Since the features of the FPSN are not obtained from a single level but are obtained from multiple levels, the FPSN can capture more sophisticated discriminative features of two objects compared to the plain Siamese network. Further, to solve the lack of motion information in MOT, a spatio-temporal motion feature is added to FPSN to enhance its performance. The new version of FPSN is tailored for MOT and is termed as FPSN for MOT (FPSN-MOT). Since both the appearance and motion information of the two objects are taken into consideration in FPSN-MOT, it provides more discriminative features about two objects in the MOT than FPSN. The contribution of our paper is twofold and can be summarized as follows:
• A new kind of Siamese architecture named FPSN is proposed to provide more discriminative features about two objects in the MOT problem. Unlike the plain Siamese network, the features of the FPSN are obtained not from a single level but from multiple levels and thus both coarse-and fine-level information are used in the proposed FPSN.
• Another version of FPSN named FPSN-MOT is proposed to improve the performance of the FPSN in the MOT problem. A spatio-temporal motion between two objects is defined as a feature and is concatenated with the appearance from the FPSN to build a new feature. The final feature can play a key role in discriminating two moving objects in the MOT. Here, it should be noted that the proposed FPSN and FPSN-MOT are based on the Siamese architecture [32] and they inherit a drawback from the Siamese architecture that the training convergence is not guaranteed as in other deep neural networks. If the guarantee of the convergence is required, visual features should be hand-crafted and other models such as Radial Basis Function [62] or Support Vector Machine [63] should be used.
The remainder of the paper is organized as follows. Section II summarizes the related works. Section III introduces the proposed FPSN and its training strategy in detail. Section IV presents the MOT problem description and the proposed FPSN-MOT, including the network architecture and overall tracking algorithm. Section V presents the experimental setup, including the dataset used and implementation details; the results are then described, and the merits of the proposed network are discussed. Finally, Section VI presents the conclusions from our work.
II. RELATED WORK
The researches based on MOT can be divided into two categories depending on whether detections are given or not during the tracking time. In the detection-free methods, only the initial detections of the multiple objects are given and movement of the objects are automatically tracked [15] , [16] . Although the detection-free approach does not require pretrained object detectors, it faces difficulty in dealing with new objects. On the other hand, tracking-by-detection methods have shown outstanding performance [4] , [5] . This performance can be owed to the recently developed object detectors [7] , [8] . The tracking-by-detection method can be further divided into two subgroups: batch mode and online mode. The batch methods [9] , [10] , [17] are used to build tracks by globally associating the past and future detections in the entire video, whereas online methods [4] , [11] , [18] - [20] are used to build tracks by associating the detections given until the present time on a frame-by-frame basis. In this paper, the online MOT problem is considered based on the trackingby-detection framework.
The tracking-by-detection framework consists of two steps. First, the locations of the objects are obtained by using object detectors such as [7] , [8] , [21] , and [22] . The localization is done for each frame independently from other frames. Second, the detections are linked over frames to form trajectories; this step is called data association. A common approach to data association is to formulate it as an optimization problem such as maximum flow [9] or minimum cost [23] problems. However, this approach leads to more complex models and thus requires a higher computation cost. Other works have focused on designing a robust appearance model to discriminate multiple objects [3] , [24] , [25] . They used multiple appearance features such as HOG or optical flow.
Recently, deep learning was used as an appearance model in MOT [12] , [13] , [26] - [30] and demonstrated better performance in comparison with the previous learning methods [4] , [17] , [18] . In [30] , a long-term appearance model using features from DNNs was reported. In [26] and [27] , DeepMatching [31] was developed to obtain a pairwise similarity measure. Further, a quadruplet convolutional neural network (CNN) [29] , which contains four identical CNNs, has been proposed; These works belong to batch MOT method. Concerning the online MOTs, the most popular DNN architecture is the Siamese network [32] and contains two symmetry CNNs which share parameters. To improve the performance of the plain Siamese network, optical flow information was added in [12] . For the same objective, the energy function [33] was used in the network in [13] . However, only few efforts have been made to improve the structure of the plain Siamese network itself, and there is still room to exploit and improve the structure of the Siamese network.
III. FEATURE PYRAMID SIAMESE NETWORK
In this section, a new Siamese CNN, called the FPSN, is proposed to quantify the similarity between two objects in the MOT. The proposed FPSN is a new similarity metric learning method and is inspired by FPN [14] . The FPSN takes a pair of images as input and outputs a value (or a vector) that quantifies the similarity between the two objects in the images applied to the network. The outline of proposed method is shown in Fig. 1 and the details are given in the subsequent subsections. 
A. BACKBONE SIAMESE CONVOLUTIONAL NETWORKS
Any pre-trained model (e.g., [34] - [37] ) can be used as a backbone CNN in the FPSN. As in other Siamese architectures, the two branches in the FPSN share the network parameters with each other but extract their own features independently from the opposite branch. In FPSN, the feature maps at multiple levels of the backbone convolutional networks are used, as shown in Fig. 2 . Among a number of layers in the backbone CNN, the last feature maps at each spatial level are chosen as our set of base feature maps; the selection of base feature maps is explained in Fig. 2 . As shown in this figure, some early layers are not used at all due to the limitations with regard to memory and computation cost; the feature hierarchy of FPSN consists of feature maps at K levels, where K is the design parameter. When a pair of images A and B are given, a collection of feature maps is extracted from a backbone network; the collection of feature maps is denoted as
where K is the number of levels, and F A k and F B k are the kth feature map with height H k , width W k , and channel dimension C k for the two images A and B, respectively.
B. FEATURE PYRAMID FOR DISCRIMINATIVE FEATURE LEARNING
In this subsection, the feature pyramid part of the FPSN is built using features from the backbone network. Its topology is summarized in Fig. 3 .
As shown in Fig. 3 , all the feature maps F k undergo a 1 × 1 convolution of which filter weights form a matrix of size C p × C k , where C p and C k denote the number of output channels and input channels, respectively. C p is set to min k=1,··· ,K C k to reduce the channel dimension. The resulting feature maps with C p channels are denoted bỹ
and thusP k has the same spatial sizes as F k but its channel dimension is different from that of F k . The coarsest level feature mapP K with the size of H K × W K × C p is upsampled by a factor of 2 using a 3 × 3 deconvolution layer with stride 2, thereby resulting in a feature map of the size
The upsampled features are added toP K −1 in an element-wise manner, thereby resulting in the feature map
This process is repeated until the feature P 1 is generated. The last level featuresP K are just set to P K .
The final set of pyramidal feature maps is denoted as
Notably, two feature maps at two consecutive spatial levels in Fig. 2 are related by applying 2 × 2 max pooling. Thus, the height and width of the feature map are reduced by half across feature maps. Instead, applying a 3 × 3 deconvolution layer with stride 2 doubles the height and the width of feature maps. By doing so, we can make the deconvolved P k have the same size asP k−1 . All the 1 × 1 convolution and 3 × 3 deconvolution layers in Fig. 3 are followed by the rectified linear unit (ReLU) activations and batch normalization layer. The network architecture for the discriminative feature learning in FPSN can be summarized in Fig. 3 . As in the backbone network, the feature pyramid architecture forms twin networks, which share the same parameters. To generate a feature vector from the set of feature maps P, we use global average pooling [61] and the resulting feature vectors are denoted as
A margin-based contrastive loss function is employed to enhance the discriminative power of the extracted features. This loss function aims to encourage two features G A and G B from the same objects to move close together while pushing two features from different objects apart from each other in the feature space. The contrastive loss function is defined as
where M k > 0 is a margin for the feature map at kth level;
is the Euclidean distance between feature vectors G A k and G B k , and y is a binary label denoting whether the input pair is a positive (y = 1, if the two images depict the same object) or negative (y = 0, if the images are of different objects). Note that the loss function in (5) uses different margins for different levels.
Although the proposed FPSN is motivated by an FPN, the proposed network is different from the FPN in three aspects: First, concerning the FPN, it was initially developed only for detection task [14] . In this paper, however, the similar idea is applied to Siamese network and multi-level features are used not in the detection but in the visual verification. Thus, the proposed FPSN can be considered as an extension of the Siamese architecture by taking advantage of an FPN. To this end, contrastive loss function is generalized to capture the multi-level features in FPSN. Second, global average pooling is applied to vectorize pyramidal feature maps in FPSN. It is known that the global average pooling helps avoid overfitting, reduces memory requirement, and does not require extra hyperparameters [38] . Based on our experience, the use of global average pooling in FPSN is an effective way to improve the performance of the discriminative feature learning process. Third, when a careful comparison of two objects is required, the simple upsampling methods such as the nearest neighbor upsampling in an FPN might not be enough. The simple upsampling methods can cause some aliasing or distortion effect and might degrade the performance of the discriminative feature learning [14] . Thus, the deconvolution layers are used to upsample small feature maps at the later layers in an FPSN, which is unlike the nearest neighbor upsampling in FPN. Deconvolution layer was mainly developed to increase the output score map to the same size as the input image in the semantic segmentation [60] . In this paper, however, deconvolution layers are used to increase the feature map at the current level to the same size as the feature map at the previous level, as shown in Fig. 3 . Based on our experience, the deconvolution layers work when the two different objects being compared look very similar.
C. BINARY CLASSIFICATION FOR SIMILARITY METRIC LEARNING
In this subsection, a binary classifier is developed to quantify the similarity between the two objects. As shown in Fig. 4 , the similarity scoreŷ between A and B is obtained bŷ
based on the learned discriminative features G A and G B , whereŷ ∈ [0, 1] is the output of binary classifier f fc and implies the probability that images A and B come from the same object and W fc denotes the parameter for f fc . The binary classifier f fc is a multi-layer perceptron (MLP) with three fully connected layers (FCLs). The two features G A and G B are concatenated to a single vector FC 0 and then fed into the following FCLs. The next two FCLs return two vectors FC 1 ∈ R C fc1 and FC 2 ∈ R C fc2 , respectively, as shown in Fig. 4 . The last FCL has the output size of 1. Then a sigmoid function is applied to ensure that the similarity score lies in [0, 1]. All FCLs are followed by ReLU activations and batch normalization layers, except for the last FCL. When a training sample (A, B, y) is given, a cross-entropy loss is defined by
whereŷ = f fc G A , G B , and y is a binary label denoting whether the input pair is a positive or negative.
D. NETWORK TRAINING
The above network is trained by jointly minimizing the two loss functions (5) and (7) by
where N is the batch size; the parenthesized superscript (n) is an index for training samples in the mini batch; W denotes all trainable parameters including the FPSN and W fc , and λ sim , and λ cont are the design parameters which balance the two loss functions. Since the feature-generating backbone network in FPSN was pre-trained not for similarity learning but only on the image classification problem, the featuregenerating block should be trained or fine-tuned together with the FPSN within an end-to-end framework. The implementation details of FPSN are given in the experimental section.
IV. FEATURE PYRAMID SIAMESE NETWORK FOR MULTIPLE OBJECT TRACKING (FPSN-MOT)
In this section, the FPSN proposed in the Section III is modified and applied to the MOT. This modified FPSN is termed the Feature Pyramid Siamese Network for Multiple Object Tracking (FPSN-MOT) .
A. PROBLEM STATEMENT
The problem of MOT is explained in Fig. 5 . First, the objects are detected by detectors at time t, as shown in Fig. 5(a) . Each detection is represented by a triplet
where superscript i is the index for a detection; G i ∈ R KC p is the appearance information taken from FPSN, and B i denotes its bounding box parameterized by
where (W , H ) are the width and the height of the scene image, as shown in Fig. 5(a 
and associated with an existing track which comes from the same object, if any, as shown in Fig.5(b) . In (11), G 
B. FEATURE PYRAMID SIAMESE NETWORK FOR MULTIPLE OBJECT TRACKING
Here, the FPSN proposed in Section III is modified and applied to the MOT. To improve the accuracy of the association between the detection d i t and the track t j , a new network FPSN-MOT uses not only the appearance information developed in Section III but also the spatio-temporal information between d i t and t j . The additional spatio-temporal information could improve the tracking accuracy when the scene is highly crowded or when different objects share similar appearances. Let us assume that we are given a set of detections D t = d i t |i = 1, · · · , N at time t and a set of existing tracks T = t j |j = 1, · · · , M . To associate the two elements d i t and t j taken from D t and T , respectively, a spatio-temporal motion feature is defined by Finally, a pairwise spatio-temporal motion feature p i↔j is defined by
Then, the feature p i↔j ∈ R 12 is concatenated with appearance features G i and G j Trk to build a final feature, which is then fed into the classifier, as shown in Fig. 6 . The optimization objective function (8) is also used for FPSN-MOT. 
C. MULTIPLE ASSOCIATION AND TRACK MAINTENANCE
When a set of detections D t = d i t |i = 1, · · · , N and set of existing tracks T = t j |j = 1, · · · , M are given, a similarity score matrix
is computed by FPSN-MOT. For a detection
Trk , convolution maps including F,P, and P in Fig. 3 should be computed to obtain subsequent features G i and G Then, the most likely pair d i * t , t j * with the maximum score, where
is iteratively selected and the element corresponding to the pair is deleted from the score matrixŶ . The same procedure is repeated until the maximum score becomes less than the threshold ε th . Finally, the selected pairs extend the corresponding tracks by associating the past detections with the same identity numbers. To reduce the computation overhead for unlikely pairs, L 2 norm of the spatio-temporal motion feature m i↔j 2 2 is used as a gating function. If the m i↔j 2 2 is higher than a threshold τ m , then the pair is ignored by setting its similarity score to zero. A hyper parameter τ term is a parameter that controls the influence of missed detections and used in track management. Even when the target associated with a track is not detected, the corresponding track is maintained for τ term consecutive frames instead of being terminated immediately. The multiple association and track maintenance algorithm are summarized in Algorithm 1.
V. EXPERIMENTAL RESULTS
In this section, the experimental results and analysis for the proposed network are presented. First, FPSN is evaluated on Algorithm 1 Multiple Association and Track Maintenance 1: return T
the image verification to demonstrate the performance of the similarity metric learning process. Second, FPSN-MOT is applied to the publicly available MOT17 benchmark [39] for comparison with various state-of-the-art methods.
A. FPSN ON VERIFICATION TASK
The aim of the experiments was to test if the FPSN achieves better verification performance than its baseline. The following settings describe the details of the experiments and results.
1) DATASETS
To train and test FPSN for the verification task, extensive pedestrian images were collected from the publicly available person re-identification datasets. As listed in Table 1 , a total of 4,279 identities were collected from the five datasets [40] - [43] , [59] ; 3,500 and 779 identities were used for training and testing, respectively. The training identities were randomly partitioned into five equally-sized groups for 5-fold Because each identity has up to 20 images, the number of positive samples will be 3500 × 20 2 = 665, 000 and the number of negative samples will be 3500 2 × 20 × 20 = 2, 449, 300, 000. Note that the image verification task on the collected dataset is quite challenging because the pedestrians captured by multiple cameras may look different due to the changes in viewpoint, pose, or lighting.
2) IMPLEMENTATION DETAILS
We experimented using SqueezeNet [34] and Inception [36] which were pre-trained on the ImageNet1k classification set [44] as the backbone network. The number of levels of the feature pyramid, K , was set to 4. The configuration of base features from the backbone networks is summarized in Table 2 . For each backbone network, C p was set to C 1 which was the channel dimension of F 1 . C fc1 and C fc2 were set to K × C p and C p , respectively. Training samples are randomly reflected horizontally for training data augmentation. The batch size was set to 32 and each batch consisted of 16 positive and 16 negative samples. λ sim and λ cont were set to 1 and 0.0001, respectively.
The Adam optimization technique [45] with the initial learning rate of 0.0001 was used. We trained all models for 30k batch iterations with the training set, stopped training the model when it had the lowest validation loss, and finally applied the trained model to the test set. The Xavier initialization method [46] was adopted to initialize the network parameters except for the backbone network. For multi-level contrastive loss, the set of margins M = {M k } K k=1 was set to {0.5, 1.0, 1.5, 2.0}. The threshold for the final decision was set to 0.5, which determined whether the input pairs came from the same object ŷ > 0.5 or not ŷ ≤ 0.5 . The proposed network was implemented using the TensorFlow deep learning framework [47] and experimented on a single NVIDIA GeForce GTX Titan X and an Intel Core i5-4670.
3) EVALUATION RESULTS
In our experiments, three different models are designed and compared to the FPSN. First one uses only the last feature F K from the backbone network and it is considered as a baseline model. Note that this baseline does not have a feature pyramid architecture and thus, is same as the conventional Siamese network [12] . Further, concerning the justification of design choices in the FPSN, we added two baseline methods. One is called FPSN-Nearest model and the other is called FPSN-NoUpsample. FPSN-Nearest is the model that uses nearest neighbor upsampling as used in FPN [14] while FPSN-NoUpsample is the model that does not have backward connections between features. We evaluated both our FPSN and these baseline models while varying the backbone networks in terms of Recall, Precision, F1 score and Accuracy.
The average results delivered by the 5-fold cross-validation are reported in Table 3 . The time spent to conduct the inference for 32 image pairs are also presented in Table 3 .
Further, the evaluation results based on the cross-validation experiments are visualized using the box plot in Fig. 7 . Table 3 and Fig. 7 show that our FPSN achieved large improvements from the baseline model; which means that the feature pyramid added to FPSN increases the robustness to various test sets. Furthermore, the proposed FPSN also shows better performances than both FPSN-NoUpsample and FPSN-Nearest; which justifies the use of multi-level features with backward connection via deconvolution. 
B. FPSN-MOT ON THE MOTCHALLENGE BENCHMARK
The proposed FPSN-MOT was applied to the MOTChallenge benchmark and its performance was compared to those of other MOT methods [30] , [48] - [54] .
1) DATASETS AND EVALUATION METRICS
We applied the proposed tracking algorithm to the MOT17 dataset published by MOTChallenge [39] .
The MOT17 dataset is the latest to be released since MOTChallenge published the 2D MOT 2015 dataset [55] . Especially, the ground truth of MOT17 dataset is more accurate than that of the MOT16 dataset [39] . The MOT17 dataset contains 14 challenging video sequences (7 training and 7 testing) in unconstrained environments and they are taken by both static and moving cameras. The MOT17 benchmark provides the detection results using three public detectors and they are DPM [22] , Faster RCNN [8] and SDP [21] . As detectors have significant effects on overall MOT performance, the same detector should be used for fair comparison. Thus, we also use the three detectors and compare the proposed method with other tracking methods. The performance of the proposed method is compared to that of the other competing methods. To provide a concrete comparison, the results of all the competing methods were summarized in terms of the same metrics suggested in the MOTChallenge [39] in Table 4 , where arrows indicate the favorable directions of quantitative results. 
2) IMPLEMENTATION DETAILS
To train the system, 395 identities are sampled from 7 training sequences in the MOT17 dataset. Every sequence is different in length and it contains both cropped images and bounding box information. The sampled identities were split into 300 and 95 identities for training and validation, respectively. Further, to increase the training set, we created a fictitious data set by randomly combining the appearance from the 4,279 identities in Table 1 and the motion information from the above 300 identities. The data augmentation enables FPSN-MOT to be trained end-to-end framework without overfitting. Based on some experiments, we selected ε th = 0.5, τ m = 0.1, τ init = 1 and τ term = 30, and used Inception as the backbone network. All the other settings including the parameters used in the training are the same as in the previous experiments.
3) BENCHMARK EVALUATION
First, a FPSN-MOT based tracker is applied to the MOT17 training sequences, and the evaluation results are summarized in Table 5 . To clearly show the gains obtained by the proposed spatio-temporal motion feature, the proposed method is also compared to the FPSN based tracker. As shown in Table 5 , the FPSN-MOT tracker demonstrates better performance than the FPSN tracker in all aspects except FP, ID sw and Frag, and it clearly shows that the spatiotemporal motion feature can be an effective discriminatory cue to improve performance. Finally, the FPSN-MOT is applied to the MOT17 test sequences. The performance of the FPSN-MOT depends on the detectors used and the tracking performance obtained while varying the detectors, as summarized in Table 6 .
As shown in the table above, the performance with the DPM detector (38.6 on MOTA) is much lower than that with the SDP detector (68.5 on MOTA). The reason for this difference might be that the proposed FPSN-MOT is trained based on the accurately cropped images and the tracking performance is significantly degraded when the detector does not provide the accurate detection results.
In Table 7 , the proposed method is compared with the other MOT methods [30] , [48] - [54] for the MOT17 test sequences. The performance of all the competing methods in the table is available at the website [58] . Only the previously published methods are shown, along with an indication whether the method is of the online type or not.
As shown in Table 7 , FPSN-MOT significantly outperforms all referenceable online methods on most evaluation metrics including MOTA, IDF1, MT and ML and it is the best among the online methods. Further, even compared with a batch method IOU17 [51] , the proposed FPSN-MOT achieves much better performance in terms of the IDF1, MT, ML and FN metrics.
For better understanding, some examples of FPSN-MOT tracking on the MOT17 test sequences are given in Fig. 8 . Due to the limitations of space, only tracking results with the SDP detector are given. For MOT17-01, the FPSN-MOT successfully tracks two people marked with arrows even after an occlusion occurs at the 422th frame. In a similar way, FPSN-MOT successfully deals with occlusion in other sequences such as MOT17-03 and MOT17-07 sequences. Meanwhile, the MOT17-06 and MOT17-08 sequences are more difficult cases than the previous three sequences. In these sequences, two subjects marked with red arrows are occluded by another subject marked with a green arrow in turn and two subjects marked with red arrows are totally overlapped in the 329th and 102th frames. Although the occluded subjects are close to each other and have a similar appearance, the proposed FPSN-MOT correctly distinguishes and tracks the two subjects. These results show that the proposed pairwise spatio-temporal motion features can provide good discriminative cues when the two subjects wear similar clothes and they are close to each other.
Detailed tracking results can be seen online at https:// motchallenge.net/vis/<scene_name>/FPSN. For example, the result using SDP detector and our tracker for MOT17-12 scene can be viewed in https://motchallenge.net/vis/ MOT17-12-SDP/FPSN.
4) ABLATION STUDY
As an ablation study, the proposed tracking algorithm was applied to the KITTI tracking benchmark set [59] in this subsection to analyze the effectiveness of motion information in a qualitative manner. The KITTI tracking set was used in this ablation study because it includes various vehicles with the similar appearances and they are often detected very close together. The FPSN uses only appearance cues and it has difficulty in distinguishing the vehicles which have the similar appearance and are detected very close together. However, the FPSN-MOT takes not only the appearance but also the motion of the vehicles into account and can distinguish the vehicles more effectively than FPSN. The validity of the motion information is shown in Fig. 9 . Left and right columns in Fig. 9 are the MOT results of FPSN and FPSN-MOT, respectively. In the figures, two similar cars indicated by blue and red arrows are driving from the right to the left. The preceding car is indicated by a blue arrow while the following car is indicated in a red arrow. The two cars are driving at the similar speed and their order does not change. As shown in Fig. 9(a) , however, the order of two arrows often change and it implies that FPSN fails in identifying the two similar cars in the consecutive frames. For example, FPSN mis-identifies the preceding car in the 22th frame as the following car in the 37th frame. This ID switching also occurs in the 48th and 55th frames. The reason for this is that FPSN only considers the appearance of two cars and do not take into account their motion information. On the other hand, FPSN-MOT can track the two cars without ID switching. From the results shown in Fig. 9 and Table 5 , we can see that motion information is effective in boosting the performance of the FPSN-MOT.
VI. CONCLUSION
In this paper, we have proposed an online MOT method based on DNN. First, we presented a new Siamese network, FPSN, which inputs two images to be compared and quantifies their similarity. The FPSN has feature hierarchy and it allows the FPSN to learn more sophisticated discriminative features that provide effective cues for an accurate similarity measure. The proposed FPSN is trained using a large dataset with the new multi-level discriminative feature learning method. Second, the FPSN is modified to exploit motion information. To this end, a newly defined spatiotemporal motion feature is added to the FPSN, and the resulting network is named as FPSN-MOT. The additional features make the FPSN-MOT more suitable for MOT, thereby allowing it to consider not only the appearance feature but also motion information. Our MOT framework is built upon the FPSN-MOT and, through extensive experiments, we have proved that the proposed method achieves outstanding performance improvement. In particular, the proposed method is evaluated over the MOTChallenge benchmark and shows that it has outperformed all the previously published methods.
