Circuit lower bounds are important since it is believed that a super-polynomial circuit lower bound for a problem in NP implies that P≠NP [1] . Razborov has proved superpolynomial lower bounds for monotone circuits by using "method of approximation" [2] . By extending this approach, researchers have proved exponential lower bounds for the monotone network complexity of several different functions [3] [4] [5] [6] . But until now, no one could prove a non-linear lower bound for the non-monotone complexity of any Boolean function in NP. While we show that in this paper by replacement of each "Not" gates into constant "1" equivalently in standard circuit for clique problem, it can be proved that non-monotone network has the same or higher lower bound compared to the monotone one for computing the clique function. This indicates that the non-monotone network complexity of the clique function is super-polynomial which implies that P≠NP.
Introduction
An attempt to solve P versus NP Problem is to demonstrate whether a super-polynomial lower bound on the size of Boolean circuits solving NP-complete problem, like 3-SAT or Clique problem exists. In 1949, Shannon [7] proved that for almost all Boolean functions f : {0, 1} n →{0, 1}, for computing f it requires at least 2n/n gates. Unfortunately, his counting argument do not help to prove lower bounds for problems. In 1985, Razborov [2] and Andreev [3] successively proved an   Boppana [4] later. Some other works also proved super-polynomial lower bound on the monotone-size of clique-like functions with similar approach but more beautiful presentations [5, 6] . But until now, no one could prove a non-linear lower bound for the non-monotone complexity of any Boolean function in NP.
In 2017, Norbert Blum [8] tried to extend the approximation approach to the non-monotone complexity of a Boolean function but failed at last. He tried to prove that any monotone Boolean function keep the characteristics of having same lower bound for non-monotone and monotone network which cannot be true due the existence of functions like Tardos function and etc. [9] .
In this paper, we demonstrated that non-monotone complexity of the clique function is equal to or even larger than the monotone complexity based on a new approach. We showed that non-monotone networks with "NOT" gate can be transformed to a monotone networks equivalently without increment on the size of the circuit which is not only due the monotone characteristics but also rely on the unique properties of the clique function.
Preliminaries
A Boolean circuit is a directed acyclic graph with gate nodes (or, simply gates) and input nodes. Operation AND or OR is associated with each gate whose indegree is 2 which is represented by "  " and "  " in this paper for short，respectively. Not gate whose in-degree is 1 which is represented by "  " for short, like " A  " represents for NOT(A). A Boolean variable or a constant, namely, 0 or 1, is associated with each input node whose in-degree is 0. In particular, a circuit with no NOT gates is called monotone. 
represents some combinary form of both variables and negated variables with " " and "  " gates.
For example,  
can be given as:
It is just a rough example of  
Note that for same function,   can also be very different.
Proofs of the equivalence of the monotone and non-monotone complexity for the clique function
It has been proved that the lower bounds for the monotone network complexity of the clique function is exponential. Now we will demonstrate that any non-monotone network with "NOT" gate for the clique function can be transformed to an equivalent monotone circuit without increment of the circuit size.
For any form of   
Note that the exacted negated variable can be an arbitrary one.
The operation following the 1 x  will always be "  " gate when   2) is just an example not a strict expression like Eq. (1) but it does have universal significance. To write it in a more formal manner, Eq. (2) can be expressed as:   
Proof of Theorem 1:
Let's focus on the first term in (2) (also 1 x  can also be replaced by constant 1 without influence on the output of circuit when the value of T 1 2 erm part is chosen to be 1. 
Considering both situations, we have proved the Theorem 1.
Then, we extend the replacement to all of negated variables one by one. The following Theorem 2 can be naturally proved. monotone circuit by replacement of all the negated variables to constant 1. It is obvious that this process will not increase the complexity of the circuit. This means that standard network do not have smaller circuit size than the monotone one for Clique function.
For the reason that the circuit size of monotone network of Clique function has proven to be exponential, we can conclude that non-monotone network complexity of the clique function is also super-polynomial which implies that P≠NP.
Conclusion
To sum up, the non-monotone complexity of clique function is proven to be larger than its monotone network complexity by using equivalent replacement of negated variables in non-monotone circuit to constant value of 1 according to specific properties of the clique function. Because the monotone complexity of clique function has proven to be exponential, the non-monotone circuit complexity must be super-polynomial which implies that P≠NP.
