A Hardy type inequality is presented with spherical derivatives in R n with n ! 2 in the framework of equalities. This clarifies the difference between contribution by radial and spherical derivatives in the improved Hardy inequality as well as nonexistence of nontrivial extremizers without compactness arguments.
Introduction
In this paper, we study the classical Hardy inequality of the form and H 1 ðR n Þ is the standard Sobolev space of order one built over L 2 ðR n Þ. There is a huge literature on the Hardy inequality and it is impossible to make a list of references which covers all important papers; for instance, we refer the reader to [2, 3, 8, 11, 15-17, 19-21, 23, 25] and references therein.
This article is part of the section ''Theory of PDEs'' edited by Eduardo Teixeira.
; ð3Þ
where o r is the radial derivative defined by
x j jxj o j :
Indeed, (3) implies another Hardy inequality n À 2 2 2 f jxj 2 2 ko r f k 2 2 ; ð4Þ which in turn implies (1) since the right hand side of (4) is bounded by that of (1). These investigations (3) and (4) are L 2 based. Although there are L p based studies [15, 16, 22] , we restrict ourselves to L 2 based inequalities in this paper. The associated difference between the right hand sides of (1) and (4) may be taken in a good shape through the decomposition of the Dirichlet integral
where L ¼ r À x jxj o r is the spherical derivative and the spherical component of the Dirichlet integral is defined as
x j x k jxj 2 o k :
Meanwhile, a particular account has been taken into the inequality
for all r ! 0, where r is the Lebesgue measure on the unit sphere S nÀ1 ¼ fx 2 R n ; jxj ¼ 1g, [7, 12] . In [12] , the inequality (6) is referred to as an improved Hardy inequality on the basis of the improvement in the coefficient n 2 4 on the left hand side of (6) , which is larger than the corresponding coefficient nÀ2 4 À Á 2 on the left hand side of (1), as well as of the applicable range of dimensions, in particular, n ¼ 2 is now admissible.
The purpose of this paper is to present a new equality which clarifies why the improvement in (6) over (1) is realized under (7) on the basis of the separation of contributions by radial and spherical derivatives of functions in H 1 ðR n Þ. To state our main results precisely, we introduce the following notation. Some associated basic properties of those notions are summarized in the next section. We denote by L 2 rad ðR n Þ and H 1 rad ðR n Þ the closed subspaces L 2 ðR n Þ and H 1 ðR n Þ, respectively, of radial functions:
H 1 rad ðR n Þ :¼ ff 2 ðH 1 \ L 2 rad ÞðR n Þ; o r f 2 L 2 rad ðR n Þg:
For any f 2 L 2 ðR n Þ, we denote by Pf its radial average over the unit sphere
Then P : f 7 !Pf induces the orthogonal projection from L 2 ðR n Þ onto L 2 rad ðR n Þ as well as from H 1 ðR n Þ onto H 1 rad ðR n Þ (see Proposition 7 below). The operator P ? :¼ I À P is the orthogonal projection onto the orthogonal complement of these spaces in the following orthogonal decompositions:
We also use the complete orthogonal decomposition
where H k ðR n Þ is a closed subspace spanned by spherical harmonics of order k multiplied by radial functions. We denote by P k the associated orthogonal projection. We refer the reader to [4-6, 24, 26] for details on the decomposition (8) . Here we notice that L 2 rad ðR n Þ ¼ H 0 ðR n Þ with P ¼ P 0 . We now state the main results in this paper. for almost all x 2 R n nf0g, where a Á y ¼ P n j¼1 a j y j for y 2 R n . In this case, both sides of (10) are given by
where u 2 L 2 ð0; 1Þ satisfies gðxÞ ¼ uðjxjÞjxj À nÀ1 2 for almost all x 2 R n nf0g and
Theorem 3 Let n ! 2. Then, the following equalities n À 2 2 2 f jxj 2 2 þðn À 1Þ P ? f jxj
ð13Þ
hold for all f 2 H 1 ðR n Þ.
Corollary 4 Let n ! 2. Then, the following inequality
holds for all f 2 H 1 ðR n Þ. Equality holds in (14) if and only if f ¼ 0.
Theorem 5 Let n ! 2. Then, the following equality n 2 4
holds for all f 2 H 1 ðR n Þ.
Corollary 6 (Improved Hardy inequality [7, 12] ) Let n ! 2. Then, the following inequality
holds for all f 2 H 1 ðR n Þ. Equality holds in (16) if and only if f 2 H 1 rad ðR n Þ. In this case, both sides of (16) vanish.
The inequality (14) improved the Hardy inequality (1) in the sense that (14) Moreover, (14) clarifies the contribution by the orthogonal component to H 1 rad ðR n Þ with coefficient n À 1, which together with the standard coefficient nÀ2 2 À Á 2 yields the improved coefficient n 2 4 in (6) on the basis of the simple identity nÀ2 2 À Á 2 þðn À 1Þ ¼ n 2 4 . In Sect. 2, we prove a density lemma, which enables us to prove the main theorems for functions in C 1 0 ðR n nf0gÞ. In Sect. 3, we prove the main results stated above. Furthermore, we also include a justification of the observation that the constant n 2 4 in the improved Hardy inequality (16) is best possible and thus we establish the nonexistence of nontrivial extremizers for the improved Hardy inequality.
Preliminaries
In this section, we collect basic propositions for the proofs of the main theorems. From now on, we assume that the space dimension n is greater than or equal to 2 unless specified otherwise. We denote by ðÁjÁÞ the standard scalar product in L 2 ðR n Þ.
Proposition 7
The following relations hold:
Each of the claims in the above proposition can be verified by straightforward calculations.
The following proposition states some basic properties of spherical derivative operator L and the Laplacian on the unit sphere:
Proposition 8 The following relations hold:
Parts (1)-(3) are easily verified by straightforward calculations. For Part (4), we refer the reader to, for example, [5, 24] .
The following proposition is essential in the proof of the main theorems:
Proof Let n; g 2 C 1 ðRÞ satisfy 0 n; g 1; n ¼ 0 on ðÀ1; 1=2; n ¼ 1 on ½1; 1Þ; g ¼ 1 on ðÀ1; 1; g ¼ 0 on ½2; 1Þ. For any positive integer j, we define f j 2 C 1 ðR n Þ by
jxj 2jg and f j ðxÞ ¼ 1 if 1 j jxj j. Moreover, we have
This implies
For
where Ã is the standard convolution for functions on R n and q j ðxÞ ¼ j n qðjxÞ with q 2 C 1 0 ðR n Þ satisfying 0 q 1, suppq & fx 2 R n ; jxj 1=4g, and kqk 1 ¼ 1. It suffices to prove that P ? f j ! P ? f in H 1 ðR n Þ as j ! 1.
For that purpose we write their difference as
where we have used
The first term on the right hand side of the last equality of (18) is rewritten as
which, using the Cauchy-Schwarz and Minkowski inequalities, is estimated in L 2 by
as j ! 1, where ðs y f ÞðxÞ ¼ f ðx À yÞ. We differentiate (19) to have rPðq j Ã P ? f ÞðxÞ
which is estimated in L 2 in the same way as in (20) by
as j ! 1. The other terms on the right hand side of the last equality of (18) are estimated in L 2 as
as j ! 1. We differentiate the same terms on the right hand side of the last equality of (18) to have
The second and third terms in (23) tend to zero as j ! 1. By (17), the first norm in (23) is estimated as
Therefore it remains to prove that
We write the integral in (25) in polar coordinates as Z jxj 1=j
jxj À2 jðP ? f ÞðxÞj 2 dx
ðf ðrxÞ À f ðrx 0 ÞÞdrðx 0 Þ 2 drðxÞr nÀ3 dr: jxj À2 ðP ? f ÞðxÞ
jf ðrxÞ À f ðrx 0 Þj 2 drðx 0 ÞdrðxÞr nÀ3 dr
We consider the mapping in Bð0; 1=jÞ ¼ fx 2 R n ; jxj\1=jg defined by u : Bð0; 1=jÞ 3 x7 !tx þ ð1 À tÞjxjx 2 R n :
The range uðBð0; 1=jÞÞ is in B(0; 1 / j) and therefore u is regarded as a mapping from B(0; 1 / j) into itself. Moreover, ujBð0; 1=jÞnf0g, the restriction on Bð0; 1=jÞnf0g is smooth with Jacobian given by 
We now estimate the last integral in (27) . We consider separately two cases:
(a) 3=4 t 1,
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(b) 1=2 t 3=4.
If 3=4 t 1, then the contribution by the Jacobian in (28) is estimated as t nÀ1 t þ ð1 À tÞ u À1 ðyÞ ju À1 ðyÞj Á x ! t nÀ1 ðt À ð1 À tÞÞ ¼ t nÀ1 ð2t À 1Þ and Z jxj 1=j
as j ! 1. In the case 1=2 t 3=4, we prove that there exists a constant c n [ 0 such that
The integral over the unit sphere is rewritten as Z
so that the required inequality (30) is reduced to the convergence of the following double integral:
We divide (32) into three parts
and we denote by I, II, III the first, second, third term on the right hand side of (33), respectively. We estimate I as
where the last integral converges for n ! 2. For II, we note that the integrand is continuous for ðs; tÞ 2 ½À1=2; 1=2 Â ½1=2; 3=4. We evaluate III as
which is convergent since the singularity at s ¼ À1 is of order ð1 þ sÞ nÀ3 2 logð1 þ sÞ, which is integrable for n ! 2. This proves (30), which implies Z jxj 1=j
as j ! 1. By (27) , (29), and (34), we have proved (25) , as required. This completes the proof.
Proofs of the main theorems
In this section, we prove Theorems 1, 3, 5 and their corollaries. By a density argument based on Proposition 9, it suffices to prove the theorems for functions in C 1 0 ðR n nf0gÞ. In the proofs below, all functions are supposedly elements of C 1 0 ðR n nf0gÞ.
Proof of Theorem 1 Let f 2 C 1 0 ðR n nf0gÞ. By Propositions 7 and 8, the first term on the right hand side of (9) is represented as
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and hence LP ? f
where we have used relations
This completes the proof. h
Proof of Corollary 2
The inequality (10) is a direct consequence of (9). The equality in (10) holds if and only if P k f jxj ¼ 0 for all nonnegative integers k with k ! 2, namely, f jxj 2 H 0 È H 1 . This proves (11) . Then we take g; h 2 H 1 rad ðR n Þ as in (11) . In this case, we have
gðxÞ for almost all x 2 R n nf0g. Since g is radial and P ? f jxj 2 H 1 , a new function u 2 L 2 ð0; 1Þ is defined to satisfy gðxÞ ¼ uðjxjÞjxj À nÀ1 2 for almost all x 2 R n nf0g. We evaluate two integrals in (10) as
This proves (12) .
Proof of Theorem 3
The equality (13) follows from (3), (5), (9) , and kLP ? f k 2 ¼ kLf k 2 . h
Proof of Corollary 4
The equality in (14) holds if and only if (11) and
Then f is written as f ðxÞ ¼ jxj 1À n 2 w x jxj for some function w : S nÀ1 ! C, which together with (11) implies that f ðxÞ ¼ jxj 1À n 2 a Á x jxj for some a 2 C n . In this case, f jxj 2 L 2 ðR n Þ if and only if a ¼ 0, which means f ¼ 0.
h
Proof of Theorem 5 The equality (15) follows by substituting f by P ? f in (13) .
Proof of Corollary 6
The equality (16) follows if and only if P ? f ¼ 0, which means f 2 H 1 rad ðR n Þ.
We conclude the paper with a justification of the claim that the constant n 2 4 in (16) is best possible by making use of an argument in [27] . We first observe that P commutes with the Fourier transform, hence so does P ? , and thus by Plancherel's theorem, it suffices to show that the constant in for appropriate functions f : R n ! C. To establish optimality of the constant in (35), we consider f k ðxÞ ¼ Y 1 ð x jxj Þg k ðjxjÞ, where Y 1 is chosen to be a unit vector in H 1 ðR n Þ and g k is to be chosen momentarily. It is straightforward to see that f k is invariant under the action of P ? , and therefore Z R n jxj 2 P ? f k ðxÞ
For the norm on the left hand side, we use the well-known expression for d Y 1 dr in terms of the Bessel function J n=2 (see, for example, Corollary 5.1 in [26] ) to write b f k ðxÞ ¼
Thus, b f k is also invariant under the action of P ? and 1 ð2pÞ n P ? b f k jxj where U 1 is the operator given by
Z 1 0 J n=2 ðrsÞgðrÞr n=2 dr:
By Lemma 3.8 of [27] , we obtain the existence of ðg k Þ k ! 1 & C 1 0 ðR þ Þ such that the quantity in (36) is equal to 1 for all k and the quantity in (37) converges to 4 n 2 as k ! 1. This shows that the constant in (35) is best possible and hence so is the constant in (16) .
