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A major problem for evolutionary theory is understanding the so called open-ended nature of
evolutionary change, from its definition to its origins. Open-ended evolution (OEE) refers to the
unbounded increase in complexity that seems to characterise evolution on multiple scales. This prop-
erty seems to be a characteristic feature of biological and technological evolution and is strongly
tied to the generative potential associated with combinatorics, which allows the system to grow
and expand their available state spaces. Interestingly, many complex systems presumably display-
ing OEE, from language to proteins, share a common statistical property: the presence of Zipf’s
law. Given an inventory of basic items (such as words or protein domains) required to build more
complex structures (sentences or proteins) Zipf’s law tells us that most of these elements are rare
whereas a few of them are extremely common. Using Algorithmic Information Theory, in this paper
we provide a fundamental definition for open-endedness, which can be understood as postulates. Its
statistical counterpart, based on standard Shannon Information theory, has the structure of a varia-
tional problem which is shown to lead to Zipf’s law as the expected consequence of an evolutionary
process displaying OEE. We further explore the problem of information conservation through an
OEE process and we conclude that statistical information (standard Shannon information) is not
conserved, resulting into the paradoxical situation in which the increase of information content has
the effect of erasing itself. We prove that this paradox is solved if we consider non-statistical forms
of information. This last result implies that standard information theory may not be a suitable
theoretical framework to explore the persistence and increase of the information content in OEE
systems.
I. INTRODUCTION
Life has been evolving on our planet over billions of
years, undergoing several major transitions along with
multiple events of both slow and rapid change affecting
structure and function [1–4]. Life seems to be indefinitely
capable of increasing in complexity. This is illustrated,
as an instance, by the trend towards larger genomes and
diverse cell types exhibited by multicellular organisms.
Moreover, the emergence of high neuronal plasticity and
complex communication provided the substrate for non-
genetic modes of adaptation. A key concept that per-
vades many of these innovations is the idea that evolu-
tion is “open-ended”. Following [5], Open-Ended Evo-
lution (OEE) can be defined as follows: “a process in
which there is the possibility for an indefinite increase
in complexity.” What kind of systems can exhibit such
unbounded growth in complexity [6]? What are the con-
ditions under which the complexity –and thus, the infor-
mation content of the system– can increase and what are
the footprints of such an open-ended increase of complex-
ity? Which kind of information is encoded in an OEE
system? The aim of this paper is to give hints to the
these questions.
∗bernat.corominas-murtra@ist.ac.at, ricard.sole@upf.edu
Open-ended evolutionary change needs a dynamical
behaviour allowing complexity to grow in an unbounded
way [5, 7]. This requires a very large exploration space
but this is only a necessary requirement. For example,
as noticed in [8] mathematical models used in population
genetics involving infinite alleles –using Markov models–
do not display open-ended evolution. Previous attempts
to address the problem of OEE involved different approx-
imations and degrees of abstraction. John von Neumann
was one of the early contributors to this issue [5, 9, 10]. In
all these studies, some underlying mechanism is assumed
to be operating, and arguments are made concerning the
presence of self-replication, genotype-phenotype map-
pings, special classes of material substrates and physico-
chemical processes [5, 11]. On the other hand, a theory
of OEE might demand a revision of the role of novel
niches and abiotic changes, as well as refining what we
understand as the open-endedness of a system [12, 13].
Special suitable candidates for OEE systems are com-
plex systems exhibiting generative rules and recursion.
The best known case is human language. Thanks to re-
cursion, syntactic rules are able to produce infinite well-
formed structures and thereby the number of potential
sentences in a given language is unbounded [14]. In an-
other example, Darwinian evolution proceeds through
tinkering [15, 16], continuously reusing existing parts.
These are first copied –hence bringing in some redun-
dancy into evolving systems– but are later on modified
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2through mutation or recombination. Despite the obvious
differences existing between Darwinism in biology and
human-guided engineering [15], this process of tinkering
appears to be common too in the growth of technological
systems, thus indicating that copy-and-paste dynamics
might be more fundamental than expected [17].
These systems are very different in their constitutive
components, dynamics, and scale. However, all share
the presence of a common statistical pattern linked to
their diversity: fat tailed distributions. Four examples
are provided in figure (4). In all these cases, the fre-
quency distribution of the basic units decays following
approximately Zipf’s law. Zipf’s law was first reported
for the distribution of city sizes [18], and then popularised
as a prominent statistical regularity widespread across
all human languages: in a huge range of the vocabulary,
the frequency of any word is inversely proportional to its
rank [19, 20]. Specifically, if we rank all the occurrences
of words in a text from the most common word to the less
common one, Zipf’s law states that the probability p(si)
that in a random trial we find the i-th most common
word si (with i = 1, ..., n) falls off as
p(si) =
1
Z
i−γ , (1)
with γ ≈ 1 and Z the normalization constant, i.e.,
Z =
∑
i≤n i
−γ . Stated otherwise, the most frequent word
will appear twice as often as the second most frequent
word, three times as often as the third one, and so on.
This pattern is found in many different contexts and can
emerge under different types of dynamical rules –see [20–
24] and references therein.
The examples shown in figure (4) involve: (a) LEGOr
models, (b) human language, (c) proteins and (d) evolved
electronic circuits. The first example provides an illus-
tration of structures emerging through copy-paste and
combination in a non-biological setting. This toy system
allows to exploit the intrinsic combinatorial explosion as-
sociated to the multiple ways in which different bricks
can be interlinked. In figure (4a) we plot the number
of times that each type of brick occurred within a very
large data set of Lego models [25]. The rank plot reveals
that some simple bricks –as those shown in figure (4a),
right– are extremely common whereas most bricks, hav-
ing more complex shapes and larger size, are rare. The
analysis showed that the statistical distribution can be
well fitted using a generalized form of equation 1 known
as the Pareto-Zipf distribution. This reads:
p(si) =
1
Z
(i+ i0)
−γ , (2)
where Z is again the corresponding normalization and i0
a new parameter that allows to take into account the cur-
vature for small i-values. This picture is similar to the
one reported from the study of large written corpora,
as illustrated in figure (4b) [26]. Our third example is
given by so called protein domains, which are consid-
ered the building blocks of protein organization and an
essential ingredient to understand the large scale evolu-
tion of biological complexity [27–30]. Here each protein
domain –or fold– is characterized by its essentially inde-
pendent potential for folding in a stable way and each
protein can be understood as a combination of one, two,
or more domains. In figure (4c) the rank distribution
of observed folds from a large protein database is dis-
played. Domains define the combinatorial fabric of the
protein universe and their number, although finite, has
been increasing through evolution [30]. The fourth ex-
ample gives the frequency of use of 4-element modules
within complex circuits [31].
The repertoire of LEGOr bricks, words, protein do-
mains, and circuit modules provide the raw materials to
combinatorial construction; but they also share the un-
derlying presence of a grammar, to be understood here
as the compact description of a language. As indicated
in [25], if we treat pieces of LEGOr as words and models
as utterances, LEGOr appears as a class of artificial lan-
guage and the resulting structures are passed from gener-
ation to generation through cultural transmission. This
is of course a largely metaphoric picture, since the final
outcome of the combinatorics is usually a non-functional
design, unbounded by the potential combinations but
not by functional constraints. This might actually be
the reason why its statistical distribution, described by
equation (2) deviates from equation (1). Protein domains
too exhibit a grammar in which a set of generative rules
for combining the available folds provides an explanatory
mechanism for the observed repertoire of protein struc-
tures [32–34]. In summary, these systems –and others
like electronic circuits or genomes, molecular networks
[35–37] and complex circuits [38] and even evolved tech-
nology [39]– are characterized by a growth process that
is expanding their inventories over time, the presence of
generative rules allowing new structures to emerge, and
a common statistical pattern described by Zipf’s law.
In this paper we provide a general definition, or postu-
lates of OEE based on Algorithmic Information Theory,
and we show that the common presence of Zipf’s law in
these seemingly disparate systems may be deeply con-
nected to their potentially open-ended nature. Further-
more, we explore the consequences that OEE has for the
conservation of the information, identifying the informa-
tion loss paradox in OEE systems. This paradoxical sit-
uation, in which the system loses all its past information
in the long run, even though the step-by-step informa-
tion transmission is maximized, is shown to be a problem
of the statistical nature of Shannon Information Theory.
Indeed, we prove that, in the general setting of Algorith-
mic Information Theory, information can be conserved
and systems can grow without bounds without removing
the traces of its past. Therefore, the general study of
OEE systems must be framed in a theoretical construct
not based on standard information theory, but in a much
more general one, inspired in non-statistical forms of in-
formation content. We finally observe that the connec-
tion of fundamental results of computation theory, and
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FIG. 1: Zipf’s law distributions are commonly found in very different systems candidates to display open-endedness. Here we
show several examples of scaling behavior involving (a) Lego systems, (b) written language and (c) proteins. In (a) we display
(in log scale) the probability of finding the i-th most abundant type of LEGO brick within a very large number of systems (see
details in [25]). In (b) the log-scale rank-size distribution of Herman Melville’s Moby Dick is displayed. The dashed line shows
the frequency versus rank for words having length 5, which is the average length of words in this particular book. The linear
rank plot displayed in (c) shows the corresponding rank distribution of protein folds in a large protein database (redrawn from
[32]). The line is a power law fit. Here the names of some of the domains, which are associated to particular functional traits,
are indicated. (d) Zipf’s law in the frequency of logic modules used in evolved complex circuits (adapted from [31]).
4even Go¨del’s incompleteness theorem, with general prob-
lems of evolutionary theory has been approached before
in [8, 40, 41].
II. ALGORITHMIC INFORMATION THEORY
Algorithmic Information Theory (AIT) [42–52] is a
natural framework to address the problem of OEE. It in-
corporates powerful (still unexplored) tools to model the
complexity of living systems, which, for example, has of-
ten been associated to information storage in the genome
[40, 42]. Such kind of information results from the growth
of genome complexity through both gene duplication and
the interactions with the external world and is (by defi-
nition) a path-dependent process. Here we consider that
we encode our evolving system into strings of symbols.
We assume that, as long as the system evolves, such de-
scriptions can grow and change, in a path-dependent way.
As we shall see, the derived abstract framework is com-
pletely general, and applies to any system susceptible of
displaying OEE.
A natural question arises when adopting such an ab-
stract framework: Why using Kolmogorov Complexity
for our approach to open-ended evolution? The first rea-
son is that it is based on strings obtained from a given
alphabet, which naturally connects with a representa-
tion based on sequences [42] such as those in some of
our examples from figure (4). Second, it connects with
information theory (which is the most suitable coarse-
grained first-approximation to biology [53]) resulting on
a more fundamental framework. Third, it consistently
distinguishes in a meaningful way predictable from un-
predictable sequences, and how these scale with size. Fi-
nally, the algorithmic definition based on the use of a
program matches our intuition that evolution can be cap-
tured by some computational picture.
Let us first introduce a key concept required for our
analysis: Kolmogorov –or algorithmic– complexity, in-
dependently developed by Kolmogorov [46], Somolonoff
[47], and Chaitin [48]. Roughly speaking, if a given pro-
cess can be described in terms of a string of bits, the
complexity of this string can be measured as the short-
est computer program capable of generating it [49, 50].
The underlying intuition behind this picture –see fig-
ure (2)– is that simple, predictable strings, such as
10101010101010... can be easily obtained from a small
piece of code that essentially says ‘write “10”’ followed by
‘repeat’ as many times as needed. This would correspond
to a regular system, such as a pendulum or an electronic
oscillator –see figure (2a-b)– and the simple dynamical
pattern is reproduced by a short program. Instead, a
random string generated by means of a coin toss (say
0100110011101101011010...) would only be reproduced
by using a program that writes exactly that sequence and
is thus as long as the string itself –figure (2c-d). Other
stochastic processes generating fluctuations –figure (2e-
f)– and represented as strings of n bits can be similarly
described, and their complexity shall lie somewhere be-
tween both extremes.
The stochasticity inherent to the most algorithmically
complex strings (e.g. a coin toss, as introduced above)
invites us to think in terms of statistical or information
entropy. But the Kolmogorov complexity is, conceptu-
ally, a more fundamental measure of the complexity of
such processes [51, 52]. A formal definition follows. Let
x and p be finite binary strings of length `(x) and `(p)
respectively. Let Tu be a universal Turing machine. Note
that a finite binary string p can define the computations
that a universal Turing machine [55] will implement when
p is fed as an input – i.e. it can define programs executed
by the Turing machine. We will consider a set of prefix
free programs: In such a set of programs, no program is
the prefix of another program. This property is crucial
for most of the results of AIT or even standard informa-
tion theory [51, 52]. Let Tu(p) denote the output of the
computer Tu when running the program p. Considering
now all possible programs p that produce x as an output
when fed into Tu, the (prefix free) Kolmogorov Complex-
ity KTu(x) of the string x with respect to the universal
computer Tu is defined as [51]:
KTu(x) = min
p:Tu(p)=x
{`(p)} . (3)
This quantity is computer independent up to an additive
constant [51, 52] so we will omit the subindex when re-
ferring to it. If x is a random string, we would have a
simple relation:
K(x) = `(x) , (4)
since all `(x) bits need to be included, and we say that
the sequence x is incompressible.
In addition, and as it happens with the statistical en-
tropy, one can define the conditional algorithmic com-
plexity as follows: Let x, y, and p be finite binary strings
again and let T yu be a universal Turing machine to which
a description of y has already been made available. The
Kolmogorov complexity of x given y is the length of the
shortest program p that, when applied to a universal Tur-
ing machine, modifies y to display x as an output:
K(x|y) = min
p:T yu (p)=x
{`(p)} . (5)
Notice that even though K(x) can be arbitrarily large,
K(x|y) accounts for the minimum program that knows
the differences between x and y and amends them1.
1 This quantity has been used as a conditional complexity within
the context of evolved symbolic sequences [42]. In this case,
K(s|e) referred to the length of the smallest program that gives
the string s from a given environment e, also defined as a string.
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FIG. 2: Measuring string complexity. If `(p) is the length
of the program, the Kolmogorov complexity K(x) is defined
as the smallest program able to write x. Simple dynamical
systems (a) such as oscillators produce predictable, simple
strings (b) thus having a low complexity. On the other ex-
treme (c) a coin toss creates a completely random sequence
and the program (d) is such that K(x) = `(x). A system
exhibiting broad distributions (e-f) and a large set of states
is also likely to display high K(x).
III. GENERAL CONDITIONS FOR
OPEN-ENDED EVOLUTION: POSTULATES
We shall concern ourselves with dynamic systems
whose description can be made in terms of finite binary
strings σt at each time step t over evolutionary time.
The complexity of such an object at time t is given by
K(σt). This object shall evolve through intermediate
steps in a path-dependent manner; thus the quantities
K(σt), K(σt+∆t), and K(σt+∆t|σt) and the relationships
between them will play a paramount role.
Let σt be the description of the system at time t. Let
the sequence Σ(t) ≡ {σ1, σ2, . . . , σt} be the history of the
system until time t in arbitrary time units. We want the
process that builds σt to be an open-ended evolutionary
one, hence we turn our attention to the complexity of its
evolutionary history Σ(t). A minimal condition that this
historical process has to obey to be called open-ended
is that its complexity (properly normalized) always in-
creases:
Axiom 1 (Open-Endedness). We say that the process
that generates σt is open-ended if
K(Σ(t))
t
≤ K(Σ(t+ 1))
t+ 1
, (6)
for all t = 1, . . . ,∞.
Of all open-ended processes that obey equation (6), we
are interested in those whose complexity is not bounded:
Axiom 2 (Unboundedness). We say that the process
generating σt has an unbounded complexity if for any nat-
ural number N ∈ N there is a time t such that
K(Σ(t))
t
> N . (7)
These two axioms imply that information is always be-
ing added by the generative process in the long term –
hence more bits are needed to describe later stages of the
evolutionary history. The knowledge of the history up to
time t is not enough to predict what will happen next. If
it were, the description of later stages of the evolutionary
history would be implicit in the description of the history
at time t, and Axiom 1 (Open-Endedness) would be vi-
olated. Equation (7) also implies that the information
of the processes we are interested in will never converge,
eventually diverging for large times. These equations do
not impose any condition on the complexity of the sys-
tem at a given time step. Notably, i) they admit a sit-
uation in which the description of the system – but not
of its history – drops (K(σt) > K(σt+1), which might
happen in biology [54], see also figure S1) and ii) they
do not imply any connection between states σt and σt+1.
This second point is possible because we have not im-
posed yet that this is an evolutionary process. We would
hardly call a process ‘evolutionary’ if its successive steps
are completely unrelated, hence:
Axiom 3 (Heredity principle). Evolutionary pro-
cesses attempt to minimize the action
S (Σ(t)→ Σ(t+ 1)) ≡ K (Σ(t+ 1)|Σ(t)) . (8)
That is, evolutionary processes try to minimize the
amount of operations implemented to move the system
from one state to the next, under whichever other con-
straints might apply. In the case of open-ended evolu-
tionary systems, they try to minimize the number of op-
erations needed to unfold in time while always increasing
the informational content of the evolutionary history (as
equations (6) and (7) demand). We could apply the same
axiom, say, to Darwinian evolutionary processes saying
that they attempt to minimize equation (8) subjected
to random mutation and selection. (Note that this has
no saying on whether Darwinian processes are inherently
open-ended or not.) Axiom 3 (Heredity principle) de-
fines an AIT-like least action principle that imposes that
the information carried between successive steps is max-
imized as much as other constraints allow, thus turn-
ing the generative process into a path-dependent one.
Without the Heredity principle we could end up with
a sequence of totally unrelated objects – i.e. a purely
random, unstructured process hardly interpretable as an
evolving system.
6We take these axioms as our most general postulates
of OEE. In a nutshell, our working definition of open-
endedness implies that the size of the algorithm describ-
ing the history of the system does not converge in time.
Therefore, even if every evolutionary stage accepts a fi-
nite algorithm as a description, the evolutionary path
is asymptotically uncomputable. These postulates are
assumed to be satisfied by all open-ended systems. How-
ever, they turn out to be too generic to extract conclu-
sions of how OEE systems may behave or which kind of
observable footprints are expected from them. To gain
a greater insight about the effects of OEE we can study
a strong version of these postulates that applies not to
evolutionary histories, but to objects themselves. Hence
we demand that:
K(σt) ≤ K(σt+1) , (9)
at any t = 1, . . . ,∞ and that for every natural number
N ∈ N there is a time t such that
K(σt) > N . (10)
Also, in the strong version of OEE the action:
S(σt → σt+1) ≡ K(σt+1|σt) , (11)
is minimized, constrained by equations (9) and (10). As
before, S(σt → σt+1) denotes an informational entropy –
or missing information– when inferring σt+1 from σt. We
know from [49] that this quantity is bounded by:
S(σt+1 → σt) ≥ |K(σt+1)−K(σt)|+O(1) . (12)
As discussed before, the general OEE postulates –
equations (6-8)– allow for the complexity of σt to drop,
so such processes are not necessarily OEE in the strong
sense defined by equations (9-11). However, it can be
proved that every unbounded OEE process in the gen-
eral sense must contain an unbounded OEE process in
the strong sense –see appendix material. That is, the
strong version of OEE still can teach us something about
the footprints of open-ended evolution.
IV. STATISTICAL SYSTEMS: A VARIATIONAL
APPROACH TO OPEN-ENDED EVOLUTION
We will explore now the consequences of the defini-
tion stated above for systems that accept a description
–possibly partial– in terms of statistical ensembles. The
aim is to write the three conditions for OEE described
by equations (9-11) in the language of statistical infor-
mation theory. We will assume now that the statistical
properties of this very finite string σt are themselves ac-
curately accounted for by a random variable Xt. In other
words: We consider that the string σt as a sequence of
observations at the system at time t. This will provide a
description of the system, in terms of observable states,
at time t. We further consider that such a description
of the system is the outcome of a random variable Xt.
Then, the algorithmic complexity K(σt) is of the order
of the Shannon entropy H(Xt) associated to the random
variable Xt [51, 52]:
K(σt) = H(Xt) +O(1) .
Recall that this is the minimal information required to
describe the behaviour of a single outcome of Xt, not a a
sequence of trials of the random variable2 Xt. This ran-
dom variable will represent an observation or realization
of the system. Assume that we discretise the time, so we
use the subscript n or m instead of t, and that we label
the states i = 1, ..., n. Now let us define the following
family of nested subsets:
Ω1 = {1}
Ω2 = Ω1 ∪ {2} = {1, 2}
. . . = . . .
Ωn+1 = Ωn ∪ {n+ 1} = {1, ..., n+ 1} .
The open-ended evolutionary process will traverse the
above family of nested subsets, adding a new state per
evolutionary time step. We now define a sequence of
different random variables
X1, . . . , Xn ,
such that Xk takes values over the set Ωk and fol-
lows the probability distribution pk(1), ..., pk(k), with∑
i≤k pk(i) = 1. Then:
H(Xn) = −
∑
i≤n
pn(i) log pn(i) .
The variational principle derived from the path-
dependent process implies now the minimization of the
conditional entropy of the random variable Xn+1 given
the random variable Xn, namely:
H(Xn+1|Xn) = −
∑
i≤n
pn(i)
∑
k≤n+1
Pn(k|i) logPn(k|i) ,
where Pn(k|i) ≡ P(Xn+1 = k|Xn = i). We will finally
assume (without loss of generality) that the probability
distributions p2, ..., pn are sorted in decreasing order, i.e.:
pk(1) > pk(2) > · · · > pk(k) .
In the appendix we discuss the conditions under which
the consecutive achievement of ordered probability dis-
tributions is possible.
Therefore, for statistical systems, the previous con-
straints for open-endedness from equations (9) and (10)
must now be rewritten as follows: First,
H(Xn) ≤ H(Xn+1) , (13)
2 Rigorously speaking, one should say that, if σ is the description
in bits of the outcomes of N trials of Xt, then
K(σ)
N
→ H(Xt).
7and, for any N ∈ N, there will be a n such that
H(Xn) > N . (14)
In addition, path dependence condition stated in equa-
tion (11) implies that:
minimize H(Xn+1|Xn) . (15)
In summary, we took a set of conditions, described by
equations (9-11), valid in the general AIT framework,
and we have re-written them in terms of statistical en-
tropy functions through equations (13, 14) and (15). We
finally observe that the condition that the probability
distribution must be strictly ordered leads to:
H(Xn) < log n .
Accordingly, the case of total randomness (fair coin toss)
is removed.
A. Minimizing the differences between shared
states
Condition (15) is difficult to handle directly. Never-
theless, it can be approached as follows: We first find a
minimum by extremalising a given Kullback-Leibler di-
vergence, and then we will prove that this solution indeed
converges to the absolute minimum of H(Xn+1|Xn).
Let us define the distribution pˆn+1 as
pˆn+1(k) ≡ pn+1(k|k < n+ 1) =
pn+1(k)∑
i<n+1 pn+1(i)
.
pˆn+1(k) is the probability that k < n+1 appears when we
draw the random variable Xn+1 excluding the outcomes
= n+1. Clearly, pˆn+1 and pn are defined over the set Ωn,
whereas pn+1 is defined over the set Ωn+1. Since the sup-
port sets for both pˆn+1 and pn are the same, one can use
the Kullback-Leibler divergence (KL-divergence) defined
as the relative entropy (or information gain) between pn
and pˆn+1:
D(pn||pˆn+1) =
∑
k≤n
pn(k) log
pn(k)
pˆn+1(k)
.
Now we impose the condition of path dependence as a
variational principle over the K-L divergence and then we
write the following Langrangian which defines the evolu-
tion of our system:
L(pˆn+1(1), . . . , pˆn+1(n); θn+1) =
= D(pn||pˆn+1) + θn+1
∑
k≤n
pˆn+1(k)− 1
 .
The minimization of this Lagrangian with respect to the
variables upon which it depends imposes that:
pˆn+1 = pn ,
which implies that
pn+1(k) = θn+1pn(k) ∀k ≤ n,
pn+1(n+ 1) = 1− θn+1 . (16)
By construction, 0 < θn+1 < 1. Equation (16) imposes
that the conditional probabilities between Xn and Xn+1
read:{
Pn(Xn+1 = i|Xn = k) = δikθn+1, for i ≤ n;
Pn(Xn+1 = n+ 1|Xn = k) = 1− θn+1, for k ≤ n.
This defines a channel structure that leads to:
H(Xn+1|Xn) = H(θn+1) , (17)
being H(θn+1) the entropy of a Bernoulli process having
parameter θn+1, i.e:
H(θn+1) = −θn+1 log θn+1 − (1− θn+1) log(1− θn+1) .
In the appendix it is proven that
H(θn+1)→ minH(Xn+1|Xn) .
We thus have found the specific form of the conditional
entropy governing the path dependency of the OEE sys-
tem, imposed by equation (15).
We finally remark some observations related to the flow
of information between past and present states. First, we
note that, from equation (17), the relation between the
entropies of Xn and Xn+1 satisfies the following Fano’s-
like equality:
H(Xn+1) = θn+1H(Xn) +H(θn+1) . (18)
Finally, from the definition of mutual information be-
tween Xn and Xn+1, one gets:
I(Xn+1 : Xn) = H(Xn+1)−H(Xn+1|Xn) ,
and from equations (17) and (18) we arrive at the amount
of information transmitted from the time step n to n+1:
I(Xn+1 : Xn) = θn+1H(Xn) . (19)
This is a good estimate of the maximum possible infor-
mation transmitted per evolutionary time step. Never-
theless, even in this case, we shall see that the statistical
information transmitted along time in an open-ended sys-
tem has to face a paradoxical behaviour: the total loss
of any past history in the long run –see section IV C.
B. Zipf’s Law: the footprint of OEE
As discussed at the beginning, a remarkably common
feature of several systems known to exhibit OEE is the
presence of Zipf’s law. We will rely now on previous
results [21, 22] to show that the solution to the problem
discussed above is given precisely by Zipf’s law. We first
8note that, thanks to equation (16), the quotient between
probabilities:
pn(i+ j)
pn(i)
= f(i, i+ j) ,
remains constant for all n as soon as pn(i+j) > 0. In the
appendix, following [22], we provide the demonstration
that, in a very general case, the solution of our problem
lies in the range defined by:(
i+ 1
i
)(1−δ)
> fn(i, i+ 1) >
(
i+ 1
i
)(1+δ)
.
It can be shown that δ → 0 if the size of the system is
large enough. Therefore:
fn(i, i+ 1) =
pn(i)
pn(i+ 1)
≈ i+ 1
i
,
which leads us to the scaling distribution:
pn(i) ∝ i−1 . (20)
In other words, Zipf’s law is the only asymptotic solu-
tion, which immediately suggests a deep connection be-
tween the potential for open-ended evolutionary dynam-
ics and the presence of this particular power law. Note
that Zipf’s law is a necessary footprint of OEE, not a
sufficient one: other mechanisms might imprint the same
distribution [20]. We emphasize the remarkable property
that this result is independent of the particular way the
evolving system satisfies the OEE conditions imposed by
equations (13, 14) and (15).
C. The loss of information paradox in OEE
The above description of the evolution of open-ended
statistical ensembles leads to an unexpected result: Sta-
tistical systems displaying OEE loose any information of
the past after a large period of complexity growing. In-
deed, in spite information is conserved in a huge fraction
step by step, it is not conserved at all if we compare large
periods of evolution. Therefore, the capacity to generate
an ensemble encoding an unbounded amount of informa-
tion through evolution results in a total erasure of the
past, even if a strong path dependency principle is at
work.
To see what happens with information along the evo-
lutionary process in the limit of large n’s, we first rewrite
mutual information between Xn and Xm, m < n as fol-
lows:
I(Xm : Xn) =
∑
i≤n
pn(i)
∑
k≤m
P(k|i) log P(k|i)
pm(k)
,
where, in this case, P(k|i) ≡ P(Xm = k|Xn = i). Then
we define the following constant Cm:
Cm =
∏
2≤k≤m
(θk)
−1 ,
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FIG. 3: The paradox of information loss: a) A statistical
description of the system displays OEE. This means that,
through time, the entropy of the ensemble grows without
bounds. The consequence of that is that the information
about the past history is totally erased as time goes by. Only
a fraction of the history closer to the present survives. There-
fore, there is no conservation of the information – see section
IV C. b) If our information is encoded in a non-statistical
way, such as bit strings, it can be preserved. The historical
information survives through evolutionary stages, even if the
system displays OEE.
where the θk’s are the ones arising from equation (16).
From here, one can prove –see appendix– that:
pm(1) =
1
Cm
,
Now, observe that we can generalize equation (19) as
follows:
I(Xm : Xn) ≤ θm+1 · ... · θnH(Xm) .
This allows us to obtain the following chain of inequali-
ties:
I(Xm : Xn) ≤
∏
m<i≤n
θiH(Xn)
=
1
Cn
∏
2≤k≤m
θ−1k H(Xm)
=
Cm
Cn
H(Xm) . (21)
9The above inequalities have an interesting consequence.
Indeed, from equation (21), if Cn →∞, then
lim
n→∞ I(Xm : Xn) ≤ limn→∞
Cm
Cn
H(Xm) = 0 . (22)
In the appendix it is proven that, in OEE statistical sys-
tems, indeed we have that Cn →∞. Thus I(Xm : Xn)→
0: no statistical information is conserved in open-ended
systems in the long term.
D. Solving the paradox: Algorithmic information
can be maintained
We have shown above that statistical information can-
not be maintained through arbitrarily long evolutionary
paths if the evolution is open-ended. The emphasis is
on the word statistical. As we shall see, using a rather
informal reasoning, other types of information based on
the general setting of AIT can be maintained. Let σn
be a description, in bits, of an object at time n and σN
its description at time N > n. Let us assume that σN ,
in its most compressed form, can only be written as a
concatenation of two descriptions, to be indicated with
symbol “⊕”:
σN = σn ⊕ σN−n .
Now assume that K(σN ) = µN , K(σn) = µn and
K(σN−n) = µ(N − n), with 0 < µ < 1. If pin is the
minimal program that prints σn and piN−n is the mini-
mal program that prints σN−n. Then, there is a program
piN defined as
piN = pin ⊕ piN−n ,
such that, when applied to a Universal Turing machine,
gives σN , i.e., Tu(piN ) = σN . If we already know pin, it is
clear that
K(σN |σn) = K(σN−n) +O(1) .
We observe that, under the assumptions we made,
|K(σN )−K(σn)| = K(σN−n) ,
so K(σN |σn) ≈ |K(σN ) − K(σn)| close to the bound
provided by Zurek in [49], already used in equation (12).
As we shall see, the immediate consequence of that is that
the algorithmic mutual information between σN and σn
does not depend on N . Let I(σN : σn) be the algorithmic
mutual information between σN and σn:
I(σN : σn) = K(σN )−K(σN |σn) .
Then, one has that:
I(σN : σn) = K(σN )−K(σN |σn)
≈ K(σN )−K(σN−m)
≈ K(σn) ,
we thus have
lim
N→∞
I(σN : σn) ≈ K(σn) . (23)
Within the algorithmic information theory framework
this implies that information of previous stages of the
evolution can be maintained.
The result reported above has an important conse-
quence: In an OEE system in which information is main-
tained, the information is encoded by generative rules
that cannot be captured by simple statistical models.
Therefore, Shannon information theory is of little use to
understand the persistence of the memory of past states
in OEE systems.
V. DISCUSSION
In this paper we have considered a new approach to a
key problem within complex systems theory and evolu-
tion, namely, the conditions for open-ended evolution and
its consequences. We provided a general formalization of
the problem through a small set of postulates summarized
by equations (6-11) based on the framework of algorith-
mic information theory. Despite the high degree of ab-
straction –which allows us to extract very general results–
important specific conclusions can be drawn: (i) In sta-
tistically describable systems, Zipf’s law is the expected
outcome of OEE. (ii) OEE systems have to face the sta-
tistical information loss paradox: Shannon information
between different stages of the process tends to zero, and
all information of the past is lost in the limit of large time
periods. (iii) This paradoxical situation is solved when
considering non-statistical forms of information, and we
provided an example where algorithmic information be-
tween arbitrary time steps is maintained. This result,
however, does not invalidate previous approaches of sta-
tistical information theory concerning the study of flows
of information within the system [57], since our result
refers to the structural complexity of the evolving entity.
It is important to stress that information may unfold
in several meanings or formal frameworks when talking
about evolving systems. Moreover, further explorations
should inquiry on the role of information flows in keep-
ing and promoting the increase of structural complexity
of evolving systems. In addition, it is worth to empha-
size that, at the current level of development, our frame-
work might fail to incorporate some processes, such as
exaptation or abiotic external drives, that are not fully
algorithmic but identified as key actors in evolutionary
systems [13]. All these issues are relevant in order to un-
derstand and eventually build OEE systems, as it is the
case within the context of artificial life [12, 56] by consid-
ering the possibility of building a system able to evolve
under artificial conditions and maintain a constant source
of creativity [58, 59].
Since Zipf’s law is the outcome of a statistical interpre-
tation of the OEE postulates given in equations (6-11),
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one may be tempted to conclude that information is not
conserved in those systems exhibiting Zipf’s law in its
statistical patterns. Instead, in line with the previous
paragraph, it is important to stress that the statistical
ensemble description can be just a partial picture of the
system, and that other mechanisms of information preva-
lence, not necessarily statistic, are at work. Therefore,
if our system exhibits Zipf’s law and we have evidence
of information conservation, the statistical pattern may
be interpreted as the projection of other types of non-
statistical information to the statistical observables.
Biological systems exhibit marked potential capacity
for OEE resulting from their potential for growing and
exploring new states and achieving novel functionalities.
This open-endedness pervades the apparently unbounded
exploration of the space of the possible. The two bio-
logical systems cited in the introduction, namely human
language and the protein universe, share the presence of
an underlying grammar, which both enhances and con-
strains their combinatorial potential. Analogously, the
example provided by models of evolution through gene
duplication or tinkering revealed that scaling laws and
other properties displayed by protein networks emerge
from the amplification phenomena introduced by growth
through copy-and-paste dynamics [60–62]. One way of
doing this is provided by the tinkered nature of evolution-
ary change, where systems evolve by means of extensive
reuse of previous parts [15, 16, 29]. This mechanism fully
matches our assumptions: generative rules that allow a
way of expanding the state space, while the redundant
nature of the process allows keeping most of the previous
structures.
We reserve a final word for a general comment on
the role of OEE in the theory of biology. Postulates
described by equations (6-11) explicitly relate OEE to
unpredictability. This, according to classic results like
the No free lunch theorem [63], puts a question mark on
the possibility of a theory of evolution in the sense of
classical physics. This issue, discussed also in [8], may
exclude the possibility of a predictive theory in terms
of the explicit evolutionary innovations that will eventu-
ally emerge. Nevertheless, in this paper we prove that
this is not an all-or-nothing situation: Interestingly, the
postulates of OEE, which rule out the existence of a pre-
dictive theory, are precisely the conditions that allow us
to identify one of the possible statistical regularities –
Zipf’s law– governing such systems and thereby make
predictions and, eventually, propose physical principles
for them, adding a new, unexpected ingredient to the
debate on predictability and evolution [64]. According
to that, these principles would predict the statistical ob-
servables, but not the specific events that they represent.
Author contributions BC-M, LFS and RS con-
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Appendix A: Every unbounded OEE process in the
general sense contains an unbounded OEE process
in the strong sense
As introduced in section IIIB, a dynamical system
whose description at time step t is σt is the result of a
process which history is recorded by Σ(t) ≡ {σ1, . . . , σt}.
This is the collection of the description of our dynam-
ical system at each and every time step until t. Note
that Σ(t) ⊂ Σ(t+ 1) for every t. Also, note that a given
evolutionary history might contain partial evolutionary
histories. Imagine, for example, that we fail to record
every other instantaneous description. This is likely in
empirical setups: we might be able to record a system
only once a minute, or once a day.
More rigorously, take a sorted, infinite subset of the
natural numbers T ≡ {t1, t2, t3, . . . } ⊂ N. Note that
each tτ is an integer and that not necessarily all integers
appear in T , but that this set itself can be labeled by
an index τ which runs over all the natural numbers. At
each τ , the finite set Tτ ≡ {t1, . . . , tτ} ⊂ T selects a
subset Σ′(τ) ≡ {σt1 , . . . , σtτ } of the original history at
time tτ , this is: Σ
′(τ) ⊂ Σ(tτ ). Also, Σ′(τ) ⊂ Σ′(τ + 1).
We say that the succession of Σ′(τ) for all τ ∈ N is a
partial history of the process under research. We also
say that the original history (given by the succession of
all Σ(t) for all t ∈ N) contains this partial history.
With these definitions it is possible to prove that ev-
ery unbounded OEE process in the general sense must
contain an unbounded OEE process in the strong sense
(as illustrated in figure 4). Let us suppose, indeed, that
our Σ(t) obeys equations (6) and (7) of the main text.
At the same time, let us also assume that, among all
partial histories of this process, there is not a single one
that obeys equation (9) of the main text – this is, that
our unbounded OEE process in the general sense does
not contain any open-ended partial history in the strong
sense. This second assumption will bring us to a contra-
diction.
The fact that there is not any partial history obeying
equation (9) of the main text means that, for whichever
partial history that we choose, there is always a finite
value µ such that K(σtµ) > K(σtτ ) for all τ > µ. This
implies that the description of our system reaches a max-
imum K+ at some time m ≤ tµ with K+ ≡ K(σm), and
that every description of the system afterwards has at
most complexity K+. The complexity of the process his-
tory at this time normalized by the number of steps is
some finite number:
〈K(Σ(m))〉 = K(Σ(m))
m
<∞ . (A1)
Let us now study the case in which as much complex-
ity as possible is added after this time step. Note that
K(σt>m) is at most K
+. To add as much complexity as
possible to the process history, we would need to append
incompressible bit strings. The number of incompress-
ible strings of length K+ is finite, but we can still add
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FIG. 4: OEE in the general versus the strong sense. a)
The description of a system over time changes, not necessarily
yielding systems of monotonously growing complexity. b)The
evolutionary history of a system at a given time (Σ(t)) consists
of the collection of all previous description of the system up
to time t. c) If we deal with OEE in the general sense, the
complexity (properly normalized) of the history of a system
increases monotonously over time. As we prove in the text,
if such a system complies with all axioms for general OEE, it
must contain an OEE sub-process in the strong sense, marked
with red circles in panel a).
them in a patternless fashion, also making sure correla-
tions are not introduced with the history prior to time
m. Even if we manage to do so, the complexity of the
process history (normalized by the number of time steps)
at any time t > m is bounded by:
K(Σ(t > m)) <
m 〈K(Σ(m))〉+ (t−m)K+
t
. (A2)
For large enough times, K(Σ(t > m)) → K+ asymp-
totically. By axiom 1 (Open-Endedness), this process
would be a bounded open-ended one if K+ > 〈K(Σ(m))〉.
This is: bounded open ended processes in the general
sense do not necessarily contain an open-ended process
in the strong sense. But the upper limit K+ to the
complexity of the process history implies that our pro-
cess cannot obey axiom 2 (Unboundedness), which is a
contradiction because we started out by assuming that
our process is unbounded and open-ended in the general
sense. Hence, every unbounded open-ended process in
the general sense must contain at least a partial history
which is open-ended in the strong sense.
We could proceed similarly to prove that at least one
partial history must exist that is unbounded in the strong
sense. If not, all partial histories must have a finiteN ∈ N
such that there is not any t such that K(σt) > N . All
of these bounds are finite, so there must be a maximum
K+ = max{Ni}, where Ni is the bound of the i-th partial
history of the original process (which is a countable set).
We can try to build the most complex such history and
come to the conclusion that, at most, K(Σ(t))→ K+ as
t → ∞. But, again, we departed from the hypothesis
that our process is unbounded open-ended, so this is a
contradiction because K+ sets an upper bound in com-
plexity of the process history normalized by number of
time steps. Hence every unbounded open-ended process
in the general sense must contain an unbounded open-
ended process in the strong sense.
Appendix B: Conditions emergence of order in the
probability distribution
Throughout the text we emphasised that the proba-
bility distribution is ordered. It is therefore crucial that
such ordering is maintained. Here we state the condi-
tions under which the emerging probability distribution
is ordered.
The solution that satisfies the postulates of OEE given
by equations (13–15) of ther main text assumes the exis-
tence of some sequence θ2, ..., θn, ... of positive real num-
bers by which:
(∀k ≤ n) pn+1(k) = θn+1pn(k);
if k = n+ 1; pn+1(k) = 1− θn+1 . (B1)
This implies a successive process of rescaling of the prob-
abilities, as long as the system grows in size. So, one
has:
pn(1) = θ2 · θ3 · ... · θn =
∏
k≤n
θk
pn(2) = (1− θ2)
∏
2<k≤n
θk
... = ...
pn(i) = (1− θi)
∏
i<k≤n
θk
... = ...
pn(n) = 1− θn .
We observe that we can establish a recurrence relation
between probabilities:
pn(1) =
∏
1<k≤n
θk
pn(k) = akpn(k − 1) ,
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with ak defined as:
ak ≡ (1− θk)
(1− θk−1)θk .
If ak = 1, then (∀k ≤ n) pn(k) = 1n , and H(Xn) = log n.
It is easy to see that
θk =
k − 1
k
⇒ (∀k ≤ n) pn(k) = 1
n
,
and, consistently, 1 − θk = 1k . Now let us suppose that
the function 1− θk is dominated by 1k , i.e., 1− θk decays
faster than 1k . Then,
(1− θk)
(1− θk−1) <
k − 1
k
and θk >
k − 1
k
,
so
(∀k ≤ n) ak = (1− θk)
(1− θk−1)θk < 1 .
The immediate consequence of the above result is that:
pn(1) > pn(2) > ... > pn(n) . (B2)
We observe that if H(Xn) < log n then θk 6= k−1k . We
impose that the solution taken is the one giving
1 > θk >
k − 1
k
,
such that equation (B2) is satisfied.
Appendix C: Minimisation of conditional entropy
though the K-L divergence
In this section we will prove that the solution provided
by the minimisation of the K-L divergence converges to
the absolute minimum of H(Xn+1|Xn) in an OEE sta-
tistical system. This implies that, even we cannot prove
that this is the absolute solution, we can prove that it is
arbitrarily close to it.
Let us have the following relation between successive
probability distributions:
pn+1(k) = θn+1pn(k) ∀k ≤ n
pn+1(n+ 1) = 1− θn+1 , (C1)
which is the solution of the minimisation of the K-L di-
vergence as shown in section IVA of the main text. This
leads to an amount of noise:
H(Xn+1|Xn) = H(θn+1) , (C2)
being H(θn) the entropy of a Bernoulli process having
parameter θn, i.e:
H(θn) = −θn log θn − (1− θn) log(1− θn) .
Let minH(Xn+1|H(Xn)) ≤ H(θn) be the absolute min-
imum of H(Xn+1|Xn) under the conditions of OEE de-
scribed in equations (13–15) of the main text. We will
show that (∀ > 0) ∃M for which, for any N > M :
|minH(Xn+1|H(Xn))−H(θN )| <  .
Indeed, let us suppose that our system is open-ended.
This implies that 1 > θn ≥ (n − 1)/n –see section B of
this appendix. So, knowing that, by definition H(θn) =
H(1− θn) we have that for any ′ > 0 ∃M such that, for
any n > M 1− θn < ′. This implies that, for any  > 0,
∃M such that, for any n > M :
H(θn) <  .
Since H(Xn+1) > H(Xn) by the postulates of OEE,
then minH(Xn+1|H(Xn)) > 0. In addition, we have
proven that H(θn) < . Therefore, since, by assumption
minH(Xn+1|H(Xn)) ≤ H(θn), we demonstrated, taking
the  above defined, that: (∀ > 0) ∃M for which, for
any n > M :
|minH(Xn+1|H(Xn))−H(θn)| <  .
Therefore, H(θn) converges asymptotically to the abso-
lute minimum.
Appendix D: Derivation of Zipf’s law from entropy
constraints
Assume that the unboundedness condition is given as
follows: there exists a unique µ ∈ (0, 1) such that (∀ >
0)(∃N) : (∀n > N):∣∣∣∣H(Xn)log n − µ
∣∣∣∣ <  . (D1)
Now we want to find the asymptotic behavior of pn, n→
∞ under the above justified conditions given by equation
(D1) of this appendix and (16) of the main text. The key
feature is that the following quotient:
(∀k + j ≤ n) f(k, k + j) = pn(k + j)
pn(k)
, (D2)
does not depend on n. Therefore, along the evolutionary
process, as soon as
pn(k), pn(k + j) > 0 ,
f(k, k + j) remains invariant.
Now suppose that wehave p′n ∼ i−γ . The explicit form
of its (normalized) entropy is:
H(X ′n)
log n
=
1
log n
 γ
Zγ
∑
i≤n
log i
iγ
+ logZγ
 . (D3)
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where Zγ is the normalization constant. From the above
expression, we find that, if (∀δ > 0, n > m)(∃N) such
that:
(∀m > N) f(m,m+ 1) <
(
m
m+ 1
)1+δ
,
then (∃C <∞ ∈ R+) such that (∀n)(H(Xn) < C), lead-
ing to
lim
n→∞
H(Xn)
log n
= 0 ,
which contradicts the assumptions of the problem, de-
picted by equation (D1). Therefore, during the growth
process,
f(m,m+ 1) >
(
m
m+ 1
)(1+δ)
, (D4)
with δ arbitrarily small, provided that n can increase
unboundedly. Furthermore, we observe that, if (∀δ >
0, n > m)(∃N) such that
(∀m > N) f(m,m+ 1) >
(
m
m+ 1
)(1−δ)
,
then, from equation (D3), one finds that:
lim
n→∞
H(Xn)
log n
= 1 ,
again in contradiction to equation (D1), except in the
extreme, pathological case where µ = 1, which has been
ruled out by assumption. Accordingly,
f(m,m+ 1) <
(
m
m+ 1
)(1−δ)
. (D5)
Combining equation (D4) and (D5), we have shown that
the asymptotic solution is bounded by the following chain
of inequalities:(
m
m+ 1
)(1+δ)
< f(m,m+ 1) <
(
m
m+ 1
)(1−δ)
.
The crucial step is that it, if µ ∈ (0, 1), using the fact that
equation (D3) defines a continuous, smooth function in
terms of γ, one can conclude that for n→∞,
δ → 0 .
This implies, in turn, that, for n 1:
f(m,m+ 1) ≈ m
m+ 1
,
and, from the definition of f provided in equation (D2),
we conclude that:
pn(k) ∝ 1
k
,
leading us to Zipf’s law as the unique asymptotic solu-
tion.
Appendix E: Divergence of the normalization
constant
Given the expression of pn(1) obtained above:
pn(1) =
∏
2<k≤n
(θk) ,
one can define the normalisation constant
Cn =
∏
2≤k≤n
(θk)
−1 . (E1)
We observe that we can rewrite the probability distribu-
tion pn in the following form:
1
Cn
,
1− θ2
Cn
,
1− θ3
θ2Cn
, ...
following the above series, it is not difficult to see that,
(∀i)(1 < i ≤ n):
pn(i) =
1− θi
Cn
∏
2≤k<i
(θk)
−1 .
Now we connected the parameters related to the increase
of the entropy during the evolutionary path and the nor-
malisation constant of the distribution. This normalisa-
tion constant will be the key of our argument. Indeed,
thanks to the properties of the Riemann ζ function it is
known that, if (∃ > 0) : (∃m) : (∀k > m)(
pn(k + 1)
pn(k)
)
<
(
k
k + 1
)−(1+)
,
(i.e. the probability distribution pn is dominated by the
probability distribution qn(i) ∝ i−1−), then (∃N ∈ N) :
(N > C∞), being
C∞ = lim
n→∞Cn .
This means that,
(∀n) pn(1) ≥ 1
C∞
> 0 .
However, in the case of pn not being dominated by any
qn(i) ∝ i−(1+), things go different, since
lim
n→∞Cn =∞ .
The direct consequence for the above consideration is
that (∀ > 0)(∃M) such that, if n > M , then
pn(1) <  .
The presence of an upper bound in the Shannon entropy
is directly related to the divergence or convergence of
Cn. If the probability distribution is not dominated by
qn(i) ∝ i−(1+) for any  > 0, then the entropy, as well
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as Cn, diverges. On the contrary, if pn is dominated by
qn(i) ∝ i−(1+) for any  > 0 the entropy converges and
so does Cn. In formal terms:(
lim
n→∞Cn =∞
)
⇔
(
lim
n→∞H(Xn) =∞
)
. (E2)
Zipf’s law is thus at the twilight zone between bounded
and unbounded complexity. Accordingly, for a OEE sys-
tem under conditions described by equations (13–15),
thanks to the bound on mutual information between an
arbitrary past state m and the current one n given by
equation (21) of the main text, one concludes that:
lim
n→∞ I(Xm : Xn) ≤ limn→∞
Cm
Cn
H(Xm) = 0 ,
in words, that all past information is lost.
