In a typical study involving covariance structure modeling, fit of a model or a set of alternative models is evaluated using several 
Effect of Estimation
Covariance structure modeling (cslv~9 Bielby & Hauser, 1977; Bollen, 1988; Duncan, 1975; Goldberger & Duncan, 1973; J6reskog, 1974 , 1977 ) is a method of investigating theoretical relationships among a set of constructs or latent variables (LVS) and observable or measured variables (Mvs) that serve as indicators of the Lvs. Virtually all applications of CSM involve two primary objectives. The first is the estimation of the parameters of the model, where parameters may represent, for example, the linear effects of variables on other variables. The second is the assessment of the goodness of fit of the hypothesized model(s) to the observed data.
This study examined whether fit indexes perform differently depending on the type of estimation method used. Specific fit indexes may yield quite different values when a model is fit to a given dataset using different estimation methods. Tanaka (1987) observed this in a study focusing on the issue of sample size. La Du & Tanaka (1989) conducted a direct study of this issue and found that the goodnessof-fit index (Gm; J6reskog & S6rbom, 1981) performed much more consistently across estimation methods than did the normed fit index (NFI; Bentler & Bonett, 1980) . If this phenomenon generalizes beyond these specific indexes, it suggests that a researcher's evaluation of a model could depend on which fit index and estimation method were used. The present paper extends these earlier results in two ways.
First, the results of Tanaka (1987) and La Du & Tanaka (1989) estimation method discussed below) matrices E(6) and S (see Bollen, 1989, chap. 4 The discrepancy function is defined as S approaches E asymptotically (Bollen, 1989 meaning that S = E(6), the weight matrices under these two methods will be similar.
ADF estimation.
Browne (1982, 1984) Browne (1982 Browne ( , 1984 (Browne, 1969) where S is a diagonal matrix whose diagonal entries (Marsh, Balla, & McDonald, 1988 (Bentler & Bonett, 1980) . That is, the null model represents the hypothesis that is a diagonal matrix. A conventional cutoff value of many incremental fit measures is .90, and larger values represent better fit (e.g., Bentler & Bonett, 1980) . The incremental fit indexes considered here were the N~'1 (&reg;1), Bollen (Steiger, 1989 Under specified distributional conditions and estimation methods, it is possible to define distributional properties of some fit indexes (Browne & Cudeck, 1992 (Sugawara, 1992) . Part of the data from a project by the Human Sciences Research Council (Verhoef & Roos, 1970) analyzed by Cudeck & Browne (1983) was used. A battery of six ability tests (Elder, 1957) Figure Analogies , and Word Analogies. Procedure A set of alternative models was constructed. They consisted of (1) a null model in which all MVs were uncorrelated (Null); (2) a model with a single general factor (G); (3) an orthogonal three-factor model with three factors representing the three uncorrelated occasions (OR3); (4) a six-factor orthogonal factor model with six factors representing six uncorrelated abilities (OR6); (5) and a six-factor oblique factor model with six factors representing six correlated abilities (OB6). The models first were fit to the data by the ADF, GLS, ML, and OLS estimation methods. Then the four incremental fit indexes and four nonincremental fit indexes were computed to evaluate the fit of the models.
Computer Program
The RAMONA computer program (Browne & Mels, 1990) (Browne & Mels, 1990) . Table 2 summarizes F values for the null model under ADF, GLS, ML, and OLS for the three datasets. The deviation from normality is reflected by the degree to which the relative kurtosis value deviated from 1. Results in Table 2 Thus, a researcher's choice of estimation method and fit indexes may substantially influence the evaluation of each model's fit to the observed data. That is, depending on the fit measures and the type of estimation method used, the conclusion regarding the degree of model fit tends to vary. For example, the researcher should be aware that a model's fit may be enhanced when the judgment is based on incremental indexes under the ML or OLS estimation method.
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