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From the Tsallis unnormalized (or Tsallis-2) statistical mechanical formulation, Bu¨yu¨kkilic¸ et al.
[Phys. Lett. A 197, 209 (1995)] derived the expressions for the single-particle distribution functions
(known as the phenomenological Tsallis distributions) for particles obeying the Maxwell-Boltzmann,
Bose-Einstein and the Fermi-Dirac statistics using the factorization approximation. In spite of the
fact that this paper was published long time ago, its results are still extensively used in many fields
of physics, and it is considered that it was this paper that established the connection between the
phenomenological Tsallis distributions and the Tsallis statistics. Here we show that this result is
incorrect: the mistake lies in the fact that the probability distribution function was derived using the
definition of the generalized expectation values (of the Tsallis-2 statistics), but the single-particle
distribution function was calculated from this probability distribution using the standard definition
of the expectation values of the Tsallis normalized (or Tsallis-1) statistics. Considering the definition
of the expectation values which is consistent with the Tsallis-2 formulation, we have proved that
the single-particle (classical and quantum) distribution functions in the factorization approximation
differ from the phenomenological Tsallis distributions.
I. INTRODUCTION
The phenomenological single-particle Tsallis distribu-
tions for the classical and quantum statistics of parti-
cles introduced in Ref. [1] (inspired by the Tsallis statis-
tics [2]) and explicitly derived in the factorization approx-
imation from the Tsallis statistics in Ref. [3] have gained
much attention. These distributions are widely used in
many fields of physics such as high energy collisions [4–
28], Bose-Einstein condensation [29–31], black-body ra-
diation [32, 33], neutron star [34, 35], early universe [36],
superconductivity [37], etc. They have the form
〈npσ〉 =
[
1− (1− q)
εp − µ
T
] 1
1−q
(1)
for the Maxwell-Boltzmann statistics of particles and
〈npσ〉 =
1[
1− (1− q)
εp−µ
T
] 1
q−1
± 1
(2)
for the Bose-Einstein (minus sign) and Fermi-Dirac (plus
sign) statistics of particles [1, 3], where εp is a single-
particle energy. These single-particle (classical and quan-
tum) distribution functions are popularly known as the
Tsallis distributions and in literature they are described
as belonging to the Tsallis nonextensive statistics [2]
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which introduces a generalized definition of entropy.
There are several schemes for the Tsallis nonextensive
statistics [38]. The Tsallis normalized (Tsallis-1) and
Tsallis unnormalized (Tsallis-2) statistics are two exam-
ples of them. The phenomenological Tsallis distributions
(1) and (2) were obtained in Ref. [1] using the method
of the maximization of the generalized entropy of the
ideal gas. Refs. [13, 14] derived the single-particle Tsal-
lis distributions by using the same method. The gen-
eral problems of this method in the case of the Tsallis
statistics were discussed in Ref. [39]. The single-particle
Maxwell-Boltzmann distribution (1) was also shown to
be the stationary state solution of the generalized Boltz-
mann kinetic equation [40–43] and nonlinear Fokker-
Planck equation [44, 45]. Nonextensive relativistic ki-
netic theory with quantum statistical effects was elabo-
rated in Ref. [46].
But, such approaches lack the connection between the
single-particle distributions (1) and (2) and the prob-
ability distribution of microstates of the Tsallis statis-
tics [2, 38]. An attempt to establish this connection
was made in the paper of F. Bu¨yu¨kkilic¸ et al. [3] in
which the closed form analytical formulas (1) and (2)
for the single-particle distribution functions of the Bose-
Einstein, Fermi-Dirac and Maxwell-Boltzmann statistics
of particles were directly derived from the probability
distribution of microstates of the Tsallis unnormalized
statistics by using the factorization approximation. In
Ref. [3], it was demonstrated that the phenomenologi-
cal distribution functions (1) and (2) correspond to the
Tsallis unnormalized (also known as Tsallis-2) statis-
tics [2, 38] in the factorization approximation. However,
2we observed an inconsistency in the definition of the av-
erage value used in calculating the average number of
particles in a microstate in Ref. [3]. To be more specific,
Eqs. (35) and (64) of Ref. [3] lack power q of the proba-
bility distribution of microstates, which eventually would
have been correct had one been dealing with the Tsallis
normalized (or Tsallis-1) statistics [2, 38] instead of the
Tsallis-2 statistics. In this article, we present a consistent
derivation of the single-particle distribution functions of
the Bose-Einstein, Fermi-Dirac and Maxwell-Boltzmann
statistics of particles in the framework of the Tsallis un-
normalized statistics in the factorization approximation
using the definition of the generalized statistical aver-
ages of the Tsallis-2 statistics. We show that the single-
particle distribution functions of the Tsallis unnormal-
ized statistics in the factorization approximation differ
from the single-particle distributions (1) and (2) obtained
in Ref. [3].
It is worthwhile to mention that the link of the single-
particle distributions (1) and (2) with the probability
distribution of the microstates in the Tsallis statistics
was also studied for the massless [39] and massive [47]
particles without introducing the factorization approxi-
mation. In these papers, it was demonstrated that the
phenomenological single-particle Tsallis distribution (1)
for the Maxwell-Boltzmann statistics of particles corre-
sponds to the Tsallis unnormalized statistics in the zeroth
term approximation. For the massive quantum particles,
however, this observation might not be generalized.
After these introductory discussions, we now move to-
wards demonstrating our main findings in the forthcom-
ing sections. The paper is organized as follows. In the
next section we discuss the general formalism of the Tsal-
lis unnormalized statistics used in Ref. [3]. In Sec. III we
derive the classical and quantum single-particle distribu-
tion functions in the Tsallis unnormalized statistics with
and without the factorization approximation. In Sec. IV
we repeat and reproduce the calculations of Ref. [3] to
find out the classical and quantum single-particle distri-
bution functions and contrast them with those obtained
in Sec. III. And lastly, we summarize and conclude in
Sec. V.
II. TSALLIS UNNORMALIZED STATISTICS
The authors of Ref. [3] use the Tsallis unnormalized
(Tsallis-2) statistics [2] which is defined by the gener-
alized entropy in terms of the probabilities {pi} of the
microstates normalized to unity [2, 38]
S =
∑
i
pqi − pi
1− q
,
∑
i
pi = 1 (3)
and by the generalized expectation values [2, 38]
〈A〉 =
∑
i
pqiAi, (4)
where q ∈ R is a real parameter taking values 0 < q <∞.
In the Gibbs limit q → 1, the entropy (3) recovers the
Boltzmann-Gibbs-Shannon entropy, S = −
∑
i pi ln pi,
and the Tsallis-2 statistics is reduced to the Boltzmann-
Gibbs one. It should be stressed that the Tsallis-2 statis-
tics is unnormalized because the expectation values (4)
are not consistent with the norm equation of the proba-
bilities of microstates given in Eq. (3). The probabilities
in the norm equation have a linear dependence, but in
the definition of the expectation values they are in the
power of q.
The thermodynamic potential of the grand canonical
ensemble of the Tsallis-2 statistics can be written as [39]
Ω = 〈H〉−TS−µ〈N〉 =
∑
i
pqi
[
Ei − µNi + T
p1−qi − 1
1− q
]
,
(5)
where 〈H〉 =
∑
i p
q
iEi is the mean energy of the system
and 〈N〉 =
∑
i p
q
iNi is the mean number of particles of
the system.
The unknown probabilities {pi} of the Tsallis statis-
tics are found in the point of equilibrium of the system
from the second law of thermodynamics or Jaynes prin-
ciple [48] using the constrained local extrema of the ther-
modynamic potential [49] by the method of the Lagrange
multipliers (see, for example, Ref. [50]):
∂Φ
∂pi
= 0, (6)
Φ = Ω− λϕ, (7)
ϕ =
∑
i
pi − 1 = 0, (8)
where Φ is the Lagrange function and λ is an arbitrary
real constant. Then, we get [38, 39]
pi =
1
Z
[
1− (1 − q)
Ei − µNi
T
] 1
1−q
, (9)
Z =
∑
i
[
1− (1− q)
Ei − µNi
T
] 1
1−q
, (10)
where Z ≡ [(1−(1−q)λ/T )/q]1/(1−q) is the norm function
related to the Lagrange multiplier λ, which is fixed by
the norm equation of probabilities given in Eq. (3) (see
Refs. [38, 39]). Thus the statistical averages (4) for the
Tsallis-2 statistics in the grand canonical ensemble can
be rewritten in the general form as [38, 51]
〈A〉 =
1
Zq
∑
i
Ai
[
1− (1− q)
Ei − µNi
T
] q
1−q
, (11)
where the partition function Z is calculated by Eq. (10).
The general formulas for the Tsallis-2 statistics in the
integral representation can be found in Ref. [47].
3III. SINGLE-PARTICLE DISTRIBUTION
FUNCTION OF TSALLIS UNNORMALIZED
STATISTICS
A. Exact results
Let us consider the ideal gas for the Tsallis-2 statistics
in the grand canonical ensemble and calculate the mean
occupation numbers with and without the factorization
approximation. In the occupation number representa-
tion, the mean occupation number (obtainable from the
definition in Eq. (11)) and the partition function (defined
in Eq. (10)) for the ideal gas in the Tsallis-2 statistics in
the grand canonical ensemble can be written as [39, 47]
〈npσ〉 =
1
Zq
∑
{npσ}
npσG{npσ}
×

1− (1− q)
∑
p,σ
npσ(εp − µ)
T


q
1−q
(12)
and
Z =
∑
{npσ}
G{npσ}

1− (1 − q)
∑
p,σ
npσ(εp − µ)
T


1
1−q
,
(13)
where εp =
√
p2 +m2 is the single-particle energy, m
is the mass of the particle, npσ = 0, 1, . . . ,K are the
occupation numbers, G{npσ} = 1 for the Fermi-Dirac
(K = 1) and Bose-Einstein (K = ∞) statistics of par-
ticles, and G{npσ} = 1/(
∏
p,σ npσ!) for the Maxwell-
Boltzmann (K =∞) statistics of particles.
The probability distribution (9) in the occupation
number representation is [47]
p{npσ} =
1
Z

1− (1− q)
∑
p,σ
npσ(εp − µ)
T


1
1−q
. (14)
Then, the mean occupation numbers (12) can be rewrit-
ten as
〈npσ〉 =
∑
{npσ}
npσG{npσ} (p{npσ})
q (15)
=
K∑
npσ=0
npσf(npσ) (16)
and
f(npσ) =
1
Zq
∑
{npσ}
′
G{npσ}
×

1− (1 − q)
∑
p,σ
npσ(εp − µ)
T


q
1−q
, (17)
where the prime symbol denotes the total sum without
the summation over npσ. It should be stressed that the
exact results in the integral representation for the mean
occupation numbers (see Eqs. (12) and (15)) and the par-
tition function (13) can be found in Refs. [39, 47]. In
this paper, we are rather interested in the factorization
approximation, calculations for which are given in the
following sections.
B. Factorization approximation
Let us consider the factorization approximation
adopted by Bu¨yu¨kkilic¸ et al. in Ref. [3], which implies
the following replacement:
1− (1 − q)
∑
p,σ
npσ(εp − µ)
T


ξ
≃
∏
p,σ
[
1− (1 − q)
npσ(εp − µ)
T
]ξ
, (18)
where ξ is a real parameter. Substituting Eq. (18) into
Eq. (13) and considering ξ = 1/(1− q), we obtain
Z =
∑
{npσ}
G{npσ}
∏
p,σ
[
1− (1− q)
npσ(εp − µ)
T
] 1
1−q
=
∏
p,σ
K∑
npσ=0
g(npσ)
[
1− (1− q)
npσ(εp − µ)
T
] 1
1−q
,(19)
where g(npσ) = 1 for the Fermi-Dirac and Bose-Einstein
statistics of particles, and g(npσ) = 1/npσ! for the
Maxwell-Boltzmann statistics of particles. Now substi-
tuting Eq. (18) into Eq. (12) or Eqs. (14)–(17) and con-
sidering ξ = q/(1− q), we get
〈npσ〉 =
1
Zq
∑
{npσ}
npσG{npσ}
×
∏
p,σ
[
1− (1− q)
npσ(εp − µ)
T
] q
1−q
=
1
Zq
K∑
npσ=0
npσg(npσ)
[
1− (1 − q)
npσ(εp − µ)
T
] q
1−q
×
∏
p,σ
′
K∑
npσ=0
g(npσ)
[
1− (1 − q)
npσ(εp − µ)
T
] q
1−q
, (20)
where the prime symbol denotes the product of all the
states except p, σ. Using Eq. (19), we have
4〈npσ〉 =
K∑
npσ=0
npσg(npσ)
[
1− (1− q)
npσ(εp−µ)
T
] q
1−q
K∑
npσ=0
g(npσ)
[
1− (1− q)
npσ(εp−µ)
T
] q
1−q
∏
p,σ


K∑
npσ=0
g(npσ)
[
1− (1 − q)
npσ(εp−µ)
T
] q
1−q
(
K∑
npσ=0
g(npσ)
[
1− (1− q)
npσ(εp−µ)
T
] 1
1−q
)q

 . (21)
In the case of the Fermi-Dirac statistics of particles
(K = 1), we obtain the following expressions for the
single-particle distribution function and the partition
function in the Tsallis unnormalized statistics in the fac-
torization approximation:
〈npσ〉 =
χ[
1− (1− q)
εp−µ
T
] q
q−1
+ 1
, (22)
χ =
∏
p,σ

 1 +
[
1− (1− q)
εp−µ
T
] q
1−q
(
1 +
[
1− (1 − q)
εp−µ
T
] 1
1−q
)q

 (23)
and
Z =
∏
p,σ
(
1 +
[
1− (1− q)
εp − µ
T
] 1
1−q
)
. (24)
Comparing Eq. (22) with Eq. (2), we observe that the
single-particle distribution function for the Fermi-Dirac
statistics of particles in the Tsallis unnormalized statis-
tics in the factorization approximation differs from the
same distribution function obtained in Ref. [3] by the
factor χ, which is not equal to one in general, and by
power q in the quantity
[
1− (1− q)
εp−µ
T
] q
q−1
in the de-
nominator of Eq. (22).
C. Additional factorization approximation
To evaluate the summation in Eq. (21) for the Bose-
Einstein and Maxwell-Boltzmann statistics of particles
we use an ‘additional factorization approximation’:
[
1− (1 − q)
npσ(εp − µ)
T
]ξ
≃
[
1− (1− q)
εp − µ
T
]ξnpσ
,
(25)
where ξ is a real parameter.
But before that, we would like to mention that a gen-
eral discussion on the factorization approximation a´ la
Bu¨yu¨kkilic¸ et al. [3] as well as the ‘additional factor-
ization’ approximation depicted in Eq. (25) is presented
in Appendix A. In addition to that, we also discuss
the connection between the ‘additional factorization’ ap-
proximation and the factorization approximation used by
Hasegawa in Ref. [52] in this appendix.
Substituting Eq. (25) into Eq. (21), we obtain the mean
number of particles and the partition function for the
Bose-Einstein statistics of particles (K =∞) as
〈npσ〉 =
χ[
1− (1 − q)
εp−µ
T
] q
q−1
− 1
, (26)
χ =
∏
p,σ

 1−
[
1− (1− q)
εp−µ
T
] q
1−q
(
1−
[
1− (1− q)
εp−µ
T
] 1
1−q
)q


−1
(27)
and
Z =
∏
p,σ
(
1−
[
1− (1− q)
εp − µ
T
] 1
1−q
)−1
. (28)
For the Maxwell-Boltzmann statistics of particles (K =
∞), we have
〈npσ〉 = χ
[
1− (1− q)
εp − µ
T
] q
1−q
, (29)
χ =
e
∑
p,σ
[
1−(1−q)
εp−µ
T
] q
1−q

e∑p,σ
[
1−(1−q)
εp−µ
T
] 1
1−q


q (30)
and
Z = e
∑
p,σ
[
1−(1−q)
εp−µ
T
] 1
1−q
. (31)
It should be stressed that Eqs. (22)–(24) and (26)–(31)
can be rewritten in a general form as
〈npσ〉 =
χ[
1− (1− q)
εp−µ
T
] q
q−1
+ η
, (32)
χ =
∏
p,σ

 1 + η
[
1− (1 − q)
εp−µ
T
] q
1−q
(
1 + η
[
1− (1− q)
εp−µ
T
] 1
1−q
)q


1
η
(33)
and
Z =
∏
p,σ
(
1 + η
[
1− (1− q)
εp − µ
T
] 1
1−q
) 1
η
, (34)
where η = 1 for the Fermi-Dirac statistics, η = −1 for
the Bose-Einstein statistics, and η = 0 for the Maxwell-
Boltzmann statistics of particles. Equations (26) and
5(29) differ from Eqs. (2) and (1), respectively, by the
factor χ, which is not equal to one, and by power q in
the quantity
[
1− (1 − q)
εp−µ
T
] q
q−1
in the denominator of
Eq. (32). Thus, the single-particle distribution functions
for the Bose-Einstein and Maxwell-Boltzmann statistics
of particles in the Tsallis unnormalized statistics in the
factorization approximation are different from the corre-
sponding distribution functions obtained in Ref. [3].
IV. SINGLE-PARTICLE DISTRIBUTION
FUNCTION OF TSALLIS UNNORMALIZED
STATISTICS DERIVED IN REF. [3]
A. Exact results
In this section, we derive the mean occupation num-
bers for the Bose-Einstein, Fermi-Dirac and Maxwell-
Boltzmann statistics of particles in the framework of the
Tsallis unnormalized statistics in the factorization ap-
proximation using the definition of the expectation val-
ues as in Ref. [3]. In Ref. [3], the probability distribu-
tion of microstates in Eq. (9) is obtained by using the
definition of the generalized expectation values given by
Eq. (4), but the single particle distribution functions are
derived from the probability distribution of microstates
of the Tsallis-2 statistics, given by Eq. (9), by using the
standard expectation values of the Tsallis-1 statistics:
〈A〉 =
∑
i
piAi. (35)
Ref. [3] calculates the mean occupation numbers utiliz-
ing Eq. (35), a definition which is given in the Tsallis-1
statistics by using the probability distribution (14) of the
Tsallis-2 statistics. They are written as
〈npσ〉 =
∑
{npσ}
npσG{npσ}p{npσ}
=
K∑
npσ=0
npσf(npσ) (36)
and
f(npσ) =
1
Z
∑
{npσ}
′
G{npσ}
×

1− (1− q)
∑
p,σ
npσ(εp − µ)
T


1
1−q
, (37)
where the prime symbol denotes the total sum without
the summation over npσ and Z is given by Eq. (13).
Thus the definition of the mean occupation number in
Eqs. (36), (37) is inconsistent with the Tsallis-2 frame-
work.
B. Factorization approximation
With the help of Eq. (36), we now calculate the mean
occupation numbers in the factorization approximation
for different particle statistics.
Using the approximation given by Eqs. (18) in Eq. (13)
and considering ξ = 1/(1− q), we obtain Eq. (19). Sub-
stituting Eq. (18) into Eqs. (36), (37) and considering
ξ = 1/(1− q), we get
〈npσ〉 =
1
Z
∑
{npσ}
npσG{npσ}
×
∏
p,σ
[
1− (1− q)
npσ(εp − µ)
T
] 1
1−q
=
1
Z
K∑
npσ=0
npσg(npσ)
[
1− (1− q)
npσ(εp − µ)
T
] 1
1−q
×
∏
p,σ
′
K∑
npσ=0
g(npσ)
[
1− (1− q)
npσ(εp − µ)
T
] 1
1−q
,(38)
where the prime symbol denotes the total product of all
the states except p, σ. Using Eq. (19), we have
〈npσ〉 =
K∑
npσ=0
npσg(npσ)
[
1− (1 − q)
npσ(εp−µ)
T
] 1
1−q
K∑
npσ=0
g(npσ)
[
1− (1− q)
npσ(εp−µ)
T
] 1
1−q
.
(39)
In the case of the Fermi-Dirac statistics of particles
(K = 1 and g(npσ) = 1), we obtain
〈npσ〉 =
1[
1− (1− q)
εp−µ
T
] 1
q−1
+ 1
. (40)
The single-particle distribution function (40) for the
Fermi-Dirac statistics of particles is the same as distribu-
tion function (64) of Ref. [3]. However, the single-particle
distribution function (40) does not recover the distribu-
tion function (22) of the Tsallis unnormalized statistics
in the factorization approximation.
C. Additional factorization approximation
Substituting Eq. (25) into Eq. (39) and considering ξ =
1/(1−q) and g(npσ) = 1, we obtain the mean occupation
numbers for the Bose-Einstein statistics of particles (K =
∞) as
〈npσ〉 =
1[
1− (1− q)
εp−µ
T
] 1
q−1
− 1
. (41)
The single-particle distribution function (41) for the
Bose-Einstein statistics of particles is the same as the dis-
tribution function (44) of Ref. [3]. However, the single-
particle distribution function (41) does not recover the
6distribution function (26) of the Tsallis unnormalized
statistics in the factorization approximation.
Substituting Eq. (25) into Eq. (39) and considering
ξ = 1/(1− q) and g(npσ) = 1/npσ!, we obtain the mean
occupation numbers for the Maxwell-Boltzmann statis-
tics of particles (K =∞) as
〈npσ〉 =
[
1− (1− q)
εp − µ
T
] 1
1−q
. (42)
The single-particle distribution function (42) for the
Maxwell-Boltzmann statistics of particles is the same as
the distribution function (47) of Ref. [3]. However, the
single-particle distribution function (42) does not recover
the distribution function (29) of the Tsallis unnormalized
statistics in the factorization approximation.
It should be stressed that Eqs. (40)–(42) can be rewrit-
ten in a general form as
〈npσ〉 =
1[
1− (1− q)
εp−µ
T
] 1
q−1
+ η
, (43)
where η is a parameter defined below Eq. (34).
It is apparent from Eq. 43 that the mean occupation
numbers (43) of the Tsallis unnormalized statistics in
the factorization approximation obtained in Ref. [3] do
not coincide with the mean occupation numbers given by
Eq. (32) of the Tsallis unnormalized statistics in the fac-
torization approximation obtained in the present paper.
This implies that the results for the classical and quan-
tum single-particle distribution functions of the Tsallis
unnormalized statistics in the factorization approxima-
tion obtained in Ref. [3] are not correct, and the link
between the Tsallis nonextensive statistics in the factor-
ization approximation and the phenomenological Tsallis
distributions is not yet established.
V. SUMMARY AND CONCLUSIONS
To summarize, in this article we revisit the link be-
tween the Tsallis unnormalized statistical formulation
and the phenomenological Tsallis distributions (Eqs. (1)
and (2)) established in Ref. [3]. By using the expression
for the probability of microstates and the definition of
expectation values required by the Tsallis 2 statistics, we
have proven that the expressions for the single-particle
distribution functions of the Maxwell-Boltzmann, Bose-
Einstein and Fermi-Dirac statistics (Eqs. (1) and (2))
obtained in Ref. [3] are not connected with the Tsallis
unnormalized statistics. We have pointed out that in
Ref. [3], the probability of microstates was taken from
the Tsallis-2 statistics, while the definition of the expec-
tation value used for the calculation of the mean occupa-
tion number, was that defined in the Tsallis-1 statistics.
This is inconsistent and does not lead to the results which
comply with the second law of thermodynamics (maxi-
mum entropy principle). According to these observations
we conclude that the connection between the phenomeno-
logical quantum and classical single particle distributions
which have widely been used in literature and the Tsallis
nonextensive statistics still remains to be clarified.
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Appendix A: Factorization approximation
1. Bu¨yu¨kkilic¸ et al. factorization
In its general form, the Bu¨yu¨kkilic¸ et al. factorization
may be summarized in the following way:
f(n1x1 + n2x2 + . . . nsxs) ≈ f(n1x1)f(n2x2) . . . f(nsxs),
(A1)
where in our case, nj are integer numbers, xj ∈ R, ∀j,
and f(0) = 1.
2. Additional factorization
The additional factorization approximation used in
Eq. (25) boils down to using the following replacement
for any (say the j-th) term at the right hand side of (A1):
f(njxj) ≈ f(xj)f(xj) . . . f(xj) (nj times)
= (f(xj))
nj . (A2)
3. Hasegawa factorization
The Hasegawa factorization approximation used in
Eq. (101) of Ref. [52] can be described by the following
recursive replacement:
f
(
(nj + 1)xj
)
≈ f(njxj)f(xj) , (A3)
which is equivalent to the ‘additional factorization ap-
proximation’ described in A2.
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