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Abstract
We introduce Hajłasz–Sobolev spaces involving walk dimensions on subsets ofRn that will gener-
ally be fractals. The relationship between this kind of new space and the Besov space of Jonsson and
Wallin is investigated. The (compact) embedding theorems for Hajłasz–Sobolev spaces are obtained.
 2003 Elsevier Science (USA). All rights reserved.
1. Hajłasz–Sobolev spaces
Let M be a non-empty subset of Rn, and µ be a Borel measure on M . Let Lp :=
Lp(M,µ) be the usual space of all p-integrable real-valued functions on M , with the
norm
‖u‖p :=
{∫
M
∣∣u(x)∣∣p dµ(x)
}1/p
.
Let 1 p <∞ and σ > 0. We say that a function u ∈ Lp belongs to the Hajłasz–Sobolev
space Hpσ (µ) :=Hpσ (M,µ) if there exists a non-negative function v ∈ Lp such that∣∣u(x)− u(y)∣∣ |x − y|σ (v(x)+ v(y)) (1.1)
forµ-almost all x, y ∈M with |x−y|< ρ0 for some 0 < ρ0 <∞. The norm of u ∈Hpσ (µ)
is defined by
‖u‖Hpσ (µ) := ‖u‖p + inf‖v‖p,
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termed an upper gradient of u. Note that different values on ρ0 give equivalent spaces.
When σ = 1, the space Hpσ (µ) =Hp1 (µ) was first formulated by Hajłasz on arbitrary
metric space (where |x−y| is replaced by a metric on M), and was shown to be equivalent
to the Sobolev space W 1,p if M is, for example, an open subset of Rn with Lipschitz
boundary; see [6]. (In this connection, see the earlier elegant work [9]; the sub-critical case
σ < 1 was suggested in [8,14].) The advantage of adopting (1.1) as a definition is that
we do not need a differential structure of M so that we are able to carry out integration
by parts to raise the smoothness degrees of functions. In this note, we investigate spaces
H
p
σ (µ) for the case σ  1. At first sight, the reader may wonder that Hpσ (µ) may be trivial,
that is Hpσ (µ) contains only constant functions on M , if σ > 1. This is indeed true if M
is a classical domain, for example, if M is an open set. However, if M is highly irregular
or porous (e.g., fractals), then Hpσ (µ),σ > 1 may be non-trivial. We will see in Section 2
that there exists at least σ > 1 such that H 2σ (µ) (p = 2) is dense in C(M), the space of all
continuous functions on M , if M is the Sierpínski gasket in Rn.
Note that Hpσ1(µ)⊂Hpσ2(µ) if σ1  σ2 for any 1 p <∞. In particular, when p = 2,
we let
β = sup{σ : H 2σ/2(µ) is non-trivial}.
The nature of the parameter β is of great interest. It turns out that β is the walk dimension
of M , see below. The walk dimension of M reflects the transportation rate of heat
(diffusion) through M . In other words, the time needed for a Brownian motion to move
away at the distance r is of the order rβ ; see, for example, [1,2]. Alternatively, H 2σ (µ)
(p = 2) is trivial if σ is strictly greater than half the walk dimension β/2 of M (cf. [5,18]).
The space Hpσ (µ) defined above can be shown to be a Banach space for 1 p <∞ and
σ > 0 (the proof is identical to that in [6], see also [10, pp. 35–36]).
We now give an equivalent definition of Hpσ (µ) for 1 < p < ∞ if µ satisfies the
doubling condition
µ
(
B(x,2r)
)
 Cµ
(
B(x, r)
)
, 0< r < 1, x ∈M, (1.2)
where B(x, r) is a ball in M with centre x and radius r .
Let
u˜(x) := sup
0<r<ρ0
1
µ(B(x, r))
∫
B(x,r)
|u(x)− u(y)|
|x − y|σ dµ(y). (1.3)
Then Hpσ (µ) can be viewed as the space of all functions u ∈ Lp such that u˜ ∈ Lp. In fact,
if u ∈Hpσ (µ), by (1.1) we see that
u˜(x) v(x)+ sup
0<r<ρ0
1
µ(B(x, r))
∫
B(x,r)
v(y) dµ(y)
 v(x)+ sup
r>0
1
µ(B(x, r))
∫
B(x,r)
v(y) dµ(y)≡ v(x)+Mµv(x),
and so u˜ ∈ Lp since ‖Mµv‖p  C‖v‖p , for µ satisfies the doubling condition (cf. [10,
pp. 10–11]). Here and elsewhere, we denote by C the general constant whose value is
J. Hu / J. Math. Anal. Appl. 280 (2003) 91–101 93unimportant. Conversely, if u˜ ∈ Lp , we set r := |x − y|< min(ρ0/2,1/4) for x = y ∈M
and obtain from (1.2) that
|u(x)− u(y)| = 1
µ(B(x, r))
∫
B(x,r)
∣∣u(x)− u(y)∣∣dµ(z)
 1
µ(B(x, r))
∫
B(x,r)
(∣∣u(x)− u(z)∣∣+ ∣∣u(z)− u(y)∣∣)dµ(z)
 r
σ
µ(B(x, r))
∫
B(x,r)
|u(x)− u(z)|
|x − z|σ dµ(z)
+ (2r)
σ
µ(B(x, r))
∫
B(y,2r)
|u(y)− u(z)|
|y − z|σ dµ(z)
 rσ
(
u˜(x)+ 2σ µ(B(y,2r))
µ(B(x, r))
u˜(y)
)
C|x − y|σ (u˜(x)+ u˜(y)), (1.4)
whence u satisfies (1.1) with ρ0 replaced by min(ρ0/2,1/4). Note that u˜ in (1.3) may serve
as an upper gradient of u.
One of main purposes in this note is to investigate the relation between the Hajłasz–
Sobolev space Hpσ (µ) and the Besov space introduced by Jonsson and Wallin [11,12]. To
this end, we need the α-regularity of the measure µ. Let α > 0. We say that µ is α-regular
on M if there exists some c0 > 0 such that
c−10 r
α µ
(
B(x, r)
)
 c0rα (1.5)
for all x ∈ M and all 0 < r  diam(M) ∞, where diam(M) is the diameter of M .
Clearly, (1.5) implies doubling condition (1.2). By (1.5), the Hausdorff dimension of M
is α; see, for example, [3]. Let σ > 0 and 1  p <∞. A function u ∈ Lp belongs to the
space Lip(σ,p,∞)(µ) if Wσ,p(u) <∞, where
Wσ,p(u)
p := sup
0<r<1
r−σp
∫
M
(
1
µ(B(x, r))
∫
B(x,r)
∣∣u(y)− u(x)∣∣p dµ(y))dµ(x). (1.6)
If µ satisfies (1.5), it is easy to see that
Wσ,p(u)
p  sup
0<r<1
r−(σp+α)
∫
M
∫
B(x,r)
∣∣u(y)− u(x)∣∣p dµ(y) dµ(x).
Here and elsewhere, we denote by f  g if C−1g  f  Cg for some C > 0. The norm of
u ∈ Lip(σ,p,∞)(µ) is defined by
‖u‖Lip(σ,p,∞)(µ) := ‖u‖p +Wσ,p(u)
(cf. [11]). Using Fatou’s lemma, one easily sees that Lip(σ,p,∞)(µ) is a Banach space
on M . The Besov spaces Lip(σ,p,∞)(µ) play an important part in characterizing the
domains of Dirichlet forms and walk dimensions of fractals; see [5,11,17,18].
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(1) If µ is a doubling measure, then Hpσ (µ) ↪→ Lip(σ,p,∞)(µ), that is
Wσ,p(u) C‖v‖p (1.7)
for all u ∈Hpσ (µ) with an upper gradient v.
(2) If µ is α-regular, then Lip(σ,p,∞)(µ) ↪→Hpσ−θ (µ) for any 0 < θ < σ , that is
‖vθ‖p  C(θ)Wσ,p(u) (1.8)
for all u ∈ Lip(σ,p,∞)(µ), where vθ is an upper gradient of u ∈ Hpσ−θ (µ) to be
specified below.
Proof. Case 1. Let u ∈Hpσ (µ) with (1.1) satisfied where we take ρ0 = 1. Let χr(x, y)=
µ(B(x, r))−11B(x,r)(y). By the doubling condition, χr(x, y)Cχr(y, x) for all x, y ∈M
and 0 < r < 1. Using (1.1) and the Minkowski inequality, we see that(∫
M
(
1
µ(B(x, r))
∫
B(x,r)
∣∣u(y)− u(x)∣∣p dµ(y)
)
dµ(x)
)1/p

(∫
M
(
1
µ(B(x, r))
∫
B(x,r)
|y − x|σp(v(x)+ v(y))p dµ(y)
)
dµ(x)
)1/p
 rσ
(∫
M
∫
M
χr(x, y)
(
v(x)+ v(y))p dµ(y) dµ(x)
)1/p
 rσ
(
‖v‖p +
(∫
M
v(y)p dµ(y)
∫
M
χr(x, y) dµ(x)
)1/p)
 Crσ‖v‖p, 0 < r < 1,
proving (1.7).
Case 2. Let
vθ (x)
p :=
∫
|y−x|<1
|u(y)− u(x)|p
|y − x|(σ−θ)p+α dµ(y) (0 < θ < σ).
We claim that vθ ∈Lp if u ∈ Lip(σ,p,∞)(µ); this follows from
‖vθ‖pp =
∫
M
∫
|y−x|<1
|u(y)− u(x)|p
|y − x|(σ−θ)p+α dµ(y) dµ(x)
=
∞∑
k=1
∫
M
∫
−k −(k−1)
|u(y)− u(x)|p
|y − x|(σ−θ)p+α dµ(y) dµ(x)2 |y−x|<2
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∞∑
k=1
2k((σ−θ)p+α)
∫
M
∫
|y−x|<2−(k−1)
∣∣u(y)− u(x)∣∣p dµ(y) dµ(x)
CWσ,p(u)p
∞∑
k=1
2−kθp  C(θ)Wσ,p(u)p. (1.9)
It remains to show that u ∈Hpσ−θ (µ) with the upper gradient vθ . To see this, let x, y ∈M
with r := |x − y| < 1/2. Similar to (1.4), we have from (1.5) that, using the elementary
inequality (a + b)p  2p−1(ap + bp),
∣∣u(x)− u(y)∣∣p = 1
µ(B(x, r))
∫
B(x,r)
∣∣u(x)− u(y)∣∣p dµ(z)
 2
p−1
µ(B(x, r))
( ∫
B(x,r)
∣∣u(x)− u(z)∣∣p dµ(z)
+
∫
B(y,2r)
∣∣u(z)− u(y)∣∣p dµ(z)
)
 C r
(σ−θ)p+α
µ(B(x, r))
( ∫
B(x,r)
|u(x)− u(z)|p
|z− x|(σ−θ)p+α dµ(z)
+
∫
B(y,2r)
|u(z)− u(y)|p
|z− y|(σ−θ)p+α dµ(z)
)
 Cr(σ−θ)p
(
vθ (x)
p + vθ (y)p
)
,
whence∣∣u(x)− u(y)∣∣ C|x − y|σ−θ(vθ (x)+ vθ (y))
for all x, y ∈M with |x − y|< 1/2. Thus u ∈ Hpσ−θ (µ) with the upper gradient vθ . And
(1.8) is obvious by (1.9). ✷
Let
β :=max{σ : Lip(σ/2,2,∞)(µ) is non-trivial}.
Then β is the walk dimension of M (see [5,11,18]). Thus, by Theorem 1.1, we may give
an alternative definition of the walk dimension:
β = sup{σ : H 2σ/2(µ) is non-trivial},
provided that µ is α-regular. From Theorem 1.1, we see that the Besov space Lip(σ,p,
∞)(µ) is slightly larger than the Hajłasz–Sobolev space Hpσ (µ). A natural question arises:
is it possible that Lip(σ,p,∞)(µ) coincides with Hpσ (µ)? The following proposition gives
a partial answer: if the domain M permits the integration by parts and µ has a translation
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where both the integration by parts and the translation property of measures fail, we will
address this question elsewhere.
Proposition 1.1. Let M be an open subset of Rn with Lipschitz boundary, and µ be the
Lebesgue measure. Then Lip(1,p,∞)(µ) is equivalent to Hp1 (µ), where 1 <p <∞.
Proof. Let 1 < p <∞ and µ be the Lebesgue measure. By Theorem 1.1, we only show
that Lip(1,p,∞)(µ) ↪→Hp1 (µ). SinceHp1 (µ) coincides with the Sobolev spaceW 1,p(M)
(cf. [6]), we must show that Lip(1,p,∞)(µ) ↪→W 1,p(M). Let u ∈ Lip(1,p,∞)(µ). Let
us first prove that∣∣∣∣∣
∫
M
u(x)∇ϕ(x) dx
∣∣∣∣∣ C‖ϕ‖qW1,p(u) (1.10)
for all ϕ ∈ C∞0 (M), where q = p/(p − 1) and W1,p(u) is given by (1.6). Following [6],
we let ψ ∈ C∞0 (B(0,1)),
∫
ψ = 1, and ψr = r−nψ(x/r). Then
−
∫
M
u(x)∇ϕ(x) dx =− lim
r→0
∫
M
(u ∗ψr)(x)∇ϕ(x) dx
= lim
r→0
∫
M
(u ∗ ∇ψr)(x)ϕ(x) dx.
Noting that
(u ∗ ∇ψr)(x)=
(
u− 1
µ(B(x, r))
∫
B(x,r)
u(z) dz
)
∗ ∇ψr(x),
we have∣∣(u ∗ ∇ψr)(x)∣∣ Cr−(n+1)
∫
B(0,1)
∣∣∇ψ(y)∣∣ ∫
B(x,r)
∣∣u(x − ry)− u(z)∣∣dzdy,
whence∣∣∣∣∣
∫
M
(u ∗ ∇ψr)(x)ϕ(x) dx
∣∣∣∣∣
 Cr−(n+1)
∫
B(0,1)
∣∣∇ψ(y)∣∣
{∫
M
∣∣ϕ(x)∣∣ ∫
B(x,r)
∣∣u(x − ry)− u(z)∣∣dzdx
}
dy
 Cr−(n+1)
∫
B(0,1)
∣∣∇ψ(y)∣∣
{∫
M
∣∣ϕ(x + ry)∣∣ ∫
B(x,2r)
∣∣u(x)− u(z)∣∣dzdx
}
dy.
Using Hölder’s inequality twice,
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∫
M
∣∣ϕ(x + ry)∣∣ ∫
B(x,2r)
∣∣u(x)− u(z)∣∣dzdx

(∫
M
∣∣ϕ(x + ry)∣∣q dx
)1/q(∫
M
( ∫
B(x,2r)
∣∣u(x)− u(z)∣∣dz
)p
dx
)1/p
 Crn(1−1/p)‖ϕ‖q
{∫
M
∫
B(x,2r)
∣∣u(x)− u(z)∣∣p dzdx
}1/p
.
Therefore,∣∣∣∣∣
∫
M
(u ∗ ∇ψr)(x)ϕ(x) dx
∣∣∣∣∣ C‖ϕ‖q
{
r−(n+p)
∫
M
∫
B(x,2r)
∣∣u(x)− u(z)∣∣p dzdx
}1/p
 C‖ϕ‖qW1,p(u),
where C is independent of ϕ and u, proving (1.10). We define a linear functional Tu on
C∞0 (M) by
Tu(ϕ)=
∫
M
u(x)∇ϕ(x) dx, ϕ ∈ C∞0 (M).
By (1.10), Tu can uniquely extend to be a bounded linear functional on Lq since C∞0 (M)
is dense in Lq . Thus, by duality, there exist some functions vk ∈ Lp , 1 k  n satisfying
‖vk‖p  CW1,p(u), 1 k  n such that∫
M
u(x)∇ϕ(x) dx =−
∫
M
v(x)ϕ(x) dx, ϕ ∈ C∞0 (M),
where v = (v1, v2, . . . , vn), whence u ∈W 1,p(M). ✷
2. Examples
In this section we give some examples to demonstrate the existence of Hajłasz–Sobolev
spaces Hpσ (µ) on fractals where σ > 1 and p = 2. By Theorem 1.1, it is equivalent to
showing that Besov spaces Lip(σ,2,∞)(µ) exists on fractals where σ > 1. (Note that the
measure µ with α-regularity exists for a large class of fractals; see, for example, [3].) For
simplicity, we are concerned with the Sierpínski gasket in Rn.
The Sierpínski gasket K is a non-empty compact subset of Rn satisfying
K =
n⋃
i=1
Fi(K),
where Fi(x) = (1/2)(x + pi) (x ∈ Rn), 1  i  n + 1, and |pi − pj | = 1, i = j .
Alternatively, the Sierpínski gasket K is the closure of V∗ =⋃∞m=1 Vm under the Euclidean
metric, where Vm =⋃ni=1 Fi(Vm−1), m 1 and V0 = {p1, . . . , pn+1}; see Fig. 1 for n= 2.
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Define
E[u] = lim
m→∞
(
n+ 3
n+ 1
)m ∑
x,y∈Vm
|x−y|=2−m
(
u(x)− u(y))2 (2.1)
for all u ∈C(K), the space of all continuous functions onK (cf. [4]). This quadratic form E
gives the Dirichlet form on K , and the domain of E is defined by
D(E) := {u ∈ C(K): E[u]<∞}. (2.2)
It turns out that D(E) is dense in C(K) (cf. [13]) and, furthermore (cf. [11]),
D(E)=Lip(β/2,2,∞)(µ), (2.3)
where β := log(n+ 3)/ log2 is the walk dimension of K and µ is the (α := log(n+ 1)/
log 2)-dimensional Hausdorff measure on K satisfying (1.5). By Theorem 1.1, we have
that Lip(β/2,2,∞)(µ) ↪→H 2σ (µ) if σ < β/2. Thus H 2σ (µ) is dense in C(K) if σ < β/2;
in particular, we may take σ > 1 since β > 2.
3. Embedding theorems
In this section we discuss the (compact) embedding theorems for the Hajłasz–Sobolev
space Hpσ (µ).
Theorem 3.1. Let M be a non-empty subset of Rn, and let µ be a doubling measure
satisfying
µ
(
B(x, r)
)
 c−10 r
α, 0< r  diam(M). (3.1)
Let Hpσ (µ) be the Hajłasz–Sobolev space defined as in (1.1), with 1 p <∞ and σ > 0.
Set ν = α/σ . We have:
(1) If 1 p < ν, then Hpσ (µ) ↪→ Lq , that is
‖u‖q  C
(‖v‖p + (diam(M))−σ‖u‖p) (3.2)
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particular, ‖u‖q  C‖v‖p if diam(M)=∞;
(2) If p = ν, then Hpσ (µ) ↪→ Lq , where p  q <∞;
(3) If p > ν, then∣∣u(x)− u(y)∣∣ C‖v‖p |x − y|σ−α/p (3.3)
for almost all x, y ∈ V and all u ∈Hpσ (µ), where v is an upper gradient of u.
Remarks. (i) A similar embedding to case (1) was obtained in [6] for the case σ = 1. The
result in case (2) may improve to be the Trudinger inequality as in [6] or [7].
(ii) The parameter ν defined above is termed the spectral or intrinsic dimension if
σ = β/2, where β is the walk dimension; see, for example, [1,16].
Proof. The proof of case (1) is identical to [6]. We omit the details. Case (2) follows from
case (1) by the standard way:
Hpσ (µ) ↪→Hpσ−α/q(µ) ↪→ Lq (p < q <∞).
To prove case (3), let u ∈Hpσ (µ) with upper gradient v, see (1.1). Denote by
ur(x) := 1
µ(B(x, r))
∫
B(x,r)
u(y) dµ(y), 0 < r < ρ0, (3.4)
the average of u over the ball B(x, r). Motivated by [15], we first show that∣∣u2r (x)− ur(x)∣∣ Crσ−α/p‖v‖p, (3.5)
for 0 < r < min(ρ0/2,diam(M)/2) and x ∈M , where C is independent of u,v and r, x .
Indeed, by (1.1),∣∣u2r (x)− ur(x)∣∣
 1
µ(B(x,2r))
∫
B(x,2r)
(
1
µ(B(x, r))
∫
B(x,r)
∣∣u(y)− u(z)∣∣dµ(z)
)
dµ(y)
 (2r)σ 1
µ(B(x,2r))
∫
B(x,2r)
(
1
µ(B(x, r))
∫
B(x,r)
(
v(y)+ v(z)) dµ(z)
)
dµ(y)
 Crσ
(
v2r (x)+ vr(x)
)
 Crσ−α/p‖v‖p, x ∈M,
where we have used the fact that vr(x) Cr−α/p‖v‖p for all x ∈M , by Hölder’s inequal-
ity and (3.1). Similarly,∣∣u2r (x)− ur(y)∣∣ Crσ−α/p‖v‖p (3.6)
for all x, y ∈M with r := |x − y|< ρ0/2. Thus∣∣ur(x)− ur(y)∣∣ Crσ−α/p‖v‖p (3.7)
for all x, y ∈M with r := |x − y|< ρ0/2.
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with r0 < ρ0/2. (Note that µ-almost all points in M are Lebesgue points since µ is a
doubling measure (cf. [10, p. 4]).) We have that, using (3.5) and σ > α/p,
∣∣u(x)− ur0(x)∣∣= lim
k→∞
∣∣urk (x)− ur0(x)∣∣
∞∑
k=0
∣∣u2rk+1(x)− urk+1(x)∣∣

∞∑
k=0
C(rk+1)σ−α/p‖v‖p  C|x − y|σ−α/p‖v‖p. (3.8)
Similarly,∣∣u(y)− ur0(y)∣∣ C|x − y|σ−α/p‖v‖p,
which combines with (3.7) and (3.8) to give (3.3). ✷
We now state a compact embedding theorem for Hpσ (µ) if µ(M) <∞.
Theorem 3.2. Let 1 < p <∞ and σ > 0, and let µ be a doubling measure satisfying
µ(M) < ∞. Then Hpσ (µ) ↪→ Lp compactly, that is any bounded sequence in Hpσ (µ)
contains a convergent subsequence in Lp .
Proof. Let {uk}∞k=1 be a bounded sequence in Hpσ (µ), that is
‖uk‖p + ‖vk‖p  C, k  0,
where vk is an upper gradient of uk . Since {uk}∞k=1 is also bounded in Lp , there exists a
subsequence, still denoted by {uk}∞k=1, such that uk converges to some function u ∈ Lp
weakly as k→∞. We show that uk also converges to u strongly in Lp . To this end, let ur
be defined as in (3.4). By (1.1) applied to uk , it follows that
∥∥uk − (uk)r∥∥p 
(∫
M
(
1
µ(B(x, r))
∫
B(x,r)
∣∣uk(x)− uk(y)∣∣dµ(y)
)p
dµ(x)
)1/p
Crσ‖vk‖p  Crσ .
On the other hand, note that w(y) := µ(B(x, r))−11B(x,r)(y) ∈ Lp/(p−1), and so
(uk)r (x)− ur(x)=
∫
M
w(y)
(
uk(y)− u(y)
)
dµ(y)
k→∞−→ 0
for all x ∈M . Therefore,
lim
k→∞‖uk − u‖p  limk→∞
(∥∥uk − (uk)r∥∥p + ∥∥(uk)r − ur∥∥p + ‖ur − u‖p)
Crσ + ‖ur − u‖p,
which proves the theorem by noting that ‖ur − u‖p → 0 as r → 0 since µ is a doubling
measure. ✷
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