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Abstract
Environmental vibrations due to railway traffic are predominantly due to dynamic axle loads caused by
wheel and track unevenness and impact excitation by rail joints and wheel flats. Because of its irregular
character, track unevenness is commonly processed statistically and represented by its power spectral density
function or its root mean square (RMS) value in one-third octave bands. This statistical description does
not uniquely define the track unevenness at a given site, however, and different track unevenness profiles
matching the statistical description will lead to different predictions of dynamic axle loads and resulting
ground vibration. This paper presents a methodology that allows quantifying the corresponding variability
in ground vibration predictions. The procedure is derived assuming the geometry of the track and soil to
be homogeneous along the track. The procedure is verified by means of Monte Carlo simulations and its
usefulness for assessing the mismatch between predicted and measured ground vibration is demonstrated
in a case study. The results show that the response in time domain and its narrow band spectrum exhibit
significant variability which is reduced when the running RMS value or the one-third octave band spectrum
of the response are considered.
Key words: track unevenness, ground vibrations, dynamic vehicle-track interaction, random vibration,
dynamic track-soil interaction, wave propagation
1. Introduction
Railway-induced ground vibration is generated by quasi-static and dynamic axle loads; the latter are
due to several mechanisms such as wheel and rail unevenness, impact excitation due to rail joints and wheel
flats, and parametric excitation due to sleeper periodicity [1]. These loads are transferred to the track, its
supporting structure (ballast, subgrade, slab or tunnel) and the soil, where vibrations propagate as elastic
waves and excite the foundations of nearby buildings.
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Several numerical models have been recently developed for the prediction of railway induced ground
vibration. Most of the modelling and computational effort usually goes to capturing the dynamic behavior
of the track and the soil. The practical use of 3D finite element (FE) and finite element-boundary element
(FE-BE) models is limited due to their high computational cost. Alternatively, dedicated models have been
developed that exploit the regularity of the track and the underlying soil. When the track and the soil are
assumed homogeneous in the direction along the track, a Fourier transformation of the coordinate along the
track leads to an efficient solution in the frequency-wavenumber domain [2]. In this 2.5D methodology, a
problem with a 2D geometry is solved for each frequency and wavenumber and the 3D solution is recovered
by an inverse Fourier transformation. Because of their high computational efficiency and relatively modest
modeling effort, 2.5D methods have been applied by a large number of researchers to study dynamic train-
track interaction [3] as well as ground-borne vibration due to railway traffic at grade [4, 5, 6, 7, 8] and in
tunnels [9, 10, 11, 12].
Track unevenness is generally regarded as one of the most important sources of railway induced ground
vibration and often the only excitation mechanism considered in addition to quasi-static excitation [7, 9, 13,
14]. Because of its irregular character, track unevenness is commonly processed statistically and represented
by its power spectral density (PSD) function [15, 16] or its root mean square (RMS) value in one-third
octave bands [1]. This has the additional advantage of accomodating the combination of unevenness data
measured in different ranges of wavelengths, e.g. long wavelength data obtained by track recording cars
[1, 17] and short wavelength data from measurement trolleys [1, 17]. Alternatively, track unevenness can
be extrapolated beyond the measured wavelength range by fitting measured data to generic PSD functions
derived from large sets of data [18].
The statistical information on track unevenness in the form of a narrow band power spectral density
function or RMS values in one-third octave bands can be used in two ways. First, one could generate
a sample or realization of track unevenness matching the statistical description, introduce the sample in
the model and compute the resulting dynamic axle loads and ground vibration. Calculations assuming
a stationary Gaussian random field model for the track unevenness have shown a significant variability
in resulting predicted ground vibration levels [18]. A second approach consists of computing the second
order statistical characteristics of the ground vibration response based on the PSD function of the track
unevenness. When the track geometry and properties are homogeneous along the track, as assumed in the
aforementioned 2.5D models, the time history of each dynamic axle load is a stationary random process
as well and the corresponding PSD function is calculated by random vibration theory [19]. The response
at a fixed point on the track or in the free field, however, is a non-stationary random process due to the
time-dependent relative position of the source and the receiver. Dedicated solution procedures [13, 18, 20]
have been developed that typically allow computing the mean square response, i.e. the average over different
realizations of track unevenness. In the following, this is referred to as an ensemble average value.
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Because of the significant scatter observed in predicted ground vibration levels for different realizations
of track unevenness [18], it is important to quantify the response variability. In the following, a methodology
is outlined that allows characterizing the scatter due to the use of statistical track unevenness data. Exact
confidence bounds are derived for the mean square value of the response in the time and frequency domain
and approximate confidence bounds are given for processed response quantities such as running root mean
square (RMS) values and one-third octave band spectra which are often considered for the evaluation of
environmental vibration. The method is derived assuming (1) a Gaussian random field model for the track
unevenness and (2) that the geometry and properties of the track and soil are homogeneous along the track.
The outline of this paper is as follows. First, in section 2, the calculation of the response to a set of
moving loads is briefly recapitulated. In section 3, the second-order statistics of the response are considered
and the ensemble average response is calculated. Based on the derivation of the fourth-order statistics, the
variability of the response is determined in section 4. The case study presented in section 5 is considered
for the verification of the methodology by Monte Carlo simulations in section 6. Finally, it is illustrated
in section 7 how the quantification of uncertainty due to the use of statistical track unevenness data helps
assessing the mismatch between measured and predicted ground vibration.
2. Response due to moving loads
2.1. General formulation
A brief recapitulation is made of the calculation of the response to a train which is travelling at a
constant speed v on a straight track. A right-handed Cartesian frame of reference x = (x, y, z) is considered
with its origin at the centre of the track, the y−axis in the direction along the track, and the z−axis
pointing upwards. The position of the axles therefore depends on the time t as xk(t) = xk0 + vtey where
xk0 = {x0, yk0, z0}T is the position at t = 0. In the case where the geometry and properties of the track
and the soil are homogeneous in the direction along the track, the following expression for the displacement
u(x, t) at a point x = {x, y, z}T is derived by means of the Betti-Rayleigh reciprocity theorem [21]:
u(x, y, z, t) =
na∑
k=1
∫ t
−∞
HT(x, y − yk0 − vτ, z, t− τ)gk(τ) dτ (1)
where na is the total number of axles of the train, gk(t) is the time history of the load applied to the
track by the k-th axle and HT(x, y, z, t) is the 3 × 3 transfer function matrix. The three columns of the
matrix H(x, y, z, t) represent the displacement at a point {x, y, z}T for an impulse load applied at the point
{x0, 0, z0}T in the x−, y−, and z−direction, respectively. For convenience, the receiver coordinates x and z
are omitted in the following.
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2.2. Response in frequency-wavenumber domain
When the track geometry and properties are assumed homogeneous along the track, the transfer function
can efficiently be computed in the frequency-wavenumber domain [22]. An expression for the response in the
frequency-wavenumber domain is obtained by applying first a Fourier transform with respect to the time t
and next a Fourier transform with respect to the coordinate y. The Fourier transform pairs are defined as
follows:
uˆ(y, ω) =
∫ +∞
−∞
u(y, t) exp(−iωt) dt (2)
u(y, t) =
1
2pi
∫ +∞
−∞
uˆ(y, ω) exp(iωt) dω (3)
and
u˜(ky , ω) =
∫ +∞
−∞
uˆ(y, ω) exp(ikyy) dy (4)
uˆ(y, ω) =
1
2pi
∫ +∞
−∞
u˜(ky , ω) exp(−ikyy) dky (5)
where a hat above a variable denotes its representation in the frequency-space domain and a tilde its
representation in the frequency-wavenumber domain. Transformation of equation (1) to the frequency-
wavenumber domain gives:
u˜(ky, ω) =
na∑
k=1
H˜T(ky , ω)gˆk(ω − kyv) exp(+ikyyk0) (6)
The inverse wavenumber transform yields:
uˆ(y, ω) =
na∑
k=1
1
2pi
∫ +∞
−∞
H˜T(ky, ω)gˆk(ω − kyv) exp [−iky(y − yk0)] dky (7)
A change of variables ω˜ = ω − kyv gives the following expression:
uˆ(y, ω) =
na∑
k=1
1
2pi
∫ +∞
−∞
[
1
v
H˜T
(
ω − ω˜
v
, ω
)
exp
[
−i
(
ω − ω˜
v
)
(y − yk0)
]]
︸ ︷︷ ︸
UˆT(y−yk0,ω,ω˜)
gˆk(ω˜) dω˜
(8)
The term between the brackets is the transponse of a matrix, denoted Uˆ(y − yk0, ω, ω˜) of which the three
columns represent the Fourier transform of the displacement at a point {x, y−yk0, z}T for a moving load with
time dependent position {x0, vt, z0}T and an intensity exp(iω˜0t), acting in the x−, y−, and z−direction,
respectively. This can be verified by introducing the Fourier transform 2piδ(ω˜ − ω˜0) of this load in equation
(8). Equation (8) is now rewritten as:
uˆ(y, ω) =
na∑
k=1
1
2pi
∫ +∞
−∞
UˆT(y − yk0, ω, ω˜)gˆk(ω˜) dω˜ (9)
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The inverse Fourier transform with respect to ω allows computing the response u(y, t) in the time domain:
u(y, t) =
na∑
k=1
1
2pi
∫ +∞
−∞
UT(y − yk0, t, ω˜)gˆk(ω˜) dω˜ (10)
where UT(y − yk0, t, ω˜) represents the inverse Fourier transform of UˆT(y − yk0, ω, ω˜).
2.3. Decomposition into quasi-static and dynamic response contribution
The axle load gk(t) is now decomposed into a static component gsk and a dynamic component gdk(t).
The static component gsk is determined by the weight wk carried by the axle and equals −wkez. The
Fourier transform gˆsk(ω˜) of the static load component is equal to −wkez2piδ(ω˜). The dynamic component is
determined by several excitation mechanisms. The calculation of the dynamic load component is discussed
extensively in the literature [6, 7, 13] and therefore not repeated here. Introducing the decomposition
gˆk(ω˜) = gˆsk(ω˜) + gˆdk(ω˜) = −wkez2piδ(ω˜) + gˆdk(ω˜) in equation (9) allows distinguishing between the quasi-
static contribution uˆs(y, ω) and dynamic contribution uˆd(y, ω) to the response uˆ(y, ω):
uˆ(y, ω) = uˆs(y, ω) + uˆd(y, ω) (11)
= −
na∑
k=1
wkUˆ
T(y − yk0, ω, 0)ez + 1
2pi
∫ +∞
−∞
UˆT(y − yk0, ω, ω˜)gˆdk(ω˜) dω˜ (12)
The quasi-static and dynamic contributions to the response in the time domain are found by introducing
the decomposition gˆk(ω˜) = −wkez2piδ(ω˜) + gˆdk(ω˜) in equation (10):
u(y, t) = us(y, t) + ud(y, t) (13)
= −
na∑
k=1
wkUˆ
T(y − yk0, t, 0)ez + 1
2pi
∫ +∞
−∞
UT(y − yk0, t, ω˜)gˆdk(ω˜) dω˜ (14)
In the following, the case is considered where track unevenness, modelled as a stationary random field, is
considered as excitation mechanism. Assuming linear behavior of the train and the track and a perfect
contact between the wheels and the rails, the dynamic components gdk(t) of the axle loads depend linearly
on the track unevenness [7] and represent a set of zero mean random processes. These random processes are
mutually correlated as all axles experience the same track unevenness [18]. Because of the zero mean value
of the dynamic load components, the mean value of the dynamic response ud(y, t) in equation (14) is zero
as well and higher order statistics are required for its characterization. In the next section, the second-order
statistical characteristics of the response are calculated, which allow for the computation of the RMS value
of the response. This RMS value should be understood as the root of the mean square value of the response
across different realizations of track unevenness. In order to characterize the scatter with respect to this
ensemble average response value, the fourth-order statistical characteristics are considered next.
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3. Ensemble average of the absolute value of the response
3.1. Time domain response
The ensemble average of the absolute value of the response in the time domain is determined by its
second-order statistics as characterized by the non-stationary auto-correlation function (ACF):
R(y, t1, t2) = 〈u(y, t1)⊗ u(y, t2)〉 (15)
where ⊗ is the outer product and the brackets denote the ensemble average with respect to track unevenness
realizations. The mean square value of the response at time t is found by evaluating the ACF at t = t1 = t2.
By decomposing the total response according to equation (14), the ACF is elaborated as follows:
R(y, t1, t2) = us(y, t1)⊗ us(y, t2) + 〈ud(y, t1)⊗ ud(y, t2)〉 (16)
where the outer products of the quasi-static and dynamic response contributions vanish due to the zero
mean value of the dynamic response ud(y, t). The second term in equation (16) is the non-stationary ACF
of the dynamic response denoted as Rd(y, t1, t2) and computed following equation (14):
Rd(y, t1, t2) =
〈[
na∑
k=1
1
2pi
∫ +∞
−∞
UT(y − yk0, t, ω˜)gˆdk(ω˜) dω˜
]
⊗
[
na∑
l=1
1
2pi
∫ +∞
−∞
UT∗(y − yl0, t, ω˜′)gˆ∗dl(ω˜′) dω˜′
]〉
(17)
where the complex conjugate is denoted by the superscript star and a distinction is made between the
variables ω˜ and ω˜′ considered in the two integrations. Since the functions UT(y − yk0, t, ω˜) and UT∗(y −
yl0, t, ω˜
′) are deterministic, the ensemble average only affects the dynamic axle loads. Equation (17) is
therefore rewritten as an inner product, denoted by the colon operator, leading to:
Rd(y, t1, t2) =
na∑
k=1
na∑
l=1
1
4pi2
∫ +∞
−∞
∫ +∞
−∞
[
UT(y − yk0, t, ω˜)⊗UT∗(y − yl0, t, ω˜′)
]
: 〈gˆdk(ω˜)⊗ gˆ∗dl(ω˜′)〉 dω˜ dω˜′ (18)
When the track geometry and properties are homogeneous along the track and the track unevenness is a
stationary random field, the dynamic axle loads are stationary random processes and the following relation
holds:
〈gˆdk(ω˜)⊗ gˆ∗dl(ω˜′)〉 = 4pi2Sˆgkl(ω˜)δ(ω˜ − ω˜′) (19)
where Sˆgkl(ω˜)δ(ω˜
′ − ω) is the cross-power spectral density function of the dynamic axle loads gˆdk(ω˜) and
gˆdl(ω˜
′). The PSD functions of the dynamic axle loads can be calculated by random vibration theory [19],
based on the expressions for the axle loads determined by means of a compliance formulation in a moving
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frame of reference [18]. The factor 4pi2 on the right hand side of equation (19) is due to the fact that, in the
Fourier transform pair defined by equations (2) and (3), the factor 1/(2pi) is applied to the inverse transform
whereas for the relation between the ACF and PSD, the factor is in the forward transform in line with the
usual convention. Introducing equation (19) in equation (18) leads to:
Rd(y, t1, t2) =
na∑
k=1
na∑
l=1
∫ +∞
−∞
[
UT(y − yk0, t1, ω˜)⊗UT∗(y − yl0, t2, ω˜)
]
: Sˆgkl(ω˜) dω˜ (20)
The cross terms k 6= l on the right hand side of the equation represent the contributions due to cross-
correlation between the dynamic loads. When interaction through the vehicle and the track is disregarded
and all axles have similar characteristics, the cross-power spectral density functions Sˆgkl(ω˜) have the same
amplitude as the auto-power spectral density functions Sˆgkk(ω˜), but a different phase corresponding to the
time lag between the excitation of different axles due to track unevenness.
The mean square response is obtained by evaluating the ACFs in equations (16) and (20) at t = t1 = t2.
Assuming that only vertical dynamic loads are applied to the track and that the only response quantity of
interest is the vertical displacement, the total mean square response is computed from equations (16) and
(20) as:
< u2z(y, t) > = u
2
sz(y, t) +Rdzz(y, t, t)
= u2sz(y, t) +
na∑
k=1
na∑
l=1
∫ +∞
−∞
Uzz(y − yk0, t, ω˜)U∗zz(y − yl0, t, ω˜)Sˆgkk(ω˜) dω˜ (21)
where equation (20) has been used to elaborate the dynamic response. The time dependent RMS value of the
free field response uRMS(y, t) is computed from the mean square response in equation (21) as
√
< u2z(y, t) >.
This RMS value is an ensemble average at a particular time t for different realizations of the dynamic axle
loads or, equivalently, the track unevenness. For assessing vibration levels in case of transient vibration, use
is often made of running RMS values on a finite time window, as recommended in the ISO 2631 standard
[23], for example. Note that, although displacements are considered as response quantities in the present
section, the results are easily generalized to velocities and accelerations. The running RMS value uRMSTw (y, t)
on a time window Tw is computed from the instantaneous RMS value as:
uRMSTw (y, t) =
√
1
Tw
∫ t
t−Tw
< u2z(y, τ) > dτ (22)
For a single realization, a running RMS value can be computed in a similar way by replacing the ensemble
average value < u2z(y, τ) > by the sample value u
2
z(y, τ) in equation (22). Due to the non-stationarity of
the response and the finite length of the time window considered, the running RMS value for this single
realization will be different from the ensemble average. Since the integration in equation (22) is a linear
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operation, averaging the running mean square value for different realizations results in the same ensemble
average running RMS value.
3.2. Frequency domain response
In the following, the ensemble average of the response in the frequency domain is computed based on
the corresponding second-order statistics, i.e. the power spectrum of the response. Similarly to the ACF,
the power spectrum Sˆ(y, ω1, ω2) [m
2/(rad/s)2] is decomposed in a quasi-static and dynamic contribution:
Sˆ(y, ω1, ω2) = uˆs(y, ω1)⊗ uˆ∗s (y, ω2) + 〈uˆd(y, ω1)⊗ uˆ∗d(y, ω2)〉 (23)
where again the outer product of quasi-static and dynamic response contributions vanishes. A similar
decomposition has been used by Sheng et al. [13] for calculating the total power spectrum of vibrations by
running trains. The second term in equation (23) is the power spectrum of the dynamic response, denoted
as Sd(y, ω1, ω2) [m
2/(rad/s)2] and computed based on equation (12):
Sˆd(y, ω1, ω2) =
∫ +∞
−∞
na∑
k=1
na∑
l=1
[
UˆT(y − yk0, ω1, ω˜)⊗ UˆT∗(y − yl0, ω2, ω˜)
]
: Sˆgkl(ω˜) dω˜ (24)
As all train axles experience the same track unevenness, the resulting contributions to the free field response
are usually similar apart from a small shift in time. This repeated passage of axles leads to the characteristic
peaks and troughs in the narrow band frequency spectrum of the response that are determined by the axle
and bogie passage frequencies [6, 24, 25]. Information on the time lag between the dynamic axle loads is
present in the cross-power spectral density functions of the axle loads. If these cross terms are omitted in
equation (24), the response in the frequency domain is smoothed [26]. A similar smoothing is obtained when
the narrow band spectrum of the response in equation (23) is used to compute the power of the signal in
one-third octave or octave bands [27, 28].
The total mean square response in the frequency domain is found by evaluating the power spectra in
equations (23) and (24) at ω = ω1 = ω2. When only vertical dynamic loads and vertical response components
are considered, the mean square response becomes:
< |uˆz(y, ω)|2 > = |uˆsz(y, ω)|2 + Sˆdzz(y, ω, ω)
= |uˆsz(y, ω)|2 +
∫ +∞
−∞
na∑
k=1
na∑
l=1
[
Uˆzz(y − yk0, ω, ω˜)⊗ Uˆ∗zz(y − yl0, ω, ω˜)
]
: Sˆgkl(ω˜) dω˜
(25)
Limit values for building vibration are often formulated in terms of one-third octave band spectra, e.g. for
assessing vibration annoyance [29] or when considering the operation of vibration sensitive equipment [30, 31].
When integrating the narrow band spectra in equation (25), one should take into account that the mean
square response < |uˆ2z(y, ω)| > depends on the length of the time window T considered in the calculation
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of the response Uˆzz(y − yk0, ω, ω˜) due to a single load with harmonic time-varying intensity. Although the
passage of a single load is a non-stationary event that does not allow for a meaningful quantitative assessment
of RMS values in one-third octave bands, the passage of multiple train axles leads to a nearly stationary
response signal. A quantitative analysis in one-third octave bands is therefore possible by normalizing the
RMS values by the passage time Tp:
vRMS[ωl,ωu](y) =
√
Tp
T
∫ ωu
ωl
√
Sˆdzz(y, ω, ω) dω (26)
where ωl and ωu denote the lower and upper bound of the one-third octave band, respectively. The passage
time Tp can be estimated based on the running RMS value of the total response as computed by equation
(21), e.g. using the procedure for computation of one-third octave band spectra in the German standard
DIN 45672-2 [32]. Note that by applying equation (26) all energy of the signal in the time window T is
moved into a signal with smaller duration Tp. This results in a slight overestimation of the running RMS
value of the signal contained in the passage time Tp.
4. Scatter of the response with respect to the ensemble average
4.1. Time domain response
In the previous section, expressions have been derived that allow computing the mean square response
which is an ensemble average with respect to track unevenness realizations. In order to verify the scatter
of results across realizations of the track unevenness and resulting dynamic axle loads, a characterization
of the fourth-order statistical moment is needed. In the following, a general expression is first derived and
subsequently elaborated to provide the fourth-order statistical moment of the response at a particular time
t and the running RMS-value of the response on a fixed time window Tw. It is explained how these results
allow calculating confidence bounds that characterize the variability in the ground vibration predictions.
The fourth-order statistical moment of the free field response is given by the following fourth-order tensor:
Q(y, t1, t2, t3, t4) = 〈u(y, t1)⊗ u(y, t2)⊗ u(y, t3)⊗ u(y, t4)〉 (27)
By decomposing the total response according to equation (14), the fourth-order statistical moment is
elaborated as follows:
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Q(y, t1, t2, t3, t4) = 〈us(y, t1)⊗ us(y, t2)⊗ us(y, t3)⊗ us(y, t4)〉
+ 〈us(y, t1)⊗ us(y, t2)⊗ ud(y, t3)⊗ ud(y, t4)〉
+ 〈us(y, t1)⊗ ud(y, t2)⊗ us(y, t3)⊗ ud(y, t4)〉
+ 〈us(y, t1)⊗ ud(y, t2)⊗ ud(y, t3)⊗ us(y, t4)〉
+ 〈ud(y, t1)⊗ us(y, t2)⊗ us(y, t3)⊗ ud(y, t4)〉
+ 〈ud(y, t1)⊗ us(y, t2)⊗ ud(y, t3)⊗ us(y, t4)〉
+ 〈ud(y, t1)⊗ ud(y, t2)⊗ us(y, t3)⊗ us(y, t4)〉
+ 〈ud(y, t1)⊗ ud(y, t2)⊗ ud(y, t3)⊗ ud(y, t4)〉 (28)
where terms containing an odd number of dynamic response contributions have been omitted because of
their zero mean value. Apart from the final term that contains the fourth-order statistical moment of the
dynamic response Qd(y, t1, t2, t3, t4), all terms in equation (28) can be expressed in terms of the quasi-static
response us(y, t) and the non-stationary ACF of the dynamic response Rd(y, t1, t2).
Equation (1) shows that the dynamic response is a linear transformation of the Gaussian random pro-
cesses gdk(t) and, therefore, a Gaussian random process as well. In this case, Isserlis’ theorem allows
expressing the fourth-order moment of the dynamic response in terms of its second-order moments:
Qd(y, t1, t2, t3, t4) = 〈ud(y, t1)⊗ ud(y, t2)⊗ ud(y, t3)⊗ ud(y, t4)〉
= Rd(y, t1, t2)⊗Rd(y, t3, t4) +Rd(y, t1, t3)⊗Rd(y, t2, t4)
+Rd(y, t1, t4)⊗Rd(y, t2, t3) (29)
Introducing equation (29) in equation (28), an expression for the fourth-order statistical moment of the
response is obtained based on the previously derived solution in equation (20) for the non-stationary ACF
Rd(y, t1, t2). Note that the derivation of the latter only requires the assumption of stationarity for the
dynamic axle loads, whereas equation (29) additionally requires the assumption of a Gaussian random
process model.
As in the case of the non-stationary ACF Rd(y, t1, t2), the evaluation of the fourth-order statistical
moment for the case where t = t1 = t2 = t3 = t4 is of most interest, as it allows assessing the scatter of
the response with respect to the RMS value. When applied for this particular case, equation (28) gives the
following expression for the fourth-order moment of the vertical response:
Qzzzz(y, t, t, t, t) =
〈
u4z(y, t)
〉
= u4sz(y, t) + 6u
2
sz(y, t)
〈
u2dz(y, t)
〉
+
〈
u4dz(y, t)
〉
(30)
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The last term on the right hand side of equation (30) is computed by applying equation (29) for the case
where t = t1 = t2 = t3 = t4:
〈
u4dz(y, t)
〉
= 3
〈
u2dz(y, t)
〉2
(31)
The fourth-order moment
〈
u4dz(y, t)
〉
characterizes the scatter of the square value of the dynamic response
u2dz(y, t) with respect to the mean square value
〈
u2dz(y, t)
〉
. Since the dynamic response udz(y, t) at fixed
position y and time t is a Gaussian random variable, its squared value, divided by its mean square value
follows a chi-square distribution with a single degree of freedom:
u2dz(y, t)
〈u2dz(y, t)〉
∼ χ2(1) (32)
Confidence intervals for the squared dynamic response contribution can therefore be derived from the cumu-
lative distribution function (CDF) of the chi-square distribution. For example, it follows from the values of
the CDF for the 12.5 % and 87.5 % quantiles that 75 % of the realizations for u2dz(y, t) lie between α = 0.025
and β = 2.35 times the mean square value
〈
u2dz(y, t)
〉
. The corresponding absolute value of the vibration
response |udz(y, t)| =
√
u2dz(y, t) is between
√
α = 0.16 and
√
β = 1.53 times the RMS value, indicating that
a considerable degree of scatter is expected when the dynamic contribution dominates the total response.
The relation (31) between the fourth-order and second-order moment of the dynamic response is now
used to compute the fourth-order statistical moment of the total response in equation (30):
Qzzzz(y, t, t, t, t) =
〈
u4z(y, t)
〉
= u4sz(y, t) + 6u
2
sz(y, t)
〈
u2dz(y, t)
〉
+ 3
〈
u2dz(y, t)
〉2
(33)
Since the total response uz(y, t) has a non-zero mean value usz(y, t), the squared value of the total response,
divided by the mean square value of the dynamic response follows a non-central chi-square distribution with
a single degree of freedom:
u2z(y, t)
〈u2dz(y, t)〉
∼ χ2NC(1) (34)
The non-centrality parameter λ of the non-central chi-square distribution depends on the mean value and
variance of the total response:
λ =
〈uz(y, t)〉2
〈udz(y, t)〉2
=
u2sz(y, t)
〈udz(y, t)〉2
(35)
For example, when the non-centrality parameter λ = 1, i.e. when 〈uz(y, t)〉2 = 〈udz(y, t)〉2, 75 % of the
realizations for u2z(y, t) lie between α = 0.067 and β = 4.64 times the mean square value of the dynamic
response contribution
〈
u2dz(y, t)
〉
or α/2 = 0.033 and β/2 = 2.32 times the mean square value of the total
response
〈
u2z(y, t)
〉
. The corresponding absolute value of the total response |uz(y, t)| =
√
u2z(y, t) is between
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√
α/2 = 0.18 and
√
β/2 = 1.52 times the RMS value
√
〈u2z(y, t)〉, indicating that the degree of variability is
slightly reduced when compared to the case where the dynamic contribution dominates the total response.
When the static contribution dominates the total response, the non-centrality parameter λ increases and
the variability of the total response is smaller.
The aforementioned numbers only hold for the variability of the instantaneous response value
√
〈uz(y, t)〉2.
In order to assess the variability of the running RMS value of the response over a time window Tw in equation
(22), the following averaged response quantity needs to be considered:
〈[
uRMSTw (y, t1)
]2 [
uRMSTw (y, t2)
]2〉
=〈[
1
Tw
∫ t1
t1−Tw
u2z(y, τ1) dτ1
] [
1
Tw
∫ t2
t2−Tw
u2z(y, τ2) dτ2
]〉
(36)
This expression is further elaborated for the particular case t = t1 = t2 by decomposing the total response
according to equation (14):
〈[
uRMSTw (y, t)
]4〉
=
1
T 2w
∫ t
t−Tw
∫ t
t−Tw
〈
u2sz(y, τ1)u
2
sz(y, τ2)
+2u2sz(y, τ1)usz(y, τ2)udz(y, τ2) + u
2
sz(y, τ1)u
2
dz(y, τ2)
+2usz(y, τ1)udz(y, τ1)u
2
sz(y, τ2) + 4usz(y, τ1)udz(y, τ1)usz(y, τ2)udz(y, τ2)
+2usz(y, τ1)udz(y, τ1)u
2
dz(y, τ2) + u
2
dz(y, τ1)u
2
sz(y, τ2)
+ 2u2dz(y, τ1)usz(y, τ2)udz(y, τ2) + u
2
dz(y, τ1)u
2
dz(y, τ2)
〉
dτ1 dτ2 (37)
The terms containing an odd number of the dynamic response contributions vanish and can therefore be
omitted. By rewriting the average response quantities of the dynamic response in terms of the ACF and the
fourth-order statistical moment, equation (37) becomes:
〈[
uRMSTw (y, t)
]4〉
=
[
uRMSsTw (y, t)
]4
+2
[
uRMSsTw (y, t)
]2 1
Tw
∫ t
t−Tw
Rdzz(y, τ1, τ1) dτ1
+
4
T 2w
∫ t
t−Tw
∫ t
t−Tw
usz(y, τ1)usz(y, τ2)Rdzz(y, τ1, τ2) dτ1 dτ2
+
1
T 2w
∫ t
t−Tw
∫ t
t−Tw
Qdzz(y, τ1, τ1, τ2, τ2) dτ1 dτ2 (38)
where uRMSsTw (y, t) represents the running RMS value on a time window Tw of the static response contribu-
tion. By introducing expression (29) for the fourth-order moment of the dynamic response contribution
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Qd(y, t1, t2, t3, t4), equation (38) becomes:〈[
uRMSTw (y, t)
]4〉
=
[
uRMSsTw (y, t)
]4
+2
[
uRMSsTw (y, t)
]2 1
Tw
∫ t
t−Tw
Rdzz(y, τ1, τ1) dτ1
+
4
T 2w
∫ t
t−Tw
∫ t
t−Tw
usz(y, τ1)usz(y, τ2)Rdzz(y, τ1, τ2) dτ1 dτ2
+
[
1
Tw
∫ t
t−Tw
Rdzz(y, τ1, τ1) dτ1
]2
+
2
T 2w
∫ t
t−Tw
∫ t
t−Tw
[Rdzz(y, τ1, τ2)]
2
dτ1 dτ2
(39)
By denoting the running RMS value of the dynamic response on a time window Tw as u
RMS
dTw
(y, t), equation
(39) becomes: 〈[
uRMSTw (y, t)
]4〉
=
[
uRMSsTw (y, t)
]4
+ 2
[
uRMSsTw (y, t)
]2 [
uRMSdTw (y, t)
]2
+
4
T 2w
∫ t
t−Tw
∫ t
t−Tw
usz(y, τ1)usz(y, τ2)Rdzz(y, τ1, τ2) dτ1 dτ2
+
[
uRMSdTw (y, t)
]4
+
2
T 2w
∫ t
t−Tw
∫ t
t−Tw
[Rdzz(y, τ1, τ2)]
2
dτ1 dτ2 (40)
Equation (40) shows that the variability of the running RMS value on a time window Tw depends on the cor-
relation of the dynamic response. In the limiting case Tw → 0, the dynamic response contributions are fully
correlated on the time window Tw and the ACF Rdzz(y, τ1, τ2) for t− Tw ≤ τ1, τ2 ≤ t can be approximated
by the product of the standard deviations of the dynamic response contributions uRMSdTw (y, τ1)u
RMS
dTw
(y, τ2)
with, additionally τ1, τ2 → t as Tw → 0. Under the same limiting conditions, usz(y, τ1) ≈ usz(y, t) and
the previously derived expression (33) for the instantaneous running RMS value is retrieved. Confidence
bounds in this case are therefore found from the CDF of the non-central chi-square distribution with a single
degree of freedom. If the correlation function decays rapidly in the time window Tw or, equivalently, if the
correlation time tc is small compared to Tw, the integrals on the right hand side of equation (40) containing
the ACF Rdzz(y, τ1, τ2) can be disregarded:〈[
uRMSTw (y, t)
]4〉 ≈ [uRMSsTw (y, t)]4 + 2 [uRMSsTw (y, t)]2 [uRMSdTw (y, t)]2
+
[
uRMSsTw (y, t)
]4
(41)
which is equal to the square of the total mean square response, showing that in this case the variability with
respect to the mean square value vanishes.
The limiting cases (1) Tw → 0, with full correlation, i.e. tc >> Tw, and (2) tc << Tw show that
integrating the running RMS value of the response over time as in equation (22) reduces the scatter about
the ensemble average. A conservative estimation of the variability of the running RMS value on a time
window Tw is obtained when the squared response is fully correlated over the time window Tw, implying
that the latter has the same variability as the original instantaneous running RMS value.
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4.2. Frequency domain response
A similar derivation can now be made for the frequency domain representation of the total response. As
in the case of the time domain response, most interest lies in the derivation of confidence bounds that allow
verifying the scatter with respect to the mean square response in equation (25) and the frequency band
RMS values in equation (26).
The frequency domain response is a complex valued random process of which the real and imaginary
part of the response follow the same Gaussian distribution with zero mean value. The modulus of the
response is therefore the absolute value of a circular bivariate Gaussian random variable. The probability
distribution of the latter follows the so-called Rayleigh distribution or, equivalently, the modulus of the
dynamic response contribution, normalized by the squared standard deviation of the real and imaginary
part, follows a chi-square distribution with two degrees of freedom:
2 [Re {uˆdz(y, ω)}]2〈
|uˆdz(y, t)|2
〉 + 2 [Im {uˆdz(y, ω)}]2〈
|uˆdz(y, t)|2
〉 = 2 |uˆdz(y, ω)|2〈
|uˆdz(y, t)|2
〉 ∼ χ2(2) (42)
where the factors of two stem from the normalization based on the standard deviation of the real or imaginary
part. From the CDF of the chi-square distribution with two degrees of freedom, it follows that 75 % of the
realizations for |uˆdz(y, ω)|2 are between α = 0.134 and β = 2.08 times the mean square value
〈
|uˆdz(y, t)|2
〉
.
The corresponding absolute value of the vibration response |uˆdz(y, ω)| is between
√
α = 0.37 and
√
β = 1.44
times the RMS response or 8.7 dB less and 3.2 dB more than the RMS response, respectively.
When the total response is considered, the real and imaginary part have a non-zero mean value deter-
mined by the static response contribution uˆsz(y, ω). In this case, the squared modulus of the response,
normalized by the mean square value of the dynamic response follows a non-central chi-square distribution
with two degrees of freedom:
2 [Re {uˆz(y, ω)}]2〈
|uˆdz(y, ω)|2
〉 + 2 [Im {uˆz(y, ω)}]2〈
|uˆdz(y, ω)|2
〉 = 2 |uˆz(y, ω)|2〈
|uˆdz(y, ω)|2
〉 ∼ χ2NC(2) (43)
The non-centrality parameter λ of the non-central chi-square distribution depends on the mean value and
variance of the real and imaginary part of the total response:
λ = 2
〈Re {uˆz(y, ω)}〉2
〈|uˆdz(y, ω)〉|2
+ 2
〈Im {uˆz(y, ω)}〉2
〈|uˆdz(y, ω)〉|2
= 2
[Re {uˆsz(y, ω)}]2
〈|uˆdz(y, ω)〉|2
+ 2
[Im {uˆsz(y, ω)}]2
〈|uˆdz(y, ω)〉|2
= 2
|uˆsz(y, ω)|2〈
|udz(y, ω)|2
〉 (44)
When both response contributions have the same mean square value, i.e.
〈
|uˆsz(y, ω)|2
〉
=
〈
|uˆdz(y, ω)|2
〉
,
the non-centrality parameter λ = 2 and 75 % of the realizations for |uˆz(y, t)|2 lie between α = 0.34 and
β = 3.98 times the mean square value of the dynamic response contribution
〈
|uˆdz(y, ω)|2
〉
or α/2 = 0.17
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and β/2 = 1.99 times the mean square value of the total response
〈
|uˆz(y, ω)|2
〉
. The corresponding absolute
value of the total response |uˆz(y, ω)| is between
√
α/2 = 0.41 and
√
β = 1.41 times the RMS response or
7.7 dB less and 3.0 dB more than the RMS response, respectively.
The foregoing discussion only holds for the modulus of the response evaluated at a single frequency. The
scatter of the response in one-third octave bands depends on the correlation in the frequency domain and,
therefore, on the values of the power spectrum Sˆd(y, ω1, ω2) for the case where ω1 6= ω2. Equation (23) for
the power spectrum shows that, due to the motion of the load, different response frequencies ω1 and ω2 are
coupled to the same source frequency ω˜, and, therefore, correlated. For a vanishing load speed v → 0, the
response at a fixed point becomes a stationary random process with a delta-correlated power spectrum as
in the case of the dynamic axle loads in equation (19). A conservative estimation of the variability of the
one-third octave band spectrum is obtained by assuming that the squared response is fully correlated over
each one-third octave band, implying that the latter has the same variability as the original narrow band
frequency spectrum.
5. Case study
5.1. Introduction
The present section introduces a case study of ground vibrations at a site located at Saint-Epain (France)
along the conventional line Paris-Bordeaux. A brief description is given of the dynamic characteristics of
the track, soil, and rolling stock, as provided by SNCF (Socie´te´ Nationale des Chemins de fer Franc¸ais),
and the corresponding numerical model is introduced. Next, in section 6, the expressions that have been
derived for calculating the ensemble average response quantities and their variability are verified. For this
purpose, the results from these expressions are compared to estimations based on Monte Carlo simulations
for a large number of track unevenness realizations. Finally, in section 7, the predicted and measured ground
vibrations are compared to illustrate the usefulness of the proposed approach.
5.2. The dynamic characteristics of the track and the soil
A geological section determined from a boring close to the measurement site shows that the soil consists
of a layer of sand and gravel with a thickness of about 2 m, followed by siliceous formations with a thickness
of about 10 m on top of chalk, the latter two formations dating from the late Cretaceous. The dynamic soil
characteristics at the site have been identified by means of a Spectral Analysis of Surface Waves (SASW)
test. The shear wave velocity profile was identified from the SASW test by fitting the computed dispersion
curve to the experimental dispersion curve of the fundamental Rayleigh wave at the site (figure 1b). The
results show that the soil can be represented by a shallow soft top layer with a thickness of 1.67 m and a
shear wave velocity of 151.6 m/s on top of significantly stiffer layers of soil (figure 1a).
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[Figure 1 about here.]
[Figure 2 about here.]
During the SASW test, the impact load was measured as well, allowing for the identification of the
attenuation curve and, by fitting the computed to the identified attenuation curve (figure 2b), the hysteretic
material damping ratio of the soil layers identified from the SASW test (figure 2a). The material damping
ratio is assumed to be identical in shear and volumetric deformation. In the inversion, a soil density of
1850 kg/m3 and Poisson’s ratio of 1/3 were assumed for all soil layers. The dynamic soil characteristics are
summarized in table 1.
[Table 1 about here.]
The railway track on the conventional line Paris-Bordeaux is a classical ballasted track, with UIC60 rails
supported by rail pads and fixed with clips on twin block concrete sleepers [33]. The track is supported
by ballast with a thickness hb of about 0.30m on top of an embankment with a width we1 = 5m at the
top, a width we2 = 10m at the soil’s surface, and a height he = 1.5m. The track-soil system has been
modelled by coupling a 2.5D FE model for the track and the embankment to a 2.5D BE model for the soil
[22, 34]. Figure 3 shows a cross section of the model with a mesh of the 2.5D solid elements representing
the ballast and embankment. The reader is referred to Lombaert et al. [7, 18] and Franc¸ois et al. [22] for
more information on the model. In the following, the input parameters of the model are discussed.
[Figure 3 about here.]
The rails are modelled as Euler-Bernoulli beams with a bending stiffness ErIr = 6.45 × 106N/m2 and
a mass per unit length ρrAr = 60.34 kg/m for each rail. The positions of the rail are determined by
yr1 = 1.145m and yr2 = 2.580m, with yr2− yr1 equal to the track gauge rd. The internal energy dissipation
in the rail is modelled by a loss factor ηr = 0.05. The rail pads are modelled as continuous spring-damper
connections. The rail pad stiffness krp of a single rail pad and the sleeper spacing d = 0.6m have been used
to calculate an equivalent stiffness krp = krp/d = 130 × 106N/m2. A loss factor ηrp = 0.23 is used for the
rail pad. The concrete sleepers are assumed to be rigid in the plane of the track cross section and modelled
as a uniformly distributed mass msl = msl/d of 417 kg/m. The sleeper’s rotational inertia ρslIsl = ρslIsl/d
is equal to 298 kgm2/m. The ballast bed is modelled as an elastic continuum, using 88 2.5D solid elements
[22]. The Young’s modulus of the ballast bed is computed from the vertical ballast stiffness per sleeper
kb = 180 × 106N/m taking into account the support area of the twin block sleeper 2lblbbl = 0.48m2.
This results in a ballast stiffness Kb = 370 × 106N/m3 or a Young’s modulus Eb = 111 × 106N/m2.
Additionally, a Poisson’s ratio νb = 0.36, density ρb = 1550 kg/m
3
, and loss factor ηb = 1.00 are assumed.
The embankment is modelled as an elastic continuum using 528 2.5D solid elements. The material properties
of the embankment have been chosen equal to those of the top layer of soil (table 1).
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5.3. The dynamic train characteristics
At the site, ground vibrations have been measured during the passage of a single TGVA, a double TGVA,
a Transport Express Re´gional (TER) commuter train of the type Autorail Grande Capacite´ (AGC), and two
freight trains. In section 6, the previously derived expressions for the ensemble average response quantities
will be verified for the passage of a TGVA at a speed of 200 km/h whereas predicted and measured ground
vibrations during the passage of a TGVA and AGC TER commuter train at a speed of 200 km/h and 150
km/h, respectively, will be compared in section 7.
The TGV Atlantique
The TGVA is an articulated train with two traction cars and ten passenger cars. The two passenger
cars adjacent to the traction cars share one bogie with the neighbouring passenger car, while the eight
central passenger cars share both bogies with the neighbouring cars. The carriage length Lt, the distance
Lb between the bogies, the mass of the car body Mc, and the pitching moment of inertia Jc of all carriages
are given in table 2.
[Table 2 about here.]
The characteristics of the bogies are different for the traction cars and the passenger cars. The bogie wheel
base La, the mass of the bogie Mb, the pitching moment of inertia Jb, and the unsprung mass Mu of the
wheelsets for each type of car is given in table 3.
[Table 3 about here.]
Since the vehicle’s primary and secondary suspension isolate the bogie and the vehicle body from the
wheelset [35] at frequencies of more than a few Hertz, the motion of the car body can generally be disregarded
in the calculation of the dynamic axle loads. A simplified vehicle model is therefore adopted that contains
4 degrees of freedom for each bogie: the vertical displacement and the rotation about the center of gravity
of the bogie, and the vertical displacement of both wheelsets (figure 4). Table 4 summarizes the stiffness
k1 and damping c1 of the primary suspension system, and the stiffness k2 and damping c2 of the secondary
suspension.
[Table 4 about here.]
[Figure 4 about here.]
Based on the mass of the car body, the bogie mass, and the unsprung mass of the wheelsets, the total
axle load is estimated as 169 kN for the traction car, 113 kN for the side cars, and 155 kN for the central
cars.
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The AGC TER commuter train
The AGC TER commuter train is an articulated train with two traction cars and one central car. The
distance Lb between the bogies and the mass of the car body Mc of the traction cars and the central car is
given in table 5.
[Table 5 about here.]
The traction cars have one traction bogie and share a coach bogie with the adjacent central car. The
bogie wheel base La, the mass of the bogie Mb, the pitching moment of inertia Jb, and the unsprung mass
Mu of the wheelsets for each type of bogie are given in table 6. The pitching moment of inertia Jb has been
estimated from the bogie mass Mb, assuming the bogie mass to be distributed as two point masses Mb/2 at
a distance of La/2. Table 7 summarizes the stiffness and damping of the primary and secondary suspension
system of the AGC TER commuter train. In the following, only the motion of the bogie and the wheelsets is
taken into account as in the case of the TGVA. The train model therefore consists of a sequence of 4 bogies
(figure 4).
[Table 6 about here.]
[Table 7 about here.]
Based on the mass of the car body, the bogie mass, and the unsprung mass of the wheelsets, the total
axle load is estimated as 226 kN for the traction cars and 208 kN for the central car.
5.4. Track unevenness
The track unevenness at the site has been determined by means of a measurement trolley and a mea-
surement coach [33]. A single-sided power spectral density function S˜rzz(ny) [m
3] of the following type has
been fitted to the data:
S˜rzz(ny) = S˜rzz(ny0)
(
ny
ny0
)
−w
(45)
where S˜rzz(ny0) is the reference value of the PSD at ny0 = 1/(2pi)m
−1 and w is the exponent that determines
the decrease of the PSD function with increasing cyclic wavenumber ny. By fitting the PSD function to
the experimental data in the range of wavelengths between 0.315m and 3.15m, the coefficients S(ny0) =
9.59 × 10−7m3/rad and w = 4.40 were obtained. This fit is required to extrapolate the track unevenness
beyond the measured range of wavelengths. For train speeds between 150 km/h and 200 km/h as considered
next, the measured wavelength range covers excitation between 13.2 and 132 Hz and 17.6 and 176 Hz,
respectively. Dynamic axle loads outside this frequency range are therefore depending on the extrapolation,
while ground vibration response is affected in a slightly wider frequency range because of the Doppler effect.
This is important when considering the comparison between predicted and measured ground vibration in
section 7.
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6. Verification of the estimated variability of the free field response
6.1. Predicted free field velocity for 6 realizations of track unevenness
In order to demonstrate the variability of the free field response, the dynamic axle loads have been
computed for 6 realizations of track unevenness that have been generated from the PSD function in equation
(45). The realizations are generated as a superposition of harmonic functions with random phase angles
according to the spectral representation theorem [36, 37]:
urz(y) =
n∑
m=1
√
2S˜rzz(kym)∆ky cos(kymy − θm) (46)
where kym = m∆ky is the wavenumber sampling, ∆ky the wavenumber bin and θm are independent random
phase angles uniformly distributed in the interval [0, 2pi]. The realizations have a period Y = 2pi/∆ky and
are asymptotically Gaussian as n tends to infinity and ∆ky tends to zero for a fixed value of k
max
y = n∆ky.
The wavenumber bin ∆ky should be sufficiently small to avoid that the predicted ground vibration is affected
by the periodicity of the generated track unevenness. The wavenumber range [0, kmaxy ] is determined by the
required frequency range of excitation. The dynamic axle loads are computed from the track unevenness
using a compliance formulation that allows accounting for dynamic train-track interaction in a moving frame
of reference [38].
[Figure 5 about here.]
Figure 5 shows the running RMS value and one-third octave band spectrum at 2m, 12m, 32m, 56m, and
72m from the outer rail of the track for the passage of a TGVA at a speed of 200 km/h and the 6 realizations
of track unevenness. Note that the point at 2m from the outer rail is situated on the embankment. The
running RMS value has been computed with a time window of 1 s as prescribed by the ISO 2631 standard
[39]. The running RMS value increases during the approach of the train, reaches a stationary value while
the train passes in front of the receiver point and than decreases again. Close to the track, the stationary
vibration level is nearly constant for each of the 6 realizations and the difference between the 6 realizations
does not change during the passage of the train. Further away from the track, the running RMS level of
the response for a single realization of the track unevenness is time dependent and the difference between
the 6 realizations shows more variability in time. This is due to the fact that, close to the track, the axles
in the immediate vicinity of the receiver point have the largest contribution. The dynamic excitation is
therefore determined by the unevenness on a relatively short stretch of track. Further away from the track,
the response is determined by a larger number of axles and therefore depends on the unevenness on a longer
stretch of track.
The one-third octave band spectra in figure 5 have been computed according to the German standard
DIN 45672-2 [32] on a reference period T2 during which the response is considered to be stationary. Close to
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the track, the response below 16 Hz is predominantly due to quasi-static excitation and therefore unaffected
by differences in track unevenness. Further away from the track, the low frequency components are also
determined by dynamic excitation and, therefore, different for the 6 realizations of track unevenness. In
general, it can be concluded from figure 5 that a substantial variability is observed between the response for
different realizations of track unevenness, with differences of up to 10 dB between the one-third octave band
spectra. This confirms the need for statistical procedures that allow characterizing the response variability.
6.2. Ensemble average of the response
[Figure 6 about here.]
A Monte Carlo simulation has been performed to verify the proposed procedure for the assessment of the
response variability. In the Monte Carlo simulation, the free field response was computed for 512 realizations
of track unevenness. This number was sufficient for obtaining convergence of all results considered next.
Whereas in the previous subsection the running RMS value of the vibration velocity was discussed for
individual realizations of track unevenness, the ensemble average considered here is the mean square value
across realizations of track unevenness. Figure 6 compares the time dependent RMS value found from the
512 realizations to the square root of the mean square response, given in equation (21) for the time domain
response and equation (25) for the frequency domain response. Since the RMS value is not computed by
averaging over a time window of 1 s as in figure 5, the passage of individual bogies can be recognized up to
32 m from the track. Figure 6 shows that an excellent agreement is obtained between both results.
[Figure 7 about here.]
Next, the calculation of the ensemble average running RMS value of the response according to equation
(22) and the one-third octave band spectra according to equation (26) is verified. Figure 7 compares
the resulting ensemble average values with the corresponding mean values computed from the 512 track
unevenness realizations. The passage time Tp is calculated as the reference period T2 of the German standard
DIN 45672-2 [32] for the ensemble average running RMS value of the response. An excellent agreement
between both results is generally obtained for these results as well. At larger distances from the track, the
small difference between the ensemble average of the one-third octave band spectra estimated from equation
(26) and the mean value of the 512 realizations is probably due to the selection of the stationary response
part.
6.3. Scatter of the response with respect to the ensemble average
[Figure 8 about here.]
After the verification of the ensemble average response quantities, the scatter of the response is considered.
In the present case where track unevenness is assumed to be a stationary Gaussian random field and the
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track geometry and properties are homogeneous along the track, the dynamic axle loads are stationary
Gaussian random processes and the response at a fixed point in the free field is a non-stationary Gaussian
random process. Equations (32) and (34) show how confidence bounds for the response at a particular time
can be found from the instantaneous RMS value of the response (figure 6) and the CDF of the chi-square
distribution. In case the contribution due to dynamic excitation dominates the total response, equation (32)
holds and the 75 % confidence bounds are given by 0.18 and 1.52 times the instantaneous RMS value of the
response as shown before. Figure 8 compares the resulting scaled ensemble average values to the 12.5 %
and 87.5 % quantiles computed from the 512 realizations. An excellent agreement is obtained between both
results, validating the proposed procedure for the characterization of the response variability.
In a similar way, equations (42) and (43) show how confidence bounds are computed for the narrow band
response spectrum based on the ensemble average (figure 6) and the CDF of the chi-square distribution.
Assuming again that the dynamic contribution dominates the response, equation (42) prevails and the 75
% confidence bounds are given by 0.134 and 1.44 times the ensemble average value. A comparison with
the 12.5 % and 87.5 % quantiles of the narrow band spectra computed from the 512 realizations in figure 8
shows that a similar level of agreement is obtained in the frequency domain.
[Figure 9 about here.]
As a final verification of the proposed statistical procedure, the variability of the running RMS value on
a time window Tw of 1 s is estimated from the ensemble average response value (figure 7) in the same way
as for the instantaneous response value (figure 8). As shown by equation (40), the variability in the running
RMS value of the response also depends on the correlation in time within the window Tw. When the same
factors are applied to compute the confidence bounds from the ensemble average of the running RMS value
as for the instantaneous value, the response is assumed to be fully correlated within the time window Tw,
and a conservative estimate of the confidence bounds is obtained. This is clearly observed from figure 9
where these confidence bounds are compared to the 12.5 % and 87.5 % quantiles computed from the 512
realizations.
Figure 9 shows similar results for the one-third octave band spectra of the free field velocity. In the
frequency range where the dynamic contribution dominates the response, the confidence bounds derived
according to the procedure for the narrow band spectrum provide a conservative estimate of the 12.5 % and
87.5 % quantiles computed from the 512 realizations. At 2 m from the outer rail (figure 9f), the 12.5 %
and 87.5 % quantiles coincide below 16 Hz, where quasi-static excitation is most important, and separate at
higher frequencies. In this case, the assumption of a dominating dynamic response contribution no longer
holds.
Although a significant degree of overestimation is present in the confidence bounds of both the time and
frequency domain RMS values, the latter are still very useful to assess the discrepancy between numerical
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predictions and measurements of ground borne vibration. This is illustrated in the next section where the
predicted and measured free field velocity are compared for the passage of a TGVA at 200 km/h and an
AGC TER commuter train at 150 km/h.
7. Comparison of measured and predicted free field velocity
7.1. Passage of a TGVA at a speed of 200 km/h
On the site at Saint-Epain, the accelerations at 2 m, 12 m, 32 m, 56 m, and 72 m from the outer rail
have been measured at a sampling frequency of 4096 Hz. A Chebyshev window in the time domain has been
applied to eliminate noise measured before and after the train passage. The free field velocities have been
obtained by integrating the accelerations by means of a trapezium rule. A third-order Chebyshev filter has
been used to eliminate the DC-component and to suppress drifting of the integrated signals. A high-pass
frequency of 2Hz has been used at 2m and was increased to 3Hz further away from the track.
The statistical procedure for characterizing the response variability is now used to assess the difference
between predicted and measured results of the free field velocity during the passage of a TGVA at a speed
of 200 km/h. Figure 10 compares the predicted ensemble average of the running RMS value and one-third
octave band spectra of the free field velocity to values measured by SNCF. On the figures, the conservative
estimate of the 75 % confidence bounds, previously shown in figure 9, is included as well.
[Figure 10 about here.]
At 2 m from the outer rail (figures 10a and 10f), which is still on the embankment, the response is
considerably overestimated up to 39 Hz. In most of this frequency range, quasi-static excitation dominates
over dynamic excitation as can be observed from the results for the 6 realizations of track unevenness
in figure 5f. The confidence bounds characterize the scatter of the dynamic response contribution and
are therefore only meaningful for assessing the discrepancy between the predicted and measured free field
velocity at higher frequencies. The overestimation in the low frequency range is therefore mostly due to
the predicted quasi-static response, which depends on the static train loads, and the dynamic track and soil
characteristics. The results suggest that the track and soil below the track are much stiffer than assumed
in the calculations. It is not unlikely that, due to the repeated passage of trains, the soil below the track
was densified and is therefore much stiffer than the soil next to the track where the SASW test has been
performed. This was confirmed by additional calculations, not shown here for the sake of brevity, where
the stiffness of the embankment and the top layer of soil were increased to the value of the stiffness of the
second layer of soil (table 1).
For all receivers located between 12 m and 72 m from the track, a reasonable agreement is found in the
one-third octave band spectra between 2 Hz and 39 Hz. At these receivers, dynamic excitation dominates
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over quasi-static excitation except at very low frequencies (figure 5). The agreement at frequencies above
39 Hz is relatively good at 12 m from the track but deteriorates further away from the track, where the
measured response is significantly larger than the upper limit of the range delimited by the confidence
bounds of the predicted response. It is therefore highly unlikely that the discrepancy is due to the lack of
information regarding track unevenness. The increased underestimation in this frequency range leads to an
underestimation of the running RMS value of the vibration velocity at 56 m and 72 m from the track.
One of the reasons for the underestimation at higher frequencies may be the fact that parametric exci-
tation due to periodic sleeper support is not accounted for. For a train speed of 200 km/h and a sleeper
spacing of 0.6 m, the fundamental sleeper passing frequency fsl is 92.6 Hz, and the corresponding paramet-
ric excitation will contribute to ground vibration in a (limited) frequency range around fsl because of the
Doppler effect. It is not easy to pinpoint other reasons for the mismatch between predictions and measure-
ments. Uncertainties in the estimated parameters of the rolling stock, track, and soil play a role, as well
as inaccuracies in the estimation of the PSD function of the track unevenness and its extrapolation beyond
the measured range of wavelengths. Discrepancies are probably also due to model uncertainties, however,
as the 2.5D approach where track and soil geometry properties are assumed homogeneous along the track,
necessitates significant simplifications of the problem geometry. Comparing the measured free field response
above 63 Hz at 32 m, 56 m, and 72 m from the track also reveals, however, that in this frequency range, the
measured response is almost unattenuated. This suggests that this part of the response may be affected by
high frequency noise.
7.2. Passage of the AGC TER commuter train at a speed of 150 km/h
Figure 11 compares the predicted ensemble average of the running RMS value and one-third octave band
spectra of the free field velocity to values measured by SNCF for the passage of the AGC TER train at a
speed of 150 km/h. Similar observations can be made as for the passage of the TGVA in figure 10. At 2 m
from the outer rail, the response is significantly overestimated up to 39 Hz, probably due to the fact that
the embankment and soil below the track are much stiffer than assumed in the model. At distances of 12
m from the track and more, the response is reasonably well predicted below 39 Hz. At higher frequencies,
it is increasingly underestimated for larger distances from the track. This may be partly explained by the
fact that parametric excitation, with the sleeper passage frequency now at 69 Hz, is not accounted for. The
measured free field response again shows a very small attenuation with distance above 63 Hz, suggesting
that the mismatch is also due to noise in the measured results.
[Figure 11 about here.]
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8. Conclusion
In this paper, a statistical procedure has been presented that allows quantifying the variability in ground
vibration predictions that arises from the statistical characterization of the track unevenness by a PSD
function. The procedure has been derived assuming the dynamic axle loads to be stationary random pro-
cesses and the track geometry to be homogeneous along the track. In this case, the ensemble average of the
response, that represents the mean value for different realizations of the dynamic axle loads or, similarly,
different realizations of track unevenness, can be computed from the PSD function of the dynamic axle
loads. From the ensemble average of the instantaneous value and the narrow band spectrum of the response,
the ensemble average of other response quantities can be computed such as running RMS values on a fixed
time window or RMS values in one-third octave bands.
The characterization of the scatter with respect to the ensemble average values requires additional
assumptions on the random processes that represent the dynamic axle loads. When the dynamic axle
loads are stationary Gaussian random processes, the response at a fixed point in the free field is a non-
stationary Gaussian random process. In this case, confidence bounds for the instantaneous response in the
time domain and the narrow band spectrum can be calculated from the ensemble average value and the CDF
of the chi-square distribution. In a similar way, a conservative estimate can be obtained for the confidence
bounds for the running RMS values and one-third octave band spectra of the response.
The procedure has been successfully verified by means of Monte Carlo simulations and used to assess
the discrepancy between predicted and measured values of the free field response in a case study. Even
when it is hard to determine the exact reasons for the mismatch between predictions and measurements,
the procedure allows assessing an important source of uncertainty in the computations.
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Figure 1: (a) Identified shear wave velocity profile and (b) corresponding theoretical dispersion curve (solid line) compared
with the experimental curve (dashed line).
28
(a)
0 0.05 0.1 0.15 0.2
0
5
10
15
20
Hysteretic material damping ratio [ − ]
D
ep
th
 [m
]
(b)
0 20 40 60 80 100
0
0.1
0.2
0.3
0.4
Frequency [Hz]
At
te
nu
at
io
n 
co
ef
fic
ie
nt
 [1
/m
]
Figure 2: (a) Identified hysteretic material damping ratio and (b) corresponding theoretical attenuation curve (solid line)
compared with the experimental curve (dashed line).
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Figure 3: Cross section of model of the ballasted track on the embankment.
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Figure 5: (a)-(e) Running RMS value and (f)-(j) one-third octave band spectrum of the predicted free field velocity at 2m,
12m, 32m, 56m and 72m from the outer rail during the passage of a TGVA at a speed of 200 km/h for 6 realizations of track
unevenness.
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Figure 6: Root mean square value of (a)-(e) the time domain response and (f)-(j) the modulus of the narrow band spectrum
of the free field velocity at 2m, 12m, 32m, 56m and 72m from the outer rail during the passage of a TGVA at a speed of
200 km/h computed by the statistical procedure (grey line) and estimated as the average value for 512 realizations (dashed
black line).
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Figure 7: Ensemble average of (a)-(e) the running RMS value and (f)-(j) the one-third octave band spectrum of the free field
velocity at 2m, 12m, 32m, 56m and 72m from the outer rail during the passage of a TGVA at a speed of 200 km/h computed
by the statistical procedure (grey line) and estimated as the average value for 512 realizations (dashed black line).
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Figure 8: The 75 % confidence region for (a)-(e) the absolute value and (f)-(j) the modulus of the narrow band spectrum of the
free field velocity at 2m, 12m, 32m, 56m and 72m from the outer rail during the passage of a TGVA at a speed of 200 km/h
computed by the statistical procedure (grey area) and upper and lower bounds estimated from the results of 512 realizations
(black lines).
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Figure 9: The 75 % confidence region for (a)-(e) the running RMS value and (f)-(j) the one-third octave band spectrum of the
free field velocity at 2m, 12m, 32m, 56m and 72m from the outer rail during the passage of a TGVA at a speed of 200 km/h
computed by the statistical procedure (grey area) and upper and lower bounds estimated from the results of 512 realizations
(black lines).
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Figure 10: Predicted ensemble average (dark grey line) and measured (black line) (a)-(e) running RMS value and (f)-(j) one-
third octave band spectrum of the free field velocity at 2m, 12m, 32m, 56m and 72m from the outer rail during the passage
of a TGVA at a speed of 200 km/h. Superimposed is the 75 % confidence region for the predicted free field velocity (grey area).
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Figure 11: Predicted ensemble average for the updated (thick grey line) and original value (thin grey line) of the material
damping ratio and measured (black line) (a)-(e) running RMS value and (f)-(j) one-third octave band spectrum of the free field
velocity at 2m, 12m, 32m, 56m and 72m from the outer rail during the passage of the AGC TER at a speed of 150 km/h.
Superimposed is the 75 % confidence region for the updated value of the material damping ratio (grey area).
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Table 1: Dynamic soil characteristics of the site at Saint-Epain.
Layer d Cs Cp ρ β
[m] [m/s] [m/s] [kg/m3] [-]
1 1.67 151.6 303.2 1800 0.101
2 8.76 420.8 841.6 1800 0.155
3 3.54 278.4 556.8 1800 0.092
4 ∞ 634.8 1269.6 1800 0.013
40
Table 2: Geometrical and mass characteristics of the carriages of the TGVA.
Axles Lt Lb Mc Jc
[-] [m] [m] [kg] [kgm2]
2 Traction cars 4 22.15 14.00 55790 1.15× 106
2 Side cars 3 21.84 18.70 24000 1.48× 103
8 Central cars 2 18.70 18.70 24000 1.48× 103
41
Table 3: Geometrical and mass characteristics of the bogies of the TGVA.
La Mb Jb Mu
[m] [kg] [kgm2] [m]
Traction car 3.00 2380 1480 2048
Passenger car 3.00 3040 2680 2003
42
Table 4: Dynamic characteristics of the primary and secondary suspension of the TGVA.
k1 c1 k2 c2
[×106 N/m] [×103 Ns/m] [×106 N/m] [×103 Ns/m]
Traction car 2.45 20 2.45 40
Passenger car 1.40 10 0.82 48
43
Table 5: Geometrical and mass characteristics of the carriages of the AGC TER commuter train.
Axles Lb Mc
[-] [m] [kg]
2 Traction cars 3 17.20 50400
1 Central car 2 15.40 32600
44
Table 6: Geometrical and mass characteristics of the bogies of the AGC TER commuter train.
La Mb Jb Mu
[m] [kg] [kgm2] [m]
Traction bogie 3.00 9800 5500 2030
Coach bogie 3.00 5800 3300 2030
45
Table 7: Dynamic characteristics of the primary and secondary suspension of the AGC TER commuter train.
k1 c1 k2 c2
[×106 N/m] [×103 Ns/m] [×106 N/m] [×103 Ns/m]
Traction bogie 2.80 5 0.53 9
Coach bogie 6.50 5 0.30 9
46
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