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1. Introduction
Let k be an inﬁnite ﬁeld. Let G1 be one of the classical groups GLn(k), Spn(k) (n even) or SOn(k)
and let G2 be one of GLm(k), Spm(k) (m even) or SOm(k). We assume that the characteristic of k is not
two if a special orthogonal group is involved. Consider the aﬃne variety, denoted by X(G1,G2), of all
n×m matrices M over k such that
Mt JG1M = 0 and M JG2Mt = 0,
where JGi is the deﬁning matrix of Gi . (If Gi is the general linear group we take J Gi = 0.) The variety
X(G1,G2) is usually refered to as the variety of nullforms of G1 × G2. The group G1 × G2 acts on
X(G1,G2) via (A, B) · M = AMB−1, where A ∈ G1, B ∈ G2 and M ∈ X(G1,G2). Hence the coordinate
ring of X(G1,G2), denoted by A(G1,G2), is a G1 × G2-module with the induced action.
Let λ = (λ1, . . . , λr) be a partition. We denote by ∇Gi (λ) the Schur-module of Gi that corresponds
to λ. Let G1 be one of the groups GLn(k), Spn(k) (n even) or SOn(k) (n odd) and G2 be one of
GLm(k), Spm(k) (m even) or SOm(k) (m odd) then by [4, Theorem 3.1.1], there is a good ﬁltration
for the ring A(G1,G2) with sections ∇G1 (λ∗) ⊗ ∇G2 (λ), where λ runs over all the partitions with
λ1  min{rkG1, rkG2} and λ∗ = λ, if G1 = GLn(k), and λ∗ = (−λr, . . . ,−λ1), if G1 = GLn(k). Assume
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posed as A(G1,G2) = ∑Mλ , where Mλ ∼= ∇G1 (λ∗) ⊗ ∇G2 (λ) are irreducible G1 × G2-modules. Let
Iλ = 〈Mλ〉 be the G1 × G2-invariant ideal of A(G1,G2) generated by Mλ . Since k is a ﬁeld of char-
acteristic zero, Iλ decomposes into irreducible components. Let λ,μ be two partitions, we say that
λ ⊆ μ, if λi μi , for every i. By [2, Theorem 4.1], there is a decomposition of Iλ in the special case
where G = GLn × GLm . This decomposition has the form
Iλ =
∑
μ⊇λ
Mμ.
In [7, Theorem 3.1], Strickland proves that the decomposition of Iλ , as Spn ×GLm-module, has the form
Iλ =∑μ Mμ , where λ ⊆ μ and λ1  μ1 min{n/2,m}. In this paper we obtain a decomposition of
Iλ as G1 × G2-module for any group G1 × G2, where G1 is one of the groups GLn , Spn (n even) or SOn
(n odd) and G2 is one of GLm , Spm (m even) or SOm (m odd) (Theorem 4.1). In particular we prove
that
Iλ =
∑
μ⊇λ
Mμ,
where λ1 μ1 min{rkG1, rkG2}.
The problem of decomposing MμMτ as GLn × GLm-module, was ﬁrst suggested by DeConcini,
Eisenbud, and Procesi in [2]. Whitehead found in her thesis [8, Theorem 6.2] a decomposition of
this product as GLn × GLm-module. In Section 5 we obtain a decomposition of MμMτ into irreducible
G1 × G2-modules (Theorem 5.7), where G1 × G2 is, in general, any group of the previous ones.
Finally in Section 6, using the decomposition of MμMτ and using methods of Whitehead
[8, Chapter 7] and DeConcini, Eisenbud and Procesi [2, Section 5], we describe the prime and pri-
mary G1 × G2-ideals and we give a primary decomposition of G1 × G2-invariant ideals I ⊆ A(G1,G2).
2. Preliminaries
Let λ = (λ1, . . . , λr) be a partition and V a vector space of dimension n < ∞. We denote by ΛλV
the product Λλ1 V ⊗ · · · ⊗ Λλr V of the indicated exterior powers. Similarly, SλV = Sλ1V ⊗ · · · ⊗ Sλr V
for the symmetric powers. Let V be the natural GLn(k)-module of column vectors. By LλV we denote
the Schur-module of GLn(k) corresponding to λ [1, Deﬁnition II.1.3]. This is deﬁned as the image of a
particular map dλV : ΛλV → Sλt V , where λt is the transpose partition of λ.
Let G = Spn(k) (n = 2n′), be the symplectic group of rank n′ , deﬁned by the matrix
JG =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 1
. .
.
1
−1
. .
.
−1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
and V the natural G-module of column vectors. We ﬁx an ordered basis of V that is adapted to
the bilinear form 〈 , 〉 : V × V → k determined by the matrix J G in the following way: Fix a basis
{x1, . . . , xn′ , xn′ , . . . , x1} where i¯ = 2n′ + 1− i and order its elements as x1 < · · · < xn′ < xn′ < · · · < x1,
such that 〈xi, xi¯〉 = 1, 〈xi¯, xi〉 = −1 for i = 1, . . . ,n′ and the inner product between any other basis
elements is zero. Using the above notation we recall a fact from [5].
For G = Sp2n′ (k), let λ = (λ1, . . . , λr) be a partition satisfying λ1  n′ . Let Zλ be the subspace of
LλV spanned over k by all elements of the form
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1i1<···<itn′
dλV (xi1xi1 . . . xit xit v1 ⊗ · · · ⊗ vr)
where 2t  λ1, v1 ∈ Λλ1−2t V , vi ∈ Λλi V (i = 1). Then Zλ is a G-submodule of LλV and by
[5, Theorem 2.2(ii)] we have
Proposition 2.1. There is an exact sequence of G-modules
0→ Zλ → LλV → Vλ → 0
where Vλ is the Schur-module for Sp2n′ (k) corresponding to λ.
Let G = SO2n′+1(k) be the special orthogonal group of rank n′ , deﬁned by the matrix
JG =
⎛
⎜⎜⎜⎜⎝
0 1
1
. .
.
1
1 0
⎞
⎟⎟⎟⎟⎠
and V the natural G-module of column vectors. We ﬁx an ordered basis of V that is adapted
to the bilinear form 〈 , 〉 : V × V → k determined by the matrix J G as follows: Fix a basis
{x1, . . . , xn′ , xn′+1, xn′ , . . . , x1} where i¯ = 2n′ + 2− i and order its elements as x1 < · · · < xn′ < xn′+1 <
xn′ < · · · < x1, such that 〈xi, xi¯〉 = 〈xi¯, xi〉 = 1 for i = 1, . . . ,n′ + 1, and the inner product between any
other basis elements is zero. Using the above notation we recall a fact from [6].
Suppose λ = (λ1, . . . , λr) is a partition satisfying λ1  n′ . Let Z ′λ be the subspace of LλV spanned
over F by all elements of the form
∑
1i1<···<it2n′+1
dλV (v1 ⊗ · · · ⊗ xi1xi2 . . . xit v p ⊗ · · · ⊗ xi1xi2 . . . xit vq ⊗ · · · ⊗ vr)
where t  {λp, λq}, vp ∈ Λλp−t V , vq ∈ Λλq−t V and vi ∈ Λλi (i = p,q). Then Z ′λ is a G-submodule of
LλV and by [6, Corollary 3.10] we have
Proposition 2.2. There is an exact sequence of G-modules
0→ Z ′λ → LλV → V ′λ → 0,
where V ′λ , is the Schur-module for SO2n′+1(k) corresponding to λ.
From now on, for simplicity, we denote by ∇G(λ) the Schur-module of G that corresponds to a
partition λ, where G is one of the above groups.
Remark 2.3. It is well known that if k is a ﬁeld of characteristic zero, then every set:
• {∇GLn (λ) | λ is a partition, λ1  n},• {∇Sp2n′ (λ) | λ is a partition, λ1  n′},• {∇SO2n′+1 (λ) | λ is a partition, λ1  n′},
is a complete set of distinct irreducible polynomial representations of GLn , Sp2n′ and SO2n′+1, respec-
tively.
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Let V be the natural GLn(k)-module of column vectors and W the natural GLm(k)-module of
column vectors. Let S(V ⊗ W ) be the symmetric algebra of V ⊗ W , which is a G = GLn(k) × GLm(k)-
module. We will consider now a natural ﬁltration of this module.
For d ∈ N, let λ be a partition of d. We deﬁne the G-maps
φλ : ΛλV ⊗ ΛλW → Sd(V ⊗ W ),
φλ(xi1 ∧ · · · ∧ xiλ1 ⊗ · · · ⊗ x j1 ∧ · · · ∧ x jλr ⊗ yi1 ∧ · · · ∧ yiλ1 ⊗ · · · ⊗ y j1 ∧ · · · ∧ y jλr )
=
∣∣∣∣∣∣∣
xi1 ⊗ yi1 . . . xi1 ⊗ yiλ1
. . .
. . . . . .
xiλ1 ⊗ yi1 . . . xiλ1 ⊗ yiλ1
∣∣∣∣∣∣∣ . . .
∣∣∣∣∣∣∣
x j1 ⊗ y j1 . . . x j1 ⊗ y jλr
. . .
. . . . . .
x jλr ⊗ y j1 . . . x jλr ⊗ y jλr
∣∣∣∣∣∣∣ .
We order the partitions of d lexicographically and we deﬁne the G-modules Mλ =∑μλ imφμ and
M˙λ =∑μ>λ imφμ . Thus we get a sequence of G-modules of the form
0⊆ M(d) ⊆ M(d−1,1) ⊆ · · · ⊆ M(1d) = Sd(V ⊗ W ).
By [1, Theorem III. 1.4] we have
Theorem 3.1. Let λ be a partition of d, with λ1 min{n,m}. Then the map φλ induces one G-isomorphism:
φ˜λ : ∇GLn (λ) ⊗ ∇GLm (λ) → Mλ/M˙λ.
In case k is a ﬁeld of characteristic zero, we have that Sd(V ⊗ W ) ∼=∑λ ∇GLn (λ) ⊗ ∇GLm (λ), where
λ runs through all the partitions of d, λ1  min{n,m}, and ∇GLn (λ) ⊗ ∇GLm (λ) is an irreducible G-
module.
Let M(n,m) be the variety of all n×m matrices over k. The group GLn(k)×GLm(k) acts on M(n,m)
via (A, B) · M = AMB−1, where A ∈ GLn(k), B ∈ GLm(k) and M ∈ M(n,m). The coordinate algebra is
the polynomial algebra in all the ci j , where ci j : M(n,m) → k takes the matrix to its (i j) coordi-
nate, so that k[M(n,m)] = k[ci j]. Thus k[ci j] is a GLn(k) × GLm(k)-module and in fact is isomorphic to
S(V ∗ ⊗ W ), with the isomorphism being, in terms of bases, x∗i ⊗ y j → ci j . Now let dij be the re-
striction of ci j to the variety X(G1,G2). Hence A(G1,G2) is the k-algebra spanned by all the dij ,
A(G1,G2) = k[dij].
Let G1 = GLn(k), we deﬁne εi(G1) ∈ {±1} as follows: εi(SO2n′+1(k)) = 1 for i = 1, . . . ,2n′ + 1 and
εi(Sp2n′ (k)) = 1 for i = 1, . . . ,n′ and εi(Sp2n′ (k)) = −1 for i = n′ + 1, . . . ,2n′ . Using the bilinear form
of G1 one veriﬁes the following:
Proposition 3.2. Let G1 = GLn(k). Then there is an isomorphism of G1-modules V → V ∗ sending
xi → εi(G1)x∗¯i , where 1 i  n, {x∗1, . . . , x∗n} is the dual base of {x1, . . . , xn} and i¯ = n+ 1− i.
Let G1 = GLn(k). From the above proposition we have an isomorphism of G1 × G2-modules,
S(V ⊗ W ) ∼= S(V ∗ ⊗ W ) ∼= k[ci j]. Let k[ci j] → k[dij], be the map sending ci j → dij and let π be the
composition S(V ⊗ W ) ∼= S(V ∗ ⊗ W ) ∼= k[ci j] → k[dij]. Hence we have,
Proposition 3.3. Let G1 = GLn(k). The surjective G1 × G2-map π : S(V ⊗ W ) → A(G1,G2) is a homomor-
phism of graded k-algebras satisfying, π(xi ⊗ y j) = εi(G1)di¯ j .
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proposition. Since π is a homomorphism of graded rings we obtain a G1 × G2-ﬁltration (G1 = GLn(k))
on Ad(G1,G2), (0) ⊆ N(d) ⊆ N(d−1,1) ⊆ · · · ⊆ N(1d) = Ad(G1,G2). Let ψλ = π ◦ φλ : ΛλV ⊗ ΛλW →
Ad(G1,G2), where φλ is the map we introduced in the beginning of this section. Then by [4, Theo-
rem 3.1.1] we have,
Theorem 3.4. Let λ be a partition of d, with λ1 min{rkG1, rkG2}. The map ψλ induces a G-isomorphism:
ψ˜λ : ∇G1(λ) ⊗ ∇G2(λ) → Nλ/N˙λ.
Remark 3.5. For the case where G1 = GLn(k), we have to replace the map π : S(V ⊗ W ) → k[dij],
by π : S(V ∗ ⊗ W ) → k[dij] (and xi by x∗i ). Then for every partition λ = (λ1, . . . , λr) of d the map
ψλ = π ◦ φλ : ΛλV ∗ ⊗ ΛλW → Ad(G1,G2), induces a GLn(k) × G2-isomorphism:
ψ˜λ : ∇GLn
(
λ∗
)⊗ ∇G2(λ) → Nλ/N˙λ,
where λ∗ = (−λr, . . . ,−λ1).
We want to describe now the kernel of π in each case. We deﬁne the following homogenous
degree 2 polynomials in the symmetric algebra S(V ⊗ W ).
• Suppose n = 2n′. Put
pij =
n′∑
k=1
(
(xk ⊗ yi)(xk ⊗ y j) − (xk ⊗ yi)(xk ⊗ y j)
)
, 1 i, j m.
• Let
qij =
n∑
k=1
(xk ⊗ yi)(xk ⊗ y j), 1 i, j m.
• Suppose m = 2m′ . Put
p′i j =
m′∑
k=1
(
(xi ⊗ yk)(x j ⊗ yk) − (xi ⊗ yk)(x j ⊗ yk)
)
, 1 i, j  n.
• Let
q′i j =
m∑
k=1
(xi ⊗ yk)(x j ⊗ yk), 1 i, j  n.
Now deﬁne the sets BI(Gi) as follows
BI(G1) =
⎧⎪⎨
⎪⎩
∅, if G1 = GLn(k),
{pij | 1 i < j m}, if G1 = Sp2n′(k),
{qij | 1 i  j m}, if G1 = SOn(k),
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⎧⎪⎨
⎪⎩
∅, if G1 = GLm(k),
{p′i j | 1 i < j  n}, if G1 = Sp2m′(k),
{q′i j | 1 i  j  n}, if G1 = SOm(k).
Let I(Gi) be the ideal in S(V ⊗ W ) generated by BI(Gi), and let I(G1,G2) be the ideal in S(V ⊗ W )
generated by the union BI(G1) ∪ BI(G2). Then by [4, 3.3.5, p. 639] and [4, Remark 3.4.1] we have
kerπ(G1,G2) ⊆ I(G1,G2).
Proposition 3.6. I(G1,G2) = kerπ(G1,G2) .
Proof. We give a proof for the special case where G1 × G2 = Spn(k) × SOm(k), the proof for the other
cases is identical with this one. By Theorem 3.4 we have A(Spn(k), SOm(k)) ∼= S(V ⊗ W )/kerπ ∼=∑
λ ∇Spn(k)(λ) ⊗ ∇SOm(k)(λ), as k-spaces. Let f ∈ kerπ , then the image of f under this isomorphism
must lies in
∑
λ(Zλ ⊗ ∇GLm(k)(λ) + ∇GLn(k)(λ) ⊗ Z ′λ), where Zλ is the Spn(k)-submodule of ∇GLn(k)(λ),
deﬁned in Proposition 2.1, and Z ′λ is the SOm(k)-submodule of ∇GLm(k)(λ), deﬁned in Proposition 2.2.
Now by [4, Lemma 3.2.3] we have that the image of the Spn(k)×SOm(k)-module
∑
λ(Zλ⊗∇GLm(k)(λ)+∇GLn(k)(λ) ⊗ Z ′λ), in S(V ⊗ W ), lies in I(Spn(k), SOm(k)). So f ∈ I(Spn(k), SOm(k)). 
4. G-invariant ideals
From now on we suppose that the characteristic of k is zero. Let G1 (resp. G2) be one of
the classical groups GLn, Spn (n = 2n′) or SOn (n = 2n′ + 1) (resp. GLm , Spm (m = 2m′) or SOm
(m = 2m′ + 1)), and A(G1,G2) the coordinate algebra of the variety X(G1,G2). Since chark = 0,
A(G1,G2) ∼=∑λ ∇G1 (λ∗) ⊗ ∇G2 (λ) where λ1 min{rkG1, rkG2}. Let Mλ ⊆ A(G1,G2) be the G1 × G2-
module which is isomorphic with ∇G1 (λ∗) ⊗ ∇G2 (λ), and let Iλ be the ideal of A(G1,G2) gener-
ated by Mλ . Obviously, by the deﬁnition of Iλ , every G-invariant ideal is a sum of ideals of the
form Iλ.
Since G = G1 × G2 is a linearly reductive group Iλ must be direct sum of certain modules Mλ . The
next theorem describes explicitly these components.
Theorem 4.1. Let λ be a partition, and Iλ be the ideal generated by Mλ , Iλ = 〈Mλ〉, then
Iλ =
∑
μ⊇λ
Mμ.
Two immediate consequences of importance are:
Corollary 4.2.
1. G-submodule
∑
λ∈T Mλ of A(G1,G2) is an ideal if and only if λ ∈ T and μ ⊇ λ implay μ ∈ T .
2. Iλ ⊆ Iμ if and only if λ ⊇ μ.
In order to prove Theorem 4.1 we need some terminology and results of [1].
Let λ = (λ1, λ2) be a partition with two parts and ΛλV = Λλ1 V ⊗Λλ2 V . For 1 t  λ2, we deﬁne
the map (t)
(λ1,λ2)
: Λλ1+t V ⊗ Λλ2−t V → Λλ1V ⊗ Λλ2 V , as (t)
(λ1,λ2)
(a ⊗ b) = ∑a1i ⊗ a2i ∧ b, where∑
a1i ⊗ a2i is the image of a under the diagonalization 	 : Λλ1+t V → Λλ1V ⊗ Λt V . Now deﬁne the
map (λ1,λ2) to be the sum, (λ1,λ2) = ∑λ2t=1(t)(λ1,λ2) : ∑λ2t=1(Λλ1+t V ⊗ Λλ2−t V → Λλ1 V ⊗ Λλ2 V ).
Generally, let λ = (λ1, . . . , λr) be a partition. For each i = 1, . . . , r − 1 we have the partition (λi, λi+1)
and the map 11 ⊗ · · · ⊗(λi ,λi+1) ⊗ 1i+2 ⊗ · · · ⊗ 1r into Λλ1 V ⊗ · · · ⊗ Λλi V ⊗ Λλi+1 V ⊗ · · · ⊗ Λλr V ,
where 1 j are the identities on Λλ j V for j = i, i + 1. We deﬁne λ to be the map λ =∑r−1i=1 11 ⊗· · · ⊗(λi ,λi+1) ⊗ 1i+2 ⊗ · · · ⊗ 1r . By [1, Theorem II.2.16] we have
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Now let λ = (λ1, λ2) with two parts again. For every 1  t  λ2, we deﬁne the map
˜(t)(λ1,λ2) : Λλ1 V ⊗ Λλ2 V → Λλ1+t V ⊗ Λλ2−t , as ˜(t)(λ1,λ2)(a ⊗ b) =∑i a ∧ b1i ⊗ b2i , for a ⊗ b ∈ Λλ1 V ⊗
Λλ2 V , where
∑
i b
1
i ⊗b2i is the image of b under the diagonalization map 	 : Λλ2 V → Λt V ⊗Λλ2−t V .
Similarly with λ we can deﬁne a map ˜λ from ΛλV .
Let x ∈ Λλ1 V ⊗· · ·⊗Λλi+t V ⊗Λλi+1−t V ⊗· · ·⊗Λλr V and y ∈ Λλ1W ⊗· · ·⊗Λλi W ⊗Λλi+1W ⊗· · ·⊗
Λλr W , and φλ the GLn × GLm-map introduced in the beginning of Section 3. By [1, Proposition 1.8]
we have
Lemma 4.4. φλ(λ(x), y) = φλ′(x, ˜λ(y)), where λ′ = (λ1, . . . , λi + t, λi+1 − t, . . . , λr).
Proof of Theorem 4.1. The proof will be given in detail for the pair G = Spn × SOm , n = 2n′ and
m = 2m′ + 1. The proofs for the other cases are very similar differing only in some minor details. We
ﬁrst show that if λ ⊆ μ then Mμ ⊂ Iλ . In order to do this we need a description of Mλ . Consider the
map
f : ∇GLn (λ) → Sd(V ⊗ W ),
f
(
dλ(xi1 ∧ · · · ∧ xiλ1 ⊗ · · · ⊗ x j1 ∧ · · · ∧ x jλr )
)
=
∣∣∣∣∣∣∣
xi1 ⊗ y1 . . . xi1 ⊗ yλ1
. . .
. . . . . .
xiλ1 ⊗ y1 . . . xiλ1 ⊗ yλ1
∣∣∣∣∣∣∣ . . .
∣∣∣∣∣∣∣
x j1 ⊗ y1 . . . x j1 ⊗ yλr
. . .
. . . . . .
x jλr ⊗ y1 . . . x jλr ⊗ yλr
∣∣∣∣∣∣∣ .
We may think of this map like φ˜λ , where we have ﬁxed the canonical tableau of shape λ,
Cλ , in the right place. It is easy to see that f is a well-deﬁned GLn-homomorphism, and since
∇GLn (λ) is an irreducible GLn-module, f is a GLn-monomorphism. Obviously f (∇GLn (λ)) ⊆ Mλ. Let
π : S(V ⊗ W ) → k[dij], be the map introduced in Proposition 3.3. We deﬁne a map
f˜ : ∇Spn (λ) → kd[dij], as f˜ = π ◦ f .
Firstly we must show that f˜ is a well-deﬁned Spn-homomorphism. We know by Proposition 1.1,
that ∇Spn (λ) ∼= ∇GLn (λ)/Zλ , where Zλ is the subspace of ∇GLn (λ) spanned over k by all elements of
the form
∑
1i1<···<itn′
dλV (xi1xi1 . . . xit xit v1 ⊗ · · · ⊗ vr)
where 2t  λ1, v1 ∈ Λλ1−2t V , vi ∈ Λλi V (i = 1). In the proof of Theorem 3.1.1 in [4] it is shown
that for any z ∈ ΛλV ⊗ ΛλW , of the form ∑1i1<···<itn′ xi1xi1 . . . xit xit v1 ⊗ · · · ⊗ vr ⊗ w1 ⊗ · · · ⊗ wr ,
φλ(z) ∈ I(Spn, SOm) = kerπ . So f˜ is well deﬁned, and of course it is a Spn-homomorphism.
Now we show that f˜ is a non-zero map. Consider the image of the canonical tableau Cλ under f .
f
(
dλ(Cλ)
)=
∣∣∣∣∣∣∣
x1 ⊗ y1 . . . x1 ⊗ yλ1
. . .
. . . . . .
xλ1 ⊗ y1 . . . xλ1 ⊗ yλ1
∣∣∣∣∣∣∣ . . .
∣∣∣∣∣∣∣
x1 ⊗ y1 . . . x1 ⊗ yλr
. . .
. . . . . .
xλr ⊗ y1 . . . xλr ⊗ yλr
∣∣∣∣∣∣∣ .
We observe that, for all xi, y j , which appear in the above image, we have i, j  λ1  min{n′,m′}.
So by Proposition 3.6 f (dλ(Cλ)) cannot be in the ideal I(Spn, SOm), generated by {pij,q′i j}. Thus
f˜ (dλ(Cλ) + Zλ) = 0. Since ∇Spn (λ) is an irreducible Spn-module, f˜ is a monomorphism.
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Proof. Obviously f˜ (∇Spn (λ)) ⊆ Nλ . Let f˜ (∇Spn (λ))  Mλ , then the projection Nλ = Mλ ⊕ N˙λ → N˙λ ,
yields a non-zero Spn-map f˜ (∇Spn (λ)) → N˙λ. Since f˜ (∇Spn (λ)) is an irreducible Spn-module, this map
is 1–1. Thus ∇Spn (λ) is an irreducible component of N˙λ . But N˙λ as G-module, is a direct sum of irre-
ducible modules of the form Mλ′ ∼= ∇Spn (λ′)⊗∇SOm (λ′), with λ′ > λ in the lexicographical order. Hence
we have that N˙λ as Spn-module is a sum of copies of ∇Spn (λ′) with λ′ > λ, which is a contradiction.
So we have f˜ (∇Spn (λ)) ⊆ Mλ .
Since Mλ is an irreducible G-module, then Mλ = G · f˜ (∇Spn (λ)). Especially Mλ = G · f˜ (Cλ), where
Cλ(= dλ(Cλ) + Zλ) is the canonical tableau. Fix now a module Mμ , with λ ⊆ μ. Then, by Claim 1,
we have Mμ = G · f˜ (Cμ). So in order to prove that Mμ ⊂ Iλ , it suﬃces to prove that f˜ (Cμ) ∈ Iλ . It
suﬃces to treat with the case in which μ,λ differs only in one box. So μ = (λ1, . . . , λi + 1, . . . , λr)
and λ = (λ1, . . . , λi, . . . , λr). Then
f˜ (Cμ) =
∣∣∣∣∣∣∣
d11 . . . d1λ1
. . .
. . . . . .
dλ11 . . . dλ1λ1
∣∣∣∣∣∣∣ . . .
∣∣∣∣∣∣∣
d11 . . . d1λi+1
. . .
. . . . . .
dλi+11 . . . dλi+1λi+1
∣∣∣∣∣∣∣︸ ︷︷ ︸
i
. . . .
The only difference between f˜ (Cλ) and f˜ (Cμ) is in the i-position, so we focus to the minor
∣∣∣∣∣∣∣
d11 . . . d1λi+1
. . .
. . . . . .
dλi+11 . . . dλi+1λi+1
∣∣∣∣∣∣∣
and we apply Laplace expansion according to the last column. The result is a sum of products
of monomials of degree 1 of k[dij] and elements of f˜ (∇Spn (λ)), and since Iλ is an ideal we have
f˜ (Cμ) ∈ Iλ .
Next we show that Iλ ⊆∑μ⊇λ Mμ . It suﬃces to show that dijMλ ⊆∑μ⊇λ Mμ , ∀i = 1, . . . ,n, j =
1, . . . ,m. We observe that k{dij} = M(1) , so it suﬃces to show that MλM(1) is contained in ∑μ⊇λ Mμ .
That MλM(1) is contained in
∑
μ⊇λ Mμ follows immediately by Theorem 5.7 of Section 5. So the proof
is complete. 
5. The decomposition of MλMμ
Assume again that k is a ﬁeld of characteristic zero. Let MλMμ be the product of the irreducible
modules Mλ,Mμ . This product has a decomposition into irreducible modules. We will ﬁnd these
modules for each pair G1 × G2, where G1 is one of GLn , Spn (n even) or SOn (n odd) and G2 is one of
GLm , Spm (m even) or SOm (m odd).
A tableau T is called standard, if the entries in each row of T are strictly increasing from left to
right and the entries in each column are not decreasing from top to bottom.
A sequence of integers is called a word of Yamanouchi if, for each k, the set consisting of the ﬁrst
k elements of the sequence contains at least as many i’s as j’s for i < j.
A tableau (or a skew tableau) is said to form a word of Yamanouchi if its entries, when listed
column by column bottom to top and left to right, give a sequence which is word of Yamanouchi.
Example.
1 3
1 2 forms the word 121213, which is a word of Yamanouchi.
1 2
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1. U is standard,
2. U forms a word of Yamanouchi, and
3. C(U ) = C(Cτ ) for some partition τ such that |λ| = |μ| + |τ |
where with C(T ) we mean the content of a tableau T .
By the decomposition of a tableau Tλ , of shape λ, via U we mean the two tableau Tμ and Tτ
which are obtained by the following algorithm.
1. The entries in Tλ which correspond to μ ⊆ λ form Tμ .
2. Each entry in Tλ which lies in λ/μ ⊆ λ is placed in a diagram of shape τ according to the
corresponding entry in U as follows: If the entry in U is i and this is the jth i in the word
of Yamanouchi, place the entry from Tλ into the ith column and jth row of the diagram of
shape τ . That is, the entries in U specify the columns and their order of occurrence in the word
of Yamanouchi speciﬁes the rows into which the entries of Tλ are moved.
Example. Let U =
1 3
1 2
1 2
so that λ = (4,3,2), μ = (2,1) and τ = (3,2,1), Tλ =
1 2 3 5
1 4 6
2 4
decomposes via U into Tμ = 1 21 and Tτ =
2 4 5
4 6
3
.
If Tλ happens to be standard, then Tμ clearly is also standard. However, in general we cannot
make any such claims about Tτ . But, if Tλ is the canonical tableau, Cλ , then by [8, Lemma 5.4] we
have
Lemma 5.1. If Tλ = Cλ , then Tλ decomposes via U into Cμ and Tτ , where Tτ is standard.
Let D(μ, τ ) denote the set of all partitions, λ, such that there exists at least one standard skew
tableau, U , of shape λ/μ with C(U ) = C(Cτ ) which forms a word of Yamanouchi. For each λ ∈ D(μ, τ )
let a(λ,μ,τ ) denote the number of distinct skew tableau, U , which satisfy the above requirements.
With this notation, the Littlewood–Richardson rule can be formulated:
Theorem 5.2. Let ∇GLn (μ),∇GLn (τ ) be the Schur-modules of GLn, that correspond to the partitions μ, τ re-
spectively. Then we have
∇GLn (μ) ⊗ ∇GLn (τ ) ∼=
∑
λ∈D(μ,τ )
a(λ,μ,τ )∇GLn (λ).
Whitehead proved in her thesis [8, Theorem 6.1] that,
Lemma 5.3. Let λ be a partition, with λ1  {n,m} and λ ∈ D(μ, τ ), then there exists a non-zero GLn-
homomorphism:
Φλ : ∇GLn (λ) → M˜μM˜τ ,
where M˜μ ⊆ S(V ⊗ W ), M˜μ ∼= ∇GLn (μ) ⊗ ∇GLm (μ) (resp. for M˜τ ).
Since now ∇GLn (λ) is an irreducible module, we have that ∇GLn (λ) appears in the decomposition
of M˜μM˜τ as a sum of irreducible GLn-modules.
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Lemma 5.4. Let λ be a partition, with λ1  {rkG1, rkG2} and λ ∈ D(μ, τ ), then the irreducible G1-module,
∇G1 (λ), appears in the decomposition of MμMτ , into irreducible G1-modules, where Mμ ⊆ A(G1,G2),
Mμ ∼= ∇G1 (μ) ⊗ ∇G2 (μ) (resp. for Mτ ).
Proof. This is an immediate consequence of the previous lemma, and Theorem 3.4. For example, let
G1 × G2 = Spn × SOm , then by Proposition 1.1 we have ∇Spn (λ) = ∇GLn (λ)/Zλ . By Theorem 3.4 we have
that A(G1,G2) ∼= S(V ⊗ W )/I(G1,G2) decomposes as G1 × G2-module as, A(G1,G2) ∼=∑λ ∇G1 (λ) ⊗
∇G2 (λ). Thus, since ∇GLn (λ) occurs in the product M˜μM˜τ ⊆ S(V ⊗W ), then ∇G1 (λ) must occur in the
product MμMτ ⊆ A(G1,G2). 
We need two more lemmas before we prove Theorem 5.7.
Lemma 5.5. Let ∇Sp2n′ (μ), ∇Sp2n′ (τ ) be the Schur-modules of Sp2n′ , that correspond to the partitions μ,τ
respectively. Then we have
∇Sp2n′ (μ) ⊗ ∇Sp2n′ (τ ) ∼=
∑
λ∈D(μ,τ )
λ1n′
a(λ,μ,τ )∇Sp2n′ (λ) +
∑
|κ |<|τ |+|μ|
k1n′
bκ∇Sp2n′ (κ),
where a(λ,μ,τ ) are the integers deﬁned before Theorem 5.2 and bk ∈ N.
Lemma 5.6. Let ∇G(μ),∇G(τ ) be the Schur-modules of G = SO2m′+1 , correspond to the partitions μ,τ re-
spectively. Then we have
∇G(μ) ⊗ ∇G(τ ) ∼=
∑
λ∈D(μ,τ )
λ1m
a(λ,μ,τ )∇G(λ) +
∑
|κ |<|τ |+|μ|
k1m
γκ∇G(κ),
where a(λ,μ,τ ) are the integers deﬁned before Theorem 5.2 and γk ∈ N.
Proof of Lemma 5.5. Let XSp(μ), XSp(τ ) be the characters of ∇Sp2n′ (μ), ∇Sp2n′ (τ ) respectively.
We want to compute the product XSp(μ)XSp(τ ). By [3, p. 497] we have that we can express
XSp(μ) as Z-linear combination of the characters of GL2n′ , in the form XSp(μ) = ∑σ aσμXGL(σ ),
where aσσ = 1, and if |σ |  |μ| and μ = σ , then aσμ = 0. We also have an expression of
the characters of GL2n′ as Z-linear combination of the characters of Sp2n′ , in the form XGL(μ) =∑
σ bσμXSp(σ ), where bσσ = 1, and if |σ |  |μ| and μ = σ , then bσμ = 0. So if XSp(μ) =
XGL(μ) +∑|σ |<|μ| aσμXGL(σ ) and XSp(τ ) = XGL(τ ) +∑|ρ|<|τ | aτρ XGL(ρ), we have XSp(μ)XSp(τ ) =
(XGL(μ) +∑|σ |<|μ| aσμXGL(σ ))(XGL(τ ) +∑|ρ|<|τ | aτρ XGL(ρ)).
Let XGL(σ )XGL(ρ) be a summand of the above product. Then by Theorem 4.2, we get
XGL(σ )XGL(ρ) =
∑
ν∈D(σ ,ρ)
a(ν,σ ,ρ)XGL(ν).
Now for every ν we have XGL(ν) =∑κ bκν XSp(κ). We observe that, |κ | |ν| = |σ | + |ρ| < |μ| + |τ |.
Hence
XSp(μ)XSp(τ ) =
∑
|κ |=|μ|+|τ |
dκμ,τ XSp(κ) +
∑
|κ |<|μ|+|τ |
dκμ,τ XSp(κ).
Finally by [3, Proposition 2.5.2] we have that if |κ | = |μ| + |τ |, then dκμ,τ = a(κ,μ,τ ). 
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SOm as Z-linear combination of the characters of GLm , that is described in [3].
Theorem 5.7. Let G1 be one of the groups GLn, Sp2n′ , SO2n′+1 (resp. G2 one of the GLm, Sp2m′ , SO2m′+1), μ,τ ,
and Mμ,Mτ the irreducible modules of A(G1,G2) corresponds to μ, τ . Then we have
MμMτ =
∑
λ∈D(μ,τ )
λ1min{rkG1,rkG2}
Mλ.
Proof. The inclusion
∑
λ∈D(μ,τ ) Mλ ⊆ MμMτ follows by Lemma 5.4. For example we show this for the
pair Sp2n′ ×SO2m′+1. By Lemma 5.4 for λ ∈ D(μ, τ ), we have ∇Sp2n′ (λ) ⊆ MμMτ . Now since ∇Sp2n′ (λ) ⊆
Mλ and Mλ is an irreducible Sp2n′ × SO2m′+1-module we have Mλ ⊆ MμMτ .
For the other inclusion. Consider again the pair G = G1 × G2 = Sp2n′ × SO2m′+1. Firstly, since G
is a linearly reductive group, the multiplication m : Mμ ⊗ Mτ → MμMτ , splits. So, there exists a G-
monomorphism, i : MμMτ → Mμ ⊗ Mτ . Consider now the following diagram:
MμMτ
i
Mμ ⊗ Mτ
∼=
(∇G1(μ) ⊗ ∇G2(μ)) ⊗ (∇G1(τ ) ⊗ ∇G2(τ ))
∼=
∇G1(μ) ⊗ ∇G1(τ ) ⊗ ∇G2(μ) ⊗ ∇G2(τ )
By Lemmas 5.5 and 5.6 the last line of the diagram is isomorphic to
( ∑
λ∈D(μ,τ )
a(λ,μ,τ )∇G1(λ) +
∑
|κ |<|τ |+|μ|
bκ∇G1(κ)
)
⊗
( ∑
λ∈D(μ,τ )
a(λ,μ,τ )∇G2(λ) +
∑
|κ |<|τ |+|μ|
γκ∇G2(κ)
)
,
which is in turn isomorphic to
∑
λ∈D(μ,τ )
a2(λ,μ,τ )∇G1(λ) ⊗ ∇G2(λ) + (all the other combinations).
Assume Mσ ⊆ MμMτ . Then Mσ must have a pre-image in then ﬁnal sum. Obviously, by homogeneity
of polynomials, |σ | = |μ|+ |τ |. We know that Mσ ∼= ∇G1 (σ )⊗∇G2 (σ ), so Mσ can only appears in the
sum
∑
λ∈D(μ,τ ) a2(λ,μ,τ )∇G1 (λ) ⊗ ∇G2 (λ), hence σ ∈ D(μ, τ ). Thus MμMτ ⊆
∑
λ∈D(μ,τ ) Mλ . 
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Iμ Iτ ∼=
∑
λ∈D(μ,τ )
Iλ.
Proof. Let λ ∈ D(μ, τ ), then Mλ ⊆ MμMτ ⊆ Iμ Iτ . Since Iλ generated by Mλ it follows Iλ ⊆ Iμ Iτ .
Conversely, let x ∈ Iμ Iτ , then x =∑aibi where ai ∈ Iμ and bi ∈ Iτ . Since Iμ generated by Mμ ,
for each i,ai = ∑ pij s j where s j ∈ Mμ and pij ∈ A(G1,G2). Similarly bi = ∑qiktk where tk ∈ Mτ
and qik ∈ A(G1,G2). Then x = ∑∑∑ pijqiks jtk ∈ A(G1,G2)MμMτ = A(G1,G2)∑λ∈D(μ,τ ) Mλ =∑
λ∈D(μ,τ ) Iλ .
Hence
Iμ Iτ ∼=
∑
λ∈D(μ,τ )
Iλ. 
6. Prime and primary ideals
Let G = G1×G2. In this section we describe the prime and primary G-ideals and we give a primary
decomposition of G-invariant ideals I ⊆ A(G1,G2).
Lemma 6.1. A G-invariant ideal, Iλ , is prime if and only if λ = (k), where k  min{rkG1, rkG2}, i.e. λ is a
partition with one row and at most min{rkG1, rkG2} boxes.
Proof. Suppose λ = (k). We want to show that if I, J are G-invariant ideals such that I J ⊆ Iλ ,
then either I ⊆ Iλ or J ⊆ Iλ . Let I = ∑ Iσ∈S and J = ∑τ∈T Iτ and assume that I  Iλ . Then, us-
ing Corollary 4.2(2), there exists σ0 ∈ S such that λ  σ0. Since I J ⊆ Iλ , for each τ ∈ T , Iσ0 Iτ ⊆ Iλ . By
Corollary 5.8 Iσ0 Iτ =
∑
λ′∈D(σ0,τ ) Iλ′ .
Thus for λ′ ∈ D(σ0, τ ) implies λ ⊆ λ′. Since λ  σ0 we mast have (σ0)1 < k. If, in addition, τ1 < k,
there exists λ′ with λ′ < k. But then for this λ′ , λ  λ′ , contrary to the hypothesis. Thus τ1  k and
hence λ ⊆ τ and Iτ ⊆ Iλ for each τ . Consequently, J ⊆ Iλ .
Conversely, we know that Mλ = G · f (Cλ). Suppose λ = (k), say λ = (λ1, . . . , λs), s 2. Let λ′ = (λ1)
and λ′′ = (λ2, . . . , λt). Since λ  λ′ and λ  λ′′ the elements f (Cλ′ ), f (Cλ′′ ) are not in Iλ for otherwise
would have Iλ′ ⊆ Iλ and Iλ′′ ⊆ Iλ , contradicting Corollary 4.2. On the other hand, we have f (Cλ) =
f (Cλ′ ) f (Cλ′′ ) ∈ Iλ . Thus Iλ is not prime. 
Corollary 6.2. Let I be a G-invariant ideal of A(G1,G2). Then I is prime, if and only if I = I(k) , where k 
min{rkG1, rkG2}.
We call a G-ideal I , I(k)-primary, if I is a primary ideal and
√
I = I(k) .
Now, mimicking the proof of [8, Lemma 7.2] we have
Proposition 6.3. A G-invariant ideal I , written irredundantly as, I =∑σ∈S Iσ , is I(k)-primary if and only if
1. for some σ0 ∈ S, σ0 = (k,k, . . . ,k), i.e. σ0 is rectangular of width k,
2. if σ = (σ1, . . . , σt) ∈ S, then σt  k.
In particular, an ideal Iσ is primary iff σ is a rectangular.
As [2, Corollary 5.4], we have
H. Geranios / Journal of Algebra 324 (2010) 269–281 281Corollary 6.4. Let n1 > n2 > · · · > nk be the (distinct) lengths of rows in a diagram σ (where n1 
min{rkG1, rkG2}), and let σ (i) be the largest rectangular diagram with rows of length ni such that σ (i) ⊆ σ .
Then
Iσ = Iσ (1) ∩ · · · ∩ Iσ (k) ,
is an irredundant primary decomposition of Iσ .
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