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Abstract—Lately, data-driven control has become a widespread
area of research. A few recent big-data based approaches for
data-driven control of nonlinear systems try to use classical input-
output techniques to design controllers for systems for which
only a finite number of (input-output) samples are known. These
methods focus on using the given data to compute bounds on the
L2-gain or on the shortage of passivity from finite input-output
data, allowing for the application of the small gain theorem or the
feedback theorem for passive systems. One question regarding
these methods asks about their sample complexity, namely how
many input-output samples are needed to get an approximation
of the operator norm or of the shortage of passivity. We show that
the number of samples needed to estimate the operator norm of
a system is roughly the same as the number of samples required
to approximate the system in the operator norm.
I. INTRODUCTION
In recent years, technological advancements have allowed
to store large amounts of data. These advancements incited
new problems related to analysis of the data, inference from
the data, and mining said data, grouped together under the
field of “big data” [1]. In engineering applications, data can
be gathered from experiments or numerical models. Different
methods for using big data in controller design have been
offered, as summarized by [2], [3] and the references therein,
which focus on the case where the system is governed by
a differential equation of a known form. However, in many
systems for which the big data approaches are needed, data is
gathered from large, complex, and uncertain models, mean-
ing that this assumption cannot be justified. One approach
to this problem revolves around identifying an approximate
model for the system, and using it for controller synthesis.
These methods include system-level synthesis [4], [5], which
usually requires the system to be linear and time-invariant,
as well as system identification techniques. Some of these
techniques are tailored for linear and time invariant systems,
i.e. frequency-domain methods [6], [7], but assuming a system
is linear and time invariant can be far from true, especially for
systems which require the application of big-data techniques.
Other system identification methods are tailored for nonlinear
systems, see [8], [9] and reference therein, but can be very
complex and require large amounts of data.
Recently, data-driven model-free control was proposed to
overcome this problem. The idea of data-driven model-
free control is to use data to solve the controller synthesis
problem directly, without identifying an approximate model
first. For linear and time-invariant (LTI) systems, one promi-
nent method of data-driven model-free control comes from
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Willems’ lemma, which characterizes all possible trajectories
from a persistently exciting input [10]. Different methods
use this lemma to characterize all stabilizing controllers and
solve the linear-quadratic regulation problem [11], do model-
predictive control [12], and design the control law to remain
within a given set [13]. Another idea, which also works for
non-LTI systems, is to use the data sampled from the system to
give an overestimate on its L2-gain or its shortage of passivity,
which is then used for controller design together with the small
gain theorem or the feedback theorem for passive systems
[14]. In this direction, some methods assume the system is
LTI, and use the system matrix to write the passivity index or
L2-gain as a Rayleigh quotient, which is then computed using
Willems’ lemma, gradient descent or Gaussian processes [15]–
[18]. Other methods were proposed for nonlinear systems,
based on sampling inputs which are ε-nets [19] or on convex
cone theory [20].
One important question regarding these methods is the
sample complexity, namely the amount of data needed to
compute the L2-gain or the shortage of passivity. Willems’
lemma shows that a single input-output trajectory can be
enough to compute these quantities if the system is known
to be linear and time-invariant [15]. However, the sample
complexity of computing the L2-gain or the shortage of
passivity for nonlinear systems is not known. In this paper,
we show that the sample complexity of computing an ε-
close estimate of the L2-gain for general, nonlinear systems
is roughly as large as the sample complexity of computing
an ε-close approximation of the system in the operator norm.
We do so by showing that these sample complexities can be
understood using a geometric notion called the cover index,
namely the number of balls of radius ε needed to cover a
certain set. We also give an estimate on this cover index, which
translates to an estimate of the amount of data needed to give
an ε-close estimate of the L2-gain.
Notation: We fix a time interval I , and denote the
collection of square-integrable signals from I to R as L2(I),
or as L2 when I is clear. The L2 norm of a signal u ∈ L2(I)
is denoted as ‖u‖ =
√∫
I
|u(s)|2ds. Moreover, given a subset
U of L2, we denote the collection of all L-Lipschitz operators
H : U → L2 by LipL(U ,L2).
II. BACKGROUND AND PROBLEM FORMULATION
We consider a system H as an operator, which takes an
input signal u ∈ L2(I) and returns an output y ∈ L2(I).
We consider a set of U ⊆ L2(I) of admissible inputs, which
will usually contain signals with a bound on their size, their
frequency, and/or their energy. We think of the system H as
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defined only on U , namely H : U → L2(I). The L2-gain of
the system H is defined as the operator norm of the map H :
U → L2(I), i.e. as ‖H‖ = max06=u∈U ‖H(u)‖‖u‖ . For simplicity,
we follow [19] and assume that U is a closed bounded set, and
that either 0 6∈ U , or that the maximum defining the L2-gain is
achieved on the set U ∩{u ∈ L2 : ‖u‖ ≥ µ} for some known
µ > 0. In the latter case, we can replace U by U ∩ {u ∈ L2 :
‖u‖ ≥ µ}, and may assume without loss of generality that
0 6∈ U . This assumption is not too restrictive, as the system
at hand needs to be controlled, and cannot be left evolving
autonomously. If one knows an overestimate of the L2-gain
of the system H , one can apply the small gain theorem in order
to synthesize different controllers for H [14]. In our problem,
we assume that we are given knowledge of the operator H
when restricted to some finite set U ′ = {u1, · · · , uN}, i.e.
of the outputs yi = H(ui) for i = 1, · · · , N defining the
operator H|U ′ : U ′ → L2. These outputs can come either
from experiments or from a detailed simulation of the system,
which might be too complex for designing controllers. We
study algorithms which utilize knowledge of the set U ′ and of
the restricted operator H|U ′ to give a bound on the L2-gain
of the unrestricted operator H . We also allow the algorithm
to choose the inputs u1, · · · , uN . To do so, we first define the
notion of a sampling algorithm.
Definition 1. Let U be any subset of L2, and let H ∈
LipL(U ,L2) be an L-Lipschitz operator H : U → L2. An
N -sample sampling algorithm SN is an algorithm choosing
inputs u1, · · · , uN ∈ U and sampling the outputs yi = H(ui)
for i = 1, · · · , N . Each input ui can only depend on previous
data, i.e. on {uk, yk : k ≤ i− 1}.
Out of the sampled data, we wish to construct an overesti-
mate of the L2-gain of the system H , which is close to the
true L2-gain of the system. We also consider a more complex
problem, in which we try to find an approximation of the
system H in the operator norm:
Definition 2. Let U be any subset of L2, and let ε, L > 0 be
any positive numbers.
i) An N -sample L2-gain estimation algorithm A on
LipL(U ,L2) is comprised of an N -sample sampling
algorithm and a map f : (u1, y1, · · · , uN , yN ) 7→ γ ∈ R.
We say that A provides ε-close overestimation of the
L2-gain if for any H ∈ LipL(U ,L2), the number γ =
f(u1, y1, · · · , uN , yN ) satisfies ‖H‖ ≤ γ ≤ ‖H‖ + ε,
where (u1, y1, · · · , uN , yN ) are the data gathered by the
sampling algorithm.
ii) An N -sample norm-approximation algorithm A on
LipL(U ,L2) is comprised of an N -sample sampling
algorithm and a map f : (u1, y1, · · · , uN , yN ) 7→ H1 ∈
LipL(U ,L2). We say that A provides ε-close operator
approximation if for any H ∈ LipL(U ,L2), the output
H1 = f(u1, y1, · · · , uN , yN ) satisfies ‖H − H1‖ ≤ ε,
where (u1, y1, · · · , uN , yN ) are the data gathered by the
sampling algorithm.
After defining what algorithms solve our problem, we can
define the corresponding sample complexity as the minimum
number of samples needed to solve the problem, namely:
Definition 3. Let U be any subset of L2, and let ε, L > 0 be
any positive numbers.
i) The smallest number N such there exists an N -sample
L2-gain estimation algorithm A providing ε-close over-
estimation of the L2-gain for any H ∈ LipL(U ,L2) will
be denoted as NL2(U , ε, L). If no such N exists, we take
NL2(U , ε, L) =∞.
ii) The smallest number N such there exists an N -sample
norm-approximation algorithm A providing ε-close op-
erator approximation for any H ∈ LipL(U ,L2) will be
denoted as Nop(U , ε, L). If no such N exists, we take
Nop(U , ε, L) =∞.
Remark 1. We should note that if ε is on the same scale as L,
the problem of giving an ε-close overestimate of the L2-gain
becomes easy. Indeed, assume for a second that the set U is
symmetric, in the sense that u ∈ U if and only if −u ∈ U .
Take u ∈ argminv∈U ‖v‖, and sample both H(u) and H(−u).
Then for any other point u′ ∈ U , either 〈u, u′〉 ≥ 0 or that
〈−u, u′〉 ≥ 0, so by the cosine theorem we conclude that either
‖u − u′‖ ≤ √‖u‖2 + ‖u′‖2 or ‖u + u′‖ ≤ √‖u‖2 + ‖u′‖2,
and in particular either ‖u−u
′‖
‖u′‖ ≤
√
2 or ‖u+u
′‖
‖u′‖ ≤
√
2. In
the former case, we get:
‖H(u′)‖
‖u′‖ ≤
‖H(u)‖+ L‖u− u′‖
‖u′‖ ≤
‖H(u)‖
‖u‖ +
√
2L,
and in the latter case, we get:
‖H(u′)‖
‖u′‖ ≤
‖H(−u)‖+ L‖u+ u′‖
‖ − u′‖ ≤
‖H(−u)‖
‖ − u‖ +
√
2L
Thus, we can take γ = max
{
‖H(u)‖
‖u‖ ,
‖H(−u)‖
‖−u‖
}
+√
2L. It’s clear that γ ≤ ‖H‖ + √2L, as ‖H‖ ≥
max
{
‖H(u)‖
‖u‖ ,
‖H(−u)‖
‖−u‖
}
, and we showed that γ ≥ ‖H‖.
Similarly, the problem is still relatively easy so long that
ε ≈ L. For this reason, we are interested in the case ε L.
Remark 2. Proving an upper bound on NL2(U , ε, L) or
Nop(U , ε, L) is relatively simple, as one only needs to present
some N -sample algorithm solving the corresponding prob-
lem. However, providing a lower bound on NL2(U , ε, L) or
Nop(U , ε, L) can be harder, as one needs to show that no
N -sample algorithm can solve the corresponding problem,
no matter what actions it takes. Moreover, it’s clear that
NL2(U , ε, L) and Nop(U , ε, L) both increase as ε decreases,
as if ε1 < ε2, any ε1-close approximation is also a ε2-close
approximation, and any ε1-close estimate of the L2-gain is
also a ε2-close estimate of the L2-gain.
Remark 3. We note that norm-approximation is at least
as hard as L2-gain estimation, at least asymptotically in
ε. Precisely, we show that NL2(U , ε, L) ≤ Nop(U , ε/2, L).
Indeed, if we have an N -sample norm-approximation algo-
rithm A providing ε/2-close operator approximation, for any
H ∈ LipL(U ,L2) the algorithm outputs some H1 such that
‖H − H1‖ ≤ ε/2. We define an algorithm B which runs
A , and then outputs γ = ‖H1‖ + ε/2 as an estimate to the
L2-gain of H . The triangle inequality for ‖H − H1‖ ≤ ε/2
shows that γ ≥ ‖H‖ and that γ ≤ ‖H‖ + ε. Thus B is
an N -sample norm-approximation algorithm providing ε-close
overestimation of the L2-gain for any H ∈ LipL(U ,L2),
proving the claim.
III. THE PROJECTIVE DISTANCE
The basic question that determines the number of samples
needed to solve a learning problem regards generalization.
Namely, how much can we learn from one (or a few) measure-
ments? In our case, a sample (u, y = H(u)) can obviously be
used to give a lower bound to the global L2-gain by ‖y‖/‖u‖.
However, it can also be used to give an upper bound on the
L2-gain, at least near u. Namely, it is shown in [19] that if
the operator H is L-Lipschitz, then for every u′ such that
‖u′ − u‖ ≤ δ,
‖H(u′)‖
‖u′‖ ≤
‖u‖
‖u‖ − δ
L‖u− u′‖+ ‖H(u)‖
‖u‖ . (1)
Thus, a sample (u, y = H(u)) essentially gives an estimate
for each point in the set B‖·‖,δ‖u‖,u, which is the closed norm
ball around u of radius δ‖u‖, meaning that the number of
samples needed to give an ε-approximation of the L2-gain of
the unknown operator H can be bounded by the number of
norm balls B‖·‖,δ‖u‖,u needed to cover the set U . Estimates
on the number of copies of a shape B needed to cover a
shape A inside a finite-dimensional vector space have been
extensively studied over the last few decades, due to their
connection to learning theory and Gaussian processes [21],
[22]. However, the case in which different shapes (or shapes
of different sizes) are used for the covering is significantly less
explored. Our goal in this section is to present an alternative
definition of distance, d(x, y) for any two points x, y ∈ L2
(or more exactly, for x, y ∈ L2 \ {0}) for which the sets
B‖·‖,δ‖u‖,u are (approximately) balls of uniform sizes for the
new definition of distance. One property that will become
important is invariance under scalar multiplication, i.e. that
d(x, y) = d(αx, αy) for any constant α 6= 0 and any
x, y ∈ L2. To do so, we define a distance d on L2 \ {0}:
Definition 4. Let X be any (possibly infinite-dimensional)
normed space. Define the projective distance on X \ {0} by:
d(x1, x2) =
‖x1 − x2‖
max{‖x1‖, ‖x2‖}
We first ask what properties does the projective distance d
satisfy:
Definition 5 ([23]). Let X be a set. A map d : X×X → [0,∞)
is called a semi-metric if it satisfies the following properties:
i) For all x1, x2 ∈ X , d(x1, x2) ≥ 0.
ii) For all x1, x2 ∈ X , d(x1, x2) = 0 if and only if x1 = x2.
ii) For all x1, x2 ∈ X , d(x1, x2) = d(x2, x1).
The pair (X, d) is called a semi-metric space.
Proposition 1. The projective distance d : (X \ {0}) × (X \
{0}) → [0,∞) is a semi-metric. Moreover, d is invariant
under scalar multiplication.
Proof. Follows immediately from the properties of the norm
‖ · ‖ and the definition of d.
The most common definition of distance on an arbitrary set
is known as a metric [23]. A metric is any semi-metric, as in
Definition 5, which also satisfies the triangle inequality, i.e.
for all x, y, z ∈ X , the following inequality holds:
d(x, z) ≤ d(x, y) + d(y, z).
Fig. 1. Visualization of Proposition 2 for X = R2. The red set is d(x, y) ≤
ε = 0.3, where y = (0.1, 0), the blue line is the boundary of the set {‖x−
y‖ ≤ ε‖x‖} and the dashed black line is the boundary of the set {‖x−y‖ ≤
ε
1−ε‖x‖}. The red set contains the interior of the blue line, and is contained
within the dashed black line.
Unfortunately, one can show that whenever dimX ≥ 2, the
projective distance is not a metric. However, this fact will not
hinder our use of the projective distance. Indeed, one important
property of the projective distance that will be used repeatedly
is that the ball of radius ε 1 around x ∈ X\{0} with respect
to the distance d, is roughly equal to the normed ball of radius
ε‖x‖ around x. Namely:
Proposition 2. Let ε < 1 be positive, and let x, y ∈ X \ {0}.
i) If d(x, y) ≤ ε then ‖x − y‖ ≤ ε1−ε‖x‖ and ‖x − y‖ ≤
ε
1−ε‖y‖
ii) If ‖x− y‖ ≤ ε‖x‖ then d(x, y) ≤ ε.
The proposition is illustrated in Fig. 1. In particular, if ε
1, ε1−ε ≈ ε, so the ball around x of radius ε with respect to
the projective distance is roughly equal to the normed ball of
radius ε‖x‖. We now prove the theorem.
Proof. We start with i). By definition, εmax{‖x‖, ‖y‖} ≥
‖x− y‖. If ‖y‖ ≤ ‖x‖, we are done , as ε < ε1−ε . Otherwise,
‖x− y‖ ≤ ε‖y‖, (2)
which gives ‖x‖ ≥ (1− ε)‖y‖ by the triangle inequality. Re-
calling (2), we get ‖x−y‖ ≤ ε1−ε‖x‖. Thus ‖x−y‖ ≤ ε1−ε‖x‖
holds in both cases. Reversing the roles of x, y gives ‖x−y‖ ≤
ε
1−ε‖y‖. As for ii), note that ‖x‖ ≤ max{‖x‖, ‖y‖}, so‖x− y‖ ≤ ε‖x‖ ≤ εmax{‖x‖, ‖y‖}, and d(x, y) ≤ ε.
Corollary 1. Let x, y ∈ X \ {0} be arbitrary, and let η < 1
be any positive number.
i) If d(x, y) > η then ‖x−y‖ > η‖x‖ and ‖x−y‖ > η‖y‖.
ii) If ‖x− y‖ > η‖x‖ then d(x, y) > η1+η .
Proof. The first part follows from part ii) of Proposition 2
by choosing ε = η. The second part follows from part i) of
Proposition 2 for ε = ηη+1 , so that
ε
1−ε = η.
Remark 4. From now on, balls with respect to the projective
distance will be called metric balls, and balls with respect to
the norm-induced distance ‖x−y‖, will be called norm balls.
Definition 6. Let (X, d) be a semi-metric space. We denote the
closed metric ball around x0 ∈ X of radius r by Bd,x0,r. For
a set U ⊂ X and a number r > 0, an r-metric cover of U is a
collection of points {xi}ni=1 in X such that U ⊆
⋃n
i=1 Bd,xi,r.
The cover index Nd(U, r) is defined as the smallest possible
size of an r-metric cover of U . If X is a normed space, one
similarly defines r-norm covers using norm balls B‖·‖,xi,r,
and the norm-cover index N‖·‖(U, r) as the smallest possible
size of an r-norm cover of U .
IV. SAMPLE COMPLEXITY BOUNDS
In this section, we prove that the sample complexity of
giving ε-close estimation of the L2-gain is roughly equal
to the sample complexity of giving ε/2-close approximation
of the system in the operator norm. We do so by showing
that both sample complexities can be understood in terms of
the metric-cover index Nd(U, ·) with an appropriately chosen
radius. From now on, d will denote the projective distance
for X = L2. We note that by Remark 3, it’s enough to
give a lower bound on the sample complexity of providing
ε-close estimation of the L2-gain, and an upper bound on the
sample complexity of providing ε/2-close approximation of
the system in the operator norm. We start with the former,
showing the sample complexity is at least as big as some cover
index:
Theorem 1. Let U be any subset of L2(I) which does
not contain 0, let L, ε > 0, and let N > 0 be an inte-
ger. Let A be any N -sample L2-gain estimation algorithm
which provides ε-close overestimation of the L2-gain for any
H ∈ LipL(U ,L2). Then N ≥ Nd(U , εL ). In particular,NL2(U , ε, L) ≥ Nd(U , εL ). Moreover, if U has infinitely
many elements, there does not exists an N -sample L2-gain
estimation algorithm which provides ε-close overestimation of
the L2-gain for all Lipschitz operators H : U → L2.
Proof. We start by proving the first claim through contra-
diction. We assume, without loss of generality, that N =
Nd(U , εL ) − 1, and want to show that A cannot provide ε-
close overestimation of the L2-gain for any H ∈ LipL(U ,L2).
Let let H0 : U → L2 be the zero operator, defined by
H0(u) = 0 for all u ∈ U . Run A on H0, taking a total of
N samples from U . We denote these samples by u1, · · · , uN ,
let yi = H0(ui) = 0 for i = 1, · · ·N , and define a function
ρ : U → R by ρ(u) = mini=1,··· ,N ‖u− ui‖. The function ρ
can be easily verified to be 1-Lipschitz. Now, take any function
f ∈ L2 such that ‖f‖ = 1, and let H1 : U → L2 be defined
as H1(u) = Lρ(u)f . We first note that H1 is L-Lipschitz.
Indeed, for any u, v ∈ U :
‖H1(u)−H1(v)‖ = L|ρ(u)− ρ(v)|‖f‖ ≤ L · ||u− v||,
where we use the fact that ρ is 1-Lipschitz. Moreover, the
definition of ρ shows that H1(ui) = 0 = yi for i = 1, · · · , N .
Thus, during the course of its run, A cannot differentiate
between H0 and H1, and it issues the same estimate γ
for the L2-gain of both. As the algorithm always issues an
overestimate of the true L2-gain, we have that γ is no smaller
than the L2-gain of both H0 and H1, the former being equal
to 0. Thus, it’s enough to prove that the L2-gain of H1 is
bigger than ε.
By definition of the cover index, there exists some u ∈ U
such that d(u, ui) > εL for all i = 1, · · · , N . By Corollary
1, we get that ‖u − ui‖ > εL‖u‖ for all i = 1, · · · , N ,
which implies that ‖H1(u)‖ = Lmaxi ‖u − ui‖ ≥ ε‖u‖.
In particular, the L2-gain of H1 is bigger ε, so the output of
the algorithm A must be bigger than ε, and the error that A
produces on H0 is bigger than ε. Thus, the algorithm A must
take at least Nd(U , εL ) measurements in order to give an ε-
close overestimate of the L2-gain for any L-Lipschitz operator
U → L2(I), and NL2(ε, L,U) ≥ Nd(U , εL ).
As for the second part of the theorem, it is enough to show
that for any fixed ε > 0, Nd(U , εL ) → ∞ as L → ∞.
Equivalently, we need to show that Nd(U , δ)→∞ as δ → 0.
As δ1 < δ2 implies that metric balls of size δ1 are smaller
than metric balls of size δ2, we conclude that δ 7→ Nd(U , δ)
is non-descending. Thus, it’s enough to prove it is unbounded.
Fix an arbitrary N > 0, and we show that Nd(U , δ) ≥ N for
some δ > 0. As U is infinite, we can find N different points
v1, · · · , vN in U . We now define η = mini,j ‖vi−vj‖‖vi‖+‖vj‖ , and
let δ < ηη+1 , so that
δ
1−δ < η. We claim that no two points
vi, vj for i 6= j can be within the same metric ball of radius
δ. Indeed, suppose there exists some point x such that vi, vj
are inside the metric ball of radius δ around x, where i 6= j.
Then d(x, vi), d(x, vj) ≤ δ, meaning that ‖x−vi‖ ≤ δ1−δ‖vi‖
and ‖x − vj‖ ≤ δ1−δ‖vj‖. By the triangle inequality, we get
‖vi−vj‖ ≤ δ1−δ (‖vi‖+‖vj‖), or ‖vi−vj‖‖vi‖+‖vj‖ ≤ δ1−δ < η, which
cannot hold by the definition of η. Thus, no two of the points
v1, · · · , vN can lie in the same metric ball of radius δ, hence
Nd(U , δ) ≥ N . This completes the proof of the Theorem.
After achieving a lower bound for the sample complexity
of providing ε-close estimation of the L2-gain, we move to
give an upper bound on the sample complexity of providing
ε-close approximation of the system in the operator norm:
Theorem 2. Let U be any subset of L2 which does not contain
0, and assume N = Nd(U , ε2L+ε ) < ∞. There exists an N -
sample norm-approximation algorithm which provides ε-close
operator norm approximation for all H ∈ LipL(U ,L2). In
particular, Nop(U , ε, L) ≤ Nd(U , ε2L+ε ).
Proof. Let u1, · · · , uN be a cover of U using metric balls
of radius ε2L+ε . Given the unknown L-Lipschitz operator
H , we make measurements of the form (ui, yi = H(ui))
for i = 1, · · · , N . Take an arbitrary operator H1 in the set
{G : U → L2| G is L-Lipschitz , G(ui) = yi, i = 1, · · · , N} .
The set is nonempty as it contains H . We claim that
‖H1 − H‖ ≤ ε. Indeed, take any u ∈ U , and we want to
show that ‖H(u) − H1(u)‖ ≤ ε‖u‖. By Definition 6, there
exists a point ui such that d(u, ui) < η = ε2L+ε . Proposition
2 implies that ‖u− ui‖ ≤ η1−η‖u‖ = ε2L‖u‖. By the triangle
inequality, and H,H1 being L-Lipschitz operators, we get:
‖H(u)−H1(u)‖ ≤ ‖H(u)−H(ui)‖+ ‖H(ui)−H1(ui)‖+
‖H1(ui)−H1(u)‖
≤ L‖u− ui‖+ ‖yi − yi‖+ L‖u− ui‖
≤ 2L ε
2L
‖u‖ = ε‖u‖.
Thus, the algorithm we suggested, sampling the inputs
u1, · · · , uN and taking some L-Lipschitz operator consistent
with the data, provides a solution to the norm approximation
problem with error no more than ε.
Remark 5. The algorithm solving the norm-approximation
problem needs to take an arbitrary point from the set
{G : U → L2 : G is L-Lipschitz , G(ui) = yi, i = 1, · · · , N} .
We know that the set is nonempty, as the operator H lies
inside it. However, constructing a point within this set can
be difficult. Generally, this part is equivalent to an Empirical
Risk Minimization (ERM) step, which tries to find an L-
Lipschitz operator G which minimizes
∑n
i=1 ‖yi−G(ui)‖2. It
is known that in some cases, solving the ERM problem can be
computationally hard as the size of U increases [21]. However,
in the case we present here, we can use Kirszbraun’s theorem
from nonlinear functional analysis [?], constructing G as a
piecewise linear function by linear interpolation [?], or even
give an explicit formula for it [?].
Combining Theorem 1 and Theorem 2, we get the following
result on the sample complexity of learning the L2-gain of an
L-Lipschitz operator, and of approximating it in the operator
norm:
Theorem 3. Let U ⊆ L2 be a subset with infinitely many
elements which does not contain 0, and let L > 0 be any
number. Then for any ε < L, the following inequality holds:
Nop
(
U , 2ε
1− ε/L, L
)
≤ NL2(U , ε, L) ≤ Nop
(
U , ε
2
, L
)
.
In particular, for every ε < L/2, we get:
Nop (U , 4ε, L) ≤ NL2(U , ε, L) ≤ Nop
(
U , ε
2
, L
)
.
Informally, if N samples suffice to give an ε-close overes-
timation of the L2-gain of a system, they suffice to give an
4ε-close approximation of the system in the operator norm.
Proof. The right half of the inequality follows from Remark
3. As for the left half, for any η > 0, we have Nop(U , η, L) ≤
Nd(U , η2L+η ) and NL2(U , ε, L) ≥ Nd(U , εL ). We choose η =
2ε
1−ε/L , so that
ε
L =
η
2L+η gives Nop(U , η, L) ≤ NL2(U , ε, L),
proving the first part of the corollary. As for the second part,
we note that Nop(U , η, L) decreases as η increases, and that
2ε
1−ε/L < 4ε whenever ε < L/2.
V. ESTIMATING THE COVERING INDEX
In the previous section, we showed the sample complexities
Nop(U , ε, L) and NL2(U , ε, L) are connected to the metric
cover index Nd(U , ·). We want to understand how these grow
as the tolerance level ε decreases. We do so by estimating
Nd(U , η) for 0 < η < 1 using the norm cover index, as it
has been extensively studied, mainly in the fields of learning
theory and Gaussian processes [21], [22]. We first connect the
metric cover index to the norm cover index:
Proposition 3. For any set U ⊆ L2 which does not contain
0, and any η ∈ (0, 1),
N‖·‖
(
U , η
1− η maxu∈U ‖u‖
)
≤ Nd(U , η) ≤ N‖·‖(U , ηmin
u∈U
‖u‖)
Proof. Follows immediately from Proposition 2, which shows
that any metric ball of radius η contains a norm ball of radius at
least ηminu∈U ‖u‖, and is contained in a norm ball of radius
at most η1−η maxu∈U ‖u‖.
Thus, it’s enough to estimate the cover index N‖·‖(U , ·):
Proposition 4. Suppose that U is a compact subset of a
finite dimensional subspace F of L2, such that U ⊆ F has
a nonempty interior. There exists constants D1, D2 > 0,
depending only on U , such that for any δ > 0,
D1δ
− dim(F ) ≤ N‖·‖(U , δ) ≤ D2δ− dim(F ) (3)
Proof. We start with the upper bound, for which we may
assume without loss of generality that δ−1 is a positive integer.
We let n = dim(F ) and ρ = supu∈U ‖u‖, and choose an
orthonormal basis f1, · · · , fn to F . We define the set C as
the collection of all points in F of the form
∑n
i=1 cifi, where
the constants ci are taken in the set {mn : m ∈ {−dρe,−dρe+
δ,−dρe+2δ, · · · , dρe}}. We claim that the set C constitutes a
δ-norm cover for U . Indeed, given a point u ∈ U , we can write
u =
∑n
i=1 aifi when
∑n
i=1 a
2
i = ‖u‖ ≤ ρ, and in particular
maxi |ai| ≤ ρ. We can thus find some c =
∑n
i=1 cifi ∈ C
such that maxi |ai−ci| ≤ δ, and ‖u−c‖ ≤ δ
√
n by Parseval’s
equality. In particular, C is a δ
√
n-norm cover of U , and it has(
dρe
δ
)n
points. We thus get that: N‖·‖(U , δ
√
n) ≤
(
dρe
δ
)n
.
By replacing δ with δ/
√
n, we get:
N‖·‖(U , δ) ≤
(dρe√n
δ
)n
= D2
(
1
δ
)n
,
where D2 = (
√
ndρe)n > 0 is a constant depending on U .
We now move to the left-hand side of the inequality
(3). Consider the invertible linear map S : F → Rn
defined by F (
∑n
i=1 aifi) = (ai)
n
i=1. By definition, given
any δ > 0, we can find points {xi}N‖·‖(U,δ)i=1 such that
U ⊆ ⋃N‖·‖U,δ)i=1 B‖·‖,xi,δ, where we recall that B‖·‖,xi,δ is the
norm ball around xi of radius δ. By applying S, we conclude
that S(U) ⊆ ⋃N‖·‖(U,δ)i=1 BRn,zi,δ, where zi = S(xi) and
BRn,ziδ is the ball around zi ∈ Rn of radius δ with respect
to the Euclidean distance. Let vol(·) be the volume in Rn, as
computed using the Lebesgue measure on Rn. Then:
vol(S(U)) ≤ vol
N‖·‖(U,δ)⋃
i=1
BRn,ziδ
 ≤ N‖·‖(U,δ)∑
i=1
vol (BRn,ziδ) ,
which is equal to N‖·‖(U , δ)Vnδn, where Vn is the volume of
the unit ball in Rn = Rdim(F ). We thus get that: N‖·‖(U , δ) ≥
vol(S(U))
Vnδn
= D1
(
1
δ
)n
, where D1 = vol(S(U))/Vn is a
constant which depends only on U .
Proposition 4 gives a two-sided estimate on the norm-cover
index of U , which is in turn related to the sample complex-
ities NL2(U , ε, L) and Nop(U , ε, L). We prove the following
theorem, showing the sample complexities are asymptotically
equivalent, which is the main result of this paper.
Theorem 4. Suppose that U is a compact subset of a finite
dimensional subspace F of L2, such that U ⊆ L2 has a
nonempty interior. For any c < 1, there exists constants
C1, C2 > 0, depending only on U and c, such that for any
ε, L > 0 with ε < cL,
C1Nop(U , ε, L) ≤ NL2(U , ε, L) ≤ C2Nop(U , ε, L)
Proof. We denote n = dim(F ). Propositions 3 and 4, Remark
3, and Theorem 2 show that:
NL2(U , ε, L) ≤ Nop
(
U , ε
2
)
≤ Nd
(
U , ε/2
2L+ ε/2
)
≤
N‖·‖
(
U , mε/2
2L+ ε/2
)
≤ D2
(
4 +
ε
L
)n( L
mε
)n
≤ K2
(
L
ε
)n
where D2 > 0 is the constant in Proposition 4, m =
minu∈U ‖u‖, and K2 = D2
(
4+c
m
)n
> 0 is a constant de-
pending only on U . Similarly, one can use Propositions 3 and
4, and Theorem 1 to prove that NL2(U , ε, L) ≥ K1 (L/ε)n
when K1 is a constant depending only on U and c. Thus,
Remark 3 implies that:
K1
(
L
ε
)n
≤ NL2(U , ε, L) ≤ Nop
(
U , ε
2
, L
)
≤ 2nK2
(
L
ε
)n
.
Taking C1 = K1K2 and C2 = 4
nK1
K2
completes the proof.
Remark 6. Proposition 4 assumes the set U is contained in
some finite-dimensional subspace of L2. One can ask what
happens when U is not contained in a finite-dimensional sub-
space. Given δ > 0, we will say that U is δ-finite dimensional
if there exists a finite dimensional subspace Fδ such that U is
contained in an δ-neighborhood of Fδ . It is straightforward
to prove that if U is covered by B‖·‖,x1,δ, · · · ,B‖·‖,xN ,δ , then
it is contained in an δ-neighborhood of the finite-dimensional
space F = span{x1, · · · , xN}. Thus, if N‖·‖(U , δ) is finite
then U is δ-finite dimensional. In that case, one can prove
Proposition 4 still holds, where F is replaced with Fδ .
Otherwise, N‖·‖(U , δ) = ∞, so no algorithm can solve the
L2-estimation nor the norm-approximation problems with high
precision (due to Propositions 3 and 4 and Theorems 1, 2).
VI. CONCLUSIONS AND OUTLOOK
In this paper, we study the number of samples needed to give
an overestimate of the L2-gain of some unknown operator H ,
or to give an approximation to H in the operator norm. These
are known as the sample complexities for the said problems.
We used the notion of cover indices, and namely the cover
index for the projective distance, to give a bound on the sample
complexity of overestimating the L2-gain of the operator H ,
and of giving an approximation for H in the operator norm.
We then studied the asymptotics of the cover index for the
projective distance using the cover index for the norm-induced
metric, which resulted in a bound on the studied sample com-
plexities, showing that the number of samples needed to give
an ε-close upper bound on the L2-gain of the operator H is
roughly the same as the number of samples needed to give an
ε-close approximation for the operator H in the operator norm,
which intuitively should required more data. We do not claim
that approximation of the nonlinear operator H directly gives
rise to a control law, as it will usually be too complex to work
with directly, unless one uses a small-gain approach. However,
the results show that even though data-driven methods need
not learn a model for the system, they cannot avoid using
at least the same amount of data. Future research on this
problem can try and extend these results in three different
ways - switch the L2-gain with shortage of passivity and cone
constraints, change the sampling model to include noise and
disturbances, or to a one in which we cannot choose the input
(corresponding to a machine-learning scheme), or consider
specific systems instead of general Lipschitz operators, e.g.
bi-linear, polynomial, or trigonometric systems.
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