Abstract-Dynamic (4D) CT imaging is used in a variety of applications, but the two major drawbacks of the technique are its increased radiation dose and longer reconstruction time. Here we present a statistical analysis of our previously proposed Mixed Confidence Estimation (MCE) method that addresses both these issues. This method, where framed iterative reconstruction is only performed on the dynamic regions of each frame while static regions are fixed across frames to a composite image, was proposed to reduce computation time. In this work, we generalize the previous method to describe any application where a portion of the image is known with higher confidence (static, composite, lower-frequency content, etc.) and a portion of the image is known with lower confidence (dynamic, targeted, etc). We show that by splitting the image space into higher and lower confidence components, MCE can lower the estimator variance in both regions compared to conventional reconstruction. We present a theoretical argument for this reduction in estimator variance and verify this argument with proof-of-principle simulations. We also propose a fast approximation of the variance of images reconstructed with MCE and confirm that this approximation is accurate compared to analytic calculations of and multi-realization image variance. This MCE method requires less computation time and provides reduced image variance for imaging scenarios where portions of the image are known with more certainty than others allowing for potentially reduced radiation dose and/or improved dynamic imaging.
acquisitions [4] [5] [6] . A primary challenge for iterative methods in the context of 4D CT is the computation demand of reconstructing multiple high-voxel density image volumes from large 4D projection data sets. This work presents a technique that allows for reduced computation, and we demonstrate that it additionally offers improved performance compared to conventional frame-by-frame reconstruction.
Some specific CT imaging applications can have the property that certain regions in the image are known with more confidence than other regions. This is often the case in temporal acquisitions where specific regions of the field of view may be unchanging over time, allowing for information averaging across time. For example, in cardiac gated acquisitions, large regions of the field of view remain essentially static while only the cardiac region experiences temporal changes. Likewise, in dynamic contrast enhanced acquisitions, only vascular territories have varying contrast kinetics.
A common technique to suppress noise in dynamic reconstruction is to share information across time. There are numerous approaches designed for 4D imaging that make use of composite information, formed from averaging across time frames. Supanich et al. presented a CT formulation of the highly constrained back projection (HYPR) algorithm [7] , which uses all 4D data to generate a low-noise composite image (with no dynamic information) and a low-resolution time-varying weighting image [8] . The final image is the product of the composite and weight images. This approach uses analytic reconstruction and has no model for noise in the data. Similarly, Hsieh et al. proposed a method that uses fractional scans for the temporal image of interest and completes the missing data with "composite" information from neighboring temporal windows [9] . Finally, Chen et al. used the composite image as a second term in a constrained total variation minimization algorithm in their PICCs algorithm [10] . The initial PICCs method has no explicit model of the noise content in each projection, essentially assuming noise-free data and weighting all projections equally regardless of noise content. This approach was later extended by Lauzier et al. to include a statistical model [11] to incorporate the heteroscedastic statistics of the tomographic problem. In general, these approaches incorporate side-information about the current reconstructed image of interest and are similar in nature to all methods that constrain or regularize the estimated image based on prior images [12] , [13] .
In our previous work [14] , [15] , we proposed the MixedConfidence Estimation (MCE) algorithm as a method to reduce computation time in 4D CT image reconstruction by devoting full computational resources to only the dynamic region of interest. 'Mixed confidence' refers to the fact in some dynamic CT acquisitions, much of the image is truly static throughout data acquisition, leading to highly redundant data. This redundant information about the static portion of an image should enable it to be estimated with higher confidence than the kinetic portion. In short, MCE updates only the time-varying elements of the 4D image sequence, while keeping the static elements constant across time. In other words, the dynamic, lower-confidence image regions are constrained by the static, higher-confidence regions.
This study extends our prior work by presenting an analytic argument, based on an estimator variance analysis [16] , that MCE also lowers variance throughout the image, including the dynamic region of interest. In Section II we introduce the CT image reconstruction problem in a statistical framework and discuss statistical performance of the maximum likelihood estimator (MLE). Section III applies this statistical methodology to our MCE algorithm and derives an expression for it's mean and variance. Section IV validates these results with two simulations studies that demonstrate the performance of MCE under several imaging scenarios.
II. BACKGROUND

A. Static Statistical Model
We adopt a standard quadratic approximation to the static, 2D transmission tomography inverse problem [17] . We wish to estimate the x-ray attenuation coefficients of each pixel in an image,
, from sinogram measurements . Each sinogram bin, , is modeled as an independent Poisson variable whose mean, , is exponentially proportional to the linear attenuation of the intervening material according to Beer's law, (1) where describes the intersection of a particular line integral, , with the body and is the initial x-ray flux. Combining (1) with a Poisson log-likelihood function for yields a conventional pre-log Poisson model for CT measurements,
Maximizing (2) as a function of yields the pre-log maximum likelihood reconstruction. In current practice, the computation time required to maximize this function generally makes it infeasible. Alternatively, it is common to simplify (2) by taking a second order Taylor series expansion of the Poisson likelihood function [17] , in which case the problem is approximated as, (3) where is the post-log sinogram, is the forward tomographic model, and . The maximum likelihood estimator can be written explicitly as the weighted least squares solution,
The properties of (4) are very well understood. For one, because of its simple, linear form iterative solvers for (4) converge much faster than for the solution to (2) . One can also show that is the minimum variance unbiased estimator for (3), and is itself a Gaussian random variable with, (5) (6) In practice the optimal data weights, , are unknown and are typically approximated with the plug-in estimate, the measured sinogram . While this will add some small additional variance not captured in (6), its contribution is generally ignored. Interestingly, (6) can also be derived as a variance approximation to the pre-log reconstruction problem of (2) using a first-order Taylor expansion of the Poisson likelihood function and chain rule [16] .
If we choose to add a quadratic prior term, , such as the standard Markov random field penalty [17] , to control noise, the solution becomes, (7) where describes the prior term (specifically ). In this case, the reconstruction statistics are,
In the following introduction to a fast variance approximation, the approach could apply to estimators with spatially invariant quadratic penalties without any major changes. We will not present the derivation with a penalty term for simplicity of presentation and because these approaches for PET [18] and fan-beam CT [19] have been presented. The following fast variance approach will be applied in Section III-C to the mixed confidence problem.
B. Fast Variance Approximation
While (6) and (9) give a simple expression for estimator variance, calculating explicitly requires inverting an matrix ( in the non-prior case), which is intractable in practice given the size of CT images. However fast techniques have been developed to approximately calculate based on the assumption that is approximately a locally shift-invariant operator [18] [19] [20] . The motivation for these methods lies in the fact that, if is truly shift-invariant (i.e., a block-circulant matrix), it can be diagonalized quickly with a Fourier transform. Specifically, suppose is circularly shift-invariant (i.e., a circulant matrix). Then the matrix-vector product encodes a 1D circular convolution between and , the first column of . It can be shown that [21] , (10) where is the orthonormal DFT matrix (that is, returns the -point discrete Fourier transform of ). This 1D example extends to block-circulant matrices where and are the Kronecker form of the 2D or 3D Fourier Transform and its inverse, respectively. Therefore, again assuming shift-invariance of ,
where converts a size kernel into it's circulant matrix form. Here, the matrix inversion computation time is reduced to essentially two DFTs.
This interpretation of encourages us to think of each column, , as a convolution kernel associated with the th pixel in the image. Since (in the unregluarized case), this kernel describes how statistical certainty spreads within a pixel neighborhood. In CT, the kernel often has a circularly symmetric, shape due to the geometry of the Radon transform [22] . If is shift-invariant, each kernel is simply a shifted copy of the last. However in reality is not shift-invariant, most significantly due to the highly non-uniform weight matrix, [22] . In other words, the kernels vary significantly across the image to reflect the changing local certainty in the data. For example, photon-starved measurements carry little statistical weight, and so create weak kernel "strength" along their line integral. This leads to asymmetric, hourglass-shaped kernels orientated perpendicular to photon starved line integrals. This phenomenon is clearly spatially-variant. We therefore make a standard assumption that the data weights are slowly varying, so that is locally shift-invariant, to make (12) useful. In other words, is approximately equivalent to a shifted copy of for , a local region of pixel . For , the th component of , . In this case we can approximate each column of the covariance matrix by, (13) In practice, we must modify slightly before (13) . To ensure local stationarity is valid, we place a Gaussian window on each before computing (in this work, we use a 2D Gaussian window with standard deviation equal to ). Also, since must be a positive semi-definite matrix, we would like our local approximation to be so as well. We therefore follow the procedure of [18] to ensure that the Fourier transform is real and positive. In brief, to compute the th column of for an voxel image, we shift the image to have the th voxel in the center at . Then, we introduce the symmetry: and apply the Gaussian window. After this step, we take the 2-D FFT of the resulting symmetric image and truncate negative values to zero.
III. METHODS
A. MCE Statistical Model
Returning to the imaging model, we now extend the static problem described in (4) is constant across all frames, and constant only across frame . This assumption allows us to factor the posterior distribution as, (15) (16) The first term in (16) is the conditional of (3), and so is itself a multivariate Gaussian variable. The second term is a marginal of the composite image, which is Gaussian distributed if the composite is Gaussian distributed. Although this may not be true for arbitrary composite images, we restrict the composite image to unbiased linear estimators of (3), which we call with covariance . Thus, if:
where (17a) come directly from the marginal distribution and (17b) to (17d) from the conditional distribution of a multivariate Gaussian. Notice that (17b) depends on only linearly through its mean via (17c). This ensures that the product of (17a) and (17b) is also Gaussian, parameterized by
Equation (18) is the expression for the statistical performance of our Mixed Confidence estimator, and is the main theoretical result of this paper. Notice that is an unbiased estimate, as might be expected (this, however, would not be true if we included a prior term). Next we compare the MCE covariance with (14) . The static pixel variance under MCE is simply
. A reasonable choice for the composite image would be the average of each frame estimate, , in which case . Finally, we note that the dynamic pixel variance (lower right term of (18b)), is the sum of two terms; , and a correction factor, , where, In our application, we choose a composite image such that the covariance of the static region of the composite image, is less than or equal to the covariance of the static region of a single frame estimate,
. Therefore, and the covariance of the dynamic portion of the MCE estimate (lower right term of (18b)) is less than or equal to the covariance of the dynamic portion of a conventional single frame estimate, . To better understand (18b), consider two cases; case 1: and case 2:
. In the first case, the full dataset provides perfect information about , and the covariance of the dynamic portion of the image (lower right quadrant of (18b)) reduces to the conditional covariance , which is guaranteed to be smaller than . In the second case, the covariance of the static portion of the composite image equals the covariance of the static portion of a single frame; i.e., the composite image did not improve the estimate of . Then , and the covariance is simply . In practice, we expect to lie somewhere in between these two bounds; the composite provides some extra, but not perfect, information about , which helps lower the covariance of both dynamic and static pixel estimates.
B. Implementation of MCE
MCE applied to dynamic CT data comprises the following general steps (specific details and variants will be discussed in Section IV): 1) Classify each image element as either static or dynamic across frames. 2) Form a low-noise, low-temporal resolution "composite image" from the entire data set to initialize all frames. 3) Reconstruct each frame, updating only the dynamic pixels. Previous work on MCE [14] suggests practical ways to classify the image elements as static or dynamic. For example, a variance image could be computed across frames and image elements with variance below a certain threshold could be deemed static and those above the threshold could be deemed dynamic. Alternatively, in certain applications, it is known a priori which regions of the image will change across time. For example, in dynamic contrast enhanced cardiac imaging, the heart region has rapidly changing contrast across frames and the extra-cardiac region is relatively constant; These regions could be classified as dynamic and static respectively.
In our application, we reconstruct a composite image from the average of the post-log sinograms across frames, . This provides a reconstruction of the static component, , and a reasonable initial image for the dynamic component, . Finally, for each frame, a convergent iterative reconstruction is applied to the dynamic component voxels while the static component is kept constant. The resulting computation reduction scales linearly with the percentage of dynamic pixels, minus the time to form the composite image.
C. Fast Mixed Confidence Variance Estimation
To calculate the variance reduction of mixed confidence estimation for frame we adopt the fast FFT variance approximation technique described above. First, we form each explicitly by forward projecting a shifted 2D impulse function, multiply the resulting sinogram by the measured data weights, , then backproject. We then use the variance approximation method described above to calculate . We repeat the process to form , although it is possible to approximate as either or for simplicity. We could partition these matricies and calculate (18b) directly. However, since the static region is typically large and larger than the dynamic region, inverting is computationally demanding. Instead, we substitute the matrix equality (19) into (18b), where as before. This requires inverting the smaller matrix .
IV. EVALUATION STUDIES
To validate our analysis we conducted two simulation studies comparing MCE to standard framed reconstruction. In this work, all reconstructions were run to convergence defined as having reached image updates with a maximum pixel change of less than epsilon, where epsilon was 1% of the smallest non-zero value in the image.
Proof-of-Concept Simulation
The first study compared our predicted covariance with those measured from simulations of a 20 20 pixel proof-of-concept image, which is shown in the upper left of Figs. 1 and 2 . We used a monoenergetic, distance driven fan-beam CT projector [23] to simulate a 35 detector 38 view sinogram to make explicit computation of the WLS estimate (4) tractable. We added Gaussian noise to the sinogram data according to the approximate signal model in (3). The noise level was chosen to match a "ultra-low" dose flux regime, in which the mean/minimum sinogram bin measurements were 50 and 5 detected photon counts, respectively. While there is no motion in the true image, we nonetheless treat the inner pixels (yellow pixels in Fig. 1, upper  right) as "dynamic", and collected of data. We then estimated the composite image image and framed image using the ML estimator (4) and using the MCE method. The choice of composite image is important, and must balance low-noise and computation time. We estimate using the framed-averaged data set, . When using a prior, the prior strength of the composite, framed, and MCE reconstructions was identical. Therefore while the composite data is less noisy, its statistical weight, relative to regularization, is the same as in framed recon. All reconstruction used the post-log separable quadratic surrogates (SQS) algorithm [24] , and the data weights were drawn from the noiseless, pre-log sinogram so as to conform with (14) . The lower plots of Fig. 1 show an example of both the framed and MCE reconstructions.
We perform data generation and image reconstruction for 1000 independent noise realizations in order to calculate the sample variance of reconstructed images. This sample variance is compared with the the predicted variance map of both framed and MCE recon from (14) and (18), respectively, and the FFT variance approximation of both methods with (12) and (19) .
A. Dynamic Cardiac CT Simulation
In the second study we used a 12 frame dynamic cardiac CT patient perfusion image volume to generate sinogram data. This image volume was acquired from an end-diastolic cardiac gated acquisition across 25 seconds (50 cm transaxial field of view, 512 512 pixel image). These images show the iodine-base contrast agent passing from the right to the left ventricle of the heart, with a small amount of gross body motion. The dynamic region (Fig. 3) was conservatively selected by hand to enclose Fig. 3 . Left: Composite image reconstruction the from dynamic cardiac CT simulation, reconstructed using post-log SQS on the frame-averaged sinogram across all 12 frames of data. Right: Manually selected dynamic region, chosen to cover the full extent of heart motion, presented as a binary mask on the composite image. Fig. 4 . Variance results for the first proof-of-concept simulation study in Fig. 1 . Reconstruction variance images using the framed (left) and MCE (center) methods, and the ratio of MCE to framed (right), calculated three different ways: direct analytic calculation using (14) , sample variance over 1000 noise realizations, and using the FFT approximation method of Section III-C.
the entire heart across all frames. We projected each frame of the image into a 222 detector 246 view sinogram and added pre-log Poisson noise. We again held the minimum pre-log sinogram bin to 5 detected photons. The mean across the entire sinogram was . The post-log SQS algorithm was again used to compute 128 128 reconstructions, but this time the noisy plug-in estimate was used for the weights. To quantify reconstruction image quality, we calculated two metrics: the FFT variance approximation, and the mean squared error (MSE) from a noiseless 128 128 reconstruction using the same algorithm.
V. RESULTS
Proof-of-Concept Simulation Results
The second row of Figs. 1 and 2 show the reconstructed images from conventional framed reconstruction and MCE reconstruction for two different selections of dynamic regions. The variance images for the conventional and MCE reconstructions are presented in Figs. 4 and 5 . These figures show the variance image a) analytically calculated from direct expressions, b) from the sample variance over 1000 noise realizations, and Fig. 2 . Reconstruction variance images using the framed (left) and MCE (center) methods, and the ratio of MCE to framed (right), calculated three different ways: direct analytic calculation using (14) , sample variance over 1000 noise realizations, and using the FFT approximation method of Section III-C. c) from the FFT approximation of Section III-C. Both the analytical expression calculation and the FFT approximation of the magnitude and distribution of the variance matches well with the sample variance over 1000 noise realizations. Fig. 6 presents a profile through the center of the variance images in Fig. 4 . As expected, the composite image has a variance that is times lower than the conventional framed reconstruction. The MCE reconstruction uses the static portion from the composite image (marked as pixels 1-7 and 14-20 in this profile plot), so it has identical values as the composite image in the static region. In the dynamic region, the MCE reconstruction yields a reduction in variance compared to framed reconstruction (central region; pixels 8-13 in profile) in this proof-of-concept example. Fig. 7 shows how these relative variance gains trend as a function of different reconstruction parameters. As the number of frames increases, the top plots shows the framed reconstruction is constant since it doesn't share information across frames, while the composite image shows the typical variance reduction. The MCE variance initially decreases rapidly, then plateaus to the conditional variance, . The size and shape of the dynamic region is also an important factor determining MCE performance. The variance reduction column of Fig. 4 shows that higher performance gains are achieved in those dynamic pixels adjacent to static regions. This is further exemplified in Fig. 5 , in which the dynamic region is replaced with three smaller ROIs, each of which achieve a higher variance reduction. Intuition would suggest that potential MCE variance reduction is inversely proportional to dynamic region size; The middle plot of Fig. 7 demonstrates this by changing the radius of the centered dynamic region of Fig. 1. Finally, Fig. 7 also shows that MCE continues to reduce variance over framed reconstruction even when applied with a moderate strength quadratic MRF prior. Fig. 8 . Image reconstructions using the framed (middle) and MCE (bottom) methods for odd-numbered frames of the dynamic cardiac CT experiment. The normalized mean squared error in the entire dynamic region is shown above each figure. The top row shows the "truth" image of each frame, which is an 128 128 reconstruction from noiseless data. Table I summarizes the variance estimates for the different reconstruction techniques and static regions. This small simulation image allowed direct comparison of a multi-realization estimate of variance ("sample", truth for this study), our proposed expression for the variance in MCE ("analytic", (18b)), and our fast variance calculation using FFT ( (19)). The three columns: Sample, Analytic, FFT, in Table I present these estimates and demonstrate that our proposed expression for variance in MCE is essentially identical to the sample variance. And, this table shows that the fast variance method leads to equally accurate variance estimates supporting this approach as a pragmatic method to potentially estimate noise in resulting MCE images. Fig. 8 shows both framed and MCE image reconstructions of the dynamic phantom experiment. The "truth" images are SQS image reconstruction using noise free data and no data weights. While the MCE images are clearly less noisy in the static region, the visual appearance of the dynamic region of both reconstructions is very similar. To quantify this performance, the Fig. 9 . Two image quality metrics from image reconstructions of the first frame of the dynamic cardiac CT experiment using both framed (top) and MCE (bottom) methods. Left: Error from truth image. In the static region, the MCE image shows boundary errors due to gross patient motion, but an otherwise lower noise level, and slightly lower error in the dynamic region, especially near the static-dynamic boundary. Right: FFT-approximation variance map. normalized image MSE averaged over the dynamic region only is presented above each plot. There is a 10%-30% MSE reduction in the dynamic region using MCE. Fig. 9 shows an image of the first frame MSE and FFT variance approximation for both reconstructions, and Fig. 10 shows a profile through the variance approximation. Table II quantifies the framed-averaged performance. The mean squared error (MSE) image shows a bias in the static region of MCE due to patient motion which is not present in the framed images. However, visual assessment and MSE suggest that this error does not propagate into the dynamic region.
A. Dynamic Cardiac CT Experimental Results
In this example, the conventional framed reconstruction required 25 iterations to reach convergence for each of the 12 frames. The MCE reconstruction focused on the dynamic region that was 15% of the area of the full field of view. The MCE updates of the dynamic region required 15 iterations Fig. 10 . Profile through the variance images in Fig. 9 showing the improved variance performance of MCE, particularly near the static-dynamic boundary. to reach convergence for each frame and the total computation time was 12% of the framed reconstruction time. In our non-optimized implementation on a multi-core Linux system, the MCE reconstruction completed in 6 minutes and the framed reconstruction completed in 50 minutes.
VI. DISCUSSION
We show through statistical analysis and simulation that MCE leverages the inherent redundancy of dynamic data such that both computation time and image noise, which can be traded for reduced radiation dose, grow sub-linearly with the number of frames. MCE significantly decreases the size of the estimation problem in each frame, by a factors of 2-20, depending on the dynamics being imaged. This leads to an equivalent decrease in the projector operation complexity, the main bottleneck in all statistical reconstruction algorithms. For most applications, these computational savings easily offset the additional cost of computing the composite image. Also, for a fixed optimization algorithm, fewer unknowns generally require fewer iterations to converge, further reducing computation time. Previous work [14] showed two applications, retrospective gated CT angiography and dynamic perfusion CT, in which MCE provided similar image quality to conventional maximum likelihood reconstruction with dynamic pixels, and therefore compute time.
Beyond computational considerations, exploiting the redundancy of dynamic data using MCE reduces noise throughout the image in both the static and dynamic regions. This noise reduction was shown to be theoretically unbiased by analyzing the underlying statistical assumptions of the MCE model using the standard Gaussian noise model approximation to post-log CT noise. Likewise, many optimization algorithms have been proposed to solve the quadratic post-log reconstruction problem [17] , [24] and MCE and the variance reduction analysis presented here would pertain to all such methods as long as they are run to convergence. In summary, in most 4D applications, the primary goal is to generate high-quality images in the dynamic regions; MCE offers an approach that is computationally faster and has reduced variance in dynamic regions compared to conventional frame-by-frame reconstruction. Fig. 7 presents anticipated trends that the variance reduction with MCE compared to framed reconstruction is diminished when the total number of frames is smaller, when the portion of dynamic pixels compared to static pixels increases, and as the penalty strength increases. The last row of Fig. 7 shows the general trend of variance with increasing quadratic penalty strength. This comparison is limited in that we used a fixed prior strength across all methods even though the relative weighting of the data fidelity term and penalty term has different values for each method (there is a different number and magnitude of data elements and image elements between composite, framed, and the MCE method). A thorough performance comparison for different penalty terms would require a more thorough analysis. This does show the expected trend that in the limit as the penalty strength approaches infinity, the variance reduction of MCE compared to framed reconstruction become smaller.
We used a small Monte Carlo simulation to show the the amount of MCE variance suppression depends on the size and shape of the dynamic region, the number of temporal frames, and strength of regularization (Fig. 7) . The effects on these factors generally follow the intuitive trend that information sharing across the CT image is generally localized due to the nature of the Radon transform and that a higher confidence static region can propagate noise reduction only up to the intrinsic, conditional covariance limit. In other words, where the covariance between the static and dynamic regions, , is large, the variance reduction is greater; This leads to more relative variance reduction along the boundaries of the dynamic region.
We also measured the performance of MCE in terms of mean square error and variance reduction in a patient-derived dynamic contrast enhanced cardiac CT simulation. While noise reduction of MCE is only visually appreciable in the static region, the variance estimates demonstrate an approximately 5% reduction in variance and 20% reduction in MSE on average across the dynamic region in this scenario. The clinical significance of this reduction will depend on the clinical task and in most cases this minor reduction will likely not provide substantial performance gains. That said, the benefit of less computation remains and would allow for faster image generation and the potential to devote the saved computation to more physically realistic system models or objective functions [25] , [26] . This approach might have clinical value in dynamic CT perfusion studies where A) computation is challenging due to large data set sizes from multiple frames, B) noise is a issue due to the need for low-dose multi-frame acquisitions, and C) quantitative accuracy and precision are critical for kinetic model analysis [27] , [28] .
The use of the fast-variance approximation, along with demonstrating the value of the MCE algorithm, could be used in dynamic data processing as weighting terms for kinetic model fitting [29] . Nonetheless, the FFT variance approximation depends strongly on the local space-invariance assumption, which is not equally valid across the entire image. For example, since the DFT is inherently circular, local stationarity is a poor approximation at the periphery of the image. Also any location where is quickly varying, such as on the boundary of dense regions, will lead to poorer variance estimation with this approximation.
The MCE algorithm was applied here in a relatively simple approach that fixes pixel values in a high-confidence regions and updates only the lower-confidence regions. This algorithm could be extended to other applications with multiple, varying degrees of confidence (not just binary high and low). For example, a cardiac gated and dynamic-contrast CT acquisition could have image regions a) shared across all gates and frames (high confidence); b) shared only across dynamic frames (several degrees of medium confidence); and c) unique to all gates and frames (low confidence). In this application, the higher-confidence regions could be applied with varying strength to constrain the lower-confidence regions. The argument presented in our work for reduced variance in the lower-confidence regions would be applicable to these expanded applications.
VII. CONCLUSION
We have presented an iterative method for reconstructing dynamic CT images that reduces both computation time and image noise throughout the image over conventional, frame-by-frame reconstruction. These benefits are achieved by segmenting the image into distinct regions that can be estimated with varying levels of statistical confidence. Reconstructing each confidence region separately allows us to exploit the inherent redundancy in dynamic CT by sharing information across frames. This sharing is done in a simple, efficient manner that reduces computation time that scales with the size of the dynamic region. We developed a fast variance approximation for the MCE problem and demonstrated through simulation studies that this approximation is accurate compared to analytic expressions for variance and multi-realization sample variance.The MCE method leads to a reduction in variance in the dynamic region on the order of 1-20% depending on the size and shape of the dynamic region. The MCE method could be used to provide faster iterative image reconstruction of dynamic data with better noise performance in the kinetic region of interest compared to conventional frame-by-frame reconstruction allowing for improved dynamic imaging and radiation dose reduction.
