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half-space ⎧⎨⎩u = 0, in R
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∂u
∂n
+ λg(x)u = f (u), on ∂RN+1+ ,
where λ is a positive parameter and the nonlinear term f is
superlinear at zero and asymptotically linear at inﬁnity.
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1. Introduction
In this paper we consider the following boundary value problem in the half-space⎧⎨⎩u = 0, in R
N+1+ ,
∂u
∂n
+ λg(x)u = f (u), on ∂RN+1+ ∼= RN ,
(P)
where λ is a positive parameter and
RN+1+ =
{
x ∈ RN+1 ∣∣ x= (x1, x2, . . . , xn, xn+1), xn+1 > 0}.
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2100 X. Liu, J. Liu / J. Differential Equations 250 (2011) 2099–2142In order to give the weak form of the problem (P), we deﬁne an appropriate working space. We
denote by C∞0 (R
N+1+ ) the space of all smooth functions on RN+1+ with bounded support sets. Deﬁne
the norm
‖u‖ =
( ∫
RN+1+
|∇u|2 dx+
∫
∂RN+1+
u2 dx
)1/2
,
where x = (x1, x2, . . . , xn, xn+1). The completion of the space C∞0 (RN+1+ ) with the above norm is de-
noted by W . The weak form of the problem (P) is as follows. We are looking for u ∈ W such that∫
RN+1+
∇u∇ϕ dx+ λ
∫
∂RN+1+
g(x)uϕ dx=
∫
∂RN+1+
f (u)ϕ dx, for all ϕ ∈ W .
In the following of this paper, solutions of the problem (P) always mean weak solutions.
We assume that
(g1) g ∈ L∞(RN ), 0 g  1 and lim|x|→∞ g(x) = 1.
( f1) f ∈ C(R,R).
( f2) There exists α ∈ (0,∞) such that lim|t|→∞ f (t)/t = α.
( f3) lim|t|→0 f (t)/t = 0.
( f4) f (t)/t is increasing in t  0 and decreasing in t  0.
The problem (P) has a variational structure given by the functional
I(u) = 1
2
∫
RN+1+
|∇u|2 dx+ 1
2
λ
∫
∂RN+1+
g(x)u2 dx−
∫
∂RN+1+
F (u)dx,
where F (t) = ∫ t0 f (τ )dτ .
For a harmonic function u, by Green’s formula,∫
RN+1+
|∇u|2 dx=
∫
∂RN+1+
∂nu · u dx−
∫
RN+1+
u · u dx=
∫
∂RN+1+
∂nu · u dx.
Hence, the functional I is reduced to a functional of functions deﬁned on the boundary ∂RN+1+ = RN :
I(u) = 1
2
∫
RN
∂nu · u dx+ 1
2
λ
∫
RN
g(x)u2 dx−
∫
RN
F (u)dx.
Here the map u 	→ ∂nu is the so-called Hilbert transformation, see [1]. Let u˜ be the Fourier transfor-
mation of u:
u˜(ξ) = 1
(2π)N/2
∫
RN
e−ixξu(x)dx,
then
∂˜nu(ξ) = |ξ |u˜(ξ)
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RN
∂nu · u dx=
∫
RN
|ξ | ∣∣u˜(ξ)∣∣2 dξ.
The functional I is deﬁned on the Sobolev space H1/2(RN ), which is equipped with the norm
‖u‖2 =
∫
RN
∂nu · u dx+
∫
RN
u2 dx
=
∫
RN
|ξ |∣∣u˜(ξ)∣∣2 dξ + ∫
RN
u2 dx
=
∫
RN
(
1+ |ξ |)∣∣u˜(ξ)∣∣2 dξ.
Let
‖u‖2λ =
∫
RN
∂nu · u dx+ λ
∫
RN
g(x)u2 dx,
by the condition (g1), ‖ · ‖λ is equivalent to the norm ‖ · ‖. According to the Sobolev embedding
theorem, we know that H1/2(RN ) is continuously embedded to L2N/(N−1)(RN ) and locally compactly
imbedded to Lp(RN ) for 2 p < 2N/(N − 1). Any critical point u ∈ H1/2(RN ) of I satisﬁes∫
RN
∂nu · ϕ dx+ λ
∫
RN
g(x)uϕ dx=
∫
RN
f (u)ϕ dx, for ϕ ∈ H1/2(RN)
and the harmonic extension of u is a weak solution of the problem (P). If there is no confusion, we
use u to denote both a function u deﬁned on RN and its harmonic extension in RN+1+ .
To state our main results, let us deﬁne the Rayleigh quotient:
Q (u) = ‖u‖2λ/|u|22
and
α1 = inf
u∈H1/2(RN )\{0}
Q (u),
α2 = inf
φ∈Σ supt∈S1
Q
(
φ(t)
)
,
where
Σ = {φ ∣∣ φ ∈ C(S1, H1/2(RN)\{0}), φ(−t) = −φ(t)}.
Here and in the following we use | · |p to denote the norm in the space Lp(RN ). Let us use
σ(−∂/∂n − λg) to denote the point spectrum of the operator −∂/∂n− λg .
Here is our main results.
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positive solution u ∈ W and a (strictly) negative solution u ∈ W .
Theorem 1.2. Assume that (g1), ( f1)–( f4) and the condition (g2),
(g2) lim|x|→∞ |x|ε(1− g(x)) > 0 for all ε > 0.
Suppose that α > α2 and α /∈ σ(−∂/∂n−λg), then the problem (P) has a sign-changing solution (besides the
positive one and the negative one).
The Laplace equation in the whole space RN has been studied extensively, see, for example, [2–9].
In recent years the existence and multiplicity of the Laplace equation in the half-space RN+ have been
gained much interest, see [10–12,14]. For example in [12], the authors proved that under suitable
conditions on Q and f , there exists a constant λ∗ > 0 such that the equation −u + u = Q (x) f (u)
in RN+ with the boundary condition u(y,0) = λg(y) has at least two positive solutions if λ ∈ (0, λ∗),
a unique positive solution if λ = λ∗ and no positive solution if λ > λ∗ . The problem of [12] comes
from the work by Esteban–Lions [13]. In [14], the authors studied the problem (P) assuming that
g(x) = 1 and f (u) = |u|p−2u with 2 < p < 2(N − 1)/(N − 2). They proved that the existence of pos-
itive solutions of the problem (P). This problem comes from the equation u = 0 in Ωε with the
nonlinear boundary condition ∂u/∂η = |u|p−2u − u on ∂Ωε , where η is the unit outer normal to
∂Ωε , ε > 0 is a parameter, Ωε = {ε−1z: z ∈ Ω} and Ω is a bounded domain in RN with smooth
boundary ∂Ω . This Laplace equation in Ωε is related to the steady state of a parabolic problem in-
troduced in [15]. If we stand at a point on the boundary ∂Ω and take ε → 0, then the domain
Ωε becomes a half-space which, after a convenient rotation and translation, may be assumed to
be RN+ . Hence, it is interesting to study the existence of the solutions of the problem (P) in the
half-space RN+1+ . We consider the problem (P) assuming that g(x) 
≡ 1 and f is a more general
function.
If ( f1)–( f4) hold, we proved the existence of a sign-changing solution (besides the positive one
and the negative one) for the Schrödinger equation −u + λg(x)u = f (u) in the whole space RN ,
λ is a positive parameter, g(x) represents a potential well, see our recent work [16]. In this pa-
per we mainly study the existence of sign-changing solutions of the problem u = 0 in the half-
space RN+1+ with nonlinear boundary condition ∂u/∂n + λg(x)u = f (u) on ∂RN+1+ . As for the exis-
tence of sign-changing solutions, the method of invariant sets will be used, which was introduced
in [17]. Here, the diﬃculty of these equations arises from the so-called losses of compactness,
i.e., the functionals which these equations correspond to do not satisfy the (PS) condition. We use
the Concentration-Compactness principle to verify the (PS) condition. To our knowledge few seems
to be known on the existence of sign-changing solutions of the problem (P), in contrast to the
achievements in the whole space RN . Specially, we discuss the eigenvalue problem in the half-space
RN+1+ .
The paper is organized as follows. In Section 2 we consider the eigenvalue problem in the half-
space. In Section 3 we consider the limit problem associated to the problem (P). In Section 4 and
Section 5, we prove the existence of positive solutions and sign-changing solutions of the problem (P),
respectively.
Now we list some preliminaries and notations we will use later. Recall that a functional I de-
ﬁned on a Banach space X is said to satisfy the Palais–Smale condition (the (PS) condition for short)
if any sequence {un} ⊂ X satisfying |I(un)|  c and I ′(un) → 0 as n → ∞ possesses a convergent
subsequence. I is said to satisfy the (Cerami)c condition if any sequence {un} ⊂ X with I(un) → c,
(1+ ‖un‖)‖I ′(un)‖ → 0 possesses a convergent subsequence.
Throughout this paper, → and ⇀ denote the strong convergence and the weak convergence, re-
spectively. BR denotes the ball in RN centered at zero with radius R . | · |q denotes the standard
norm in Lq(RN ) for 1  q  +∞. We use 〈u, v〉 = ∫RN (∂nu · v + λg(x)uv)dx as the inner product
in the Hilbert space X with the induced norm ‖u‖λ = √〈u,u〉. (Clearly ‖u‖λ is equivalent to the
norm ‖u‖ = (∫RN (∂nu · u + u2)dx)1/2 by (g1)). C, c, c0, c1, c2, . . . denote (possibly different) positive
constants.
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In this section we consider the following eigenvalue problem⎧⎨⎩u = 0, in R
N+1+ ,
∂u
∂n
+ λg(x)u = αu, on ∂RN+1+ ∼= RN .
Its energy functional is deﬁned on H1/2(RN ) by
Φ(u) =
∫
RN
∂nu · u dx+ λ
∫
RN
g(x)u2 dx.
We have deﬁned the quantity α1, in the following proposition we collect the properties related to α1.
Proposition 2.1. Deﬁne
α1 = inf
{
Φ(u): u ∈ H1/2(RN) and |u|2 = 1}.
Then
(1) α1  λ.
(2) If α1 is assumed, then it is a simple eigenvalue. Moreover there is a strictly positive eigenfunction corre-
sponding to α1 .
(3) If α1 < λ, then it is assumed.
(4) Deﬁne
Γ1 = inf
{ ∫
RN
∂nu · u dx
∣∣∣ ∫
RN
(
1− g(x))u2 dx= 1}.
If λ > Γ1 , then α1 < λ.
(5) Any eigenfunctions corresponding to an eigenvalue other than α1 is sign-changing.
Proof. (1) Take a function u ∈ H1/2(RN ) with ∫RN u2 dx= 1. Set ut(x) = tN/2u(tx). We have∫
RN
∣∣ut(x)∣∣2 dx= ∫
RN
tN
∣∣u(tx)∣∣2 dx= ∫
RN
∣∣u(x)∣∣2 dx
and ∫
RN
∂nut · ut dx=
∫
RN+1+
∣∣∇ut(x)∣∣2 dx
=
∫
RN+1+
∣∣tN/2t∇u(tx)∣∣2 dx
= t
∫
RN+1
∣∣∇u(x)∣∣2 dx→ 0 as t → 0.
+
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RN
g(x)
∣∣ut(x)∣∣2 dx= ∫
RN
g(x)tN
∣∣u(x)∣∣2 dx
=
∫
RN
g
(
x
t
)∣∣u(x)∣∣2 dx
→
∫
RN
∣∣u(x)∣∣2 dx= 1 as t → 0.
Hence Φ(ut) → λ as t → 0 and α1  limt→0 Φ(ut) = λ.
(2) If α1 is assumed, then, as a Lagrange multiplier α1 is an eigenvalue. The simplicity and the
existence of positive eigenfunction can be proved as for the eigenvalue problem in a bounded domain.
(3) Let {uk} ⊂ H1/2(RN ) be a minimizing sequence,
∫
RN u
2
k dx= 1 and
lim
k→∞
Φ(uk) = α1 < λ.
Without loss of generality we assume that uk  0 and for some u ∈ H1/2(RN ),
uk ⇀ u in H
1/2(RN),
uk → u in Lploc
(
RN
)
, 2 p < 2N
N − 1 ,
uk(x) → u(x) for a.e. x in RN .
By the condition (g1), we have
lim
k→∞
∫
RN
(
1− g(x))u2k dx= ∫
RN
(
1− g(x))u2 dx.
Thus
α1 = lim
k→∞
( ∫
RN
∂nuk · uk dx+ λ
∫
RN
g(x)u2k dx
)
= lim
k→∞
( ∫
RN
∂nuk · uk dx+ λ − λ
∫
RN
(
1− g(x))u2k dx)

∫
RN
∂nu · u dx+ λ − λ
∫
RN
(
1− g(x))u2 dx
=
∫
RN
∂nu · u dx+ λ
∫
RN
g(x)u2 dx+ λ
(
1−
∫
RN
u2 dx
)
 α1
∫
N
u2 dx+ λ
(
1−
∫
N
u2 dx
)
.R R
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∫
RN u
2 dx 1. Note that∫
RN
u2 dx lim
k→∞
∫
RN
u2k dx= 1.
Hence
∫
RN u
2 dx= 1 and
α1 =
∫
RN
∂nu · u dx+ λ
∫
RN
g(x)u2 dx.
The function u  0 satisﬁes ⎧⎨⎩u = 0, in R
N+1+ ,
∂u
∂n
+ λg(x)u = α1u on ∂RN+1+ .
Next, we will prove that u > 0 on RN+1+ , especially u > 0 on ∂RN+1+ . Since u is a harmonic function, by
the maximum principle of harmonic functions, we know that u > 0 in RN+1+ . Hence u  0 on ∂RN+1+ .
Let x ∈ ∂RN+1+ . If u(x) = 0, then by Hopf’s maximum principle, we have ∂u/∂n < 0, which contradicts
∂u
∂n
+ λg(x)u = α1u.
Hence u > 0 on ∂RN+1+ .
(4) Suppose that λ > Γ1. There exists a function u such that∫
RN
(
1− g(x))u2 dx= 1, ∫
RN
∂nu · u dx =
∫
RN+1+
|∇u|2 dx< λ.
Let uˆ = u/|u|2. Then |uˆ|2 = 1 and
α1 
∫
RN
∂nuˆ · uˆ dx+ λ
∫
RN
g(x)uˆ2 dx
=
∫
RN ∂nu · u dx+ λ
∫
RN g(x)u
2 dx∫
RN u
2 dx
=
∫
RN ∂nu · u dx+ λ
∫
RN u
2 dx− λ∫
RN u
2 dx
< λ.
(5) We use an indirect argument. Let ϕ  0 be an eigenfunction corresponding to an eigenvalue α
other than α1, then∫
N
∂nϕ · ηdx+ λ
∫
N
g(x)ϕηdx= α
∫
N
ϕηdx, ∀η ∈ H1/2(RN).
R R R
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RN+1+
∇ϕ∇ηdx+ λ
∫
∂RN+1+
g(x)ϕηdx= α
∫
∂RN+1+
ϕηdx, (2.1)
for all function η such that η ∈ L2(RN ) and ∇η ∈ L2(RN+1+ ). Take η = ϕ in (2.1), we have α > α1.
Consider the functional
Φ(u) =
∫
RN
∂nu · u dx+ λ
∫
RN
g(x)u2 dx
on the complete space
E =
{
u ∈ L2(RN) ∣∣∣ ∫
RN
u2 dx= 1, u  0
}
.
We know that α1 = infu∈E Φ(u), and Φ : E → R ∪ {+∞} is lower semi-continuous, bounded from
below, and Φ 
≡ +∞. By the Ekeland’s variational principle, for any δ > 0 there exists u ∈ E such that
{
Φ(u)Φ(v) + δ|u − v|2, for all v ∈ E,
α1 Φ(u) α1 + δ. (2.2)
Let η  0, t > 0, vt = (u + t(η − u))/|u + t(η − u)|2. Substitute vt for v in (2.2), and then dividing
(2.2) by t and let t → 0, we arrive at∫
RN
∂nu · (η − u)dx+ λ
∫
RN
g(x)u(η − u)dx β
∫
RN
u(η − u)dx− δ|η − u|2,
where β = Φ(u). Consequently, for the harmonic extension, still denoted by u,∫
RN+1+
∇u∇(η − u)dx+ λ
∫
∂RN+1+
g(x)u(η − u)dx β
∫
∂RN+1+
u(η − u)dx− δ|η − u|2, (2.3)
where η is any function such that η  0, η ∈ L2(RN ) and ∇η ∈ L2(RN+1+ ). Since ϕ is an eigen-
function and satisﬁes the eigenvalue equation, ϕ ∈ L∞(RN+1+ ) by the regularity theory. Moreover
∇ϕ ∈ L2(RN+1+ ). Hence ∇ϕ2 ∈ L2(RN+1+ ). The same is true for the function η = ϕ2/(u + ε1), where
ε1 > 0. We take η as the test function in (2.3), we have
∫
RN+1+
∇u
(
2ϕ∇ϕ
u + ε1 −
ϕ2∇u
(u + ε1)2 − ∇u
)
dx+ λ
∫
∂RN+1+
g(x)u
(
ϕ2
u + ε1 − u
)
dx
 β
∫
∂RN+1
u
(
ϕ2
u + ε1 − u
)
dx− δ
∣∣∣∣ ϕ2u + ε1 − u
∣∣∣∣
2
. (2.4)+
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function of u:
uM = u if u  M and uM = M if u  M,
then we obtain∫
RN+1+
∇ϕ
(
∇ϕ − 2uM∇uM
ϕ + ε2 +
u2M∇ϕ
(ϕ + ε2)2
)
dx+ λ
∫
∂RN+1+
g(x)ϕ
(
ϕ − u
2
M
ϕ + ε2
)
dx
= α
∫
∂RN+1+
ϕ
(
ϕ − u
2
M
ϕ + ε2
)
dx. (2.5)
It follows from (2.4) and (2.5) that
∫
RN+1+
(
|∇ϕ|2 − 2ϕ∇ϕ∇u
u + ε1 +
ϕ2|∇u|2
(u + ε1)2
)
dx+
∫
RN+1+
(
|∇u|2 − 2uM∇uM∇ϕ
ϕ + ε2 +
u2M |∇ϕ|2
(ϕ + ε2)2
)
dx
+ λ
∫
∂RN+1+
g(x)
(
ϕ2 − u
u + ε1ϕ
2 + u2 − ϕ
ϕ + ε2 u
2
M
)
dx

∫
∂RN+1+
(
α − β u
u + ε1
)
ϕ2 dx−
∫
∂RN+1+
(
α
ϕ
ϕ + ε2 u
2
M − βu2
)
dx+ δ
∣∣∣∣ ϕ2u + ε1 − u
∣∣∣∣
2
. (2.6)
The left-hand side of (2.6) is positive. Let ε2 → 0, M → ∞, we have
0
∫
∂RN+1+
(
α − β u
u + ε1
)
ϕ2 dx+ (β − α) + δ
∣∣∣∣ ϕ2u + ε1 − u
∣∣∣∣
2
.
Replace ϕ by εϕ and let ε → 0, by (2.2) we have
0 (β − α) + δ  α1 − α + 2δ.
For δ small enough, we arrive at a contradiction. 
Remark 2.1. If α1 is achieved on an function ϕ , then the proof of (5) will be much easier. Here we
assume that u is an arbitrary eigenfunction corresponding to an eigenvalue α other than α1 and ϕ is
a positive eigenfunction corresponding to the eigenvalue α1, then it is easy to deduce∫
∂RN+1+
uϕ dx= 0.
By (3), ϕ > 0 on ∂RN+1+ , so we know that u must change sign, that is, any eigenfunctions correspond-
ing to an eigenvalue other than α1 is sign-changing.
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α2 = inf
φ∈Σ supt∈[0,2]
Φ
(
φ(t)
)
,
where
Σ =
{
φ
∣∣∣ φ ∈ C([0,2], H1/2(RN)), ∫
RN
φ(t)2 dt = 1; φ(t + 1) = −φ(t), t ∈ [0,1], φ(2) = φ(0)
}
.
Then
(1) α2  λ.
(2) If α2 < λ, then α2 is an eigenvalue.
(3) If λ > Γ2 , then α2 < λ, where
Γ2 = inf
φ∈M supt∈[0,2]
∫
RN
∂nφ(t) · φ(t)dt,
M =
{
φ
∣∣∣ φ ∈ C([0,2], H1/2(RN)), ∫
RN
(
1− g(x))φ(t)2 dx= 1;
φ(t + 1) = −φ(t), t ∈ [0,1], φ(2) = φ(0)
}
.
(4) α2 = α˜2 , where α˜2 is deﬁned as follows
α˜2 = inf
φ∈Σ˜
sup
t∈[0,1]
Φ
(
φ(t)
)
,
Σ˜ =
{
φ
∣∣∣ φ ∈ C([0,1], H1/2(RN)), ∫
RN
φ(t)2 dx= 1; φ(0) ∈ P , φ(1) = −φ(0) ∈ −p
}
,
P = {u ∈ H1/2(RN) ∣∣ u  0}, −P = {u ∈ H1/2(RN) ∣∣ u  0}.
Proof. The proof of (1) and (3) is similar to that of the corresponding results in Proposition 2.1, we
omit it.
(2) By the Ekeland’s variational principle we ﬁnd sequences {uk} ⊂ H1/2(RN ), {μk} ⊂ R such that
∫
RN
∂nuk · ϕ dx+ λ
∫
RN
g(x)ukϕ dx= μk
∫
RN
ukϕ dx+ ‖ϕ‖λo(1), for all ϕ ∈ H1/2
(
RN
)
,
∫
N
u2k dx= 1, μk → α2. (2.7)
R
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= 0,
then u is an eigenfunction corresponding to the eigenvalue α2. Now suppose that u = 0. Then by the
condition (g1),
lim
k→∞
∫
RN
(
1− g(x))u2k dx= ∫
RN
(
1− g(x))u2 dx= 0.
Take ϕ = uk as the test function in (2.7) and let k → ∞, we arrive at a contradiction λ α2.
(4) On one hand, any map φ ∈ Σ˜ can be extended to a map φ˜ ∈ Σ as follows
φ˜(t) =
{
φ(t), 0 t  1,
−φ(t − 1), 1 t  2.
So we have α2  α˜2. On the other hand, for any map φ ∈ Σ , we can construct a map φ˜ ∈ Σ˜ such that
sup
t∈[0,1]
Φ
(
φ˜(t)
)
 sup
t∈[0,2]
Φ
(
φ(t)
)
. (2.8)
If for some t0 ∈ [0,2], say t0 = 0, φ(0) 0, we simply deﬁne
φ˜(t) = φ(t), t ∈ [0,1].
Otherwise for all t ∈ [0,2], φ(t) is a sign-changing function. We use the same denotation φ(t) to
represent the harmonic extension. Let φ+, φ− be the positive and negative parts of φ, respectively.
We can ﬁnd some t0 ∈ [0,2] such that φ = φ(t0) satisﬁes∫
RN+1+
|∇φ+|2 dx+ λ
∫
RN g(x)φ
2+ dx∫
RN φ
2+ dx
=
∫
RN+1+
|∇φ−|2 dx+ λ
∫
RN g(x)φ
2− dx∫
RN φ
2− dx
.
Thus ∫
RN+1+
|∇φ+|2 dx+ λ
∫
RN g(x)φ
2+ dx∫
RN φ
2+ dx
=
∫
RN+1+
|∇φ−|2 dx+ λ
∫
RN g(x)φ
2− dx∫
RN φ
2− dx
=
∫
RN+1+
|∇φ|2 dx+ λ ∫RN g(x)φ2 dx∫
RN φ
2 dx
.
Deﬁne
φ˜(t) = φ+ cosπt + φ− sinπt|φ+ cosπt + φ− sinπt|2 , t ∈ [0,1],
then φ˜ ∈ Σ˜ . Consider the harmonic extension, still denoted by φ˜, then∫
RN
∂nφ˜(t) · φ˜(t)dx+ λ
∫
RN
g(x)φ˜(t)2 dx
=
∫
RN+1
∣∣∇φ˜(t)∣∣2 dx+ λ∫
RN
g(x)φ˜(t)2 dx+
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∫
RN+1+
|∇(φ+ cosπt + φ− sinπt)|2
|φ+ cosπt + φ− sinπt|22
dx+ λ
∫
RN
g(x)
(φ+ cosπt + φ− sinπt)2
|φ+ cosπt + φ− sinπt|22
dx
=
∫
RN+1+
|∇φ|2 dx+ λ ∫RN g(x)φ2 dx∫
RN φ
2 dx
.
Thus φ˜ satisﬁes the inequality (2.8). Hence α˜2  α2. 
Proposition 2.3. There exist no eigenfunctions for the problem
⎧⎨⎩u = 0, in R
N+1+ ,
∂u
∂n
= λu, on ∂RN+1+
(2.9)
such that
∫
RN+1+
|∇u|2 dx< +∞, ∫RN u2 dx< +∞.
Proof. Suppose that there exists a function u satisﬁes (2.9), we have
u(x1, . . . , xn, xn+1) = u(x1, . . . , xn,0) +
xn+1∫
0
∂
∂xn+1
u(x1, . . . , xn, t)dt.
By the Schwarz inequality, we get∫
RN
u2(x1, . . . , xn, xn+1)dx1 · · ·dxn
 c
∫
RN
u2(x1, . . . , xn,0)dx1 · · ·dxn + cxn+1
xn+1∫
0
dt
∫
RN
∣∣∣∣ ∂∂xn+1 u(x1, . . . , xn, t)
∣∣∣∣2 dx1 · · ·dxn
 c
( ∫
RN
u2 dx+
∫
RN+1+
|∇u|2 dx
)
.
Consider the Fourier transformation of u,
u˜(ξ, t) = 1
(2π)N/2
∫
RN
u(x, t)e−ixξ dx,
where ξ ∈ RN , t ∈ [0,∞). Eq. (2.9) can be rewritten as
{
u˜tt − |ξ |2u˜ = 0, t > 0, ξ ∈ RN ,
−u˜t = λu˜, t = 0, ξ ∈ RN .
Let φ(ξ) = u˜(ξ,0), we have |ξ |φ(ξ) = λφ(ξ), ξ ∈ RN , which is impossible. 
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In this section we consider the limit equation⎧⎨⎩u = 0, in R
N+1+ ,
∂u
∂n
+ λu = f (u), on ∂RN+1+ ∼= RN .
(P∞)
The weak form of the problem (P∞) is as follows. We are looking for u ∈ W such that∫
RN+1+
∇u∇ϕ dx+ λ
∫
∂RN+1+
uϕ dx=
∫
∂RN+1+
f (u)ϕ dx, for all ϕ ∈ W .
To convert the problem (P∞) into one on the boundary ∂RN+1+ = RN , we introduce the corresponding
limit functional
J (u) = 1
2
∫
RN
∂nu · u dx+ 1
2
λ
∫
RN
u2 dx−
∫
RN
F (u)dx, u ∈ H1/2(RN),
where F (t) = ∫ t0 f (τ )dτ .
Theorem 3.1. Assume ( f1)–( f4) and (g1) hold.
(1) For α > λ, (P∞) has a strictly positive (negative) solution with the minimal energy among all positive
(negative) solutions.
(2) For α  λ, (P∞) has no non-trivial solutions. For convenience sake we will assume that the least energy
is ∞ in this case.
We only prove the existence of positive solutions. Deﬁne
J+(u) = 1
2
∫
RN
∂nu · u dx+ 1
2
λ
∫
RN
u2 dx−
∫
RN
F+(u)dx,
where F+(t) = F (t), t  0; F+(t) = 0, t  0.
Lemma 3.1. Assume ( f1)–( f3) and (g1) hold, and α > λ. Deﬁne
d∗+ = inf
γ∈Γ supt∈[0,1]
J+
(
γ (t)
)
where
Γ = {γ ∣∣ γ ∈ C([0,1], H1/2(RN)), γ (0) = 0, J+(γ (1))< 0}.
Then d∗+ > 0 and there exists a sequence {un} such that
J+(un) → d∗+,
∥∥ J ′+(un)∥∥(1+ ‖un‖)→ 0.
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∣∣ f+(t)∣∣ ε|t| + cε|t|p−1, for 2< p < 2N
N − 1 . (3.1)
Thus by (3.1), we have
J+(u) = 1
2
∫
RN
∂nu · u dx+ 1
2
λ
∫
RN
u2 dx−
∫
RN
F+(u)dx
 c1‖u‖2 − 1
2
∫
RN
(
εu2 + cε|u|p
)
dx
 c1‖u‖2 − c2ε‖u‖2 − c′ε‖u‖p
 1
2
c1‖u‖2, for ‖u‖ small enough, (3.2)
where c1, c2 are constants.
Take u ∈ H1/2(RN ), u  0, ∫RN u2 dx= 1, ∫RN ∂nu · u dx=m < (α − λ)/2, then by the condition ( f2),
we have
lim
t→∞
J+(tu)
t2
= 1
2
∫
RN
∂nu · u dx+ 1
2
λ
∫
RN
u2 dx− lim
t→∞
∫
RN
F+(tu)
t2
dx
 1
2
∫
RN
∂nu · u dx+ 1
2
λ
∫
RN
u2 dx− 1
2
α
∫
RN
u2 dx
 1
2
(m+ λ − α) < 0.
Hence for t large enough, J+(tu) < 0. We can apply the Mountain Pass Lemma (see [18]) to deduce
the existence of a Cerami sequence at the Mountain Pass level d∗+ , and by (3.2), we have d∗+ > 0, then
there exists a sequence {un} such that
J+(un) → d∗+,
∥∥ J ′+(un)∥∥(1+ ‖un‖)→ 0. 
Lemma 3.2. Assume ( f1)–( f4) and (g1) hold, and α > λ, the sequence {un} obtained in Lemma 3.1 is bounded
in H1/2(RN ).
To prove this lemma, we need the following variant of Concentration-Compactness principle [19]
which was essentially based on [20]. This kind of idea was used in many papers later on, e.g., [6–8],
etc.
Proposition 3.1. (See [19, Lemma 2.1].) Let {ρn} be a sequence in L1(RN ) satisfying:
ρn  0, ∀x ∈ RN , lim
n→∞
∫
RN
ρn dx= η > 0,
where η is ﬁxed. Then there exists a subsequence of {ρn}, still denoted by {ρn}, satisfying one of the following
two possibilities
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∫
BR (y)
ρn dx= 0, for all R > 0.
(ii) (Non-vanishing) There exist ν, R > 0 and {yn} ⊂ RN such that limn→∞
∫
BR (yn)
ρn dx ν > 0.
Similar to [20, Lemma I.1], we have the following Vanishing lemma.
Lemma 3.3. Assume that {un} ⊂ H1/2(RN ) is bounded, and
sup
y∈RN
∫
BR (y)
|un|2 dx→ 0, n → ∞ for some R > 0.
Then un → 0 in Lq(RN ), for q between 2 and 2N/(N − 1).
See Appendix A for the proof of this lemma.
Proof of Lemma 3.2. Let {un} be a Cerami sequence for the functional J+ ,
J+(un) → d∗+,
∥∥ J ′+(un)∥∥(1+ ‖un‖)→ 0.
We use an indirect argument, following the idea of [7]. Suppose that {un} is unbounded. Deﬁne
wn = βun/‖un‖ = βnun , with βn = β/‖un‖ → 0(n → ∞), where the constant β is to be chosen. By
Proposition 3.1 two cases may happen.
(1) (Vanishing) limn→∞ supy∈RN
∫
BR (y)
w2n dx= 0, ∀R > 0.
(2) (Non-vanishing) There exist m, R > 0 and {yn} ⊂ RN such that limn→∞
∫
BR (yn)
w2n dxm > 0.
If Vanishing occurs, then by (3.1) and Lemma 3.3, we have∫
RN
F+(wn)dx → 0 as n → ∞.
Hence
J+(wn) = 1
2
β2 −
∫
RN
F+(wn)dx→ 1
2
β2 as n → ∞. (3.3)
On the other hand, it follows from the condition ( f4) that for any t ∈ [0,1] and s 0,
0 1
2
t2 f+(s)s − F+(ts) 1
2
f+(s)s − F+(s).
Thus
J+(wn) = J+(βnun)
= J+(βnun) − 1
2
β2n
〈
J ′+(un),un
〉+ o(1)
=
∫
N
(
1
2
β2n f+(un)un − F+(βnun)
)
dx+ o(1)R
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∫
RN
(
1
2
f+(un)un − F+(un)
)
dx+ o(1)
= J+(un) − 1
2
〈
J ′+(un),un
〉+ o(1) → d∗+ as n → ∞.
Taking β2/2> d∗+ , we see that this inequality contradicts to (3.3).
Now suppose that Non-vanishing occurs. Since {wn} is Non-vanishing, and the problem (P∞) is
translation invariant, replacing wn by vn(x) = wn(x + yn), we may assume that there exists 0 
≡ v ∈
H1/2(RN ) such that vn ⇀ v 
= 0 in H1/2(RN ), and vn satisﬁes∫
RN
∂nvn · ϕ dx+ λ
∫
RN
vnϕ dx−
∫
RN
f+(u˜n)
u˜n
vnϕ dx= ‖ϕ‖o(1) for all ϕ ∈ H1/2
(
RN
)
, (3.4)
where u˜n = un(x+ yn). We claim that∫
RN
f+(u˜n)
u˜n
vnϕ dx→ α
∫
RN
v+ϕ dx. (3.5)
By the conditions ( f2) and ( f4), f+(t)/t is bounded for all t ∈ R. Denote Ω0 = {x ∈ RN : v(x) = 0},
then vn(x) → v(x) = 0 a.e. x ∈ Ω0, and
f+(u˜n)
u˜n
vn(x) → 0= αv(x) a.e. x ∈ Ω0.
Denote Ω1 = {x ∈ RN : v(x) 
= 0}, then vn(x) → v(x) a.e. x ∈ Ω1, and |u˜n| → ∞ as n → ∞. By ( f2) and
the deﬁnition of f+ ,
f+(u˜n)
u˜n
vn(x) → αv+(x) a.e. x ∈ Ω1.
Therefore,
f+(u˜n)
u˜n
vn(x) → αv(x) a.e. x ∈ RN .
Also since the sequence {( f+(u˜n)/u˜n)vn} is bounded in L2(RN ), thus {( f+(u˜n)/u˜n)vn} ⇀ αv in
L2(RN ). Hence (3.5) holds. Combining (3.4), (3.5) and the weak convergence of {vn} in H1/2(RN ),
we see that v satisﬁes∫
RN
∂nv · ϕ dx+ λ
∫
RN
vϕ dx= α
∫
RN
v+ϕ dx for all ϕ ∈ H1/2
(
RN
)
.
By the maximal principle, we have v > 0 and v satisﬁes⎧⎨⎩v = 0, in R
N+1+ ,
∂v + λv = αv, on ∂RN+1+ .
∂n
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H1/2(RN ), i.e., ‖un‖ → ∞ as n → ∞, then {wn} satisﬁes neither Vanishing nor Non-vanishing, this
leads to a contradiction. Thus the lemma is proved. 
Lemma 3.4. Assume ( f1)–( f3) and (g1) hold, and α > λ, let {un} ⊂ H1/2(RN ) be a bounded Cerami sequence
for J+ at the level d∗+ . Then there exists a subsequence of {un} (still denoted by {un}) such that un ⇀ u in
H1/2(RN ) and J ′(u) = 0.
Proof. Since {un} is bounded in H1/2(RN ), by Proposition 3.1, thus there exists a subsequence (still
denoted by {un}) such that one of the following cases occurs:
(1) (Vanishing) limn→∞ supy∈RN
∫
BR (y)
u2n dx= 0, ∀R > 0.
(2) (Non-vanishing) There exist m, R > 0 and {yn} ⊂ RN such that limn→∞
∫
BR (yn)
u2n dxm > 0.
Now we prove that Vanishing cannot occur. Otherwise, by (3.1) and Lemma 3.3, we get∫
RN
f+(un)un dx→ 0 as n → ∞.
This, together with 〈 J ′+(un),un〉 → 0, we see that ‖un‖ → 0 as n → ∞. This is impossible since
J+(un) → d∗+ > 0 as n → ∞.
Thus {un} is Non-vanishing. Let vn = un(x+ yn), then {vn} is bounded in H1/2(RN ) and
lim
n→∞
∫
BR
v2n dxm > 0.
Passing to a subsequence, we may assume that vn ⇀ v 
= 0 in H1/2(RN ). By J ′+(un) → 0, for all
ϕ ∈ H1/2(RN ), ∫
RN
(∂nvn · ϕ + λvnϕ)dx=
∫
RN
f+(vn)ϕ dx+ ‖ϕ‖o(1). (3.6)
By the conditions ( f1)–( f3), we see that there exists C > 0 such that | f+(u)|  C |u|. Also since
vn → v in L2loc(RN ), by [21, Lemma A.2] we have f+(vn) → f+(v) in L2loc(RN ), thus∫
RN
f+(vn)ϕ dx→
∫
RN
f+(v)ϕ dx, as n → ∞. (3.7)
Combining (3.6), (3.7) and the weak convergence of {vn} in H1/2(RN ), we see that v is a non-trivial
critical point of J+ . Thus by the maximum principle we have v > 0 in RN . Hence v > 0 is a solution
of the problem (P∞), i.e., J ′(u) = 0. 
Proof of Theorem 3.1. (i) It follows from Lemmas 3.1–3.4 that (P∞) has a strictly positive solution. If
u > 0 is a solution of the problem (P∞), then
0= 〈 J ′(u),u〉= ∫
N
(
∂nu · u + λu2
)
dx−
∫
N
f (u)u dx.R R
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J (u) = 1
2
∫
RN
(
∂nu · u + λu2
)
dx−
∫
RN
F (u)dx=
∫
RN
(
1
2
f (u)u − F (u)
)
dx 0.
Set
d+ = inf
{
J (u)
∣∣ u is a positive solution of (P∞)}.
Let {un} be a sequence of positive solutions of the problem (P∞) with J (un) → d+ as n → ∞. Similar
to the argument of Lemma 3.2, we see that {un} is bounded in H1/2(RN ) and {un} is Non-vanishing,
that is, there exist m, R > 0 and {yn} ⊂ RN such that
lim
n→∞
∫
BR (yn)
u2n dxm > 0.
Let vn = un(x + yn), then vn ⇀ v 
= 0 in H1/2(RN ). In a similar way to Lemma 3.4, we have v is a
positive solution of the problem (P∞), and from Fatou’s lemma we get
J (v) = 1
2
∫
RN
(
∂nv · v + λv2
)
dx−
∫
RN
F (v)dx
=
∫
RN
(
1
2
f (v)v − F (v)
)
dx
 lim
n→∞
∫
RN
(
1
2
f (vn)vn − F (vn)
)
dx
= lim
n→∞ J (vn) = limn→∞ J (un) = d+,
which implies that v achieves d+ . Hence (i) is proved.
(ii) Let u be a solution of the problem (P∞), by the conditions ( f3) and ( f4), we get∫
RN
(
∂nu · u + λu2
)
dx=
∫
RN
f (u)u dx α
∫
RN
u2 dx,
thus by λ α we see that u ≡ 0, that is, (P∞) has no non-trivial solutions. For this case we suppose
d+ = ∞. 
Lemma 3.5. Assume ( f1)–( f4) and (g1) hold. Then
(i) d∗+ = d+ , d∗− = d− .
(ii) Suppose that u is a sign-changing solution of the problem (P∞), then J (u) d+ + d−.
Proof. Let u be a least energy positive solution of the problem (P∞), then J (u) = d+ , 〈 J ′(u),u〉 = 0,
and
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dt
J (tu) = t
∫
RN
(
∂nu · u + λu2
)
dx−
∫
RN
f (tu)u dx
=
∫
RN
(
t f (u)u − f (tu)u)dx.
By the condition ( f4), we have d J (tu)/dt  0 for 0 < t  1 and d J (tu)/dt  0 for t  1. Thus J (u) =
supt0 J (tu).
On the other hand, by the conditions ( f3) and ( f4), we get
lim
t→∞
J (tu)
t2
= 1
2
∫
RN
(
∂nu · u + λu2
)
dx− lim
t→∞
∫
RN
F (tu)
t2
= 1
2
∫
RN
(
∂nu · u + λu2
)
dx− 1
2
α
∫
RN
u2 dx
= 1
2
∫
RN
(
f (u)u − αu2)dx< 0.
Thus J (tu) → −∞ as t → ∞. By the deﬁnition of d∗+ , we have d∗+  supt0 J (tu) = d+ . By Theo-
rem 3.1, we have found a positive solution u∗ such that J (u∗)  d∗+ . Hence d+  J (u∗)  d∗+  d+
and d∗+ = d+ . Similarly, we can prove d∗− = d− .
(ii) Suppose that u is a sign-changing solution of the problem (P∞), let u = u+ + u− , where
u+ =max{u,0}, u− =min{u,0}, then we have 〈 J ′(u±),u±〉 = 0. Moreover,
J (u±) = sup
t0
J (tu±) d∗± = d±,
thus J (u) = J (u+) + J (u−) d+ + d−. 
4. Existence of positive solutions of the problem (P)
In this section, we will prove the existence of least energy positive (negative) solutions of the
problem (P). Moreover, we use the Concentration-Compactness principle to analysis the behavior of a
Cerami sequence, which lies in the heart of the proof of the existence of sign-changing solutions of
the problem (P).
The functional I : H1/2(RN ) → R corresponding to the problem (P) is deﬁned by
I(u) = 1
2
∫
RN
(
∂nu · u + λg(x)u2
)
dx−
∫
RN
F (u)dx,
where F (t) = ∫ t0 f (τ )dτ .
Theorem 4.1. Assume ( f1)–( f4) and (g1) hold, and α > α1 . Then the problem (P) has a strictly positive
(negative) with the minimal energy among all positive (negative) solutions. Moreover, if c± is the least energy
of positive (and negative) solutions, then c± < d± .
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I+(u) = 1
2
∫
RN
(
∂nu · u + λg(x)u2
)
dx−
∫
RN
F+(u)dx,
c∗+ = inf
γ∈Γ supt∈[0,1]
I+
(
γ (t)
)
,
where F+(t) = F (t), t  0; F+(t) = 0, t  0, Γ = {γ | γ ∈C([0,1], H1/2(RN )), γ (0) = 0, I+(γ (1)) < 0}.
Lemma 4.1. Assume ( f1)–( f3) and (g1) hold, and α > α1 . Then c∗+ > 0 and there exists a sequence {un} such
that
J+(un) → c∗+,
∥∥ J ′+(un)∥∥(1+ ‖un‖)→ 0.
The proof of this lemma is similar to Lemma 3.1.
Lemma 4.2. Assume ( f1)–( f4) and (g1) hold, and α > α1 , α > λ, the sequence {un} obtained in Lemma 4.1
is bounded in H1/2(RN ).
Proof. Let {un} be a Cerami sequence for the functional I+ ,
I+(un) → c∗+,
∥∥I ′+(un)∥∥(1+ ‖un‖)→ 0.
We use an indirect argument. Suppose that {un} is unbounded. Deﬁne wn = βun/‖un‖ = βnun , with
βn = β/‖un‖ → 0(n → ∞), where the constant β is to be chosen. By the Concentration-Compactness
principle (see Proposition 3.1) two cases may happen.
(1) (Vanishing) limn→∞ supy∈RN
∫
BR (y)
w2n dx= 0, ∀R > 0.
(2) (Non-vanishing) There exist m, R > 0 and {yn} ⊂ RN such that limn→∞
∫
BR (yn)
w2n dxm > 0.
Firstly, similar to Lemma 3.2, we can prove that Vanishing cannot occur.
Next we will prove that Non-vanishing cannot occur.
If {yn} is bounded, then there exists 0 
≡ w ∈ H1/2(RN ) such that wn ⇀ w in H1/2(RN ). For any
ϕ ∈ H1/2(RN ), we have 〈I ′+(un),ϕ〉/‖un‖ = o(1), that is,∫
RN
(
∂nwn · ϕ + λg(x)wnϕ
)
dx=
∫
RN
f+(un)
un
wnϕ dx+ o(1). (4.1)
Similar to the proof of (3.5), we have∫
RN
f+(un)
un
wnϕ dx→ α
∫
RN
w+ϕ dx. (4.2)
Combining (4.1), (4.2) and the weak convergence of {wn} in H1/2(RN ), we see that w satisﬁes∫
N
∂nw · ϕ dx+ λ
∫
N
g(x)wϕ dx= α
∫
N
w+ϕ dx for all ϕ ∈ H1/2
(
RN
)
.R R R
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N+1+ ,
∂w
∂n
+ λg(x)w = αw, on ∂RN+1+ .
Since α > α1, by Proposition 2.1 we arrive at a contradiction.
If {yn} is unbounded, passing to a subsequence we may assume that |yn| → ∞ as n → ∞. For any
ϕ ∈ H1/2(RN ), let ϕn(x) = ϕ(x− yn), then∣∣〈I ′+(un),ϕn〉∣∣ ∥∥I ′+(un)∥∥‖ϕn‖ = ∥∥I ′+(un)∥∥‖ϕ‖ → 0
as n → ∞. Let u˜n = un(x+ yn), w˜n = wn(x+ yn), then∫
RN
(
∂n w˜n · ϕ + λg(x+ yn)w˜nϕ
)
dx=
∫
RN
f+(u˜n)
u˜n
w˜nϕ dx+ o(1). (4.3)
Since
lim
n→∞
∫
BR
w˜2n dx= lim
n→∞
∫
BR (yn)
w2n dxm > 0,
there exists 0 
≡ w˜ ∈ H1/2(RN ) such that w˜n ⇀ w˜ in H1/2(RN ). By the condition (g1), we have∫
RN
g(x+ yn)w˜nϕ dx→
∫
RN
w˜ϕ dx. (4.4)
Similar to the argument of (3.5), we obtain
∫
RN
f+(u˜n)
u˜n
w˜nϕ dx→ α
∫
RN
w˜ϕ dx. (4.5)
Combining (4.3)–(4.5) we see that w˜ satisﬁes∫
RN
∂n w˜ · ϕ dx+ λ
∫
RN
w˜ϕ dx= α
∫
RN
w˜+ϕ dx for all ϕ ∈ H1/2
(
RN
)
.
So, by the maximal principle, we have w˜ > 0 and w˜ satisﬁes
⎧⎨⎩w˜ = 0, in R
N+1+ ,
∂ w˜
∂n
+ λw˜ = αw˜, on ∂RN+1+ .
By Proposition 2.3, we see that this is impossible.
Finally, it follows from the above discussion that {un} is bounded in H1/2(RN ). 
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un → u in Lploc(RN ) (2  p < 2N/(N − 1)). Then there exist sequence {vi}ki=1 ⊂ H1/2(RN ), {yn,i}∞n=1 ⊂ RN
(i = 1,2, . . . ,k) such that v1, v2, . . . , vk are non-trivial solutions of (P∞),
(1) |yn,i | → ∞, |yn,i − yn, j| → ∞ as n → ∞, i 
= j.
(2) limn→∞ ‖un − u −∑ki=1 yn,i ∗ vi‖ = 0.
(3) limn→∞ I(un) = I(u) +∑ki=1 J (vi).
In Appendix A we give a sketch of the proof of this lemma.
Lemma 4.4. Assume ( f1)–( f4) and (g1) hold, let {un} ⊂ H1/2(RN ) be a bounded Cerami sequence for I+ at
the level c∗+ . Suppose that c∗+ < d+ , then there exists a subsequence of {un} (still denoted by {un}) such that
un → u in H1/2(RN ), that is, I+ satisﬁes the (Cerami)c∗+ condition.
Proof. Since {un} is bounded in H1/2(RN ), by Proposition 3.1, thus there exists a subsequence (still
denoted by {un}) such that one of the following cases occurs:
(1) (Vanishing) limn→∞ supy∈RN
∫
BR (y)
u2n dx= 0, ∀R > 0.
(2) (Non-vanishing) There exist m, R > 0 and {yn} ⊂ RN such that limn→∞
∫
BR (yn)
u2n dxm > 0.
Similar to the argument of Lemma 3.4, we see that Vanishing cannot occur.
Next we will prove that Non-vanishing cannot occur if {yn} is unbounded. Let vn = un(x + yn),
then {vn} is bounded in H1/2(RN ), passing to a subsequence we may assume that vn ⇀ v 
= 0 in
H1/2(RN ). Similar to the proof of Lemma 4.2, we see that v is a positive solution of (P∞). Thus by
Fatou’s lemma,
d+  J (v) =
∫
RN
(
1
2
f (v)v − F (v)
)
dx
 lim
n→∞
∫
RN
(
1
2
f (vn)vn − F (vn)
)
dx
= lim
n→∞ I(vn) = limn→∞ I(un) = c
∗+,
which contradicts the assumption c∗+ < d+ .
Hence {yn} is bounded if Non-vanishing occur. Similar to the argument of Lemma 3.4, we see
that there exists 0 
= u ∈ H1/2(RN ) such that un ⇀ u in H1/2(RN ), and u is a positive solution of the
problem (P). By Lemma 4.3, there exist sequence {vi}pi=1 ⊂ H1/2(RN ), {yni }∞n=1 ⊂ RN (i = 1,2, . . . , p)
such that v1, v2, . . . , vp are non-trivial solutions of (P∞), |yni − yn j | → ∞ as n → ∞, i 
= j, and|yni | → ∞ as n → ∞,
lim
n→∞ I(un) = I(u) +
p∑
i=1
J (vi),
lim
n→∞
∥∥∥∥∥un − u −
p∑
i=1
yn,i ∗ vi
∥∥∥∥∥= 0, (4.6)
where ∗ denotes translation. If p 
= 0, then
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n→∞ I(un) = I(u) +
p∑
i=1
J (vi) d+,
which contradicts the assumption c∗+ < d+ . So p = 0. Thus by (4.6) we have un → u in H1/2(RN ). The
lemma is proved. 
Proof of Theorem 4.1. Under the assumptions of Theorem 4.1, I+ posses a Mountain Pass geometry,
and
c∗+ = inf
γ∈Γ supt∈[0,1]
I+
(
γ (t)
)
> 0,
where Γ = {γ | γ ∈ C([0,1], H1/2(RN )), γ (0) = 0, I+(γ (1)) < 0}. Let u be a least energy positive
solution of the problem (P∞), we have d+ = supt0 J+(tu). By the deﬁnition of c∗+ and the condi-
tion (g1), there exists t∗ > 0 such that
c∗+  sup
t0
I+(tu) = I+
(
t∗u
)
< J+
(
t∗u
)
 d+.
Thus by Lemma 4.4 we know that I+ satisﬁes the Cerami condition. Hence c∗+ is a critical value of
I+ , i.e., (P) has a positive solution. Similarly, a negative solution can be obtained for the case of I− .
Deﬁne
c± = inf
{
I±(u)
∣∣ u is a critical point of I±},
then c±  c∗± < d± . So, there exist u > 0 and u < 0 achieve c+ and c− , respectively. 
Lemma 4.5. Assume ( f1)–( f4) and (g1) hold. Suppose that u is a sign-changing solution of the problem (P),
then I(u) c+ + c− .
The proof of this lemma is similar to Lemma 3.5 (ii).
Before we give the following lemma, let us deﬁne the convex cones P = {u ∈ H1/2(RN ): u  0}
and −P = {u ∈ H1/2(RN ): u  0}.
Lemma 4.6. Set c∗ = min{c+ + d−, c− + d+}. Suppose that {un} is a Cerami sequence, and un is sign-
changing for every n ∈ N, and there exists ε > 0 such that dist(un, P )  ε and dist(un,−P )  ε. If c =
limn→∞ I(un) < c∗ , then {un} has a subsequence which converges to a sign-changing solution of the prob-
lem (P).
Proof. Similar to the discussion of Lemma 4.2, we know that {un} is bounded in H1/2(RN ). We claim
that
if v is a non-trivial solution of (P∞), then there exists δ > 0 such that ‖v‖ δ.
In fact, if v is a solution of the problem (P∞), then∫
RN+1+
|∇v|2 dx+ λ
∫
RN
v2 dx−
∫
RN
f (v)v dx= 0,
this, together with (3.1), we have
‖v‖2  ε‖v‖2 + c‖v‖p,
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ing to Lemma 4.3, there exist sequences {vi}pi=1 ⊂ H1/2(RN ), {yni }∞n=1 ⊂ RN (i = 1,2, . . . , p) such that
v1, v2, . . . , vp are non-trivial solutions of the problem (P∞), |yni − yn j | → ∞ as n → ∞, i 
= j, and
|yni | → ∞ as n → ∞, un ⇀ u in H1/2(RN ) and u is a solution of the problem (P),
lim
n→∞
∥∥∥∥∥un − u −
p∑
i=1
vi(x+ yni )
∥∥∥∥∥= 0,
lim
n→∞ I(un) = I(u) +
p∑
i=1
J (vi),
lim
n→∞‖un‖
2 = ‖u‖2 +
p∑
i=1
‖vi‖2.
If u = 0 and one of {vi}, say v1, is sign-changing, then c  J (v1) d+ +d− > c∗ , which contradicts
to the assumption c < c∗ . If u = 0 and none of {vi} are sign-changing, since dist(un, P )  ε and
dist(un,−P ) ε, then there exists one of {vi}, say v1, is positive and another one of {vi}, say v2, is
negative. Thus we have c  J (v1) + J (v2) d+ + d− > c∗ , which also contradicts to the assumption
c < c∗ . So u 
≡ 0.
If u is sign-changing, we have I(u)  c+ + c− . Suppose that p 
= 0, then there exists at least a
solution v of the problem (P∞), and we get J (v)min{d+,d−}. Thus
c  I(u) + J (v) c+ + c− +min{d+,d−}min{c+ + d−, c− + d+} = c∗,
a contradiction. So p = 0. Hence un → u in H1/2(RN ).
If u is positive, then I(u) c+ , and at least one of {vi}, say v1, is not positive, thus
c  I(u) + J (v1) c+ + d−  c∗,
which is a contradiction. Hence u is not positive.
If u is negative, the same argument just used above implies that c  c− + d+  c∗ , which is also a
contradiction. Hence u is not negative. Consequently, we know that u is sign-changing. The lemma is
proved. 
5. Existence of sign-changing solutions of the problem (P)
In this section, we ﬁrst prove a multiple critical points theorem under the Cerami condition. Then,
we prove the existence of sign-changing solutions of the problem (P).
5.1. A multiple critical points theorem
We have improved the compactness conditions of Theorem 3.2 in [17], that is, we have replaced
the (PS) condition for the Cerami condition and obtained the same conclusion.
Theorem 5.1. Let X be a Hilbert space and let I be a C1 functional deﬁned on X. Assume that I satisﬁes the
Cerami condition on X and I ′(u) has the expression I ′(u) = u − Au for u ∈ X. Assume that D1 and D2 are
open convex subset of X with the properties that D1 ∩ D2 
= ∅, A(∂D1) ⊂ D1 and A(∂D2) ⊂ D2 . If there
exists a path h : [0,1] → X such that
h(0) ∈ D1 \ D2, h(1) ∈ D2 \ D1
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inf
u∈D1∩D2
I(u) > sup
t∈[0,1]
I
(
h(t)
)
, (5.1)
then I has at least four critical points, one in D1∩D2 , one in D1 \D2 , one in D2 \D1 , and one in X \ (D1∪D2).
Deﬁne K = {u ∈ X: I ′(u) = 0}. We need to construct a special descending ﬂow of I . Since it is
not assumed that A is locally Lipschitz continuous, we ﬁrst construct a locally Lipschitz continuous
operator B on X0 = X\K which inherits the properties of A. The proof of the following lemma is
similar to the argument of Lemma 2.1 in [22].
Lemma 5.1. Assume A(∂Di) ⊂ Di (i = 1,2) holds. Then there exists a pseudo gradient vector ﬁeld W of I in
the form W (u) = u − B(u) with B satisfying B(Di) ⊂ Di for i = 1,2. Moreover, for all u ∈ X0 ,
1
2
∥∥u − B(u)∥∥ ∥∥u − A(u)∥∥ 2∥∥u − B(u)∥∥ (5.2)
and
〈
I ′(u),u − B(u)〉 1
2
∥∥u − A(u)∥∥2. (5.3)
Here recall that W : X0 → X is called a pseudogradient vector ﬁeld for I if it satisﬁes:〈
I ′(u),W (u)
〉

∥∥I ′(u)∥∥2, ∥∥W (u)∥∥ 2∥∥I ′(u)∥∥ for u ∈ X0.
For u ∈ X0, we consider the following initial value problem in X0:⎧⎨⎩
d
dt
u(t) = −u + B(u), t  0,
u(0) = u0.
(5.4)
By the theory of ordinary differential equations in Banach spaces, (5.4) has a unique solution, de-
noted by u(t,u0), with the maximal interval of existence [0, τ (u0)). Note that I(u(t,u0)) is strictly
decreasing in t ∈ [0, τ ). Deﬁne
CX (D1 ∩ D2) := (D1 ∩ D2) ∪
{
u0 ∈ X0: there exists t  0 such that u(t,u0) ∈ D1 ∩ D2
}
.
Let ∂CX (D1 ∩ D2) be the boundary of CX (D1 ∩ D2) in X . For simplicity, we denote u(t,u0) by ut .
In order to get the fourth solution, ﬁrst we need the following conclusion obtained from the proof
of Theorem 3.2 in [17].
Lemma 5.2. Let h : [0,1] → X be a path such that
inf
u∈D1∩D2
I(u) > sup
t∈[0,1]
I
(
h(t)
)
.
Deﬁne γ : [0,1] × [0,1] → X such that γ (0, t) = 0, γ (1, t) = h(t) for all t ∈ [0,1], and γ (s,1) ∈ D1 ,
γ (s,0) ∈ D2 for all s ∈ [0,1]. Then there exists a point u∗ ∈ γ (s, t) such that the ﬂow u(t,u∗) (denoted
by ut ) generated by (5.4) satisﬁes ut ∈ ∂CX (D1 ∩ D2)\(D1 ∪ D2) for t ∈ [0, τ (u∗)).
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limt→τ I(ut) = c > −∞, then there exists a sequence tn, tn → τ as n → ∞ satisﬁes
c = lim
n→∞ I(utn ) I
(
u∗
)
and
(
1+ ‖utn‖
)∥∥I ′(utn )∥∥→ 0 as n → ∞.
Proof. We use an indirect argument. Otherwise, there exists δ > 0 such that
(
1+ ‖ut‖
)∥∥I ′(ut)∥∥ δ, ∀t ∈ [0, τ ). (5.5)
If ‖ut‖ is unbounded, say ‖utn‖ → ∞ as tn → τ , then
I(u0) − I(utn ) = −
tn∫
0
d
dt
I(ut)dt
 1
2
tn∫
0
∥∥I ′(ut)∥∥∥∥∥∥dudt
∥∥∥∥dt
 δ
2
tn∫
0
‖dudt ‖dt
1+ ‖ut‖
 δ
2
tn∫
0
d‖ut‖
1+ ‖ut‖ =
δ
2
ln
1+ ‖utn‖
1+ ‖u0‖ → ∞,
which is a contradiction. So ‖ut‖ is bounded, and ‖I ′(ut)‖ δ > 0.
If τ = ∞, by the deﬁnition of W ,
I(u0) − c =
∞∫
0
〈
I ′(ut),W (ut)
〉
dt 
∞∫
0
∥∥I ′(ut)∥∥2 dt,
then there exists {tn} with tn → ∞ such that I ′(utn ) → 0 as n → ∞.
If τ < ∞, by (5.2) and (5.3), for 0 t1 < t2,
‖ut2 − ut1‖
t2∫
t1
∥∥∥∥dutdt
∥∥∥∥dt =
t2∫
t1
∥∥ut − B(ut)∥∥dt
 2
t2∫
t1
∥∥ut − A(ut)∥∥dt
 2
( t2∫
t
∥∥ut − A(ut)∥∥2 dt)1/2(t2 − t1)1/2
1
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( t2∫
t1
〈
I ′(ut),ut − B(ut)
〉
dt
)1/2
(t2 − t1)1/2
= 4(I(ut1) − I(ut2))1/2(t2 − t1)1/2 → 0 as t1, t2 → τ .
Then there exists u∗ such that
lim
t→τ
∥∥ut − u∗∥∥= 0,
and u∗ must be a critical point, otherwise the ﬂow can be extended beyond τ (u∗). Thus I ′(ut) →
I ′(u∗) = 0.
In both cases of τ = ∞ and τ < ∞, we arrived at a contradiction. Hence (5.5) does not hold, the
lemma is proved. 
Proof of Theorem 5.1. The proof is similar to the argument in [17], the main difference lies in ﬁnding
the fourth solution. By Lemma 5.2, we know that there exists a point u∗ such that the ﬂow u(t,u∗)
(denoted by ut ) generated by (5.4) satisﬁes ut ∈ ∂CX (D1 ∩ D2)\(D1 ∪ D2) for t ∈ [0, τ (u∗)). Since
∂CX (D1 ∩ D2) is an invariant set of descending ﬂow for I . By Lemma 2.4 in [17] we have
I
(
u∗
)
 I(ut) inf
u∈D1∩D2
I(u) > −∞ for all 0 t < τ (u∗).
Then it follows from Lemma 5.3 that there exists a sequence tn , tn → τ as n → ∞ satisﬁes
sup
u∈D1∩D2
I(u) c = lim
n→∞ I(utn ) I
(
u∗
)
and
(
1+ ‖utn‖
)∥∥I ′(utn )∥∥→ 0 as n → ∞.
Since I satisﬁes the Cerami condition, there exist a subsequence (still denoted by utn ) and u0 ∈ X
such that
u0 = lim
n→∞utn .
Since utn ⊂ ∂CX (D1 ∩ D2)\(D1 ∪ D2), we have u0 /∈ D1 ∪ D2. Moreover, by Lemma 3.2 in [17] we have
CX (D1) ⊃ ∂D1, CX (D2) ⊃ ∂D2, then u0 /∈ ∂D1 and u0 /∈ ∂D2. Thus u0 /∈ D1 ∪ D2. Therefore I has a
critical point u0 ∈ X\D1 ∪ D2. Also we have three critical points, one in D1\D2, one in D2\D1 and
one in D1 ∩ D2. 
5.2. The existence of sign-changing solutions
By the assumptions on g and f , the functional I corresponding to the problem (P) is deﬁned by
I(u) = 1
2
‖u‖2λ −
∫
RN
F (u)dx
where F (u) = ∫ u0 f (t)dt . We follow the arguments of [17] and consider the gradient of I at u by
〈
I ′(u),ϕ
〉= ∫
RN
(
∂nu · ϕ + λg(x)uϕ
)
dx−
∫
RN
f (u)ϕ dx
= 〈u,ϕ〉λ −
〈
A(u),ϕ
〉
for all ϕ ∈ H1/2(RN),λ
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∂nv + λg(x)v = f (u),
that is, I ′(u) = u − A(u). We consider the convex cones P = {u ∈ X: u  0} and −P = {u ∈ X: u  0}.
For ε > 0, we denote
D1 =
{
u ∈ X: dist(u, P ) < ε} and D2 = {u ∈ X: dist(u,−P ) < ε}.
Obviously, D1 ∩ D2 
= ∅. Note that D1 and D2 are open convex subsets of X , therefore X \ (D1 ∪ D2)
contains only sign-changing functions. Deﬁne
K = {u ∈ X: I ′(u) = 0}.
For c ∈ R , we set
Kc =
{
u ∈ X: I(u) = c, I ′(u) = 0}.
Denote X0 = X\K .
We ﬁrst construct γ (s, t) to satisfy (5.1) and
sup
[0,1]×[0,1]
I
(
γ (s, t)
)
< c∗.
Without loss of generality, we may assume c+ + d−  c− + d+ , then c∗ = c+ + d− .
Lemma 5.4. Assume (g1), (g2) and ( f1)–( f3) hold. Suppose that ϕ is a least energy positive solution of the
problem (P), i.e., I(ϕ) = c+ , ψ is a least energy negative solution of (P∞), i.e., J (ψ) = d− . Let e be a ﬁxed unit
vector in RN , deﬁne ψR(·) = ψ(· − 2Re), where R ∈ R is a parameter. Set γ (s, t) = sϕ + tψR , s, t  0. Then
there exists R large enough such that
sup
s,t0
I
(
γ (s, t)
)
< c+ + d−, (5.6)
I
(
γ (s, t)
)→ −∞ as s2 + t2 → ∞. (5.7)
Similarly, if ϕ is a least energy negative solution of (P), ψ is a least energy positive solution of (P∞). Then
sup
t,s0
I
(
γ (s, t)
)
< c− + d+, and I
(
γ (s, t)
)→ −∞ as s2 + t2 → ∞.
To prove this lemma, we need the following two results.
Lemma 5.5. Assume ( f1)–( f3) hold. Let u ∈ H1/2(RN ) be a weak solution of (P∞), then u(x) → 0 as
|x| → ∞.
Lemma 5.6. Under the assumptions ( f1)–( f3). If u is a solution of the problem (P∞), then there exist
θ, R0 > 0 such that ∫
RN+1+ \DR
|∇u|2 dx+
∫
RN\BR
u2 dx C R−θ , for all R > R0,
where DR = {x | |x| < R, x ∈ RN+1+ }, B R = {x | |x| < R, x ∈ RN }.
X. Liu, J. Liu / J. Differential Equations 250 (2011) 2099–2142 2127See Appendix A for the proof of these lemmas. The same conclusion is true for solutions of the
problem (P).
Proof of Lemma 5.4. We divide the proof into three steps.
(i) We estimate I(sϕ + tψR) − I(sϕ) − I(tψR). A straightforward computation gives us
I(sϕ + tψR) − I(sϕ) − I∞(tψR)
= ts
∫
RN+1+
∇ϕ∇ψR dx+ λst
∫
RN
g(x)ϕψR dx− 1
2
λt2
∫
RN
(
1− g(x))ψ2R dx
+
∫
RN
(
F (sϕ + tψR) − F (sϕ) − F (tψR)
)
dx.
Now we estimate the four terms on the right. According to Lemma 5.6, we obtain
st
∣∣∣∣ ∫
RN+1+
∇ϕ∇ψR dx
∣∣∣∣ st( ∫
|x|R
|∇ϕ||∇ψR |dx+
∫
|x−2Re|R
|∇ϕ||∇ψR |dx
)
 cst
(( ∫
|x|R
|∇ϕ|2 dx
)1/2
+
( ∫
|x−2Re|R
|∇ψR |2 dx
)1/2)
 cst
(( ∫
|x|R
|∇ϕ|2 dx
)1/2
+
( ∫
|x|R
|∇ψ |2 dx
)1/2)
 cstR−θ  c
(
s2 + t2)R−θ . (5.8)
Similarly, by the condition (g1) we have
λst
∣∣∣∣ ∫
RN
g(x)ϕψR dx
∣∣∣∣ c(s2 + t2)R−θ ,
∣∣∣∣−12λt2
∫
RN
(
1− g(x))ψ2R dx∣∣∣∣ ct2R−θ . (5.9)
We now turn to estimating the last term∣∣∣∣ ∫
RN
(
F (sϕ + tψR) − F (sϕ) − F (tψR)
)
dx
∣∣∣∣

∫
|x|R
∣∣F (sϕ + tψR) − F (tψR)∣∣dx+ ∫
|x|R
∣∣F (sϕ)∣∣dx
+
∫
|x−2Re|R
∣∣F (sϕ + tψR) − F (sϕ)∣∣dx+ ∫
|x−2Re|R
∣∣F (tψR)∣∣dx.
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∫
|x|R
∣∣F (sϕ + tψR) − F (tψR)∣∣dx= ∫
|x|R
∣∣ f (ϑsϕ + tψR)sϕ∣∣dx
 c
∫
|x|R
(
s|ϕ| + t|ψR |
)
s|ϕ|dx
 c
(
s2 + t2)R−θ ,
where ϑ ∈ (0,1). By the conditions ( f2) and ( f4),∫
|x|R
∣∣F (sϕ)∣∣dx cs2 ∫
|x|R
ϕ2 dx cs2R−θ .
In the same way, we can estimate the other two terms,∫
|x−2Re|R
∣∣F (sϕ + tψR) − F (sϕ)∣∣dx c(s2 + t2)R−θ ,
and ∫
|x−2Re|R
∣∣F (tψR)∣∣dx ct2R−θ .
Thus
∣∣∣∣ ∫
RN
(
F (sϕ + tψR) − F (sϕ) − F (tψR)
)
dx
∣∣∣∣ c(s2 + t2)R−θ . (5.10)
Here c denotes possibly different positive constants. Combining (5.8)–(5.10), we obtain
∣∣I(sϕ + tψR) − I(sϕ) − I∞(tψR)∣∣ c(s2 + t2)R−θ . (5.11)
(ii) We shall show that I(sϕ+tψR) → −∞ as s2+t2 → ∞. Since ϕ is a solution of the problem (P),
we have
I(sϕ) = 1
2
s2
∫
RN+1+
|∇ϕ|2 dx+ 1
2
λs2
∫
RN
gϕ2 dx−
∫
RN
F (sϕ)dx
= 1
2
s2
∫
N
f (ϕ)ϕ dx−
∫
N
F (sϕ)dx.R R
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lim
s→∞
I(sϕ)
s2
= 1
2
∫
RN
f (ϕ)ϕ dx− lim
s→∞
∫
RN
F (sϕ)
s2
dx
= 1
2
∫
RN
(
f (ϕ)ϕ − αϕ2)dx< 0. (5.12)
Also since ψ is a solution of the problem (P∞), we get
lim
t→∞
I∞(tψR)
t2
= 1
2
∫
RN
(
f (ψ)ψ − αψ2)dx< 0. (5.13)
It follows from (5.12) and (5.13) that there exist constants c1, c2 > 0 (independent of s, t, R) and
M > 0 such that
I(sϕ) + I∞(tψR)−c1
(
s2 + t2)+ c2, for s2 + t2  M2,
this, together with (5.11), implies that
I(sϕ + tψR)−c1
(
s2 + t2)+ c2 + c(s2 + t2)R−θ .
Take R0 so large that
I(sϕ + tψR)−c3
(
s2 + t2)+ c4, for all R  R0,
where c3, c4 are constants. Therefore,
I(sϕ + tψR) → −∞ as s2 + t2 → ∞.
(iii) We will give the complete estimate of sups,t0 I(γ (s, t)). By step (ii), we see that there exists
M > 0 such that
I(sϕ + tψR) 0 for all s2 + t2  M2.
Now suppose that s2 + t2  M2,
I(sϕ + tψR) = I(tϕ) + I∞(sψR) + O
(
R−θ
)− 1
2
λt2
∫
RN
(
1− g(x))ψ2R dx,
and there exists δ > 0 such that
I∞(tψR) = I∞(tψ) I∞(ψ) − δ, for |t − 1| 1
2
.
Thus for R large enough and |t − 1| 1/2,
I(sϕ + tψR) I(ϕ) + I∞(ψ) − δ + O
(
R−θ
)
 I(ϕ) + I∞(ψ) − δ .2
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I(sϕ + tψR) I(ϕ) + I∞(ψ) + O
(
R−θ
)− c ∫
RN
(
1− g(x))ψ2R dx. (5.14)
By the condition (g2), take θ0 < θ , then∫
RN
(
1− g(x))ψ2R dx ∫
BR
(
1− g(x+ 2Re))ψ2 dx C R−θ0 .
For R large enough, we have O (R−θ ) − C R−θ0 < 0, then by (5.14),
I(sϕ + tψR) I(ϕ) + I∞(ψ) = c+ + d−. 
Lemma 5.7. Assume ( f1)–( f3) and (g1) hold, then there exists ε0 > 0 such that for all ε: 0 < ε  ε0 there
hold
A(∂D1) ⊂ D1 and A(∂D2) ⊂ D2.
Moreover, if u ∈ D1 or u ∈ D2 is a solution of the problem (P) then u ∈ P or u ∈ −P , respectively.
Proof. Indeed, if v ∈ X and v+ =max{v,0}, v− =min{v,0}, then
dist(v, P ) = inf
w∈P ‖v − w‖λ
= inf
w∈P
(∫
RN
∂n(v − w) · (v − w)dx+ λ
∫
RN
g(x)(v − w)2 dx
)1/2
 inf
w∈P
( ∫
RN+1+
∣∣∇(v − w)∣∣2 dx+ λ∫
RN
g(x)(v − w)2 dx
)1/2

( ∫
RN+1+
|∇v−|2 dx+ λ
∫
RN
g(x)v2− dx
)1/2
. (5.15)
Let s ∈ [2,2N/(N − 1)), then by the continuity of the embedding X ↪→ Ls(RN ), there exists Cs > 0
such that
|u∓|s = inf
w∈±P |u − w|s  Cs infw∈±P ‖u − w‖λ = Cs dist(u,±P ). (5.16)
Set v = A(u), we claim that A(u) ∈ D1 for any u ∈ ∂D1. By the conditions ( f1)–( f3), we know that
for any ε′ > 0, there exists cε′ > 0 such that
∣∣ f (t)∣∣ ε′|t| + cε′ |t|p−1, for 2< p < 2N . (5.17)N − 1
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dist(v, P ) ·
( ∫
RN+1+
|∇v−|2 dx+ λ
∫
RN
g(x)v2− dx
)1/2

∫
RN+1+
|∇v−|2 dx+ λ
∫
RN
g(x)v2− dx
=
∫
RN+1+
∇v∇v− dx+ λ
∫
RN
g(x)vv− dx
=
∫
RN
∂nv · v− dx+ λ
∫
RN
g(x)vv− dx
=
∫
RN
f (u)v− dx
∫
RN
f (u−)v− dx

∫
RN
(
ε′|u−| + Cε′ |u−|p−1
)|v−|dx

(
cε′ dist(u, P ) + Cε′,p dist(u, P )p−1
)( ∫
RN+1+
|∇v−|2 dx+ λ
∫
RN
g(x)v2− dx
)1/2
.
Let ε′ = 1/(4c), then we get
dist(v, P ) 1
4
dist(u, P ) + C˜ dist(u, P )p−1,
where C˜ > 0 is a constant. Take 0 such that C˜
p−2
0 < 1/4. Now if dist(u, P ) <  < 0, then we have
dist(v, P ) 1
2
dist(u, P ). (5.18)
Thus for every u ∈ ∂ P , by (5.18) we have
dist(v, P ) 1
2
 < ,
thus v = A(u) ∈ P . Hence A(∂ P) ⊂ P . In a similar way, A(∂(−P)) ⊂ −P . If 0<   0, and u ∈ P
is a non-trivial solution of the problem (P), then I ′(u) = u− A(u) = 0, i.e., u = A(u), by (5.18) we have
dist(u, P ) = 0, that is, u ∈ P . Similarly, if u ∈ −P , then u ∈ −P . 
Proof of Theorem 1.2. It infers from (5.17) that
I(u) = 1
2
‖u‖2λ −
∫
N
F (u)dxR
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2
‖u‖2λ −
1
2
ε′
∫
RN
u2 dx− Cε′,p
∫
RN
|u|p dx
−1
2
ε′|u|22 − Cε′,p|u|pp .
By (5.16) we have |u±|s  Cs dist(u,∓P ) Csε0 for every u ∈ D1 ∩ D2. So there exists c0 > −∞ such
that
inf
u∈D1∩D2
I(u) = c0.
From (5.7), we know that there exists R0 > 0 such that for all R  R0 and for all |s| + |t| large,
I(γ (1, t)) < c0 − 1. Hence (5.1) holds. Similar to Lemma 4.4 we can show that I satisﬁes the Ce-
rami condition. Then by Lemma 5.4, Lemma 5.7 and Theorem 5.1, we can ﬁnd a critical point
u0 ∈ X\(D1 ∪ D2). Furthermore, the argument of Lemma 5.4 and Lemma 4.6 show that u0 is a sign-
changing solution of the problem (P). Also we have a positive solution and a negative solution of
problem (P). 
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Appendix A
First, we prove Lemma 3.3, and then we sketch the proof of Lemma 4.3, Lemmas 5.5 and 5.6.
Proof of Lemma 3.3. By Hölder inequality and Sobolev embedding theorem, we see that
∫
BR (y)
|un| 2N+2N dx
( ∫
BR (y)
|un|2 dx
) 1
N
( ∫
BR (y)
|un| 2NN−1 dx
) N−1
N
 c sup
y∈RN
∫
BR (y)
|un|2 dx
( ∫
D2R (y)
|∇un|2 dx+
∫
B2R (y)
|un|2 dx
)
,
where DR(y) = {x | |x− y| < R, x ∈ RN+1+ }, BR(y) = {x | |x− y| < R, x ∈ RN }. Summing up over all y
with integer coordinates, we obtain that∫
RN
|un| 2N+2N dx c sup
y∈RN
∫
BR (y)
|un|2 dx
( ∫
RN+1+
|∇un|2 dx+
∫
RN
|un|2 dx
)
 c sup
y∈RN
∫
BR (y)
|un|2 dx. (A.1)
Let p = 2N+2N , for q ∈ (2, p), then by Hölder inequality and (A.1), we have∫
N
|un|q dx
( ∫
N
|un|2 dx
) tq
2
( ∫
N
|un|p dx
) (1−t)q
p
→ 0 as n → ∞.
R R R
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RN
|un|q dx→ 0 as n → ∞.
Hence the lemma is proved. 
Proof of Lemma 4.3. Set uˆn = un − u. By the Concentration-Compactness principle two cases may
happen.
(i) (Vanishing) limn→∞ supy∈RN
∫
BR (y)
uˆ2n dx= 0, ∀R > 0.
(ii) (Non-vanishing) There exist m, R > 0 and {yn,1} ⊂ RN such that limn→∞
∫
BR (yn,1)
uˆ2n dxm > 0.
If Vanishing occurs, then by Lemma 3.3, we have
lim
n→∞
∫
RN
|uˆn|p dx= 0 for 2< p < 2N
N − 1 . (A.2)
By (A.2), then for any ε′ > 0, there exists c, R0 > 0 such that
∫
RN\BR
|uˆn|p dx c
( ∫
RN\BR
|uˆn|p dx+
∫
RN\BR
|u|p dx
)
 c
( ∫
RN
|uˆn|p dx+
∫
RN\BR
|u|p dx
)
 ε′ as R > R0 (A.3)
for n large enough. According to the following equations,
∫
RN+1+
∇un∇ϕ dx+ λ
∫
RN
g(x)unϕ dx−
∫
RN
f (un)ϕ dx= o(1)‖ϕ‖ for all ϕ ∈ H1/2
(
RN
)
, (A.4)
and
∫
RN+1+
∇u∇ϕ dx+ λ
∫
RN
g(x)uϕ dx−
∫
RN
f (u)ϕ dx= 0 for all ϕ ∈ H1/2(RN), (A.5)
then we have
∫
RN+1+
∇uˆn∇ϕ dx+ λ
∫
RN
g(x)uˆnϕ dx=
∫
RN
(
f (un) − f (u)
)
ϕ dx+ o(1)‖ϕ‖. (A.6)
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RN\BR
(
f (un) − f (u)
)
ϕ dx
∣∣∣∣
 ε′
∫
RN\BR
(|un| + |u|)ϕ dx+ c ∫
RN\BR
(|un|p + |u|p)ϕ dx
 ε′
(|un|2 + |u|2)|ϕ|2 + c( ∫
RN\BR
(|un|p· 2NN+1 + |u|p· 2NN+1 )dx) N+12N ( ∫
RN
|ϕ| 2NN−1 dx
) N−1
2N
 cε′‖ϕ‖. (A.7)
By the conditions ( f1)–( f3), we see that there exists C > 0 such that | f (t)|  C |t|. Since un → u in
L2loc(R
N ), we have
∣∣∣∣ ∫
BR
(
f (un) − f (u)
)
ϕ dx
∣∣∣∣ ( ∫
BR
∣∣ f (un) − f (u)∣∣2 dx)1/2|ϕ|2 = o(1)‖ϕ‖. (A.8)
Using (A.6)–(A.8), we obtain ‖uˆn‖λ = o(1), that is, the lemma holds for k = 0.
If Non-vanishing occurs for the sequence {uˆn}, then there exist {yn,1} ⊂ RN , m > 0, R > 0 such that
lim
n→∞
∫
BR (yn,1)
uˆ2n dxm.
Since limn→∞
∫
BR (0)
uˆ2n dx= 0 for all R > 0, we have |yn,1| → ∞ as n → ∞. We consider the sequence
{un(· + yn,1)}. Set un(· + yn,1) ⇀ v1 in H1/2(RN ), then for all ϕ ∈ H1/2(RN ),∫
RN+1+
∇un(x+ yn,1)∇ϕ(x)dx+ λ
∫
RN
g(x+ yn,1)un(x+ yn,1)ϕ(x)dx−
∫
RN
f
(
un(x+ yn,1)
)
ϕ(x)dx
= o(1)‖ϕ‖.
Let n → ∞ in the above equality, by limn→∞ g(x+ yn,1) = 1, we have∫
RN+1+
∇v1∇ϕ dx+ λ
∫
RN
v1ϕ dx−
∫
RN
f (v1)ϕ dx= 0 for all ϕ ∈ H1/2
(
RN
)
. (A.9)
Hence, v1 is a non-trivial solution of the problem (P∞). Now we consider the sequence uˆn = un −
u − yn,1 ∗ v1. Passing to a subsequence and by Proposition 3.1, we may assume that {uˆn} satisﬁes the
following alternative:
(i) (Vanishing) limn→∞ supy∈RN
∫
BR (y)
uˆ2n dx= 0, ∀R > 0.
(ii) (Non-vanishing) There exist m, R > 0 and {yn,2} ⊂ RN such that limn→∞
∫
B (y ) uˆ
2
n dxm > 0.R n,2
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RN+1+
∇ yn,1 ∗ v1∇ϕ dx+ λ
∫
RN
yn,1 ∗ v1 ϕ dx−
∫
RN
f (yn,1 ∗ v1)ϕ dx= 0 for all ϕ ∈ H1/2
(
RN
)
,
this together with (A.4) and (A.5) implies that
∫
RN+1+
∇uˆn∇ϕ dx+ λ
∫
RN
uˆnϕ dx
= o(1)‖ϕ‖ +
∫
RN
(
f (un) − f (u) − f (yn,1 ∗ v1)
)
ϕ dx+ λ
∫
RN
(
g(x) − 1)yn,1 ∗ v1 ϕ dx, (A.10)
where ∫
RN
(
g(x) − 1) yn,1 ∗ v1 ϕ dx c∣∣(g(x) − 1)yn,1 ∗ v1∣∣2 |ϕ|2
 c
∣∣(g(x+ yn,1) − 1)v1∣∣2 ‖ϕ‖ = o(1)‖ϕ‖, (A.11)
and ∫
RN
(
f (un) − f (u) − f (yn,1 ∗ v1)
)
ϕ dx
=
( ∫
BR
+
∫
BR (yn,1)
+
∫
RN\(BR∪BR (yn,1))
)(
f (un) − f (u) − f (yn,1 ∗ v1)
)
ϕ dx. (A.12)
Since {uˆn} is Vanishing, by Lemma 3.3, we have
lim
n→∞
∫
RN
|uˆn|p dx= 0 for 2< p < 2N
N − 1 ,
thus for any ε′ > 0,
∫
RN\(BR∪BR (yn,1)) |un|p dx ε′ for n large enough. Moreover,∫
RN\(BR∪BR (yn,1))
|u|p dx ε′,
∫
RN\(BR∪BR (yn,1))
|yn,1 ∗ v1|p dx ε′
for R large enough. Also, by the conditions ( f1)–( f3), we know that for any ε′ > 0, there exists cε′ > 0
such that
∣∣ f (t)∣∣ ε′|t| + cε′ |t|p−1, for 2< p < 2N .N − 1
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RN\(BR∪BR (yn,1))
(
f (un) − f (u) − f (yn,1 ∗ v1)
)
ϕ dx= o(1)‖ϕ‖.
Since un → u in L2loc(RN ) and ∫
BR
|yn,1 ∗ v1|2 → 0 as n → ∞,
thus ∫
BR
(
f (un) − f (u) − f (yn,1 ∗ v1)
)
ϕ dx= o(1)‖ϕ‖.
Similarly, we get ∫
BR (yn,1)
(
f (un) − f (u) − f (yn,1 ∗ v1)
)
ϕ dx= o(1)‖ϕ‖.
So, by (A.12), ∫
RN
(
f (un) − f (u) − f (yn,1 ∗ v1)
)
ϕ dx= o(1)‖ϕ‖.
Then, it follows from (A.10) and (A.11) that
‖uˆn‖ = ‖un − u − yn,1 ∗ v1‖ → 0 as n → ∞.
If Non-vanishing occurs, that is, there exist {yn,2} ⊂ RN , m > 0, R > 0 such that
lim
n→∞
∫
BR (yn,2)
uˆ2n dxm.
Since limn→∞
∫
BR (0)
uˆ2n dx = 0 for all R > 0, we have |yn,2| → ∞, and limn→∞
∫
BR (yn,1)
uˆ2n dx = 0. So,
|yn,1− yn,2| → ∞ as n → ∞. Set un(·+ yn,2) ⇀ v2 in H1/2(RN ). Similarly as before, v2 is a non-trivial
solution of the problem (P∞).
Continue this process, we may obtain v1, v2, . . . , vk and {yn,1}, {yn,2}, . . . , {yn,k}, where v1, v2,
. . . , vk are solutions of the problem (P∞), and |yn,i| → ∞, |yn,i − yn, j | → ∞, i 
= j as n → ∞. If we
assume uˆn = un − u −∑ki=1 yn,i ∗ vi , then
‖uˆn‖2 = ‖un‖2 + ‖u‖2 +
k∑
i=1
‖vi‖2 − 2〈un,u〉 − 2
k∑
i=1
〈un, yn,i ∗ vi〉
− 2
k∑
i=1
〈u, yn,i ∗ vi〉 − 2
∑
i 
= j
〈yn,i ∗ vi, yn, j ∗ v j〉,
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〈un,u〉 → 〈u,u〉 = ‖u‖2,
〈un, yn,i ∗ vi〉 = 〈yn,i ∗ un, vi〉 → 〈vi, vi〉 = ‖vi‖2,
〈u, yn,i ∗ vi〉 → 〈u,0〉 = 0,
〈yn,i ∗ vi, yn, j ∗ v j〉 =
〈
(yn,i − yn, j) ∗ vi, v j
〉→ 〈0, v j〉 = 0.
Therefore,
lim
n→∞‖uˆn‖
2 = lim
n→∞‖un‖
2 − ‖u‖2 −
k∑
i=1
‖vi‖2.
Since ‖vi‖ is bounded from below, the above process should stop after a ﬁnite number of steps. So
{uˆn} is Vanishing, then uˆn → 0 in H1/2(RN ). Hence, (1) and (2) of the lemma are proved.
We now turn to the proof of (3) of the lemma. Let us point out that the following equality holds,
lim
n→∞
∫
RN
F (un)dx=
∫
RN
F (u)dx+
k∑
i=1
∫
RN
F (vi)dx. (A.13)
By (1) of the lemma, for n large enough, we see that BR ∩ BR(yn,i) = ∅ (i = 1,2, . . . ,k). Then∫
RN
F (un)dx=
∫
BR
F (un)dx+
∫
⋃k
i=1 BR (yn,i)
F (un)dx+
∫
RN\(BR∪⋃ki=1 BR (yn,i))
F (un)dx,
by the conditions ( f1)–( f3) and un → u in L2(BR), we conclude that∫
BR
F (un)dx−
∫
BR
F (u)dx =
∫
BR
f
(
un + θ(un − u)
)
(un − u)dx = on(1), 0< θ < 1.
Similarly, we obtain ∫
BR (yn,i)
F (un)dx−
∫
BR (yn,i)
F (yn,i ∗ vi)dx = on(1).
Let Ω = RN\(BR ∪⋃ki=1 BR(yn,i)), by the conditions ( f1)–( f3) and (2) of the lemma we have
∫
Ω
F (un)dx c
∫
Ω
u2n dx c
∫
Ω
(
u2 +
k∑
i=1
(yn,i ∗ vi)2
)
dx+ on(1)
 c
∫
RN\BR
u2 dx+
k∑
i=1
∫
RN\BR (yn,i)
(yn,i ∗ vi)2 dx+ on(1)
= oR(1) + on(1).
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∫
RN
F (un)dx=
∫
BR
F (u)dx+
k∑
i=1
∫
BR
F (vi)dx+ oR(1) + on(1)
=
∫
RN
F (u)dx+
k∑
i=1
∫
RN
F (vi)dx+ oR(1) + on(1).
Therefore (A.13) is proved. Similarly as before, we have
lim
n→∞
∫
RN
g(x)u2n dx=
∫
RN
g(x)u2 dx+
k∑
i=1
∫
RN
v2i dx, (A.14)
and
lim
n→∞
∫
RN+1+
|∇un|2 dx=
∫
RN+1+
|∇u|2 dx+
k∑
i=1
∫
RN+1+
|∇vi |2 dx. (A.15)
It is then easy to deduce from (A.13)–(A.15) that (3) of the lemma holds.
Hence, the lemma is proved. 
Proof of Lemma 5.5. We use the Moser’s iteration. Take uq−1χ2 (q 2) as a test function in the limit
equation (P∞) where the cut-off function χ is a smooth function with a compact support. The test
function should be taken as |u|q−2uχ2 if u is sign-changing. But we will simply write uq−1χ2 in the
process of the proof. Using the following identity,
∇u∇(uq−1χ2)= 4(q − 1)
q2
∣∣∇(u q2 χ)∣∣2 − 4(q − 2)
q2
u
q
2 ∇χ∇(u q2 χ)− 4
q2
uq|∇χ |2,
and by the conditions ( f1)–( f3), then we obtain
4(q − 1)
q2
∫
RN+1+
∣∣∇(u q2 χ)∣∣2 dx
= 4(q − 2)
q2
∫
RN+1+
u
q
2 ∇χ∇(u q2 χ)dx+ 4
q2
∫
RN+1+
uq|∇χ |2 dx+
∫
RN
(−λu + f (u))uq−1χ2 dx
 2(q − 2)
q2
∫
RN+1+
(∣∣∇(u q2 χ)∣∣2 + uq|∇χ |2)dx+ 4
q2
∫
RN+1+
uq|∇χ |2 dx+ c
∫
RN
uqχ2 dx.
Thus ∫
RN+1
∣∣∇(u q2 χ)∣∣2 dx ∫
RN+1
uq|∇χ |2 dx+ cq
∫
RN
uqχ2 dx. (A.16)+ +
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( ∫
RN+1+
v
2(N+1)
N−1 dx
) N−1
N+1
+
( ∫
RN
v
2N
N−1 dx
) N−1
N
 c
∫
RN+1+
|∇v|2 dx,
which together with (A.16) implies that
( ∫
RN+1+
(
uqχ2
) N+1
N−1
) N−1
N+1
+
( ∫
RN
(
uqχ2
) N
N−1
) N−1
N
 cq
( ∫
RN+1+
uq|∇χ |2 dx+
∫
RN
uqχ2 dx
)
.
Since χ is a smooth function with a compact support, we have
( ∫
RN+1+
(
uqχ2
) N
N−1 +
∫
RN
(
uqχ2
) N
N−1
) N−1
N
 cq
( ∫
RN+1+
uq|∇χ |2 dx+
∫
RN
uqχ2 dx
)
. (A.17)
Now we consider x0 ∈ RN , Dn = {x | |x − x0| < 1/2 + 1/2n, x ∈ RN+1+ }, Bn = {x | |x − x0| < 1/2 +
1/2n, x ∈ RN } (n = 1,2, . . .). Take χn such that χn = 1 for x ∈ Dn+1 and χn = 0 for x /∈ Dn , |∇χn| 2n .
Let qn+1 = qn · NN−1 , then by (A.17),
( ∫
Dn+1
uqn+1 dx+
∫
Bn+1
uqn+1 dx
)1/(qn+1)

(
cqn2
n) 1
qn
( ∫
Dn
uqn dx+
∫
Bn
uqn dx
)1/qn

n∏
i=1
(
cqi2
i)1/qi( ∫
D1
uq1 dx+
∫
B1
uq1 dx
)1/q1
 C
( ∫
D1
uq1 dx+
∫
B1
uq1 dx
)1/q1
.
Let n → ∞, take q1 = 2, then we have
|u|L∞(D∞)  C
( ∫
D1
u2 dx+
∫
B1
u2 dx
)1/2
,
where D∞ = {x | |x− x0| 12 , x ∈ RN+1+ }, the right-hand side of the above formula uniformly tends to
zero as |x0| → ∞. Since the internal estimate in RN+1+ is simpler, we omit the proof of this case. 
Proof of Lemma 5.6. Take uχ2 as a test function, then
∫
RN+1
|∇u|2χ2 dx+ λ
∫
RN
u2χ2 dx= −2
∫
RN+1
uχ∇u∇χ dx+
∫
RN
f (u)uχ2 dx+ +
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∫
RN+1+
|∇u|2χ2 dx+
∫
RN+1+
u2|∇χ |2 dx+
∫
RN
f (u)uχ2 dx.
Thus ∫
RN+1+
|∇u|2χ2 dx+
∫
RN
u2χ2 dx c
∫
RN+1+
u2|∇χ |2 dx+ c
∫
RN
f (u)uχ2 dx.
By the condition ( f3), for any given ε > 0, there exists δ > 0 such that | f (t)| ε|t| for |t| δ. More-
over, by Lemma 5.5 we know that there exists R0 > 0 such that |u| δ for |x| R0, then | f (u)| ε|u|.
Thus ∫
RN+1+
|∇u|2χ2 dx+
∫
RN
u2χ2 dx C
∫
RN+1+
u2|∇χ |2 dx. (A.18)
Now take the cut-off function χ such that χ = 1 for |x| 2R and χ = 0 for |x| R , R  R0. Then by
Hölder inequality,
∫
RN+1+
u2|∇χ |2 dx
( ∫
D2R\DR
|u| 2(N+1)N−1 dx
) N−1
N+1( ∫
D2R\DR
|∇χ |N+1 dx
) 2
N+1
 c
( ∫
D2R\DR
|u| 2(N+1)N−1
) N−1
N+1
. (A.19)
Claim.
( ∫
D2R\DR
|u| 2(N+1)N−1 dx
) N−1
N+1
 c
( ∫
D2R\DR
|∇u|2 dx+
∫
B2R\BR
u2 dx
)
.
Indeed, we have
∫
D2\D1
v2 dx c
( ∫
D2\D1
|∇v|2 dx+
∫
B2\B1
v2 dx
)
. (A.20)
Thus by Sobolev embedding theorem and (A.20),
( ∫
D2\D1
v
2(N+1)
N−1 dx
) N−1
N+1
 c
( ∫
D2\D1
|∇v|2 dx+
∫
D2\D1
v2 dx
)
 c
( ∫
D2\D1
|∇v|2 dx+
∫
B2\B1
v2 dx
)
.
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( ∫
D2R\DR
|u| 2(N+1)N−1 dx
) N−1
N+1
 c
( ∫
D2R\DR
|∇u|2 dx+ 1
R
∫
B2R\BR
u2 dx
)
 c
( ∫
D2R\DR
|∇u|2 dx+
∫
B2R\BR
u2 dx
)
.
Hence Claim is proved. It follows from Claim and (A.19) that∫
RN+1+
u2|∇χ |2 dx c
( ∫
D2R\DR
|∇u|2 dx+
∫
B2R\BR
u2 dx
)
.
Then by (A.18), ∫
RN+1+ \D2R
|∇u|2 dx+
∫
RN\B2R
u2 dx C0
( ∫
D2R\DR
|∇u|2 dx+
∫
B2R\BR
u2 dx
)
.
Thus we obtain∫
RN+1+ \D2R
|∇u|2 dx+
∫
RN\B2R
u2 dx C0
C0 + 1
( ∫
RN+1+ \DR
|∇u|2 dx+
∫
RN\BR
u2 dx
)
.
Take R = R0,2R0, . . . ,2nR0, . . ., we have∫
RN+1+ \D2n R0
|∇u|2 dx+
∫
RN\B2n R0
u2 dx
(
C0
C0 + 1
)n( ∫
RN+1+ \DR0
|∇u|2 dx+
∫
RN\BR0
u2 dx
)
.
Thus ∫
RN+1+ \DR
|∇u|2 dx+
∫
RN\BR
u2 dx C R−θ , for all R > R0, θ = ln C0 + 1
C0
> 0.
Hence, the lemma is proved. 
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