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We propose a protocol to simulate the evolution of a non-Markovian open quantum system by
considering a collisional process with a many-body system, which plays the role of an environment.
As a result of our protocol the environment spatial correlations are mapped into the time correlations
of a noise that drives the dynamics of the open system. Considering the weak coupling limit the
open system can also be considered as a probe of the environment properties. In this regard, when
preparing the environment in its ground state, a measurement of the dynamics of the open system
allows to determine the length of the environment spatial correlations and therefore its critical
properties. To illustrate our proposal we simulate the full system dynamics with matrix-product-
states and compare this with the reduced dynamics obtained with an approximated variational
master equation.
PACS numbers:
I. INTRODUCTION
Quantum simulation was envisioned as a promising in-
novation to expand our computational capacity beyond
classical resources [1], but several years were to pass be-
fore this inception led to the development of the quantum
simulation field [2, 3]. The main stream idea is to use a
discrete space-time quantum circuit of two-body gates
to mimic, as close as possible, the behavior of complex
quantum systems that ultimately cannot be efficiently
simulated on a classical computer. Experimental devel-
opments have brought the notion of a quantum simula-
tor to firmer grounds in different architectures, including
trapped-ions [4–7], ultra-cold atoms [9–12], and super-
conducting circuits [13]. The simulation of the nonequi-
librium dynamics of quantum systems coupled to com-
plex environments is receiving increasing attention [15–
24, 26]. Several proposals have emerged that include an
environment producing a classical noise [23, 24] or even a
quantum noise [15–22, 25, 26] which may therefore yield
to dissipation in the open system [28]. Based on a space-
time discretization, collisional models are a natural route
for the simulation of such complex dynamics and to ac-
count for non-Markovian effects [14, 29–38].
In this theoretical work we propose to simulate the
generic dynamics of an open system via a collisional pro-
cess. We show that a sequence of collisions of the open
system with a many body system containing spatial cor-
relations produces the same reduced dynamics as the one
of an open system coupled to a structured environment as
described via the usual spin-boson model. The simplicity
of the underlying quantum circuit relies on the fact that
the effect of the many body environment on the system
dynamics is encoded into its spatial correlations. Also,
these are mapped into effective noise correlation func-
tions playing the same role as the ones in the standard
open system theory [8, 39]. Thus, our formalism simu-
lates the dynamics of an open quantum system driven by
a colored quantum noise containing non-Markovian cor-
· · · · · ·
t
Bt1 Bt2 BtN
Uti = e
 i[HS+JB†ti+J
†Bti ]dt
FIG. 1: Representation of the collisional model from time
dependent two-body quantum gates Uti between the system
and the 1D many-body system. At each time step the system
moves forward interacting with the next site.
relations. The protocol requires: (i) preparing a many-
body system in a state that encodes the desired spatial
correlations and (ii) performing two body gates between
the system of interest and the many-body environment.
We restrict our analysis to ground state preparations of
a 1D environment, which allow us to efficiently compute
the full system-environment dynamics with matrix prod-
uct states (MPS) [41, 42].
We note that we are not necessarily interested in sim-
ulating a specific non-markovian equation of motion. In-
stead, our focus is to simulate a bath with a specific cor-
relation function. The resulting weak coupling master
equation has a restricted applicability to simple systems.
If the system is itself a complex many-body system, we
would in principle have to fully diagonalize its hamilto-
nian in order to derive the closed form master equation.
And this is unfeasible for a many-body system in the
sense that the resources needed scale exponentially with
system size. Therefore, we find and suggest that quan-
tum simulation would be a powerful strategy to describe
the dynamics of complex quantum systems interacting
with non-white noise baths and also offer a future venue
to explore the strong coupling limit in which most master
equation formulations are particularly inaccurate.
In the specific case of weak coupling addressed here,
ar
X
iv
:1
70
8.
04
14
8v
3 
 [q
ua
nt-
ph
]  
27
 N
ov
 20
17
2we show that the proposed protocol allows to probe crit-
icality of a many body system [27, 45, 46]. This is done
by considering that the open system (i.e. the probe) dy-
namics is governed by a weak coupling ME that is driven
by the environment correlations. Thus, by monitoring
the dynamics of a single observable of the probe we can
extract properties such as the environment correlation
length, which is a typical figure of merit for distinguishing
quantum many-body phases. This feature is not present
in the previous littelature [27, 45, 46]. We also estimate
the back-action that the probe induces on the environ-
ment and show that such back-action can be reduced for
a sufficiently weak coupling yielding accurate estimation
of the correlation length.
II. THE MODEL
Let us consider a discrete 1D bosonic chain with Hamil-
tonian HB , described by annihilation (creation) oper-
ators bi (b
†
i ) located at each site i, and prepare it in
its ground state. Generically, we define the first or-
der correlations C(1)(i, j) = 〈bib†j〉, C(2)(i, j) = 〈b†i bj〉,
C(3)(i, j) = 〈b†i b†j〉, C(4)(i, j) = 〈bibj〉, and their corre-
sponding average length,
ξ
(n)
=
√∑
j j
2C(n)(0, j)∑
j C
(n)(0, j)
. (1)
In the thermodynamic limit, the ground state phase di-
agram of a generic many-body system may have non-
critical phases with exponentially vanishing correlations
C(i, j) ∝ e−|i−j|/l and critical phases with power-law cor-
relations C(i, j) ∝ |i− j|−K [43, 44, 47, 48].
We now consider a collisional protocol in which a
quantum system with Hamiltonian HS quickly sweeps
through the 1D system and weakly interacts with each
of its sites one at a time (see illustration in Fig. 1).
We assume that the sweep and quantum gates are
fast enough such that the dynamics of the 1D sys-
tem induced by HB can be neglected. This process
is described by a sequence of unitary transformations
U1(∆t), U2(∆t), · · · , Ui(∆t), · · · , UN (∆t) corresponding
to two-body gates
Ui(∆t) = e
−i[HS+Hint(ti)]∆t, (2)
acting at collision-times t1, t2, · · · , ti, · · · , tN and lasting
for a short time interval ∆t = ti+1 − ti. Thus, the col-
lisions occur at times ti = i∆t, at positions xi = i∆x,
and at speed v = ∆x/∆t. At each collisional time ti
the system-environment coupling is described by an in-
teraction Hamiltonian Hint(ti) = Jb
†
iε + J
†biε, where J
can be identified as a system jump operator, and ε is the
coupling strength. Let us now define the quantum noise
Bti = biε. This noise processes inherits the correlations
of the many-body ground-state such that the static spa-
tial correlations of the 1D environment are perceived by
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FIG. 2: Data for a BH environment of 200 sites with the q-
bit initialized in the up state. (Left) MPS calculated qubit
population as a function of collisions with the corresponding
ME fit and the (upper right) corresponding ground-state cor-
relations. (Lower right) We also show the fitted C(2)(τ) in log
scale. The blue curve being orders of magnitude smaller thus
largely neglected in the plot.
the system as time-correlations of the noise process. Ex-
plicitly, we have
〈BtiB†tj 〉 = 〈bib†j〉ε2 = C(1)(ti, tj), (3)
〈B†tiBtj 〉 = C(2)(ti, tj),
〈B†tiB†tj 〉 = C(3)(ti, tj),
〈BtiBtj 〉 = C(4)(ti, tj),
where we have included the coupling strength in the def-
inition of the correlation functions.
Let us now consider the difference between the system
wave function at a time t+ ∆t and the one at a time t,
|Ψ(t+ ∆t)〉 − |Ψ(t)〉 = [Ut(∆t)− 1] |Ψ(t)〉, (4)
and divide such equation by ∆t. In the following, we
assume the continuous limit in which ∆t→ 0, such that
the discrete time and space coordinates become continu-
ous variables, i.e. ti → t and bi → bt, with t = x/v being
the continuous limit of the space coordinate and v is the
speed of the moving quantum system. Thus, in the con-
tinuous limit, the evolution resulting from the repeated
application of the gates defined in (2) corresponds to the
following quantum stochastic Schro¨dinger equation [49]
d|Ψ(t)〉
dt
= −i [HS +Hint(t)] |Ψ(t)〉, (5)
where Hint(t) = JB
†
t + J
†Bt, where Bt = btε. In in-
teraction picture with respect to the system, we have
d|Ψ˜(t)〉 = −iH˜int(t)|Ψ˜(t)〉dt, with H˜int(t) = Jtb†tε+J†t btε,
and Jt = e
iHStJe−iHSt. Considering the interaction pic-
ture, a ME for the reduced state of the system ρ˜(S) =
trB
{
P˜t
}
, with P˜t = |Ψ˜(t)〉〈Ψ˜(t)| may be derived as
dρ˜
(S)
t
dt
= −itrB
{[
JtB
†
t + J
†
tBt, P˜t
]}
, (6)
3which requires computing averages such as trB
{
BtP˜t
}
,
trB
{
B†P˜t
}
, trB
{
P˜tBt
}
and trB
{
P˜tB
†}. In order to com-
pute them up to second order in the coupling parameter
ε, we perform a perturbative expansion of the projector
P˜t,
P˜t = P˜0 − i
∫ t
0
dt′[Hint(t′), P˜0] +O(ε2). (7)
where we consider that P˜0 = P0 = ρ
(S)
0 ⊗ ρB(0), with
ρ
(S)
0 and ρB(0) the system and environment initial states,
respectively. Thus, we find a Novikov-like relation [23,
24, 50] valid up to second order
trB
{
BtP˜t
}
= −i〈Bt〉ρ(S)0 − i
∫ t
0
dt′
[
〈BtBt′〉J†t′ ρ˜(S)t
+ 〈BtB†t′〉Jt′ ρ˜(S)t − ρ˜(S)t J†t′〈BtBt′〉 − ρ˜(S)t Jt′〈BtB†t′ , 〉
]
,
(8)
and a similar equation is found for trB
{
B†P˜t
}
,
trB
{
P˜tBt
}
and trB
{
P˜tB
†}. Here, we have defined 〈Bt〉 =
trB{BtρB(0)} and 〈BtB†t′〉 = trB{BtB†t′ρB(0)}. Also,
consistently to second order we have replaced ρ
(S)
0 ≈ ρ˜(S)t ,
with ρ˜
(S)
t = e
iHStρ
(S)
t e
−HSt, in all the second order terms
at the right hand side of the equation (8). In addition,
the time correlation functions as the continuum limit of
their discrete counterparts given by Eqs. (4). Consider-
ing this, and going back to the Schro¨dinger equation, we
find that the master equation up to second order in the
coupling parameter can be written as
dρ
(S)
t
dt
= −i[HS , ρ(S)t ]− i[J〈B†t 〉+ J†〈Bt〉, ρ(S)0 ]
− 1
2
∫ t
0
dt′
{
C(1)(t, t′)
[
J†Jt′−tρ
(S)
t′ − Jt′−tρ(S)t′ J† + h.c.
]
+ C(2)(t, t′)
[
Jt′−tJ†ρ
(S)
t′ − J†ρ(S)t′ Jt′−t + h.c.
]
+ C(3)(t, t′)
[
Jt′−tJρ
(S)
t′ − Jt′−tρ(S)t′ J + h.c.
]
+ C(4)(t, t′)
[
J†t′−tJ
†ρ(S)t′−t − J†t′−tρ(S)t′ J† + h.c.
]}
. (9)
As it can be seen, this ME is identical to the one of
a standing open system coupled with a strength gk to
a set of independent harmonic oscillators (characterized
by bk (b
†
k) and having eigenfrequencies ωk and a state
ρB), as described with the spin-boson model. This
model leads to correlations of the form C(1)(t, t′) =∑
k,k′ gkgk′trB{ρBbk′b†k}eiωkt−iωk′ t
′
, for instance.
Moreover, to probe the environment state we shall
measure the reduced dynamics of the open system to get
ρMt′ = trB {|Ψt′〉〈Ψt′ |} governed by the eq. (5). Further,
considering that this quantity is also approximately ob-
tained with the ME (9) we may employ a variational
optimization to determine the parameters in the correla-
tions C(l)(t, t′) that best minimize the distance
min
{C(n)}
∫ t
0
∣∣∣trB {|Ψt′〉〈Ψt′ |} − ρ(S)t′ ∣∣∣ dt′. (10)
FIG. 3: (Top) Direct MPS calculated correlation length ξ(2),
(middle) the same quantity variationally obtained from the
corresponding ME, and (bottom) the probe population 〈a†a〉
after the last collision for a Bose-Hubbard system of 50 sites
with collision time steps of dt = 0.01/γ. The probe is always
initialized in the empty or vacuum state.
III. DISSIPATION OF A QUBIT
As a first benchmark we show that the proposed pro-
tocol allows to simulate decaying dynamics, contrary to
proposals based on classical noise [28]. We consider that
the system is a qubit having negligible free dynamics for
simplicity. We also consider as environment a 1D Bose-
Hubbard
HB =
∑
i
[
−h(bib†i+1 + b†i bi+1) +
u
2
b†i b
†
i bibi + µb
†
i bi
]
.
(11)
Here, h is the hopping rate, u is the on site interaction
between bosons and µ is a local energy scale or chemi-
cal potential. In the thermodynamic limit, the ground
state phase diagram of the model has a Mott phase with
exponentially vanishing correlations and a critical super-
fluid phase with power-law correlations [43, 44]. The sys-
4tem is coupled to the environment via a jump operator
J =
√
γσ, that is, a lowering operator, with γ being the
effective coupling strength to the environment. Using
SWAP gates and an MPS ansatz we simulate the proto-
col of the traveling qubit at constant speed as it traverses
the 1D environment with N = 200 oscillators, by inte-
grating eq. (5). The maximal truncation error we have
is 10−11, the bond dimension is D = 500 and the envi-
ronment local dimension is d = 5. We also analyze the
system dynamics with the approximate ME (9). Given
our choice for the environment, at very low densities we
may assume that the correlations governing the equation
have the form
C(2)(i, j) = A(1 + |i− j|)−K +Be−|i−j|/l, (12)
with C(1) = C(2) and C(1)(0) = 1 + C(2)(0) and C(3) =
C(4) = 0 as corresponds to Gaussian colored noise. Thus,
the resulting ME (9) describes the dissipative decay of an
open system coupled to an environment in equilibrium.
Further, the effects of temperature could be included by
adding collisions with a second lattice, following a ther-
mofield transformation [40].
In Fig. 2 we show the time evolution of the qubit pop-
ulation and the correlations of the environment ground-
state for both MPS and ME results. We observe pure ex-
ponential decay for a non-critical environment at µ = 2h.
Changing the chemical potential leads to a transition into
the longer-range correlated (superfluid) states. The re-
sulting system dynamics present more structure, as it
corresponds to a non-Markovian regime. This is the op-
posite case of what is observed in Ref. [26] for a standing
probe, where the superfluid regime leads to more Marko-
vian dynamics. We also point out that the MPS based
system-environment simulation is exact, as it takes into
account fine-size effects and the back-action that the sys-
tem exerts on the environment, while the approximate
ME neglects both. Thus, mismatches are expected even
though we find very good agreement between the two
models. Very close to the phase transition the mentioned
back-action seems more dramatic leading to the worst
match. Slightly farther away from the phase transition
the ME seems to be a very accurate approximation.
IV. A BOSONIC QUANTUM PROBE
We now explore higher density regimes, more specifi-
cally a region around the first Mott lobe. In addition, we
use a bosonic system having a jump operator J =
√
γa
with annihilation operator a. The probing aspect of our
scheme is shown in Fig. 3 in which we report an overview
of the phase diagram around the first Mott lobe. In de-
tail, we show both the correlation length (1) directly cal-
culated from the ground-state and extracted from the
probe. The latter result is obtained by using a generic
search algorithm [51] to solve a simplified version of the
variational problem of Eq. (10),
min
{C(n)}
∫ t
0
∣∣∣tr {O|Ψt′〉〈Ψt′ |} − tr{Oρ(S)t′ }∣∣∣ dt′, (13)
with O = a†a. The advantage of this simplification is
that while Eq. (10) would require the tomography of the
probe state in an experimental setting, Eq. (13) relies
solely on the dynamics of a single observable. Compar-
ing the top and middle panels of Fig. 3 we can see that
the probed correlation length is faithful to the original.
There are, however, small fluctuations in the optimiza-
tion procedure. This is due to the fact the the variational
problem has very “shallow” minima such that it is numer-
ically difficult to resolve within a small vicinity around
the optimal solution. Interestingly, the bottom panel of
Fig. 3 shows that the probe population after the last
collision (approaching its steady state) undergoes a tran-
sition which resembles the environment phase transition.
We shall remark that even though the correspondence
between the top and bottom panel is remarkable it is not
perfect since the environment size is relatively small, 50
sites, and therefore the probe dynamics approaches but
does not reach the steady state of the map that emerges
from the collision process.
Next we analyse the dynamics of the probe, its steady
state and the system back-action into the environment
state. To this aim, we increase the environment size to
200 sites. In the top panel of Fig. 4 we show the dy-
namics of the probe for a collision strength (given by
the rate between the interaction time and the system
decay time scale ∼ 1/γ), γdt = 0.02. Lighter colors cor-
respond to larger −µ/u and thus fall inside the Mott
phase that generates monotonic (exponential) dynamics.
Darker colors fall inside the super-fluid phase that gener-
ates structured dynamics. The middle panel represents
the correlation length ξ(2) computed from the MPS calcu-
lation of the ground state (full colored markers), and the
variational ME (empty markers) considering again two
values of collision strength γdt. When considering strong
collisions, the error in estimating the original correlation
length is bigger in the Mott phase than in the super-
fluid phase. However, for weaker collisions γdt = 0.005
we find virtually perfect agreement in all regimes. The
dashed rectangle in the middle panel indicates the tran-
sition region in which it becomes numerically challenging
to converge with MPS to the ground state of such large
systems. More specifically, all our variational determina-
tions of the ground states have converged with 5 MPS
steps in the variational algorithm except at this region.
In the bottom panel of Fig. 4 we show that the asymp-
totic population of the probe after 200 collisions shows
a strong signature of the phase transition that confirms
that the ground state phase transition appears to pro-
duce a dynamical phase transition on the probe.
Our algorithm could be simulated with ultracold atoms
of two types, a and b, which can be achieved by consider-
ing atoms in two different hyperfine ground states. Sim-
ilar to the proposals in Refs. [54, 55], atoms in a and b
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FIG. 4: Bosonic probing of a Bose-Hubbard system of 200
sites for h = 0.1u and probe initialized in vacuum. (Top
panel) Population of the probe calculated with MPS (mark-
ers) and ME (solid lines) as a function of collisions and con-
sidering γdt = 0.02. Darker and lighter colors correspond
to smaller and larger values of −µ/u respectively, which are
specified in the middle panel of the same figure. (Middle
panel) Correlation lengths both for the unperturbed ground-
state (full-markers) and probed result as given by the ME
(empty markers). (Bottom) Asymptotic population of the
probe after 200 collisions, with the symbols having the same
interpretation as in the middle panel.
correspond to the open system and its environment re-
spectively. To this purpose, atoms in a are trapped in a
deep optical lattice that keeps them in a Mott state where
only the first level of each lattice well is involved. Hence,
the atomic dynamics within each well of such lattice are
described by the ladder operator J (J†) that represents
transitions between a state where there is an atom in
the well and a state where there are no atoms. In turn,
atoms in b are trapped by a tunable optical lattice that
implements the Bose-Hubbard physics in the standard
way [3].
The two optical lattices are located perpendicular to
each other with a single crossing point, where the inter-
action between the two types of atoms occur, as sketched
in Fig. 5. In order to perform the protocol, the lattice
that traps b atoms, for instance, is sequentially shifted
with respect to the a lattice by dynamically tuning the
corresponding lasers. Such lattice shifting was theoret-
ically proposed in [52] and first experimentally realized
in [53]. In that way, a single site a sequentially interacts
Hint
bi
a
|ai
|bi
⌦
 
FIG. 5: Possible experimental implementation of the colli-
sional model with ultra-cold atoms.
with each site bi at a time, as described by the interaction
Hamiltonian Jb†iε∆t+J
†biε∆t. The interaction strength
ε as well as the interaction time ∆t can be experimentally
tuned.
The nature of the interaction, and therefore the inter-
action strength depends on the choice of the implementa-
tion. For instance, in [54] the interaction is produced by
combining a laser that couples the two hyperfine levels a
and b with a collisional process. Such a collisional process
is described by a contact pseodupotential with coupling
parameter gab = 4piaab~2/m (aab the corresponding s-
wave scattering length and m is the atomic mass) that
determines the coupling strength between the system and
the environment. Following the proposal in [55], a sec-
ond possibility is to consider that atoms in b are coupled
to atoms in a only through a two photon Raman transi-
tion. In this case, the coupling strength of the interac-
tion Hamiltonian is simply determined by the laser Rabi
frequency Ω, i.e.  ∼ Ω, and therefore is also completely
tunable. As an alternative to the above schemes, one may
consider an impurity with two internal levels immersed
in a three dimensional BEC, as proposed in [56].
We shall remark that in the present protocol the other
sites in the lattice a do not come into play, since such
atoms are assumed to be in a Mott insulating phase
where no tunneling to neighboring sites is allowed. Al-
lowing the tunneling in lattice a (or even shifting such a
lattice too) would nevertheless lead to an interesting in-
terplay between the many-body dynamics of atoms in a
and the dissipation produced by the sequential coupling
with atoms in b.
V. CONCLUSION
We have proposed a collisional model for simulating
colored quantum noise, which is based on a simple quan-
tum circuit and does not rely on multiple collisions inside
the bath. The formalism allows us to harness the emerg-
ing correlations of many-body ground-states to generate
non-Markovian dynamics. Conversely, we have shown
that the protocol may be used to probe quantum phases
6via their correlations also showing that the probe back-
action can be made negligible. Ultimately, the protocol
can be used as a basis to implement non-Markovian dy-
namics of many-body open systems also at strong cou-
pling, which may require colliding many-body systems
(having arbitrary dimension and structure).
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