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We analyze the topological Z2 invariant, which characterizes time
reversal invariant topological insulators, in the framework of index
theory and K-theory. The topological Z2 invariant counts the parity
of generalized Majorana zero modes, which can be interpreted as an
analytical index. As we show, it fits perfectly into a mod 2 index the-
orem, and the topological index provides an efficient way to compute
the topological Z2 invariant. Finally, we give a new version of the
bulk-boundary correspondence which yields an alternative explana-
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boundary in the momentum space.
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1 Introduction
As new materials observed in nature, topological insulators behave like insu-
lators in the bulk but have conducting edge states on the boundary. A time
reversal invariant topological insulator, or simply topological insulator [27], of
free (or weak-interacting) fermions, is a quantum system that has both time
reversal Z2 symmetry and charge conservation (a U(1) symmetry). Accord-
ingly, in the framework of symmetry protected topological (SPT) phases [14],
topological insulators are also referred to as U(1) and time reversal symme-
try protected topological order. According to the Altland-Zirnbauer-Cartan
classification of general topological insulators with different Z2 symmetries
[1, 52], topological insulators with time reversal symmetry are in the sym-
plectic class, which is also referred to as type AII topological insulators.
Topological insulators are gapped quantum systems, in which the Fermi en-
ergy level is assumed to be in the band gap, and further the Fermi level is
defined as the zero energy level.
Topological insulators can be characterized by a Z2-valued topological
invariant due to the time reversal symmetry. The main task of this work is
to understand the topological Z2 invariant in the framework of index theory
and K-theory. We introduce the notion of generalized Majorana zero modes
and show that one interpretation of the Z2 invariant is given by the parity
of these generalized Majorana zero modes. The generalized Majorana zero
modes are similar to those found in Bogoliubov–de Gennes (BdG) topological
superconductors with particle-hole symmetry. We will drop the word “gen-
eralized” in generalized Majorana zero modes from now on. Our definition
of Majorana zero modes generalizes that of Majorana fermions in physics
[59], but they are related by generalizing the self-adjointness condition (or
the real condition). Physically, Majorana zero modes [51] are quasi-particle
excitations bound to a defect at zero energy. Two fermionic Majorana zero
modes tend to couple together and behave as an effective composite boson.
For example, Dirac cones are Majorana zero modes in three-dimensional (3d)
time reversal invariant fermionic systems, and the presence of an unpaired
Dirac cone is the characteristic of a 3d non-trivial topological insulator. We
have to point out that Majorana zero modes should not be confused with
Majorana fermions. Majorana fermions have been understood by the spin
representations and spin geometry [41]. Majorana zero modes have a new ge-
ometry beyond spin geometry compared to Majorana fermions. The study of
topological insulators is basically to understand the topology of time reversal
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symmetry and the geometry of Majorana zero modes.
The topological Z2 invariant is a parity anomaly in quantum field theory,
as a global anomaly, in general it is difficult to compute. The idea is to
translate the parity anomaly into a gauge anomaly, and consider a relevant
index problem. We will explain that the topological Z2 invariant can be
simply understood via a mod 2 index theorem resolving the gauge anomaly.
More precisely, the mod 2 index theorem can be spelled out as (1) that the
analytical Z2 index of the effective Hamiltonian counts the parity of Majorana
zero modes and (2) that the odd topological index (or its variation) gives a
local formula to compute the analytical index. In a modern language, the
mod 2 index theorem can be reformulated as the index pairing between KR-
homology and KR-theory, which will be useful for further generalizations in
noncommutative geometry.
Physicists originally proposed two different ways to model this Z2-valued
invariant. The Kane–Mele invariant was first defined in the quantum spin
Hall effect in graphene [29], and subsequently generalized to 3d topological
insulators [20]. It is defined as the product of the signs of Pfaffians over the
fixed points of the time reversal symmetry. In contrast to the discrete Pfaffian
formalism of the Kane–Mele invariant, the Chern–Simons invariant has an
integral form as the odd topological index of a specific gauge transformation
induced by the time reversal symmetry [48]. In string theory, the Chern–
Simons invariant is also called the Wess–Zumino–Witten (WZW) topological
term. The WZW term is an action functional in gauge theory, and the Kane–
Mele invariant is derived from an effective quantum field theory. In fact, the
Kane–Mele invariant and the Chern–Simons invariant are equivalent, so we
view them as different aspects of the same Z2 invariant, which is the so-called
topological Z2 invariant. For a summary of these results, see e.g. [35].
In the various proposed ways, the Z2 invariant takes values in different
abstract groups. For instance in the 3d case, in several identifications Z2 is
just a factor of a product, with other factors corresponding to weak topolog-
ical insulators, or other times a factor Z appears that is disregarded, see e.g.
[18, Theroem 11.14] where the relevant group is Z⊕ Z×42 and [39, Equation
(27)] where the relevant group is Z⊕Z×32 . In our treatment, we naturally ob-
tain a unique receptacle for the Z2 invariant. The analytical and topological
index both point out the Z2 invariant really lives in KO−2(pt). That is, the
abstract group, in which the Z2 invariant lies, is isomorphic just to Z2. Index
theory has the advantage over K-theory in that local geometric pictures can
be seen from an index theorem by looking at, for example, the spectral flow.
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The fact that the topological Z2 invariant belongs to KO−2(pt) cannot be
seen from K-theory only.
In order to understand the mod 2 index theorem, we study the version of
K-theory relevant for the systems of topological insulators under study. It is
the Quaternionic K-theory, i.e., KQ-theory, since the time reversal symmetry
introduces a real structure. This furnishes the right framework to study the
index theory of Majorana zero modes. The Quaternionic K-theory is related
to the Real K-theory, i.e., KR-theory, by a degree shifting isomorphism,
but distinct from the real K-theory, i.e., KO-theory. We briefly review the
relations also in §2.2, more details can be found in [31]. The reason that
KQ appears naturally is that if one considers the topological band theory
of a fermionic system, one is actually working on a Hilbert bundle over the
momentum space, which is called the Brillouin zone in condensed matter
physics. Taking time reversal symmetry into account, the Hilbert bundle
becomes a Quaternionic vector bundle equipped with anti-involutions which
do not fix the base space, but are rather compatible with an involution on
the base space. Hence KQ-theory can be used to classify all possible band
structures of type AII topological insulators.
In spin geometry and noncommutative geometry, KR-cycles are used to
model spinors with real structures. A KR-cycle gives a canonical representa-
tive of the fundamental class in KR-homology, which is closely related to the
KO-orientation. As a (Bogoliubov) quasi-particle, a Kramers pair consists
of an electron and its mirror partner under time reversal symmetry. The
localization of a Kramers pair gives a localized Majorana zero mode (around
a fixed point). An electronic chiral state in a Majorana zero mode can be
modeled by a KR-cycle, so a Majorana zero mode is described by a coupled
product of two KR-cycles.
As an instance of the holographic principle, the bulk-boundary corre-
spondence plays an important role in topological insulators. If the bulk and
boundary theory are modeled by K-theory, then the bulk-boundary corre-
spondence gives rise to a homomorphism (not necessary to be an isomor-
phism) between the bulk K-theory and the boundary K-theory. In other
words, the bulk-boundary correspondence falls into the category of bivariant
K-theory, i.e., KK-theory. The equivalence between the mod 2 topological
index and the Kane–Mele invariant gives hints on the geometry of the bulk-
boundary correspondence. The bulk is given by the momentum space, and
our novel observation is that the effective boundary can be identified as the
set of fixed points, since the Kane–Mele invariant is defined over the fixed
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points. Based on the Baum–Connes isomorphism for the torus, We explain
the bulk-boundary correspondence by a concrete example. In fact, the bulk-
boundary correspondence in a topological insulator realizes the same mod 2
index theorem.
In our approach, we focus on the topological band theory, the geometry of
Majorana zero modes, and the index theorem connecting these components.
Different independent, concurred or subsequent approaches using different
techniques can be found in the literature. These include approaches via C∗-
algebras including a definition for topological insulators in that setting [37],
Roe algebra [40], twisted crossed product [55], extensions and KK-theory
[11, 12] and lattice models [33]. All the approaches, including ours, yield
topological invariants that are robust, which is stable under small pertur-
bations such as disorder. An alternative bulk-boundary correspondence in
momentum space is studied in [43] by using a Fourier–Mukai transform in the
guise of T-duality applied to the real space bulk-boundary correspondence.
Calculations for these types of invariants are usually done using long exact
sequences. Their existence is tied to the topological properties of the base
space. To this end we include a careful analysis of the conditions on the
base space and the Z2 action on it. With different restrictions, we show that
different long exact sequences become available and we link them to different
definitions of the Z2 invariant that have appeared in the literature.
In summary, in this work, we give a complete explanation of the topolog-
ical Z2 invariant in the framework of index theory and K-theory. We provide
the following new results on topological insulators:
• By localization, we interpret the topological Z2 invariant as the mod 2
analytical index of the effective Hamiltonian of a topological insulator.
• By comparing Majorana zero modes with Majorana fermions in spin ge-
ometry, we model localized Majorana zero modes by a coupled product
of two KR-cycles.
• We establish the mod 2 index theorem of topological insulators, that
is, the odd topological index (or its variation) computes the analytical
index. Moreover, the mod 2 index can be obtained by the index pairing
between KR-homology and KR-theory.
• We derive the equivalence between the topological Z2 index (or Chern–
Simons invariant) and the Kane–Mele invariant, which is the genuine
bulk-boundary correspondence.
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• We propose to identify the effective boundary as the fixed points of the
time reversal symmetry, and explain the bulk-boundary correspondence
by a motivating example.
This article is organized in the following way. To study topological band
theory, we review basic facts about KQ-theory in §2. This section also in-
cludes the conditions on the base space and the respective sequences in K-
theory. §3 focuses on the analytical theory of Majorana zero modes, and
the topological Z2 invariant is interpreted as a mod 2 analytical index. In
§4, the mod 2 topological index is discussed in KR-theory, and the mod 2
index theorem is established. Finally, the bulk-boundary correspondence in
KK-theory is discussed in §5.
2 KQ-theory
In this section, we will first introduce the time reversal symmetry and study
the topological band theory of a topological insulator by a Hilbert bundle,
which is a Quaternionic vector bundle over the momentum space. As a
result, the Quaternionic K-theory, i.e., KQ-theory, can be used to classify all
possible band structures of a topological insulator. Finally, the real Baum–
Connes isomorphism for the free discrete group Zd will be briefly reviewed
as a preparation for the bulk-boundary correspondence.
2.1 Time reversal symmetry
Let X be a compact space, which is viewed as the momentum space of a
topological insulator.
Example 1. A lattice in Rd is a free abelian group isomorphic to Zd and its
Pontryagin dual is the torus Td, the simplest and most important example
of a momentum space is X = Td.
Example 2. The limit of a lattice model is the continuous model defined on
Rd and its Pontryagin dual is itself, in this case the momentum space is the
one point compactification of Rd, i.e., X = (Rd)+ = Sd.
Definition 1. An involutive space (X, τ) is a compact space X equipped
with an involution, i.e., a homeomorphism τ : X → X such that τ 2 = idX .
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Since the involution τ is usually taken as the complex conjugation, (X, τ)
is also called a Real space, which was first introduced by Atiyah in the Real
K-theory, i.e., KR-theory [2]. As a convention, define Rp,q := Rp ⊕ iRq, the
involution τ on Rp,q is defined by the complex conjugation, i.e., τ : (x, y)→
(x,−y), or equivalently τ |Rp = 1 and τ |iRq = −1.
Time reversal symmetry is a fundamental symmetry of physical laws,
which is the Z2 (as a notation Z2 ∼= Z/2Z) symmetry defined by the map
T : t 7→ −t reversing the direction of time. The action of time reversal
symmetry on a momentum space is basically to change the sign of its local
coordinates because T changes the sign of the imaginary unit T : i 7→ −i.
Definition 2. Time reversal symmetry defines the time reversal transforma-
tion on the momentum space X,
τ : X → X; x 7→ τ(x) = −x
so that (X, τ) is an involutive space.
The time reversal transformation may vary according to the choice of
coordinate system on X.
Example 3. The unit sphere Sd in Cartesian coordinates is
Sd = {(x0, x1, · · ·xd) ∈ Rd+1 | x20 + x21 + · · ·x2d = 1}
the time reversal transformation on Sd is defined by
τ : Sd → Sd; (x0, x1, · · ·xd) 7→ (x0,−x1, · · · − xd)
so the unit sphere under this involution is also denoted by S1,d ⊂ R1,d.
Example 4. If the torus Td is parametrized by the angles,
Td = {(eiθ1 , · · · , eiθd) | θi ∈ [−pi, pi]mod 2pi, i = 1, · · · d}
then the time reversal transformation on Td is defined by
τ : Td → Td; (eiθ1 , · · · , eiθd) 7→ (e−iθ1 , · · · , e−iθd)
The fixed points of an involution τ is the set of points
Xτ := {x ∈ X | τ(x) = x}
which is always assumed to be a finite set.
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Example 5. The unit sphere S1,d has 2 fixed points under the time reversal
transformation, (S1,d)τ = {(±1, 0, · · · , 0)}.
Example 6. The torus Td has 2d fixed points under the time reversal trans-
formation, (Td)τ = {(±1,±1, · · · ,±1)} when θi = 0, pi.
The involutive space (X, τ) has the structure of a Z2-CW complex, that
is, there exists a Z2-equivariant cellular decomposition of X, see below. In
the other way around, starting with the fixed points Xτ , X can be built up
by gluing cells that carry a free Z2 action, i.e., Z2-cells. Such equivariant
cellular decomposition is very useful in the computation of K-theory. This
construction is closely related to the stable homotopy splitting of X into
spheres respecting the time reversal symmetry [18].
We will now decompose the underlying space X according to the action by
the time reversal transformation τ . In the general setting, this decomposition
can be quite wild, but in concrete situations it is usually well behaved. For
instance, as we explain in §2.3, in case this decomposition is suitably “nice”
we can apply different long exact sequences to compute the invariants.
We will assume that the Real space (X, τ) is tame. For a connected X
this means that there are closed connected fundamental domains V±, such
that τ(V±) = V∓, X = V+ ∪ V− and B = V+ ∩ V− is the closed boundary
of both V+ and V−. That is V± = V o± q B as sets, with τ(V o±) = V o∓ open
and B is closed of codimension greater or equal to 1. Such B separates,
namely, V o+ and V
o
− occupy different components of X \Xτ . Here and in the
following q means the disjoint union. For a general X, being tame means
that each connected component of X is tame. This is for instance the case
for a Riemannian manifold X where V± are given by Dirichlet fundamental
domains, a.k.a., Voronoi cells. We call a tame space regular, if we can find a
decomposition X = X+ qX− qXτ where τ(X±) = X∓ such that X¯± = V±,
X± and X \ Xτ are locally compact. This is the case for all the examples
that we will consider including the Examples given above, see Figure 1.
Another class, which is the most important for applications is when (X, τ)
is a finite Z2-equivariant regular CW complex. This means that for all cells
C of dimension k, τ(C) is also a cell of dimension k. In this case, we can
decompose X = V+ ∪ V− as above where now V± are sub CW complexes.
Moreover, V± = O¯± where O± = qC∈V±Co is the union of all the interiors of
the top dimensional cells in V±, that is, those that are not at the boundary
of any other cell. We denote the closed cells by C and write Co for their
open interior.
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V+
V
−
V+
−
V X \ Z −XX+
Figure 1: From the left to right: (a) the torus with two fundamental domains
V+, V− with Z = V+∩V− = S1,1qS1,1 in red, (b) the disjoint union of V+ and
V−, (c) the complement of Z, and (d) the subsets X±. Dotted lines indicate
open boundaries.
There is also another decomposition, which we will use X = X+ qX− q
Xτ . To do this, we assign +, − or fix to all cells, inductively, by choosing
fundamental domains as above starting with the dimension zero cells and
using induction on the k-skeleton. We choose + and − for the cells inter-
changed by τ and fix for all the cells fixed by τ . We will call them +, −
or fixed cells. The induction ensures that no + cell lies at the boundary of
only − cells. Notice that fixed points do not lie in the interior of any + or −
cell, moreover, Xτ = qC:fixed cellCo. Set X+ = qC:+ cellCo, X− = qC:− cellCo.
We call such a CW complex weak Z2-space if there is a choice of ± such that
each skeleton Xk is regular, as defined above, with respect to the decompo-
sition above. This is for instance the case, if X is a compact manifold and
Xτ is discrete, which encompasses all the examples from the literature. In
particular this means that if Z = V+ ∩ V− then Z is again a weak Z2-space
and one can use induction.
Example 7. All the Td and S1,d are of this type. For d = 0 the space consists
of two points, marked by fix. For d = 1 one adds two intervals joining the
points, marked by + and −. For S1,d, we realize it as R0,d ∪ {∞}. Mark ∞
by fix and then mark R0,d by decomposing it w.r.t. the iterated upper and
lower half spaces, marking the upper half space by + and the lower by −.
This agrees with the decomposition as R0,d = R0,1× · · · ×R0,1. Similarly, we
can define the decomposition of Td = S1,1 × · · · × S1,1, see Figure 2.
Definition 3. A complex vector bundle is said to be a Hilbert bundle if it
is equipped with a complete continuously varying Hermitian inner product
so that each fiber is a Hilbert space. The completeness is automatic in the
finite dimensional case.
A Hilbert bundle (with a flat connection) was introduced to model con-
tinuous fields of Hilbert spaces in geometric quantization, for example see [7].
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Figure 2: The Z2-CW decompositions of (a) S1,1,(b) S1,2, with 2 0-cells,
4 1-cells and 4 2-cells, corresponding to the one-point compactification of
R0,2 decomposed into quadrants and half lines depicted in (c), and (d) the
decomposition of T2.
Given an effective Hamiltonian of a topological insulator, let us consider the
corresponding Hilbert bundle pi : H → X, which describes the band struc-
ture of the topological insulator over the momentum space X. The space of
physical states (in the momentum representation) is modeled by the Hilbert
space of (local) sections H = Γ(X,H) with fiber-wise inner product.
Definition 4. A Quaternionic vector bundle (E,χ) over an involutive space
(X, τ) is a complex vector bundle E over X equipped with an anti-linear
anti-involution χ (that is compatible with τ). The anti-involution χ is an
anti-linear bundle isomorphism χ : E → E such that χ2 = −idE. This
entails that χ induces an anti–linear isomorphism between the fibers Ex over
x and Eτ(x) over τ(x).
In the above definition, if the anti-involution χ (s.t. χ2 = −1) is replaced
by an involution ι (s.t. ι2 = 1), then (E, ι) is a Real space and the pair (E, ι)
defines a Real vector bundle over (X, τ).
For a Quaternionic vector bundle pi : (E,χ) → (X, τ), the compatibility
condition between χ and τ is obviously pi ◦ χ = τ ◦ pi. For any section
s : (X, τ) → (E,χ), the above compatibility condition implies that for any
x ∈ X, s ◦ τ(x) and χ ◦ s(x) are in the same fiber. In order to compare two
sections, we define an action ς on the space of continuous sections Γ(X,E),
ς : Γ(X,E)→ Γ(X,E); s 7→ −χ ◦ s ◦ τ
ς is itself an anti-involution such that ς2 = −1. The negative sign in the
definition of ς comes from the anti-involution χ in the following way. Com-
paring the above two sections, one would have the difference s ◦ τ − χ ◦ s.
Moving this back to the original fiber by applying χ, the difference becomes
χ ◦ s ◦ τ + s = s− ς(s).
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At a fixed point x ∈ Xτ , the restriction χx : Ex → Ex is an anti-linear
map such that χ2x = −1 so that χx gives a quaternionic structure on Ex, i.e.,
a fiber preserving action of the quaternions. If the complex dimension of Ex
is even, say dimCEx = 2n, then Ex can be viewed as a vector space defined
over the quaternions H with quaternionic dimension dimHEx = n. From now
on, we assume that the Quaternionic vector bundle (E,χ) has even rank, say
rank(E) = 2n. Let i : Xτ ↪→ X be the inclusion map, when restricting E to
the set of fixed points, i∗E → Xτ turns into a quaternionic vector bundle,
i.e., each fiber is a quaternionic vector space. The reader should not confuse
quaternionic vector bundles with Quaternionic vector bundles.
Over the fixed points Xτ , if an inner product is chosen on the quater-
nionic vector bundle i∗E → Xτ , i.e., a Hilbert bundle with the quaternionic
structure induced by χ, then it naturally gives rise to a symplectic structure
ω so that (i∗E,ω)→ Xτ becomes a symplectic vector bundle, i.e., each fiber
is a symplectic vector space, see e.g. [35][3.3.1].
Time reversal symmetry can be represented by the time reversal operator
Θ acting on the Hilbert space H . In general, the time reversal operator can
be defined as a product Θ := UC, where U is a unitary operator and C is
the complex conjugation [58]. Hence, Θ is an anti-unitary operator, that is,
for ψ, φ ∈ Γ(X,H),
〈Θψ,Θφ〉 = 〈ψ, φ〉 = 〈φ, ψ〉, Θ(aψ + bφ) = a¯Θψ + b¯Θφ, a, b ∈ C
Since Θ is acting on fermionic states, it has the important property Θ2 = −1
(or Θ∗ = −Θ).
Example 8. Taking time reversal symmetry into account, the Hilbert bundle
over the momentum space pi : H → X becomes a Quaternionic Hilbert
bundle pi : (H,Θ) → (X, τ), where τ is the time reversal transformation on
the base space (s.t. τ 2 = idX) and Θ is the time reversal operator (that is
an anti-unitary operator satisfying Θ2 = −idH). The action of time reversal
symmetry on the momentum space X is given by x 7→ τ(x), which can be
lifted to an anti-linear anti-involution Θ on the Hilbert bundle H → X.
A time reversal invariant Hamiltonian H = H(x) must satisfy the condi-
tion
ΘH(x)Θ∗ = H(τ(x)) for any x ∈ X
For a physical electronic state φ, one considers the other state Θφ under
time reversal symmetry. If φ is an eigenstate of H satisfying H(x)φ(x) =
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E(x)φ(x), then Θφ is an eigenstate of ΘHΘ∗ with the same energy E,
[ΘH(x)Θ∗]Θφ(x) = E(τ(x))Θφ(x)
This means that the states φ and Θφ fall into the same band with the band
function E : X → R. So due to time reversal symmetry, each band is doubly
degenerate, which is called Kramers degeneracy, and the pair (φ,Θφ) is called
a Kramers pair. The key property Θ2 = −1 implies that a Kramers pair is
orthogonal, i.e., 〈φ,Θφ〉 = 0.
The following facts are discussed in detail in [35]. With time reversal
symmetry the rank of the Hilbert bundle H is always assumed to be even,
say rank(H) = 2N . We also assume that time reversal symmetry is the
only symmetry acting on the Hilbert bundle. So the Hilbert bundle is non-
degenerate in the sense that there is no band crossings between different
bands. For each band, the only degeneration is due to Kramers degeneracy,
that is, each band is doubly degenerate. All possible intersections between a
Kramers pair only could happen at the fixed points. As a consequence, there
exists a decomposition
H =
N⊕
i=1
Hi (1)
where Hi → X is a rank 2 non-trivial subbundle. We set Hi = Γ(X,Hi),
then H =
⊕N
i=1Hi and Θ respects this decomposition.
If there was no time reversal symmetry, then each band can be modeled by
a complex line bundle Li → X. When the time reversal symmetry is switched
on, each band is modeled by a rank 2 Hilbert subbundle pi : Hi → X. By
the existence of a Kramers pair (φi,Θφi), Hi can be decomposed into
Hi = Li ⊕ΘLi, with ΘLi ∼= τ ∗(Li) (2)
where τ ∗(Li) is the pullback of the conjugate bundle since Θ is an anti-linear
bundle isomorphism. Inspired by the physical picture, we assume φi (or
Θφi) gives rise to a global section of Li (or ΘLi), so that Li (or ΘLi) is
isomorphic to a trivializable line bundle. However, the Hilbert subbundle Hi
is not necessary to be a trivial bundle since there are intersections between
φi and Θφi. By the decomposition of Hi, it is similar to a spinor bundle,
since the time reversal operator Θ switches the chirality of a Kramers pair.
In the literature, some authors assume the Hilbert bundle is a trivial complex
vector bundle, for example see [22].
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Lemma 1. Define the transition function of the Hilbert subbundle Hi by
wi : X → U(2); wi(x) :=
(
0 〈φi(x) , ςφi(x)〉
〈Θφi(x) , ς(Θφi)(x)〉 0
)
(3)
then the time reversal symmetry is represented by wi ◦ C on Hi, where C is
the complex conjugation.
Proof. The anti-involution ς acting on Γ(X,Hi) is defined by
ς(ψ) = −Θ ◦ ψ ◦ τ, ψ ∈ Γ(X,Hi)
The space of sections Γ(X,Hi) is generated by a pair of continuous global
sections (φi,Θφi) (i.e., a Kramers pair). Since the Kramers pair (φi,Θφi) is
orthogonal, i.e.,
〈φi(x) , Θφi(x)〉 = 0
the diagonal terms in wi vanish. By the physical property of time reversal
symmetry, Θφi(x) is the same as φi(τ(x)) up to a phase, so the off-diagonal
terms in wi keep track of the phases, for more details see [35].
In physics, the transition function wi is also called the (global) gauge
transformation induced by the time reversal symmetry, so the subbundle Hi
has the gauge group U(2). The transition function is the key to constructing
a local formula to compute the topological Z2 invariant. Based on wi, the
parity anomaly of the topological Z2 invariant is translated into a gauge
anomaly of the topological band theory. In the literature, wi is sometimes
called a sewing matrix [22].
Let us choose an open subset O ⊂ X, then the local isomorphism Θ :
Hi|O → Hi|τ(O) is represented by
Θ : O × C2 → τ(O)× C2, (x, v) 7→ (τ(x), wi(x) v¯)
Apply Θ twice to get back to O,
(x, v) 7→ (τ(x), wi(x) v¯) 7→ (x,wi(τ(x))w¯i(x) v)
because of Θ2 = −1, we have
wi(τ(x))w¯i(x) = −I2, i.e., [wi]T (τ(x)) = −wi(x), ∀ x ∈ X (4)
where T stands for the transpose of a matrix. In particular, wi is skew-
symmetric at any fixed point,
[wi]T (x) = −wi(x), ∀ x ∈ Xτ (5)
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Example 9. When X = S3 = {(α, β) ∈ C2, s.t. |α|2 + |β|2 = 1}, the time
reversal transformation is defined by τ(α, β) = (α¯,−β), and the fixed points
are (α, β) = (±1, 0). In addition, the transition function w is given by
w : S3 → SU(2); (α, β) 7→
(
β α
−α¯ β¯
)
The total transition function over the Hilbert bundle H is defined by the
block diagonal matrix w = diag{w1, · · · , wn}, i.e., w : X → U(2n). Further-
more, a non-degenerate Quaternionic vector bundle is characterized by the
transition function w. However, the characteristic feature of a topological
insulator is completely determined by the top band (indeed the edge states
in the band gap), so we tend to assume the Hilbert bundle has rank two.
2.2 Quaternionic K-theory
Definition 5. For a compact Real space (X, τ), the Quaternionic K-group
KQ(X, τ) is defined to be the Grothendieck group of finite rank Quaternionic
vector bundles (E,χ) over (X, τ).
From the previous subsection, we know that the Hilbert bundle of a topo-
logical insulator is a finite rank Quaternionic vector bundle over the momen-
tum space, which describes the band structure in the presence of the time
reversal symmetry. Note that the Quaternionic K-group KQ(X, τ) classifies
stable isomorphism classes of Quaternionic vector bundles over X. On an
even rank trivial bundle X × C2k, there exists a natural quaternionic struc-
ture acting on the fibers [16]. Hence using the Whitney sum to add a trivial
bundle makes perfect sense, and one can take the stable isomorphism classes
of Quaternionic vector bundles. In fact, adding a trivial bundle does not
change the physics of a topological insulator.
When the involution τ is understood, the Quaternionic K-groupKQ(X, τ)
is denoted simply by KQ(X). KQ-theory can be extended onto locally com-
pact spaces, and the reduced Quaternionic K-group K˜Q(X) is defined as the
kernel of the restriction map i∗ : KQ(X)→ KQ(pt) = Z.
The Real K-group KR(X, τ) is similarly defined as the Grothendieck
group of Real vector bundles (E, ι) over (X, τ), which was first introduced
by Atiyah [2]. Higher KR-groups are defined by
KR−p,−q(X) := KR(X × Rp,q)
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There exists an isomorphism, called the (1, 1)-periodicity of KR-theory,
KRp+1,q+1(X) ∼= KRp,q(X)
so by convention a KR-group is denoted by KRp−q(X) = KRp,q(X). The
Bott periodicity of KR-theory is 8,
KRn+8(X) ∼= KRn(X)
There exists a canonical isomorphism
KQ∗(X) ∼= KR∗−4(X)
so it is convenient to compute KQ-theory by KR-theory. As a result, the
Bott periodicity of KQ-theory is easily derived from that of KR-theory.
When the involution τ in KR-theory is trivial, it becomes the real K-
theory of real vector bundles, i.e., KO-theory,
KRn(X, τ = id) = KOn(X)
which also has the Bott periodicity 8: KOn(X) ∼= KOn+8(X). The KO-
theory of a point is given by the table
i 0 1 2 3 4 5 6 7
KO−i(pt) Z Z2 Z2 0 Z 0 0 0
By the decomposition of the sphere S1,d = R0,d ∪ {∞}, one fixed point
of the time reversal symmetry is {0} ∈ R0,d and the other is {∞}. One can
compute the KR-groups of spheres based on the above decomposition,
KR−i(S1,d) = KO−i(pt)⊕KR−i(R0,d) = KO−i(pt)⊕KO−i+d(pt) (6)
Example 10.
KQ(S1,2) = KR−4(S1,2) = KO−4(pt)⊕KO−2(pt) = Z⊕ Z2
KQ(S1,3) = KR−4(S1,3) = KO−4(pt)⊕KO−1(pt) = Z⊕ Z2
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Similarly, one can decompose Td = (S1,1)d into fixed points plus involutive
Eulidean spaces R0,k (0 ≤ k ≤ d), so that the KQ-groups of Td are computed
based on an iterative decomposition,
KQ−j(Td) = ⊕dk=0
(
d
k
)
KSp−j+k(pt) = ⊕dk=0
(
d
k
)
KO−4−j+k(pt) (7)
Here the KSp-theory KSp(X) is the Grothendieck group of symplectic (or
quaternionic) vector bundles over X, where Sp indicates its structure group
is the compact symplectic group Sp(n).
Example 11.
KQ(T2) = KR−4(T2) = KO−4(pt)⊕KO−2(pt) = Z⊕ Z2
KQ(T3) = KR−4(T3) = KO−4(pt)⊕ 3KO−2(pt)⊕KO−1(pt) = Z⊕ 4Z2
From the above example, notice that KQ(T3) has Z2-components from
both KO−1(pt) and KO−2(pt). So it is natural to ask where does the topo-
logical Z2 invariant really live in, KO−1(pt) or KO−2(pt)? In order to answer
this question, one has to look into the local geometry of Majorana zero modes.
In the end, index theory will tell us that the topological Z2 invariant lives in
KO−2(pt), which cannot be seen from K-theory only.
Another way to compute the KQ-theory of Td is to use the stable homo-
topy splitting of the torus into spheres, see [18]. The Baum–Connes isomor-
phism for the free abelian group Zd provides yet another method to compute
the KQ-theory of Td. The next subsection will discuss about how to compute
KQ-theory using long exact sequences.
2.3 Long exact sequences
As a first upshot of our treatment, we can use several long exact sequences in
K-theory, that corresponds to the different ways to introduce the Z2 invariant.
The first is the long exact sequence in KQ-theory corresponding to the
“exact sequence” [31][II,4.17] Z 99K X 99K X \ Z for a closed Z. Here
the dashed arrows indicate that we are looking at locally compact spaces
and the morphisms in that category which are defined via their one point
compactifications. The sequence reads:
· · ·KQ−j−1(Z)→ KQ−j(X \ Z)→ KQ−j(X)→ KQ−j(Z)→ · · · (8)
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There exists a natural isomorphism between KR-theory and complex K-
theory given by KR−i(Y × S0,1) ∼= K−i(Y ), so by Bott periodicity,
KQ−j(Y × S0,1) = KR4−j(Y × S0,1) = K4−j(Y ) = K−j(Y )
Lemma 2. For a regular space X with Z = V +∩V −, we have the long exact
sequence
· · · → K−j−1(V o+)→ KQ−j−1(X)→ KQ−j−1(Z)
→ K−j(V o+)→ KQ−j(X)→ KQ−j(Z)→ · · · (9)
Proof. By assumption Z separates so that X \Z = V o+qV o− = V o+×S0,1.
If we are in the case of a weak Z2-space, one can now further decompose
Z iteratively. This explains the effective boundary used in [35].
Example 12. In the case of T2, we have V o+ ∼ S1 × R, Z = S1,1 unionsq S1,1,
K(V o+)→ KQ(X)→ KQ(Z)
where K(V o+) = K(S1 × R) = K−1(S1) = Z, KQ(T2) = Z ⊕ Z2 and
KQ(S1,1) = KQ(pt) ⊕ KQ1(pt) = Z. In other words, the above exact se-
quence gives
Z→ Z⊕ Z2 → 2Z
or in reduced K-theory,
K˜−1(S1)→ K˜Q(T2)→ 2K˜Q(S1,1), Z→ Z2 → 0
This explains the reduction from Z (= K˜−1(S1) ∼= K˜(T2)) to Z2 (= K˜Q(T2)),
that is, the Z2 invariant results from the time reversal symmetry while the
complex K-theory becomes the Quaternionic K-theory.
When X is a weak Z2-space, namely, there exists a decomposition X =
X+qX−qXτ , one has a long exact sequence involving different K-theories.
Lemma 3. If X is a weak Z2-space, then there exists a long exact sequence
· · · → KQ−j−1(X+ ∪X−)→ KQ−j−1(X)→ KSp−j−1(Xτ )
→ KQ−j(X+ ∪X−)→ KQ−j(X)→ KSp−j(Xτ )→ · · · (10)
where X+∪X− has a free Z2 action interchanging the spaces. If X+ and X−
are in different components of X \Xτ , then the above long exact sequence is
reduced to
· · · → K−j−1(X+)→ KQ−j−1(X)→ KSp−j−1(Xτ )
→ K−j(X+)→ KQ−j(X)→ KSp−j(Xτ )→ · · · (11)
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Proof. Using Xτ 99K X 99K X\Xτ , we get the first sequence by noticing that
when restricting the involution τ to the fixed points, τ |Xτ becomes trivial,
so KQ−j(Xτ , τ |Xτ ) = KSp−j(Xτ ). Now under the assumption that X+ and
X− are in different components of X \ Xτ , we have X \ Xτ = X+ q X− =
X+qτ(X+) = X+×S0,1, it follows that KQ−j(X\Xτ ) = KQ−j(X+×S0,1) '
K−j(X+).
We can also replace the middle terms by KQ−j(X) ' KR−j+4(X). This
sequence is at the heart of the description of [20].
Example 13. When X = S1,3, Xτ = S0,1 and the open set S1,3 \ S0,1 =
R0,3 \ {0} = X+ ∪X−, where X+ ∼ 3R ∪ 6R2 ∪ 4R3. We extract two parts
from the long exact sequence, the first part is
KSp−6(S0,1)→ K−5(X+)→ KQ−5(S1,3)→ KSp−5(S0,1)
that is,
2Z2 → 3Z⊕ 4Z→ Z2 → 2Z2
And the second part is
KSp−2(S0,1)→ K−1(X+)→ KQ−1(S1,3)→ KSp−1(S0,1)
that is,
0→ 3Z⊕ 4Z→ Z2 → 0
Another sequence is the Mayer–Vietoris sequence for a regular space X
covered by two fundamental domains, i.e., X = V+ ∪ V−,
· · · → KQ−j−1(V+ ∩ V−) ∆→
KQ−j(X) u→ KQ−j(V+)⊕KQ−j(V−) v→ KQ−j(V+ ∩ V−)→ · · ·
(12)
where u(α) = (α|V+, α|V−) and v(α1, α2) = α1|V+∩V− − α2|V+∩V− .
Example 14. This is the long exact sequence at the heart of the argument
of [44]. When X = T2, V+ = V− = C = S1,1 × R0,1, where C is an open
cylinder with the time reversal Z2-action and Z = V+ ∩ V− = S1,1 q S1,1.
2KQ−1(S1,1)→ KQ(T2)→ 2KQ(C)→ 2KQ(S1,1)
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Since KQ(T2) ∼= KQ(S1,2), so the above sequence is the same as
2KQ−1(S1,1)→ KQ(S1,2)→ 2KQ(C)→ 2KQ(S1,1)
The KQ-theory of the cylinder C is,
KQ(C) = KR−4(S1,1 × R0,1) = KR−3(S1,1) = KO−3(pt)⊕KO−2(pt) = Z2
so that,
Z⊕ Z→ Z⊕ Z2 → Z2 ⊕ Z2 → Z⊕ Z
Hence the Z2 invariant living in K˜Q(S1,2) can also be found in KQ(C).
Finally there is the relative sequence, for a closed subspace Y in X
KQ−j−1(X, Y )→ KQ−j(X)→ KQ−j(Y )→ KQ−j(X, Y ) (13)
if one identifies KQ−n(X, Y ) with K˜Q(Sn(X/Y ))), where Sn is the n-fold
suspension, then the first map is induced by the quotient q : X → X/Y .
Example 15. Using this for T2 and S1,1∨S1,1, one obtains the collapse map
q : T2 → S2 and similarly for T3. This is what is used in [18].
2.4 Baum–Connes Isomorphism
In [39], Kitaev mentioned the real Baum–Connes conjecture [10], which is
true for the abelian free group Γ = Zd, i.e., the translational symmetry group,
so we call it the Baum–Connes isomorphism in this paper. The assembly map
was used to understand and calculate the KO-theory of Td in [39]. In this
subsection we briefly review the Baum–Connes isomorphism for Γ = Zd,
which will be useful for the bulk-boundary correspondence in a later section.
Definition 6. Let Γ be a discrete countable group, the assembly map µ is a
morphism from the equivariant K-homology of the classifying space of proper
actions EΓ to the K-theory of the reduced group C∗-algebra of Γ, i.e.,
µ(Γ) : KΓj (EΓ)→ Kj(C∗λ(Γ,C))
The classical complex Baum–Connes conjecture states that the assembly
index map µ is an isomorphism. If Γ is torsion free, then the left hand
side is reduced to the K-homology of the ordinary classifying space BΓ, i.e.,
KΓj (EΓ) = Kj(BΓ).
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Definition 7. In the real case, the assembly map is similarly defined as
µR(Γ) : KO
Γ
j (EΓ)→ KOj(C∗λ(Γ,R))
The real Baum–Connes conjecture follows from the complex Baum–Connes
conjecture, so µR(Zd) is an isomorphism.
If one defines the real function algebra on the Real space (X, τ),
C0(X, τ) := {f ∈ C0(X) | f(x) = f(τ(x))}
then the KR-theory of (X, τ) is identified with the topological K-theory of
the above real function algebra [50],
KR−i(X, τ) = KOi(C0(X, τ))
By the real assembly map µR(Zd), one has the Baum–Connes isomor-
phism, sometimes also called the dual Dirac isomorphism, since Td is the
classifying space for Zd with the universal cover Rd,
KOi(Td) = KOZ
d
i (Rd) ∼= KOi(C∗(Zd,R)) = KOi(C(Td, τ)) (14)
By the Poincare´ duality, the real K-homology on the left hand side is iden-
tified with a KO-group, i.e., KOi(Td) = KOd−i(Td). Thus the KQ-groups of
Td can be computed by the relevant KO-groups,
KQ−i(Td) = KR−i−4(Td) = KOi+4(Td) = KOd−i−4(Td) (15)
Example 16.
KQ(T2) = KR−4(T2) = KO−2(T2)
KQ(T3) = KR−4(T3) = KO−1(T3)
KQ−1(T3) = KR−5(T3) = KO−2(T3)
3 Analytical index
In this section, we will look into the local geometry of Majorana zero modes
and the relevant analytical index. First we will recall some basic facts about
KR-cycles in spin geometry [41, 56]. After that we will give the definition
of Majorana zero modes, and the topological Z2 invariant can be defined
as the parity of Majorana zero modes. By localization, we will interpret
the topological Z2 invariant as the mod 2 analytical index of the effective
Hamiltonian. A KQ-cycle will be defined to model a Kramers pair, and a
localized Majorana zero mode is a coupled product of two KR-cycles.
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3.1 KR-cycles
In order to understand Majorana zero modes in a topological insulator, we
compare them to Majorana spinors. In spin geometry, one models spinors
by KR-cycles in the framework of KR-homology, which is the dual theory
of KR-theory.
Definition 8. A K-cycle for a ∗-algebra of operators A is a triple (A,H , D),
commonly called a spectral triple in noncommutative geometry, where H
is a complex Hilbert space, and A has a faithful ∗-representation on H
as bounded operators, i.e., pi : A → B(H ). D is a self-adjoint (typical
unbounded) operator with compact resolvent such that the commutators
[D, pi(a)] are bounded operators for all a ∈ A.
In practice, A is always assumed to be a unital (pre-)C∗-algebra. When
the representation pi is understood, it is always skipped from the notation. D
is usually taken as a self-adjoint Dirac-type operator, and there is a natural
action by the real Clifford algebra Clp,q.
A K-cycle (A,H , D) is even (or graded) if there exists a grading operator
γ with γ∗ = γ and γ2 = 1 such that Dγ = −γD and γa = aγ for all a ∈ A.
Otherwise, a K-cycle is odd (or ungraded). If there exists a grading γ, then
the Hilbert space H is also assumed to be Z2-graded.
A (general) real structure on an even K-cycle is defined by an anti-linear
isometry J such that
JD = DJ, J2 = , Jγ = εγJ (16)
where the signs , ε = ±1 depend on 2k mod 8. Real structures on a spectral
triple was first introduced by Connes [15].
Definition 9. A KR2k-cycle (depending on 2k mod 8) is defined as an even
K-cycle equipped with a real structure, i.e., a quintuple (A,H , D, J, γ), sat-
isfying the relations
JD = DJ, J2 = , Jγ = (−1)kγJ
where J2 = 1 if 2k = 0, 6 mod 8 and J2 = −1 if 2k = 2, 4 mod 8.
Here we give the representation theory of spinors in spin geometry [41].
By the representation theory of the real Clifford algebra Cl2k,0, when 2k = 0
mod 8, it has a unique real pinor representation (i.e., Majorana pinor) and
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there are two inequivalent real spinor representations (i.e., Majorana–Weyl
spinors). When 2k = 2 mod 8, it has a unique quaternionic pinor repre-
sentation (i.e., symplectic Majorana pinor) and there are two inequivalent
complex spinor representations (i.e., Majorana–Weyl spinors). When 2k = 4
mod 8, it has a unique quaternionic pinor representation (i.e., symplectic
Majorana pinor) and there are two inequivalent quaternionic spinor repre-
sentations (i.e., symplectic Majorana–Weyl spinors). When 2k = 6 mod 8,
it has a unique real pinor representation (i.e., Majorana pinor) and there
are two inequivalent complex spinor representations (i.e., Majorana–Weyl
spinors).
Example 17. When 2k = 2 mod 8, one has Majorana–Weyl spinors modeled
by a KR2-cycle (A,H , D, J, γ) such that
JD = DJ, J2 = −1, Jγ = −γJ
When there is no grading operators, one defines an odd KR-cycle by a
quadruple (A,H , D, J).
Definition 10. A KR2k−1-cycle (for 2k− 1 = 1, 3, 5, 7 mod 8) is defined as
a quadruple (A,H , D, J) satisfying the relations
JD = (−1)kDJ, J2 = 
where J2 = 1 if 2k − 1 = 1, 7 mod 8 and J2 = −1 if 2k − 1 = 3, 5 mod 8.
The representation theory of the real Clifford algebra in odd dimensions
is easier, when 2k − 1 = 1, 7 mod 8, there is a unique real spinor repre-
sentation; when 2k − 1 = 3, 5 mod 8, there is a unique quaternionic spinor
representation.
Example 18. When 2k−1 = 5 mod 8, one has a quaternionic spinor modeled
by a KR5-cycle (A,H , D, J) such that
JD = −DJ, J2 = −1
From a K-cycle (A,H , D), one obtains the corresponding Fredholm mod-
ule (A,H , F ) by setting F = D(1+D2)−1/2. By definition, the set of equiva-
lence classes of Fredholm modules modulo unitary equivalence and homotopy
equivalence defines the K-homology group, for details see [9, 28]. The fol-
lowing example is the classical Dirac geometry modeling Majorana spinors
in spin geometry [41, 56].
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Example 19. Let M be a compact spin manifold of dimension 2k, its Dirac
geometry is defined as the unbounded K-cycle (C∞(M), L2(M, /S), D/ ), where
L2(M, /S) is the Hilbert space of spinors and D/ is the Dirac operator. The
grading operator γ, or c(γ) for the Clifford multiplication by γ, is defined as
usual in an even dimensional Clifford algebra. In addition, the canonical real
structure is given by the charge conjugation operator C acting on the Clifford
algebra. Thus the quintuple (C∞(M), L2(M, /S), D/ , C, γ) defines a KR2k-
cycle of spinors. In spin geometry, when a spinor ψ ∈ L2(M, /S) satisfies the
real condition Cψ = ψ (generalizing ψ† = ψ used in physics), it is called a
Majorana spinor, the space of Majorana spinors is denoted by L2(M, /S;C).
As a summary, a KR-cycle satisfies the commutation relations given in
the following table
j mod 8 0 1 2 3 4 5 6 7
J2 = ±1 + + − − − − + +
JD = ±DJ + − + + + − + +
Jγ = ±γJ + − + −
In addition, a (reduced) KRj-cycle is said to have the KO-dimension j mod
8. KO-dimension of a KR-cycle, first introduced by Connes in [15], coincides
with the degree of the corresponding KR-homology. The idea comes from the
KO-orientation represented by a fundamental class in KO-homology, which
induces the Poincare´ duality between KO-homology and KO-theory.
3.2 Majorana zero modes
We introduce the notion of (localized) Majorana zero modes, the parity of
Majorana zero modes is a characterization of the topological Z2 invariant.
Analogous to those in Bogoliubov–de Gennes (BdG) topological supercon-
ductors, Majorana zero modes in topological insulators can be viewed as
Bogoliubov quasi-particles. Due to the characteristic of quasi-particles, Ma-
jorana zero modes has a new geometry compared to Majorana spinors.
Let H(x) be a single-particle Hamiltonian parametrized by the points in
the momentum space X, H is assumed to be time reversal invariant, i.e.,
ΘH(x)Θ∗ = H(τ(x)), ∀ x ∈ X
where Θ is the time reversal operator. In topological insulators, the Hamilto-
nian H(x) can be effectively approximated by a Dirac operator plus quadratic
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correction terms around a fixed point, i.e., H(x) ∼ D(x) + O(x2) for x ∈
U(x0), x0 ∈ Xτ , see modified Dirac Hamiltonians in [35, 54]. In the mathe-
matical physics literature, some authors use the Dirac operator as the effec-
tive Hamiltonian and the starting point, for example see [25].
We assume the Hilbert bundle pi : H → X has rank two, and the Hilbert
space is generated by a pair of global sections φ and Θφ (i.e., a Kramers pair
consisting of an electron and its time reversal partner). Due to the Kramers
degeneracy, the Kramers pair (φ,Θφ) has the same energy (or lives in the
same band). We consider the quasi-particle made up of φ and Θφ, and define
an effective Hamiltonian of this free fermionic system.
Definition 11. The effective Hamiltonian H˜ of a topological insulator is
defined by
H˜(x) :=
(
0 ΘH(x)Θ∗
H(x) 0
)
(17)
acting on a Kramers pair (φ,Θφ) ∈ Γ(X,H).
Our definition of the effective Hamiltonian is different from the convention
used in physics, where it is diagonal such as
(
H↑ 0
0 H↓
)
with H↑, H↓ modeling
electronic particles with opposite spins (or chirality), see examples in [35].
One reason behind our definition is that we have to point out a Kramers
pair describes a coupled quasi-particle, another important reason is that we
follow the mathematical convention used in spin geometry for spinors and the
Dirac operator, see below. We will see that the localization of the effective
Hamiltonian gives rise to a skew-adjoint operator, whose analytical index
is Z2-valued. Notice that the effective Hamiltonian H˜ is also time reversal
invariant,
ΘH˜(x)Θ∗ =
(
0 ΘH(τ(x))Θ∗
ΘH(x)Θ∗ 0
)
=
(
0 H(x)
H(τ(x)) 0
)
= H˜(τ(x))
Lemma 4. If φ is an eigenstate of H with eigenvalue E, then the eigenvalue
equation of H˜ has the following matrix form,(
0 ΘH(x)Θ∗
H(x) 0
)(
φ(x)
Θφ(x)
)
=
(
E(τ(x)) Θφ(x)
E(x)φ(x)
)
(18)
In spin geometry, the Dirac operator acting on a Dirac spinor (with two
components) is always decomposed as D =
(
0 D−
D+ 0
)
, where D+ (resp.
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D−) corresponds to the eigenvalue +1 (resp. −1) of the grading operator.
In addition, D± : H± → H∓ interchanges the Hilbert space of spinors with
opposite spins. Similarly, H˜ is constructed off-diagonally since a topological
insulator is a fermionic chiral system and time reversal symmetry changes
chirality. Based on the eigenvalue equation (18), the effective Hamiltonian
H˜ plays a similar role as the Z2-graded Dirac operator D. In this analogy, H
(resp. ΘHΘ∗) is compared to D+ (resp. D− = D∗+), and the real structure
is defined by Θ instead of the ∗-operation. Notice that the chirality of a pair
of chiral states is switched after applying H˜ (indeed Θ). We have to point
out the big difference between the Z2-graded Dirac operator D and H˜ is that
D is a self-adjoint operator but H˜ can be approximated by a skew-adjoint
operator via localization.
By assumption, the single-particle Hamiltonian H is self-adjoint, i.e.,
H∗(x) = H(x), so we have
H˜∗(x) =
(
0 H(τ(x))
H(x) 0
)∗
=
(
0 H(x)
H(τ(x)) 0
)
= H˜(τ(x)) (19)
which means the effective Hamiltonian H˜ is neither self-adjoint nor skew-
adjoint. In order to construct a skew-adjoint operator and the resulting mod
2 analytical index, a localization process will be applied to the raw data H.
As a remark, we have to stress that the real structures defined by the adjoint
∗-operation and the time reversal operator Θ are totally different.
Definition 12. A Majorana state with respect to a given real structure J is
defined as a state ψ satisfying the real condition Jψ = ψ.
Remark 1. Our definition of Majorana states is a generalized version of
the definition used in physics. For example from [51, 59], Majorana states
(or Majorana zero modes) are defined as self-adjoint fermionic operators
commuting with the Hamiltonian (in the CAR algebra). In our definition, we
follow the conventions in the Dirac geometry using the charge conjugation,
see Example 19. So the dagger †-operation (commonly used in physics) is
replaced by a real structure J , and in order for a state ψ to be Majorana (or
real), the condition ψ† = ψ is generalized to the real condition Jψ = ψ.
Based on the time reversal operator Θ, we define a new real structure by
J :=
(
0 Θ∗
Θ 0
)
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such that J ∗ = J and J 2 = 1. Since the real structure J acts on a Kramers
pair Φ = (φ,Θφ) as(
0 Θ∗
Θ 0
)(
φ
Θφ
)
=
(
φ
Θφ
)
i.e. JΦ = Φ
such a quasi-particle state Φ = (φ,Θφ) is real with respect to J . So a
Kramers pair gives the canonical Majorana state in topological insulators.
Our notation of Majorana states can be translated to the familiar Majo-
rana operators commonly used in physics, and vice versa. Suppose γ1 and γ2
are Majorana operators, f+ and f− are fermionic (creation and annihilation)
operators related to γi by
f+ = γ1 + iγ2, f− = γ1 − iγ2
Or the Majorana operators can be expressed in fermionic operators,
γ1 =
1
2
(f+ + f−), γ2 =
1
2i
(f+ − f−)
There is a state-operator correspondence involved in the discussion here.
By a Bogoliubov transformation, a Kramers pair Φ = (φ,Θφ) can be
rewritten as (
γ1
γ2
)
=
(
1 i
−i 1
)(
φ
Θφ
)
=
(
φ+ iΘφ
−iφ+ Θφ
)
(20)
The matrix B =
(
1 i
−i 1
)
induces the Bogoliubov transformation, in this
context, the Majorana states γi are also called Bogoliubov quasi-particles.
The fermionic states can be recovered as
f˜+ = γ1 + Θγ2 = 2iΘφ, f˜− = γ1 −Θγ2 = 2φ (21)
Notice that the real structure used here is Θ instead of i in the original case.
The Bogoliubov quasi-particles are equivalently obtained by fermionic states,
γ1 =
1
2
(f˜+ + f˜−), γ2 = −Θ
2
(f˜+ − f˜−) (22)
The imaginary unit i in γi is a formal symbol to connect two particles and
form a quasi-particle. In order to avoid unnecessary confusions introduced
26
by i (as another real structure), we tend to use the vector form Φ = (φ,Θφ)
to denote a Majorana state.
If a Kramers pair (φ,Θφ) is written as a Bogoliubov quasi-particle γ1 =
φ + iΘφ, then the effective Hamiltonian H˜ =
(
0 ΘHΘ∗
H 0
)
is accordingly
written as H1 = H + iΘHΘ
∗. Similarly, for the other Bogoliubov quasi-
particle γ2 = Θφ − iφ, the corresponding Hamiltonian is H2 = ΘH1Θ∗ =
ΘHΘ∗ − iH. The action of Θ maps (φ,Θφ) to (Θφ,−φ), so γ2 is the mirror
image of γ1 under the time reversal symmetry, i.e., γ2 = Θγ1. Define a new
Hamiltonian acting on Bogoliubov quasi-particles (γ1, γ2) = (γ1,Θγ1),
Hˆ :=
(
0 H2
H1 0
)
=
(
0 ΘH1Θ
∗
H1 0
)
=
(
0 ΘHΘ∗ − iH
H + iΘHΘ∗ 0
)
(23)
At the first glance, the analytical index of Hˆ is
inda(Hˆ) = dimHker(H + iΘHΘ
∗)− dimHker(ΘHΘ∗ − iH) = 0 (24)
which is always zero since ΘHΘ∗ − iH = −i(H + iΘHΘ∗). Therefore, the
non-trivial invariant is expected to be defined as a mod 2 index,
inda(Hˆ) := dimHker(H + iΘHΘ
∗) mod 2 (25)
which is the parity of zero modes of Bogoliubov quasi-particles. This heuristic
reasoning leads to the desired definition of the topological Z2 invariant, but
we still need a skew-adjoint operator to define a mod 2 analytical index.
In a Kramers pair Φ = (φ,Θφ) (as a Majorana state), the chiral states φ
and Θφ are orthogonal, hence linearly independent. The chiral states could
intersect with each other, i.e., Θφ(x) = φ(x), at a fixed point x ∈ Xτ . In
particular, a localized Majorana zero mode Φ0 = (φ0,Θφ0) must have zero
energy at that fixed point,
Φ0(x) = 0 or φ0(x) = Θφ0(x) = 0
Recall that the zero energy level is defined by the Fermi level, which is
assumed to fall into the band gap. Strictly speaking, a zero mode (φ0,Θφ0)
must be a pair of edge states passing through the Fermi level. Since there
exists a one-to-one correspondence between Majorana (bulk) states and their
edge states by partial Fourier transformations [35], we abuse the notation and
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still use Majorana states (φ0,Θφ0), otherwise we can always adjust the zero
energy level to make it work.
Let us look at a pair of localized Majorana zero modes (γ01 , γ
0
2 = Θγ
0
1)
around a fixed point,
γ01 =
(
φ0
Θφ0
)
, γ02 =
(
Θφ0
−φ0
)
At this fixed point, a winding matrix (or a transition function of the Hilbert
bundle) takes one of the following form
w1 =
(
0 −1
1 0
)
or w2 =
(
0 1
−1 0
)
A direct matrix-vector multiplication shows that
w1γ
0
1 = −γ02 , w2γ01 = γ02 ; w1γ02 = γ01 , w2γ02 = −γ01
In practice, we mainly focus on the real part Φ+0 = (φ0,Θφ0) = γ
0
1 , and
the imaginary part (with respect to Θ) Φ−0 = (Θφ0,−φ0) = γ02 is skipped
implicitly but can be easily restored. Inspired by spin geometry, we are
actually interested in a Majorana state that changes sign, i.e. γ01 → −γ02 ,
so we define it as a (generalized) Majorana zero mode. We stress that a
Majorana state that remains the same sign, i.e., γ01 → γ02 , will not be counted
as a Majorana zero mode.
Definition 13. A (generalized) Majorana zero mode is defined as a localized
Majorana state Φ0 = (φ0,Θφ0) in a small neighborhood of a fixed point
x ∈ Xτ so that φ0(x) = Θφ0(x) = 0 and changes sign at that fixed point.
By definition, a localized Majorana zero mode could be found only in a
small neighborhood of a fixed point. The local picture of a Majorana zero
mode is given by a conical singularity, for example a cone V (x2+y2−z2) in 3d
around the intersection, such cone is called a Dirac cone and the intersection
point is called a Dirac point by physicists.
Definition 14. The topological Z2 invariant of a time reversal invariant
topological insulator is defined as the parity of Majorana zero modes.
This practical definition gives the physical meaning of the topological
Z2 invariant, we will interpret it as a mod 2 analytical index in the next
subsection.
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3.3 Mod 2 index
Atiyah and Singer introduced a mod 2 analytical index of real skew-adjoint
elliptic operators in [5],
inda(P ) := dimR kerP mod 2
In this subsection, we will explain that the topological Z2 invariant can be
interpreted as the mod 2 analytical index of the effective Hamiltonian H˜.
The idea of spectral flow can be used to compute the analytical index.
Recall the effective Hamiltonian is defined by H˜(x) =
(
0 ΘH(x)Θ∗
H(x) 0
)
,
where ΘH(x)Θ∗ = H(τ(x)) and H∗(x) = H(x) for all x ∈ X. Since the set
of fixed points is assumed to be finite, we always assume H is a Fredholm
operator, so is H˜.
Lemma 5. The effective Hamiltonian H˜ can be approximated by a skew-
adjoint operator by localization.
Proof. In general, the single-particle Hamiltonian H is defined by trigono-
metric functions, but near a fixed point H is the sum of a Dirac operator
and a quadratic correction term. Let us look at the adjoint of H˜,
H˜∗ =
(
0 H∗
ΘH∗Θ∗ 0
)
=
(
0 H
ΘHΘ∗ 0
)
In the above, if H is approximated by a Dirac operator D, which has the
natural property ΘDΘ∗ = −D, then H˜ becomes a skew-adjoint operator,
i.e., H˜∗ = −H˜. After adding a quadratic correction term to H, the ef-
fective Hamiltonian H˜ still belongs to the same homotopy class as that of(
0 −D
D 0
)
, since H can be viewed as a continuous deformation of the Dirac
operator D. In other words, the local form of H˜ near a fixed point is a contin-
uous deformation of a skew-adjoint operator by a small quadratic term. The
index problem of H˜ is determined by localizations around the fixed points.
Indeed, the physical property of a topological insulator is determined by the
localized form of H˜ around the fixed points, i.e., Majorana zero modes.
Remark 2. An alternative way to construct the effective Hamiltonian is
a bottom-up approach. Since an edge state describes an electronic state,
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it can be modeled by a Dirac operator. When restricted to a fixed point,
it is still a Dirac operator. In fact, a Majorana zero mode lives in a small
neighborhood of a fixed point, so we have to extend the Dirac operator in one
extra dimension and call it D, and then get the mirror image −D under time
reversal symmetry. This strategy of constructing a new Dirac operator is
commonly used in the literature, for details the reader is referred to [21, 42].
Once we have the skew-adjoint operator
(
0 −D
D 0
)
around a fixed point,
it can be extended trivially between two fixed points and finally obtain the
effective Hamiltonian over a circle (more generally on a torus or sphere).
Theorem 1. The topological Z2 invariant ν is the mod 2 analytical index of
the effective Hamiltonian H˜,
ν = inda(H˜) (26)
Proof. Since H˜ is a continuous deformation of a skew-adjoint operator and
the analytical index map is homotopy invariant, the mod 2 index of H˜ is well
defined,
inda(H˜) = dim ker H˜ mod 2
Suppose Ψ = (ψ,Θψ) ∈ ker H˜, i.e.,(
0 ΘHΘ∗
H 0
)(
ψ
Θψ
)
=
(
0
0
)
then H(x)ψ(x) = 0 and H(τ(x))Θψ(x) = 0. It only happens when Ψ is
a Majorana zero mode around a fixed point x ∈ Xτ . Thus the parity of
Majorana zero modes, i.e., the topological Z2 invariant, can be interpreted
as the mod 2 index inda(H˜).
Remark 3. Notice that we actually take the quaternionic dimension in the
above analytical index since a zero mode of H is a complex state,
inda(H˜) = dimH ker H˜ mod 2
Because of the Kramers degeneracy, a Majorana zero mode consists of two
complex chiral zero modes of H, that is, dimH ker H˜ = dimC kerH. Further-
more, zero modes of H can only be found around a fixed point, where H is
effectively approximated by a Dirac operator D, so dimC kerH = dimC kerD.
Putting it together, we have
inda(H˜) = dimC kerD mod 2 (27)
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The classifying spaces of KR-groups are constructed based on subspaces of
(skew-adjoint) Fredholm operators in [4], and they are also linked to different
Z2 symmetries of general topological insulators in [25]. In the next paragraph,
we identify the above analytical index as an element in KO−2(pt).
Let F(H , J) denote the space of Fredholm operators on a Real Hilbert
space (H , J), where H is a complex Hilbert space and J is a real structure
such that J2 = 1. In addition, let Fˆ(H , J) denote the subspace of skew-
adjoint Fredholm operators, so Fˆ(H , J) is a classifying space of KR−1, i.e.,
KR−1(X) = [X, Fˆ(H , J)] for a compact Real space (X, τ). In our case,
the effective Hamiltonian H˜ is a continuous deformation of a skew-adjoint
Fredholm operator acting on the Real Hilbert space (L2(X,H),J ), so the
analytical index belongs to KO−2(pt),
inda : Fˆ(L2(X,H),J )→ KO−2(pt) = Z2 (28)
Note that if H is a complex Hilbert space, then the analytical index lives
in KO−1(pt). However, in our case L2(X,H) is viewed as a Hilbert space
over quaternions H, since for a Kramers pair (φ,Θφ) and any point x ∈ X,
(φ(x),Θφ(x)) ∈ H ∼= C⊕ΘC, so inda(H˜) ∈ KO−2(pt).
In the following, we look at the mod 2 spectral flow related to the mod 2
analytical index. Some relevant details on the spectral flow are given below,
for example see [45] for a general discussion of the spectral flow of self-
adjoint operators. Around a fixed point, a chiral state φ and its mirror
partner Θφ may intersect with each other. In a localized Majorana zero
mode Φ0 = (φ0,Θφ0), a chiral zero mode φ0 or Θφ0 will change the sign
of its eigenvalue after going across the zero energy level. Fix a chiral zero
mode φ0 or Θφ0 in a Majorana zero mode, if its sign changes from negative
to positive when passing through a fixed point, then the spectral flow of the
chosen chiral zero mode will increase by 1. On the other hand, if its sign
changes in the negative direction, the spectral flow of the chiral zero mode
will decrease by 1. So around a fixed point, the spectral flow of a chiral zero
mode could change by −1, 0 or 1.
However, there is no a priori way to tell φ and Θφ apart since they
are mirror partners of each other under the time reversal symmetry. Time
reversal symmetry does not determine whether a chiral state φ or Θφ is left-
moving or right-moving, but only reverses the chirality, that is, interchanges
between left-moving and right-moving. As a consequence, if we pick a chiral
zero mode φ0 or Θφ0 around a fixed point, the increase or decrease of the
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spectral flow of the chosen chiral zero mode at that fixed point by 1 should
be equivalent, i.e., +1 ≡ −1 mod 2. So the existence of a Majorana zero
mode can be counted by either adding or subtracting 1 to the spectral flow
of a chiral zero mode. In the end, we only count the parity of Majorana zero
modes, so adding or subtracting 1 to the mod 2 spectral flow are equivalent.
With the above physical picture in mind, let us consider the spectral
flow of the single-particle Hamiltonian H(x) for x ∈ X, which is a family
of self-adjoint Fredholm operators. Heuristically, the spectral flow of a one
parameter family of self-adjoint Fredholm operators is just the net number of
eigenvalues (counting multiplicities) which pass through zero in the positive
direction from the start of the path to its end. More precisely, let B :
[0, 1]→ F sa∗ be a continuous path of self-adjoint Fredholm operators, if one
defines eigenprojections by functional calculus Ea(t) := χ[−a,a](Bt), then the
spectral flow of {Bt}, denoted by sf(B), can be defined as the dimension
of the nonnegative eigenspace at the end of this path minus the dimension
of the nonnegative eigenspace at the beginning, for details see [45]. The
space of self-adjoint Fredholm operators F sa has three components, the 1st
component F sa+ has essential spectrum {+1}, the 2nd component F sa− has
essential spectrum {−1}, and the 3rd component is the complement F sa∗ =
F sa \ (F sa+ unionsqF sa− ) [4].
Theorem 2. The analytical index inda(H˜) can be computed by the spectral
flow of the single-particle Hamiltonian H modulo 2.
Proof. Around a fixed point, if we can find a Majorana zero mode, then we
use the spectral flow of a chiral zero mode to count that Majorana zero mode.
Running through all the fixed points, we count all Majorana zero modes by
adding those spectral flows together, which is an integer between −k0 and k0
where k0 is the number of fixed points. In the end, the parity of Majorana
zero modes is the collective result of those spectral flows of chiral zero modes
modulo 2.
The Hamiltonian H is a self-adjoint Fredholm operator parametrized by
x ∈ X. Each eigenstate with zero energy gives a chiral zero mode at a fixed
point. For a Majorana zero mode around a fixed point xk, one takes a path
H : Ik = [0, 1] → F sa∗ such that the fixed point xk is located at t = 12 , so
the spectral flow of a chiral zero mode is the same as the spectral flow of
{Ht} for t ∈ Ik. Note that the spectral flow of {Ht} is independent of the
choice of intervals Ik as long as such interval passes through xk. One can find
sketches of such spectral flows for example in [17]. For each fixed point with
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a Majorana zero mode, one considers a path {Ht} for t ∈ Ik and its local
spectral flow, where k labels the fixed points with Majorana zero modes. So
the spectral flow of the Hamiltonian H(x) for x ∈ X is the sum of all local
spectral flows of {H(t), t ∈ Ik} for all k, which counts all the sign changes
of those local chiral zero modes running over all the fixed points. Therefore,
the spectral flow of the Hamiltonian H(x) modulo 2 computes the parity of
Majorana zero modes, i.e., the mod 2 analytical index inda(H˜).
Remark 4. In the symplectic setting, if one models a chiral state by some La-
grangian submanifold, then the intersection number between this Lagrangian
and the zero energy level is given by the Maslov index, which is used to define
an edge Z2 index in [6]. The Maslov index can be geometrically realized by
the spectral flow of a family of Dirac operators [35], so that the edge Z2 index
can be computed by a mod 2 spectral flow. Our approach has essentially the
same idea using spectral flow, but it is not necessary to set up the model in
symplectic topology.
Remark 5. Due to the construction of the effective Hamiltonian H˜, the
spectral flow of H˜ (counting Majorana zero modes) is reduced to the spectral
flow of the self-adjoint Fredholm operator H (counting chiral zero modes).
For a path of skew-adjoint Fredholm operators, a mod 2 spectral flow is
constructed in [13].
3.4 KQ-cycle
Similar to a KR-cycle modeling a Majorana spinor, we define a KQ-cycle to
model a Majorana quasi-particle based on the effective Hamiltonian H˜ acting
on a Kramers pair. There exists a natural grading operator γ =
(
1 0
0 −1
)
with γ = γ∗ and γ2 = 1, so γ can be used to separate the chiral states in a
Kramers pair Φ = (φ,Θφ),
1 + γ
2
Φ =
(
1 0
0 0
)(
φ
Θφ
)
=
(
φ
0
)
,
1− γ
2
Φ =
(
0 0
0 1
)(
φ
Θφ
)
=
(
0
Θφ
)
The Hilbert space L2(X,H) is naturally Z2-graded and can be decomposed
into two chiral components L2(X,L)⊕ L2(X,ΘL) provided H ∼= L ⊕ΘL.
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Definition 15. The KQ-cycle of a Kramers pair is defined as the quintuple
(C∞(X), L2(X,H), H˜,J , γ) (29)
where
H˜ =
(
0 ΘHΘ∗
H 0
)
, J =
(
0 Θ∗
Θ 0
)
Similar to the representation of spinors when 2k = 2 mod 8, the KQ-cycle
models two inequivalent complex spinors (φ,Θφ) ∈ L2(X,L) ⊕ L2(X,ΘL),
and a Kramers pair can be viewed as a quaternionic pinor Φ ∈ L2(X,H).
The localization of the KQ-cycle (i.e., a localized Majorana zero mode) will
be viewed as a generalized KR10-cycle with KO-dimension j = 2 mod 8.
Remark 6. As a convention in condensed matter physics, the notation H(k)
for k ∈ K is commonly used for a Hamiltonian, where K is called the k-space,
i.e., the momentum space, for examples of H(k) see [54]. In a topological
insulator, near a fixed point H(k) = k·~σ+O(k2) for the k-vector k = (k1, k2)
and Pauli matrices ~σ = (σ1, σ2), so the single-particle Hamiltonian H can be
approximated by a Dirac operator D by localization. For the spectral triple
and noncommutative calculus in the momentum representation, we follow the
canonical conventions on the noncommutative Brillouin torus, for example
see [46]. Hence the above KQ-cycle is different from a classical KR-cycle
in that (1) it is constructed to model quasi-particles (e.g. a Kramers pair)
instead of real particles (e.g. Majorana spinors); (2) it goes beyond the scope
of Dirac geometry, where only Dirac operators (or spinors) are involved; (3)
the single-particle Hamiltonian H is represented over the momentum space,
by localization, H can be approximated by a Dirac operator D around a fixed
point; (4) the effective Hamiltonian H˜ is not a self-adjoint operator, but can
be approximated by a skew-adjoint operator around a fixed point.
Proposition 1. The localization of the KQ-cycle (C∞(X), L2(X,H), H˜,J , γ)
describes the geometry of a localized Majorana zero mode, which is a coupled
product of two KR5-cycles.
Proof. Around a fixed point, the single-particle Hamiltonian H is approx-
imated by a self-adjoint Dirac operator D, so the effective Hamiltonian H˜
can be approximated by a skew-adjoint operator H˜ ∼
(
0 −D
D 0
)
. Define a
KR-cycle by the quadruple, called the associated KR-cycle,
(C∞(X), L2(X,L)⊕ L2(X,ΘL), D,Θ) (30)
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which models a chiral state in a localized Majorana zero mode. Notice that
the time reversal operator Θ : L2(X,L) → L2(X,ΘL) changes the chirality
of a chiral state φ ∈ L2(X,L). With the real structure Θ, this is a KR5-cycle
satisfying
ΘD = −DΘ, Θ2 = −1 (31)
If one uses the other chiral state Θφ ∈ L2(X,ΘL) to define a KR-cycle, one
obtains a second KR5-cycle
(C∞(X), L2(X,ΘL)⊕ L2(X,L),−D,−Θ) (32)
As a generalization of the approximating operator
(
0 −D
D 0
)
, at the level
of KR-cycles, the localization of the KQ-cycle is a coupled product of two
KR5-cycles, which is viewed as a generalized KR10-cycle with KO-dimension
2 (= 10 mod 8).
4 Topological index
The Atiyah–Singer index theorem teaches us that the analytical index can
be computed by the topological index. In this section, we will compute the
mod 2 analytical index by a mod 2 topological index. The key observation
is that the parity anomaly of the topological Z2 invariant can be translated
into a gauge anomaly, and the local formula is basically given by the odd
topological index of a specific gauge representing time reversal symmetry.
In this paper, we only give examples in 2d and 3d, which are the cases of
interest for condensed matter physics.
4.1 Topological index map
Given a skew-adjoint elliptic operator P with the symbol class [σ(P )] ∈
KR−2(T ∗X), the topological index of [σ(P )] was constructed by Atiyah [3],
indt : KR
−2(T ∗X)→ KO−2(pt) = Z2 (33)
where pi : T ∗X → X is the cotangent bundle over X. For a d-dimensional
involutive space (X, τ), the Thom isomorphism in KR-theory is given by
KR−j(X) ∼= KRd−j(T ∗X) (34)
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Combining these two maps gives a map from KR-theory (or KQ-theory) to
KO−2(pt), and we still call it the topological index map.
Example 20. When X = T2, the topological index map is a map from
KQ(T2) to Z2 since the Thom isomorphism identifiesKQ(T2) withKR−2(T ∗T2),
indt : KQ(T2) = KR−4(T2) ∼= KR−2(T ∗T2)→ KO−2(pt)
Example 21. When X = T3, the topological index map is a map from
KQ−1(T3) to Z2,
indt : KQ
−1(T3) = KR−5(T3) ∼= KR−2(T ∗T3)→ KO−2(pt)
From the KQ-groups of T3, K˜Q(T3)(= 3KO−2(pt) ⊕ KO−1(pt)) and
K˜Q
−1
(T3)(= 3KO−4(pt) ⊕ KO−2(pt)) both contain Z2 components. But
the topological index map identifies KO−2(pt) as the right place where the
topological Z2 invariant really lives in. This fact matches perfectly with the
results on the effective Hamiltonian H˜ and its analytical index.
In general, the topological index can be computed based on the Chern
character, which is a map from complex K-theory to de-Rham cohomology
by Chern–Weil theory. In the following subsections, we will see concrete
realizations of the mod 2 topological index in 3d and 2d.
4.2 3d case
The topological Z2 invariant is a parity anomaly in quantum field theory,
which is a global anomaly and hard to compute. In three dimensions, based
on the Chern–Simons theory, this parity anomaly is translated into a gauge
anomaly, which is a locally computable gauge problem. This idea has been
explained in detail for example in [35], which has the origin from the SU(2)
gauge anomaly by Witten [60].
For the 3d momentum spaces X = T3 or S3, we assume the rank of the
Hilbert bundle pi : H → X is 2, i.e., rank(H) = 2. Recall that the transition
function w in Eq.(3) defines a map w : X → U(2), so the structure (or
gauge) group is U(2). If, in addition, the Majorana states Φ are assumed to
be normalized such that 〈Φ,Φ〉 = 1, then the gauge group U(2) is reduced
to SU(2) ' Sp(1).
The (anti-)involutions of the Hilbert bundle (H,Θ)→ (X, τ) induces an
involution on the structure group. Define σ : U(2) → U(2) by σ(g) 7→ −gT
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so that σ2 = 1. The natural compatibility condition is given by w◦τ = σ◦w,
that is, w defines an equivariant map,
w : (X, τ)→ (U(2), σ)
Furthermore, w gives rise to the generator [w] of Z2 ∈ K˜Q
−1
(X) for X = S3
or T3, which has an intimate relation to spectral flow [23, 42]. We study
the geometry and topology of time reversal symmetry, which is represented
by the transition function w. The argument about spectral flow guarantees
the K-theoretic class [w] falls into KQ−1(X) (a shift by −1 from KQ(X)),
so the topological Z2 invariant has an interpretation as an odd topological
index of w. In physical terms, we consider the gauge theory of a topological
insulator, and w is the gauge transformation (induced by the time reversal
symmetry) characterizing the band structure.
The odd Chern character of a differentiable map g : X → U(n) is defined
by
Ch(g) :=
(dimX−1)/2∑
k=0
Ch2k+1(g) =
(dimX−1)/2∑
k=0
(−1)k k!
(2k + 1)!
tr[(g−1dg)2k+1]
which is a closed form of odd degree [23]. The topological index in odd
dimensions can be computed by the odd index theorem [8], when the Dirac
or A-roof genus Aˆ(X) = 1,
indt(g) =
1
4pi2
ˆ
X
Ch3(g) = − 1
24pi2
ˆ
X
tr(g−1dg)3 (35)
for the three-dimensional case. This formula is sometimes called the winding
number (or degree) of g, which can be used to compute the spectral flow
sf(D, g−1Dg) [23, 35].
Proposition 2. The odd topological index of the transition function w, i.e.,
indt(w), is naturally Z2-valued.
Proof. Up to a normalization constant, the odd index (or the winding num-
ber) of w is basically given by
ˆ
X
tr(w−1dw)3
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Now we apply the time reversal transformation τ to X, and change the local
coordinates from x to τ(x).
ˆ
X
tr[w−1(τ(x))dw(τ(x))]3
Using the compatibility condition between w and τ , i.e.,
w ◦ τ = σ ◦ w = σ(w) = −wT = −w¯−1
the above equals
ˆ
X
tr(w¯dw¯−1)3 =
ˆ
X
tr(wdw−1)3 =
ˆ
X
tr(wdw−1)3
which gives the winding number of w−1. It is well-known that w and w−1
have opposite winding numbers, i.e.,
indt(w
−1) = −indt(w)
As a global invariant, the winding number does not depend on the choice
of local coordinates, so for the involutive space (X, τ), the topological index
indt(w) should be identified with −indt(w) from the above computation.
In other words, the odd topological index of w is a mod 2 degree,
indt(w) = deg2(w)
since indt(w) must be Z2-valued due to the time reversal symmetry.
Remark 7. In string theory, indt(g) is also called the Wess–Zumino–Witten
(WZW) topological term. In the seminal work [60], Witten pointed out that
as a SU(2) anomaly indt(g) is actually Z2-valued and related to the mod 2
index. So the above result is already known in the physics literature, and we
just gave a new proof in the presence of the time reversal symmetry.
The odd index theorem gives a local formula to compute the topological
Z2 invariant in three dimensions. Similar to the Atiyah–Singer index theo-
rem, we obtain the mod 2 index theorem for 3d topological insulators, i.e.,
the analytical index equals the topological index.
Theorem 3. The topological Z2 invariant for 3d topological insulators can
be understood as a mod 2 index theorem,
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inda(H˜) = indt(w) (36)
Proof. First of all, the analytical index of H˜ counts the parity of Majorana
zero modes, which can be computed by the mod 2 spectral flow of the self-
adjoint Fredholm operator H. On the other hand, the odd index formula
indt(w) computes the spectral flow sf(D,w
−1Dw) [23], where D is the Dirac
operator used to approximate H by localization, and indt(w) is naturally
Z2-valued. So we can prove the mod 2 analytical index and the mod 2
topological index are the same based on different interpretations of the same
mod 2 spectral flow.
The WZW topological term is an action functional of the relevant gauge
theory. Kane and Mele considered the effective fermionic field theory of
a topological insulator, and derived a Pfaffian formalism of the topological
Z2 invariant, which is called the Kane–Mele invariant. We now show the
equivalence between these two formalisms of the topological Z2 invariant.
Definition 16. ([29]) Assume the set of fixed points Xτ is finite, the Kane–
Mele invariant of a topological insulator is defined by
ν =
∏
x∈Xτ
pf [w(x)]√
det[w(x)]
(37)
Recall that at any fixed point x ∈ Xτ , the transition function w from
Eq.(3) is a skew-symmetric matrix, i.e., wT (x) = −w(x), where T is the
transpose of a matrix. So it makes sense to take the Pfaffian of w at any
fixed point x ∈ Xτ , denoted by pf [w(x)]. The relation between the Pfaffian
and determinant function is pf 2(M) = det(M) for a skew-symmetric matrix
M . Compared with the square root of the determinant of w at x ∈ Xτ , i.e.,√
det[w(x)], the Kane–Mele invariant is defined as the product of the signs
of Pfaffians over the fixed points.
Let us start with the identity ln det(A) = tr ln(A) for a square matrix A,
when A is skew-symmetric, it becomes 2 ln pf(A) = tr ln(A). The transition
function w is a matrix parametrized by a 3d momentum space w : (X, τ)→
(U(2), σ), and we consider the variation of ln det(w) with respect to the local
coordinates of X.
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Lemma 6. The integral form of the variation of ln det(w) equals the odd
topological index of w up to a constant,ˆ
X
d ln det(w) = −1
4
ˆ
X
tr(w−1dw)3 (38)
Proof. Suppose an invertible and differentiable matrix A(x, y, z) depends on
variables x, y, z, we consider the third partial derivative of ln det(A) with
respect to x, y and z. The first partial derivative is well-known,
∂ ln detA
∂x
=
∂ tr lnA
∂x
= tr(A−1
∂A
∂x
)
The second partial derivative is
∂2 ln detA
∂x∂y
= tr(A−1 ∂
2A
∂x∂y
) + tr(∂A
−1
∂y
∂A
∂x
)
= tr(A−1 ∂
2A
∂x∂y
)− tr(A−1 ∂A
∂y
A−1 ∂A
∂x
)
since ∂A
−1
∂y
A+A−1 ∂A
∂y
= 0 based on A−1A = I, i.e., ∂A
−1
∂y
= −A−1 ∂A
∂y
A−1. The
third partial derivative is
∂3 ln detA
∂x∂y∂z
= tr(A−1 ∂
3A
∂x∂y∂z
) + tr(∂A
−1
∂z
∂2A
∂x∂y
)
−tr(∂A−1
∂z
∂A
∂y
A−1 ∂A
∂x
)− tr(A−1 ∂2A
∂y∂z
A−1 ∂A
∂x
)
−tr(A−1 ∂A
∂y
∂A−1
∂z
∂A
∂x
)− tr(A−1 ∂A
∂y
A−1 ∂
2A
∂x∂z
)
= tr(∂ lnA
∂x
∂ lnA
∂y
∂ lnA
∂z
) + tr(∂ lnA
∂x
∂ lnA
∂z
∂ lnA
∂y
) + tr(A−1 ∂
3A
∂x∂y∂z
)
+tr(∂A
−1
∂x
∂2A
∂y∂z
) + tr( ∂
2A
∂x∂z
∂A−1
∂y
) + tr( ∂
2A
∂x∂y
∂A−1
∂z
)
so the differential of ln detA is
d ln detA = [tr(∂ lnA
∂x
∂ lnA
∂y
∂ lnA
∂z
) + tr(∂ lnA
∂x
∂ lnA
∂z
∂ lnA
∂y
) + tr(A−1 ∂
3A
∂x∂y∂z
)
+tr(∂A
−1
∂x
∂2A
∂y∂z
) + tr( ∂
2A
∂x∂z
∂A−1
∂y
) + tr( ∂
2A
∂x∂y
∂A−1
∂z
)]dxdydz
= [tr(∂ lnA
∂x
∂ lnA
∂y
∂ lnA
∂z
) + tr(A−1 ∂
3A
∂x∂y∂z
)
+tr(∂A
−1
∂x
∂2A
∂y∂z
) + tr( ∂
2A
∂x∂y
∂A−1
∂z
)]dxdydz
−[tr(∂ lnA
∂x
∂ lnA
∂z
∂ lnA
∂y
) + tr( ∂
2A
∂x∂z
∂A−1
∂y
)]dxdzdy
If we change the order of the variables x, y and z, we similarly get
d ln detA = [tr(∂ lnA
∂y
∂ lnA
∂x
∂ lnA
∂z
) + tr(A−1 ∂
3A
∂y∂x∂z
)
+tr(∂A
−1
∂y
∂2A
∂x∂z
) + tr( ∂
2A
∂y∂x
∂A−1
∂z
)]dydxdz
−[tr(∂ lnA
∂y
∂ lnA
∂z
∂ lnA
∂x
) + tr( ∂
2A
∂y∂z
∂A−1
∂x
)]dydzdx
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and
d ln detA = [tr(∂ lnA
∂z
∂ lnA
∂y
∂ lnA
∂x
) + tr(A−1 ∂
3A
∂z∂y∂x
)
+tr(∂A
−1
∂z
∂2A
∂y∂x
) + tr( ∂
2A
∂z∂y
∂A−1
∂x
)]dzdydx
−[tr(∂ lnA
∂z
∂ lnA
∂x
∂ lnA
∂y
) + tr( ∂
2A
∂z∂x
∂A−1
∂y
)]dzdxdy
Combining them together, we have
−d ln detA = tr(A−1dA)3 + 3[tr(A−1 ∂3A
∂x∂y∂z
) + tr(∂A
−1
∂x
∂2A
∂y∂z
)
+tr( ∂
2A
∂x∂z
∂A−1
∂y
) + tr( ∂
2A
∂x∂y
∂A−1
∂z
)]dxdydz
where tr(A−1dA)3 =
∑
(i,j,k)∈S3 ijktr(di lnAdj lnAdk lnA)dxidxjdxk.
Now we replace A by w and take the integral,
− ´
X
d ln detw =
´
X
tr(w−1dw)3 + 3
´
X
[tr(w−1 ∂
3w
∂x∂y∂z
) + tr(∂w
−1
∂x
∂2w
∂y∂z
)
+tr( ∂
2w
∂x∂z
∂w−1
∂y
) + tr( ∂
2w
∂x∂y
∂w−1
∂z
)]dxdydz
Apply the compatibility condition τ ∗w = −wT = −w¯−1 in the last integral,
ˆ
X
tr[
∂2τ ∗w
∂x∂y
∂τ ∗(w−1)
∂z
]dxdydz =
ˆ
X
tr(
∂2w−1
∂x∂y
∂w
∂z
)dxdydz
the complex conjugation is canceled since only the fixed points contribute
to the integral and its value is a real number. After plugging back into the
above, we get
− ´
X
d ln detw =
´
X
tr(w−1dw)3 + 3
´
X
[tr(w−1 ∂
3w
∂x∂y∂z
) + tr(∂w
−1
∂x
∂2w
∂y∂z
)
+tr( ∂
2w
∂x∂z
∂w−1
∂y
) + tr(∂
2w−1
∂x∂y
∂w
∂z
)]dxdydz
=
´
X
tr(w−1dw)3 + 3
´
X
∂
∂x
[tr(w−1 ∂
2w
∂y∂z
) + tr(∂w
−1
∂y
∂w
∂z
)]dxdydz
=
´
X
tr(w−1dw)3 + 3
´
X
∂2
∂x∂y
tr(w−1 ∂w
∂z
)dxdydz
=
´
X
tr(w−1dw)3 + 3
´
X
d tr lnw
Using ln detw = tr lnw again, we obtain
−4
ˆ
X
d ln detw =
ˆ
X
tr(w−1dw)3
41
It is better to adjust the normalization constant by hand on the right hand
side in (38) to make it Z-valued, which is a common practice in physics,
ˆ
X
d ln detw = − 1
24pi2
ˆ
X
tr(w−1dw)3 = indt(w) (39)
Let us look into this formula, and explain why the Chern–Simons invariant,
i.e., the topological index indt(w), and the Kane–Mele invariant are equiv-
alent. On the left hand side, the determinant function can be interpreted
as a section of the determinant line bundle, which is closely related to index
theory. The integral of the variation of ln detw turns out to be the jumps
at the fixed points since they are the only isolated singularities. In other
words, the result of the left integral is the alternating difference between the
evaluations on the fixed points,
ˆ
X
d ln detw = ∆x∈Xτ ln det[w(x)] = ∆x∈Xτ2 ln pf [w(x)]
where the determinant function is changed by the Pfaffian function since w
is skew-symmetric at the fixed points. Since the odd topological index of w
is Z2-valued, the alternating difference can be replaced by a summation,ˆ
X
d ln detw =
∑
x∈Xτ
2 ln pf [w(x)]
On the right hand side in (39), the topological index indt(w) computes
the topological Z2 invariant. The mod 2 topological index takes the value 0
or 1, so it is an element in the additive group Z2, i.e., indt(w) ∈ (Z2,+).
The identity (39) gives rise to the relation∑
x∈Xτ
ln pf [w(x)] =
1
2
indt(w) (40)
If we exponentiate both sides, we obtain∏
x∈Xτ
pf [w(x)] = exp{2piiindt(w)
2
} = (−1)indt(w) (41)
where we put in a factor 2pii on the right hand side since it is the result of
an effective field theory. In other words, the product of Pfaffians over the
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fixed points gives an exponentiated version of the topological Z2 invariant,
denoted by ν,
ν =
∏
x∈Xτ
pf [w(x)] = (−1)indt(w) (42)
As a consequence, the exponentiated topological Z2 invariant is an element
in the multiplicative group Z2, i.e., ν ∈ (Z2,×).
By properties of the transition function w, the Pfaffian function pf [w(x)]
takes the value 1 or −1 at any fixed point x ∈ Xτ , since it is possible to
normalize the determinant det[w(x)] to be 1. So ν does not change if we
replace the Pfaffians by their signs, i.e.,
ν =
∏
x∈Xτ
sgn(pf [w(x)])
In general, the square root of the determinant function is added as a reference
term to determine the sign of a Pfaffian, and the Kane–Mele invariant was
originally defined as
ν =
∏
x∈Xτ
pf [w(x)]√
det[w(x)]
Theorem 4. The topological Z2 invariant for 3d topological insulators can be
computed by the topological index, i.e., indt(w). The Kane–Mele invariant ν
is the exponentiated topological Z2 invariant, i.e., ν = (−1)indt(w). They are
equivalent since the additive group (Z2,+) is isomorphic to the multiplicative
group (Z2,×) by the exponential map.
The Chern–Simons invariant and the Kane–Mele invariant provide two
different ways to compute the topological Z2 invariant in 3d, the former
is an action functional of a specific gauge transformation and the latter is
obtained from an effective quantum field theory. The equivalence of the
Chern–Simons invariant and the Kane–Mele invariant was also proved in
[18, 57] from different perspectives.
From a different point of view, the equivalence relation (42) between the
topological index indt(w) and the Kane–Mele invariant ν is viewed as the
original bulk-boundary correspondence on the level of Z2 invariant. Our
novel observation is that ν is defined over the fixed points, which can be
identified as the effective boundary. In the next section, we will discuss
about a bulk-boundary correspondence on the level of K-theory.
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4.3 2d case
For the 2d momentum spaces X = S2 or T2, one has K˜Q(X) ∼= Z2, which
can be represented by the Quaternionic Hilbert bundle (H,Θ) → (X, τ).
Without loss of generality, we assume the Hilbert bundle H is of rank 2.
Example 22. If we define the 2d sphere in real coordinates,
S2 = {(x, y, z) ∈ R3 | x2 + y2 + z2 = 1}
then the Hopf bundle over S2 can be represented by the projection p ∈
M2(C(S2)) or the unitary u = 2p− 1,
p =
1
2
(
1 + z x+ iy
x− iy 1− z
)
, u =
(
z x+ iy
x− iy −z
)
The first Chern character Ch1(p) gives the standard volume form on S2,
Ch1(p) = tr(pdpdp) =
−i
2
(xdydz − ydxdz + zdxdy)
The complex K-theory K(S2) ∼= Z is basically generated by the Hopf bundle.
The time reversal transformation on S2 is τ : (x, y, z) 7→ (x,−y,−z), and
the first Chern character does not change under τ , i.e., Ch1(p) = Ch1(τ
∗(p)),
where τ ∗p is the pullback of the Hopf bundle. The transition function w in
this case can be defined by
w : S2 → SU(2); (x, y, z) 7→
(
y + iz x
−x y − iz
)
The fixed points of τ is (±1, 0, 0), and w(±1, 0, 0) =
(
0 ±1
∓1 0
)
.
Proposition 3. The first Chern class of the Hilbert bundle pi : H → X is a
2 torsion, i.e.,
2c1(H) = 0, c1(H) ∈ H2(X,Z), (43)
Proof. Consider the pullback bundle τ ∗H over X,
τ ∗H

τ∗ //H

X
τ // X
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Since the time reversal transformation τ is orientation-reversing, the pullback
bundle is isomorphic to the conjugate bundle, i.e., τ ∗H ∼= H. On the other
hand, the time reversal operator Θ is an anti-unitary operator, so Θ induces
a bundle isomorphism H ∼= H. In sum,
H ∼= τ ∗H ∼= H
Therefore, the first Chern class of the Hilbert bundle H is a 2 torsion,
c1(H) = c1(H) = −c1(H), i.e., 2c1(H) = 0
Remark 8. If a Kramers pair is assumed to be a pair of global sections of the
Hilbert bundle H, then H can be decomposed into the sum of a trivializable
line bundle and the pullback of its conjugate,
H = L ⊕ τ ∗L
This is analogous to the decomposition of a spin bundle. In this case, the
first Chern class of H is zero,
c1(H) = c1(L) + c1(τ ∗L) = c1(L) + c1(L) = 0
since L has trivial first Chern class.
The Chern character Ch : K(X) ⊗ R ∼= HevdR(X,R) establishes an iso-
morphism between K-theory and cohomology theory without torsion, which
maps the class of a vector bundle to the even part of de Rham cohomology
with real coefficients. The first Chern number c1 is the integral
c1 =
1
2pi
ˆ
X
c1(H) = 1
2pi
ˆ
X
Ch1(p)
where p is the projection representing the Hilbert bundle pi : H → X. It
is well-known that the first Chern number of topological insulators is zero.
Hence the integral of the first Chern character modulo 2, i.e., c1 mod 2,
cannot give a local topological index formula for the Z2 invariant in 2d.
We have to point out that it is an open problem to find a local formula
for the topological Z2 invariant in 2d. In [38], the author gave a approach
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by looping and lifting the problem from 2d to 3d. Inspired by the Kane–
Mele invariant, we propose a topological index formula below by reducing
the dimension from 2d to 1d.
For simplicity, we consider the Brillouin zone (or torus) T2 as the momen-
tum space, so the effective Brillouin zone EBZ = S1,1 × I and its boundary
∂EBZ = S1,1N unionsq S1,1S . Based on the weak Z2-structure of (T2, τ), T2 is de-
composed into two copies of S1,1× I and the Hilbert bundle pi : H → T2 can
be reconstructed from the restricted bundles HS1,1×I by the clutching map
w : S1,1N unionsq S1,1S → U(2). We propose the topological index formula on T2 as
1
4pi2
ˆ
S1,1N unionsqS1,1S
tr(w−1dw) = [
1
2pi
ˆ
S1,1N
tr(w−1dw)][
1
2pi
ˆ
S1,1S
tr(w−1dw)] (44)
which is denoted by indt(w)2→1. Both integrals on the right hand side are
Z2-valued as in the 3d case, so as a product indt(w)2→1 is also Z2-valued.
Remark 9. As a gauge problem, the information about the time reversal
symmetry is encoded in the global gauge transformation w. In odd dimen-
sions, the topological Z2 invariant can be computed directly by the odd
topological index (i.e., WZW topological term), which is naturally Z2-valued
due to the time reversal symmetry. In even dimensions, since the mod 2
reduction of the ordinary topological index cannot give a local formula for
the topological Z2 invariant, we have to do a “dimensional reduction” and
define it as the WZW topological term over the boundary of the effective
Brillouin zone (∂EBZ), which is a variation of the odd topological index.
A similar result for the WZW topological term in the geometric setting of
bundle gerbes can be found in [22].
In this 2d case, we can also prove the mod 2 index theorem, i.e., the
mod 2 analytical index equals the mod 2 topological index, if we collect the
contributions from the 1d boundary of the effective Brillouin zone. This is
also closely related to our discussions about long exact sequences in K-theory,
see Example 14 in §2.3.
4.4 Index pairing
The odd topological index is the integral of the odd Chern character Ch(g)
over the momentum space X, which can be viewed as a pairing between a
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K-theoretic class [g] ∈ K−1(X) and the fundamental class [X],
indt(g) =
1
4pi2
ˆ
X
Ch(g) = 〈[X], [g]〉 (45)
In a modern language, an index can be obtained by the index pairing between
K-homology and K-theory. Index pairing is very important for generaliza-
tions of index theory into noncommutative geometry. In this subsection,
we reformulate the mod 2 index theorem as an index pairing between KR-
homology and KR-theory.
From a K-cycle (A,H , D), one obtains the corresponding Fredholm mod-
ule (A,H , F ) by setting F = D(1+D2)−1/2. By definition, the set of equiva-
lence classes of Fredholm modules modulo unitary equivalence and homotopy
equivalence defines the K-homology group, for details see [28]. In fact, the
Dirac operator D gives rise to a fundamental class [D] in K-homology. From
§3.4, a Kramers pair is modeled by the KQ-cycle, and a localized Majorana
zero mode is modeled by a KR5-cycle (C
∞(X), L2(X,H), D,Θ), which gives
the fundamental class [D] in the KR-homology KR5(X).
On the other hand, the transition function w : (X, τ) → (U(2), σ) com-
pletely determines the Quaternionic Hilbert bundle pi : (H,Θ) → (X, τ) (or
the topological band theory in the presence of time reversal symmetry). By
the argument about spectral flow, the degree of KQ-theory is shifted by −1,
and w induces the K-theoretic class [w] in KQ−1(X) = KR−5(X).
Proposition 4. The mod 2 index theorem of the topological Z2 invariant can
be reformulated as an index pairing between KR-homology and KR-theory,
KR5(X)×KR−5(X)→ KO−2(pt); ([D], [w]) 7→ 〈[D], [w]〉 (46)
Proof. From (45), the odd topological index indt(w) is a pairing,
indt(w) = 〈[X], [w]〉
which can be used to compute the spectral flow sf(d, w−1dw) [23]. After
quantization, the trivial connection d is replaced by the Dirac operator D,
sf(D,w−1Dw) = indt(w) = 〈[D], [w]〉
which is the crucial part of the Atiyah–Singer index theorem connecting
analysis and geometry. The analytical index inda(H˜) can be computed by
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the spectral flow sf(D,w−1Dw) modulo 2, so the index pairing between [D]
and [w] is a fancy way to express the mod 2 index theorem
inda(H˜) = indt(w)
Taking time reversal symmetry into account, [D] is the class of the KR5-
cycle, so it represents the fundamental class in KR5(X). On the other hand,
[w] falls into KR−5(X) and represents the class of the Quaternionic Hilbert
bundle. In sum, the index pairing 〈[D], [w]〉 gives another way to compute
the topological Z2 invariant.
5 Bulk-boundary correspondence
In this section, we will focus on the bulk-boundary correspondence, which is
a generalized index map in KK-theory. The bulk is the momentum space X
and the boundary will be identified as the fixed points of the time reversal
symmetry. So at the level of K-theory, the bulk theory is modeled by the
KQ-theory of X, and the boundary theory is described by the KO-theory of
Xτ . Therefore the bulk-boundary correspondence is a map connecting KR
(or KO)-groups, which can be realized by a KKR (or KKO)-cycle.
The bulk-boundary correspondence of topological insulators is an active
research area in mathematical physics, one can find many recent works in this
field, for example [12, 24, 40, 43] and many others. Here we take a slightly
different approach and propose that the effective boundary of a topological
insulator is described by the fixed points in the momentum space.
5.1 Effective boundary
In physics, the bulk–boundary correspondence establishes the equivalence
between the effective (quantum) field theories of the bulk and boundary. As
different aspects of the topological Z2 invariant, the topological Z2 index and
the Kane–Mele invariant are equivalent, which is the geometric form of the
equivalence between two field theories. The topological index is an integral
of the (odd) Chern character over the bulk, and the Kane–Mele invariant
has a Pfaffian formalism derived from the effective fermionic field theory.
In other words, the bulk theory is an action functional of a specific gauge
field (i.e., the WZW topological term), and the Kane–Mele invariant is an
effective quantum field theory defined over the set of fixed points. Inspired by
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the Kane–Mele invariant, we propose that the effective boundary is defined
as the fixed points, which is different from the geometric boundary of the
bulk. Hence the equivalence between the topological index and the Kane–
Mele invariant is the genuine bulk-boundary correspondence on the level of
Z2 invariant.
The phase portrait of a topological insulator is essentially determined
by its behavior on the boundary. In mathematics, let us look at the mod 2
analytical index again, and identify the fixed points as the effective boundary.
In the Hilbert bundle pi : H → X, the fixed points divide the momentum
space X into different coordinate patches. The chiral states φ and Θφ in a
Kramers pair could intersect with each other and change the chirality only at
a fixed point. For a localized Majorana zero mode (φ0,Θφ0) around a fixed
point x ∈ Xτ , the sign of the eigenvalue of φ0 or Θφ0 can only change when
passing through the fixed point x, and the spectral flow of a chiral zero mode,
i.e., ψ0 or Θψ0, counts the existence of that Majorana zero mode. Finally,
the topological Z2 invariant is the parity of Majorana zero modes, which can
be computed by the mod 2 spectral flow. The argument about spectral flow
suggests that the fixed points can be identified as the effective boundary,
since charge transport via spectral flow only happens at the boundary.
At each fixed point x ∈ Xτ , the (mod 2) spectral flow of a chiral zero
mode around x gives rise to a local analytical index, which takes the value
in KO−2(x) = Z2. In total, the topological Z2 invariant belongs to
⊕x∈Xτ KO−2(x) = KO−2(Xτ )
∑
→ KO−2(pt) (47)
where the summation map Σ is basically the push-forward induced by the
projection to an abstract point p : Xτ → pt. Physically, this summation
represents the collective effect – i.e., summing up mod 2 – in the end. It
can also be viewed as performing a discrete form of integration, and then
counting the parity. This explains our identification of the fixed points Xτ
as the boundary through which information from the bulk can be exchanged.
The effective boundary Xτ gives rise to a family index theorem, to get an
index number, it is better to further project it to an abstract point as in the
construction of the topological index map by Atiyah.
Furthermore, the effective boundary will be reduced to the fixed point
with “top codimension” inspired by the topological index map. By the Kane–
Mele invariant, the topological Z2 invariant is a collective effect over all fixed
points. It is convenient to realize the above abstract point as a specific fixed
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point x0 so that the topological Z2 invariant takes the value in KO−2(x0). In
the decomposition of S1,d in §2.2 or Td in the next example, this specific fixed
point can be taken as the fixed point corresponding to the first summand,
that is the point of “top codimension”. This fixed point x0 ∈ Xτ with top
codimension is naturally identified with the sphere with top dimension by the
KR-theory of spheres in Eq.(6). For a d-dimensional momentum space X, the
topological index map in §4.1 can be viewed as a map from the KQ-theory
of X to the KR-theory of S1,d,
indt : KQ
2−d(X) = KR−d−2(X) 7→ KO−2(x0) ∼= K˜R
−d−2
(S1,d) (48)
Example 23. The KR-theory of Td can be computed based on the decom-
position of the fixed points
(Td)τ = ⊕dk=0
(
d
k
)
{pt}
where
(
d
k
)
is the binomial coefficient, so that
KR−j(Td) = ⊕dn=0
(
d
k
)
KO−j+k(pt)
The spheres Sk correspond to the fixed points with different codimensions so
that the torus has the stable homotopy splitting [18]
Td ∼s ∨dk=0
(
d
k
)
Sk
As the strong topological Z2 invariant, it only depends on the fixed point x0
with top codimension and falls into
KO−j+d(x0) = K˜R
−j
(S1,d)
where j is fixed by the condition −j + d = −2.
5.2 Correspondence
Once the effective boundary is identified as the set of fixed points (or the
fixed point with top codimension), we can talk about the bulk-boundary
correspondence on the level of K-theory. The bulk-boundary correspondence
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is supposed to be a KK-cycle (as a correspondence) connecting the bulk and
boundary theory if both theories are modeled by K-theory (or K-homology).
Let X be the momentum space and x0 ∈ Xτ be the fixed point with
top codimension. The bulk theory is described by the KQ-theory of X, the
boundary theory is modeled by KO−2(Xτ ) (or KO−2(x0)) from the above
discussions. When X is the torus Td, one has the Baum–Connes isomorphism
for Γ = Zd in §2.4. Let us look into this example again, and then we will
pose a generalization for the general case.
Proposition 5. The bulk-boundary correspondence on the level of K-theory
for the torus Td is a surjective map from KQ2−d(Td) = KR−d−2(Td) to
KO−2(x0), which can be realized by a composition map,
i∗0 ◦ PD ◦ α : KR−d−2(Td) ∼= KOd+2(Td) ∼= KO−2(Td)→ KO−2(x0) (49)
where α is the Dirac isomorphism, PD is the Poincare´ duality between KO-
homology and KO-theory, and i∗0 is the localization.
Proof. If i0 : x0 ↪→ Td is the inclusion map, then it induces the restriction
map (or localization) in KO-theory,
i∗0 : KO
−j(Td)→ KO−j(x0)
The Baum–Connes isomorphism or the dual Dirac isomorphism
KOi(Td) = KOZ
d
i (Rd) ' KOi(C∗(Zd,R)) = KOi(C(Td, τ)) = KR−i(Td, τ)
can be realized by an invertible real KK-class β in KKO(CR(Td), C(Td, τ))
connecting the KO-homology of CR(Td) and the KO-theory of C(Td, τ), i.e.,
KOi(Td)×KKO(CR(Td), C(Td, τ)) '−→ KOi(C(Td, τ))
Let α be the inverse of β, that is, α ∈ KKO(C(Td, τ), CR(Td)) such that
α ◦ β = id, so α realizes the Dirac isomorphism
KR−i(Td, τ)×KKO(C(Td, τ), CR(Td)) '−→ KOi(Td)
Hence the map from the bulk K-theory to the boundary K-theory, denoted
by η : KR−d−2(Td)→ KO−2(x0), can be realized by η = i∗0 ◦ PD ◦ α.
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Example 24. When d = 2, the bulk-boundary correspondence of a 2d topo-
logical insulator is the isomorphism
η : K˜Q(T2) = K˜R
−4
(T2) '−→ KO−2(x0)
Example 25. When d = 3, the bulk-boundary correspondence of a 3d topo-
logical insulator is the surjective map
η : KQ−1(T3) = KR−5(T3) −→ KO−2(x0)
The above bulk-boundary correspondence η : KQ2−d(Td) → KO−2(x0)
is another way to realize the topological index map, where the KK-cycle α
plays a key role. As a generalization, the bulk-boundary correspondence in
KR-theory is a KKR-cycle in KKRd(X,Xτ ) for d = dim(X) realizing the
topological index map in KK-theory,
KR−d−2(X, τ)×KKRd(X,Xτ )→ KO−2(Xτ )
∑
→ KO−2(x0) (50)
On the other hand, the bulk theory can be modeled by K-cycles or K-
homology, such an idea has been carried out for example in [11]. So the
bulk-boundary correspondence in KR-homology has the form,
KKR(Xτ , X)×KR2(X)→ KO2(Xτ ) '−→ KO−2(Xτ )
∑
→ KO−2(x0) (51)
where the isomorphism is the Poincare´ duality. This bulk-boundary corre-
spondence on the level of K-homology is viewed as a generalized analytical
index map.
In sum, the bulk-boundary correspondence provides a new perspective to
view the mod 2 index theorem in KK-theory,
KKR(Xτ , X)×KR2(X) inda // KO−2(x0)
=

KQ2−d(X)×KKRd(X,Xτ ) indt // KO−2(x0)
(52)
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