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ABSTRACT

Multispectral sensors have been used to gather data about the Earth's surface since
the 1960's. Data analysis methods for multispectral data with less than 20 or so spectral
bands have been studied and have given satisfactory results. As opposed to such
multispectral sensors, the new generation of remote sensors, referred to as hyperspectral
sensors, have hundreds of contiguous narrow spectral bands. These hyperspectral
sensors, which feature high spectral resolution, fine spatial resolution, and a large
dynamic range, have led to the hope that a wide variety of resources on the surface of the
eartln will likely be explored and identified. However, the data analysis a~pproachthat has
been successfully applied to multispectral data in the past is not as effective for
hyperspectral data as well. Therefore, it is necessary to investigate the: problem and to
explore effective approaches to hyperspectral data analysis. Our study indicates that the
key problem is poor specification of the classes (inaccurate parameter estimation). We
havt: found that the conventional approach can be retained if a preprocessing stage is
established. For the preprocessing stage, we propose the lowpass spatial filter for
increasing class separability and a spectral-spatial labeling method for gathering larger
numbers of training samples. We also seek to combine previous work with our proposed
methods to synthesize the preprocessing stage. For the main processing stage, a feature
extraction method has been developed to speed up the process. As a result, an
imp]-ovementin classification accuracy has been observed.

CHAPTER 1: INTRODUCTION

Earth observation by remote sensing has provided a global view of the Earth,
inspired new topics of research, and led to a wide variety of applications for military and
civilian use. Remote sensing, broadly speaking, is defined as measuring the properties of
an abject without coming in physical contact with the object. For instarlce, a visible and
near-infrared sensor above the atmosphere measures the electromagnetic radiation
reflected and emitted from the observed objects on the ground when solar illumination is
available. This spectral response, which is related to the composition of different
materials, can serve as a means of discriminating among materials. 'Though a single
spectral response can sometimes be diagnostic in this sense, how the spectral response,
itself, varies nearly always provides additional information-bearing characteristics. This
points to the need for a stochastic process, rather than a simple deterministic one, for the
delineation of desired classes.
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Fig. 1.1 Data representation [2]

Multispectral sensors began to be utilized in the 1960's. Multispelctral scanners are
non-photographic sensors which are used for spectral measurements (visible and infrared)
of radiation. An image is formed by the process of scanning rather th~anbeing formed
immediately [I]. For each ground resolution element (pixel), a set of n values is
measured as the sampling of the spectral response, each value corresponding to one
spectral band. Due to the inherently quantitative aspects of such data, the computer is
used for the development of the quantitative approach to data analysis. Statistical pattern
recognition is commonly considered as an effective analytical approach [2]. The set of
the n-band measurements for a pixel is considered as a "pattern" to be classified and
viewed as a point (or a sample) in an n-dimensional feature space (Fig. 1. I), where each
feature represents a spectral band. The characteristics of classes are modeled based on
the stochastic or random process approach. During the past three decadles, the stochastic
appi:oach has been used successfully in the classification of multispectral data [2].
Originally, for multispectral data analysis, the primary restriction was the low
spectral resolution of sensors. The number of spectral bands ranged from three to seven
for spaceborne sensors and up to 18 for airborne sensors. This restriction has largely
been lifted since hyperspectral sensors became available in 1987 for del~lveringdata with
high spectral resolution. For example, the Airborne VisibleIInfrared Imaging
Spec:trometer (AVIRIS) delivers data in 224 contiguous spectral channlels spaced about
10 nm apart in the spectral region from 0.4 to 2.45 pm. Data in hundreds of bands are
terrr~edhyperspectral data, as opposed to multispectral data, in less than about 20 bands.
However, the existing stochastic approach often fails to achieve satisfactory results for
hypc:rspectral data. This demonstrated the need for study on information extraction
methods for hyperspectral data.
The objective of this research is to investigate the problem and to explore effective
app~,oachesto hyperspectral data analysis. In the next section, we state the problem and
give a brief review of the methods that have been proposed for resolving this problem.

1.2 Statement of the Problem
Hyperspectral data potentially contain more information than mlultispectral data
because hyperspectral data feature higher spectral resolution. When the stochastic
approach to hyperspectral data analysis does not provide as promising results as the

stochastic approach to multispectral data analysis, the question arises: Why does the
stochastic approach lead to poor classification performance as the nu.mber of spectral
bands increases?
To answer this question, let us consider the stochastic approach in more detail. In
the stochastic approach, the characteristics of a class are modeled with a set of
par;uneters, which are estimated based on some prior knowledge, often in the form of prelabeled samples. The pre-labeled samples used to estimate class parameters and design a
classifier are called training samples. The accuracy of parameter estimation depends
substantially on the ratio of the number of training samples to the dime:nsionality of the
feature space. As the dimensionality increases, the number of training simples needed to
characterize the classes increases as well. If the number of training samples available
fails to catch up with the need, which is the case for hyperspectral data, parameter
estimation becomes inaccurate.
Consider the case of a finite and fixed number of training samples. The accuracy of
statistics estimation decreases as dimensionality increases, leading to a decline of the
classification accuracy (Fig. 1.2(b)). Although increasing the number of spectral bands
(dimensionality) potentially provides more information about class separability (Fig.
1.2(a)), this positive effect is diluted by poor parameter estimation. As a result, the
classification accuracy first grows and then declines as the number of spectral bands
increases (Fig. 1.2(c)), which is often referred to as the Hughes phenomenon (or the
peaking phenomenon) [3].
As described above, the key problem that causes poor performance in the stochastic
approach to hyperspectral data classification is inaccurate parameter estimation, if the
stochastic approach is adopted. One might doubt if the stochastic approach is still
app~nopriatefor hyperspectral data analysis. From our study, it was found that the
conventional stochastic approach can be retained if a preprocessing stage is incorporated
(Fig. 1.3). The goal of the preprocessing stage is to provide a favorable situation for the
stoclhastic approach, such as providing reliable estimates of parameters. An important
point here is that the classification performance is subject to, but not limited to, the
number of training samples.

Dimensionality, n
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High dimensionality (the number of
spectral bands) potentially provides
better class separability.
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(c)

(b) With a finite and fixed. number of
samples, the accuracy of statistics
estimation decreases as dimensionality
increases. As the nurnlber of training
samples, denoted by hl, increases,
statistics estimation inlproves.
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The peaking phenomenon results from the combination
of the two opposite effects shown in (a) and (b).

Fig. 1.2. Conceptual presentation of classification accuracy vs. measure~nentcomplexity
in finite and fixed training cases (The Hughes phenomenon). [38]
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In general, classification performance depends on the following factors [4]:
class separability,
training sample size,
dimensionality, and
classifier type (or discriminant function).
Classification performance improves if (a) more precise class parameter values are
used, (b) class separability increases, (c) the ratio of the training sample size to
dimensionality increases, or (d) a more appropriate classifier is chosen. Considering the
factors listed above helps to understand the roles of the methods recently proposed for the
preprocessing stage. For example, use of the EM algorithm [5] falls intlo the category of
training sample sizes because incorporating unlabeled samples into the process of
parameter estimation has an effect similar to increasing training sample size.
Dirr~ensionalityreduction, such as the Projection Pursuit Feature Extraction [6], belongs
to the category of dimensionality. The research on the use of classifiers [7][8] falls into
the category of classifier type.
In this thesis, we propose the lowpass spatial filter for increasing class separability
and a spectral-spatial labeling method for labeling training samples. Both methods
employ spatial information. We also seek to combine previous work with our proposed
metllods to synthesize the preprocessing stage. As a result, high classification accuracy
has been observed.
In addition, a feature extraction method is studied for multiclass problems. The
goal is to develop a fast and effective feature extraction method that performs on a classstatistics basis. Since this method depends on class statistics, we place this method in the
body of main processing instead of preprocessing. In the experiments we have
contlucted, this feature extraction method obtained good results.

1.3 Organization of Thesis
In Chapter 2, the effect of class separability on classification^ performance is
reported, and the lowpass filter is proposed as a tool for increasing clam separability. In
Chapter 3, the factor of the number of training samples is considered. Also, the ill-posed
setting case, in which the number of training samples is less than the alimensionality, is
discussed. Our objective in Chapter 4 is to develop a feature extraction method that
incorporates second order statistics as well as the first order and utilizes the information
on a class-statistics basis rather than on an individual-sample basis. Conclusions are
presented in Chapter 5, followed by suggestions for future research work.

(CHAPTER2: LOWPASS FILTER AND CLASS SEPARABILITY

2.1 Introduction
Multispectral sensors have been used to gather data about the Earth's surface since
the 1960's. Data analysis methods for multispectral data with less than ;about 20 spectral
bands have been studied and have given satisfactory results. However, such a data
analysis approach is not as effective for the new class of multispectral data, which
provides more than 200 spectral bands and potentially contain more infc~rmationthan the
earlier multispectral data. This suggests the need for the study of information extraction
methods for this new class of data, also referred to as hyperspectral data.
First, we briefly overview the conventional approach to multispectral data analysis.
This approach is based on a methodology called pattern recognition. The spectral
response of each ground resolution element is represented by a vector of n measurements
(or a sample) in an n-dimensional feature space (Fig. 1.I), each feature corresponding to
band. Each spectral class is modeled by a normal distribution, characterized by
a sp~~ctral
a mean vector and a covariance matrix. The mean vector indicates the location of the
class in the feature space whereas the covariance matrix characterizes the spectral
variations within the class. Mean vectors and covariance matrices, often referred to as
class statistics or parameters, are estimated by using pre-labeled samples called training
sam,~les.As processing proceeds, linear transformations may be used in order to reduce
the amount of data and still preserve the information about discrimination{among classes.
The accuracy of parameter estimation depends substantially on the ratio of the
number of training samples to the dimensionality of the feature space. As the
dimt:nsionality increases, the number of training samples that is needed to characterize
the classes adequately increases very rapidly. If the number of training samples fails to
achieve the need, which is often the case for hyperspectral data, parameter estimation

becomes inaccurate. Although increasing the number of spectral bands potentially
provides more information about class separability, this positive effect is diluted by poor
parameter estimation. As a result, the classification accuracy first grows and then
declines with the number of spectral bands when the number of training samples is finite
and remains constant. This is often referred to as the Hughes phenomen,wz or the peaking
phenomenon (Fig. 2.1) [3].
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Fig. 2.1. Mean Recognition Accuracy vs. Measurement Complexity for the finite training
case with a priori probability fixed at P, = P, = 0.5. [3]
In short, a small ratio of the number of training samples to the dimensionality
results in unreliable parameter estimation, leading to poor classification performance. In
lighi: of this, several methods have been proposed for increasing the ratio of sample size
to dimensionality or improving parameter estimation (or statistics estimation). Examples
include Projection Pursuit Dimensionality Reduction [ 6 ] , Leave-One-Out Covariance
Estimator [8], use of the EM algorithm for better parameter estimation [5]. Each has
provided a certain degree of improvement.
There are, however, other approaches to the problem of poor classification
pergormance. A clue can be found in the conceptual explanation of the Hughes
pherlomenon (Fig. 1.2), where the Hughes phenomenon is interpreted as the combination
of two factors: class separability (Fig. 1.2(a)) and the accuracy of statj~sticsestimation
(Fig. 1.2(b)). As class separability increases for any dimensionality (Fig. 2.2(a)), the
curve of classification accuracy will move upwards (Fig. 2.2(c)). More specific and
quantitative analysis will be discussed in Section 2.2.1.
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Fig. 2.2. Conceptual illustration for the Hughes phenomen~on.
Class separability represents the nature of a data set and determi~iesthe optimum
performance that a classifier may achieve. A data set of good class separability has a
potential of obtaining high classification accuracy. Class separability is usually
considered inherent and predetermined, so efforts have rarely been made to increase class
separability. The objective of this research is to call attention to the fact that class
sepa.rabilitycan be increased. The lowpass filter is proposed as a means of increasing
class separability.
The lowpass filter has long been used as a smoothing technique in image
processing. In this chapter, we consider the lowpass filter for a quite different purpose, as
a means of increasing class separability from the standpoint of pattern rcxognition. The
key requirement for this approach is that the data set consist of multipix~elhomogeneous
objelcts. Such characteristic is commonly seen in hyperspectral image daita. The function
of the lowpass filter for increasing class separability will be discussed in !Section 2.2

So far the scope is confined to the conventional approach called supervised
leaiming, where parameters are estimated using training samples. A new approach,
tenned combined supervised-unsupervised learning, incorporates unlableled samples into
the process of parameter estimation for outperforming the supervised learning. Use of the
EM (Expectation Maximization) algorithm [9] has been proposed [5:1. However, the
penformance of the EM algorithm is not reliable when classes are highly overlapped or
the total number of samples is relatively small. In Section 2.3, the impact of class
sep;uability on the EM algorithm will be discussed.
An analysis procedure was designed for hyperspectral data with a small training
sample size. A series of processors are cascaded in the following order: the lowpass
filter, the EM algorithm, the feature extraction processor, and the classification processor.
In this procedure, the original covariance matrices were assumed to be non-singular,
ensuring that the initial statistics for the EM algorithm were available.
This chapter is organized as follows. Use of the lowpass filter for. increasing class
separability is described in Section 2.2, along with its application as part of a spatialspectral classifier. In Section 2.3, the impact of class separability on the EM algorithm is
discussed. Experiments with hyperspectral data and synthetic data are given in Section
2.4 ;md Section 2.5, respectively. Conclusions are presented in Section 2.6.

2.2 lUse of the LP Filter in Supervised Learning
In the supervised learning approach, parameters of classes are estimated using
training samples. The sample estimator and the Maximum Likelihood estimator are
commonly used because they possess some desirable properties, such as unbiasedness
and asymptotic efficiency. When the number of training samples is relatively small
compared to the dimensionality, maximum likelihood estimates of parameters have large
variimces, leading to a large classification error [lo]. Quite often, the small training
sample size problem is encountered in hyperspectral data analysis. Ar; dimensionality
increases, the growth of class separability fails to compensate for the loss of the accuracy
of parameter estimation. As a result, a peaking phenomenon appears in the relation of
classification accuracy versus dimensionality.

Generally speaking, classification accuracy depends on class separability (ti2),the
nurnber of training samples (N), dimensionality (n), and discriminant functions [4]. In
the following sections, the factor of class separability is singled out for discussion.
Special attention is focused on the case in which class separability is steadily increased
indirect relation to dimensionality increase (i.e., the growth rate of class separability with
respect to dimensionality remains the same). The theoretical relation and a practical
implementation will be discussed in Sections 2.2.1 and 2.2.2, respectively. Discussions
are made for various discriminant functions with finite and fixed numbers of training
sm!./ples.

2.2.1 Effect of class separability on the Hughes phenomenon
The classification performance is usually evaluated by classification accuracy, i.e.,
the probability of correct classification, denoted by P C In theoretical studies, the
classification performance is often in terms of "the probability of misclassification" or
"classification error", denoted by E, E = 1 - PC,. Consider two equally-likely classes that
are (characterizedby normal distributions with mean vectors 1, and p:! and covariance
matrices Z, and Z,. The class means are estimated from the sample estimates, fi, and
$, . The number of training samples ( N ) for each class is assumed to be finite and fixed.
Thrce types of discriminant functions are considered as follows.
(1) The Fisher linear discriminant function with a known common covariance matrix:

In this case, the covariance matrices of the two classes are assumled to be known.
and equal to Z . The classification error can be expressed [ l 11 as fclllows.
(i) The explicit expression:

where I, ( p , q ) is the incomplete beta function,

and

(ii) An approximate expression:

where

a(@)
is the cumulative function of the standard normal distnibution, and

and

where 6' is the squared Mahalanobis distance, representing class sr:parability. This
approximate expression in (2.2) will be used for qualitative analysis (Fig. 2.3(a)).

(2) The Fisher linear &scriminant function with an unknown common covariance matrix:

In this case, the common covariance matrix is unknown and estimated from the
pooled sample covariance matrix 2. By means of simulation,. an asymptotic
expression [4] is given as

where

a(.)

and

s2are the same as (2.2), and

(3) 'The quadratic discriminant function:

In this case, the covariance matrices of the two classes are unknown and estimated
from the sample covariance matrix. It is assumed that the true covariance matrices
are equal so that the squared Mahalanobis distance is still appropri.ateas a measure
of class separation. By means of simulation, an asymptotic expres~sion[4] is given
as

where

a(.)

and

s2are the same as (2.2), and

Moclel of class separation
In order to illustrate the relation of classification accuracy versus di:mensionality, let
us c'onsider a model [12] for the class separation in terms of the squared Mahalanobis
"dis1:ance" s 2 ,

where 6; is the degree of class separation at dimensionality n and increases
monotonically with n; R is a parameter (R 2 1) that models the growth rate of class
separation with respect to n. If R = 1, each feature is equally good, and class separability
grows with n rapidly. If R + =, additional features provide little i~lformationabout
class separation. For R 5 2, the Hughes phenomenon does not occur for the linear
discriminant function with known common covariance [12]. Thus, R := 3 is chosen for
the study of the Hughes phenomenon.
Our attention is focused on how the Hughes phenomenon is affected when class
sepiuability at all dimensionality is universally increased by a constant. Given a data set
which class separability at n is modeled by 6; = 6:n"R, 6: = 1, its curves of PC,vs. n for
various discriminant functions in (2. I), (2.3), and (2.5) were generated -from (2.2), (2.4),
and (2.6). For simplicity of notation, the subscript n of 6; is dropped, a:nd the curves are
denoted by
in Fig. 2.3. Those curves denoted by cti2 ( c is a positive: integer) refer to
the (casein which 6; for all n is universally increased by a positive scalar c. Such cases
werlz carried out by setting 6: = c. Note that the growth rate of 6; with respect to n for
each curve remains the same. As class separability at all dimensionalil:~increases by a
constant c, the peak shifts upwards and to the right. The optimal dimensionality
becomes higher, and the classification accuracy at all n improves. As c + =, the curves
~6~become flat and the classification accuracy approaches 100%.
To improve classification performance, increasing class separability has no less
potential than finding the optimum dimensionality. For instance, consider the case of a
100-.dimensional data set with class separability ti2 in Fig. 2.3(b). Two possible ways to
imp1:ove the classification performance are (1) locate the optimum dimensionality and (2)
increase class separability. As seen in Fig. 2.3(b), the optimal dimensionality is n = 41,
giving an accuracy of 77%. Alternatively, if class separability is increasled by 2, denoted
by 2ti2, the accuracy at n = 100 is 84%. This indicates that, in this case, increasing class
separability is more effective than reducing dimensionality to the optinlum one. In the
following section, the lowpass filter is proposed for the purpose of increasing class
separability.
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Fig. 2.3. Effect of class separability (6') on the Hughes phenomenon (N=100).

2.2,2 Use of the lowpass filter for increasing class separability

The lowpass filter is a spatial averaging operator [13][14]. Each sample is replaced
by the weighted average of its neighboring samples within a user specified "window".
Equal weighting is used in this study for the sake of simplicity and ei'ficiency. In this
secl:ion, the operation of the lowpass filter, its statistical properties, and its effect on class
separability will be stated.

Operation:
Let X(i, j ) represent the sample whose spatial coordinates are i and j (line and
cohrmn numbers). A window W defines the neighborhood of the sample X(i, j ) using
indices (k,l) and averaging weights ckl. The index for X(i, j ) is (k:, 1) = (0,O). For
example, Fig. 2.4 shows a window of size w = 9 and equal weighting. Thus, the lowpass
filter yields a new sample at the spatial location (i, j ) :

where

z
z

ckl = 1, ckl>O. It will be explained in the following that it is desirable to

(k,l)EW

minimize

c: , which leads to ckl= 1 l w, where w is the window size, w>l. In this

(k,l)~W

case, Y(i, j ) becomes

Fig. 2.4. A lowpass filter of window size w = 9 (3 by 3) and equal weighting.

Statistical property:
Assume that the samples in the window W , X(i+ k, j + 1), (k,l) E W , are
independent and identically distributed random vectors with the normal density
N(I.L,,Ex), then the lowpass filtered sample Y, obtained from (2.8), possesses a normal
density N(p,, E,) with

The class mean remains the same whereas the covariance matrix is scaled down by
c: . Use of the lowpass filter does not changes the location of the class mean in the

2:

(k,l)€iW

feature space but reduces the variation within a class. Furthermore, as; the variation in
each class is reduced, the gap between classes in the feature space is widened, leading to
higher class separability. To have the maximum amount of reduction in variation, it is
desirable to minimize
c,: , which leads to ck,= 11w. For this reason, equal
(k,l)~W

weighting will be used throughout this study. Equal weighting (c, = 1 / w) gives:

Bhattacharyya distance:
To relate the effect of the lowpass filter to class separability, let us consider the
Bha1:tacharyya distance between two normal distributions N(p,,, C,,) and N(p2,, C,,):

The Bhattacharyya distance is widely used as a measure of class separability
because of its analytical form and its relation to the Bayes error. The first term and the
second term represent the class separability due to the mean difference and due to the
covariance difference, respectively. Note that the "mean difference" usled here is in the
sense of the Mahalanobis "distance" rather than the Euclidean distance.

Assume that a lowpass filter is applied to each class. From (2.9), Xi, = Z, / w,
i = 1,2, and the Bhattacharyya distance becomes

That is, the first term, 4, = wq,, indicates that the class separability due to the
mean-difference (in the Mahalanobis sense) increases by w times if ylx # p,,. The
second term, B,, = B,,, indicates that the class separability due to the covariance
difference is not affected by the lowpass filter. In contrast, the mean difference in
Euclidean distance remains the same because use of the lowpass filter does not change
the locations of class means in the feature space.
If two classes have equal covariance matrices Z , B,, = B:,, = 0, and the
Bhattacharyya distance becomes a form of the Mahalanobis distance. That is, a lowpass
filter of window size w increases the Mahalanobis distance, 6' = (pl - p.,) T Z-1 (pl- y,),
by 14 times. The effect of this increase on the Hughes phenomenon (in the finite training
size case) has been discussed in Section 2.2.1.

Bayes error:
The optimal classification performance is usually expressed by ithe Bayes error,
obtained from the Bayes classifier designed with an infinite number of training samples.
The Bayes error E,,,,,~ can be bounded by the Bhattacharyya distance ( B) as [15]:

whe:re Pi represents the a priori probability of class i, i = 1, 2. This upper bound is an
exponentially decreasing function of B. Although several tighter bouilds [ 16:l[I711[ 181
have: been proposed, they are too complex for analytical studies.
From (2.11), the first term of the Bhattacharyya distance i:ncreases by w
(4, = wBlx) after a lowpass filter of window size w is used. Thus, the bound on the
Bayc:s error becomes:

'~ayes. Y

< pp

- J-Ze-(w4x+Bzr)

(2.13)

9

where the Bayes error decreases exponentially with w by a factor B,,. If B,,, the
original class separability due to the mean-difference, is large, the Bayes error declines
rapidly as w increases. However, if the two classes have common mean vectors
pix = p,,, then 4, = 0 and the Bayes error is not reduced by the lowpass filter.

2.2.3 Use of the lowpass filter for a spatial-spectral classifier
Use of the lowpass filter for increasing class separability is based primarily on the
prior knowledge about class-dependent spatial correlation. In this sense, the combination
of a. lowpass filter and a pixelwise classifier can be considered as a spatial-spectral
classifier. In order to compare this combination with another spatial-spectral classifier
callcd ECH0[19], experiments with real data have been performed (Section 2.4.2). Their
optimal performances, in theory, are discussed as follows.

Effect of windowlcell size on the Bayes error
For two-class problems, the upper bounds on the Bayes error,

E
,,

, for ECHO [19]

and the combination of a lowpass filter and a quadratic maximum likelihood classifier
(LP-QML) are:

where w is the window size of the LP filter and also the cell size of ElCHO (assuming
that no annexation is performed). Both bounds decrease exponentially with w. If class
covalriances are different, B2 # 0, E,,,
of ECHO decreases faster than E,
of LP-QML
as nr increases; otherwise, two classifiers share the same bound. If cle~sseshave equal
mean vectors (B, = 0), E,,
of ECHO can be reduced as long as B, # O whereas E,,,
of L:P-QMLcannot. However, this is the ideal case. In practice, the performance of these
classifiers depends on whether the w samples in a cell can be determined to be from the
same class. Experiments, along with detailed discussions, are reported in Section 2.4.2.

2.3 Use of the LP Filter in Combined Supervised-Unsupervised Learning
It has been noted [20] that class separability is of importance to the performance of
combined supervised-unsupervised learning. When classes are well separated, combined
sup~rvised-unsupervisedlearning can perform comparably to supervised learning. The
Expectation Maximization (EM) algorithm has been proposed as a method of the
combined supervised-unsupervised learning [5]. In the following, the EM algorithm will
be reviewed briefly, and the effect of class separability in combined supervisedunsi~pervisedlearning will be discussed.

2.3.1 The Expectation Maximization (EM) algorithm
The Expectation Maximization (EM) algorithm [9] is an iterative method that
numerically approximates maximum likelihood (ML) estimates. Three types of data are
ofte:n taken into account. The first data type is the case where only unlableled samples are
available (unsupervised case). The second data type has only training samples
(supervised case). The third data type, which has both training and unlabeled samples
available (combined supervised-unsuper'vised case). Under this circumstance, an
unlabeled sample is considered as a sample missing the label of origin, and the parameter
estimation for such a data set is interpreted as an incomplete data problem. The EM
algorithm is used to approximate the ML estimates for such incomplete data.
Assume that classes are normally distributed with probability densities N(pi, E,).
The a priori probability of class i is Pi Z 0 , i = 1. ..,L, and

1

IL
,

fr=l

Pi = 1.

Let

O = (PI,..., PL,pl,...,p L ,C,,...,EL) denote the parameter set to be estimated. Assume
that there are N, training samples from class i and K unlabeled sa.mples from the
mix1:ure density. Let zik denote the training samples of class i (k = 1, ...,N,) and xk
denote the unlabeled samples (k = I,..., K). The goal of the EM algoritllm is to find the
optimal choice of O that maximizes the log-likelihood function L(O) given by

where pi(xklpi,Zi) is the conditional density function of class i and f,(x,)

is the

mixture density given by

The iteration of the EM algorithm is carried out by alternatively performing the
Expectation step (E-step) and the Maximization step (M-step). Let q, denote the a
posteriori probability of class i given xk. At the t-th iteration, the previous
approximation

o('-') is used to compute the new a posteriori probability

q)!:

and the

new approximation @('I.
E-step: A new a posteriori probability q:) can be obtained from
qik'" = pi(pY),Z;"I xk) =

~ ; ~ - " p j ( x k0-1)
J ~ ix(t-1)
1
)
3

0-1) x(t-1)

t - l ~ i x k ~ ,i
9

for all iandk.

)

i=l

The most attractive property of the EM algorithm is that the log-likelihood function
increases monotonically as the iterations proceed. The sequence of iterations generated
by the EM algorithm approaches a maximum of the log-likelihood function L(O). This
property of monotonic increase guarantees the convergence of the iterations.

However, there is no guarantee that the EM algorithm will conve:rge to the global
ma:timum of L(O). This is well known as the local maxima problem or multiple
stationary points problem. Local maxima and slow convergence rates may be the two
most frequently reported difficulties of using the EM algorithm. Such difficulties are
encountered when the sample size is small or classes are poorly separated [9][21]. It is
stated [22] that the rate of convergence depends on class separability in a certain sense. It
has been pointed out [23,24,25,26] that a large sample size or good class separation are
needed in order to obtain reliable estimates with maximum likelihood.
Often, not only the number of labeled samples but also the number of unlabeled
samples are limited. Since a sufficiently large ratio of the sample size to dimensionality
is required for obtaining reliable maximum likelihood estimates, a limited number of
unlabeled samples may not improve the estimates of statistics by means of the EM
algorithm. This is a potential problem that should be borne in mind while using the EM
algorithm for high dimensional data.

Effect of class separability in reducing the local maxima problem
To illustrate that the log-likelihood function L(O) may have several local maxima
in the case of poor class separation, let us consider the following two mixtures with
different degrees of class separation. One mixture consists of two poorly-separated
distIibutions N(0,l) and N(l,1) with a Bayes error of 30.85% while the other mixture
contains two moderately-separated distributions N(O,1 /9) and N(l,1 /9) with a Bayes
erro:r of about 16%. In each mixture, the distributions are equally probable. For the
unsr~pervisedcase, the log-likelihood function of a mixture is L(O) = k=l log f,(x,),

'xK

whe:re O = (PI,P,, p,, p,, XI, X,) and K is the number of samples. The relation of L(O)
versus O is shown in Fig. 2.5 for the poor and the good separation cases, respectively.
Each plot displays the contour of the projection of L(O) onto one parameter subspace.
In the poor separation case (Fig. 2.5(a)), several local maxima occurred, whereas in the
goocl separation case (Fig. 2.5(b)), only one maximum was observed. This indicates that
increasing the degree of class separation alleviated the multiple local maxima problem.
As the EM algorithm attains a local maximum, it often delivers inaccurate parameter
estimates, leading to a poor classification result. For example, one local maximum in
Fig. 2.5(a) gave parameter estimates as 6 = ( 1 , 2 , , , , , , 2 ) =
(0.1, 0.9, -0.4, 0.6, 0.9, 1.2), leading to a rather poor classification error of 50.0%.
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(a) A mixture of poorly-separated distributions N(O,1) and N(l,1).

(b) A mixture of moderately-separated distributions N(O,1 /9) and N(l,1 /9).

Fig. 2.5. Log-likelihood function L(O) versus parameters O , O = (P,,P,,
p,,p,,o:,oi).
(Illustrated are the projections of L(O) onto each parameter subspace.)
Several local maxima are seen in the poor separation case (a), whereas
only one maximum is seen in the good separation case (b).

2.3,,2
Effect of class separation in combined supervised-unsupervisecl learning
In combined supervised-unsupervised learning, the EM algal-ithm is used to
incorporate unlabeled samples into the process of parameter estimation. As stated in the
preirious section, the EM algorithm has a convergence problem in practice. In order to
stucly the effect of unlabeled samples, it is wise to not consider this practical problem but
assume that the EM algorithm attains the global maximum of the log likelihood function
and generates asymptotically unbiased ML estimates.
Asymptotic bounds on the bias of the expected classification error have been
derived [20] for the quantitative study of the effect of unlabeled samples. The derivation
was based on a two-class case, where P, = P,, p, = 0 , p, = [8 0 ... OIT, 6 > 0, and
Z, ==Z, = I. The covariance matrices are equal and known, and 6 is the only parameter
to be estimated. The Mahalanobis distance is 6' here. Since covariance matrices are
equ;il, the Bhattacharyya distance in (2.10), used in Section 2.2.2. as a measure of class
separability, becomes a form of the Mahalanobis distance, (p, -)I,) T C-1 (p, - p,). Thus,
the IMahalanobis distance is used here for simplicity.

Mahalanobis Distance, 6

Fig. 2.6. Bounds on the bias of classification error versus class separation 6 for
combined supervised-unsupervised learning. [20]
(n=4, N, =N, =20, N = N l + N 2 , K=100)

Fig. 2.6 [20] shows the derived bounds on the bias of the classific,ationerror versus
6 . The numbers of samples were fixed with N, training samples f'rom class 1, N2
saniples from class 2, and K unlabeled samples from the mixture. Let N= N,+ N2,
repiresent the total number of training samples. In Fig. 2.6, the upper-bound and the
lower-bound curves were generated from the bounds on the bias of classification error in
combined supervised-unsupervised learning. Curve-1 and curve-4 refer to the supervised
cases with N and N+ K training samples, respectively. Also, let A&'"'and A&$) stand
for the bias of the classification error in combined learning and supervised learning,
respectively. The subscript of A&:', N, denotes the number of training samples.
Several comments about Fig. 2.6 are in order. First, the upper-bound and lowerbound curves are bounded by the two supervised-bound curves. This jndicates that the
combined learning (with K unlabeled samples used) outperforms the original supervised
learning but does not match the supervised case with additional K training samples.
Second, the bias of classification error (A&)decreases with class separation ( 6 ) in any
learning type. Third, when classes are poorly separated, the upper-bound and lowerbouind curves of the combined learning are close to the original supervised-bound curve
(A&"' + A&$' , as 6 + 0). Unlabeled samples do not appear effective. As separation
incrleases, combined learning curves gradually match the supervised-blound curve with
N + K training samples ( A&"' + A&',"',, , as 6 + =), indicating that the effectiveness of
unla.beled samples depends substantially on class separation. As classes are well
separated, unlabeled samples can be as effective as training samples.
In short, the importance of class separability has been seen in combined superviseduns~rpervisedlearning. From the theoretical aspect, class separation has an effect on the
Bayes error, the bias of classification error, and the effectiveness of unlabeled samples.
Frorn the practical aspect, the performance of the EM algorithm depends on class
separability, as stated in Section 2.3.1. In the following section, class separability is
increased by means of the lowpass filter. The combination of the 10wpiiss filter and the
EM algorithm will be considered.

2.3.,3LP-EM statistics enhancement
In the preceding section, it has been seen that using unlabeled samples, in theory,
may reduce the bias of the classification error. However, this is not alviays attainable in
practice. As a method of incorporating unlabeled samples, the EM algorithm may not
attain the ML estimates when classes are highly overlapped, the number of samples is
limited [23,24,25,26] or there exist unknown classes. The determination of unknown
classes is a complicated problem that deserves special investigatiorl, however, it is
beyond the scope of this study. Here we assume that there are no unknown classes. Our
attention is focused on how the performance of the EM algorithm is affected by
increasing (a) class separation, (b) the number of training samples, and ('c) the number of
unlabeled samples. Increasing class separation may alleviate the local :maxima problem
(Fig 2.5). A large number of training samples provides a good starting point for
iterations. A large number of unlabeled samples may reduce the large variance of the ML
estimates caused by a small training sample size [20]. The following experiments were
performed for testing these possibilities.

Table 2.1
Description of Experiment
Class distributions:
N([O OIT, I) and N([1 OIT, I)
Prior probability
P1 =P2
Bayes error
30.85%
12 to 200
No. of training samples
No. of unlabeled samples
0 to 1000
No. of test samples
lo00
Window size of the lowpass filter
9
20
No. of iterations of the EM algorithm
No. of trials
20
Classifier type
Quadratic ML

The objective of this experiment is to test the effects of class separation, the training
sample size, and the unlabeled sample size in combined supervised-unsupervised
learning. Classes are assumed to be poorly separated and have small numbers of training
samples. Data description and experimental parameters are shown in Table 2.1. The
degree of class separation was increased by using a lowpass filter, simulated as follows.
For each class, a sequence of training samples and a sequence of test samples were
randomly generated by computer. For each sequence, connect the tail to the head to form

a circle. Every adjacent w samples (w=9 here) were averaged to generate a new sample.
Thus, the number of samples remained the same. The experimental results about the
relationship between classification error and sample sizes are shown in Fig. 2.7. The
combined supervised-unsupervised curves refer to the cases in which unlabeled samples
were incorporated into the learning process in addition to a certain number of training
samples.
First, observe the effect of unlabeled samples. In Fig. 2.7, combined learning gave
poorer results than supervised learning when a small number of unlabeled samples were
add'ed. Note that this result is opposed to the theoretical effect of unlabeled samples (Fig.
2.6:1 that combined learning should always outperform supervised learning. This
indicates the difficulty of the EM algorithm in generating reliable ML estimates under
such a circumstance. As the number of unlabeled samples increased, cla.ssification errors
stan:ed to decrease and finally became lower than the supervised learning.
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Fig. 2.7. The effect of LP filter on the effectiveness of unlabeled samples.

Next, consider the effect of training sample sizes. As the traiining sample size
increased, the combined supervised-unsupervised curve shifted downwards, showing the
improvement in classification. Also note that the EM algorithm became more robust: the
mirdmum number of unlabeled samples needed to improve the supervised learning was
smaller. For example, with 12 training samples, the combined curve C112 started to drop
below the supervised error, S12, at about 400 unlabeled samples. A.s the number of
training samples increased to 20, the combined learning (C20) began 1:o perform better
than S20 at about 250 unlabeled samples.
Last, consider the effect of class separation. When classes were more separated (by
using a lowpass filter), the combined learning curves shifted down and moved below the
original Bayes error (e.g. comparing Curve C12 of the original data with Curve C12 of
the lowpass filtered data). The EM algorithm became more robust because a smaller
number of unlabeled samples were needed to improve the supervised learning. For
example, about 100 unlabeled samples were needed for Curve C12 of the: lowpass filtered
data to perform better than S12, while about 400 unlabeled samples were needed for the
original data. The effect of class separation on the robustness of the EM algorithm will
be tt:sted in the following experiment.

The objective of this experiment is to study the effect of class separation on the
robustness of the EM algorithm when the number of training samples is small. The
number of unlabeled samples was assumed to be sufficiently large. Data description and
experimental parameters are shown in Table 2.2.
Table 2.2
Experimental parameters for the test of the EM algorithm.
Class distributions
Prior probabilities
Bayes error
No. of training samples each class
No. of test samples each class
No. of unlabeled samples from each class
Window size of the lowpass filter
No. of iterations in the EM algorithm
No. of trials:

N(0, 11, N(1, 1)
Pl=P2
30.85%
10
500
500
4
20
100

The test and the unlabeled samples were generated in the heginning of the
experiment and remained unchanged throughout the experiment. The training, test, and
un1,abeled sets were statistically independent and mutually exclusive. For each trial,
training samples were randomly drawn from each class distribution. The operation of the
lowpass filter was simulated in the following way. Suppose that the training samples
frorn each class were a sequence of samples, and let the tail of the sequence connect to
the head of the sequence to form a circle. A new sample was generated by averaging
every adjacent w samples. For instance, averaging the first w samples gave the first new
sam.ple, while averaging the last sample and the first w-1 samples gave the last new one.
In this way, the number of new samples was the same as the original sample size.
The EM algorithm was performed on the original and the lowpass filtered data sets
for 20 iterations, respectively. The resulting statistics would be used to design quadratic
ML classifiers. From (2.9): Eiy= E, I w, the covariance matrix of class i in the lowpass
filtered data, Xiy,was, ideally, 11 w times the original covariance matrix, X,. Assume
that correlation among new samples was negligible, then the covariance relationship in
(2.9) held. Since the classification errors for these two data sets would be rather different
(e.g..Fig. 2.7), in order to compare the accuracy of class statistics generated by the EM
algorithm, the resulting covariance matrices of the lowpass filtered data were multiplied
by ,v, to be like the original data. The classification errors on the test set were recorded.
A total of 100 trials were conducted.
Three approaches were performed for comparison. 'QML' denotes the supervised
case in which training samples from the original data set were used to design a quadratic
ML classifier. 'EM-QML' denotes the combined supervised-unsupelrvised approach
whe:re the statistics generated by the EM algorithm for the original data set were used to
design a quadratic ML classifier. 'LP-EM-QML' denotes the case wh:ere the lowpass
filtered data was used instead in the 'EM-QML' approach.
The histograms of classification errors from the 100 trials are shown in Fig. 2.8. In
the supervised case (QML), 49 trials had classification errors close to ithe Bayes error.
When the EM algorithm was used (EM-QML), the number of trials close to the Bayes
error was up to 62. When the LP filter was added (LP-EM-QML), most of the trials (91)
had ~:lassificationerrors close to the Bayes error. The comparison of EM-QML and LPEM-QML indicates that, by increasing class separation, the performance of the EM
algorithm became more reliable.
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Fig. 2.8. Histograms of classification errors.

2.4 :Experimentswith Real Data
The data sets described in Section 2.4.1 will be used for subsequent tests. Data are
delivered by the Airborne VisibleIInfrared Imaging Spectrometer (AVIRIS), which
features 220 spectral channels spaced about 10 nm apart in the spectral region from 0.4 to
2.45 pm with a field of view 640 pixels wide at an instantaneous field of' view (IFOV) of
20 n1.

2.4.11 Descriptions of data sets
I. A VIRIS 1992 Indian Pine Site 3:
This is a hyperspectral data set taken over an agricultural portion of NW Indiana in
the early growing season of 1992. The ground truth is listed in Ta.ble 2.3. Noisy
channels were discarded, including channels 104-108 (1.36-1.40 pm), 150-163 (1.82-1.93
pm), and 220 (2.50 pm). The crop canopies had only about 5% cover, the rest being soil,
cove:red with the residue of previous year's crops. Notill, min, and c:lean were three
1eve:lsof tillage indicating a great, moderate, and small amount of residue, respectively.
Table 2.3
AVIRIS 1992 Indian Pine Site 3 Data Set
Data set size: (in pixels)
No. of channels
No. of classes
No. of labeled samples

145 x 145 (21025 pixels)
200
17
10366

Number of Labeled Samples
Class Names
Corn
234
834
Corn-min
Corn-notill
1434
Soybean-clean
614
Soybean-min
2468
Soybean-notill
797
Soybean-notill2
171
Wheat
212
Alfalfa
54
Oats
20
GrassITrees
747
GrassRasture
497
Grass/Pasture-mowed
26
Woods
1294
Hay-windrowed
489
Bldg-Grass-Tree-Drives
380
95
Stone-steel-towers

11. PL portion of AVIRIS 1992 Indian Pine Site 3
A segment of size 85 x 68 was chosen from "AVIRIS 1992 Indian Pine Site 3", for
the list of classes seemed exhaustive over this image segment. The full set of 220
channels was used. The ground truth is listed in Table 2.4 and the grouncl truth (also used
as test fields) map is provided in Fig. 2.9. Since the ground truth covers ,almostthe entire
data set, the statistics computed from the entire labeled samples could be considered as
approximately true statistics of this particular data set. The classification map resulting
from using the ground truth for training is shown in Fig. 2.9. A Bayes error of 0.0% was
estimated by using the quadratic Maximum Likelihood classifier to obtain the
resu'bstitution error on the ground truth. An error of 0.0% indicates that classes can be
perfectly discriminated if class statistics are adequately estimated. Fig. 2.10 shows the
histograms of the squared "distance" ( P2) between a sample x and the class mean pi
given by

where p i and X i are the mean and covariance of class i, i = 1,..., 4 , cotnputed by using
all labeled samples (obtained from the ground truth).

Table 2.4
A portion of AVIRIS 1992 Indian Pine Site 3
Data set size (in samples)
No. of channels used
No. of classes defined
Bayes error
Total no. of training samples
Total no. of test samples
Class Name
1. Corn-notill
2. Soybean-notill
3. Soybean-min
4. Grass
Total

85 x 68 (5780 samples)
220
4
0.0%
920
3587
Number of
Training samples
230
230
230
230
920

Number of
Test samples
910
638
1421
618
3587

Training Fields (denoted by white rectangles)

Test Fields

background
Corn- not i l l
Soybean-not i l l
Soybean-m i n
Grass

Ground Truth Map.

background

Corn-not ill
Soybean-not ill
Soybean-m i n
Grass

The Classification Map using ground truth for training.
Fig. 2.9. A portion of 1992 AVIRIS Indian Pine Site 3. (Original in color)
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2.4.12 Test-1 : Spatial-spectral classifiers

Objective: To test the lowpass filter as part of spatial-spectral classifiers.
Data set: AVIRIS 1992 Indian Pine Site 3 (see Table 2.3)
The status of the factors of classification accuracy:
Factors
Training sample size
Dimensionality
Class separability
Classifier type

Status
finite and fixed
fixed
varied
varied

The objective of this experiment is to test the performance of the lowpass filter as
part of spatial-spectral classifiers. The pixelwise classifiers used along \with the lowpass
filter include the Minimum Euclidean Distance classifier (MED), the: Fisher's linear
disci<minantclassifiers (or linear maximum likelihood classifiers, denote:d by LML), and
the quadratic maximum likelihood classifier (QML). For comparison, the same
maximum likelihood strategies were applied to the spatial-spectral classifier ECHO
(Extraction and Classification of Homogeneous Objects) [19]. These classifiers are
reviewed briefly as follows.
Let pi and Xi be the sample mean vector and sample covariance matrix estimated
1 L
from the training samples of class i, and Sw= L 1=1 Xi . For L-class problems, the

-x.

decision rule is:

X E Us if hs(X) = i=l,
min
....L hi(X),
where hi(X) depends on the classifier type. Several choices are given as follows:
1
(1) MED: hi(X) = (X - P ; ) ~ ( x- Pi), Or (X--CL~)~P;.
2
1 T Sw
-1
(2) LML: hi(X) = (X - jLi)'Si1(x - pi), or (X - 2P;)
Pi.
(3) QML: hi(X) = ( X - p i ) T X ~ -l (pi)
~ + In I ~ i l .
P

(4) ECHO: hi(() = x h i ( x k ) ,
k=l

where X = (XI,..., Xp) represents a "homogeneous field" containing samples
XI,..., X ( p 2 1 ) hi(Xk) is hi(X) in the above (1)-(3) depending on the type of
classifier that ECHO uses. A "homogeneous field" is determined by the following
tests.
(i) Cell homogeneity test: Let Y = (Y,,..., Ym) be a cell containing samples Y,,..., Ym,
then the cell Y is homogeneous if

where j is obtained by in p(Ylo,) = max in p ( n o i ) , and
i=l,.., L

is the threshold

for the reject probability a% with respect to the chi-square distribution with
mn degrees of freedom given by ~ r ( x : ~2~x,i ) = a% (n is dimensionality and
m is the cell size). It is assumed that

x

2

(,,,

Em (Yk- p , ) T ~ ; l ( -~pki ) possesses a
k=l

distribution if Y,,...,Ym belong to class i.

(ii) Annexation of "fields": A homogeneous cell or a group of adjacent
homogeneous cells that have been previously merged is referred to as a "field".
Let Y and Z be two "fields" adjacent to each other, then Y and Z are merged
to be a larger "field" X if

where t 2 0 is a parameter for setting a threshold.
Classes were assumed to be equally probable. There were 17 classes defined in the
learning stage but only the first seven classes which were of interest to us were tested.
Note: that there were 5 classes whose sample sizes were less than dimensionality. In order
to avoid the singular-covariance problem, quadratic classifiers were preceded by a
proc'essorcalled the Leave-One-Out Covariance Estimator (LOOC) [8].
The Minimum Euclidean Distance (MED) classifier is a Fisher's linear classifier if
Xi = I. Since the poor performance of the MED classifier (an asymptotic accuracy of
30.9%) indicated that the assumption of Xi = I was not appropriate for this data set, MED
was not incorporated into ECHO.

The cell size of ECHO and the window size of the lowpass filter innplied the spatial
con1:extual degrees being incorporated. In comparison, ECHO of cell size w was
com.pared to LP-ML of window size w. The cell sizes (or window sizes) chosen in this
expt:riment were 2x2,3x3,4x4, and 5x5.
The performances of classifiers were compared in two ways: the asymptotic
c1as:sification error and the classification error with a small training sarnple size. For a
classifier designed with an infinite number of training samples, the clas~~ification
error is
called the asymptotic classification error of the classifier, represlenting the best
performance that the classifier can achieve. For a finite data set, the "asymptotic"
c1as:;ification error may be considered as the error that is obtained as the number of
training samples tends to the total number of samples. In this experiment, the
resubstitution error on all labeled samples was taken as the "asymptotic" classification
error.
The asymptotic performances of classifiers are listed in Table 2.5 artd plotted in Fig.
2.11. The quadratic maximum likelihood classifier (QML) had an asymptotic accuracy of
99.5%, showing the ability to discriminate among classes if class statis~icsare properly
estimated. As the lowpass filter was used, the asymptotic accuracy was increased to
100%. The ECHO classifier also had high asymptotic accuracy for a1.l.cell sizes. For
linear classifiers, the Fisher's classifier (LML) had an asymptotic acciiracy of 69.6%.
When a lowpass filter was applied, the asymptotic accuracy of LML increased with the
window size and finally achieved an asymptotic accuracy of 95.1% for ithe window size
of 5x5. This implies that as classes are well separated, the decision boundary is not
required to be as accurate as when classes are highly overlapped.
The experimental results for the case of finite training sample sizes are given in
Table 2.6. When the number of training samples is small, it is difficult for ECHO to
obta.in a reliable threshold for the test of cell homogeneity. The chi-square estimate on
which the threshold setting is based is not reliable if the estimates of statistics are not
prec.ise. As seen from the setting-A for ECHO(L) or ECHO(Q) in Table 2.6, when the
test for cell homogeneity was performed, the accuracy was rather poor. For the same
setting, the linear ECHO performed worse than the quadratic ECHO prob,ably because the
assu:mption of common covariances was not suitable so that the chi-square estimate was
even poorer. When the test for cell homogeneity was not conducted (setting-B), the
clas~~ification
accuracy was increased.

Table 2.6
Classification Accuracy (96)of AVIRIS 1992 Indian Pine Test Site 3.
(Small Training Size)
ECHO Setting-A(a%=2%, t=2): Perform cell homogeneity and field annexation tests.
ECHO Setting-B(a%=O%, t=O): Assume cells are homogenous but do no annexation.
ECHO Setting-C(a%=O%, t=2): Assume cells are homogenous and perform annexation.
1x1
66.36

Linear
LML
Classifiers LP-LML
ECHO(L)-A
ECHO(L)-B
ECHO(L)-C
Quadratic QML
Classifiers LP-QML
ECHO(Q)-A
ECHO(Q)-B

Cell Size (Window Size)
2x2
3x3
4x4
5 x 5
76.08
73.99
72.37
79.73

81.01
69.81
74.21
78.95

83.52
66.88
74.66
78.60

84.83
67.40
71.87
70.67

74.27
79.09
79.23

78.48
76.71
79.91

82.94
75.20
81.27

84.66
75.61
77.;!9

73.02
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Fig. 2.12. Comparison of spatial-spectral classifiers performed on AVEUS 1992 Site 3
with a finite number of training samples.

2.4..3Test-2 : The Hughes Phenomenon
Objiective: To test the methods that have been proposed for mitigating the Hughes
pheilomenon (the peaking phenomenon).
Data set: A portion of AVIRIS 1992 Indian Pine Test Site 3 (85x68). (See Table 2.4)
Factors of Classification Accuracy:
Factors
Training sample size:
Dimensionality:
Class separability:
Classifier type:

Status
finite and fixed.
varied.
varied.
fixed (QML).

The objective of this experiment is to test the performance of the methods that have
beer1 proposed for mitigating the Hughes phenomenon (the peaking phe:nomenon). The
metliods tested in this experiment were the EM algorithm, the lowpass filter (LP) and the
combination of the lowpass filter and the EM algorithm. The EM algorithm aims at
increasing the effective number of training samples while the lowpass filter is used for
increasing class separability. Since increasing class separability may improve the
performance of the EM algorithm, the LP filter is proposed to be usecl before the EM
algorithm. These three methods were followed by the quadratic ML classifiers (QML) to
obtain classification accuracy. The procedures are denoted by EM-QMI,, LP-QML, and
LP-13M-QML, respectively. Details about the procedures are given as follows.
(1) "QML": This stands for the quadratic maximum likelihood classification (or
classifier). The sample mean vector and the sample covariance matrix were computed for
each class by using the samples in the training fields of the original data set. Based on
thesc: statistics, a maximum likelihood classifier was designed and used to classify test
saml~les,assuming equal class a priori probabilities.
(2) "EM-QML": The quadratic maximum likelihood classifier was preceded by the
EM algorithm. Sample mean and sample covariance in Procedure (1) were used as the
starting point for the EM algorithm. The new estimates of statistics (including means,
covariances, and a priori probabilities) generated by the EM algorithm were used to
design a maximum likelihood classifier (with or without weightiing classes) for
classifying test samples. The EM iteration stopped if either of the following conditions

was satisfied: (i) The ratio of the log-likelihood change over 4 iterations to the current
log-likelihood value was less than 0.01%. (ii) The number of iterations exceeded 20. All
samples other than training samples were used as "unlabeled" samples that were
mentioned in the EM algorithm. That is, the "unlabeled" samples used in the EM
algorithm included "test" samples. In order to avoid confusion, those samples that are
not shown in ground truth will be referred to as "unknown" sa~nplesinstead of
"unl.abeled" samples.
(3) "LP-QML": The quadratic maximum likelihood classifier was preceded by the
LP :Filter of window size 3x3. Procedure (1) was applied to the lowpass filtered data
instead.
(4) "LP-EM-QML": The LP filter (window size 3x3), the EM algorithm, and the
quadratic maximum likelihood classifier were used in order. Procedure (2) was applied
to thlelowpass filtered data instead.
The experiment was performed on a hyperspectral data set with a small number of
training samples available. The data description was provided in Table 2.4 in Section
2.4.1. The number of training samples for each class was 230. The numbers of
dimensions of 110, 55, 27, and 13 were generated by selecting every k-th channels,
k =2,4,8, and 16. For 165 dimensions, every fourth channel was remove:d.
As seen in Fig. 2.13, the EM algorithm mitigated the Hughes phenomenon when the
number of dimensions was not very large. As the number of dimensiorls increased, the
amount of improvement decreased. Due to the finite number of unlabeled samples, the
ratio of the sample size to dimensionality decreased. The effect was twofold. First, this
increased the theoretical bias of the classification error. Second, tliis affected the
performance of the EM algorithm in practice.
As class separability was increased by using a lowpass filter, the peaking
pherlomenon was alleviated. Although the peak moved to a higher number of
dimc:nsions, the peak was still seen. When the EM algorithm was subsequently applied,
the overall accuracy increased and the curve moved further up. As a result, the peaking
phenomenon disappeared. This implies that the optimal number of dimeinsions is the full
dimc:nsionality. In this case, it may not be necessary to find the optimal dimensionality
subject to the finite training set. Feature extraction methods can subsequently be used in

ordt:r to find the subspace that retains as much information as possible. The experiment
regarding feature extraction will be provided in the following section.
It is shown in this experiment that among those methods that mitigate the Hughes
phenomenon, the combination of the LP filter and the EM algorithm lnas achieved the
best performance. The LP-EM method takes advantage of the effect of class separability

as well as the effect of unlabeled samples.
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Fig. 2.13. Mitigation of Hughes Phenomenon: Classification accuracy fbr a portion of
AVIRIS 1992 Indian Pine Test Site 3 with a small number of training samples.

2.4.,4 Test-3 : The complete analysis procedure

Data set: A portion of AVIRIS 1992 Indian Pine Test Site 3 (85x68). (See Table 2.4)

The objective of this experiment is to compare the proposed analysis procedure with
the current commonly used procedure in classification of hyperspe'ctral data. The
proposed procedure (Fig. 2.14) includes the lowpass filter (LP) as a new preprocessor,
followed by the EM algorithm (EM), feature extraction (FE), and the ML classifiers that
are 12urrentlyin use. The currently used procedure is denoted by EM-FE-QML, and the
proposed procedure is LP-EM-FE-QML. In the previous experiment, EM-QML and LPEM-QML were tested. EM-QML was shown to be less effective tha:n LP-EM-QML.
Here feature extraction is incorporated into the analysis procedures.

Statistics
Enhancement
I

ti
I

Feature
Extraction

I

(optional)

Classificatior~
I

I

2

(optional)

(a) A typical procedure for classifying hyperspectral data.

Lowpass
Filter
(optional)

Statistics

+Enhancement

(optional)

Extraction

Classification

(optional)

(b) The proposed procedure for data containing multipixel homogeneous objects.
Fig. 2.14. Functional block diagram of classification system.

In practice, due to consideration of computational time, it is; desirable that
classification be performed in a lower dimensional space that retains the information
about class separability almost as much as the full dimensional space. In the previous

experiment for the Hughes phenomenon, as seen in Fig. 2.13, by using the combination
of the LP filter and the EM algorithm, no peaking phenomenon occurredl to the particular
data. set. Therefore, the estimates of class statistics in the full dimensional space could be
considered reliable enough for those sophisticated feature extraction methods based on
class statistics. In this experiment, two feature extraction methods are used: the Decision
Boundary Feature Extraction (DBFE) [27] and the Discriminant Analysis Feature
Extraction (DAFE) [IS]. DAFE generates a feature set in which at most L - 1 features
are extracted in order of significance while DBFE generates features all sorted. L is the
number of classes, so L = 4 in this case. To reduce the dimensionality, the first three
features from DAFE and the best features from DBFE that had achieved a significance
level of 99% were selected. There were 36 features selected for EM-I>BFE-QML and
seven features for LP-EM-DBFE-QML.
The classification results are summarized in Table 2.7 and Fig. 2.15. The
c1as:jification maps are shown in Fig. 2.16 and Fig. 2.17. From these figures, it can be
seen that the procedures with LP led to better classification results than those without LP.
This, experiment shows that the proposed analysis procedure (with LfPincorporated)
outperforms the procedures without LP if the data set consists of multipixel homogeneous
objects. This is reasonable because class separability of this data set has been increased
by using a lowpass filter. As explained earlier, the increase of class separability may
result in the reduction of the Bayes error and the bias of classification error, enhance the
effectiveness of unlabeled samples, and provide a background beneficial to the EM
algorithm for approaching the maximum likelihood.
Details for the comparison of LP-EM-QML and EM-QML are provided as follows.
The a priori probability, the a posteriori probability, and the squared dis1:ance of samples
to class means (P2 = (X - p i ) T 2 f ' (-pi))
~
are investigated. Table 2.9 lists the a priori
probabilities resulting from the EM algorithm. The a priori probability of Corn-notill
generated from the plain EM algorithm seemed to be overestimated. When the lowpass
filter was used, the a priori probability became more reasonable (see Table 2.9).
Since the a posteriori probability determines the class assignment.,it is interesting
to examine the change of the a posteriori probability due to the 1owpa.s~filter. The a
posteriori probability of a sample to a class can be considered as the degree of
membership of the sample belonging to the class. In order to ,achieve a high
classification accuracy, it is desirable to obtain high a posteriori probabj.lities for almost

all :samples with respect to their classes of origin. Fig. 2.18 shows the a posteriori
prol~abilitiesof the test samples of Soybean-min to Soybean-min itself. In the first
histogram about QML, about half the number of test samples had a posteriori
probabilities around zero, leading to a low classification accuracy (53.6%). In the second
histogram where the EM algorithm was used, the situation was similar. 'The situation did
not improve until the lowpass filter was used, as seen in the third histogram. The final
histogram shows that the best result was obtained by using the connbination of the
lowpass filter and the EM algorithm.
Fig. 2.19 and Fig. 2.20 are the probability maps for individual class~esresulting from
the procedures EM-QML and LP-EM-QML. A probability map is obtained by color
"-1
coding the squared distance, P2 = (X- bi)T Ei
(X- bi), between each sample x and the
mean of the class i to which x is classified. The light pixels represent the pixels that are
classified with high probabilities (small P2) while the dark pixels represent those that are
classified with low probabilities (large p2). It is noteworthy that the light pixels are not
nece:ssarily the ones that are "correctly" classified with high probabilities. Examples are
given in Fig. 2.19, which shows that although the EM algorithm yields a bright
probability map, the individual probability maps for each class show that many dark spots
wen: in the test fields while a number of light pixels were outside the test fields. This
indicates that in fact these light pixels were misclassified with high probabilities. Fig.
2.20 shows that light pixels are confined within the test fields. When th~eEM algorithm
was preceded by the lowpass filter, samples were more likely to be "correctly" classified
with high probabilities.

Table 2.7
Classification accuracy on the test set.
Procedure
LP--------------- QML
96.0 %
EM-DBFE-QML
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200 220
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Number of Dimensions

Fig. 2.15. Classification accuracy for a portion of AVIRIS 1992 Indian Pine Test Site 3.

QML: 67.2%

EM-QML: 68.2 9%

EM-DAFE-QML: 8 1.2%

EM-DBFE-QML: 70.3%

Fig. 2.16 The classification maps of AVRIS 1992 Indian test site resulted from the
procedures without using the lowpass filter. (Original in color).

LP-QML: 90.8%

LP-EM-QML: 96.0 %

LP-EM-DAFE-QML:97.0 %

LP-EM-DBFE-QML: 96.8 %

Fig. 2.17. The classification maps of AVIRTS 1992 Indian test site resulted from the
procedures with the lowpass filter incorporated. (Original in color).

Table 2.8
The performance of various procedures on test set for each class.
OML
Class Name
Corn-notill
Soybean-notill
Soybean-min
Grass

Number of Samples in {Class
Class
Percent Number
1
2
3
4
Number Correct Samples Corn-n Soybean Soybean Grass
1
69.9
910
636
100
174
0
2
63.6
638
125
406
107
0
3
53.6
1421
467
193
761
0
4
98.2
618
11
0
0
607
Total
3587
1239
699
1042
607
OVERALL PERFORMANCE ( 2410 / 3587 ) = 67.2

EM-OML
Class Name
Corn-notill
Soybean-notill
Soybean-min
Grass

Number of Samples in Class
Class
Percent Number
1
2
3
4
Number Correct Samples Corn-n Soybean Soybean Grass
1
70.8
910
644
100
166
0
2
64.4
638
121
411
106
0
3
54.9
1421
443
198
780
0
4
98.7
618
8
0
0
610
Total
3587
1216
709
1052
610
OVERALL PERFORMANCE ( 2445 / 3587 ) = 68.2

LP-QML
Class Name
Corn-notill
Soybean-notill
Soybean-min
Grass

Number of Samples in Class
2
3
4
Class
Percent Number
1
Number Correct Samples Corn-n Soybean Soybean Grass
1
94.0
910
855
6
49
0
2
92.2
638
7
588
43
0
3
84.2
1421
177
47
1197
0
4
100.0
618
0
0
0
618
Total
3587
1039
641
1289
618
OVERALL PERFORMANCE ( 3258 / 3587 ) = 90.8

LP-EM-QML
Class Name
Corn-notill
Soybean-notill
Soybean-min
Grass

Number of Samples in Class
1
2
3
4
Class
Percent Number
Number Correct Samples Corn-n Soybean Soybean Grass
1
98.6
910
897
2
8
3
2
96.9
638
0
618
20
0
3
92.2
1421
90
21
1310
0
4
100.0
618
0
0
0
618
Total
3587
987
641
1338
621
OVERALL PERFORMANCE ( 3443 / 3587 ) = 96.0

Table 2.9
The a priori probabilities of classes generated by the EM algorithm.
Class Name
Corn-notill
Soybean-notill
Soybean-rnin
Grass
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Fig. 2.18. Histograms of the a posteriori probability of Soybean-min test samples.
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Fig. 2.19. Probability map of EM-QML. (Original in coloi:)
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Fig. 2.20. Probability map of LP-EM-QML. (Original in color)

With a border mask

Without a border mask

Fig. 2.21. Comparison between with and without border masking.
(Original in color)

The blurring effect of the lowpass filter on the classification can. be seen in Fig.

2.17. Several comers of fields were rounded, and some borders were cl.assified to other
classes that were on neither side of the border. If the "objects" are of more interest than
the "borders" (or "edges"), these type of errors could be neglected.
However, it should be noted that this effect of the lowpass filter on borders may
have a serious effect on the performance of the EM algorithm. As mentioned earlier, it is
necessary to have a complete list of classes for the EM algorithm. An urknown class (or
outliers) may harm the performance of the EM algorithm. When the lowpass filter is
applied to a border pixel, the average over the window tends to become an outlier, since
the pixels in a window are not from the same class. In order to prevent the EM algorithm
from the outliers problem, it is wise to remove border samples from the data set before
the 13M algorithm or to prevent the lowpass filter from generating outliers by using a
border mask. If borders are masked before applying a lowpass filter or starting the EM
iteration, it will ensure that the set of classes remains exhaustive and there are no outliers
involved in the EM iteration.
For detecting borders, scores of image segmentation or edge detection algorithms
have been developed. Any algorithm succeeding in determining borders is suitable for
this masking task. The following classification map results from incorporating a border

mask into the procedure. The borders were determined by an image segmentation
algorithm (provided by Saldju Tadjudin) followed by an F-distribution test. As seen in
Fig. 2.21, there is no big difference between masking or non-masking borders. This
implies that outliers (border pixels) did not greatly affect the performance of the EM
algorithm in this data set, where pixels on borders are outnumbered by pixels in fields.

2.5 Experiments with Synthetic Data
The discussion in Section 2.2 was associated with the case of infinite training
sample sizes. In practice, the training sample size is finite. In this experiment, synthetic
data, generated by computer, were used for the study of the impact of a lowpass filter on
classification error. Two equally-likely classes were considered. The:y were normally
distributed with different means, y, = [0 OIT and y, = [l OIT, and equal covariances
Z, == E, = I. Thus, classes were highly overlapped with a Bayes error of 30.85%. The
number of training samples for each class varied from 12 to 200, whereas the number of
test samples remained the same (500). The lowpass filters of window sizes 4 and 9 were
considered. A supervised learning scheme was used for classification. 'The experiments
repeats 20 times.
To simulate the operation of the lowpass filter of window size w, consecutive w
samples were averaged in the data set. It should be noted that this simulated operation
was not exactly the same way a lowpass filter performs in 2-D spatial domain. For
instance, the window size w=4 may not be the same as the window size 2x2 in 2-D
spat:ial domain. Here, it was assumed that the correlation among samples had a minor
effect.
The results (Fig. 2.22) show that the LP filter reduced classification errors for any
training sample size. For the case of an infinite training sample size, the filter of window
size 4 reduced the Bayes error by half (from 31% to 16%) whereas the :filter of window
size 9 reduced the Bayes error to 7%. When the number of training samples was small, a
filter of window size 4 gave a classification error lower than the original Bayes error.
Since the Bayes error corresponds to the case of an infinite number of training samples, it
may be concluded that, for this data set, increasing class separability was more effective
than increasing the number of training samples.
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Fig. 2.22. Using the LP filter to increase class separability reduces classitication errors in
supervised learning approach.

2.6 Conclusions
In this chapter, the lowpass filter is proposed for increasing the class separability of
a m~lltispectraldata set consisting of multipixel homogeneous objects. The effects of
clas:; separability on classification errors in supervised learning artd in combined
supe.rvised-unsupervisedlearning were studied. It was shown by experiments that by
using the lowpass filter, the Hughes phenomenon was mitigated in 'Iboth supervised
learning and combined supervised-unsupervised learning.
By utilizing the contextual information in the spatial domain, the lowpass filter may
help increase class separability for a data set consisting of large objects. The combination
of the lowpass filter and a pixelwise classifier can be considered as a spatial-spectral
classifier. Compared with another spatial-spectral classifier, ECHO, the combination of

the lowpass filter and the ML classifier (denoted by LP-ML) obtained competitive
performances. The classification accuracy of LP-ML increased with thle window size of
the lowpass filter.
With the lowpass filter incorporated into the analysis, the procedure for
classification is consequently modified as shown in Fig. 2.2(b). This modified procedure
consists of four processors in the following order: the lowpass filter, the EM algorithm,
feature extraction, and the maximum likelihood classifier. The reasons fior this design are
reviewed as follows. (Obviously, classification is the last step.) While feature extraction
is used to remove redundant features in order to speed up classification, the EM algorithm
is used to enhance class statistics, and the lowpass filter is used tlo increase class
separability. Since sophisticated feature extraction methods are based on class statistics,
it is reasonable to perform the EM algorithm ahead of feature extraction in order to
provide better class statistics for feature extraction. As explained in Section 2.3, the
performance of the EM algorithm depends on class separability; thus, the EM algorithm
is preceded by the lowpass filter for obtaining good class separability beforehand.
The data set suitable for the proposed procedure has the following characteristics:
It consists of multipixel homogeneous objects. (For LP)
There is a difference in class means. (For LP)
The list of classes is exhaustive. (For EM)
The assumption of normal distributions is appropriate. (For EM:)
In experiments with a data set which has the above characteristics, the modified
procedure showed a better performance than the procedure that did not have the lowpass
filter incorporated.

CHAPTER 3: SPECTRAL-SPATIAL TRAINING SAMPLE
LABELING AND STATISTICS ENHANCEMENT

3.1 :Introductionand Related Works
In the case of hyperspectral data, it has been found that adequate training for
classifiers is of even greater importance. For normal distributions, second order statistics
dese:rve attention no less than first order statistics. Previous research has given evidence
in support of this point [ 2 8 ] [ 6 ] .As the number of training samples is relatively small
compared to the dimensionality, the maximum likelihood estimates of the parameters
have an enormous amount of variance, leading to a large classification error.
The methods for improving classification performance have been reviewed briefly
in Chapter 1. Each method focuses on one of the four primary factors on which
c1as:;ification errors depend: the number of training samples, the dirr~ensionality,the
classifier type, and the class separability. In this chapter, the factor of the number of
training samples is singled out for consideration. A spectral-spatial labeling method is
proposed for gathering a larger number of training samples. The combination of previous
worlc with this proposed method is also sought to synthesize the prolcess due to this
factor.
Use of the EM algorithm, recently proposed by [ 5 ] , falls into this category of
training sample sizes because incorporating unlabeled samples into the process of
parameter estimation has an effect equivalent to increasing training sample size, though
unlabeled samples may not be as effective as training samples. It has berm noted that the
performance of the EM algorithm is not always reliable in practice. Precaution should be
exercised as to whether or not the classes are spectrally separable, the set of classes is
exhaustive, and the initial covariances are fairly accurate. Otherwise, the EM algorithm

may converge to a local maximum of the likelihood function, resulting in poor estimates
of class statistics.
It has been shown in Chapter 2 that the performance of the EM alg;orithmimproved
when class separability was increased. In this chapter, an alternative way to improve the
performance of the EM algorithm is considered. The spectral-spatial training-sample
labcling method is proposed for gathering likely training samples and may provide more
reliable initial statistics for the EM algorithm. Since the spectral-spatial labeling method
is based primarily on local spatial information, the EM algorithm is used to provide a
g1ol)al optimization criterion in support of the labeling scheme. The E:M algorithm and
the labeling scheme supplement each other.
For convenience of discussion, different settings based on the number of training
samples and dimensionality are defined as follows. If the number of training samples is
mush greater than the dimensionality, it is referred to as a well-poseti setting. If the
number of training samples is slightly greater than the dimensionality, it is referred to as a
poo:rly-posed setting. And if the number of training samples is smaller than the
dim~:nsionality,it is referred to as an ill-posed setting.

Statistics Enhancement

Setting

I

Algorithm

Extraction

Cliusification

Fig. 3.1. A procedure for classifying hyperspectral data with ill-posed settings.

Table 3.1
Methods for the initial covariance setting
Method
(1) HALF

(2) Spectral-spatial labeling
(3) LOOC

Type of samples used
Training and Unlabeled
Training and Unlabeled
Training

Type of information used
Spectral
Spectral and spatiill
Spectral

Based on the general analysis system in Fig. 1.3, the preprocessor is here designed
as a combination of Initial Statistics Setting and the EM algorithm, as shown in Fig. 3.1.
In 'Table 3.1, several possible methods for initial statistics setting are considered. The
HALF method, described in Section 3.2, is a fast estimation method that is designed
especially for two-class problems. Based on the symmetry property of normal
distributions, unlabeled samples are selected to enhance the initial estimation of
covariance matrices. This algorithm will be discussed in Section 3.2. Due to the nature
of tlie symmetry property, only two-class problems are considered.
Since a remotely sensed data set often consists of regions, each containing one class
of ground cover type, pixels of the same class are likely to be spatially contiguous.
Besides, a data set often abounds in unlabeled samples that may belong to classes of
interest. Noting these inherent characteristics in the data, we have developed the spectralspatial training-sample labeling method, detailed in Section 3.3. A previous work [8]
related to training sample labeling has shown that training samples in mineral
classification problems can be labeled if laboratory reflectance spectra are available.
That is based on the fact that many minerals have unique and diagnostic absorption
characteristics in their reflectance spectra. In that work, remotely sensed radiance spectra
were adjusted to resemble reflectance spectra by using the log residue rnethod [29], and
subsequently, the adjusted spectra were visually compared to laboratory reflectance
spectra by a human operator. A sample was labeled as a training sample if its absorption
features in the adjusted spectrum and laboratory reflectance spectrum appeared to be
similar.
The idea of the Leave-One-Out Covariance estimator (LOOC) /[8] is similar to
Regularized Discriminant Analysis (RDA) [7]. By examining pair-wise linear
combinations of diagonal covariance, covariance, within-class covariance, and diagonal
within-class covariance matrices, LOOC determines the best combinatiorr that maximizes
the awerage log likelihood of the left-out training samples.
In order to enhance class statistics, a number of approaches are pliiusible. LOOC,
the spectral-spatial labeling method, and the EM algorithm can be usedl individually or
coml3ined together. Since a reliable convergence of the EM algorithm depends on a good
start:mg point, an initial statistics setting seems necessary for the EM a1goi:ithm in the case
of the ill-posed setting. Several possibilities will be discussed and comlmred in Section
3.4.

3.2 HALF: A Fast Covariance Estimator for Two-Class Problems

Fig. 3.2. HALF Covariance Estimation.

A normal distribution is symmetric with respect to the class mean. If two points, x,
y, and the class mean y have a relationship (x + y) 12 = y , the probabdity density at x
is equal to the probability density at y, and also (x - p)(x - plT= (y - ip)(y- P ) ~ .This
property of symmetry can be used to estimate the covariance matrix when the samples in
one half space are contaminated, missing, or mixed with other distributions. In this case,
the covariance matrix can still be estimated by using the samples on the other half space
if the class mean is known (see Fig. 3.2). Let Xi ( i = 1, ..., N) be i.i.d. observations drawn
from N(y,C) where y is known and C is unknown. For a given vector v, the entire
space is divided by a hyperplane passing the class mean with a norm vector v. Let !2 be
the sample set containing the samples in one half space in the direction of v:

If th,esize of L? is K, K z N 12. The covariance matrix can be estimated from

and

n:

is an unbiased estimate of C:

To compare the variation of this new covariance estimate to the variation of the
),
sample covariance, let us consider a univariate variable X with density N ( o , ~ ~then
E{x"} = E{Ix~}.
The variance of X is equal to the second moment of I X I. Let Xi be

i.i.cl. observations drawn from ~ ( 0a'),
, i = 1,..., N, and R = {XiIXi 2 O } , whose size is

K. The variance

0'

can be estimated from the sample set $2as follows.

Cornpared to the sample variance 6',

the variance of 6' is approximately two times larger than that of 6' due to N / K 2 2.
This method is fast in generating a rough estimate for the covariance matrix. However,
this new method is very sensitive to the mean estimate. If the estimated mean is
inaccurate, the estimated covariance matrix could be inaccurate, too. The procedure of
the HALF covariance estimation is described as follows and illustrated in Fig. 3.3.

Algorithm:
(1)

Estimate the mean vectors for each class by using training samples:

(2)

Let v = fi2 - El and collect sample sets Rl and R,:

(3)

Estimate class covariances as follows:

where
z, = the training samples of class i, k = 1,.., Ni;
xk = unlabeled samples;

Ni = the number of training samples from class i;
Ki = the size of ni.

Fig. 3.3. When two classes are overlapped, the covariance matrices can be estimated by
using the unlabeled samples in the shaded areas.

3.3 Spectral-Spatial Training-Sample Labeling
When the number of training samples is too small to provide suffilcient information
for defining classes, auxiliary information is needed. Spatial contiguity and spectral
similarity are two of the most commonly used types of information. For example, most
unsupervised learning methods (also known as clustering algorithms) t,ake advantage of
the information about spectral contiguity and spectral class separability. The spectralspatial labeling method proposed here utilizes spatial contiguity and the characteristics of
nonnal distributions in the feature space. Thus, this method can be applied to the data
sets that are embedded with strong spatial contiguity and high spectral cliass separability.

Algorithm:
1. Compute the sample mean ($i)and the sample covariance for each class by using

the training samples.

2. If a sample covariance is singular, pick a covariance (2,) among the following
choices.
a. The diagonal of the sample covariance. That is, assume that the bands are
uncorrelated.
b. The covariance matrix of the entire data set.
c. The average of the sample covariances over all classes.

3. In the feature space, label a sample to the nearest class if the sample falls inside a
given probability region of the nearest class. The nearest class j is determined by
using the maximum likelihood criterion given by

A sample X falls inside a probability region with a probability mas!; of a if

where d, is determined by Pr(d Id,) = a for a given a,and d possesses a xZ
distribution with n degrees of freedom ( n = dimensionality). d, remains constant
for all classes. Repeat this step for each sample.

4. In the spatial domain, adjust labels as follows.
(i) First, examine each labeled sample. For a given neighborhood around a labeled
sample, if the majority of the neighboring samples belong to another class k,
change the class ownership of this labeled sample to k if
"-1
( x - f i k ) ' ~ ; ' ( x - f i k ) s d a . If (x-fi,) T X,
( x - p , ) > d a , remove the label so
that the labeled sample becomes unlabeled. If there is no majority class, leave
the labeled sample as it is. The neighborhood selected in this chapter is a 3x3
window centered by the sample being considered.
(ii) Second, examine each unlabeled sample. For a given neighborhood around an
unlabeled sample, if the majority of the neighboring labeled samples belong to
class k , assign the unlabeled sample to k if the local homcogeneity test is
passed. The test for local homogeneity was within three times standard
deviation distance from the class mean for each channel.

5. Update mean and covariance for each class using labeled sample:^. Intermediate
results are generated step by step in order to keep track of the change. Repeat Step
3 through Step 5 several times until a satisfactory result is obtained.
Special care has been taken in step 4 where labels are to be adju.sted. Note that
steps 4(i) and 4(ii) share the same criterion for examining spatial context, but they are
separated into two steps. The reason for this design is to avoid carrying the error due to
mislabeled samples into the labeling of unlabeled samples. Furthermore, in addition to
the spatial context test, a homogeneity test is added at the step 4(ii) to impose a stricter
condition on the labeling of unlabeled samples.

3.4.1 Two-class problems
Tests were performed on a computer-generated data set with parameters described
in Table 3.2. Various schemes for the initial covariance setting of the EM algorithm are
given in Fig. 3.4. The quadratic Maximum Likelihood classifier was used. The prior
probabilities were assumed to be equal. New training samples were generated for each

trial while test and unlabeled samples were fixed throughout all trials. 'The experimental
results are summarized in Table 3.3. All initial settings achieve the same classification
accuracy (91.23%).
Table 3.2
Parameters for the experiment
T

p, =[O ... 01 ; Z, = I
p2 = [0.965 0.775 0.210 0.210 0.410 0.270 0.065 0.00251~
Z2 = a diagonal matrix whose diagonal elements are
[8.41 12.06 0.12 0.22 1.49 1.77 0.35 2.731

Bayes error
Number of training samples for each class
Number of test samples for each class
Number of unlabeled samples from each class
Number of iterations of the EM algorithm
Number of trials

Nearest Mean

= 0.8%
=8
= 500
= 500
= 20
= 10.

In

LOOC
HALF
Fig. 3.4. Various tools for the initial covariance setting of the EM algorithm..

Table 3.3
Classification accuracv
Individual
Nearest Mean
LOOC
HALF

60.75 %
85.77 %
67.09 %

Combined with
the EM
Algorithm
91.23 %
91.23 %
91.23 %

3.4.2 Multiclass problems

Experiments were conducted with an AVIRIS data set taken on July, 15, 1995 over
the Indian Pine Test Site 1C (Fig. 3.5). From the ground truth, six classes were known -Corii, Corn-N, Soybean-NS15 (15" apart), Soybean-Drilled (7" apart:), Soybean (30"
apart), and Wheat. Due to different planting dates and practices, the: degrees of the
ground cover in corn or soybean fields varied even though fields were labeled to the same

class in the ground truth map. From the spectral standpoint, it seems necessary to redefine ground-truth classes based on the variety of ground cover levels. The classes of
the ground truth were thus altered to be Corn-LowGroundCover, CornHighGroundCover, Soybean-LowGroundCover, Soybean-MediumGroundCover,
Soybean-HighGroundCover, and Wheat. 36 training samples were drawn from each
class to investigate the case of ill-posed settings. The strategy for the ill-posed setting is
described as follows.

Removal of noisy channels: First of all, 39 channels were found noisy by viewing
the channel-by-channel images. Most of them are water absorption channels. Since these
noisy channels are not discriminant features, retaining them may require an extra number
of training samples. It is shown in [lo] that the number of training samples required for a
quadratic classifier (e.g. ML classifier) with redundant features is proportional to the
square of the number of features. Therefore, it is important to discard these redundant
char~nelswhen there are only a limited number of training samples available.
Reduction of dimensionality: After discarding noisy channels, there were 185
charmels left. The dimensionality of 185 was still rather large compared to the training
sam-ple size of 36, so the dimensionality was further reduced by picking every sixth
channel. The resulting number of dimensions (30) was close to the number of training
samples (36). Alternative ways to reduce dimensionality include K-L Principal
Corrlponent [30], Projection Pursuit [6], and Uniform Feature Design.

An exhaustive set of classes: It is desirable to define an exhaustive set of classes
for ;in accurate classification and a reliable performance of the EM algorithm. An
exhaustive list of classes can be obtained either by defining new classes or by removing
outli.ers. To define new classes, clustering algorithms or viewing the classification
probability map has been used. However, general clustering algorithms do not work in
the case of hyperspectral data, and the probability map fails to suggest ne:w classes out of
the low probability areas if the number of training samples is small. To remove outliers,
the most commonly used technique is to set a threshold for the squared dlistance between
X and the estimated mean vector fii based on the chi-square distribution.

where a is a given probability (e.g. a=0.01). However, a proper threshold is difficult to
find if the number of training samples is small because the alssumption that
(X -- Pi)= (X - Pi) is a chi-square distribution is not appropriate.

e;'

Since clustering algorithms or viewing the classification probability map was not
able to find new classes or remove outliers, the spectral-spatial labeling scheme was used
instead. In processing, a blank area resulting from the labeling proc:ess suggested a
tentative class. For the blank area right above a soybean field, a new class was thus
defined and referred to as 'Unknown Green'. Another blank area did not appear
hom.ogeneous, so no action was taken. Thus far, the list of classes has been finalized and
a total of seven classes have been defined as seen in Table 3.4.

Table 3.4
Data Set: AVIRIS 1995 Indian Pine Test Site 1C
No. of classes
No. of channels (original)
No. of channels (reduced)
Image size (in pixels)
Total no. of samples
Total no. of training samples
Total no. of test samples
No. of iterations of EM
Class Name
1. Corn-LowGroundCover
2. Corn-HighGroundCover
3. Soybean-LowGroundCover
4. Soybean-MediumGroundCover
5. Soybean-HighGroundCover
6. Wheat
7. Unknown Green

Nt*
36
36
36
36
36
36
36

1026
1191
774

2723
1298
84
0

* Note: Training fields are contained by test fields except the class Corn-HighGrc)undCover.

(a) Ground truth map (Original in color)

(b) 95 AVIRIS Data Set

(c) Classification results (30 ~channels)

Fig. 3.5. The AVIRIS data set taken on July 15, 1995 at Indian Pine Site 1C.

Schemes for Statistics Enhancement: Three schemes for statistics enhancement
are considered: the spectral-spatial labeling method, the Leave-One-(Out Covariance
estimator (LOOC), and the EM algorithm. The spectral-spatial training-.sample labeling
method gathers likely training samples. The LOOC method gives the best linear
combination of the pooled covariance, the original covariance and their diagonal
covariances. And the EM algorithm utilizes unlabeled samples. Because each has its
own weakness and benefit, their combinations are considered so as to supplement each
othe:r. For instance, the performance of the EM algorithm depends on the initial statistics,

so ILOOC and the spectral-spatial labeling method may provide more reliable initial
statistics for the EM algorithm. Since the spectral-spatial labeling method is based
primarily on local spatial information, the subsequent use of the EM algorithm may
provide a global optimization criterion in support of the labeling scheme. Therefore, the
EM algorithm and the labeling scheme supplement each other. These tlhree methods are
surunarized in Table 3.5. Through this experiment, the EM algorithm removed outliers
based on the initial statistics before it started. The numbers of unlabeled samples used for
the EM algorithm were 18968, 18477, 17847, and 18419 in EM, LOOC-EM, LOOCLabeling-EM, and Labeling-EM, respectively.

Table 3.5
Statistics Enhancement Schemes
Statistics Enhancement
Scheme
The EM Algorithm
Spectral-Spatial Labeling
LOOCovariance Estimator

Type of Samples
Used
Training and Unlabeled
Training and Unlabeled
Training

Type of Information
Used
Spectral
Spectral and Sp,atial
Spectral

Results: The experimental results are shown in Table 3.6 in order of classification
perfimnance. Fig. 3.6 and Fig. 3.7 show the resulting classification maps from individual
schemes and combination of schemes, respectively. When no statistics enhancement
scheme was used, the classification performance was rather poor (66.6%). When any of
the schemes was used, the classification performance improved to be higher than 80%.
When the schemes were combined, the classification performance improved further. The
best performance was given by the EM algorithm proceeded by the Labeling algorithm
with accuracy of 95.01%. The second place (94.01%) was taken by the combination of
all schemes. The combination of LOOC and the EM algorithm also achieved a good
performance (91.19%). This shows that the labeling algorithm and LOOC are capable of
preparing a good initial setting of statistics for the EM algorithm.

Table 3.6
Comparison of various analysis procedures
Rank
8
7
6
5
4
3
2
1

I-

Use of Statistics
Enhancement
(None)

Statistics Enhancement
Analysis Procedure
Labeling

Individual

LOOC

Combination

LOOC
LOOC
LOOC

EM
Labeling
Labeling
Labeling

EM
EM
EM

66.60
80.45
84.30
85.84
86.33
91.19
94.01
95 .O1

Ground Truth

Fig. 3.6. Classification results of each statistics enhancement m.ethod.
(Original in color)

I

Ground Truth
1.1

m5:SB-HGrndCouer
6 : Wheat

Fig. 3.7. Classification results of the combinations of statistics enhancement methods.
(Original in color)

3.5 Conclusions

Statistics enhancement was considered in this chapter. A spatial,-spectraltraining
sample labeling method has been developed in order to gather likely training samples and
rem.ove outliers. This new method was compared to another two methods: the EM
algorithm and Leave-One-Out Covariance estimator (LOOC). Also, possible
conlbinations of these three methods were investigated. In the case of the poorly-posed
setting, experiments showed that the combinations outperformed individuals. The best
performance was given by the combination of the spatial-spectral training sample
1abe:lingmethod and the EM algorithm. The combination of the LOOC: method and the
EM algorithm almost tied with the best. This leads to the conclusion th,at a preprocessor
of the initial statistics setting is helpful for the EM algorithm when the number of training
samples is small.

CHAPTER 4: FEATURE EXTRACTION FOR MUL'TICLASS
PROBLEMS

4.1 Introduction
In analyzing hyperspectral data, the information about discriminating among classes
is quite often contained primarily in a smaller number of features than the number of
mea.surements (in channels). In order to make classification effective and efficient, it is
desirable to extract these informative features. Feature extraction can bt: considered as a
mapping from the original space to a lower dimensional space, where cla.ss separability is
app:roximately preserved. Since it is rather difficult to perform a nonlinear
transformation, the discussion in this chapter will be limited to linear fe.ature extraction.
Besides, parametric classification is an appropriate approach to distinguishing among
hyperspectral classes; thus, our attention is focused on linear parametric feature extraction
for <:lassification. The fundamentals of feature extraction for classification are covered in
[lS].
Intense research efforts have contributed to the subject of feature extraction. On the
whole, the feature extraction methods that have been developed fall into three categories,
which are characterized by the types of discriminant information being used: meandifference, covariance-difference, and combined-mean-and-covariance-.difference. For
general purpose use, the third category is desired. Multiclass problems are generally
considered as an extension to two-class problems. However, the extension is not always
straightforward. For example, while the Discriminant Analysis Feature Extraction
(DAFE) that employs the discriminant information about mean-difference has been
extended to multiclass problems, the Fukunaga-Koontz method that employs the
disc~iminantinformation about covariance-difference has not.

For multiclass problems, DAFE and Decision Boundary Feature Extraction (DBFE)
are two reliable schemes currently being used. DAFE is fast and ealsy to implement.
However, its application is limited to cases in which classes have significant meandifference, and the number of effective features is subject to the number of classes.
Unlike DAFE, DBFE takes account of covariance-difference as well as mean-difference.
However, DBFE is very time-consuming. Since DBFE performs on a :samplebasis, the
time complexity of DBFE is a function of the number of training samples. A large
number of training samples are required for a good performance of feature extraction.
Motivated by the need for a fast and effective feature extraction method for
multiclass problems, we have developed a feature extraction method that satisfies the
following requirements. First, this method should function on a class-statistics basis so
that it needs less computational time than DBFE, which performs on a sample basis.
Second, this method should utilize discriminant information including both mean and
cov;xiance-difference so that it generates more effective features than I>AFE. The new
method consists of two stages. DAFE is used at the first stage, associated with the
discriminant property of mean-difference; at the second stage, the probleim is reduced to a
cornmon-mean case, related to the discriminant information about covariance-difference.
The two-stage strategy for two-class problems has been discussed in [15:1[31].
In this chapter, previous work is reviewed in Section 4.2. Bounds on the
classification accuracy are derived in Section 4.3 for comrnon-mean mullticlass problems.
Based on the bound, several criteria are suggested in Section 4.4. Experiments are
described in Section 4.5.

Glotisary: The following notations are used throughout this chapter.
Pi = the prior probability of class i

pi = mean vector of class i
C i = covariance matrix of class i

L = number of classes
n = number of dimensions

S, = within - class scatter matrix =

x,
x

S, = between - class scatter matrix =

L

1=1

Pixi

L

.
r=l

Pi(pi - p)(pi - rilT

4.2 Previous Work
Before reviewing the previous work concerning linear feature extraction, some
basics need to be stated to provide better understanding. Linear feature extraction can be
considered as a linear mapping from the original dimensional space to a lower
dimensional space, where class separability is approximately preserved. The best
measure for the change of class separability is the Bayes error. Tlherefore, a good
critlerion for evaluating the effectiveness of features should be related to the Bayes error.
In practice, the parameters in a criterion are substituted by the estimates of
parameters that are obtained from training samples. This implies that, to ensure a
satisfactory performance of feature extraction based on such a criterion, a large number of
training samples are required. That is, this type of feature extraction is not suitable for
the case of small training sizes. The experimental results in Section 4.5 confirm this
hypothesis.
Since class separability is invariant under nonsingular linear transfiormation (though
are not
the shape of an individual class may be changed), features for cla~s~ification
necessarily orthonormal [ 151. This can be proved by considering th~eBhattacharyya
distance as a measure of class separability. Under a nonsingular linear transformation
given by Y = A T x , piY= ATpiX,and Xiy = ATXi,A, the Bhattacharyya distance remains
unchanged.

4.2.1 Two-class problems
Intense theoretical and practical research efforts have contributed to the subject of
feature extraction. The attention was first focused on two-class problems. On the whole,
feature extraction methods fall into three categories, characterized by the types of
discriminant information that is used: mean-difference, covariance-difference, and
combined mean-covariance-difference. The three categories of fe:ature extraction
methods are listed in Table 4.1 and briefly reviewed as follows.

Table 4.1
Linear parametric feature extraction methods
NIA = Not available or not found reported.
l.i.= Linearly independent.

tt-

Category of
Discriminant Information
Mean-difference

Covariance-difference
Combined mean-difference
b n d covariance-difference

Feature Extraction Method

I

Extension
for L-Class
DAFE
Available
Foley-Sammon
Available
Fukunaga-Koontz
NIA
DAFE and Fukunaga-Koontz
NIA
DBFE
Available

Maximum Number of
L-1
n

n

(1.i.)

I. Mean-difference as discriminant information.
Feature extraction methods were mainly extended from Fisher's discriminant
anal!ysis feature extraction (DAFE)[32], whose criterion was inherently based on the
scatter of class means. For two-class problems, only one discriminant feature was
generated. In order to extract more than one feature for two-class problems, Foley and
Sanunon [33] proposed a method with an orthogonality constraint atta.ched to Fisher's
discriminant criterion. In this way, n orthogonal features are generated for ndimensional data.

max tr(silsb)
2. Foley -Sammon feature extraction [33]:

dTsbd
max d
dTswd
Subject to dfd, = 0, i = 1,...,n - 1
where d is an n-dimensional column vector onto which data are projected.

11. Covariance-difference as discriminant information:
As opposed to the above feature extraction methods that emplloy discriminant
info~mationabout mean-difference, Fukunaga and Koontz [34] proposed a method based
prirrlarily on the information about covariance-difference. Through simultaneous
diagonalization, two classes share a common eigenvector set. Features were selected

froin the eigenvectors in order of the difference between class variances along each
eigcnvector.
1. Fukunaga-Koontz feature extraction (for two-class problems only):
Since this algorithm does not perform well when the mean-differlence is dominant
[33jJ, only the common-mean case is considered. Without loss of ge.nerality, assume
p, := p2= 0. Let T be a whitening transformation such that

the11 TX,TTand TX2TTshare the same eigenvectors. Along the j - tlh eigenvector of
n 1 T T and TE2TT,the corresponding eigenvalues of TZ1TTand TX:!TT are qy' and

rf', and qy' + qy' = 1. The eigenvector with the largest difference in variance is the
eigc:nvector with the biggest difference in eigenvalues. Ranking the eigenvectors
- 0.51, we can obtain the best features in
according to the corresponding eigenvalues (T$'
decreasing order.

2. Optimization of the second term of the Bhattacharyya distance (for two-class
problems):
The same result can be obtained from the maximization of the second term of the
Bhattacharyya distance in the projected space (Y-space) [15]. The imaximization is
simplified as:
max in
A

1 x;~x,,+ z:x,, + 21 1,

where Xi, = ATX,A, and A is a linear transformation from an n-dimensional X to an
m-dimensional Y (m < n), Y = ATx. The best m features can be picked by selecting the
m eigenvectors of X;'Z, corresponding to the m largest hj + 1/ h j terms, where hj 's
are the eigenvalues of x;'X,.
111. Combined mean-difference with covariance-difference:

To benefit from the discriminant information about both mean-difference and
covariance-difference, a combination of Fisher with Fukunaga-Koontz was proposed in

[31]. In this method, Fisher's DAFE and the Fukunaga-Koontz method are sequentially
used. Although this combination is suboptimal, it is widely accepted in p.ractice.

1. IIAFE is followed by Fukunaga-Koontz (for two-class problems):
First stage (DAFE):

F = Sil(11.1 - 11.2)
Second stage (Fukunaga-Koontz): T(Cl + X , ) T ~= I

Recently, a new linear feature extraction called Decision Boundary Feature
Extraction (DBFE) [27] was developed based on the decision boundary. Features are
extracted from decision boundaries, where the information about mean and covariance
differences is mixed, i.e., mean-difference and covariance-difference can be taken into
account simultaneously. DBFE is a method that extracts linear features from piecewise
decision boundaries. The time complexity of DBFE for a two-class problem is O(nG).
For a two-class problem:

where
XE,,

= the decision boundaryfeature matrix between classes i and j ;

Nk

= a normal vector found at an effective decision boundary;

n..
J
'

= number of the normal vectors found for the pair of classes i and j.

4.2.2 Multiclass problems

To extend from two-class to multiclass problems, Fisher's DAFE was easily
extended by using the scatter matrix of class means [15]. An extension to the FoleySammon orthonormal feature extraction method has been proposed and discussed in

[35:)[36]. However, this extension was not effective; thus, a modified extension is
proposed in this chapter. An extension to Fukunaga-Koontz has not been1 found reported;
neither has the combination of DAFE and Fukunaga-Koontz. DBW, is extended to
muli.iclass problems by averaging the feature decision characteristic matrices over all
pairs; of classes. This averaging process causes a potential problem for DBFE. Since the
decision boundaries in multiclass problems cannot be simply approached by class
painvise boundaries, redundant segments of decision boundaries may be: involved in the
DBFE. The class-pairwise collection of decision boundaries may include some segments

that: might be effective for a particular pair of classes but ineffective for the multiclass
problem. The feature extraction methods available for multiclass pro'blems are briefly
listed as follows.
max tr(qlsb)

2. Pm extension to Foley-Sammon feature extraction [35][36]:

Subject to d;d, = 0, i = 1,...,n - 1

3. CIBFE: for L classes,

where
ED,, = the overall decision boundary feature matrix for L cllasses;
EgB, = the decision boundary feature matrix between classes i and j.
A single-out extended Fisher-Fukunaga-Koontz method [37] has been reported.
However, this extension does not find an explicit set of features that span a subspace so
as tc, transform the data. Instead, it produces L transformation matrices with respect to L
two-class problems. The L-class problem is reduced to L two-class problems as follows.
Each time, a class is singled out and the remaining classes are pooled together as another
class. The Fisher-Fukunaga-Koontz method is used to find the feature sets or
transformation. For each transformation, samples are classified and the probabilities
belonging to the singled-out class are recorded. After repeating L times for L classes,
each sample is classified to the class with the largest probability.
As seen in the above review, the feature extraction method based on the information
about the covariance-differenceis not available for multiclass problems. In the following
section, use of the information about the covariance-difference is considered for
multiclass common-mean problems.

4.3 Bounds on Classification Accuracy for Multiclass Common-Mean Problems
In considering two-class problems, it has been noted in [15] that it is difficult to find
a feasible solution to the optimization of the Bhattacharyya distance so that the meandifference and covariance-difference can be taken into account simulta.neously. This is
because the mean-difference and covariance-difference are expressed by two different
problem is
types of functions (trace and determinant). In practice, the ~ptimiz~ation
usually decomposed into two parts: one about mean-difference and the other about
covariance-difference. As a result, the solution is only suboptimal.
Similar to two-class problems, multiclass problems are unavoidably treated in a
sequential way if the analysis is desired to perform on a class-statistics hasis. In order to
utilize the discriminant information about covariance-difference as well as meandifference, a two-stage strategy is used. The idea behind this strategy is as follows. In
the nullspace of the row DAFE features, classes have common mean vectors. That is,
DAlFE is followed by a common-mean problem. In the following section, the multiclass
comunon-mean case is investigated, and the classification accuracy is derived for the
criterion used at the second stage.
In this section, bounds on the classification accuracy (in the Bayesian sense) are
derived for multiclass common-mean cases. These bounds are used to design the
criterion in Section 4.4 for the second stage of the optimization. Since the classification
along each feature can be considered as a univariate problem, the univariate multiclass
case is discussed first. In this case, it is easier to formulate the classification accuracy
than to formulate the Bayes error; thus, a mathematical expression for the classification
accuracy is derived. Since the expression with an integration involvetl is not a closed
forni, an upper bound and a lower bound are provided in order to gain insight into the
disc:riminant information. It is shown that the upper and lower bounds are associated
with the ratio of the largest to the smallest class variances. This leads to the conclusion
that the most effective feature can be selected by picking the feature along which the ratio
of the largest to the smallest variances is highest.

Theorem: For L univariate normal distributions with a common mean and different
variances, a; < 0; c...<4 , the probability of correct classification under the maximum
1ike:lihoodclassifier can be bounded as follows.

where

PC, = classification accuracy;
dY

= the decision point between class i and class j on the side of x>O;
d;=

ln(o: I o f )
1
(T - 7)

oi

( 0 )

0,

= the cumulative distribution function of the standard normal distribution:

Proof:
For a one-dimensional L-class problem, assume that c1asse:s are normally
disbibuted with equal prior probabilities Pi= 11 L (i = 1, ...,L), zero means and variances
of. The probability density function of class i is

Assume that a; c o; c...< o;, therefore only the decision boundaries that are
located between consecutive classes are effective. Let the decision bo'undary between
clas:; i and class ( i+l) be fdi,i+l,di,i+, 0. Solving x in the following equation,

gives x = fdi,i+l.

I. Lfowerbound: In general, the classification accuracy is

J

pCr= I=\.
. m...,aL{pipi(x))dr
Since Pl = P, =...= P, = 11 L and

0:

< oi <...< o i , we have

Hence,

11. Upper bound: Note that the integral

J max
{pi(x))dr in the interval 0 < o, < x < oL
...,L
1=1,

can be bounded by an integration of the following function y(x).

and
1
PI( x) dx = [@(I)- ?I

01

I;'

;=I ....,L

P , c ~dx
) =

m

max pi(x) dr =
juL
i=l,,..,L

Thus,

Hence,

aL

pL(x)dr = [I-

Fig. 4.1. An upper bound on classification accuracy for common-mean irnulticlass cases.
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Fig. 4.2. The upper and lower bounds on the classification accuracy of multiclass
problems with various ratios of the largest to smallest variances.

As seen in Fig. 4.2, the lower bound and the upper bound on accuracy increase as
the ratio of the largest variance to the smallest variance ( o L IoL,) becomes larger. In
oth'er words, if the ratio o k I o;, is large along one feature, it is likely that the
conresponding classification accuracy is high. It can be understood tlhat if the ratio is
large, there will be spacious room between classes 1 and L to accommodate other classes
so that it is more likely to have a minimal overlap among classes, which leads to a low
classification error. The criterion is used to extract the best feature in Section 4.4.

Theorem : Assume that the covariance matrices of L equally-probable classes share the
same eigenvectors, then the overall classification accuracy is bounded by

where

Per = the classification accuracy;
Per,,= the classification accuracy along the k-th eigenvector.

Proof:
Sinc:ethe eigenvectors of a covariance matrix are mutually orthogonal, the data projected
onto one eigenvector is statistically independent of the data projected onto another
eigenvector. Let x = [x, ,...,x,], pi = [O,...,01, and X i be a diagonal matrix whose
diagonal elements are o;~,...,o i, then the probability density function can be decomposed
into

The classification accuracy is

J

per= i=l,..,
max{p,p,
L

(XI

a,,zi))d.

Assume that classes have equal prior probabilities (Pi = 11 L) and zero mean vectors
( p i := 0), then

and. the classification accuracy becomes

Q.E.D.
This theorem suggests that if classes share the same eigenvectors, the best mdimensional subspace can be spanned by the m features corresponding to the m highest
accuracy rates. It is shown in the first theorem that the larger the ratio of variances, the
higher the classification accuracy along the feature. Therefore, it can ble concluded that
the m corresponding eigenvectors to the m highest variance ratios cam be selected as
features. When L=2, the conclusion is the same as [IS], i.e., the m best features are the
eigenvectors corresponding to the m largest differences in variances.
It should be noted that the criterion used here is based on the bounds for the
classification accuracy rather than based directly on the classification accuracy itself.
The:refore, the criterion should be regarded only as an approximation. It is easy to find a
counter example in which the features generated by this criterion are not the best features.

[::

For example, let pl = p2 = [0 0 OIT, PI = P2 = 1/ 2, and Cl = I, C 2 = 0 0.25

0 .
00251

The best two features selected by the criterion are x l and x2, resulting in classification
accuracy of 71.6%. Since this accuracy is less than that of the subspace spanned by x2
and x3 (75. I%), x l and x2 are obviously not the best features. Also note that the bounds
on classification accuracy are derived under the maximum likelihood framework where
classes are assumed to be equally probable. If unequal prior probabilities are concerned,
these bounds may not be appropriate.

4.4 I'arametric Feature Extraction for Multiclass Problems
In order to utilize the discriminant information about covariance-di.fferenceas well
as mean-difference, a two-stage strategy is used for multiclass feature extraction. The

Discriminant Analysis Feature Extraction (DAFE) is followed by i3 common-mean
problem. In the previous section, the classification accuracy in the multiclass commonme;m case was derived and could be used as guidance for the second :stage. Since this
two-stage strategy is suboptimal, there could be more than one choice of the subspace for
the second stage. The selection of subspace is considered in Section 4.4.2.
It should be noted that the subspace spanned by the DAFE features not only
rese:rves the class separability due to the mean-difference but also contains the class
sepiuability due to the covariance-difference, to some extent, although DAFE is based
merely on the information about the mean-difference. For those classes having meandiffierence, it can be seen that the effective decision boundary between two classes is
located in between the means. That is, the effective decision boundary is hopefully
projected appropriately onto the DAFE feature so that the information about class
separability is saved. This is the reason why DAFE often leads to a moderately good
performance of classification.
DAFE obtains a subspace primarily containing information about class separability
due to the mean-difference with some information about class separability due to the
cov;uiance-difference. Note that DAFE can obtain at most L - 1 features, one less than
the number of classes. When the number of dimensions is relatively higher than the
number of classes, or when the separability due to the mean-difference i,snot significant,
it is desirable to find more discriminant features. Motivated by the need, the feature
extraction for multiclass common-mean cases (referred to as LI) is attached behind the
DA1;E. This cascade is just suboptimal. However, it should be useful in practice in that
it pc:rforms better than DAFE and achieves the comparable performance with DBFE
while taking much less computational time than DBFE.

4.4.11 Algorithm

1. Perform DAFE. Assume that p features are obtained ( p < L).
2. Find an ( n - p)-dimensional subspace by selecting one of the choices provided in

Section 4.4.2.
3. Extract features in the subspace by using the feature extraction methods proposed in
Section 4.4.3.

4.4.2 Selection of an orthogonal subspace
The feature extraction based on the covariance-difference information can be
performed in either of the following two subspaces. One is orthogoinal to the DAFE
subspace with respect to the within-class scatter matrix Sw, and the other is orthogonal to
the DAFE subspace. Let @, be the matrix consisting of the DAFE ileatures. Details
about the two choices of subspace are given as follows.
(a)

One is the subspace orthogonal to the DAFE subspace with respect to the
within-class scatter matrix Sw, denoted by @, (Fig. 4.3). That is,
s
=. In other words, this is the nullspace of the row eigenvectors of
S,. In this subspace, there is no information about the class separability due
to the mean-difference. Classes share the same class mean.

(b) The other is the subspace orthogonal to the DAFE subspace, denoted by @,
(Fig. 4.3). That is, @:a,= _O. This is the nullspace of the row eigenvectors

of S;'S,.

In this subspace, there may be still a little infonnation about the

class separability due to the mean-difference. This choice of subspace is
similar to the way the Foley-Sammon method (for two-class problems) selects
features. In that method, the second best feature is under the constraint of
being orthogonal to the best feature. While the Foley-Sammon method
continues to use the same criterion, based on the meam-difference, in
subsequent subspaces, the method proposed here uses a different criterion so
as to utilize discriminant information based on the covariance--difference.

4.4.1) Common-mean case
It is shown in Section 4.3 that the most discriminant feature is likely to be the
feature with the highest ratio of the largest to the smallest variance ( o k lo;,).
Therefore, it is plausible to extract the best feature by comparing the variance ratios along
each. feature. However, when more than one feature is desired, caution should be
exercised. The purpose of feature extraction is to find the best p-dimensional subspace
where class separability is optimal relative to another p-dimensional subspace. A good
criterion for the purpose should be associated with the Bayes error in a p-dimensional
subspace. A criterion operating on a single-feature basis is suboptimal.

Fig. 4.3. Two choices of the subspace orthogonal to DAFE sublspace.
(a) The subspace, denoted by @,, orthogonal to the DAFE subspace (@,)
with respect to the within-class scatter matrix S, , i.e., @:s,@,
= 0.
(b) The subspace, denoted by a,, orthogonal to the DAFE sublspace, i.e.,
a;@, = Q .

In practice, multiple classes rarely share the same eigenvectors. The following
three criteria are extended from the criterion for the best feature, and the way they extract
feat.uresis based merely on a single-feature basis. The first criterion is to extract a set of
1ine:arly independent features by comparing the variance ratios along features. As
discussed in Section 4.1.2, features for classification are not necessarily orthogonal. The
clas's separability is reserved through linear transformation. Next, an oirthogonal feature
set iis derived based on the same criterion but subject to the constraint of orthogonality, as
opposed to the linear independent feature set. The third method will be used especially
for the small sample size case in which the estimation of statistics along an individual
feature is rather poor. In such a circumstance, a macro measure, such a:; the determinant
or the trace of a covariance matrix, seems more suitable than variances allong a feature as
a di:scriminant factor.

A linearly independent feature set
The ratio of the largest to the smallest variance along a feature Q can be expressed

f'e

= max-OT'iO
i,'

i+j

Q~'~o

where X i is the covariance matrix of class i . Thus, the best feature can be obtained by
maximizing pg, i.e.,
Criterion J1:
OT'iO
max maxi+
i.' j

$ T ~ i ~ '

The criterion can be rewritten as follows.

' T z i 9 for given i and j is equivalent to the optimization
Note: that the optimization of -

OT"O

where

is the largest eigenvalue of x,'Zi.

The corresponding eigenvector

@(-

maximizes the criterion for discriminating class i and class j. Also note that

As soon as the eigenvalues and eigenvectors of Z;'Xi are known, it is easy to obtain the
eigeinvalues and eigenvectors of ZL'Z,. There is no need to compute X;'Z,.

Note that

one does not need to compute eigenvalues and eigenvectors for both Xy'Z, and E;'Zi.
Since Z;'Zi = (Z;'Tj)-', Z;'X, and ZT'Z, share the same eigenvectors a:ndan eigenvalue
of 12,'Zj is the reciprocal of the eigenvalue of x;'Zi for the corresponding eigenvector.
Each eigenvalue of Z,'Zj is the ratio of the variances along the corresponding
eigenvector, if class i and class j have a ratio of a: I a: along an eigenvector of Z;'Zj,
there must be a ratio of a: I a: for Z;'Zi along the same eigenvector. Once knowing
this fact, one only needs to compute the eigenvalues and eigenvectors of either Z;'Zj or

z;':s,

but not both for any pair of classes.

1.

For each pair of class i and class j ( i + j), compute the eigenvalues and
eigenvectors of Z,'Zi. There are a total of nm(m - I ) eigenvalues generated.

2.

Sort all eigenvalues in a decreasing order. The eigenvector corrc:sponding to the
largest eigenvalue is the first feature that is put in the feature set.

3.

Check the next largest eigenvalue. Retain the corresponding eigenvector if it is
linearly independent of the existing feature set. Add the vector to the feature set.
Repeat this step until n features are obtained.

An orthogonal feature set
Criterion: The k -th feature can be found by

max max-$Tzi$
is1
i# j

$

$Tzj$

Once the best feature is obtained, the second feature is selected to maximize the
same criterion function subject to the constraint that the second feature: is orthogonal to
the first feature. Next the third feature is derived based on the same criterion with the
constraint that it should be orthogonal to the previous two features. The same criterion
applies to the k - t h feature which is orthogonal to the previous (k-1) features.
Subsequently the k - th best feature, $, can be obtained by maximizing the objective
function.
Note that the purpose of finding the largest ratio of variances is to find the largest
difference in variance among all pairs of classes. The difference in variances is the
quantity that matters. Another way to find the best feature is to pick the eigenvector of
z;'Ci corresponding to the eigenvalue h with the largest value of h + 11 h , where

h + 1/ h is a measure of the difference in variance between class i and j along the
corresponding eigenvector of h. h + 1/ h is large if the difference in class variance is
larglz and the smallest value of h + 1/ h is 2, which occurs when classes have common
variances.
A brief algorithm is described as follows. First, compute the eigenvalues of Z:zi
for all i and j ( i # j). Find the largest eigenvalue. The corresponding eigenvector is the
first feature. Transform all covariance matrices to the nullspace of the row feature.
Repeat the process of finding the largest eigenvalue. Transform the corresponding
eige:nvectorback to the original space and save it as a new feature. Repe,at the procedure
until n features are found.
The systematic procedure is detailed as follows for extracting an orthogonal feature
set.
1.

Find the best feature, $, :
(i) For each pair of classes i and j , find the eigenvalues and eigenvectors of
(ii) Find the largest eigenvalue among all possible pairs of' classes.
corresponding eigenvector is the best feature, $, .

The

2.

Find the k - th feature, @, , k=2 ,..., n :
(i)

Find the nullspace: Let A be the current feature matrix, A =

[@,...@,-,I.

Find

an arbitrary set of orthonormal vectors, say B, spanning the nullspace of A ~ .
Then A ~ =BQ. A is an n by k - 1 matrix and B is an n by (n - k + 1) matrix.
(Note: If implemented in MATLAB, B = null(^^) .)
(ii) Transform covariance matrices to the (n - k + 1)-dimensional nullspace:
z, = B ~ ~ B .
(iii) Find the best feature in the (n - k + 1)-dimensional Y-subspace: Perform step
1 in the (n - k + 1)-dimensional subspace. That is, for each pair of classes i
Find the largest
and j , find the eigenvalues and eigenvectors of z$,.
eigenvalue among all possible pairs of classes. The corresponding
eigenvector, say v,, is the best feature in the (n - k + 1)-dimensional subspace.
(iv) The k - th best feature in the original X space is @, = Bv, . Update the feature
matrix to be A =

@,I.

A lilnearly independent feature set 2
Criterion J2:
max max
I#J
!.j

laTz:aI
laT~,@
I

where Q, is an n by p matrix consisting of p best linearly independent features regarding
the pair of classes i and j .
Given p , for each pair of classes, find Q, that consists of p lineixly independent
features spanning a p-dimensional subspace in which the maximu~ndifference in
covsuiance determinant occurs.
is the eigenvectors corresponding ito the largest p
eige-nvalues of 2 ~ ~ Find
2 ~the
. largest criterion value of all possible class pairs ( i , j).
The corresponding

is the desired feature set.

The class pair ( i , j ) that has maximum in the p-dimensional sutbspace does not
necessarily have Q, in the ( p+l)-dimensional subspace. Thus unlike the previous feature
extraction methods that produce a total of n features for various dimensions, this criterion
generates a feature set specially for a given number of dimensions. Thlerefore it needs
muc:h more computational time to find all feature sets for different subspaces than the
previous two methods.

4.5 Experiments
4.5.1. Data descriptions
The real data used in the experiments throughout this chapter were previously used
in [28]. The data were acquired by Field Spectrometer System (FSS), a helicoptermounted filed spectrometer. The first data set, referred to as FSS1977, consisted of four
classes that were chosen from the data collected at Finney Co. KS. on May 3 and March
8, 1977. The second data set, FSS1978, consisted of four classes collected at Hand Co.
SD on May 15, 1978.
The data can be downloaded from web site
http://shay.ecn.purdue.edu/-fdatal. In the data file of 770503, one sample of Winter
Wheat and four samples of Unknown Crops thus were found incomplete and
consequently discarded. To guarantee that the ratio of training sample size to
dimensionality was large enough, a simple dimension reduction was conducted. The
number of dimensions was reduced from 60 to 20 by combining every three consecutive
bands. The bands 40,41, 50 and 51 were empty, so the bands 40 and 411 were filled up
with the data of band 42, and bands 50 and 51 were filled up with band 49 before being
combined.
The mean spectra and the distribution of projected data in the two-dimensional
subspace spanned by the first and second features extracted by the Discriminant Analysis
Feature Extraction are illustrated in Fig. 4.4 and Fig. 4.5.
In general, simulated data are closer to the normal distribution assumption than real
data, so simulated data are used to play a role of the ideal case, as opposed to real data.
Simulated data are computer-generated based on the "true" statistics that are computed
from the entire real data set. For experiments with real data, training samples were
randomly selected from the corresponding real data set, and the rest of tlne samples were
all used as test samples.
Common-mean data sets were prepared by projecting the 20-dimensional data to the
17-dimensional subspace orthogonal to the subspace spanned by the DAFE features. At
this step, the class statistics were estimated (referred to as the true statistics) using all
samples; discriminant features were extracted by DAFE; and data were transformed to
the llullspace of the row DAFE features. The resulting classes had common mean
vectors. Next, based on the new covariance matrices, corresponding simiulated data were
generated by computer.

Table 4.2
Data set: FSS1977
20
4

No. of dimensions
No. of classes
Class Name
1. Winter Wheat, May 3
2. Unknown Crops, May 3
3. Winter Wheat, Mar. 8
4. Unknown Crops, Mar. 8

Total no. of samules
657
678
69 1
619

35
a,

S
c.
.C

2

30
25
20
15
10
5
0
0

20

40

Spectral Band

60

0

5

10

Dimension

15

20

(i) The original 60-band data
(ii)The new 20-band data.
(a) The class mean spectra of FSS1977 data.

(b) The distribution of FSS1977 data projected on a two-dimensional subspace
spanned by the first and second DAFE features.

Fig.4.4. FSS1977 data distributions.

Table 4.3
Data set: FSS 1978
No. of dimensions
No. of classes

20
4

Class Name
1. Winter Wheat
2. Native Grass Pas
3. Oats
4. Unknown Crops

- T
223
196
163
253

35

0

20
40
Spectral Band

60

1 1: Winter Wheat

0

5

10
Dimension

15

20

(i) The original 60-band data
(ii)The new 20-band data.
(a) The class mean spectra of FSS1978 data.

(b) Distribution of FSS1978 data projected in the two-dimensional subspace
spanned by the first and second DAFE features.
Fig. 4.5. FSS 1978 data distributions.

4.5.2 Test-1: Common-mean case with large training sizes
Feature extraction methods for comparison:
1
2
3
4

Feature Extraction Method
DBFE
DA-LIFE
DA-OFE
DA-LI2 FE

The 0-FE method generates an orthogonal feature set. Based on criterion J1, LI-FE
procLuces a linearly independent feature set. L12-FE gives a linearly independent feature
extraction based on criterion 52. After feature extraction, the Maximum Likelihood
c1as;sifierwas used under the assumption of equal prior probabilities.
The number of training samples for each class was 300 for FSS1977 and 100 for
FSS1978. In experiments with real data, the rest of the samples were used as test
samples, while in experiments with simulated data the number of test samples chosen
was the same as the number of training samples. The same process was repeated 10
times. Each time through the process, training and test samples were rle-selected or regenerated. The average classification performance over 10 trials is plotted in Fig. 4.6 and
Fig. 4.7.
The linearly independent feature set generated from criterion J1 (LI) and DBFE
have: comparable performances on the tests as the common-mean data set. On FSS1977
sim~ilateddata, LI and DBFE were relatively close. On FSS1977 real data, LI and DBFE
had almost the same performance for the first features, though DBFE started to show a
little better performance (2% better) after six features were used. LI achieved higher
accuracy than DBFE on FSS1978 simulated data set no matter how many features were
used (8% higher at two features, 6% higher at five features, and 3% higher at 10
features.). On FSS1978 real data, LI performed better than DBFE for the first 10 features
and IDBFE outperformed LI when more features were used.
The orthogonal feature set did not show better performance than LI on any test.
This implies that orthogonality is not crucial to feature extraction. The other linear
independent feature set based on criterion 52 (LI2) had poor performance on all tests.
While L12 did not show good performance in large sample size cases, it outperformed
other algorithms in small sample size cases. The small sample size case will be discussed
in Se:ction 4.5.

FSS1977 Common-Mean Data (300 training samples)
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(Up: Real data; Down: Simulated data)
Fig. 4.6. FSS 1977 common-mean data in the large training sample size case

FSS1978 Common-Mean Data (100 training samples)
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Fig. 4.7. FSS 1978 common-mean data in the large training samplle size case

4.53 Test-2: Different-mean case with large training sizes

The proposed algorithms were tested on real FSS data (FSS1977 a:ndFSS1978) and
their simulated data. For more details about data sets, see Tables 4.3-4.41 and Fig. 4.4 and
Fig. 4.5. In experiments with real data, training samples were randoml-yselected from a
real data set. The number of training samples for each class was 300 for FSS1977 and
100 for FSS1978. Then the rest of the samples were all used as test samples. Simulated
data were randomly generated by computer. 300 training samples and 300 test samples
for each class were used in an FSS1977 simulation experiment. 100 training samples and
1001 test samples for each class were generated for FSS1978 simulation. After feature
extraction, the Maximum Likelihood classifier was used under the asslumption of equal
prior probabilities. The same experiment was repeated 10 times. Each time, training and
test samples were re-selected or re-generated. The average performance over 10 trials
was plotted in Fig. 4.8 and Fig. 4.9.

Feiature extraction methods for comparison:
Feature Extraction Method

@;a2
= Q,(b) @ y ~ ~= @Q ~
DA-0 FE: (a) @;a2
= Q,(b) @;SW@, = Q.
DA-L12 FE: (a) @;a2
= Q,(b) @;s,@~= 0.
DA-LI FE (a)

In Fig. 4.8 and Fig. 4.9, it can be seen that the classification accuracy continues to
increase when more than three features were used. More importanl:ly, note that the
accuracy increased more rapidly during the first few additional featuires than the later
additional features. This indicates that the feature extraction in the second stages was
effective. DA-LI (Orthogonal to DA) gave the best performance on these four data sets.
Therefore, DA-LI will be used to compare with other feature extraction imethods at a later
time. As seen in Fig. 4.9 (FSS1978 simulated data set), an improvement upon DAFE
happens especially when a data set contains a wealth of information about the class
separability due to the covariance-difference. The whole feature set (20 features) had an
accuracy of 89%. Using DAFE (three features) led to an accuracy of '75%. With three
addlitional features generated by DA-LI (Orthogonal to DA), the accuracy improved by
7% (from 75% to 82%), which is half the amount of the difference (14%) between DAFE
(75%) and the original full-dimensional data (89%).
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Fig. 4.8. Test of various DAFE-based feature extraction methods on a n~ulticlassdata set
(FSS 1977) with a large number of training samples
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Fig. 4.9. Test of various DAFE-based feature extraction methods on a multiclass data set
(FSS 1978) with a large number of training samples

Feature extraction methods for comparison:
Other feature extraction methods used for comparison include Decision Boundary
Fea.ture Extraction (DBFE), an extension to the Foley-Sammon method [35][36],
Discriminant Analysis Feature Extraction (DAFE), Discriminant Analysis Feature
Extraction followed by the linear feature extraction method conducted in the commonmean subspace (DAFE-new), and DAFE-DAFEs.

1

2
3
4
5

Feature Extraction Method
DBFE
DAFE
An extension to Foley-Sammon
DAFE-DAFEs
DA-LIFE(QTQ,=Q)

An extension to Foley-Sammon [35] is a feature extraction method performed on a
single-feature basis. DAFE-DAFEs can be considered as an extension to1 Foley-Sammon.
This is a feature extraction method performed on a group-feature basis.
Fig. 4.10 and Fig. 4.11 show the performance comparison for the case in which the
number of training samples is sufficiently large. DBFE gave the best performance on
FSS1977 real data, FSS1977 simulated data and FSS1978 real data sets while DA-LIFE
had fairly satisfactory results on these data sets, too. On FSS1978 simulated data, DBFE
and DA-LIFE showed comparable performances. The linear-like curves of DAFEDA1;Es between three and 20 features indicate that DAFE-DAFEs failed to extract more
useful features after the first DAFE was performed. The performance of'the extension to
Foley-Sammon on all these data sets was all poor.
From Fig. 4.1 1(a), the result from the real data stopped rising between three and
four features, where the extraction task was handed over from DAFE to the second stage.
However, this phenomenon did not show up in the simulated data. Theirefore, it is most
likely related to the data structure of the real data. The selected feature happened to be in
a direction along which the real data were not really normally distributed, and the
classification error was large.
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Fig. 4.10. Comparison of various feature extraction methods on a multiclass data set
(FSS 1977) with a large number of training samples.
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Fig. 4.1 1. Comparison of various feature extraction methods on a multiclass data set
(FSS1978) with a large number of training samples

Also note that the third feature of DAFE does not seem discriminant in this case.
Eliininating the feature may help performance. The same experiment was conducted
again for comparison between discarding and not discarding the third DA feature. The
result is shown in Fig. 4.12. (Note: The data were re-selected for this experiment, so the
result may not be exactly the same as Fig. 4.11). An example of eigen~valuesgenerated
from DAFE was 8.43, 0.55, and 0.07. The ratio of each eigenvalue to the sum of all
eigc:nvalues was 93.16%, 6.06%, and 0.77%, respectively. The first two eigenvalues
extracted more than 99% of significance with respect to the discr.iminant analysis
criterion; thus, the last DA feature had little discriminant informatioli in the sense of
DAFE.
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Fig. 4.12. Discarding the least discriminant features extracted from DAEX may improve
the performance of the DAFE-based feature extraction method.

4.5.4 Test-3: Common-mean case with small training sizes

FSS1977 common-mean and FSS1978 common-mean data sets were used again for
testing under the conditions of a small training sample size. Both sets contained 17dimensional data. The number of training samples for each class was fixed at 22

throughout this category of experiments. When the real data set!; were used, the
remaining samples were used as test samples. For simulation experiments, 100 test
sanlples were randomly generated by computer for each class.
Contrary to the large sample size case, L12 outperformed a:ny other feature
extraction algorithms here. LI and DBFE, though excelling in large sample size cases,
had trouble with small sample size problems. It can be seen from Fig. 4.13 that L12
prolduced a feature set where the classification accuracy in a lower dimensional space was
hig:her than that of the full dimensional space. This Hughes phenomenon has not
happened to the feature set generated by DBFE. In other words, under poor conditions in
which the number of training samples is small, DBFE failed to find the subspace where
the peak phenomenon occurred.
The effect of the small training sample size problem on DBFE is twofold. First, the
quality of norm vectors is poor. Since poor estimates of statistics may result in inaccurate
decicsion boundaries, the norm vectors drawn from the boundaries will not be reliable.
Second, the number of norm vectors is small because only a small number of training
samples are available. The decision boundary feature matrix zDB,
is calculated from
noun vectors N ias follows,

XDB, represents the distributions of the norm vectors. If the norm vectors are not
satisfactory in either quality or quantity, the decision boundary feature matrix cannot be
well defined, leading to a poor performance of DBFE.
The peak phenomenon shown in the L12 feature set also provides a reason for using
a two-stage feature reduction [6] when a small sample size problem is encountered. Used
at the first stage is a feature extraction method that is less sensitive to the small sample
size problem. Data are transformed to a lower dimensional space where the training
samlple set is more capable of defining the classes. Then DBFE or LI cam be used at the
second stage.
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Fig. 4.13. FSS1977 common-mean data in small training sample size cases
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Fig. 4.14. FSS 1978 common-mean data in the small training sample size case

4.5.5 Test-4: Different-mean case with small training sizes
In this section, the performances of the various feature extractiori methods for the
case of the small training sample size are compared. The same experiment was
conducted but only a very small number of training samples were used (compared to the
full dimensionality). For 20 dimensions, 22 training samples were used for each data set
throughout this set of experiments.
DBFE no longer achieves a good performance when the number of' training samples
is small. DAFE outperformed any other methods in this case. The performance curves of
DA-LI dropped abruptly after additional features extracted from the second stage were
used. This means that the features carrying the information of covariance-difference
seriously deteriorate the performance of DAFE. DAFE-DAFEs still fai1t:d to improve the
periormance of DAFE, but the curves stayed flat for a while, unlike DA.-LI, which had a
sudden drop. The extension to the Foley-Sammon method failed to produce any more
useful features after generating the best feature.
When the number of training samples is small, the estimates of class statistics are
poor. The estimate of the covariance matrix is poorer than the estimate of the mean
vecl.or because a covariance matrix has many more measures than a mean vector.
Consequently, those feature extraction methods utilizing the information of covariancedifference lead to less satisfactory performances than the methods based on meandifference.
The peak phenomenon occurs at the point where all features of DAFE are used. If
the lumber of DAFE features is near the desired number of features that one would like
to reduce the dimensionality, the task of feature extraction is finished with DAFE. If the
number of DAFE features is still higher than the desired number of features (in which
numerous classes are used), one may consider using another me:thod regarding
covsuiance-related criterion after data are transformed to a lower dimensional space.
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Fig:.4.15. Comparison of various DA-based feature extraction methods on a multiclass
data set (FSS 1977) with a small number of training samples
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Fig. 4.16. Comparison of various DA-based feature extraction methods on a multiclass
data set (FSS1978) with a small number of training samples
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Fig. 4.17. Comparison of various feature extraction methods on a multiclass data set
(FSS 1977) with a small number of training samples
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Fig. 4.18. Comparison of various feature extraction methods on a multiclass data set
(FSS 1978) with a small number of training samples

4.6 Conclusions
Linear parametric feature extraction has been investigated in this chapter. Attempts
have been made to develop a fast and effective feature extraction meth.od for multiclass
problems that satisfies two requirements. First, discriminant information about
covariance-difference should be employed as well as mean-difference so that more
effective features than DAFE can be generated. Second, this feature extraction should
perform on a class-statistics basis that generally costs less computatioinal time than the
sarrlple basis that DBFE performs.
The new feature extraction method and other methods were tested with multitemporal FSS data and their simulated data. Several observations were made. First, the
new feature extraction method has accomplished the goal in the experiments that have
been done. When the number of training samples was large, the proposed method
extracted more effective features than DAFE, and it needed much less computational time
than DBFE while having a comparable performance to DBFE. Second, the extension to
DAFE and the extension to Foley-Sammon gave poorer results than DBFE or the
proposed method. This implies that incorporating the information about covariancedifference into feature extraction helps improve the performance. Third, for the case of
small training sample sizes, the performance of feature extraction methods was contrary
to the order in the large training case. DBFE which used the information about
coviuiance-difference gave the poorest performance among all me.thods. This is
reasonable because the estimates of covariances are no longer reliable when the number
of training samples is small. Unreliable information undermines the performance of
feature extraction.
The new feature extraction method seems to have achieved the goal in the
expe:riments that have been done. However, due to the inherently comp1e:x characteristics
of nlulticlass problems, we cannot conclude that the goal has been attained until more
thorough tests are completed.

CHAPTER 5: CONCLUSION

5.1 Summary

The analysis system for the classification of hyperspectral data has been
investigated. Under the assumption that the data are normally distributed, the skeleton
scheme in the analysis of the hyperspectral data that we consider appropriate is
supervised parametric classification. Unsupervised learning is not consiclered because the
data. are not usually distributed in clusters. The non-parametric approach is not adopted
because it is rather difficult to estimate density functions in a high dimensional space
[15]. Since the threshold settings for distances are not effective in a high dimensional

space, the identification scheme is not as appropriate as classification. That is, multihypc~thesistests are used rather than single hypothesis tests.
The major problem that motivates this research is the Hughes pheriomenon. When
the :number of training samples is finite, the classification accuracy first increases then
decreases with dimensionality, resulting in a peaking phenomenon. Gerierally speaking,
of the supervised parametric classification depends on four factors: class
the ~~erformance
separability, the number of training samples, dimensionality, and classifier type. By
reviewing the theoretical relationship between classification errors and these factors, we
may obtain possible resolutions for mitigating the Hughes phenomenon and identify the
role!; of the methods that have been proposed.
From this standpoint, the methods proposed for mitigating the Hughes phenomenon
can be grouped into four categories. As the number of training samples increases, the
estimates of class statistics are more reliable, and the peak in the Hughes phenomenon
shifts to higher dimensionality. This effect can be carried out by using the EM algorithm,
which incorporates unlabeled samples into the learning process. In the PI-ojection-Pursuit
Dimension Reduction, the attention is focused on the factor of dimensionality. The

Prcjection-Pursuit Dimension Reduction was proposed to be used at tlne first stage of a
two-stage strategy: first obtaining a lower dimensional space and then using a
sophisticated feature extraction method to select a more compact set of effective features.
Tht: implicit purpose of the first stage is to be closer to the pealr in the Hughes
phenomenon. The factor of classifier types is taken into account in the Leave-One-Out
Covariance Estimator, where a classifier conceptually mixed from a quadratic and a
1ine:arclassifier is selected based on the linear combination of the sample covariance and
the common covariance. The lowpass filter proposed in Chapter 2 is used to increase the
class separability of a data set in which large objects are of interest and there exists a
difference in class means. When the lowpass filter is used, the Bayes error decreases
exponentially with window size.
As class separability increases, the Bayes error decreases. This compensates for the
loss of the classification accuracy caused by the inaccurate estimation of class statistics so
that the curve in the Hughes phenomenon moves upwards and to the right. When classes
are well separated, the performance of the EM algorithm becomes reliable, and the effect
of the unlabeled samples becomes more like the effect of the training samples. The
discussion about class separability is covered in Chapter 2.
Statistics enhancement is considered in Chapter 3. A spatial-spectral training
sample labeling method has been proposed for gathering likely training samples and
removing outliers. This new method was compared to another two methods: the EM
algc~rithmand Leave-One-Out Covariance (LOOC) estimator. Also, possible
combinations of these three methods were investigated. In the case of the poorly-posed
setting, experiments showed that the combinations outperformed individuals. The best
performance was given by the combination of the spatial-spectral training sample
labeling method and the EM algorithm. The combination of the LOOC method and the
EM algorithm almost tied with the best one.
In Chapter 4, a feature extraction method for multiclass problems has been
deve:loped. This method incorporates the discriminant information about: the covariancedifference as well as the mean-difference and performs on a class-statistics basis rather
than on a single-sample basis. When the number of training samples is large, this new
feature extraction method has a fairly comparable performance to the DBFE method and
outperforms DAFE. When the number of training samples is small, a peak occurs at the
maximum number of effective features generated by DAFE, which is the best

performance among all methods that have been tested in this study. :I[t is shown in the
experiments that sophisticated methods, such as DBFE, which is bas'ed on a criterion
related to the Bayes error, cannot find the peak in the Hughes phenomenon. A
conceptually simple method, such as DAFE, whose criterion is based on the scatter
matrix of class means, is likely to locate the peak in the Hughes phenomenon. It is
suggested that sophisticated methods be used only if the estimated class statistics are
fairly accurate. Likewise, it has been noted that the performances of effective methods,
including ECHO, the quadratic ML classifier, and DBFE, depend substantially on
accurate estimates of class statistics. This implies that these methods should not be used
in the case of small training sizes before class statistics are enhanced.

5.2 Suggestions for Further Work
The effective number of unlabeled samples: During the past decades, the
relationship between the number of training samples and classification error has been
well investigated. In the quantitative analysis of the effect of unlabeled samples,
ad~~antage
can be taken of this known relationship if the number of unlalbeled samples is
expressed in terms of the equivalent number of training samples. It is expected that the
effective number of unlabeled samples is a function of the number of unlabeled samples
and class separability.
Error Estimation for combined supervised-unsupervised learning: The EM
algclrithm incorporates unlabeled samples into the training process, leading to combined
supt:rvised-unsupervised learning. In this case, it is necessary to reconsider the testing
proc:ess for the estimation of classification errors. Is the error estimation method for the
supt:rvised learning still appropriate for the combined supervised-unsupervised learning?
Could test samples be involved in the EM algorithm? Could test samples be used for the
initial statistics so that the EM algorithm could have a good starting point? The error
esti~nationmethod proposed in [5] can be considered as the resubstitution method for the
combined supervised-unsupervised learning. What would be the corresponding hold-out
method for the combined supervised-unsupervised learning?
Spatial information for statistics enhancement: Spatial infonnation has been
shown to be helpful. It has been incorporated into the classification process. What is the

best way to model the spatial information and incorporate it into the process of statistics
enhancement?

Ill-posed settings: When the number of labeled samples is limited, the difficulty to
be overcome is not only in the training process but also in the error estimation. The
labeling method proposed in Chapter 3 does not really generate "1abe:Iled" samples that
belong to a class with a probability of 100%. Thus, caution should be exercised when the
"1ik:ely" labeled samples are used for error estimation because these "likely" labeled
samples may not be qualified as test samples.
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