ABSTRACT In this paper, a two-stage mode identification algorithm including preprocessing and identification steps is introduced to solve the problems of measuring noise and inaccurate mode identification in the analysis of low-frequency oscillation (LFO) in a wide area measurement systems (WAMSs). S-G filter de-noising is utilized for the preprocessing. An adaptive total least squares-estimation of signal parameters via rotational invariance techniques (TLS-ESPRIT) algorithm with the order setting of the singular value accumulation percentage adjacency increment ratio (SVAPAIR) is utilized for the identifying stage. The S-G filter is used to mitigate the measuring of LFO noise of the system. Furthermore, the SVAPAIR is adopted to achieve an adaptive and precise determination of the LFO order, and then LFO parameters are extracted by the adaptive TLS-ESPRIT algorithm. The proposed algorithm has been tested and verified using the IEEE four-generator two-area system and the actual measured data of the LFO accident in the North American power grid. The simulation and experimental result showed that the proposed algorithm has better adaptability, anti-noise characteristic, and robustness compared to those of the conventional Prony, matrix pencil (MP), and TLS-ESPRIT algorithms.
I. INTRODUCTION
With the continuous advancement of network interconnection with renewable energy, distributed energy and energy storage, the complexity of power system has become unprecedented [1] , [2] . Thus, power system security and stability have acquired considerable interest from researchers and decision-makers. Low frequency oscillation (LFO) is one of the typical power system problems reflected in interactions between generators and regional networks, and it affects the performance of power system [3] . In fact, LFO has a serious The associate editor coordinating the review of this manuscript and approving it for publication was Guido Carpinelli. impact on power transmission capability and threatens the stable operation of the power grid [4] . Therefore, it is always very significant to identify and suppress this phenomenon to ensure power system stability.
As the scale of grid interconnection has increased, the earlier eigenvalues method has faced the high-level challenges and limitations of a system dynamic model [5] . These limitations are due to the problems of it being a nonlinear system, causing large errors. Meanwhile, the operating time of this method cannot meet the online identification requirements. Since the 1990s, the wide area measurement systems (WAMS) has emerged and developed rapidly. This system uses phase measurement units (PMU) and global positioning system (GPS) timestamps to ensure the synchronization of measurements and then returns the online realtime data to the center stations of the power grid. The modern LFO identification method depends on the PMU data of the power grid [6] , [7] where the LFO is measured and extracted from the WAMS before being identified.
It is known that white Gaussian noise cannot be avoided in the measurement of WAMS. Therefore, it should be considered and suppressed in advance. Numerous methods have been presented in the literature for signal denoising. Among them are the improved extended Kalman filter (KF) method [8] , empirical mode decomposition (EMD) method [9] , [10] and wavelet threshold method [11] , [12] . These methods have many disadvantages though; for example, the KF method requires a good dynamic model, the EMD method produces mode aliasing and requires high calculation time, and the wavelet threshold method involves difficulty in determining the basis of wavelets and choosing a threshold. In this paper the S-G filter is considered as a signal preprocessing method for effectively decreasing the white Gaussian noise.
The Prony algorithm has been applied for LFO mode identification in [13] , [14] to attain the modal parameters, such as the frequency and damping factor. Unfortunately, this algorithm is noise-sensitive, and the result of identification is accompanied by significant errors. The authors in [15] introduced the wavelet threshold method for LFO analysis, but it was difficult to select a wavelet base and adjust parameters. In [16] , the Hilbert-Huang transform was used to identify the LFO parameters; however, the mode confusion and endpoint effects of this technique resulted in inaccurate identification.
Recently, the number of LFO identification methods based on WAMS has gradually increased, including least mean squares (LMS) [17] , stochastic subspace identification (SSI) [18] , matrix pencil (MP) [19] , [20] and total least squares-estimation of signal parameters via rotational invariance techniques (TLS-ESPRIT) [21] , [22] . TLS-ESPRIT is an improved ESPRIT algorithm proposed by Roy et al. [23] . It is an effective identification algorithm that can achieve harmonic recovery and estimate parameters such as oscillation attenuation and sinusoidal signal [24] . The TLS-ESPRIT algorithm has various implementation methodologies to estimate the signal parameters from the measured data or time domain simulation data contaminated by noise. Among them, the autocorrelation matrix of the signal based on the observed data [25] , [26] . In this paper, the signal parameters are calculated directly based on a Hankel data matrix to detect the dominant LFO modes, avoid a signal autocorrelation matrix [27] , and achieve more efficient and intuitive calculations. The authors in [21] have utilized the TLS-ESPRIT algorithm to extract the oscillation frequency and the damping factor of the generator's output waveform frequency; however, they did not consider the noise effect. In addition, the order setting of the singular value decomposition (SVD) in their algorithm lacks adaptability. In [28] , the TLS-ESPRIT algorithm has been used to analyze and identify the LFO signal in the case of a noisy condition (mainly at 10 dB and 30 dB, or typical white noise), with varying of the threshold value for achieving more accurate identification. The main drawbacks of this method are that the accuracy of parameter identification relies largely on artificial experience and the order setting is poor in terms of self-adaptability. In [22] , the authors introduced the relative change rate of singular value (RCRSV) adaptive order setting method for the TLS-ESPRIT algorithm based on a fourth-order mixed mean cumulant, mainly to filter out color Gaussian noise.
The main contributions in this paper are summarized as follows:
• The authors in this paper have innovatively used S-G filters, which are not commonly used in power system, to process white Gaussian noise.
• The calculation method of the TLS-ESPRIT algorithm that was introduced in [27] has been applied to avoid autocorrelation matrix calculation.
• A novel order setting method named singular value accumulation percentage adjacency increment ratio (SVAPAIR) has been proposed. The latter, provides a novel idea for order setting adaptively in the SVD of the TLS-ESPRIT algorithm, especially for signals with residual noise. Since the crux of the conventional TLS-ESPRIT algorithm lies in the SVD order setting. The threshold setting is frequently influenced by artificial experience. In other words, the threshold is set too high to leak out the dominate modes and too low to show the redundant modes. Therefore, the self-adaptive strategy of order setting is significant for improving the TLS-ESPRIT algorithm. In general, an adaptive algorithm for two-stage LFO mode identification is proposed in this paper. As shown in Figure 1 , the first stage uses an S-G filter to mitigate the white Gaussian noise for preprocessing of the LFO measured from the WAMS. The second stage utilizes an adaptive TLS-ESPRIT algorithm based on SVAPAIR to identify the LFO. Meanwhile, the corresponding modal parameters (frequency, damping factor, original amplitude, initial phase) are extracted. In order to verify the performance of the proposed method, two case studies have been introduced and analyzed. The remaining sections of this paper are organized as follows: Section II shows the proposed preprocessing stage, VOLUME 7, 2019 utilizing the S-G filter to reduce the white Gaussian noise. Section III presents the second stage for identification, which depends on the adaptive TLS-ESPRIT algorithm. Section IV shows the case studies, comparing the processing results of the proposed method with those of conventional algorithms.
II. PREPROCESSING STRATEGY
The decreasing process of white Gaussian noise in the measurement signal is known as the preprocessing. In this section, the principle of operation of S-G filter and the evaluation indexes of denoising effect are described. Furthermore, a comparison between the common denoising methods in the literature and the S-G filter is presented and analyzed.
A. S-G FILTER FOR NOISE MITIGATION
The S-G filter was proposed by Savitzky and Golay in 1964 [29] . It is widely used in data stream smoothing filtering. The operation of an S-G filter depends on the polynomial least squares fitting in the time domain for signal noise smoothing. The discrete noised signal y(n) can be expressed as follows:
where n represents the running index of the ordinate data in the original data table, n = 0, 1, 2, . . . , N − 1 and N is the length of y(n).
Here, x(n) denotes the noiseless LFO signal and w(n) is assumed as the white Gaussian noise artificially added to the LFO signal for algorithm evaluation.
Consider a group of 2M + 1 samples and a polynomial constructed to fit the set of data:
where 2M + 1 is the filter window size and M is the half width of the filter window size. i is the i-th point of the filter
is the constructed polynomial. a 0 -a T are the coefficients of the polynomial p T (i) and T denotes the polynomial degree. This set of data contains a certain fitting error, which is depicted as the sum of the squares of the total errors. The least squares fitting residual can be described as follows:
For the approximation of the filtered waveform, the fitting residual is required to be sufficiently small. Thus, in Equation (3), the partial derivative of E with respect to the coefficient a k has to equal zero, which is achieved when a k have the most appropriate value, as follows [29] , [30] :
where r = 0, 1, 2, . . . , T .
Equation (4) can be converted into Equation (5) as follows:
By making
Equation (5) can be simplified as follows:
a k S k+r (6) In Equation (6), a k can be calculated to determine the polynomial. Given a filter window size of 2M + 1 and a polynomial degree T , the S-G filter will obtain a good tradeoff between waveform smoothing and valid signal preservation under suitable conditions. Therefore, the determination of the parameters T and M is the key point, directly determining the filtering effect.
B. DETERMINATION OF T AND M
In this paper, y(n) is assumed as the noised LFO. It is necessary to establish a mathematical model of y(n). Considering that the intra-area LFO frequency is in the range of In general, taking into account the existence of DC component, the pure original LFO x(n) is set up as follows:
where x 1 (n), x 2 (n), x 3 (n), x 4 (n) are defined as follows:
x(n) is a specific example created for evaluating the effects of T and M on the results. The relation between x(n) and y(n) can be expressed as Equation (1). In this paper, the signal-to-noise ratio (SNR) and meansquare-error (MSE) are presented for evaluating the noising degree of w(n). Of course, filter effect can be described by comparing the SNR value of the signal before and after noise reduction. The mathematical expressions of SNR and MSE are as follows:
where N is the length of
is the original signal, andx(n) is the reconstructed signal denoised from y(n). y(n) is designed artificially to add white Gaussian noise of SNR 15 dB based on x(n).
1) RELATIONSHIP BETWEEN M, T AND SNR
Considering that y(n) is the LFO signal to be denoised, when the parameter T is pre-set in the S-G filter, it is important to properly use the S-G filter to figure out the relationship between M and the SNR of the denoised signal. The relationship between M and the SNR can be illustrated as shown in Figure 2 . The parameter T is set as a constant value, 3, 5, 7, 9, or 11. The parameter N equals 1000 and the total time of y(n) is 10 seconds.
The curves in Figure 2 illustrate that as M changes from small to large, the SNR shows an increase and begins to decrease after reaching a peak in the condition of constant T .
2) BEST T AND M MATCH
In this paper, the number of LFO sampling points N is set to about 1000. The S-G filter achieves the best denoising effect with the best T and M match. The best T and M matches should be appropriately adjusted for obtaining the maximum SNR (SNR max ) after noise reduction. Artificial LFO y(n) with an SNR of 15 dB, as mentioned above, is noised by the S-G filter; the experiment result is illustrated in Figure 3 . Figure 3 shows that with the increase of T , SNR max generally moves to the right along the horizontal axis. When T varies from 1 to 9, SNR max shows an upward trend. If T is at a stage above 9, SNR max has a downward trend. Therefore, it is better to select a value of T from 3 to 9.
For choosing the best T and M match as SNR max after noising is obtained, the operating time of the filter is another key factor. The statistics of the S-G filter operating time for each best T and M match is obtained by running 1000 realizations and are listed in Table 1 . The operating environment is MATLAB on a computer with an i7-6700 processor of 3.40 GHz, RAM of 4.0 GB and the 64-bit version of Windows 10. To address the tradeoff between the SNR max and operating time, the best T and M match are optimized of 7 and 56 respectively. 
C. COMPARISON OF THE DENOISING EFFECTS
The effect of the denoising method proposed in this paper is compared with that of a series of wavelet transform (WT) methods, as shown in Figure 4 . preliminarily judged that the denoising effect of the proposed method is better than that of the other methods. The denoising indices of the different denoising methods, through detailed statistics and calculation, are shown in Table 2 . The SNR of the signal is adjusted to be SNR 1 = 15dB. SNR 2 and the MSE represent the indices of the signal SNR and the MSE after denoising. In Table 1 , averaged over 1000 realizations, the operating times of the threshold wavelet are relatively close. The SNR 2 and the MSE of the proposed method are higher and lower than those of WT and EMD-TW, respectively. Furthermore, the operating time of the proposed method is one time smaller in magnitude than that of WT and two times smaller in magnitude than that of EMD-WT. Therefore, for the hypothetical signal, the S-G filter has obvious advantages over a series of WT denoising methods, which have been referred to by many literatures and are listed in Table 2 .
III. IDENTIFICATION STAGE
When using the TLS-ESPRIT algorithm to identify the LFO signal, the key issue is to determine the number of signal modes order. The accurate extraction of the order directly determines the accuracy of mode identification. In this section, the definition of SVAPAIR, the adaptive TLS-ESPRIT algorithm, the definition of signal fitting accuracy indicators and the overall processing flowchart are presented.
A. SVAPAIR UTILIZED TO DETERMINE THE MODES ORDER
In general, the signal modes order to be identified is unknown. When the noise is not completely removed in the preprocessing stage, it is very important for the TLS-ESPRIT algorithm to ensure the order setting is adaptive. To adapt the TLS-ESPRIT algorithm, SVAPAIR has been proposed as an order setting method. The detail steps of SVAPAIR are as follows:
1) DEFINITION OF P J
The singular value obtained in practice is a non-increasing sequence:
where σ i is the singular value of each order in the SVD, i = 1, 2, . . . , L, L is the total number of singular values, and J is the true signal modes order in the SVD ordering. The cumulative percentage of the singular value sequence (P J ) is defined as Equation (15): 
2) DEFINITION OF SVAPAIR
SVAPAIR can be defined as the following:
P J reflects the cumulative proportion of the corresponding order, and the adjacent incremental ratio SVAPAIR J reflects the large fluctuation at the true order. This is because the real modes order J and its previous adjacent orders represent effective signals while the subsequent orders after J represent the noise signal. Since the cumulative percentage increments of the singular values before and after order J are on different orders of magnitude, a minimum value SVAPAIR J appears on the distribution of SVAPAIR J . Therefore, SVAPAIR J indicates the true modes order. The distribution of σ i , P i , and SVAPAIR J is schematically illustrated in Figure 5 , where J = 6 is taken as an example in Figure 5 (a). The distributions of σ i , P i , and SVAPAIR J with different SNRs are analyzed in Figure 5 (b), which shows the same modes order, J = 6, adaptively.
B. AN ADAPTIVE TLS-ESPRIT ALGORITHM
The mathematical model of the preprocessed LFO signal is described as follows:
A i e α i T s n cos(2π f i T s n+θ i )+r(n) (17) 47648 VOLUME 7, 2019 where n = 0, 1, 2, . . . , N − 1, N is the number of the LFO signal sampling points, T s is the sampling period, x(n) is the original LFO signal, r(n) is the residual noise after preprocessing in stage one, andx(n) is assumed to be the actual LFO signal composed of x(n) and r(n). P is the number of signal modes, α i , f i , A i , and θ i respectively represent the damping factor, frequency, original amplitude and initial phase of each mode. Equation (17) can be rewritten as follows:
where Z i is the signal poles and equals e (α i +j2πf i )T s , C i equals 1 2 A i e jθ i , and 2P represents the modes order, usually equal to twice the number of actual cosine components of the signal. The adaptive TLS-ESPRIT algorithm's detailed steps are as follows:
1) CONSTRUCTING HANKEL MATRIX H
One proper parameter L should be given first. The Hankel matrix H can be constructed with the order of L × M using preprocessed signalsx(n) as follows:
where N is the number of LFO signal sampling points, as illustrated in Eq. (17), L is the number of data records or snapshots and M is the time-window length. Addi-
2) SVD AND SVAPAIR ORDERING
SVD is performed on the Hankel matrix H. It is divided into a signal subspace and a noise subspace as follows: (20) where
and V H N represent the signal subspace and the noise subspace respectively. After determining the SVD, the key work is to determine the true modes order 2P. It can be estimated as 2P = J according to the SVAPAIR method in part A, section III.
3) CONSTRUCTING THE ROTATION MATRIX TLS
The signal subspace is divided into two interleaved subspaces:
where
×2P are the two interleaved subspaces. Due to the rotation invariance of the signal subspace, there is a reversible diagonal matrix generating Equation (23) as follows:
The matrix V can be written as the following:
Performing SVD on the matrix V results in:
, and V is divided into four matrix blocks P × P:
By extracting V 12 in Equation (25) and calculating V −1 22 , the rotation matrix TLS can be constructed as follows: 1, 2 , . . . , 2P) is defined as the eigenvalues of TLS . They can be obtained by calculating the eigenvalues of the matrix TLS . They are also the estimated values of the signal pole Z i .
5) CALCULATING f i , α i AND ζ i
According to λ i (i = 1, 2, . . . , 2P), the frequency f i and damping factor α i of each mode in the LFO signal can be calculated as follows:
The damping ratio ζ i can be calculated via f i and α i as follows:
After calculating the frequency and damping factor of each mode in the signal, the original amplitude and initial phase information can be obtained by the least squares method. By observing the N -point sampling signal and Equation (18), Equation (31) can be obtained as follows:
and
is a Vandermonde matrix. C i can also be calculated through the least squares method. Then the original amplitude A i and the initial phase θ i can be calculated as follows:
(32)
C. DEFINITION OF THE ACCURACY OF FITTING
After mode identification, the mode parameters of the signal can fit and reconstruct the LFO. In order to evaluate the approximation degree of the fitted signal and the original signal, the accuracy of the fitting index (AFI) is defined as:
where x is the original signal,x is the reconstructed signal, and · is the 2-norm of the signal. In general, a good fitting effect can be obtained when the AFI is greater than 10 dB. According to the two-stage algorithm illustrated above in Section II and Section III, the overall processing flowchart of the proposed method in this paper can be summarized as in Figure 6 . 
IV. CASE STUDY AND DISCUSSION
In this section, two cases study with analysis and discussion are presented. The first case in Section A is a simulation on the IEEE four-generator two-area system. The parameter setting of the system may generate some disturbance and will cause LFO such as intra-area oscillation and inter-area oscillation. The second one in Section B analyzes the actual measurement data of LFO accidents in the North American power grid to prove the effectiveness of the proposed method.
A. SIMULATION ON THE IEEE FOUR-GENERATOR TWO-AREA SYSTEM
In order to verify the identification validity of the proposed method, a simulation on the IEEE four-generator two-area system is presented in this section [31] . The system is under the condition of a heavy load weak contact line, which can easily cause an LFO. The disturbance of this system is set as follows: At time t = 1 s in the system operation, generators G2 and G4 are simultaneously subjected to a disturbance of 5% of the stable amplitude for a duration of 0.1 s. The disturbance will produce a swing that can disturb the synchronization between the generator rotors. The angular velocity oscillation curves of the genset, G1 to G4, are expressed as ω 1 to ω 4 , and the inter-area power oscillation curve, P 0 , is extracted from the system simulation. These elements are shown in Figure 7 (a) and (b) respectively. The generator angular velocity oscillation curves and the inter-area power oscillation curve are added with noise to be of SNR=15 dB. To avoid repeating similar analysis on angular velocity curves, the analysis mainly focuses on one of the angular velocity oscillation curves, ω 1 , and inter-area power oscillation curve P 0 . Figure 8 (a) and (b) show the processing stage for ω 1 and P 0 . After S-G filter processing, the SNRs of the noised ω 1 and P 0 are 28.2467 dB and 28.2781 dB respectively. After the preprocessing stage, adaptive TLS-ESPRIT parameter identification is performed and the curve fitting is completed. Regarding the preprocessed signal ω 1 and P 0 , a contrast of the fitting of different identifying methods is presented in Figure 9 (a) and (b) respectively. A comparison of different identifying methods is shown in Table 3 , where Th represents the threshold value, Ad is the adaptive value and T o is the average time of 1000 realizations of the identifying method. The other angular velocity curves' identifying results are listed in Table 5 . Observing the approximation degree between the preprocessed and fitting signal curves, the proposed method is better. For testing and analyzing the anti-noise performance of SVAPAIR, ω 1 and P 0 have been contaminated with white Gaussian noise to form different SNRs. Table 4 shows the numbers of the orders in different SNRs, which were obtained through experiments using different identifying methods. For the Prony and the TLS-ESPRIT algorithms, as the SNR increases, the accuracy of the order setting is seriously affected. However, the order setting of SVAPAIR, as proposed in this paper, is relatively stable and has only a small variation. If the SNR of the preprocessed signal exceeds 20 dB, the stability and the noise immunity in the order setting will be improved through SVAPAIR.
The noised LFO extracted from the disturbed fourgenerator two-area system is set up with an SNR of 15 dB. Table 5 shows the mode parameters of the LFO with and without noise. The relative error of the frequency is generally less than 2%, and that of the damping factor also falls within 5%, proving the accuracy and effectiveness of the proposed method. Furthermore, the system operating status is further determined according to the frequency and damping factor of the four generators' angular velocity oscillation signals and the inter-area power oscillation signals. For G1 to G4, it can be estimated that the damping ratio of the intra-area oscillation mode is 0.09, which indicates strong positive damping in the system. The system can suppress this oscillation itself. The damping ratio of the inter-area oscillation mode is −0.03, which is a kind of negatively damped oscillation that requires suppression.
In order to further verify the anti-noise characteristic and robustness of the proposed method, the TLS-ESPRIT algorithm and the proposed method are compared on the eigenvalues of ω 1 and P 0 . They are added with white Gaussian noise of SNR 30 dB in the condition of a 200 times Monte Carlo experiment. Then the eigenvalues of the TLS-ESPRIT algorithm and the proposed method are identified as shown in Figure 10 . Figure 10 shows that some of the eigenvalues in the TLS-ESPRIT algorithm are close to the actual values, while other eigenvalues deviate with the influence of noise. On the other hand, all eigenvalues identified by the proposed method approach the actual values, which shows that the proposed method possesses better anti-noise performance than the TLS-ESPRIT algorithm. Moreover, the eigenvalues of the TLS-ESPRIT algorithm are scattered, while those of the proposed method are all aggregated near the actual value, thus proving that the proposed method is more stable and more robust than the conventional one.
B. ANALYSIS OF MEASURED DATA IN THE POWER GRID
In this section, the actual power grid data is measured and extracted from the PMU in the North American power grid. It is utilized to evaluate the effect of the proposed method on identifying the LFO. The LFO in the total 35 s time period from 06:27:35 to 06:28:10 in Florida, USA is taken as an example to be analyzed. The actual frequency curve is extracted from the PMU and the sampling frequency is 10 Hz, or 350 sampling points in total. This curve has been drawn in MATLAB and is shown in Figure 11 .
After eliminating the DC and trend components from the actual power grid data mentioned above, the frequency is described in standard value, as shown in Figure 12 (a) . A wavelet time-frequency analysis is performed on it as shown in Figure 12 (b) .
After removing the DC and trend components from the LFO, the actual LFO given in Figure 11 is denoised with an S-G filter. Figure 13 shows the denoised LFO waveform. The signal, which is marked by a dotted line from 15 s to 25 s, is prepared for the subsequent identification. Since the number of LFO modes equals that of the signal frequency, it is an effective way to judge the dominant modes according to the composition of the frequency. In order to analyze the composition of the frequency, the oscillation signal is characterized as the power spectral density curve in Figure 14 . It can be seen that there are sharp peaks in the power spectral density near the frequencies of 0.27 Hz, 0.48 Hz, 0.61 Hz, and 0.88 Hz. The four dominant modes are distributed around these four frequency points. According to this analysis, the dominant modes of the LFO are determined accordingly. The Prony algorithm, TLS-ESPRIT algorithm and the proposed method are used to identify the abovementioned actual measured data of the power grid. The parameters of the dominant modes are analyzed in the method proposed in this paper and shown in Table 6 , where the parameters N = 100 and L = 40. It can be seen from Table 6 that the order of the proposed method is 8, which is equal to the actual LFO dominant order. Figure 15 illustrates that the proposed method has less error in parameter identification and is more suitable for a shorter operating time for online identification.
V. CONCLUSION
A two-stage processing method based on preprocessing and the adaptive TLS-ESPRIT algorithm is proposed in this paper. The proposed method can identify a noised LFO in power system accurately. The preprocessing stage performs well in terms of denoising, filtering out WAMS measurement noise and interference to purify the LFO, which lays a foundation for ensuring the accuracy of identification. The identifying stage uses the adaptive TLS-ESPRIT algorithm, and the SVAPAIR makes order determination adaptive in the identification process. The results showed that the improved TLS-ESPRIT algorithm has better anti-noise ability, robustness and accuracy when it comes to LFO identification.
Future research on this subject will focus on LFO caused by grid-connected distributed generators in modern power system. 
