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Rogozin’s convolution inequality for locally compact groups
Mokshay Madiman, James Melbourne, Peng Xu∗
Abstract
General extensions of an inequality due to Rogozin, concerning the essential supremum
of a convolution of probability density functions on the real line, are obtained. While a
weak version of the inequality is proved in the very general context of Polish σ-compact
groups, particular attention is paid to the group Rd, where the result can combined
with rearrangement inequalities for certain linear images for a strong generalization. As
a consequence, we obtain a unification and sharpening of both the ∞-Renyi entropy
power inequality for sums of independent random vectors, due to Bobkov and Chistyakov,
and the bounds on marginals of projections of product measures due to Rudelson and
Vershynin (matching and extending the sharp improvement of Livshyts, Paouris and
Pivovarov). The proof is elementary and relies on a characterization of extreme points
of a class of probability measures in the general setting of Polish measure spaces, as well
as the development of a generalization of Ball’s cube slicing bounds for products of d-
dimensional Euclidean balls (where the “co-dimension 1” case had been recently settled
by Brzezinski).
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1 Introduction
Throughout we will reserve E to denote a Polish measure space with its Borel σ-algebra,
which admits a regular1 σ-finite measure α. Fix this measure, which we will call the reference
measure on E. The law2 of a given E-valued random variable X defines a Borel probability
measure µ on E. We denote by P(E) the space of all such µ, and give the space the topology
induced by weak-* convergence, and more generally for measurable S ⊆ E, P(S) = {µ ∈
P(E) : supp(µ) ⊆ S}. We define M : P(E)→ [0,∞] for by
M(µ) = sup
{
µ(A)
α(A)
: α(A) > 0
}
.
When X is a random variable distributed according to µ, we will often use M(X) in place of
M(µ). We will write Pm(E) =M−1([0,m]), and for S ⊆ E, Pm(S) will denote {µ ∈ Pm(E) :
supp(µ) ⊆ S}. If M(X) is finite, the Radon-Nikodym theorem guarantees the existence of a
density f with respect to α, in which case
M(X) = ess sup
x
f(x) = ‖f‖L∞(E).
Often we will take E to be a locally compact group, denoted G in this case, and the
reference measure α to be the left Haar measure. Our first main result is cast in the case
G = Rd, with the reference measure being Lebesgue measure.
Theorem 1.1. For a random variable X = (X1, . . . Xn), composed of Xi independent R
d val-
ued vectors, P a projection matrix from Rn to a k dimensional subspace, Id the d-dimensional
identity matrix, and P⊗Id denoting their Kronecker product, there exists γi ∈ [0, 1] dependent
only on P such that
∑n
i=1 γi = k and
M(P ⊗ Id(X)) ≤ c(d, k)
n∏
i=1
Mγi(Xi)
where
c(d, k) =


min
{(
(1+ d
2
)
d
2
Γ(1+ d
2
)
)k
,
(
n
n−k
) d(n−k)
2
}
d ≥ 2
min
{
2
k
2 ,
(
n
n−k
)n−k
2
}
d = 1.
Let us discuss some special cases and consequences. When k = 1, the result should be
compared to the following result due to Bobkov and Chistyakov.
Theorem 1.2. [12] When X1, · · · ,Xn are independent random vectors in Rd,
M−
2
d (X1 + · · · +Xn) ≥ 1
e
n∑
i=1
M−
2
d (Xi). (1)
1By this we mean that Borel sets can be approximated in measure both by compact sets from within, and
by surrounding open sets.
2By this we mean P(X ∈ A) = µ(A)
2
Indeed, let us briefly sketch the relationship. Assume without loss of generality that the
Xi are bounded and write
X1 + · · ·+Xn = k(θ1X˜1 + · · ·+ θnX˜n),
with X˜i = M
− 1
d (Xi)Xi, and θi = M
− 1
d (Xi)/
√∑
jM
− 2
d (Xj), so that θ is a unit vector,
M(X˜i) = 1 and consequently
k =
√∑
M−
2
d (Xj).
Taking maximums, we compute.
M(X1 + · · ·+Xn) = k−dM(θ1X˜1 + · · ·+ θnX˜n)
= k−dM(Pθ ⊗ Id(X˜)),
where X˜ = (X˜1, . . . , X˜n), and Pθ denotes the projection matrix to the vector θ. Applying
Theorem 1.1, and unwinding a small bit of algebra we arrive back at equation (1)
M−
2
d (X1 + · · ·+Xn) ≥ c(d, 1)−
2
d
n∑
i=1
M−
2
d (Xi),
The constant can be written explicitly as Γ
2
d (1 + d2)/(1 +
d
2 ), which using Stirling’s approx-
imation can be shown to decrease with d to 1e . Independent of the number of summands,
these constants will be shown optimal.
In information theory, the number h∞(X) = − logM(X) (defined to be −∞ in the case
that M(X) is infinite) is called the ∞-Re´nyi entropy (or Re´nyi entropy of infinite order) of
X, and the number N∞(X) = e
2h∞(X)/d = M(X)−2/d is called the ∞-Re´nyi entropy power.
The∞-Re´nyi entropy is one instance of a one-parameter family of Re´nyi entropies hp(X) for
p ∈ [0,∞], which include the Shannon-Boltzmann entropy h1(X) = −
∫
E f(x) log f(x)α(dx).
Many of the results within this paper can be re-interpreted in this language.
Inequalities for the one-parameter family of Re´nyi entropies play an important role in
several areas of mathematics including probability [44, 6, 1, 52, 22, 5], information theory
[43, 9, 16], additive combinatorics [32, 45, 31, 21], and convex geometry [29, 11, 13, 20]; this
literature restricted to the Euclidean setting is surveyed and extended in [33]. Furthermore,
inequalities for the ∞-Re´nyi entropy (particularly as applied to sums of random variables
taking values in a group) in particular are closely related to the study of small ball proba-
bilities [27, 37, 18], which is important both from the viewpoint of probability and additive
combinatorics, and is closely connected to recent developments in random matrix theory.
Theorem 1.1 will allow us to prove the ∞-entropy power inequality
N∞
(
n∑
i=1
Xi
)
≥ Γ
2
d
(
d
2 + 1
)
d
2 + 1
n∑
i=1
N∞(Xi), (2)
which clearly sharpens Theorem 1.2. Further connections of the results here with Information
Theory are developed in [50, 51].
In a different direction, important recent developments in random matrix theory [40,
46, 41] motivated Rudelson and Vershynin’s investigation into small ball properties of lin-
ear images of high-dimensional distributions. To this end, the main result of [42] was the
following.
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Theorem 1.3. [42] When X = (X1, . . . ,Xn) is composed of R valued independent random
variables with M(Xi) ≤ L and P a projection matrix to a k dimensional subspace,
M(PX) ≤ (CL)k
for some C > 0.
This was optimally sharpened soon after by Livshyts, Paouris, and Pivovarov [28] and
it is exactly this sharpening that we recover in Theorem 1.1 when d = 1. Thus we can see
Theorem 1.1 as a generalization of both Theorems 1.2 and 1.3, unifying the two perspectives,
and including the optimal summand-independent sharpening of (1).
We consider our methods to be of independent interest. Their origin may be traced
to the 1987 paper of Rogozin [39], where the following elegant result was obtained for the
case (E,α) = (R, dx). If X1, . . . ,Xn are independent real-valued random variables, and
U1, . . . , Un are independent random variables with uniform distributions on intervals with
widths determined by setting M(Ui) =M(Xi), then
M(X1 + · · ·+Xn) ≤M(U1 + · · · + Un). (3)
The lack of a multidimensional analog of Rogozin’s inequality (3) had been noted by a num-
ber of authors. Rudelson and Vershynin [42] say, for instance: “A natural strategy would be
to extend to higher dimensions the simple one-dimensional argument leading to Theorem 1.2,
which was a combination of Ball’s and Rogozin’s theorems. [...] However, we are unaware of
any higher-dimensional versions of Rogozin’s theorem.”
We present the following extension of Rogozin’s theorem.
Theorem 1.4. Let X = (X1, . . . ,Xn) have components Xi independent R
d-valued random
vectors, and let Z = (Z1, . . . , Zn) be comprised of Zi independent random vectors distributed
uniformly on origin-symmetric Euclidean balls in Rd whose radii are determined by the equa-
tions M(Zi) = M(Xi) (with the understanding that Zi is a Dirac delta distribution at 0 if
M(Xi) =∞). Then
M(T ⊗ Id(X)) ≤M(T ⊗ Id(Z)). (4)
where T : Rn → Rk is a linear map, and Id is the identity map on Rd.
As mentioned above, the map T ⊗ Id is sometimes known as the Kronecker product of
T and Id. It can be understood, either by the tensor product identification of (R
d)n with
R
n ⊗ Rd via (x1, · · · xn) =
∑n
i=1 ei ⊗ xi, where ei denotes the standard basis for Rn, or by
the following formula. Write T with respect to the standard basis {ei} as Tij = ei ·Tej, then
(T ⊗ Id(X)) in (Rd)n has the coordinates
(T ⊗ Id(x1, . . . , xn))i =
n∑
j=1
Tijxj .
We will make frequent enough use of these tensor maps that we employ the abbreviated
notation T (d) = T ⊗ Id.
In particular, when T is a projection map to a one dimensional subspace, Theorem 1.4
asserts that the inequality (3) holds for random vectors Xi in R
d, with each Ui being uniformly
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distributed on a Euclidean ball with M(Ui) = M(Xi). After the first version of this paper
was presented, we learnt from S. Bobkov that this particular case had recently been obtained
by Jusˇkevicˇius and Lee [23], and we also learnt from P. Pivovarov and G. Livshyts that it
follows from stochastic ordering results obtained by Kanter [24, 25]. Apart from extending
Rogozin’s theorem, this inequality is related to a family of inequalities for Re´nyi entropy
of arbitrary order p, conjectured by Wang and the first-named author [48], with a certain
class of generalized Gaussian distributions indexed by a parameter βp being the conjectured
extremizers. For p = ∞, the corresponding generalized Gaussian distribution turns out to
be the uniform distribution on a Euclidean ball. The inequality (3) for random vectors in Rd
confirms [48, Conjecture IV.3] when p =∞.
Theorem 1.4 is proven in two parts. The first reveals a very general phenomenon that
does not require much of the structure present in our situation.
Theorem 1.5. Let {(Ei, αi)}ni=1, be Polish measure spaces with regular Borel measures αi.
For any coordinate-convex, lower semi-continuous (with respect to the product of weak-*
topologies) function Φ :
∏n
i=1 Pmi(Ei)→ R, we have
sup
(µ1,...,µn)∈
∏n
i=1 Pmi (Ei)
Φ(µ1, . . . , µn) = sup
(µ1,...,µn)∈
∏n
i=1 P
∗
mi
(Ei)
Φ(µ1, . . . , µn), (5)
where P∗m(E) denotes the space of Dirac measures on E if m =∞, and the space of measures
µ with densities of the form
dµ
dα
(y) = m1U (y) + c1{x}(y),
for some U contained in a compact subset of E, some c ∈ [0,m) and some x /∈ U , when m is
finite.
For example, we have the following weak Rogozin theorem for locally compact groups.
Given a group (G, ·), we will write xy for x · y, e for the identity element of a group, and x−1
for the inverse of x under the group operation.
Theorem 1.6. Suppose (G, ·) is a Polish σ-locally compact group with a non-atomic left Haar
measure α. Let X1, · · · ,Xn be independent G-valued random variables with density functions
f1, · · · , fn. Then the following inequality holds
M(X1 · · ·Xn) ≤ supM(U1 · · ·Un) (6)
where the supremum is taken over all independent G-valued random variables U1, · · · , Un with
Ui uniform distributed on a subset of G according to M(Ui) =M(Xi) (with the understanding
that Ui is a Dirac delta distribution if M(Xi) =∞).
The second step in the proof will be a general rearrangement theorem for maxima of
Euclidean densities. It allows one to dispense with the supremum in the inequality (6),
reducing the random variable problem to a particular convex geometric one. It is here that
our techniques are limited to the Euclidean setting and certain linear maps. When dealing
with Rd, there is a particularly nice notion of rearrangements for functions on Rd (namely,
spherically symmetric, decreasing rearrangements) with a well developed set of rearrangement
inequalities that can be deployed, which will allow us to arrive at the generalization described
in Theorem 1.4.
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Our approach is actually similar in philosophy to Rogozin’s, in that we exploit an ar-
gument based on an understanding of extreme points of an appropriate class of measures.
However Rogozin’s argument contained two steps: a discretization step and an extreme point
characterization in the discrete setting. By eschewing the discretization and directly im-
plementing an appropriate extreme point characterization in the general setting of Polish
measure spaces, we simultaneously simplify Rogozin’s argument and allow for significant
extension of his results.
In contrast, when discussing their methods for studying anticoncentration for linear im-
ages of high-dimensional distributions, which are based on an unpublished paper of Ball and
Nazarov [4] and do not yield sharp constants, Rudelson and Vershynin [42] say “this approach
avoids the delicate combinatorial arguments that appear in the proof of Rogozin’s theorem”;
Bobkov and Chistyakov [12] similarly characterize Rogozin’s theorem as “delicate”. What
follows will demonstrate Rogozin’s inequality and the generalizations that we develop as a
consequence of general and simple mechanisms.
With this in hand, we will prove Theorem 1.1 by proving the inequality in the special
case that the Xi are uniformly distributed on origin symmetric balls.
In parallel to the Euclidean space discussion, we will also develop an analogous (partial)
theory for integer-valued random variables with their usual Haar (counting) measure. To
complete the development of a theory in the integer setting requires additional ingredients,
and such a completion will be reported in a forthcoming paper.
We will organize this paper as follows. In Section 2, we will first describe applications
of Theorem 1.5 before deploying the Krein-Milman machinery and a general approximation
argument to obtain its proof.
In Section 3, we first deduce Theorem 1.4 from Theorem 1.6 by proving a generalization
of the rearrangement inequality of [48], corresponding to the ∞-Re´nyi entropy case. This in
turn relies on the Rogers-Brascamp-Lieb-Luttinger rearrangement inequality [38, 14].
In Section 4, we will derive the quantitative bounds of Theorem 1.1. Separate argu-
ments will be put forth for the constants appearing in the minima, one bound derived from
straightforward analysis of the density function the releveant random variable, the other from
investigation of its characteristic function. Both results will rely on application of a geometric
Brascamp-Lieb inequality.
2 Extreme points of a class of measures
2.1 Examples
Let us first discuss some immediate consequences of the Theorem 1.5, starting with a more
explicit description of P∗m(E) in two general cases. We will following this with some examples
of convex lower semi-continuous functions on
∏n
i=1Pmi(Ei).
1. When α is non-atomic, P∗m(E) are compactly supported measures with density of the
form m1U , where α(U) =
1
m .
2. When α is discrete, an element of P∗m(E) is necessarily supported on a finite set, say
X = {x0, x1, . . . xn} in E and has a density realized as
m1X\x0 + c1x0 .
such thatmα(X) > 1, and c = 1−mα(X\x0)α(x0) . In particular when α is a counting measure,
X can be written as {x0, x1, . . . , x[ 1
m
]}, and c = 1−m[ 1m ].
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Interesting examples can be built by composing couplings with functionals.
Example 2.1. Given a metric c, on a compact spaceK, the map C(µ, ν) = infpi∈Π(µ,ν)
∫
K×K c(x, y)pi(dx, dy)
is convex and lower semi-continuous. Here Π(µ, ν) is the space of all couplings of µ and ν, in
the sense that pi ∈ P(K ×K) and its marginals satisfy pi1 = µ, pi2 = ν, see [47].
The majority of this paper will actually be concerned with the trivial coupling. The
following example will be of later use.
Lemma 2.2. Let (E1, α1), · · · , (En, αn) and (E,α) be Polish measure spaces. For a con-
tinuous map ϕ : E1 × · · · × En → E, and a convex lower semi-continuous functional
T : P(∏ni=1Ei)→ R the map,
(µ1, . . . , µn) 7→ T (ϕ∗(µ1 ⊗ · · · ⊗ µn))
is lower semi-continuous and coordinate convex.
Proof. For convexity it suffices to show (µ1, . . . , µn) 7→ ϕ∗(µ1 ⊗ · · · ⊗ µn) is affine in its
coordinates, as its composition with the convex map T , is then necessarily coordinate convex.
For clarity and notational brevity we will consider only the n = 2 case, as the general situation
is no more complicated. To prove affineness, take Borel A ⊆ E, and observe that from the
definition of the pushforward and the product measure,
(λµ1 + (1− λ)ν1)⊗ µ2(ϕ−1(A)) = λµ1 ⊗ µ2(ϕ−1(A)) + (1− λ)ν1 ⊗ µ2(ϕ−1(A))
Thus ϕ∗(λµ1 + (1 − λ)ν1, µ2) = λϕ∗(µ1, µ2) + (1 − λ)ϕ∗(ν1, µ2), and since the argument for
the second coordinate is identical, convexity is proved.
For continuity, we will show that we have a composition of continuous maps. For f
continuous and bounded , f ◦ ϕ is as well. Thus for limn µn = µ, limn µn(f ◦ ϕ) = µ(f ◦ ϕ).
Thus the pushforward mapping induced by a continuous map is continuous with respect to
the weak-* topology.
The map (µ, ν) 7→ µ ⊗ ν is continuous as well, as product measure convergence in the
weak-* topology is equivalent to weak-* convergence of the marginals, see for instance [10].
Or if one fixes metrics d1 and d2 on E1 and E2 letsW1,d denote the 1-Kantorovich-Rubenstein
distance with respect to a metric d, it is straight forward to prove that
W1,d(µ⊗ ν, µ′ ⊗ ν ′) ≤W1,d1(µ, ν) +W1,d2(µ′, ν ′)
where d((x1, x2), (y1, y2)) = d1(x1, y1) + d2(x2, y2). Thus we have lower semi-continuity as
this property is preserved by composition with continuous functions. 
The following examples are then corollaries.
Example 2.3 (Littlewood Offord). WhenXi are independent random variables taking values
in a compact subset Ki of a ring R with a reference measure αi. Then for fixed vi in a
topological R-module M with and an open subset O,
P(v1X1 + · · ·+ vnXn ∈ O) ≤ sup
U
P(v1U1 + · · ·+ vnUn ∈ O)
where the suprema is taken over all Ui independent with law belonging to E(Pαi(Ki)).
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Proof. Taking T : P(M) → R, defined by µ 7→ µ(O) is lower semi-continuous and linear.
The map a : Rn →M given by a(x1, . . . , xn) = x1v1 + · · ·+ xnvn is continuous. Thus by the
map :
∏n
i Pαi(Ki) → R defined by (µ1, . . . , µn) 7→ Tv∗(µ1 ⊗ · · · ⊗ µn). is coordinate convex
(it is actually multi-linear) and lower semi continuous. Thus by Lemma 2.2,
Tv∗(µ1, . . . , µn) ≤ sup
νi∈E(P(Ki))
Ta∗(ν1, . . . νn))
But writing Xi ∼ µi, his is exactly
P(a1X1 + · · ·+ anXn ∈ O) ≤ sup
U
P(a1U1 + · · ·+ anUn ∈ O)

Example 2.4. Suppose that X1, . . . ,Xn are independent G-valued random variables on a
compact group G with Haar measure α. Then,
M(X1 · · ·Xn) ≤ supM(U1 · · ·Un),
when α is atom-free, the supremum is taken over all Ui uniformly distributed on sets such
that M(Ui) = M(Xi), otherwise α is a counting measure and Ui is of the form described in
case 2 above.
We will pay particular attention to the Euclidean case on Rd and the integer case on Z.
Example 2.5. When X = (X1, . . . ,Xn) has coordinates Xi bounded, independent R
d valued
random variables, and P is a projection from Rn to a k-dimensional subspace,
M(T (d)(X)) ≤ sup
U
M(T (d)(U)),
where the suprema is taken over all U = (U1, . . . , Un) with independent coordinates Ui,
uniform on sets chosen satisfying M(Xi) =M(Ui).
Example 2.6. When X = (X1, . . . ,Xn) has coordinates Xi bounded, independent, and
taking values in a discrete group G, with counting reference measure. Then,
M(X1 · · ·Xn) ≤ sup
U
M(U1 · · ·Un)
≤ sup
V
M(V1 · · ·Vn)
where the first suprema taken over all U = (U1, . . . , Un) with independent coordinates Ui,
nearly uniform on sets in the sense of case 2 such that M(Xi) = M(Ui), and the second
is taken over all V = (V1, . . . , Vn) with independent coordinates Vi uniform on sets of size
determined by the equation M(Vi) = [M(Xi)
−1]−1.
Note that we use the notation [x] for the floor of x equal to sup{n ∈ Z : n ≤ x}.
The second inequality follow from the fact that [M(Xi)
−1]−1 ≥ M(Xi), so we can take a
supremum over a larger set.
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2.2 Proof of Extremizers
In order to recall the classical Krein-Milman theorem, let us fix some notation. For S a subset
of a locally convex space, we will denote by E(S) the set of extreme points3 of S . We will
denote by co(S) the convex hull of S defined to be all finite convex combinations of elements
in K, and co(S) for its topological closure.
Theorem 2.1. ([26]) For a locally convex topological vector space V , if K ⊂ V is compact
and convex, then K = co(E(K)).
The significance of the result for our purposes is that it reduces the search for suprema
in the following case, if Φ : K → R is convex and lower semi-continuous in the sense that
xβ → x implies, Φ(x) ≤ lim inf Φ(xβ), then we can limit our search for extremizers to the
smaller set E(K) as
sup
x∈K
Φ(x) = sup
x∈E(K)
Φ(x).
Indeed, x ∈ K, can be written as the limit of xβ in co(E(K)), and any such β can be written
as a finite convex combination of extreme points, xβ =
∑
λiei, but by convexity any such
elements value can be bounded by Φ(xβ) ≤
∑
λiΦ(ei) ≤ supE(K)Φ. Thus
Φ(x) ≤ lim inf Φ(xβ)
≤ sup
x∈E(K)
Φ(x).
Recall from Prokhorov’s tightness theorem that for a compact subset K of a Polish
space, P(K) is a compact subset of the (Polish vector space) of all finite Borel signed mea-
sures endowed with the weak-* topology. Since P(K) is clearly convex, by Krein-Milman
co(E(P(K))) = P(K), and in fact it is straightforward to show that E(P(K)) is the set of
Dirac measures on K. The main purpose of this subsection is to prove the following lemma,
which shows that the Krein-Milman framework applies to Pm(K) and thus simplifies the
search for maximizers of certain functionals.
Lemma 2.7. Let {(Ei, αi)}ni=1, be Polish metric measure spaces with regular Borel measures
αi, then for compact Ki ⊆ Ei any coordinate-convex, lower semi-continuous with respect to
the product of weak-* topologies, Φ :
∏n
i=1 Pmi(Ki)→ R satisfies
supΦ(
n∏
i=1
Pmi(Ki)) = supΦ
(
E
(
n∏
i=1
Pmi(Ki)
))
(7)
= supΦ
(
n∏
i=1
E(Pmi(Ki))
)
. (8)
Furthermore, the extreme points µ ∈ E(Pm(K)) are of the form
µ(A) =
∫
A
m1U(y) + c1{x}(y)dα(y),
for a measurable subset U of K, c ∈ [0,m) and x ∈ K \ U , and for any measurable set A.
3That is the set of points s ∈ S such that x, y ∈ S with 1
2
(x+ y) = s implies x = y = s
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Portions of the proof of Lemma 2.7 will be useful to us and we isolate these results as
lemmas. In particular, we demonstrate the lower semi-continuity of M in Lemma 2.8, that
Pm(K) is compact and convex in Lemma 2.9 and describe its extreme points as Lemma 2.10.
Lemma 2.8. The map M : P(E) → [0,∞] is lower semi-continuous (with respect to the
weak-* topology).
Proof. Assume µβ → µ, and let A be such that α(A) > 0, for open O containing A, by the
definition of weak-* convergence4 and M
µ(O) ≤ lim inf
β
µβ(O) ≤ α(O) lim inf
β
M(µβ).
By the inclusion hypothesis, and the regularity of α,
µ(A) ≤ α(A) lim inf
β
M(µβ).
As A was arbitrary, we have our result M(µ) ≤ lim infβM(µβ). 
Lemma 2.9. For any S ⊆ E, Pm(S) is convex. When S = K compact, Pm(K) is compact
in the weak-* topology.
Proof. For µ, ν ∈ Pm(S) and t ∈ (0, 1), the computation
((1− t)µ+ tν)(A) ≤ (1− t)mα(A) + tmα(A) = mα(A),
shows that Pm(S) is convex. By Prokhorov’s compactness theorem, the space of all Borel
measures supported on K is compact and since Pm(K) =M−1(−∞,m], it is a closed subset
(by the lower semi-continuity of M proved in Lemma 2.8) of a compact metrizable set. 
Lemma 2.10. Pm(K) (for all m ∈ (0,∞]) is convex and compact when endowed with the
weak-* topology, and furthermore when5 1/α(K) < m <∞ the extreme points of Pm(K) are
probability measures µ of the form
µ(A) =
∫
A
(
m1U (y) + c1x(y)
)
dα(y).
for U ⊆ K, c ∈ (0,m) and x ∈ K \ U .
Proof. We will assume m <∞, the m =∞ case is straight forward. Convexity is immediate.
For compactness recall that Pm(K) = M−1(∞,m], and thus by lower semi-continuity of M
(Lemma 2.8), Pm(K) is a closed subset of the compact set P(K), and hence compact itself.
Now let us show that the proposed extremizers are indeed extreme. Take µ of the form
dµ
dα = m1U + c1{x}, and suppose that µ is an interpolation µ1 and µ2, explicitly µ = (1 −
t)µ1 + tµ2. Then clearly, the support of µi must be contained in the support of µ, and as
elements of Pm(K), µi(W ) ≤ mα(W ). If this inequality were strict on someW ⊆ U we would
4That is the locally convex Hausdorff topology generated by the separating family of seminorms ‖µ‖f :=
|
∫
fdµ|, where f ranges over all continuous functions with compact support
5When the α(K)m ≤ 1, the result is uninteresting, but still true. α(K)m = 1 implies Pm(K) = {mα},
while α(K)m < 1 implies Pm(K) is empty.
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have mα(W ) > (1 − t)µ1(W ) + tµ2(W ) = µ(W ), and we would arrive at a contradiction.
Since µi are probability measures supported on U ∪ {x},
µi({x}) = 1− µi(U) = 1−mα(U) = µ({x}).
Thus µ is extreme.
Next we will show that extreme points are necessarily of the proposed form. First for
notational brevity, for z ∈ [0,m/2), let us write Sz for the set dµdα
−1
(z,m − z), and suppose
that there exists ε > 0, such that we can find disjoint subsets of Sε denoted U1, U2 with
α(Ui) > 0. For concreteness say α(U1) ≥ α(U2). Define elements of Pm(K) by
dµ1 =
(
dµ
dα
+ ε
[
1U1 −
α(U2)
α(U1)
1U2
])
dα
dµ2 =
(
dµ
dα
− ε
[
1U1 −
α(U2)
α(U1)
1U2
])
dα
Then (µ1 + µ2)/2 = µ, so that such a µ can never be extreme.
It remains to show that we can find such ε, U1, U2 when
dµ
dα cannot be decomposed into
the form of our proposed extremizers. For this purpose it suffices to find ε > 0 , and distinct
x1, x2 belonging to the support of the restricted measure µSε , (explicitly µSε(A) = µ(Sε∩A)).
Indeed take, Oi to be disjoint open neighborhoods of xi and define
Ui = Oi ∩ Sε.
Now, since α(S0) > 0 there exists by measure continuity, ε
′ > 0 such that α(Sε′) > 0,
thus µSε′ is not the zero measure and we may choose x1 belonging to its support. Again by
measure continuity and since α(S0 \ {x1}) > 0 (as otherwise µ is of the proposed extremal
form), so there exists ε ∈ (0, ε′) such that α(Sε \ {x}) > 0. Thus choosing our x2 to be an
element of the support of µSε\{x1}, we have the desired xi. 
Piecing the above together we have the following.
Proof of Lemma 2.7. Suppose the result holds for k < n. Then since coordinate convexity
and lower semi-continuity are preserved by the fixing of coordinates,
Φ(µ1, . . . , µn) ≤ sup
νn∈E(Pmn (Kn))
Φ(µ1, . . . , µn−1, νn)
≤ sup
νn∈E(Pmn (Kn))
(
sup
νi∈E(Pmi (Ki)),i<n
Φ(ν1, . . . , νn−1, νn)
)
= sup
νi∈E(Pmi (Ki))
Φ(ν1, . . . , νn).
By Lemma 2.9 the n = 1 case is a direct application of Krein-Milman to Pm1(K1). From this
the equations (7) follow as soon as one observes the general fact that
E(S1 × · · · × Sn) = E(S1)× · · · × E(Sn), (9)
for sets Si ⊆ V in a vector space. The n = 2 case is enough. For x = (x1, x2) ∈ E(S1)×E(S2),
and suppose that x = (u + v)/2 = (u1+v12 ,
u2+v2
2 ). Thus xi = (ui + vi)/2. Thus by the
extremality of xi, xi = ui = vi, and we have x = u = v and x ∈ E(S1 × S2).
11
For x ∈ E(S1×S2), if x = (x1, x2) and suppose there exists u1, v1 such that x1 = (u1+v1)/2
then u = (u1, x2) and v = (v1, x2) are such that x = (u + v)/2 so that u = v = x. As a
consequence x1 = u1 = v1, so that x1 ∈ E(S1). It follows similarly that x2 ∈ E(S2), so that
x ∈ E(S1)× E(S2) and we have (9).
The characterization of extreme points is given by Lemma 2.10. 
2.3 Beyond compactness
The following theorem extends Lemma 2.7 to suit potentially non-compact spaces. We will
investigate further extensions in the presence of a theory of rearrangement, developed in
Section 3 below.
Theorem 2.2. For {Ei, αi} and a coordinate convex, lower semi-continuous (with respect to
the product of weak-* topologies), Φ :
∏n
i=1Pmi(Ei)→ (−∞,∞] we have
sup
{
Φ(µ1, . . . , µn) : (µ1, . . . , µn) ∈
n∏
i=1
Pmi(Ei)
}
= sup
{
Φ(µ1, . . . , µn) : (µ1, . . . , µn) ∈
n∏
i=1
P∗mi(Ei)
}
.
(10)
where we define
P∗m(E) =
{⋃
K⊆E compact E(Pm(K)) if mα(E) > 1
Pm(E) otherwise.
Let us first remark that mα(E) > 1 is the only interesting case. When mα(E) = 1,
Pm(E) consists only of the singleton mα, while mα(E) < 1 implies that Pm(E) is empty.
Proof. We will prove the claim by induction. The result will hinge on the fact that for a Polish
space E, with regular measure α, the compactly supported measures in Pm(E) form a dense
subset, which we show now. If m =∞, Pm(E) = P(E) and the result is immediate. Indeed,
for µ ∈ P(E) use Prokhorov’s tightness theorem to select an increasing sequence of compact
setsKm, such that limm µ(Km) = 1, and then take µm defined by µm(A) = µ(A∩Km)/µ(Km)
to form a sequence of compactly supported probability measures converging to µ.
In the case that m is finite, for µ ∈ Pm(E) we have by Radon-Nikodym, dµ = fdα. Then
either there exists an ε0 > 0 such
α(f ≤ m− ε0) > 0
or there does not. If not, letting ε tend to zero and using the continuity of measure we have
α(f < m) = 0, but this implies dµ = mdα and we are done. Any element of Pm(E) has a
density say g bounded above by m, so that f − g ≥ 0. Thus ∫ |f − g|dα = ∫ f − gdα = 0,
and Pm(E) is just the singleton {µ}.
In the case there exists such a ε0, fix such an ε0 and use inner regularity to choose a
compact set K ⊆ {f ≤ m − ε0} such that α(K) > 0. Then choose a sequence of increasing
compact sets Kj containing K such that limj
∫
Kj
fdα =
∫
fdα. Let fj be a truncation of f
in the sense that
fj(x) =
{
min{f(x),m− 1j } for x ∈ Kj ,
0 for x /∈ Kj .
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Then define a density,
gj = fj +
(∫
f − fjdα
α(K)
)
1K ,
By definition gj is compactly supported on Kj, non-negative as fj ≤ f , and satisfies α(gj) =
α(f) = 1. Thus µj defined by
dµj
dα = gj gives a sequence of compactly supported measures
in P(E). It remains to show that they approximate µ in Pm(E). We first compute that
‖gj‖∞ ≤ m for large j
α(gj > m) = α({gj > m} ∩Kc) + α({gj > m} ∩K)
= α(fj > m) + α({fj + cj > m} ∩K).
But {fj + cj > m} ∩K is only non-empty when cj ≥ ε0. By the construction of Kj cj goes
to zero with j large, and since α(fj > m) = 0 for all j, we have α(gj > m) = 0, and thus
µj ∈ Pm(E) for j large enough.
It remains to check that µj goes to µ in the weak-* topology. For ϕ continuous and
bounded, a straightforward application of Lebesgue dominated convergence shows that µj(ϕ)→
µ(ϕ).
By the above, ∪{K⊂Eicompact}Pmi(K) is dense in Pmi(Ei) and hence it follows that for a
fixed ε > 0 and µi ∈ Pmi(Ei), there exists compactly supported νi in say Pmi(Ki) such that
(by lower semi-continuity),
Φ(µ1, . . . , µn) < Φ(ν1, . . . , νn) + ε.
But by Lemma 2.7,
Φ(ν1, . . . , νn) ≤ supΦ(E(Pm1(K1)), . . . , E(Pmn(Kn)))
But by inclusion E(Pmi(Ki)) ⊆ P∗mi(Ei) and taking ε→ 0 we have our result. 
3 Rearrangements and Rogozin-type theorems
3.1 A rearrangement theorem for maxima on Euclidean spaces
For X = (X1, . . . ,Xn) with Xi independent and distributed on R
d according to density fi, we
consider a sort of “rearrangement” X∗ = (X
∗
1 , . . . ,X
∗
n) a random variable with independent
coordinates X∗i distributed according to f
∗
i the symmetric decreasing rearrangement of fi.
Explicitly, for a non-negative function f , its symmetric decreasing rearrangement is uniquely
defined by the formula,
f∗(x) =
∫ ∞
0
1{(y,s):f(y)>s}∗(x, t)dt,
where A∗ denotes the open origin-symmetric ball with the same measure as A ⊆ Rd. We then
show that under linear maps that respect the independence structure of the random variable
X, the essential sup operation is non-decreasing on this rearrangement in the following sense.
Theorem 3.1. Suppose that X = (X1, · · · ,Xn) is comprised of Xi independent random
vectors in Rd and T is a linear map on Rd to a k-dimensional Euclidean space Ek = T (Rd).
Then,
M(T (d)(X)) ≤M(T (d)(X∗)). (11)
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We will employ what is often called the Brascamp-Lieb-Luttinger rearrangement inequal-
ity, that for any measurable functions fi : R
d → [0,∞), with 1 ≤ i ≤ n, and real numbers
aij , 1 ≤ i ≤ n, 1 ≤ j ≤ N ,
∫
RdN
N∏
j=1
dxj
M∏
i=1
fi

 N∑
j=1
aijxj

 ≤ ∫
RdN
N∏
j=1
dxj
M∏
i=1
f∗i

 N∑
j=1
aijxj

 .
We can recast for our notation and interest as the following,
Theorem 3.2. [38, 14] For a product density f(x) =
∏n
i=1 fi(xi), and A an n×N matrix∫
RdN
f(A(d)(x))dx ≤
∫
RdN
f∗(A
(d)(x))dx
where f∗ =
∏
i f
∗
i .
Let X = (X1, . . . ,Xn) be composed of independent R
d valued random variables with
compact support and density f . Let T be a linear map from Rn onto a k-dimensional
subspace of Rn.
Lemma 3.1. If A = (a1, . . . , an−k) is a matrix composed of column vectors ai that constitute
a basis for ker(T ), then
fT (d)(X)(0) = |TT t|−2/d
∫
ker(T )
f(w)dw (12)
= C(T,A)
∫
(Rd)n−k
f(A(d)Id(y))dy. (13)
where C(T,A) = |TT t|−2/d|A(d)|−1.
To be clear, the determinant of TT t will be considered as an automorphism of the sub-
space, and A(d) will be considered as a linear isomorphism between (Rd)n−k and ker T (d).
Proof. By a general change of variables (for example see the co-area formula in [19])we can
write,
fT (d)(X)(0) = |(T (d))(T (d)Id)t|−1/2
∫
ker(T (d))
f(x)dx
Recalling the that T (d) = T ⊗Id, From the general algebraic properties of Kronecker products
we have,
|(T ⊗ Id)(T ⊗ Id)t)| = |(T ⊗ Id)(T t ⊗ Itd)|
= |(TT t ⊗ IdItd)|
= |TT t ⊗ Id|
= |TT t|d|Id|n
= |TT t|d.
Now we verify that the map A(d) is an isomophism, from (Rd)n−k to ker(T (d)). Again using
general properties of Kronecker products, rank (A(d)) = rank (A)rank (Id) = (n − k)d so to
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show that A(d) is a linear isomorphism, it is enough to show that it maps to ker(T (d)). But
this is immediate,
T (d)(A(d)(x)) = (T ⊗ Id)(A⊗ Id)(x)
= TA⊗ IdId(x)
= 0n ⊗ Id(x)
= 0.
Our result now follows from change of variables as we will then have,∫
(Rd)n−k
f(A(d)(y))dy = |A(d)|
∫
ker(T (d))
f(x)dx.

We can now prove our result.
Proof of Theorem 3.1. Given an ε > 0 we may assume by translation that fT (d)(X)(0) + ε >
M(T (d)(X)). By Lemma 3.1,
fT (d)(X)(0) = C(T,A)
∫
(Rd)n−k
f(A(d)(y))dy.
Applying Theorem 3.2,
C(T,A)
∫
(Rd)n−k
f(A(d)(y))dy ≤ C(T,A)
∫
(Rd)n−k
f∗(A
(d)(y))dy
= fT (d)(X∗)(0).
hence,
M(T (d)(X)) ≤M(T (d)(X∗)) + ε,
and with ε→ 0, the result holds. 
3.1.1 A Rogozin-type Equation for linear transforms
Notice, in the case that Xi are independent and compactly supported, the synergy between
Theorems 1.5 and 3.1,
M(T (d)(X)) ≤ sup
U
M(T (d)(U))
≤ sup
U
M(T (d)(U∗)).
But since Ui is uniform on a set such that M(Ui) =M(Xi) its symmetric rearrangement U
∗
i
is just Zi uniform on the ball such that M(Zi) =M(Xi). We can collect this observation as
the following theorem.
Theorem 3.3. When Xi are independent R
d random variables and T is a linear map from
R
n to a k-dimensional space,
M(T (d)(X)) ≤M(T (d)(Z)).
Where Z is composed of independent Zi, distributed uniformly on the origin symmetric ball
such that M(Zi) =M(Xi).
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3.2 The integers
The following is a rather special case of a more general rearrangement theory for integer
valued random variables.
Lemma 3.2. [49, 35, 34] When {Ui}ni=1 are uniformly distributed on subsets of size li, then
M(U1 + · · ·+ Un) ≤M(Z1 + · · ·+ Zn)
where Zi is uniformly distributed on {0, 1, . . . , li − 1}.
Combining our main theorem, with the above we have the following
Theorem 3.4. When X1, · · · ,Xn are independent integer valued random variables satisfying
M(Xi) ≤ 1/li for integers li, where the maximum is considered with respect to the usual
counting measure, then
M(X1 + · · ·+Xn) ≤M(Z1 + · · ·+ Zn)
where Zi is uniformly distributed on {0, 1, . . . li − 1}.
Proof. Apply Theorem 1.5 and then Lemma 3.2. 
4 Quantitative bounds based on Geometric inequalities
4.1 Euclidean Space
In Brzezinski [15], the author proves a geometric inequality about certain sections of n-
products of d-dimensional balls. Namely that for θ ∈ Sn−1, there exists an explicit c(d) > 0
(for which we will give further discussion) such that,∣∣∣∣∣∣

x ∈
n∏
i=1
B(0, rd) :
n∑
j=1
θjxj = 0


∣∣∣∣∣∣
d(n−1)
≤ c(d).
Letting {Zi}ni=1 independent random vectors uniformly distributed on the ball of unit
volume in Rd, we can describe this result probabilistically as the fact that for θ ∈ Sn−1
M(θ1Z1 + · · ·+ θnZn) ≤ c(d).
A projection matrix from Rn to a one dimensional subspace, can be realized by taking
a representative unit vector θ, and writing Pθx = (θ1x1 + · · · + θnxn)θ. Thus Pθ ⊗ Id(Z) =
θ ⊗ Id(θ1Z1 + · · · + θnZn), interpreting θ here as a linear functional. But θ ⊗ Id is a linear
isometry from Rd onto its image. Indeed,
‖θ ⊗ Id(x)‖2nd = ‖(θ1x, . . . , θnx)‖2
=
∑
i
∑
j
(θixj)
2
=
∑
i
θ2i ‖x‖2d
= ‖x‖2d.
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Thus,
M(θ1Z1 + · · · + θnZn) =M(Pθ ⊗ Id(Z)) ≤ c(d).
.
Before we state our theorem let us remark on the constant c(d). In [2], K. Ball proved
c(1) =
√
2 (which in turn is c(1, 1) in our Theorem 1.1) as the best possible bound by deriving
a sharp control of the Lp norm of the Fourier transform of an interval indicator. In fact soon
after in [3] Ball obtained Theorem 1.1 in the special case that each Xi is distributed uniformly
on [−12 , 12 ]. In [15] Brzezinski used a similar approach to derive a best possible bound for c(d)
when d ≥ 2, dependent on precise control of the Lp norm of the Fourier transform of a the
uniform distribution on the d-ball of unit volume, (which turn out to be normalized Bessel
functions). What is more, using estimates on certain Bessel functions, Brzeziski showed c(d)
to be asymptotically sharp by showing the bound obtained for a certain sequence of vectors.
This result can be reformulated probabilistically as
c(d) = lim
n
M
(
Z1 + · · ·+ Zn√
n
)
.
Where Zi are iid and uniformly distributed on the unit volume ball. With this probabilistic
formulation, there’s an obvious and pleasant approach to obtaining the value of the right
hand side. Using log-concavity with symmetry to locate the maximum of the density and the
local central limit theorem (see [17] for example),
c(d) =M(ZG)
where ZG is normal with covariance matrix Σ matching B1. Hence,
c(d) = (2pi)−d/2|Σ|−1/2. (14)
The covariance matrix of a random variable uniformly distributed on a d-ball of radius R, is
R2
d+2Id, and the radius of a d-ball of unit volume is Γ
1
d (1+ d2 )pi
−1/2. Combining these we have
c(d) = c(d, 1)
=
(1 + d2)
d
2
Γ(1 + d2)
.
Let us record this in the following
Theorem 4.1. [15] For Z = (Z1, . . . , Zn), with coordinates independent and uniformly dis-
tributed on the d-ball of unit volume, and a one dimensional projection matrix P on Rn,
M(P (d)(Z)) ≤ (1 +
d
2 )
d
2
Γ(1 + d2)
. (15)
The proof of the above hinges on the following integral approximation, which will be
useful in the generalization put forth below.
Lemma 4.1. [15] If ϕd(ξ) denotes the characteristic function of a random variable uniformly
distributed on the d-ball of unit volume and p ≥ 2,
(2pi)−d
∫
Rd
|ϕd(ξ)|pdξ ≤ c(d)p−
d
2 . (16)
More generally for Z uniformly distributed on a d ball,
(2pi)−d
∫
Rd
|ϕZ(ξ)|pdξ ≤M(Z)c(d)p−
d
2 (17)
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Before we proceed we will also need use of a geometric Brascamp-Lieb inequality, and an
elementary lemma.
Theorem 4.2. [7, 8] For i = 1, · · ·m, ci > 0 and Ai : H → Hi be linear maps from a
Euclidean space of dimension N to a subspace of dimension ni such that AiA
t
i = Ini with
m∑
i=1
ciA
t
iAi = IN ,
then for all Borel functions gi : Hi → R+,∫
H
m∏
i=1
gi(Aix)
cidx ≤
m∏
i=1
(∫
Hi
gi
)ci
.
Lemma 4.2. Let θ = (θ1, · · · , θn) ∈ Sn−1, denote by Pi : Rn → Rn the orthogonal projection
onto e⊥i ⊂ Rn. Then for d ≥ 1, consider (Rd)n, let A be a measurable subset of (〈θ〉⊥)d with
span(A) = Md for some subspace M ⊂ Rn with dim(M) = m ∈ {1, · · · , n − 1}. Then we
have
|θi|d|A|md ≤ |P (d)i (A)|md
We will only sketch a proof, the mechanics of the argument are the same as Lemma 3.1
of [28] where more details can be found.
Proof. We may assume that Pi : θ
⊥ → e⊥i is injective and θ 6= ±ei. Standard linear algebraic
techniques can obtain an orthonormal basis for M {v1, · · · , vm} with |Pi(v1)| = |θi| and
Pi(vj) = vj for all j = 2, · · · , k. Now we will raise from Rn to (Rd)n. Define vj,l :=
vj ⊗ δld where δld denotes the d-dimensional vector with the l-th position equals to 1 and
other positions equal to 0. It is easy to verify that |P (d)i (v1,l)| = |θi| for all l = 1, · · · , d, and
P
(d)
i (vj,l) = vj,l for all j = 2, · · · , k and l = 1, · · · , d. hus a similar argument as Lemma 3.1
in [28] provides this lemma. 
Now let us state the main result of this section.
Theorem 4.3. Given Z = (Z1, · · · , Zn) comprised of independent, random vectors such that
each Zi is distributed uniformly on a ball in R
d with d ≥ 2, and a projection matrix P from Rn
to a k dimensional subspace, then there exists {γi}ni=1, with γi ∈ [0, 1] such that
∑n
i=1 γi = k
such that
M(P (d)(Z)) ≤ c(d, k)
n∏
i=1
M(Zi)
γi , (18)
where c(d, k) is the minimum of two separately derived constants,
c1(d, k) =
(
(1 + d2)
d
2
Γ(1 + d2 )
)k
c2(d, k) =
(
n
n− k
) d(n−k)
2
. (19)
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The assumption that d ≥ 2, is at no loss of generality, the case d = 1 is solved by [3, 28]
with
c(1, k) = min
{
2
k
2 ,
(
n
n− k
)n−k
2
}
Let us notice that since Z = M(Z)1B , with B = (B1, . . . , Bn), this statement has an
equivalent, more obviously geometric formulation, that for any set of Bi d-dimensional balls,
with their product B =
∏n
i=1Bi, there exist βi ∈ [0, 1] such that β1 + · · ·+ βn = n− k, such
that
|{E(d)k ∩B}|d(n−k) ≤ c1(d, k)
n∏
i=1
|Bi|βid , (20)
where Ek is a k co-dimensional subspace, and
E(d) = E ⊗ Rd ⊆ (Rd)n = Rn ⊗ Rd (21)
with the orthogonal projection matrix given by P (d) mapping from (Rd)n → Ed.
Proof. We will prove the result in two parts, as it is enough to find γi for c1 and then c2.
Proof of the constant
(
(d
2
+1)
d
2
Γ( d2+1)
)k
.
Assuming the result inductively for the case of n−1, we may assume that Pei is non-zero
for all i. In this case we have the following decomposition,
P = PP T = PInP = P
(∑
i
eie
T
i
)
P T =
∑
i
Pei(Pei)
T .
Writing ai = |Pei| and ui = Pei/|Pei| we have,
P =
n∑
i=1
a2i uiu
T
i . (22)
From this it follows that P (d) =
∑n
i=1 a
2
i (uiu
T
i )
(d) =
∑n
i=1 a
2
i
(
u
(d)
i (u
(d)
i )
T
)
.
Again from the inductive hypothesis, we may assume that all ai > 0. We argue in two
separate cases, the first will be the case in which Ek lies orthogonal to a unit vector θ with
some coordinate |θi| > 1/
√
2 where we will use the geometric formulation above, and the
second case in which it does not where we will employ the original formulation.
We proceed in the case that Ek ⊆ θ⊥ with θ possessing a “dominant coordinate”, and
show that the problem can be projected down so that induction may be applied. Indeed,
take θ to be perpendicular to Ek, with a coordinate θ1 (without loss of generality) greater
than 2−1/2, then if we write Ti as the orthogonal projection to e
⊥
i , then by Lemma 4.2 for
any θi the i-th coordinate in a unit vector θ such that Ek ⊆ θ⊥
|{E(d)k ∩B}|dk ≤ |θi|−d|Ti ⊗ Id(E
(d)
k ∩B)|d(n−k)
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|{E(d)k ∩B}|d(n−k) ≤
∣∣∣∣∣E(d)k ∩
(
R
d ×
n∏
i=2
Bi
)∣∣∣∣∣
d(n−k)
≤ 2d2
∣∣∣∣∣T1 ⊗ Id
(
E
(d)
k ∩
(
R
d ×
n∏
i=2
Bi
))∣∣∣∣∣
d(n−k)
≤ 2d2
∣∣∣∣∣(T1(Ek)⊗ Rd) ∩
n∏
i=2
Bi
∣∣∣∣∣
d(n−k)
.
But now we can apply the induction hypothesis, as T1(Ek)∣∣∣∣∣T1(Ek)⊗ Rd ∩
n∏
i=2
Bi
∣∣∣∣∣
d(n−k)
≤ c(d, k − 1)
n∏
i=2
|Bi|βi ,
where
∑
i βi = n−k. Stirling’s formula implies that 2
d
2 c(d, k−1) ≤ c1(d, k−1), and |B1|β1 = 1
if β1 = 0. Combining these results we see that
|{E(d)k ∩B}| ≤ 2
d
2 c2(d, k − 1)1
n∏
i=2
|Bi|βi
≤ c2(d, k)
n∏
i=1
|Bi|βi .
Thus we can restrict ourselves to the case that vectors orthogonal to Ek do not have a
“dominant coordinate”. In this case we proceed via a Fourier theoretic argument. Recall
the definition of aj and uj and by (22), since ai is the j
th coordinate of uj, so we have all
a2j ∈ (0, 1/2]. The standard Fourier inversion formula gives us
M(P (d)(Z)) ≤ 1
(2pi)kd
∫
E
(d)
k
|ϕP (d)(Z)(w)|dw.
As is to be expected, the independence of the Zi can be exploited. Considering ei ∈ Rn as a
linear map λ 7→ λei matrix, we can express
Z =
n∑
i=1
e
(d)
i Zi.
If we further treat w as an nd× 1 vector,
〈w,P (d)Z〉 =
n∑
j=1
〈w,P (d)e(d)j Zj〉
=
n∑
j=1
〈w, aiu(d)i Zj〉
=
n∑
j=1
〈aj(u(d)j )tw,Zj〉.
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then by independence of Zi,
ϕP (d)(Z)(w) = E exp i

 n∑
j=1
〈aj(u(d)j )tw,Zj〉


=
n∏
i=1
E exp i〈aj(u(d)j )tw,Zj〉
=
n∏
i=1
ϕZj (aj(u
t
j)
(d)w)
Then applying Theorem 4.2, to Aj = (u
(d)
j )
t, gj(x) = |ϕZj (ajx)|, cj = a2j , so that by the
above we have
M(P (d)(Z)) ≤ (2pi)−kd
∫
E(d)
n∏
j=1
gj(Ajw)dw
≤ (2pi)−kd
n∏
j=1
(∫
g
a−2j
j (x)dx
)a2j
The application of the geometric Brascamp-Lieb is legitimate by the decomposition of the
projection to E
(d)
k , P
(d) =
∑
j a
2
ju
(d)
j (u
(d)
j )
T . Note, P is the identity on Ek so P
(d) acts as the
identity on E
(d)
k by definition and that uj is a unit vector in Ek implies (u
(d)
j )
Tu
(d)
j = Id.
We can now apply Lemma 4.1, reminding the reader that
∑
j a
2
j = k.
(2pi)−kd
n∏
j=1
(∫
g
a−2j
j (x)dx
)a2j
= (2pi)−kd
n∏
j=1
(∫
Rd
|ϕZj (ajz)|
1
a2
j dz
)a2j
=
n∏
j=1
(
(2piaj)
−d
∫
Rd
|ϕZj (z)|
1
a2
j dz
)a2j
≤
n∏
j=1
(
M(Zj)c(d)a
d
ja
−d
j
)a2j
= ck(d)
n∏
j=1
Ma
2
j (Zj)
Taking βj := a
2
j completes the first half the proof.
Proof of the constant
(
n
n−k
) d(n−k)
2
.
Recall that by symmetry, logconcavity, and the representation given in Lemma 3.1
M(P (d)(Z)) = |B|−1
∫
(Ed)⊥
n∏
i=1
1Bi(y)dy
We will again pursue a Brascamp-Lieb argument. Denote P˜ the orthogonal projection from
R
n onto E⊥, so that P˜ (d) is the orthogonal projection from (Rd)n onto Ed. Let ci := |P˜ ei|,
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let u˜i := P˜ ei/|P˜ ei|, then for y ∈ (Ed)⊥ it follows from P (d)y = y, and P symmetric that,
1Bi(y) = 1 1
ci
Bi
((u
(d)
i )
T y) P˜ . Applying Theorem 4.2 to Ai = (u
(d)
i )
T and gi = 1Bi/ci , We have
M(P (d)(Z)) =
n∏
i=1
M(Zi)
∫
(Ed)⊥
n∏
i=1
1
c2i
(c−1i Bi)
((u
(d)
i )
T y)dy
≤
n∏
i=1
M(Zi)
(∫
1(c−1i Bi)
)c2i
=
n∏
i=1
M(Zi)
1−c2i c
−dc2i
i
Note that
∑n
i=1 c
2
i = n − k, and that the product
∏n
j=1
(
c2j
)c2j
is minimized when c2i ’s are
equal. Thus we have our conclusion
M(P (d)(Z)) ≤
(
n
n− k
) d(n−k)
2
n∏
i=1
M(Zi)
1−c2i .
And note that if we denote γi := 1− c2i then
∑n
i=1 γi = k, this provides the second constant.

Combining, Theorems 1.4 and 4.3 we have Theorem 1.1. Let us also state the theorem’s
information theorec formulation.
Theorem 4.4. Letting m denote the dimension of the kernel of a projection matrix P , one
can attribute to P a collection of ti ∈ [0, 1k ] such that
∑n
i=1 ti = 1, and
N∞(P
(d)(X)) ≥ max
((m
n
)m
k
,
Γ
2
d (1 + d2 )
1 + d2
)
n∏
i=1
N ti∞(Xi) (23)
For any random variable X = (X1, . . . ,Xn) composed of Xi independent R
d vectors.
This formulation is an immediate consequence of raising
M(P (d)X) ≤ c(d, k)
n∏
i=1
Mγi(Xi) (24)
to the −2/dk power and recalling definitions.
Notice the pleasant dichotomy that emerges in the information theoretic formulation.
The term
(
m
n
)m
k dependents only on the dimension of the projection and is independent of d,
while
Γ
2
d (1+ d
2
)
1+ d
2
is determined complete by d and is independent of dimension of the projection.
4.2 The Integers
The main result of Mattner and Roos [36], was the following
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Theorem 4.5. [36] When {Zi}ni=1 are Z valued random variables, uniformly distributed on
{0, 1, . . . , l − 1}, then for n > 2
M(Z1 + · · ·+ Zn) <
√
6
pi(l2 − 1)n.
Geometrically this is a precise upper bound on the number of a points in the discrete
“n-box” that can occupy a plane orthogonal to the (1, . . . , 1) vector. We have the following
immediate extension.
Theorem 4.6. For Xi integer valued random variables satisfying M(Xi) ≤ 1k for an integer
k when considered with respect to the usual counting measure, then for n > 2,
M(X1 + · · ·+Xn) <
√
6
pi(k2 − 1)n
Proof. By 1.5, M(X1 + · · ·+Xn) ≤ supU M(U1 + · · ·+ Un). Applying 3.2 we have, M(U1 +
· · ·+ Un) ≤M(Z1 + · · ·+ Zn), from which our result follows from 4.5. 
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