Abstract-A robotic helicopter is an aircraft equipped with a sensing, computing, actuation, and communication infrastructure that allows it to execute a variety of tasks with autonomous mode. In this paper, we present an adaptive actor-critic reinforcement method to obtain near optimal controller for small autonomous helicopter. A network based on Q-value performs the critic and is trained by SARSA algorithm. A BP neural network, which is the actor network, generates control signal of helicopter dynamics. First, the proposed actor-critic reinforcement controller is introduced, then the algorithm is applied to an unmanned helicopter known as a highly nonlinear and complex system and the simulation results are presented.
I. INTRODUCTION
he control of an autonomous helicopter is a challenging issue because its dynamic is high dimensional, asymmetric, noisy, and nonlinear. In order to obtain optimal controller, machine learning methods are extensively introduced. A Y Ng and Pieter Abbeel [1] [2] proposed a reinforcement learning (RL) method for helicopter control, which is called apprenticeship learning. Their helicopter performs very difficult aerobatic maneuvers which are well beyond the abilities of all but the best pilots. And a competition of reinforcement learning algorithm is hold to design best reinforcement algorithm for helicopter control task. Recently, lots of researches have been done on helicopter using reinforcement learning. In [7] , a reinforcement learning method based Nero-control system is proposed for helicopter stably hovering. Engel [6] also designed a controller which can be used in hovering condition but cannot be used to velocity tracking situation.
It is well known that the real system of the helicopter is characterized of nonlinear, time-varying, and coupled. Consequently, it is difficult to describe the real system with an accurate mathematical model. In this paper, actor-critic architecture is proposed to be embedded in a velocity-tracking system based on the known dynamics of the helicopter. In order to realize tracking precisely, a simplified, linear, time-invariant model is derived with the help of system identification method [3] . The controller researched in this paper adopts a kind of reinforcement learning method, named adaptive heuristic critic (AHC). The helicopter dynamics identified by Song in [3] is used for the purpose of comparison.
To be more specific, our method is based on actor-critic reinforcement framework. The helicopter can learn near optimal behaviors in an unknown environment through trial-and-error learning once some certain conditions are satisfied [4] . The reinforcement learning agent interacts with environment real-time by some continuous behaviors, i.e., selecting an action, transferring to next states, and then receiving reinforcement signal about the states. By these processes, the agent learns the best policy to get optimal action at special state.
The paper discusses the controller designing method for velocity tracking problem using actor-critic reinforcement learning. In the next section, we first introduce the architecture of the application system, and then introduce the actor-critic reinforcement learning method for designing velocity tracking controller. In addition, we illustrate the identification dynamics of helicopter which serve as the control plant. At last, the simulation results are presented to verify our approach.
II. THE CONTROLLER BASED ON ACTOR-CRITIC REINFORCEMENT

A. The whole control system
In order to obtain the controller for solving the velocity tracking problem, a function of feedback control mechanism is derived in our method. The errors between the desired reference signal and real output are feedback to our reinforcement learning controller. As far as the dynamics is concerned, the helicopter has 12 state variables and 4 input signals which are corresponding to 4 error signals. Fig. 1 shows the whole architecture of our application. 
B. The architecture of actor-critic reinforcement learning controller
In reinforcement learning architecture, the agent learns to maximize the sum of the reward in an unknown environment through trial-and-error exploration. The sum of the reward increases in every episode until the current action is close to the best one of Q- Table along 
C. Actor network
We use BP neural network as actor network (Fig. 3) , and the network is trained by the back-propagation algorithm based on the error between the current action and the best action. In the update equations of weights, as shown in (3), β is the learning rate, and a t * is the best action selected from Q-Table by greedy policy. Here 'greedy' means selecting the largest value action by the current state. 
D. Critic network
The critic network is a look-up table of Q values (Fig.4) . The Q-value is updated by on-policy SARSA algorithm. The critic network seems like Matthew and Peter's [5] . The rows of the Q-Table represent actions and the columns represent states (error). Each action-state pair is corresponding to a value stored in Q- Table. Let m be the number of actions and n be the number of states, and therefore the Q-Table is a n m matrix. The Q-Table is updated similar to SARSA algorithm which is defined by following equations: 
where r t+1 is the reward gotten by executing action in current state, and γ is discount factor. s t is current state, and in our application it is the error. Q(s, a) is the value of action-state pair. t represents the current step, t+1 represents the next step. Fig.4 . e is the current state. at is the current action. By greedy selection, we can get a value Q(e ,a ). Now we will summarize the steps of our actor-critic reinforcement learning algorithm and give a pseudo-code as follows: 
IV. SIMULATION BY CONTROL HELICOPTER DYNAMICS
MODEL
We now demonstrate our actor-critic reinforcement learning algorithm on velocity tracking control of helicopter. Our referenced signal is changed with time. During the tracking process, the learning agent will get large negative reward if the output of the plant cannot track the referenced signal, and we just break current episode, and jump to next one. The sample interval of our system is 0.02s. The learning rate of critic network is 0.1, and the learning rate of actor is 0.01. So the learning rate of actor network is slow than critic networking. Every episode takes 10000 steps, so the total simulation time is 200s. Actions are between [-1, 1], the scaling factor k is set to 1000, and we choose its interval as 0.01. States are between [-3,-3] , and interval is also 0.01. We select N 1 3 1 BP neural network, and random initial weights between [0, 1] at the start of training.
In order to test our controller, we change the referenced signal with time. We set the referenced signal as 0.1sin(kt) and change it to 0.1sgnh(sin(kt)) during the simulation. We also increase k slowly for changing the cycle of the referenced signal. We give the referenced signal to longitudinal channel. Fig.5 shows longitudinal channel velocity, control signal and tracking error in the first episode. Fig.6 shows the 38th episode in which the training is complete. By contrast, we can see the evolution of our controller, during 38 training, the error between the referenced signal and output is decreased significantly. Because the longitudinal channel and altitude channel is coupled, if the helicopter's longitudinal velocity changes periodically, altitude velocity is also changeable. In order to keep the helicopters flying stably, the vibration must be very small. The altitude referenced signal is set at 0 that means that the helicopter is expected flying in horizontal plane. Fig.7 shows that the first episode altitude velocity vibrations during longitudinal velocity tracking. Fig.8 shows 38th episode altitude velocity vibration during longitudinal velocity tracking. During training, the error of altitude channel also decreased.
When the training is complete, we present the information of Q-Table in three-dimension. Fig.9 shows the Q-Table of longitudinal channel. Fig.10 shows the Q-Table of altitude channel. In the longitudinal channel, the referenced signal is changed with time, so that more state-action pairs are visited, and the Q-Table is filled with more non-zero data. The total reward increased. Fig.11 shows the total rewards of longitudinal and altitude channel in 12 episodes. It shows that their total rewards increased in every step.
V. CONCLUSION
We apply actor-critic reinforcement learning architecture for velocity tracking control of a helicopter dynamic model. In this method, satisfactory control performances are achieved after training. The actor-critic reinforcement learning method can obtain near optimal controller automatically without much prior knowledge, and this study can be applied to control task such as Inverted Pendulum and Mountain Car problems and even more complicated control challenges. Fig.11 The top plot is the longitudinal channel reward, the bottom plot is altitude channel reward.
