ABSTRACT Motion estimation (ME) is a time-consuming algorithm to find a matching block in the search area for video applications, such as video compression. Motion estimation algorithm includes full search algorithm and fast search algorithm. If the width of the motion estimation algorithm search area is twice the size of the block, half of the search area for adjacent blocks overlaps. In view of this, this paper proposes a search area data reuse method for fast search motion estimation. With the proposed data reuse implementation, only the first block needs to read the data of the entire search area from the off-chip memory. The other blocks only need to read half the original search area. In this way, time of access to external memory is reduced, and running time of the algorithm is also decreased. Experimental results of diamond search show that the search area data reuse methods can reduce the running time by 40% to 60% compared with the algorithm of no use data reuse, and it can also reduce the power consumption by 62% to 73%. Compared with other methods in the literature, the proposed method also performs better on running time and power consumption.
I. INTRODUCTION
Motion Estimation is an important part of video applications such as video coding and frame rate up-conversion. In video coding, the function of motion estimation is to eliminate the time redundancy between adjacent frames. In frame rate upconversion, the interpolation method based on motion estimation is one of the most effective methods. ME requires very high computational complexity, and it usually takes up most of the running time for these video applications. For example, in video coding, motion estimation is closely related to the complexity of the coding. H.264/AVC [1] is highly compressed digital video coding standard, and multi-view video coding (MVC) is a coding standard extension of H.264/AVC. The complexity of motion estimation and disparity estimation is about 99% of the whole MVC [2] . The H.264 JM encoder shows that the integer ME (IME) consumes nearly 60% of the total encoder time [3] . Therefore, it is necessary to optimize the motion estimation to reduce its running time. This is very important for real-time video applications.
Motion estimation is the process of finding the matching block. The most similar block to the current block is found in the reference frame according to the matching principle. The motion estimation algorithm includes the full search algorithm and the fast search algorithm. Full search motion estimation algorithm [4] is an accurate motion estimation algorithm, but the search time consumption can be several times as fast search motion estimation algorithm. Therefore, full search motion estimation is usually used in comparison with fast search algorithms by running time and accuracy. The fast search algorithms include three step search algorithm [5] , new three step search algorithm [6] , four step search algorithm [7] , hexagon search algorithm [8] , etc. Compared with full search, fast search algorithm has the advantage of less running time and the disadvantage of low search precision.
In addition, fast search method is usually irregular. The irregular memory access of the fast search motion estimation algorithm destroys the locality of the data. Thus, the fast search algorithm still takes up a lot of time and needs to be optimized.
Data reuse is a very effective way to improve the performance of motion estimation. In previous studies, the data reuse method has been widely used in full search algorithm, but it was seldom considered for fast search motion estimation algorithm. Although the fast search algorithm is faster than the full search algorithm. It still takes a lot of time [9] . The main reason is the irregular memory access of the fast search algorithm, which increases the off-chip memory traffic.
In this paper, a new search area data reuse method for fast search motion estimation is proposed for memory access optimization. The method reuses the overlapping data between the search areas of two adjacent blocks. The overlapping data are further divided into two parts, a definite data reuse area and a possible data reuse area. The proposed reuse methods can effectively reduce the number of memory access. And the experimental results on GPU platform show that the running time of the algorithm can be reduced by 40% to 60% after using the proposed methods of search area data reuse. Furthermore, the proposed methods can also reduce the power consumption by 62% to 73%.
The rest of this paper is organized as follows. Section 2 introduces the related work of data reuse for motion estimation. And Section 3 proposes the new search area data reuse methods for fast search motion estimation. Then, Section 4 gives the implementation of the reuse method in the shared memory of GPU. The experimental results are presented in Section 5. Finally, a brief conclusion is given in Section 6.
II. RELATE WORK A. DATA REUSE OF MOTION ESTIMATION ALGORITHM
Data reuse is an effective method to optimize the performance of motion estimation [10] , such as data reuse by selective search area reuse algorithm [11] and single reference frame multiple current macro-blocks scheme [12] . Shim et al. [13] proposed the search area selective reuse algorithm to reuse the data of the existing frame in memory, which reduces the memory access time effectively. Tuan et al. [14] studied the data reuse attributes of full-search block-matching (FSBM), analyzed the memory bandwidth requirement of ME, and explored the problem of data reuse. Four levels (A, B, C and D) were defined according to the reuse degree of the previous frame access. The effects of different levels of data reuse are different. Through the highest level of data reuse (Level D), one access to frame data can be achieved and the memory bandwidth requirement can be greatly reduced. Depending on the method of Level C data reuse, Chen et al. [15] proposed a scheme of n-stitched zigzag scan for Level C+, which can effectively reduce the memory bandwidth requirement and solve the corresponding conflict. The method proposed in the literature [25] is based on full-search motion estimation, and inter-frame data reuse method with better storage bandwidth is proposed.
The data reuse method has a beneficial effect on the full search motion estimation, but there is little research on the fast search motion estimation. For the fast search motion estimation, Kim and Sunwoo [16] proposed the subregion partitioning method by studying the influence of the search order, and using the optimized order to improve the reuse of each sub-region partitioning in the sub-region, effectively reducing redundant data loading. A run-time prediction algorithm is proposed to effectively identify the mostfrequently accessed memory regions in the search window(s) for processing individual coding tree units (CTUs) [30] . Kim and Sunwoo [16] proposed the method of 2-D data reuse supported by horizontal and vertical reference SRAMs.
This paper mainly studies the data reuse method of fast search motion estimation, and puts forward a novel method of search area data reuse. The method discovers overlapping data of adjacent search areas for reuse, so that the two adjacent current blocks can load as little data as possible. At the same time, according to the algorithm search process, the overlapping data are further divided into two parts: a definite data reuse area and a possible data reuse area. Finally according to the characteristics of different fast search methods, different reuse data are selected to improve the performance of the algorithm.
B. GPU/CUDA PLATFORM
The cache of the CPU is a high-speed, small-capacity memory in the hierarchy of the computer storage system. When the CPU accesses memory, the control system automatically calculates the data that are frequently used in the memory, and then stores these frequently used data in the cache for reuse. However, the cached data can only be determined automatically by the hardware and cannot be programmed. Taking into account this feature of the CPU, this paper chooses to conduct research and experiments on GPU, which can set the reuse data that need to be cached. The main idea of this paper focuses on data reuse instead of parallelization. The proposed data reuse method is suitable not only for GPU, but also for other platforms (for example, ASIC). GPU is adopted because it has programmable shared memory to facilitate the implementation of the proposed data reuse method.
Universal coding requires a large amount of memory for hardware implementation. However, it is not easy to implement these algorithms in hardware [17] . The compute unified device architecture (CUDA) launched by NVIDIA can combine CPU with GPU to realize these algorithms [18] . The CUDA program contains kernel functions and serial code, and the kernel function is called by the CPU and loaded onto GPU as the co-processor [19] . Typically, the kernel function is executed in parallel by a thread block. Many threads exist in the same thread block, and these threads have the same instruction address. The program can be executed in parallel, and different threads can communicate through shared memory (SM) and synchronize with each other using the barrier operation. CUDA contains different types of memories such as global memory, registers, shared memory, and constant memory. The characteristics of different memories are different. Each thread has its own register. Each thread blocks has a shared memory. All threads can access the global memory. Global memory is off-chip memory and its access overhead is considerably.
This paper chooses to use shared memory to implement the proposed method of search area data reuse. The reason is that shared memory can be read and written by all threads in the same thread block programmatically, and the proposed search area data reuse method can be realized. Access to shared memory is almost as fast as a register, so it is possible to optimize the performance of a fast search algorithm by using shared memory for data reuse.
C. DIAMOND SEARCH
Diamond search is a typical quick search method [20] , so this paper selects this algorithm to verify the proposed search area data reuse method. However, the proposed method can also be used by other fast search methods. The diamond search is based on a diamond template to find the block that best matches the current block. Diamond search attempts to generate a circular search by considering almost all possible directions to search for motion vectors. The diamond search uses two search templates, namely a large diamond search pattern (LDSP) and a small diamond search pattern (SDSP) [21] . As shown in Figure 1 , these search templates all come from search points within a circle with a radius of 2 pixels. The LDSP contains nine search points to form a large rhomboid, and the SDSP consists of five search points to form a smaller rhombus. These two templates make full use of the center offset feature of the motion vector, and can find the matching block quickly and accurately. Diamond search starts with a large diamond search template, until the minimum point of the search is the center point of the search, and then the small diamond search template is used. Otherwise, the large diamond search template is always used [22] . Diamond search using LDSP and SDSP templates can improve the efficiency and accuracy of the algorithm. In recent years, there have been some improvements to the diamond search algorithm. Tham et al. [23] proposed an unrestricted center-biased diamond search algorithm (UCBDS) with good accuracy and efficiency. Shah and Dalal [24] proposed a hardware efficient double diamond search algorithm (HEDDS), to more quickly find the best matching block in the search window, and minimize the number of iterations of the search. Thereby this algorithm can reduce the memory read and time consumption, and provides a fairly good coding quality and efficiency.
III. SEARCH AREA DATA REUSE METHOD FOR FAST SEARCH MOTION ESTIMATION ALOGRITH
Taking diamond search algorithm as an example, this section introduces the method of search area data reuse for fast search motion estimation. The new method can effectively reduce the number of accesses to off-chip memory and improve the performance of the algorithm. The search areas of fixed block size ME and variable block size ME are the same, so the proposed search area data reuse method can be applied to both of them. The proposed method is suitable not only for H.264 but also for HEVC. The reason is that there is little difference between motion estimation algorithms in H.264 and HEVC.
A. DATA REUSE BETWEEN THE SEARCH AREAS
Data reuse of the fast search motion estimation algorithm can be achieved by reusing the overlapping data between the search areas of the current adjacent blocks. Taking the diamond search algorithm as an example (Fig 2.) , the block size is 16 × 16 and the search area size is 32 × 32. As shown in Fig 2, the smaller blocks are two adjacent blocks, the small circle represents the diamond search strategy for each search point, and the large blocks are the search areas of the two adjacent blocks. The search area of the left block contains half the search area on the right, which is the overlapping area between the two search areas. By reusing the data of the overlapping area, searching for two adjacent blocks can read the data from the off-chip memory to the on-chip memory only once instead of twice, thereby reducing the number of off-chip memory accesses. This will greatly reduce the VOLUME 6, 2018 algorithm running time and optimize the performance of the algorithm.
B. POSSIBLE+DEFINITE SEARCH AREA DATA REUSE METHOD
Unlike the full search motion estimation, the fast search motion estimation has uncertain search steps. Because the first step of the fast search motion estimation algorithm is fixed (take the corresponding location of the current block as the search center), there is a definite data reuse area between the search areas of the two current blocks (Fig. 3) . However, the search center or search direction of the second step is uncertain. When the fast search algorithm performs the second step, the search center is determined by the result of the first step. Therefore, there is also a possible data reuse area. This paper divides the reusable data of the fast search motion estimation algorithm into the possible reuse data and definite reuse data according to the algorithm's search process to improve the performance of the algorithm. Use of possible and definite reuse data areas for data reuse is known as Possible + Definite search area data reuse method. Fig 3. give the search points or search areas of two current blocks. Numbers in the small circles are the search steps of diamond search. There must be a definite reuse data area wherever the search direction of the adjacent current block is, because the search center of the first step is fixed. If the second step of the two current blocks goes as in Fig. 3 . There will be a possible reuse data area. When the on-chip memory size is large enough, we can put both definite reuse data and possible data reuse data on chip, which will further reduce the off-chip memory traffic.
IV. IMPLEMENTATION OF SEARCH AREA DATA REUSE METHOD IN MEMORY
In the case of diamond search, we suppose the block size is 16 × 16 and the search area size is 32 × 32 in Fig. 4 . The left block part is the reusable part of the first two adjacent blocks. Therefore, when the algorithm searches for the matching block of the first two blocks, the data of the overlapping region can be read only once from the off-chip memory, and then the two adjacent blocks can use the overlapping data together. The search area overlaps of the first three current blocks the algorithm searches are also shown in Fig 4. The left block rectangle represents the overlapping search area between the first two current blocks. And the gray rectangle on the right represents the overlapping search area of the second and third current blocks. When the algorithm searches the matching block of the first three current blocks, the overlapping areas are two different rectangles. When the current fourth block starts its search, the overlapping area will slide to the right accordingly. In order to store the overlapping data only once, this paper studies the operation process of the algorithm in detail, analyses the possible reuse area, and divides the search process into several cases. The overlapping data are stored according to the specific situation. As a result, the search area data reuse method is implemented, so that data can be stored only once and used multiple times.
The method of data reuse in the search area is divided into three cases: (1) the method of data reuse in the search area of the first block (2) the method of data reuse in the search area of the even block (3) the method of data reuse in the search area of the odd block (except the first block).
A. METHOD OF DATA REUSE IN SEARCH AREA OF THE FIRST BLOCK
The storage of the first block is simple. After the search of the first block ends, the reusable data in the latter part are stored for the search of the second block. Shared memory (SM) on GPU is divided into two buffers, buffer1 and buffer2. area. The circle2 represents the data in the latter half of the first block's search area, which is also the reusable data of the second block.
B. METHOD OF DATA REUSE IN SEARCH AREA OF THE EVEN BLOCK
To explain how to store the search area of even blocks in SM, we can take the search area of the second block as an example. Fig. 6 represents the entire SM. Circle2 represents reusable data which are already in buffer2 and not needed to be loaded from off-chip memory. Circle3 represents the data that need to be loaded from off-chip memory to make up another half of the second block's search area. Data in buffer1 and buffer2 combine to form the complete search area of the second block. The search order for the second (even) block is contrary to the search order for the odd block. For the even block, the data in the second half of the search area (Circle2) are searched first, and then the first half of the search area (Circle3).
C. METHOD OF DATA REUSE IN SEARCH AREA OF THE ODD BLOCK
To explain how to store the search area of odd blocks in SM, we can take the search area of the third current block as an example. Fig. 7 shows the whole SM. Circle3 in buffer1 shows the stored reusable data of the second block's search area, and circle4 in buffer2 shows the data that need to be loaded from off-chip memory. Buffer1 and buffer2 combine to form the complete search area of the third block.
In summary, with the proposed data reuse implementation, only the first block needs to read the data of the entire search area from the off-chip memory. The other blocks only need to read half the original search area. In this way, the time of access to the external memory is reduced, and the running time of the algorithm is also decreased. 
D. POSSIBLE + DEFINITE SEARCH AREA DATA REUSE METHOD
The process of possible + definite search area data reuse method is similar to the process of search area reuse method, which also uses the shared memory to store both the definite reuse data and the possible reuse data. This will cause the stored data to be more than the definite data reuse, so it needs to ensure that the storage space of SM is large enough. Storing possible reuse data and definite reuse data in SM further increases the scope of data reuse, compared with only storing definite reuse data in SM. Therefore, the loading of redundant data is reduced and the running time of the program is also decreased. As a result, the introduction of possible reuse data can further improve the performance of the algorithm.
E. PARALLEL IMPLEMENTATION OF ME ON GPU
Parallel implementation of the ME algorithm makes good use of GPU's many-core architecture. Each thread blocks (TB) in the GPU kernel processes one macroblock (MB) in the current frame (Fig. 8) . Each thread in a TB is in charge of a search point or reference block and all threads execute parallel search to find the best matching block for the current block (Fig. 9 ).
V. EXPERIMENTAL RESULTS

A. RUNNING TIME
The experimental environment is the Windows 10 operating system. CPU is Intel G530, and GPU is NVIDIA GeForce The diamond search is used as an example in the experiment. The block size is 64 × 64 and the search area size is 128 × 128. The diamond search algorithm is one typical fast motion estimation algorithm. The diamond search can find matching blocks faster than full search but its search accuracy is not as good as the full search. The proposed search area data reuse method will not affect the search accuracy of diamond search while it can effectively improve the performance of the algorithm.
The experimental results of diamond search are shown in Table 1 and Table 2 . Six test sequences of Football, Foreman, News, Mobisode2, Johnny, and SlideShow were tested. In Table 1 , Sequence represents different tested sequences. Size represents image size of the test sequence. No data reuse (s) represents the running time in seconds when no data reuse is adopted. In this case, GPU cache is used instead of shared memory because cache is adopted when shared memory is not used for GPU. Definite search area data reuse(s) is that only definite reusable data is considered and reused in shared memory. Possible+Definite search area data reuse(s) means that both definite reusable data and possible reusable data are loaded to share memory for reuse. Rate(%) in Table 1 represent the percentage of running time improvement for Definite search area data reuse method over the method of No data reuse. Rate (%) in Table 2 represent the percentage improvement in time between Possible + Definite search area data reuse method and No data reuse method. Table 1 show the running time comparison between Definite search area data reuse and No data reuse. In this paper, the running time of 1 frame, 50 frames and 100 frames for diamond search algorithm is tested. The results show that compared with the method of no data reuse, Definite search area data reuse method has a significant improvement in running time. Most of the test sequences have a time reduction of over 40%, and sometimes even have a reduction of over 60%. This proves that the proposed method of data reuse can greatly reduce the running time of the algorithm. The running time of 1 frame, 50 frames, and 100 frames is shown in Table 1 . It is found that time reduction rate is not sensitive to the number of frames. Take the sequence of News as an example, time reduction rates are 41.29%, 41.05%, and 41.11% for 1 frame, 50 frames, 100 frames respectively. Besides, time reduction rates of Mobisode2 in one frame, 50 frames, and 100 frames are 39.62%, 39.63%, and 39.67%, respectively. This indicates that the optimization result of the data reuse algorithm proposed in this paper is not related to the number of frames used. From the experimental results in Table 1 , it is found that different resolutions show different time reduction rates with the same number of frames. For example, the time reduction rate of News (352 × 288) is 41.29%, while Johnny (1280 × 720) is 59.74%. It is proved that as the resolution becomes larger and larger, reuse efficiency of the data reuse method for the sequence becomes higher and higher, and the effect of the data reusing method becomes better and better.
In Table 2 , Possible + Definite search area data reuse method and the running time without the data reuse method is given. Because the optimization results of the search area data reuse method are not related to the number of frames used in the experiment, only the results of 1 frame are given in Table 2 . The results show that compared with the method of No data reuse, Possible + Definite search area data reuse method can significantly reduce the running time. For example, Johnny with Possible + Definite search area data reuse method has a running time reduction rate of up to 61.12%. At the same time, Johnny with Definite search area data reuse method has a reduction rate of 59.74%. This shows that compared with the Definite search area data reuse method, Possible + Definite search area data reuse method is more efficient for data reuse, and can further shorten the running time of the algorithm.
In summary, experimental results show that the proposed search area data reuse methods (Definite search area data reuse and Possible + Definite search area data reuse) effectively improve the performance compared with No data reuse. Improvements of most test sequences are over 40%, and some sequences even reach 61.12%. For all the sequences, the method of Possible+Definite search area data reuse need less running time than the method of Definite data reuse. This indicates that it is effective to putting possible reuse data in the shared memory besides definite reuse data. Moreover, as the resolution of the test sequence becomes larger, the data reuse method for the sequence becomes more efficient.
B. POWER CONSUMPTION
Xu et al. calculated the storage bandwidth of level A-D and calculated the power consumption of each reuse level for full search motion estimation. According to the formula used by Xu et al. [25] (Formula (1)), the storage bandwidth of diamond search is calculated, where Ra is redundant access factor, W is the width of a frame, H is the height of a frame, and f is the frame rate. According to Formula (2), the power consumption of No data reuse, Definite data reuse and Possible + Definite data reuse for diamond search algorithm are calculated. Because the power consumption difference between different data reuse methods is mainly caused by the difference of access memory mode, this paper only tests the power consumption of DRAM according to Formula (2) [26] . For different data reuse methods, the operations for DDRx of CPU are the same, including sending the images to GPU and receiving MVs from GPU. Therefore, only GPDDRx for GPU is considered in power model. For different data reuse levels, it is assumed that the power consumption of PDRAM_static and Throughput write is the same. Therefore, this paper only compares DRAM reading power, where α1 = 1.12Watt/(GB/s), and Throughput read is equal to the Bandwidth in Formula (1). The video resolution is 1080 p, the frame rate is 30 fps, the block size is 16 × 16, and the search area is 32 × 32. As shown in Fig. 10 , for the diamond search, the power consumption of No data reuse, Definite search area data reuse and Possible + Definite search area data reuse is 1.19 Watt, 0.45 Watt and 0.32 Watt respectively. The power consumption of Definite data reuse, Possible + Definite search area data reuse are significantly lower than that of No data reuse. Definite search area data reuse decreased by 62.18% compared with No data reuse. Possible + Definite search area data reuse has the lowest power consumption of 0.03Watt, reducing the power consumption by 73.10% compared with No data reuse.
C. COMPARISON WITH OTHER METHODS
The existing GPU implementation is mainly oriented to full search motion estimation [27] - [29] . Data reuse methods for full search and fast search are different, and the comparability is not very strong. Full search takes longer to run than diamond search, mainly because the number of search points for full search is much larger than fast search, despite the fact that fast search has irregular memory access. We choose [16] , [30] , and [31] to compare running time. Table 3 is the result of this method compared with other methods. Compared with the method in [16] , the proposed method can greatly reduce the running time of motion estimation. Definite data reuse can reduce the time by 54.54% to 62.53%, and Possible + Definite data reuse can reduce the time by 55.06% to 63.05%. The reason is that the method in [16] can only utilize reusable data between search points while the proposed methods exploit the reusable data between search regions. Compared with the method proposed in [30] , the methods proposed in this paper can decrease the running time of the motion estimation by 19.50% to 47.51%. Compared with the method proposed in [31] , Definite data reuse can reduce the time by 32.96% to 54.13%, and Possible + Definite data reuse can reduce the time by 34.29% to 55.21%. The main reason is that the method of [31] is utilized for the data reuse between search points, which is not as effective as search area reuse. This shows that the proposed data reuse methods can effectively reduce the running time of the fast search motion estimation algorithm.
According to Formula (1) and (2), the power consumptions of [16] , [30] , and [31] are calculated, as shown in Fig. 11 . Compared with [16] , Definite data reuse can reduce the power consumption by 62.10%, and Possible + Definite data reuse can reduce the power consumption by 73.10%. Compared with [30] , the power consumptions of Definite data reuse and Possible + Definite data reuse decrease by 42.74% and 59.28%, respectively. Compared with [31] , the data reuse methods proposed in this paper can effectively reduce the power consumption by 26.35% and 47.62% respectively. In conclusion, the proposed methods are more favorable to reduce the power consumption compared with other methods.
VI. CONCLUSION
In this paper, a novel search area data reuse method for fast search motion estimation is proposed. The overlapping data between the search areas of two adjacent current blocks are reused. The overlapping area is further divided into two parts, a definite data reuse area and a possible data reuse area. The proposed reuse methods can effectively reduce off-chip memory traffic. With this method, the running time of the algorithm is reduced, and the performance of the algorithm is further improved on the premise of guaranteeing the accuracy of the algorithm. Experimental results on GPU/CUDA platform show that the proposed methods can effectively reduce the running time and power consumption of the fast search motion estimation algorithm. 
