Brain hermeneutics and chaotic itinerancy proposed by Tsuda are attractive characterizations of perceptual dynamics in the mammalian olfactory system. This theory proposes that perception occurs at the interface between itinerant neural representation and interaction with the environment. Quantifiable application of these dynamics has been hampered by the lack of definable history and action processes which characterize the changes induced by behavioral state, attention, and learning. Local field potentials measured from several brain areas were used to characterize dynamic activity patterns for their use as representations of history and action processes. The signals were recorded from olfactory areas ͑olfactory bulb, OB, and pyriform cortex͒ and hippocampal areas ͑entorhinal cortex and dentate gyrus, DG͒ in the brains of rats. During odor-guided behavior the system shows dynamics at three temporal scales. Short time-scale changes are system-wide and can occur in the space of a single sniff. They are predictable, associated with learned shifts in behavioral state and occur periodically on the scale of the intertrial interval. These changes occupy the theta ͑2-12 Hz͒, beta ͑15-30 Hz͒, and gamma ͑40-100 Hz͒ frequency bands within and between all areas. Medium time-scale changes occur relatively unpredictably, manifesting in these data as alterations in connection strength between the OB and DG. These changes are strongly correlated with performance in associated trial blocks ͑5-10 min͒ and may be due to fluctuations in attention, mood, or amount of reward received. Long time-scale changes are likely related to learning or decline due to aging or disease. These may be modeled as slow monotonic processes that occur within or across days or even weeks or years. The folding of different time scales is proposed as a mechanism for chaotic itinerancy, represented by dynamic processes instead of static connection strengths. Thus, the individual maintains continuity of experience within the stability of fast periodic and slow monotonic processes, while medium scale events alter experience and performance dramatically but temporarily. These processes together with as yet to be determined action effects from motor system feedback are proposed as an instantiation of brain hermeneutics and chaotic itinerancy. The mammalian brain undergoes lifelong developmental changes. Some are relatively similar across individuals of the same species and sex, such as postnatal cortical development and sexual maturation, and some are specific to an individual, such as learning, experience, and mood. It is the latter processes which can be characterized by itinerancy in that all three alter an individual and brain rapidly and often irreversibly. Thus, representation by a neural system of learned associations changes from moment to moment, dependent on learning, experience, and even mood. While traditional views of sensory physiology rely on representation of objective sensory objects, some have described learning or behavioral state dependent plasticity of primary sensory activity.
ceives significant modulatory inputs from the trigeminal nerve, brainstem, and hypothalamus. 13,16 -18 These connections suggest a system that could support chaotic activity, as delay lines couple oscillators with similar but mismatched frequencies. A model of part of this system has been shown to produce chaotic activity dependent on centrifugal input to the OB and feedback delays set at physiologically realistic values. 5, 19 All behavioral studies of sensory perception are subject to nonstationarities, due to the open nature of a neurobehavioral system. In such a system dramatic changes can happen in the space of a single sniff or saccade. Additional nonstationarities occur from trial to trial and are ubiquitous in behavioral systems, because an animal's internal state cannot be completely controlled, and a large number of undetectable factors influence the execution of even well-trained, highly stereotyped behaviors. Olfactory studies are particularly hampered by this problem, as an animal influences stimulus delivery with sniff rate and intensity. This nonstationarity in behavior can vary the input timing on the order half a second or more, which makes data analysis of multiple trials subject to smoothing over relatively long time periods.
In addition to these timing-based effects there are other nonstationarities which occur in longer time frames and are particularly interesting in light of itinerant systems. Learning occurs over a relatively long time, especially in an associative task which may be very complicated. Some models of learning, such as long term potentiation ͑LTP͒, show longitudinal changes in effective connection strength over minutes, hours, and even days. These changes are long-lasting but can be viewed as slow, monotonic processes. Medium time-frame changes are perhaps the most difficult for which to account. These may be variations in mood or attentiveness lasting on the order of a few minutes. They may be caused by the amount of reward received in the few preceding trials or even distractions in the room. 20 , 21 They are not monotonic, and experimenters usually have little in the way of independent predictive measures of their effects. While often ignored in analyses requiring averaging over trials, they can have a profound effect on system activity. This paper will present a description and definition of the types of nonstationarities inherent in the olfactoryhippocampal neural system. These include ͑1͒ periodic taskrelated changes in frequency structure and connectivity measures, and ͑2͒ attention or mood-related changes in system connectivity. Given these features of neural processing, I will present a challenge to incorporate folding of time scales within a neural itinerant system.
II. EXPERIMENTAL METHODS
The methods described in this paper have been described in detail in other studies associated with these data. 7, 22, 23 They are included here in brief form for reference.
A. Behavior and neural recording
Adult male Sprague-Dawley rats were implanted with bipolar ͑1-2 mm vertical tip separation͒ stainless steel wire electrodes in the OB, anterior PC, lateral EC, and hilus of the DG with guidance from a stimulating electrode placed in the lateral olfactory tract. These electrodes are designed to be optimal for recording local field potentials from these brain areas. The local field potential ͑LFP͒ is a measure of the cooperative activity in a large population of neurons ͑on the order of 10 000͒ and is similar to the EEG ͑electroencepha-logram͒ recorded on the surface of the scalp or cortex. After recovery the animals were trained ͑with motivation provided by food deprivation͒ to discriminate two different odors and to respond with different behavioral responses to each. For each recording session the rat was placed in a box with an odor port at one end. Below the port was a response lever, and inside the port was a drinking tube which delivered the reward solution ͑10% sucrose in water͒. Six second trials were recorded every 12 s ͑Fig. 2͒. At the midpoint of the trial ͑3 s mark͒ the rat was required to refrain from pressing the response lever for one second. At the 3.5 s mark a 3.0 s odor pulse began in the odor port. The only cue for the onset of FIG. 1. Schematic of the olfactory and hippocampal areas. Most connections are excitatory from one structure to the others. In reciprocally connected pairs of structures, the neurons that transmit in one direction are usually not the same as those that receive the feedback connections. The DG receives input from the EC, but the CA1 area of the HPC sends connections to the OB. Abbreviations: R-olfactory receptors in the nose; OBolfactory bulb; PC-piriform cortex; EC-entorhinal cortex; Amygamygdala; DG/HPC-dentate gyrus and hippocampus.
FIG. 2. Schematic of the behavioral task. Six second behavioral trials are performed with a 12 s intertrial interval, so that the periodic 3 s odor pulse is the timing indicator for the rat. Recording begins at t i ϭ0 for a given trial number ͑i͒. The odor pulse begins at t i ϭ3.5 s. The penalty period (t i ϭ3.0-4.0 s) begins 0.5 s before the odor pulse. Beginning at 4.0 s the rat can press the bar for a reward. Behavioral states are identified above the schematic. Their positions refer to approximate times, as there is significant variability across trials. The alert waiting state is abruptly ended by onset of fast sniffing ͑expectation͒. This normally occurs prior to the onset of the odor pulse. Odor identification begins with the odor period. The response period begins after the 4.0 s mark. The periods are labeled and positioned with reference to the animals' behavior and neural events discussed in the text.
the odor stimulus was the timing of odor pulses ͑12 s intertrial interval͒. If the odor was the CSϩ ͑positively associated stimulus͒, then pressing the response lever after the 4.0 s mark delivered one drop of sugar water. Pressing for the CSϪ ͑negative or no association with the stimulus͒ did not have any associated punishment. Pressing the bar between 3.0 and 4.0 s disabled the reward for a CSϩ trial. Rats performed this task at variable levels of proficiency ͑45% to nearly 100% on various days͒. Performance within successive small trial blocks ͑10-20͒ varied within a given experiment by as much as 40%.
␤3 knockout mice lack the ␤3 subunit of the GABA A receptor. In the OB, this results in selective deletion of inhibition of inhibitory granule cells but not the efficacy of granule cell inhibition onto mitral cells. 23 These mice were implanted with bipolar electrodes in the OB, as described earlier, and data were recorded during periods of spontaneous rest and exploration ͓Fig. 5͑b͔͒.
LFPs were recorded with in-house software and Neuralynx Cheetah system. Signals were collected with analog filters set at 1-475, 1-300, or 1-200 Hz and sampling rates of 1000 or 2000 Hz. Source-following headstages for all recordings ͑NB Labs and Neuralynx HS-27͒ helped to reduce movement artifacts, and a Faraday cage protected the signals from 60 Hz noise.
All surgical and behavioral procedures were done with approval and oversight by UC Berkeley, University of Chicago and UCLA animal care and use committees, within the guidelines set out by the NIH and AAALAC.
B. Data analysis
Data were digitally filtered off-line at several settings: theta-20 Hz low pass; beta-15-35 Hz; broadband gamma-35-135 Hz; low gamma-35-65 Hz; high gamma-65-120 Hz, using Igor Filter Design Laboratory ͑Wavemetrics͒. Power spectra were estimated from 1 s windows, averaged over 10-30 trials, and data were tapered with a Hamming window. The dynamics of these spectra were estimated by stepping the 1.0 s time windows 0.25 s and estimating the power spectrum for each successive window across a set of trials. The figures have been smoothed across the 22 stepped windows for each data set. Coherence was estimated by standard methods, normalizing the cross spectrum by the product of the individual autospectra as described in detail previously. 22 Dynamics of the coherence spectra were calculated with the same stepping method as for power spectra, calculating coherence estimates for a 1 s time window across a set of 15-20 trials and then stepping the window by 0.25 s for the next estimate. Confidence of coherence spectra was estimated by jackknife statistics compared with spectra estimated from shuffled data sets. Longitudinal coherence measures were calculated by computing the average coherence spectrum for a single time window ͑3.25-4.25 s͒ across blocks of 15 trials, stepped by one trial, producing the coherence spectrum in the theta band for the odor sniffing period through the time of the experiment. Correlations between performance statistics and theta coherence magnitudes and the corresponding confidence estimates were calculated using the standard Pearson correlation coefficient.
III. INTRASTRUCTURAL DYNAMICAL STATES: THETA AND GAMMA OSCILLATIONS
The olfactory system is characterized by two prominent frequency bands. Oscillations in the gamma ͑35-100 Hz͒ and theta bands ͑2-12 Hz͒ were first seen in anesthetized animals and have been linked to odor processing 24 -26 and respiration, 7, 27, 28 respectively. Hippocampal theta rhythm has been related to locomotion and cognitive processing. [29] [30] [31] Data from the experiments described in Sec. II show that theta rhythms observed in the OB during the early part of trials are strong in the lower frequency band ͑3-6 Hz͒, and as the time of odor identification arrives, sniffing rates increase to 8 Hz or more ͓Figs. 3͑b͒ and 4͑a͔͒. PC theta rhythms follow the same pattern as the OB, but at lower FIG. 3 . Sample data from one behavioral trial. ͑a͒ The trial is 6 s long, and raw data recorded at 1-300 Hz are shown. The vertical bar indicates the onset of the odor stimulus, which continues through the end of the trial. The timing of the reward ͑1 drop of sucrose solution͒ is indicated at the bottom. It is delivered when the response lever is pressed after the 4 s mark. ͑b͒ Same data as in ͑a͒, filtered in the theta band ͑low pass at 20 Hz͒. Note that theta rhythm increases in frequency during odor sniffing, just after the 4.0 s mark. ͑c͒ Same data filtered with the gamma pass band ͑35-115 Hz͒. Note the decrease in gamma bursts in the OB during the sniffing period. Abbreviations: OB-olfactory bulb, PC-prepyriform cortex, EC-entorhinal cortex, DG-dentate gyrus.
power ͓Figs. 3͑b͒ and 4͑b͔͒. EC theta rhythms can show both high and low frequency theta activity, but the low frequency activity is more prominent and consistent ͓Figs. 3͑b͒ and 4͑c͔͒. DG theta rhythms occupy both the low and high frequency bands, with low frequency more typical during waiting periods and high frequency during odor sniffing ͓Figs. 3͑b͒ and 4͑d͔͒.
Within the OB, mitral cells ͑MCs, the principal OB neurons͒ often fire in phase with respiration when a rat breathes at a relatively low and regular frequency. 1, 32, 33 During motivated behavior, such as odor identification, the sniff-evoked theta rhythm jumps to the higher frequency range and MCs uncouple from the respiratory cycle firing in a more tonic fashion. 1 Gamma oscillations in the OB were first described by Adrian. 34 In urethane-anesthetized animals they are evoked by inhalation of an odor. In waking animals, gamma oscillations can be seen often evoked upon the peak of inhalation ͓Fig. 5͑a͔͒. In waking rats and mice, sniff-evoked gamma oscillations are in the 65-90 Hz frequency range ͓Figs. 3͑c͒, 5͑b͒, and 5͑c͔͒. These oscillations are visible as an animal explores a novel environment and are likely due to the interaction of mitral and granule cells in the olfactory bulb. 35 Mitral cells are also seen to fire in phase with the gamma rhythm during these bursts. 36, 37 Their synchrony, and thus the periodicity and amplitude of gamma rhythms, is decreased by centrifugal input 36 and by mutual inhibition between granule cells 23, 35 ͓Fig. 5͑b͔͒. During execution of the behavioral task, gamma power in the OB and PC was high during waiting and expectation periods, but relatively low, of higher frequency and broad band during sniffing periods ͓Figs. 3͑c͒, 5͑a͒, and 5͑b͔͒. Gamma oscillations in the EC and HPC have been seen to be associated with the theta rhythm and are likely involved in cognitive processing. 38, 39 In these data gamma band activity was high in the lower part of the gamma band in the DG and of relatively low power in the EC ͓Figs. 6͑c͒ and 6͑d͔͒. Observation of gamma band activity from the OBs of waking rats and mice reveals that there are two types of gamma oscillations. The first is the classic sniff-locked gamma burst, which occupies the 65-90 Hz frequency band. The second type is in the lower part of the gamma band and is not evoked by inhalation. Low frequency gamma oscillations ͑40-60 Hz͒ occur between sniffs or independent of sniffs and rarely, if ever, occur during odor sniffing. They are indicative of an expectant, usually motionless state, and are high amplitude, narrow band and long-lasting relative to the classic sniff-associated gamma oscillations ͓Figs. 5͑b͒ and 5͑c͔͒. When an animal transitions from waiting to odor sniffing, these low frequency gamma oscillations abruptly disappear and are replaced by higher frequency, less regular gamma oscillations 22 ͓Figs. 3͑a͒, 3͑c͒, 5͑c͒, and 6͑a͔͒. In the PC, gamma activity is of similar but not identical character to that seen in the OB ͓Figs. 3͑b͒, 5͑c͒, and 6͑b͔͒. 
IV. INTERSTRUCTURAL DYNAMICAL STATES
Coherence between different brain structures can be an indication of cooperative processing and connection strength. Examination of coherence patterns in the theta and gamma bands within the olfactory and hippocampal systems and between the two systems shows that dynamic properties are associated with behavioral states.
A. Gamma coherence
Low frequency gamma oscillations are strongly coherent within the two olfactory areas studied ͑Fig. 7͒. This coherence is limited to alert and waiting behavioral states and disappears abruptly with the onset of fast sniffing and the arrival of the odor stimulus. 22 High frequency gamma coherence is often broad-band during odor sniffing. This high frequency, irregular activity also shows increased coherence with the EC, a hippocampal structure, during odor sniffing. 22 This abrupt change in gamma activity patterns and coherence with odor onset is accompanied by beta band ͑15-30 Hz͒ signals arising in the EC and transmitted to the OB and often PC prior to the onset of the odor stimulus.
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B. Theta coherence
While theta rhythms in the OB and DG occupy the same broad frequency bands, they are rarely coherent. In the specific case, when an animal is in the process of learning a change in the meaning of an odor, such as a switch from a CSϩ to a CSϪ, respiration and hippocampal theta rhythm 40 and OB and DG theta rhythms 21 become coherent. However, when theta coherence patterns are examined on fast and medium time scales a different pattern emerges.
During the alert waiting period, theta band coherence between the olfactory structures is strong and occupies the sniffing frequency band ͓Fig. 8͑a͔͒, and this often extends to the EC but usually does not reach the higher sniffing frequencies ͓Fig. 8͑b͔͒. Theta coherence is strong between the hippocampal structures at a somewhat lower frequency ͓Fig. 8͑d͔͒, and it is usually low or absent between the OB and DG ͓Fig. 8͑c͔͒. As the time for odor identification approaches and the animal enters into a faster sniffing behavior, the coherence patterns change. The OB and DG sometimes enter a brief period of strong coherence during odor sniffing ͓Fig. 8͑c͔͒. The magnitude of coherence during these periods is strongly correlated with performance ͓Figs. 8͑e͒ and 8͑f͔͒, so that during a single recording session, the OB and DG may go through periods of significant and insignificant coherence, as the animal's attention level and other factors vary. Other coherence relationships do not follow this pattern. It should be noted that it is usually the case that the OB-PC, OB-EC, and EC-DG theta coherences are interrupted during odor sniffing ͓Figs. 8͑a͒, 8͑b͒, and 8͑d͔͒.
V. CHAOTIC ITINERANCY: RELATIONSHIPS AND CHALLENGES
The olfactory-hippocampal system undergoes dramatic dynamic changes on several time scales. These changes occur as quickly as the time from one sniff to the next and as slowly as a gradual change over a lifetime. [41] [42] [43] [44] [45] All likely contribute to the itinerant nature of perceptual brain dynamics. The structures discussed here are bidirectionally connected ͑Fig. 1͒, and each has several inherent frequencies that interact with each other and those in other regions. These features create a system that is well-positioned to operate in chaotic regimes. History processes, which produce itinerancy, characterize the system's dependence on particular experiences, learning, moods, and life span. The challenge entails going beyond the heuristic to modeling perception with real itinerant processes as a defining feature. FIG. 5 . Relationships between gamma and theta activity. ͑a͒ Theta activity in the OB is strongly coherent with respiration much of the time ͑pnm-pneumograph trace͒. Classical high frequency gamma bursts ͑65-90 Hz͒ are elicited on the peak of inhalation. DG theta rhythm is normally not related to OB theta activity, but occasionally enters into brief coherent bouts ͑under-scored region͒. ͑b͒ Comparison of OB activity recording during exploratory behavior in control (␤3ϩ/ϩ) vs knockout (␤3Ϫ/Ϫ) mice. The ␤3 knockouts have nonfunctional GABA A receptors on the OB granule cells and are thus lacking the putative mutually inhibitory connections between granule cells. Loss of these connections results in significantly enhanced gamma oscillations ͑Refs. 23 and 35͒. ͑c͒ Two types of gamma oscillations during a behavioral trial. Dashed overscores indicate high frequency aperiodic gamma bursts described in Fig. 8͑a͒ . Solid overscore indicates the respiration-independent low frequency gamma burst ͑40-60 Hz͒ typical of a resting or attentive state.
In the following discussion the temporal scales associated with each of the changes will be identified along with the set of system characteristics that define each. This folding of time scales provides the basis for itinerancy.
A. Time scales of system dynamics
In the execution of a task there are changes in an animal's behavior which recur with the periodicity of the intertrial interval ͑waiting, expecting, sniffing, responding, etc.͒. These periodic changes are definable once the behavior is well-learned. Accompanying these repeating ''behavioral epochs'' are changes in connectivity strength and frequency structure. With the rat's transition from alert waiting to directed sniffing the olfactory system ͑OB and PC͒ transits from low frequency, high amplitude gamma oscillations with high coherence to high frequency, aperiodic, low amplitude gamma activity with low coherence ͓Figs. 3, 5͑c͒, 6͑a͒, 6͑b͒, and 7͔. Similarly, theta activity in the hippocampus undergoes an abrupt change with the onset of the odor sniffing period. The hippocampal areas ͑EC and DG͒ transition from low frequency theta with high coherence to high frequency theta activity in the DG that has low coherence with the EC but enhanced coherence with the OB ͓Figs. 3, 4, 8͑c͒, and 8͑d͔͒. These transitions overlap with and follow a brief period of beta band input from the EC to the OB. 22 These changes can manifest in less than 100 ms, as is seen when high-amplitude low frequency gamma oscillations abruptly disappear as an animal changes its behavioral state from waiting to attentive expectation, or as a spatial activity pattern arises suddenly and briefly in association to a meaningful stimulus. [46] [47] [48] The changes are likely induced by cen- FIG. 6 . ͑Color͒ Dynamics of gamma band power spectra. Gamma oscillations are evident in the low gamma band in the olfactory areas, ͑a͒ OB and ͑b͒ PC. Gamma activity in the EC ͑c͒ is relatively aperiodic and low in power, while that in the DG is of higher power in the lower gamma frequencies ͑d͒. Data are from 23 CSϪ trials to illustrate that the interruption of activity with odor onset is not due to preparatory activity for the bar press. FIG. 7. ͑Color͒ Dynamics of gamma band coherence spectrum. Gamma oscillations are strongly coherent between the OB and PC during prestimulus periods and during the response and drinking period. Prior to odor arrival and with the onset of fast sniffing, the gamma band coherence drops. Data are t-statistics calculated from jackknife measures. The dark blue background is the threshold for significance.
trifugal input, and a quasiperiodic function may represent the strength of such input with a period of the intertrial interval or other behavioral cues. Instability in the system likely occurs in the transition from waiting to fast sniffing, and it is at this point that directed centrifugal input to the OB could induce a state transition ͑Fig. 9͒. Connection strength changes related to mood, attention, or amount of reinforcement are aperiodic, slower than those FIG. 8 . ͑Color͒ Dynamics of theta band coherence spectra. ͑a͒ Theta activity is coherent between OB and PC during the prestimulus period. It is interrupted with the onset of the odor sniffing period and recurs at a lower frequency during drinking of the reward solution. ͑b͒ OB and EC show strong coherence in the lower frequency range, and this is interrupted with the onset of the odor period. In some cases there is strong beta coherence during sniffing between the OB and PPC and OB and EC, as seen here. ͑c͒ OB and DG show strong coherence at a somewhat higher frequency during the sniffing period only. In some trial blocks this coherence is absent and in some blocks there is significant coherence during the prestimulus period also. ͑d͒ The hippocampal areas ͑EC and DG͒ show strong coherence in the lower range of the theta band during the prestimulus period, interrupted with the onset of the odor period. ͑e͒ Longitudinal display of coherence between OB and DG during the sniffing period ͑3.25-4.25 s in the trial͒ in overlapping 15 trial blocks ͑stepped by one trial for each horizontal data point͒. The period of strong coherence does not occupy the entire data set. The solid black line overlaid on the plot shows the peak theta rhythm for the OB during this period for the successive trial blocks, and the dashed line is the same measure for the DG. ͑f͒ Comparison of power at the sniffing frequency ͓magnitude from the 7 to 12 Hz region in ͑e͔͒ vs the percent correct trials in the associated trial blocks. The dashed line near the bottom is the result from shuffling the data. Colored markers indicate time through the experiment, with red being the beginning of the experiment and dark blue the end. The vertical bar indicates the criterion mark for good performance ͑65%͒ across CSϩ, CSϪ, and control ͑no odor͒ trials. ͑The apparent divergence in the correlation measure at the end of this data set is not consistent across experiments.͒ that occur with the periodicity of the intertrial interval, and, in general, nonmonotonic over the course of a day's recording session. OB and DG theta coherence follows such a medium time-scale temporal pattern ͓Figs. 8͑e͒ and 8͑f͔͒ as it is strongly related to performance measures on the accompanying block of trials. These changes represent temporary adjustments in system connectivity that are stable for a period of a few minutes. For example, in Fig. 1 the connection strength between the OB and HPC nodes during odor sniffing may change smoothly but arbitrarily over the course of minutes, but the duration of the apparent action ͑increased OB-DG coherence͒ is on the order of 1 s as an animal sniffs at high frequency and identifies an odor. Thus, it may be modeled as a smooth function that alters node properties within the OB and DG simultaneously ͑Fig. 9͒. These changes result in increased effective connection strength during fast sniffing only. One example of this may be the simultaneous action of neuromodulators on the parts of the system or, more indirectly, arousal induced changes in sniffing behavior, which would then change the effects of this behavior on the system. History-dependent changes occur on a long time scale with learning and experience and are relatively monotonic. Long term potentiation ͑LTP͒, which is a stimulationinduced, relatively long-lasting increase in effective connection strength, is such a change. This is similar to a learningassociated increase in coherence between sniffing and the hippocampal theta rhythm, the strength of which follows the monotonic rise in performance during learning of a contingency change. 21, 40 Both of these effects may dissipate after some time, but their change over the time course of one or a few sessions is relatively consistent. Long time scale changes may also occur much more slowly due to aging or disease. [41] [42] [43] 49 In Fig. 1 these effects may be illustrated by changes within or between nodes that grow or diminish slowly. A function representing this type of change may be sigmoidal in shape ͑Fig. 9͒, as is seen in learning curves, or an exponential decay function as is seen in some disease models of cognitive decline. [50] [51] [52] 
B. The itinerant system
It has been claimed that itinerancy is exhibited by activity patterns representative of perceptual states which drift over time. 6, 9 It has also been claimed that a succession of attracted states within the system is indicative of chaotic itinerancy. 7 In this report itinerancy of the latter type is defined in terms of the former. The stable, repeatable series of behavioral and neural states that occur in a perceptual act, such as a single behavioral trial, are created, refined, and temporarily adjusted via interactions in the three time scales described earlier. Attractors in this system take the form of repeatable spatiotemporal patterns arising in the course of the perceptual process and may be represented by mapping of the LFP signal onto the two-dimensional phase plane. 7 The system does not visit the same attractor twice, but the relationship of one attractor ruin or perceptual state to the next experience of the same sensory stimulus is defined by the three time scales: a stable short-term quasiperiodic process coupled via anatomical and physiological substrate to a slow monotonic drift, which is then shuttled around in state space by an intermediate arbitrary process ͑Fig. 9͒. Chaos may arise in the time domain due to the physical structure, coupled oscillators of close but mismatched frequency, delays between structures and folding of input via dense interconnectivity. Chaos may also arise in the frequency domain due to the folding of time scales in the active perceptual system.
Perception as discussed here is not restricted to a simple sniff or odor identification in an abstract sense; it is a relatively long process, occurring over as much as several seconds as an animal expects a stimulus, seeks it out, encounters it, takes it in, and responds to it. Brain structures involved in initiation of motor behavior are intimately connected with the olfactory system, and activity representative of seeking out an expected sensory stimulus is evident, as sniff rates either represent or induce dramatic state changes in both the olfactory and hippocampal systems. Thus, along with the described interacting time frames within the neural system, there may be similar influences of action or motor terms. A complete representation of the attractor ruin would then combine signals over many seconds from several brain areas and motor centers.
The expanded perceptual attractor may thus be defined by the dynamic relationships of the parts, the character of LFP activity associated with the different behavioral epochs FIG. 9 . Schematic of three interacting time scales. Slow, medium, and fast changes are described. The periodic process associated with the behavioral task represents only a single event in each trial of the behavioral task, such as EC input to the OB, which accompanies a state change in the neural data. This is illustrated by inset of OB data from a single trial. The top trace is the gamma frequency band ͑35-115 Hz͒; the middle trace is the theta frequency band ͑1-20 Hz͒; the bottom trace is the raw data ͑1-300 Hz͒. Note the transition from slow to fast sniffing ͑theta band͒ with the onset of the penalty period in anticipation of the odor. This transition is accompanied by a dramatic decrease in the power of gamma oscillations.
of the percept and the connectivity strengths between structures. It is an attractor distributed in space and time, defined externally by the experimenter as stimulus condition A or B, CSϩ or CSϪ, etc. This state is made stable by the periodic repetition of similar events ͑odors, rewards, etc.͒ and by slow monotonic learning and experience processes. This attractor evolution plus the constant, predictable state changes in this system represent itinerancy and make these percepts not attractors but attractor ruins. However, the instability is not so great that there is not a continuity of experience. The animal continues to make correct responses even after significant perturbations due to distraction and changes in mood described by medium time scale changes. However, it is unlikely that internal experience of the odor and the perceptual act is constant.
It is unclear what may be the functional role of the medium range instability. It may allow the individual to adapt to the ever-changing nature of input that is meant to be the same. A dynamic process that includes a source of instability may be more stable in a fluctuating environment than one that does not. In addition, a further source of instability may be interaction via the motor system, seen in these data in the sniff rate and intensity. Although more research is required to associate motor behaviors with driving forces in this system, it is likely the interface between the itinerant neural representation of cognitive states and action processes that provides the interfacial dynamics as a model for brain hermeneutics described by Tsuda.
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