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1　はじめに
　最近、日本の所得分配の構造変化に関する議論が再びなされるようになってきた。
（たとえば、橘木［10］。）そのとき、所得分布の不平等をどのように測るかは大きな
問題になろう。不平等を測る指標の種類はいろいろあり、ローレンツ曲線、ジニ係数、
平方変動係数、平均対数偏差、アトキンソン尺度等がある。こうした不平等尺度の定
義、解釈、性質については高山［9］、豊田［11］［12］、青木［8］等に詳細な説明が
ある。その中でも、直感的でわかりやすいこと、いろいろなよい性質を持つことによっ
て、ジニ係数が多く用いられている。
　ところで、ジニ係数を求めるためには所得データが必要である。信頼性の高いジニ
係数を求めるためには多くの標本が必要となる。しかし、所得分布を表す個票データ
は、個人ではなかなか入手できない。一般的に、得ることができるのは集約された統
計量、たとえば、5分位・10分位等の分位データである。このような集約された統計
量により求められた不平等尺度の精度はどの程度信頼性があるだろうか。不平等尺度
の精度の問題がここで生じる。
　ジニ係数はその背後に分布型を考えない記述的な尺度として一般的に捉えられてい
るが、分布型を仮定し、その性質を調べることもできる。ところで、所得分布は通常、
歪んだ分布であることが多い。したがって、等分位に基づくデータよりも順序統計量
をいくつか用いることにより精度の高い推定量が得られる可能性がある。そこで、本
論文では順序統計量からジニ係数を推定し、その精度について考察する。
　最初に、ジニ係数や順序統計量に関するいくつかの定義、命題等を述べ、次に、背
後にある分布としてパレート分布を仮定し、順序統計量を用いてジニ係数の最尤推定
量を求めることを考える。その際、（1）最小値と最大値、（2）任意の順序統計量、（3）分
位データの3つの場合について考察する。また、（1）、（2）に関しては求めた最尤推定
量の精度をブートストラップ法を用いて評価する。
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2　ジニ係数
　ジニ係数はその背後に分布型を仮定することなく計算できる記述的な尺度である
が、分布型を仮定し、その性質を明らかにすることもできる。まず、ジニ係数に関す
る定義を述べよう。
　Xを確率変数とする。
定義1　ジニ係数（Gini　index）
　　　　　　　　　　　　　　・（幻・毒E【1紳11　　　（1）
X1，X2はXと同一の確率法則に従う互いに独立な確率変数である。
　上の定義においてXは確率変数として扱われ、何らかの分布型が仮定されているが、
Xの背後に分布型を考えず、ジニ係数を単に記述統計量として扱う場合について定義
する。
　同一分布に従う確率変数のn個の実現値をx1・x2・…・Xnとしたとき、これに対応する
順序統計量をκ1、n・κ2，n・…・x・・nと表すことにする。
定義2　階級データ　標本の数をn、階級の数をq、各階級内の標本の数をn1・・n2・…・nq
とすると、∫番目の階級データを
　　　　　　　　　　x（i，・Σ為響囲恥・’，，　　（2）
と定義する。ここで、Ni＝Σ1＝1吻であり、便宜上1＞b＝0とする。
定義3　階級データに基づくジニ係数　階級データに基づくジニ係数は、定義1に従
い次のように定義される。
　　　　　　　　　　　　　　　毒幽Σ匙1Σ裂11澱ザxσ，1
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（3）G（x）＝　　　　　　　　　　　　　　　　　　毒　z］　i．，　x（，）
　また、階級内の標本数がすべて等しいとき、nl＝…＝　nqの場合には分位データと呼
ぶ。
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3　順序統計量に関するいくつかの命題
　順序統計量についての命題をいくつか述べよう。
　同一分布に従うn個の確率変数をXl，X2，…，Xnとする。これらを小さい順に並びか
えたものを順序統計量といい、Xl、n，X2，n，…，X。、nと表す。すなわち、最小値がXl，n、最
大値がX…である。
命題1　順序統計量の分布関数・密度関数　順序統計量X，，nの分布関数は、
で与えられる。
　密度関数は、
で与えられる。
　　Fi，。ω　＝　P（Xi、n≦x）
　　　　　・慧（1）｛Fω印一Fα）｝・一・
fi：n（・）・i，－1）吾1。．，）！｛F（・）｝ト1｛1－Fα）隙・）
　命題1では、単一の順序統計量の分布関数・密度関数について述べたが、
序統計量の同時分布関数・密度関数について次の命題2で述べる。
（4）
（5）
2つの順
命題2　2つの順序統計量の同時分布関数・密度関数　順序統計量Xi：nとXj，n
（1≦i≦ノ≦n）の同時分布関数は、
　　　　F・…n（xi，xj）・蕩蘇．轟一、）！｛F（・i）陶一F（・・）｝s’”｛1－F（乃）｝・’s（6）
で与えられる。
　同時密度関数は、
　　　　　　fiJ：n（Xi・Xj）＝
（i－1）！（ノーi－1）！（n一ノ）！
×｛F（Xi）｝i’1｛F（Xj）－F（Xi）ド＋1ローF（Xj）｝”“j
　　　　n1
×∫（Xi）f（Xj） （7）
で与えられる。
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　特に最小値（Xl、n）と最大値（X。　、n）の同時密度関数は、
　　　　　　　　　fl，。、n（x、，・j）・n（n－1）f（・i）f（η）｛F（X」）－F（Xi）｝n－2　　　（8）
となる。
　2つの順序統計量の同時分布関数・密度関数の考え方を拡張して、m個の順序統計
量の同時分布関数・密度関数について命題3で述べる。
命題3　m個の順序統計量の同時分布関数・密度関数　順序統計量Xi、，n，…，）Xi。：．
（1〈il〈…〈im＜n）の同時分布関数は、
　　　　　　　凡｛・…・」Cim）一轟・繕河¢．δ費i．（n－、）！
　　　　　　　　　　　　　　　　　×｛F（Xil）｝「｛F（κi2）－F（κi1）｝s－「…
　　　　　　　　　　　　　　　　　×｛1－F（κim）｝n－u　　　　　　　　　　　　　　（9）
で与えられる。
　同時密度関数は、
　　　　　　　　　　　　　　　　　　　　　n！　　 　　fii，…，im，n（κil，…，κim）＝
　　　　　　　　　　　　　　　　（il－1）！（i2－il－1）！。・・（n－i〃1）！
　　　　　　　　　　　　　　　　×｛F（・，1）｝’1－1｛F（・，，）－F（・、1）｝’・一’rl…
　　　　　　　　　　　　　　　　×｛1－F（Xim）｝n－im
　　　　　　　　　　　　　　　　×f（Xil）f（κi2）…f（Xim）　　　　　　　　　　（10）
で与えられる。
　特にm＝nの場合は、
　　　　　　　　　　　　　　　　　　　　　　　n　　　 　　fl，2，・・w（x1，x2，…，Xn）＝n！Hf（Xi）　　　　　　　　（11）
　　　　　　　　　　　　　　　　　　　　　　』1
となる。
　次に、順序統計量の関数の密度関数がどのように表されるかを考えてみよう。
命題4　順序統計量の関数の密度関数　順序統計量Xil、n，…，　Xi。，n（1≦il＜…＜im≦n）
の関数Z＝Σ魁、α，Xr：nの密度関数は、
　　　　　　　　　　　　　oo　　　　　　　oo　　 f（z）・fx・・’fi　f（Zil，…，z・m）dZi、…dZim　　　　（12）
　　　　　　　　　　　　　tn「1
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となる。ここで、
である。
（証明）
とすると、
　　　　　　　　　　　　　　η！∫（Zil・”°・Zim）＝
　　　　　　　（’1－1）！（’2－’r1）！…（η一砺）！
となる。ヤコビアンは、
　　　　　　α’1
×｛1－F（Zim）｝n”im
　　Zil一Σ虹，2αrZr
×f（
　　　　　αil
×｛F（・バΣ延’・a・Zr）｝’「1｛F（、、2）－F（，i1）｝i・－il－1．．．
??．???
IJI＝
?????
　　　　　　　1）f（Zi・）°°’f（Zi・）°可
?
Σ　a，X，，n
r＝il
Xi2：n
Xi．’n
　　Zil一Σ魁、α，・r
　　　　　αil
＝　　Z’2
＝　　z’刷
∂Xil，n　　　∂Xil：n
瓦「　　可
∂κim，η　　　∂x，m：n
瓦一…可
　1　　α’2　　　αf用
　α’1　　　α’1　　　　　α’夏
　　　　1　　　　0
　0　　　　　　　1
1
α’1
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（13）
　　　　　　f（Zii，…，Zim）＝
　　　　　　　　　　　　（il－1）！（i2－il－1）！…（n－im）！
　　　　　　　　　　　　×｛F（曲　　　　　　αil）｝il－1｛F（・・，）－F（Zil）｝・・一・・－1…
　　　　　　　　　　　　×｛1－F（Zim）｝”“”m
　　　　　　　　　　　　×六zバΣ磨鵬脚・毒
となり、求めたい関数Zの密度関数は、
　　　　　　　　　　ア（z）＝f（Zil）
　　　　　　　　　　　　・fx°°・・’ノ（Zil，…，z、m）d・、，…d・、．
　　　　　　　　　　　　　　lm－1
となる。
4　順序統計量に基づく推定
　所得分布として考えられる分布型はいくつもあるが、
をとりあげる。
4．1パレート分布
その法則は次のように表せる。
　　　　　　　　　　　　　　　　　N＝Aガα
う所得分布がパレート分布である。
　パレート分布にはいくつかの類型meがあるが、
的に用いられているP（1）（a，　1）について考えることにする。
　パレート分布P（1）（a，1）の密度関数は、
　　　　　　　　　　　　　　　　天κ）＝ax－（a＋1）
分布関数は、
　　　　　　　　　　　　　　　　F（x）＝1－x－a
となる。式（10）より、Zii，…，Zimの同時密度関数は、
　　　　　　　　　　　　　　n！
（証明終）
ここでは特にパレート分布注1
所得分布におけるパレート法則は、1897年に発表されたPareto［7］までさかのぼり、
ここで、Nは所得がx以上の人数であり、A，　aはパラメータである。この法則に従
ここでは、その中でももっとも一般
注1 鞄ｾ分布がバレート分布に従うことについては、Champemown［1］、　Hayakawa［4］等を参照。
滋　Johnson，　KotZ　and　balakrishnan［6｝を参照。
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（14）
（15）
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で与えられる。
4．2　ジニ係数の最尤推定
　所得分布にパレート分布を仮定した場合のジニ係数は、定義1より、
　　　　　　　　　　　　　　　　・（X）・歯　　　　　（16）
となる。
　そこで、ジニ係数の最尤推定量を考えてみよう。
補題1　βをθの関数（β＝ノ（θ））とする。θをθの最尤推定量とすると、関数βが単調
関数ならば、β＝！（θ）も最尤推定量である。
（証　明）
e（x1β）とL（xlθ）をβとθのそれぞれの尤度関数とする。
　　　　　　　　　　e（κ1β）＝L（xlθ）
　　　　　　　　　　　　　＝L（xlf－1（β））　where　β＝ノ（θ）
　　　　　　　　　　　器湯L（・lf”1（β））
　　　　　　　　　　　　　・晶・（・1θ）×毒f1（β）
　　　　　　　　　　　　　・・（嘉・・より）
　アー1の存在のためには単調性が必要である。したがって、最尤推定量を代入した関
数が単調ならばその関数も最尤推定量である。
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（証明終）
　∂をaの最尤推定量とする。式（16）において、ジニ係数γ（X）はパラメータaに関し
て単調関数なので、補題1により、次の定理が得られる。
定理1　パレート分布のジニ係数の最尤推定量は、
　　　　　　　　　　　　　　　　δ・諭　　　　　　　（17）
である。
　次に、ジニ係数の分散を求めよう。
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一般に、確率変数Xの関数g（X）の分散は、
…｛・（x）｝・（袈）多…X
と一次近似できる。
　この結果を用いると、ジニ係数（G）の分散は次の通りである。
　　　　　　　　　　　va・（G）・＠．1）、（歪輪一1）、
（18）
（19）
標本数が1㎜（n－1㎜）の場合の標準偏差を求めたのが表1である。
? ジニ係数 標準偏差
1．75 0．40 0．0056
1．93 0．35 0．0047
2．17 0．30 0．0039
2．50 0．25 0．0031
3．00 0．20 0．0024
3．83 0．15 0．0017
　　　　　　　　　　　　　表1ジニ係数の標準偏差
　ジニ係数が大きくなるほど、あるいはパラメータaが小さくなるほど標準偏差が大
きくなっていることがわかる。
それでは、ジニ係数の最尤推定量を求めるために、まず、順序統計量を用いてパレー
ト分布P（1）（a，　1）のパラメータaの最尤推定量を求めよう。
4．3　最小値と最大値に基づく最尤推定
　パレート分布P（1）（a，　1）に従う確率変数の実現値の最小値Xl：nと最大値x。，nから最
尤法でaを推定しよう。
　式（8）より、尤度関数は、
　　　　　　9（X≦・1，。，γ≦・。，。）＝・（・－1）・2ガ（a＋1）ジ（a＋1）（ガa－y－a）〃－2
となる。
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aについて偏微分し、0とおくと、
　　　£「9（x≦Xl，n・y≦Xn・、n）
　　　　＝n（n－1）a2X－（a＋1）y－（a＋1）（X’a－y－a）n’2
　　　　　　×｛2a－1－logx－logy－（n－2）（x－a－y｝a）－1（x－alogx－y－”logy）｝
　　　　＝0
となり、X≠yとすると、
　　　　　2a－1－logx－logy－（n－2）（x－a－y－a）－1（x－“　logx－　y’a　logy）＝O
となる。これをaについて解けばよい。
　最小値と最大値のデータから求めた最尤推定値∂の分散を求めることは困難であ
る。そこで、最尤推定値∂の精度（標準誤差）をブートストラップ法を用いて評価し
てみよう。
　ジニ係数の理論値（｝＝（0．40，　O．35，　O．30，0．25，0．20，0．15）の6つの値に対応するパレート
分布P（1）（a，1）のパラメータa＝（1．75，　1．93，2．17，　2．50，3．OO，　3．83）に対し、パレート分布
P（1）（a，1）に従う乱数を各10000個ずつ発生させた。以下の分析では、その固定させた
データにおいてブートストラップ法を適用する。
　表2と表3のaは、パレート分布のパラメータ、Gはそれに対応するジニ係数の理
論値であり、各a（G）の値に応じて、ブートストラップ法を適用している。ブートス
トラップ標本の数（B）を25～2㎜とし、a、およびジニ係数の推定量の標準誤差のブー
トストラップ推定を行なった結果が表の中程である。また、B＝2000、　aニ0．05の場合
の信頼区間（percentile法）、発生させ固定した乱数10000個から推定したaの推定値
（a）、およびジニ係数の推定値（G）を表の右にまとめた。
　なお、ブートストラップ標本をθ＊（b），b＝　1～Bとしたとき、表2の∂、および表3
のジニ係数はe＊（・）一準、表2と表3触は賄・【準操より求
めたものである。
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o／G B 25　　　　　50　　　　　100　　　　250　　　　500　　　　1000　　　2000信頼区間 a
1．75
O．40
????
1．8434　　1．8284　　1．8591　　1．8459　　L8396　　1．8362　　1．8330
O。1748　　0．1681　　0．1745　　0．1601　　0．1545　　0．1509　　0．1510
1．6878
Q．046
1．737
1．93
O．35
????
2．0315　　2．0150　　2．0488　　2．0342　　2．0273　　2．0236　　2．0200
O．1927　　0．1852　　0．1923　　0．1764　　0．1703　　0．1663　　0．1665
1．8600
Q．2547
1．9151
2．17
O．30
????
2．1557　　2．1794　　2．1699　　2．1714　　2．1674　　2．1595　　2．1600
O．1874　　0．1840　　0．1751　　0．1703　　0，1721　　0．1691　　0．1710
1．97 3
Q．4456
2．0531
2．50
O．25
???
2．6335　　2．6120　　2．6558　　2．6369　　2．6280　　2．6232　　2．6186
O．2497　　0．2401　　0．2492　　0．2287　　0．2207　　0．2156　　0．2158
2．4112
Q9 28
．48 5
3．00
O．20
????
3．1602　　3．1344　　3．1870　　3．1643　　3．1535　　3．1478　　3．1423
O．2997　　0．2881　　0．2991　　0．2745　　0，2649　　0．2587　　0．2589
2．8934
R．5074
2．9790
3．83
O．15
???
4．0380　　4．0050　　4．0722　　4．0433　　4．0295　　4．0222　　4．0151
O．3829　　0．3682　　0．3822　　0，3507　　0．3384　　0，3305　　03309
3．6971
S4816
3．8065
表2　最小値と最大値のデータから求めたaの最尤推定
　表3は・ブートストラップ法を適用する際・∂からジニ係数への変換式G＝旗了を用
いて、ジニ係数、および標準誤差を求めたものである。
α／G B 25　　　　　50　　　　　100　　　　250　　　　500　　　　1000　　　2000信頼区間 ?
1．75
O．40
ジニ係数
@5セ8
0．3779　　0．3819　　0．3736　　0．3765　　0．3779　　0，3786　　0．3796
O．0456　　0．0444　　0．0450　　0．0419　　0．0404　　0．0395　　0．0396
0．3234
O4209
0．4039
1．93
O．35
ジニ係数
@∫宅8
0．3311　　0．3345　　0。3275　　0．3300　　0．3312　　0．3318　　0．3326
O．0387　　0．0376　　0．0382　　0．0355　　0．0343　　0．0336　　0．0336
0．2849
O．3676
0．3533
2．17
O．30
ジニ係数
@3セ8
0．3055　　0．3011　　0．3026　　0．3022　　0．3029　　0．3043　　0．3042
O．0323　　0。0316　　0．0304　　0．0297　　0．0298　　0．0293　　00295
0．2570
O3389
．3219
250
O．25
ジニ係数
@5セ8
0．2373　　0．2395　　0．2349　　0．2365　　0．2373　　0．2378　　0．2383
O．0259　　0．0252　　0．0256　　0．0238　　0．0230　　0．0225　　0．0225
0．2064
O2616
0．2522
3．00
O．20
ジニ係数
@∫％8
0．1901　　0．1919　　0．1883　　0．1895　　0．1902　　0．1905　　0．1909
O．0200　　0．0195　　0．0198　　0．0184　　0．0177　　0．Ol74　　0．0174
0．1663
O．2089
．2017
3．83
O．15
ジニ係数
@5セ8
0．1428　　0．1441　　0．1415　　0．1424　　0．1429　　0．1431　　0．1434
O．0145　　0．0141　　0．0143　　0．0133　　0．0128　　0．0126　　0．0126
0．1256
O．1564
0．1512
表3　最小値と最大値のデータから求めたジニ係数の最尤推定
　最小値と最大値の2つのデータからのジニ係数の推定は、精度が悪く、標準誤差
（seB）は約0．01～0．04の大きな値である。また、標準誤差の理論値である表1よりも
かなり精度が落ちている。すなわち、最小値と最大値の2つのデータからジニ係数を
推定した場合には、ジニ係数の標準誤差以上の差がなければ不平等度に変化があった
とは結論づけられないことになる。たとえば、ジニ係数が0．25の場合ではO．0225以上の
差がなければ不平等度の変化については何も言えないということである。
　ブートストラップ法は、経験分布を元にしているので、データが正しく分布型を表
していないと、すなわち、外れ値などがない状態でないと、正しい結果が得られない。
特に、最小値と最大値の2つのデータからジニ係数を推定するこの場合は、外れ値の
影響が出やすいので、ブートストラップ法を適用する前にデータを調べる必要がある。
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4．4　任意の順序統計1に基づく最尤推定
　次に、パレート分布P（1）（a，1）に従う確率変数の実現値κnl、n・Xn2，n・…，Xn。，nから最尤法
でaを推定する。
　式（10）より、尤度関数は、
　　　　9（Xl≦Xni，n，　X2≦Xn2：n，…　，Xル霧≦Xn．，n）
　　　　　　　　　　　　〃！
　　　　　　（nl－1）！（n2－nl－1）！…（n－nm）！
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　m　　 ×（1－x1”a）n・“1（Xl－a－x2’a）π・†1×…×（Xm’a）n－n・・amn　Xi“（a＋1）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　i．1
となる。
　xo　＝1，Xm＋1；∞，　no＝0，　nm＋1＝n＋1とすると、
　　　　　　　9（Xl≦Xnl，n，X2≦Xn2：n，…　，Xル3≦Xn．：n）
　　　　　　　　　H、1．o（　n！ni＋1・一一・ni－1）！1．o｛（xi－a・・一・Xi・・’a）ni＋1－ni－1レ・黙・・一（a＋’）
となる。aについて偏微分し、0とおくと、
晶一9（Xl≦Xn、：n　，　X2≦Xn2〃n・・…　X｝π≦Xn＿，n）
　　　　　　　n！
　　　n　1．o（πぎ＋1－ni－1）！
　　　　m　 ×【Σ｛（nj・＋1　’一　nj－1）（乃一4一乃＋1’a）nj＋i”nj　’－2（乃＋i　“alog　X」＋1－Xj－alogXj）
　　　　ノ＝O
　　　　m　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　m　　　H　（Xi岬a－Xi．1－a）ni・1－ni－1｝・aMH　Xi－（a＋1）
　　　』OJ≠ヲ’　　　　　　　　　　　　　　　　　i．1
　　　　　　　　　　　　　　　　　　　m　　　　　　　　　　　　　　m　　　　　　　　　　　　　　　　　mm　　　＋耳αrα蘭一α）n”1“’”’一’｛㎡塵1捧一（a＋1）一♂君（X・一（a＋Dl°9鼎・’佃＋1））｝］
・噛（　n！獅堰{1－ni－1）！【）－o（x・“a－Xi・1”a）ni・1†1】［礁・・冒（a＋1’】
　　　　m　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　×［Σ｛（nj＋1－nj－1）（XJ－a－xj＋1’a）4的＋i’a　log　xj＋rダ4109乃）｝＋号一Σlogxj］
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ノ＝1　　ノ＝0
　＝0
となり、Xj≠乃＋1（ノ＝0・…・m）とすれば、
　　　m　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　m　　鳥｛（nj・1－n・－1）（x・’“一・xj・1薗ら｝1④・1“a1・9・j・1・一・…’al・9・」）｝＋繧1・9乃・・
となる。これをaについて解けばよい。
　前と同様の方法で、データが10000個の場合における2000，4000，6000，8000，10000番目
のデータから求めた最尤推定値∂とジニ係数をブートストラップ法を用いて評価して
みよう。
　表の見方は前と同じである。
α／G B 25　　　　　50　　　　　100　　　　250　　　　500　　　　1000　　　2000信頼区間 ?
1．75
O．40
????
1．7900　　1．7910　　1．7897　　1．7897　　1．7879　　1．7886　　1．7891
O．0211　　0．0204　　0．0214　　0．0207　　0．0214　　0．02ユ2　　0．0215
1．7539
P 8 44
1．7936
193
O．35
????
1．9726　　1．9737　　1．9713　　1。9723　　1．9703　　1．9711　　1，9716
O．0233　　α0224　　0．0236　　0．0229　　0．0236　　0．0234　　0．0237
1．9329
Q．OlO6
．9766
2．17
O．30
????
2．2393　　2．2330　　2．2330　　2．2344　　2．2345　　2．2345　　2，2343
O．0310　　0．0328　　0．0298　　0．0319　　0．0309　　0．0296　　0，0291
2．1872
Q．2831
．2373
2．50
O．25
????
2．5571　　2．5585　　2．5553　　2．5567　　2．5541　　2．5551　　2．5558
O．0302　　0．0291　　0．0306　　0．0296　　0．0305　　0，0303　　0．0307
2．50 6
Q．6 63
2．56 2
3．00
O．20
????
3．0685　　3．0703　　3．0664　　3．0681　　3．0649　　3．0661　　3．0670
O．0362　　0．0349　　0．0367　　0．0356　　0．0367　　0．0364　　0．0368
3．0 7
R．1275
3．0747
3．83
O．15
????
3．9209　　3．9231　　3．9182　　3．9203　　3．9163　　3．9178　　3．9189
O．0462　　0．0446　　0．0469　　0．0454　　0．0468　　0．0465　　0．0471
3．84 9
R．9963
3．9287
表4　2000，4000，6000，8000，10000番目のデータから求めたaの最尤推定
　表5は、ブートストラップ法を適用する際、∂からジニ係数への変換式δ＝2∂と1を用
いて、ジニ係数、および標準誤差を求めたものである。
α／G B 25　　　　　50　　　　100　　　　250　　　　500　　　1000　　　2000信頼区間 ?
1．75
O．40
ジニ係数
@5セ8
0．3877　　0．3874　　0．3881　　0．3878　　0．3883　　0．3881　　0．3880
O．0063　　0．0061　　0．0065　　0．0063　　0。0065　　0．0064　　0．0065
0．3775
O．3987
0．3865
1．93
O．35
ジニ係数
@5老8
0．3396　　0．3394　　0．3399　　0．3397　　0．3401　　0．3400　　0．3398
O．0054　　0，0052　　0．0055　　0．0053　　0．0055　　0．0054　　0．0055
0．3 1
O．3489
．3386
2．17
O．30
ジニ係数
@5セ8
0．2876　　0．2886　　0．2886　　0．2884　　0．2884　　0．2884　　0．2884
O．0051　　0．0055　　0，0050　　0。0053　　0，0051　　0．0049　　0．0048
0．2804
O．2963
0．2878
2．50
O．25
ジニ係数
@∫セB
0．2431　　0．2429　　0．2433　　0．2432　　0．2435　　0．2434　　0．2433
O．0036　　0．0034　　0．0036　　0．0035　　0．0036　　0．0036　　0．0036
0．2374
O．249
0．2425
3．00
O．20
ジニ係数
@5セ8
0．1947　　0．1946　　0．1949　　0．1947　　0．1950　　0．1949　　0．1948
O．0027　　0．0026　　0．0028　　0．0027　　0．0028　　0．0028　　0．0028
0．1903
O．1994
0．1942
3．83
O．15
ジニ係数
@∫老β
0，1462　　0．1461　　0．1463　　0．1462　　0．1464　　0．1463　　0．1463
O．0020　　0．0019　　0．0020　　0．0019　　0．0020　　0。0020　　0．0020
0．1430
O．1496
．1458
表5　2000，4000，6㎜，8000，10000番目のデータから求めたジニ係数の最尤推定
　5つの順序統計量（2000，4000，6000，8000，10000番目）から求めたジニ係数の最尤推定
の表5をみると、標準誤差は約0．002～0．007という値である。やはり、標準誤差は5つ
の順序統計量（2000，4000，6000，8000，10000番目）から求めた値の方が最小値と最大値か
ら求めた値よりも小さい。さらに、理論値である表1と比べると理論値よりも精度は
悪いがその差は0．㎜5～0．0009であり、かなり理論値に近い値である。この値ならば小
数点以下2桁目に変化があれば、不平等度が変化したと結論づけられるだろう。
また、5つの順序統縫（2000，4000，6000，8000，10000ts　H）から求めたジニ係数の
最尤推定の表5をみると、ジニ係数が増えると標準誤差も増えている。
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比較のため、同じデータを用いて、定義2より5分位データを求め、さらに定義3よ
りジニ係数を求め、ブートストラップ法を用いて評価してみよう。結果が表6である。
α／G B 25　　　　　50　　　　　100　　　　250　　　　500　　　　1000　　　2000信頼区間 ?
1．75
O．40
ジニ係数
@5セβ
0．3524　　0．3525　　0．3515　　0．3525　　0．3531　　0．3534　　0．3533
O．0054　　0．0072　　0．0072　　0．0069　　0．0076　　0．0075　　0．0076
0．3410
O．3659
．3536
1．93
O．35
ジニ係数
@∫セ8
0．3121　　0．3121　　0．3114　　0．3122　　0．3127　　0．3130　　0．3129
O．0044　　0．0060　　0．0059　　0．0056　　0。0062　　0．0061　　0，0062
0．3028
O．3234
0．3131
2．17
O30
ジニ係数
@5セ8
0．2657　　0．2658　　0．2661　　0．2669　　0．2669　　0，2671　　0．2670
O．0049　　0．0045　　0．0050　　0．0051　　0．0051　　0，0053　　0．0052
0．2586
O．2754
0．2671
2．50
O．25
ジニ係数
@∫セ8
0．2273　　0．2273　　0．2269　　0．2274　　0．2278　　0．2279　　0．2278
O，0028　　0．0038　　0．0038　　0．0035　　0．0038　　0．0038　　0．0038
0．2 1
O．2345
0．2279
3．00
O．20
ジニ係数
@∫セβ
0．1832　　0．1832　　0．1830　　0．1833　　0．1836　　0．1837　　0．1836
O．0021　　0．0029　　0．0028　　0．0026　　0．0028　　0．0028　　0．0028
0．1791
O．1885
0．1837
3．83
O．15
ジニ係数
@∫セ8
0．1384　　0．1383　　0．1382　　0．1384　　0．1386　　0．1387　　0．1386
O0015　　0．0021　　0．0020　　0．0018　　0．0020　　0．0019　　0．0020
0．1355
O．1421
0．1387
表6　5分位データから求めたジニ係数
　5つの順序統計量（2000，4000，6000，8000，10000番目）からジニ係数を求めた表5と5
分位データからジニ係数を求めた表6を比較すると、ほとんどの場合、5つの順序統
計量からジニ係数を求めた場合の精度の方が若干ではあるがよい。
4．5　分位データに基づく最尤推定
　分位データとは、順序統計量の関数である。ここでは、q分位データを用いて、最
尤法で分布のパラメータ（パレート分布P（1）（a，1）を仮定した場合はaである。）を推定
する方法を考えよう。
　q分位データxω，…，x（q）をそれぞれ
　　　　　　　　　　　　　　　　　　号　　　　　　　　　　　　　x・1・・題㌔
　　　　　　　　　　　　　　　　　　　号n　　　　　　　　　　　　　x（2》＝暑ΣXi，n
　　　　　　　　　　　　　　　　　　i＝号＋1
　　　　　　　　　　　　　x、，，・＃£x、，n
　　　　　　　　　　　　　　　　　　i一与し・＋1
とする。
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命題4より、それぞれの密度関数は、
　　　　　　　　　f（・1）・f、i－i・ズノ（Zl・…・・Z）dz・…d・号
　　　　　　　　　　　　　＆　　　　　　　　　　　　　　　　oo　　　 　f（・2）・鶴》毒。ノ（zz・1・…・zgn）d・z“・…d・in
　　　　　　　　　　　　i　。。　。。
　　　　　　　　　ア（Zq）・4－1　　　　　 ・処。！（Zザ1n＋1・…・Zn　　q）舛麗…dZn
　　　　　　　　　　　　　　　　9
となる。ここで、
　　　　　　　　　　　　n！ア（Zil，…，Zim）＝
　　　　　　（il－1）！（i2－il－1）！…（n－　im）！
　　　　　　　　×｛礁Σ磨）｝・・－1｛F（・、，）－F（Zil）｝・・一・・－1…｛・－F（z、．）｝n－－lm
　　　　　　　　×六準）f（・、、）’・・f（・、。）・毒
である。
　このとき、背後の分布としてパレート分布P（1）（a，　1）を仮定した場合は、
魚）＝αズ（a＋1）、F（x）＝・1－・x’aをそれぞれ代入すればよい。
　尤度関数は、
　　　　　　9（Z1≦Xω・Z2≦X（2）・…　，Zq≦X㊤））＝ア（z1）・f（z2）×…×f（Zq）
となり、この式を分布のパラメータについて偏微分し、0とおき、そのパラメータに
ついて解けばよい。
5　結論
　ジニ係数は、背後に分布型を仮定した場合、順序統計量を用いることによって、分
布のパラメータの最尤推定を通じ、その最尤推定量を求めることが可能となる。
　本論文では、背後に仮定する分布型としてパレート分布をとりあげ、データの（1）
最小値と最大値、（2）任意の順序統計量からパラメータaを最尤推定する方法を述べ、
ブートストラップ法によりその精度を評価した。表7は、ジニ係数の標準偏差（理論
値）、ブートストラップ法により求めた（1）最小値と最大値と（2）5つの順序統計量
（2am，4000，6000，8000，10000番目）のジニ係数の標準誤差、同じく、5分位データから
ブートストラップ法により求めたジニ係数の標準誤差をジニ係数が0．25の場合におい
て比較したものである。4つの値を見てみよう。
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理論値　　　　　　　（表1） qoO31
最小値と最大値　　　　（表3） α0225
5つの順序統計量　　　（表5） α0036
5分位データ　　　　（表6） α0038
表7ジニ係数0．25における標準誤差
　最小値と最大値から求めたジニ係数の精度（標準誤差）はかなり悪い。しかし、5つ
の順序統計量（2㎜，4000，6000，8000，10000番目）から求めたジニ係数の精度は、すべての
データから求めた最尤推定量の理論上の精度にかなり近い値であり、5分位データか
ら求めたジニ係数の精度よりも若干ではあるがよい。このことから所得データの公表
に際し、分位データのみを表象するのではなく、順序統計量をも基本統計量として開
示することは十分意味があるといえるであろう。
　また、背後にある分布型として様々なものを仮定して同様に分析することもできる。
その場合、順序統計量によりジニ係数の最尤推定量を理論的に導くことは一般に難し
くなるが、数値計算で解決することができる。
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