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SCATTERING MATRIX AND ANALYTIC TORSION
MARTIN PUCHOL, YEPING ZHANG, AND JIALIN ZHU
Abstract. We consider a compact manifold with a piece isometric to a (finite length)
cylinder. By making the length of the cylinder tend to infinity, we obtain an asymptotic
gluing formula for the zeta determinant of the Hodge-Laplacian and an asymptotic
expansion of the L2-torsion of the corresponding Mayer–Vietoris exact sequence. As an
application, we give a purely analytic proof of the gluing formula for analytic torsion.
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0. Introduction
We consider a flat vector bundle F equipped with a Hermitian metric hF over a
compact Riemannnian manifold Z. The associated Ray-Singer analytic torsion [36] is a
weighted product of the zeta determinants of the Hodge-Laplacian on the vector space
of p-forms with values in F , Ωp(Z, F ) (p = 0, · · · , dimZ). The Ray-Singer metric [11]
on detH•(Z, F ) is the product of the Ray-Singer analytic torsion and the L2-metric
(induced by the Hodge theory). The Ray-Singer metric has a topological counterpart,
the Reidemeister metric [38]. Ray and Singer [36] conjectured that the two metrics
coincide for unitary flat vector bundle. Cheeger [16] and Mu¨ller [29] independently proved
the conjecture. This result is now called Cheeger-Mu¨ller theorem. Bismut, Zhang and
Mu¨ller simultaneously considered the extension of this theorem. Mu¨ller [30] extended
the theorem to unimodular flat bundles, i.e., detF is unitary. Bismut and Zhang [11]
extended the theorem to arbitrary flat vector bundles. There are also various extensions
to equivariant cases [25, 26, 12].
Now we suppose that there is a hypersurface Y ⊆ Z cutting Z into two pieces, which
we denote by Z1 and Z2. Ray and Singer [36] proposed that there should be a gluing
formula expressing the analytic torsion of Z in terms of the analytic torsions of Z1 and
Z2. They proposed such a formula as an intermediate step towards the Ray-Singer
conjecture. Dramatically, the conjecture was proved by other means, and the gluing
formula was proved as a consequence of the conjecture. Lu¨ck [26] proved the gluing
formula for unitarily flat vector bundles. The proof is based on the Cheeger-Mu¨ller
theorem and [25]. Bru¨ning and Ma [14] proved the gluing formula for arbitrary flat
vector bundles. The proof is based on an equivariant extension of the Cheeger-Mu¨ller
theorem by Bismut and Zhang [12]. There are also purely analytic proofs, i.e., without
using Cheeger-Mu¨ller theorem or its extension. Vishik [39] found an analytic proof for
unitarily flat vector bundles. There are also related works by Hassell [20] and Lesch [24].
Both the Ray-Singer analytic torsion and the Reidemeister torsion were generalized to
the relative context, i.e., a flat vector bundle over a smooth fibration. Bismut and Lott
[10] constructed analytic torsion forms (Bismut-Lott torsion). Igusa [21] and Dwyer,
Weiss, Williams [18] independently constructed higher Reidemeister torsions, which
turned out to be equivalent [2] up to a universal cohomology class. Bismut and Goette [8]
proved a higher version of Cheeger-Mu¨ller/Bismut-Zhang theorem under the condition
that there exists a fiberwise Morse function. However, the higher version of Cheeger-
Mu¨ller/Bismut-Zhang theorem in general remains unknown. Igusa [22] axiomatized the
higher torsion invariants. Two torsion invariants satisfying the axiomatization are equiv-
alent up to a universal cohomology class. Igusa also showed that higher Reidemeister
torsion satisfies his axiomatization. It was conjectured that there should exist a gluing
formula for Bismut-Lott torsion 1. The gluing formula conjectured together with the
work of Ma [27] could show that Bismut-Lott torsion satisfies Igusa’s axiomatization (cf.
[19] for a survey). Zhu [41] proved the gluing formula for Bismut-Lott torsion under the
condition that there exists a fiberwise Morse function. The proof is based on the work
of Bismut and Goette [8], which we mentioned earlier. Zhu [42] also proved the gluing
formula for Bismut-Lott torsion under the condition that H•(Y, F ) = 0. This proof is
analytical.
1conference on the higher torsion invariants, Go¨ttingen, September 2003
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In this paper, we give an analytic proof of the gluing formula for Ray-Singer torsion.
Our approach would eventually lead to a proof of the gluing formula for Bismut-Lott
torsion in full generality [34]. Our proof is based on the adiabatic limit. We assume
that the Riemannian metric is product on a tubular neighborhood of Y ⊆ Z, which we
identify with a cylinder (−1, 1)× Y . In the adiabatic limit, we deform the Riemannian
metric such that the length of the cylinder tends to infinity.
Note that the study of the adiabatic limit of η-invariant started first in Bismut-Freed [5,
6], Bismut-Cheeger [4] by blowing up the metric on the base manifold of a fibration. The
adiabatic limit used in our paper first appeared in the work of Douglas-Wojciechowski
[17] on η-invariant. Cappell-Lee-Miller [15] studied the behavior of the eigenvalues of a
Dirac operator in the adiabatic limit. They classified the eigenvalues according to their
decaying rate: large eigenvalues, polynomially decaying eigenvalues and exponentially
decaying eigenvalues. In Mu¨ller’s work [31] on η-invariants associated with manifolds
with cylindrical ends, scattering matrix was implied. Based on Mu¨ller’s work, Park-
Wojciechowski [33] expressed the asymptotics of the polynomially decaying eigenvalues
in terms of the scattering matrix.
Now we explain our results in more detail.
Let Z be a compact manifold. Let Y ⊆ Z be a hypersurface. We suppose that Y cuts
Z into two pieces, which we denote by Z1 and Z2 (see §1.2, §3.1). Then
Z = Z1 ∪Y Z2. (0.1)
Let gTZ be a Riemannian metric on Z. Let gTY be the induced Riemannian metric on
Y . We identify a tubular neighborhood of Y with (−1, 1)×Y such that (−1, 0]×Y ⊂ Z1
and [0, 1)× Y ⊂ Z2. Let (u, y) ∈ (−1, 1)× Y be the coordinates. We assume that gTZ
is product on (−1, 1)× Y , i.e.,
gTZ
∣∣
(−1,1)×Y = du
2 + gTY . (0.2)
Let (F,∇F ) be a flat complex vector bundle over Z with flat connection ∇F , i.e.,(∇F )2 = 0. Let πY : (−1, 1) × Y → Y be the canonical projection. As ∇F is flat, we
can identify (F,∇F )∣∣
(−1,1)×Y with the pullback π
∗
Y
(
F
∣∣
Y
,∇F ∣∣
Y
)
via the parallel transport
with respect to ∇F along the curves γy : t ∈ (−1, 1) 7→ (t, y) ∈ (−1, 1)× Y .
Let hF be a Hermitian metric on F . We assume that hF is product on (−1, 1) × Y ,
i.e.,
(F,∇F , hF )∣∣
(−1,1)×Y = π
∗
Y
(
F
∣∣
Y
,∇F ∣∣
Y
, hF
∣∣
Y
)
. (0.3)
ForR > 2, set Z1,R = Z1∪Y ([0, R]×Y ), where we identify ∂Z1 with {0}×Y . We extend
the Riemannian metric gTZ , the flat vector bundle (F,∇F ) and the Hermitian metric hF
to Z1,R such that (0.2)-(0.3) hold on (−1, R)× Y . Set Z2,R = ([−R, 0]× Y ) ∪Y Z2. Set
ZR = Z1,R ∪Y Z2,R, (0.4)
where we identify ∂Z1,R = {R} × Y with ∂Z2,R = {−R} × Y (see Figure 1). We extend
gTZ , (F,∇F ) and hF to Z2,R and ZR in the same way. Note that we take R > 2 to avoid
confusions between Z1, Z2 and ZR for R = 1, 2. In this paper, we will always consider
ZR with R large enough.
We denote by Ω•(ZR, F ) the vector space of differential forms on ZR twisted by F .
Let dF : Ω•(ZR, F ) → Ω•+1(ZR, F ) be the de Rham operator induced by ∇F . Let dF,∗
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✛ ✲✛ ✲
❄
R R
Z1 Z2
︷ ︸︸ ︷Z1,R ︷ ︸︸ ︷Z2,R
︸ ︷︷ ︸
ZR
∂Z1,R = Y = ∂Z2,R
Figure 1.
be the formal adjoint of dF . The Hodge-de Rham operator is defined as
DFZR = d
F + dF,∗. (0.5)
Let DFZ1,R and D
F
Z2,R
be the Hodge-de Rham operators on Ω•rel(Z1,R, F ) (with the relative
boundary condition) and Ω•abs(Z2,R, F ) (with the absolute boundary condition, see (1.4)).
Let N be the number operator on Ω•(ZR, F ), i.e., Nω = pω for ω ∈ Ωp(ZR, F ).
Let P : Ω•(ZR, F ) → Ker
(
DF,2ZR
)
be the orthogonal projection (with respect to the L2-
metric). The zeta-type function associated with DF,2ZR is defined as follows, for s ∈ {C :
Re(s) > 1
2
dimZ},
θR(s) = −Tr
[
(−1)NN(DF,2ZR )−s (1− P )] . (0.6)
The function θR(s) admits a meromorphic continuation to the whole complex plane,
which is holomorphic at 0 ∈ C (see Definition 1.2 for an alternative definition). Let θ1,R
and θ2,R be the zeta-type functions associated with D
F,2
Z1,R
and DF,2Z2,R .
Let DFY be the Hodge-de Rham operator on Ω
•(Y, F ). Let Sp
(
DFY
)
be the spectrum
of DFY . Set
δY = min
{|λ| : 0 6= λ ∈ Sp(DFY )}. (0.7)
Set H•(Y, F ) = Ker
(
DFY
) ⊆ Ω•(Y, F ). Let C1(·) (resp. C2(·)) be the scattering matrix
associated with DFZ1,∞ (resp. D
F
Z2,∞
) in the sense of [31], which are analytic functions on
(−δY , δY ) with values in End
(
H•(Y, F )⊕H•(Y, F )du) (see §2.2). Set
C12 =
(
C−12 C1
)
(0), Cp12 = C12
∣∣
Hp(Y,F )⊕Hp−1(Y,F )du, for p = 0, · · · , dimZ. (0.8)
SCATTERING MATRIX AND ANALYTIC TORSION 5
Let H•rel(Z1, F ) (resp. H
•
abs(Z2, F )) be the relative (resp. absolute) cohomology of Z1
(resp. Z2) with coefficients in F . In the whole paper, we denote n = dimZ. Set
χ′ =
n∑
p=0
(−1)pp
{
dimHp(Z, F )− dimHprel(Z1, F )− dimHpabs(Z2, F )
}
,
χ′(C12) =
n∑
p=0
(−1)pp dimKer (Cp12 − Id) ,
χ(Y ) =
n−1∑
p=0
(−1)p dimHp(Y,C).
(0.9)
For a square matrix A, we denote by det∗(A) the product of its non-zero eigenvalues.
Let rk(F ) be the rank of F .
Theorem 0.1. For any ε > 0, as R→ +∞,
θR
′(0)− θ1,R′(0)− θ2,R′(0)
= 2χ′ logR +
(
χ(Y ) rk(F ) + χ′(C12)
)
log 2
+
dimZ∑
p=0
p
2
(−1)p log det∗
(2− Cp12 − (Cp12)−1
4
)
+ O(R−1+ε).
(0.10)
For a finite dimensional complex vector space E, we set detE = ΛmaxE := ΛdimEE.
For a complex line λ, we denote by λ−1 its dual line. For a Z-graded vector space
E• =
⊕m
k=0E
k, we define
detE• =
m⊗
k=0
(
detEk
)(−1)k
. (0.11)
For an exact sequence of finite dimensional complex vector spaces
(V •, ∂) : 0→ V 0 ∂→ V 1 ∂→ · · · ∂→ V m → 0, (0.12)
there is a canonical section ̺ ∈ det V • defined as follows: let mj = dim Im
(
∂
∣∣
V j
)
, we
choose (sj,k)16k6mj in V
j, which form a basis of V j/∂V j−1, set ∧ksj,k := sj,1∧ · · · ∧ sj,mj ,
̺ =
m⊗
j=0
(
(∧k∂sj−1,k) ∧ (∧ksj,k)
)(−1)j ∈ det V •. (0.13)
Let hV
•
=
⊕m
k=0 h
V k be a Hermitian metric on V •. Let T(V •, ∂, hV
•
) be the analytic
torsion associated with (V •, ∂, hV
•
) (see [7, Def. 1.4]). Let ‖ · ‖detV • be the norm on
det V • induced by hV
•
. By [7, Prop. 1.5], we have
T(V •, ∂, hV
•
) =
∥∥̺∥∥
detV •
. (0.14)
We consider the following Mayer-Vietoris exact sequence (see §1.2)
· · · → Hprel(Z1,R, F )→ Hp(ZR, F )→ Hpabs(Z2,R, F )→ · · · . (0.15)
We denote by TR the analytic torsion associated with the exact sequence (0.15) equipped
with L2-metrics (induced by Hodge theory).
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Theorem 0.2. As R→ +∞,
TR = 2
χ′(C12)/2Rχ
′
n∏
p=0
det∗
(2− Cp12 − (Cp12)−1
4
) p
4
(−1)p
+ O(Rχ
′−1). (0.16)
Let
∥∥ · ∥∥L2
detH•(ZR,F )
be the L2-metric on detH•(ZR, F ). The Ray-Singer metric on
detH•(ZR, F ) is defined as∥∥ · ∥∥RS
detH•(ZR,F )
=
∥∥ · ∥∥L2
detH•(ZR,F )
exp
(1
2
θR
′(0)
)
. (0.17)
We define the Ray-Singer metrics
∥∥ · ∥∥RS
detH•rel(Z1,R,F )
and
∥∥ · ∥∥RS
detH•abs(Z2,R,F )
in the same
way (see §1.1).
Set
λR(F ) = detH
•
rel(Z1,R, F )⊗
(
detH•(ZR, F )
)−1 ⊗ detH•abs(Z2,R, F ). (0.18)
Let ̺R ∈ λR(F ) be the canonical section (see (0.13), (0.15)). Let
∥∥ · ∥∥RS
λR(F )
be the metric
on λR(F ) induced by
∥∥ · ∥∥RS
detH•(ZR,F )
,
∥∥ · ∥∥RS
detH•rel(Z1,R,F )
and
∥∥ · ∥∥RS
detH•abs(Z2,R,F )
.
The gluing formula of the analytic torsion established in [14, Theorem 0.3] is stated
as follows.
Theorem 0.3. We have ∥∥̺R∥∥RSλR(F ) = 2− 12χ(Y ) rk(F ). (0.19)
In this paper, we give a different proof of Theorem 0.3. In fact, (0.19) is equivalent to
the following identity
1
2
θR
′(0)− 1
2
θ′1,R(0)−
1
2
θ′2,R(0)− log TR =
1
2
χ(Y ) rk(F ) log 2. (0.20)
By Theorem 0.1, 0.2, the left hand side of (0.20) tends to 1
2
χ(Y ) rk(F ) log 2 as R→ +∞.
On the other hand, by the anomaly formulas ([11, Theorem 0.1], [13, Theorem 0.1]) the
left hand side of (0.20) is independent of R. Then (0.20) follows.
This paper is organized as follows. In §1, we recall the definition of Ray-Singer metrics
and introduce the Mayer-Vietoris exact sequence. In §2, we study the spectrum of
Hodge-Laplacians on manifolds with cylindrical ends. In §3, we study asymptotics of
the spectrum of the Hodge-Laplacian on ZR as R→ +∞. In §4, we prove Theorem 0.1.
In §5, we prove Theorem 0.2. We also give a (more detailed) proof of Theorem 0.3.
Notations. Hereby we summarize some frequently used notations in this paper.
A manifold (with or without boundary) is usually denoted by X , Y or Z. We always
consider a manifold equipped with a flat complex vector bundle (F,∇F ). We denote
by Ω•(X,F ) (resp. Ω•c(X,F )) the vector space of differential forms (resp. differential
forms with compact support) on X with values in F . We denote by dF the de Rham
operator on Ω•(X,F ) induced by ∇F . We will also use the notation dFX when we want
to emphasize the underlying manifold. We denote
H•abs(X,F ) = H
•(X,F ) ≃ H•(Ω•(X,F ), dF),
H•rel(X,F ) = H
•(X, ∂X, F ) ≃ H•(Ω•c(X,F ), dF). (0.21)
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We write H•bd(X,F ) for short if the choice of abs/rel is clear. If X is equipped with
a Riemannian metric, we denote by
∥∥ · ∥∥
X
the L2-metric (see (1.1)) on Ω•c(X,F ) or its
L2-closure L2
(
Ω•c(X,F )
)
. For a vector subspace V ⊆ L2(Ω•c(X,F )), we denote by L2(V )
the closure of V with respect to
∥∥ · ∥∥
X
.
For a linear map A, we denote by Ker(A) (resp. Im(A)) the kernel (resp. image) of A.
For a self-adjoint operator A, we denote by Sp(A) its spectrum. For a Hermitian matrix
A, we note
det∗(A) =
∏
λ∈Sp(A)\{0}
λ. (0.22)
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1. Ray-Singer metrics
In this section, we recall several fundamental notions and constructions. This section
is organized as follows. In §1.1, we recall the definition of Ray-Singer metric. In §1.2,
we introduce the Mayer-Vietoris exact sequence.
1.1. Hodge theory and Ray-Singer metrics. Let X be a n-dimensional compact
manifold with boundary Y . Let F be a flat complex vector bundle over X with flat
connection ∇F .
Let gTX be a Riemannian metric on X . Let hF be a Hermitian metric on F . Let〈·, ·〉
Λ•(T ∗X)⊗F be the scalar product on Λ
•(T ∗X)⊗F induced by gTX and hF . Let o(TX)
be the orientation line bundle of X . Let dvX ∈ Ωn(X, o(TX)) be the Riemannian volume
form on (X, gTX). The L2-metric on Ω•(X,F ) is defined as follows: for s, s′ ∈ Ω•(X,F ),
〈
s, s′
〉
X
=
∫
X
〈
s(x), s′(x)
〉
Λ•(T ∗X)⊗FdvX . (1.1)
Let dF,∗ be the formal adjoint of dF with respect to (1.1). The Hodge-de Rham operator
is defined as
DFX = d
F + dF,∗. (1.2)
Then the associated Hodge-Laplacian is defined by
DF,2X = d
FdF,∗ + dF,∗dF : Ωp(X,F )→ Ωp(X,F ). (1.3)
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We identify the normal bundle n of Y ⊆ X with the orthogonal complement of TY ∣∣
Y
⊆
TX|Y . We denote by en the inward pointing unit normal vector field on Y . Let en be the
dual vector field. We denote by i· (resp. ∧·) the interior (resp. exterior) multiplication.
Set
Ωpabs(X,F ) =
{
σ ∈ Ωp(X,F ) : (ienσ) |Y = 0
}
,
Ωprel(X,F ) =
{
σ ∈ Ωp(X,F ) : (en ∧ σ) |Y = 0
}
.
(1.4)
The restriction of DFX to Ω
p
abs/rel(X,F ) is essentially self-adjoint. Set
Ωpabs,D2(X,F ) =
{
σ ∈ Ωp(X,F ) : (ienσ) |Y =
(
ien(d
Fσ)
) |Y = 0},
Ωprel,D2(X,F ) =
{
σ ∈ Ωp(X,F ) : (en ∧ σ) |Y =
(
en ∧ (dF,∗σ)) |Y = 0}. (1.5)
We denote byDF,2X,abs andD
F,2
X,rel the restrictions ofD
F,2
X to Ω
p
abs,D2(X,F ) and Ω
p
rel,D2(X,F ).
For the sake of convenience, a unified notation ’bd’ will be adopted to represent ’abs’
or ’rel’, when it is not necessary to distinguish the boundary conditions. The operator
DF,2X,bd is essentially self-adjoint. Set
H
p
bd(X,F ) =
{
σ ∈ Ωpbd,D2(X,F ) : DF,2X σ = 0
}
. (1.6)
Let KX be a smooth triangulation of X . Let C•(KX , F ∗) (resp. C•(KX , F )) be the
corresponding chain (resp. cochain) groups with coefficents in F ∗ (cf. [14, § 1.1]). We
define the de Rham map P∞ : Ω•(X,F )→ C•(KX , F ) as follows (cf. [14, (1.15)]),
P∞(σ)(a) =
∫
a
σ, forσ ∈ Ω•(X,F ), a ∈ C•(KX , F ∗). (1.7)
The following theorem comes from [14, Theorem 1.1].
Theorem 1.1 (Hodge decomposition theorem).
(1) We have
H
p
bd(X,F ) = Ker(d
F ) ∩Ker(dF,∗) ∩ Ωpbd(X,F ). (1.8)
(2) The vector space Hpbd(X,F ) is finite dimensional.
(3) We have the following orthogonal decomposition
Ωpbd(X,F ) = H
p
bd(X,F )⊕ dFΩp−1bd (X,F )⊕ dF,∗Ωp+1bd (X,F ),
L2
(
Ωp(X,F )
)
= Hpbd(X,F )⊕ L2
(
dFΩp−1bd (X,F )
)⊕ L2(dF,∗Ωp+1bd (X,F )). (1.9)
(4) The inclusion Hpbd(X,F ) → Ker(dF ) ∩ Ωpbd(X,F ) composed with P∞ maps into
Cp(KX , F ) for ’bd’ = ’abs’ (resp. C
p(KX ,KY , F ) for ’bd’ = ’rel’). Moreover,
the induced map
H
p
bd(X,F )→ Hpbd(X,F ). (1.10)
is an isomorphism.
The de Rham cohomology is defined as
Hp(Ω•bd(X,F ), d
F ) =
Ker(dF ) ∩ Ωpbd(X,F )
dF (Ωp−1bd (X,F )) ∩ Ωpbd(X,F )
. (1.11)
By Theorem 1.1, the map P∞ induces an isomorphism
Hp(Ω•bd(X,F ), d
F ) ≃ Hpbd(X,F ). (1.12)
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Let PH : Ω
•(X,F ) → H•bd(X,F ) be the orthogonal projection (with respect to the
L2-metric (1.1)). Set P⊥H = 1 − PH. Let N be the number operator on Ω•(X,F ) (see
(0.6)). Let exp
(− tDF,2X,bd) be the heat semi-group associated with DF,2X,bd.
Definition 1.2. For s ∈ C with Re(s) > n
2
, set
θFX,bd(s) = −
1
Γ(s)
∫ +∞
0
tsTr
[
(−1)NN exp (− tDF,2X,bd)P⊥H ]dtt . (1.13)
The function θFX,bd(u) admits a meromorphic continuation to C, which is holomorphic
at s = 0 (cf. [14, Theorem 3.2]).
Definition 1.2 is equivalent to the definition of zeta-type function given in the intro-
duction. It is Definition 1.2 that will be used in our proof (in §4).
Definition 1.3. The Ray-Singer analytic torsion is defined as
Tbd(X, g
TX , hF ) = exp
(1
2
θFX,bd
′
(0)
)
. (1.14)
Let detH•bd(X,F ) be the determinant line (see (0.11)) of H
•
bd(X,F ). By the iso-
morphism in (1.10), H•bd(X,F ) inherits a L
2-metric hH
•
bd(X,F ) from the L2-metric on
Ω•(X,F ). Let
∥∥ · ∥∥L2
detH•bd(X,F )
be the induced metric on detH•bd(X,F ).
Definition 1.4. The Ray-Singer metric on detH•bd(X,F ) is defined as∥∥ · ∥∥RS
detH•bd(X,F )
=
∥∥ · ∥∥L2
detH•bd(X,F )
Tbd(X, g
TX, hF ). (1.15)
1.2. Mayer-Vietoris exact sequence. In this subsection, we will use the notations in
the introduction. Recall that Z is a compact smooth Riemannian manifold and Y ⊆ Z
is a hypersurface cutting Z into two pieces Z1 and Z2. We have the following Mayer-
Vietoris exact sequence (cf. [14, (0.16)])
· · · → Hprel(Z1, F )
αp→ Hp(Z, F ) βp→ Hpabs(Z2, F )
δp→ Hp+1rel (Z1, F )→ · · · . (1.16)
By (1.12) and (1.16), we get the following exact sequence
· · · → Hp(Ω•rel(Z1, F ), dF )
αp→ Hp(Ω•(Z, F ), dF ) βp→ Hp(Ω•abs(Z2, F ), dF )
δp→ · · · . (1.17)
The following proposition is well-known.
Proposition 1.5. The maps αp, βp and δp in (1.17) are given as follows:
a) For [σ] ∈ Hp(Ω•rel(Z1, F ), dF ), there exists σ′ ∈ [σ] vanishing near Y . Let σ′′ ∈
Ωp(Z, F ) be the extension of σ′ by zero. We have αp([σ]) = [σ′′].
b) For [σ] ∈ Hp(Ω•(Z, F ), dF ), there exists σ′ ∈ [σ] such that σ′′ := σ′∣∣
Z2
∈ Ωpabs(Z2, F ).
We have βp([σ]) = [σ
′′].
c) For [σ] ∈ Hp(Ω•abs(Z2, F ), dF ), there exists σ′ ∈ Ωp(Z, F ) such that σ′
∣∣
Z2
∈ [σ]. Then
σ′′ := dFσ′
∣∣
Z1
∈ Ωp+1rel (Z1, F ). We have δp([σ]) = [σ′′].
By Theorem 1.1 and (1.16), we have the following exact sequence
· · · → Hprel(Z1, F )
αp→ Hp(Z, F ) βp→ Hpabs(Z2, F )
δp→ · · · . (1.18)
By Theorem 1.1, Proposition 1.5 and (1.12), we get the following proposition.
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Proposition 1.6. For ω ∈ Hprel(Z1, F ), µ ∈ Hp(Z, F ), ν ∈ Hpabs(Z2, F ) and ω′ ∈
H
p+1
rel (Z1, F ), we have〈
αp(ω), µ
〉
Z
=
〈
ω, µ
〉
Z1
,
〈
βp(µ), ν
〉
Z2
=
〈
µ, ν
〉
Z2
,
〈
δp(ν), ω
′〉
Z1
=
〈
ν, ienω
′〉
Y
. (1.19)
Proof. We only prove the first identity. The second and third identities can be proved
in a similar way.
By the second identity in (0.21) and (1.12), there exists ω′ ∈ Ωpc(Z1, F ) (i.e., ω′ vanishes
near ∂Z1) such that
dFω′ = 0, [ω′] = [ω] ∈ Hp(Ω•rel(Z1, F ), dF ). (1.20)
We may view ω′ as an element in Ωp(Z, F ), i.e., ω′ vanishes on Z2. By Proposition 1.5
and (1.20), we have
[αp(ω)] = [ω
′] ∈ Hp(Z, F ). (1.21)
By Theorem 1.1, (1.20) and (1.21), we have〈
αp(ω), µ
〉
Z
=
〈
ω′, µ
〉
Z
=
〈
ω′, µ
〉
Z1
=
〈
ω, µ
〉
Z1
. (1.22)
This completes the proof of Proposition 1.6. 
2. Manifolds with cylinder ends and Scattering matrix
In this section, we study the Hodge-Laplacians on manifolds with cylindrical ends.
This section is organized as follows. In §2.1, we calculate the eigensections of the Hodge-
Laplacian on a cylinder without boundary condition. In §2.2, we study the absolutely
continuous spectrum of the Hodge-Laplacian in question. In §2.3, we study the extended
L2-solutions, i.e., generalized eigensections associated with 0.
2.1. Hodge-de Rham operator on a cylinder. Let (Y, gTY ) be a compact Riemann-
ian manifold. Let F be a flat vector bundle over Y . Let hF be a Hermitian metric on
F .
Let du be a unit odd Grassmannian variable such that (du)2 = 0, which we view as an
endomorphism of degree 1, and fix its norm by |du| = 1 and assume that it anticommutes
with Λ•(T ∗Y ). Set Ω•(Y, F [du]) = Ω•(Y, F )⊗ C[du], then as a Z2-graded vector space,
Ωp(Y, F [du]) = Ωp(Y, F )⊕ Ωp−1(Y, F )du. (2.1)
Let DFY be the Hodge-de Rham operator (cf. (1.2)) on Ω
•(Y, F [du]). Let H•(Y, F )
(resp. H•(Y, F [du])) be the kernel of DF,2Y on Ω
•(Y, F ) (resp. Ω•(Y, F [du])). For
µ ∈ R, Let Eµ(Y, F ) (resp. Eµ(Y, F [du])) be the eigenspace of DFY on Ω•(Y, F ) (resp.
Ω•(Y, F [du])) associated with µ. Then we have
H•(Y, F [du]) = H•(Y, F )⊕H•(Y, F )du,
Eµ(Y, F [du]) = Eµ(Y, F )⊕ E−µ(Y, F )du. (2.2)
Let I ⊆ R be an interval. For ease of notation, we denote YI = I × Y . Let (u, y) ∈ YI
be the coordinates. Let πY : YI → Y be the canonical projection. We equip YI with the
product metric (0.2). The pull-back of F (resp. hF ) by π∗Y is still denoted by F (resp.
hF ). We equip F over YI with the flat connection
∇F = du ∧ ∂
∂u
+∇F ∣∣
Y
. (2.3)
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We will use the following identification
Ω•(YI , F ) = C∞(I,Ω•(Y, F [du])). (2.4)
For u ∈ I and ω ∈ Ω•(YI , F ), we denote by ωu ∈ Ω•(Y, F [du]) the value of ω, viewed as
a function on I, at u ∈ I. By (1.1) and (2.4), for ω, ω′ ∈ Ω•(YI , F ), we have〈
ω, ω′
〉
YI
=
∫
I
〈
ωu, ω
′
u
〉
Y
du. (2.5)
Let ∂
∂u
be the dual of du. We define the action on C[du] by
c( ∂
∂u
) = du ∧ −i ∂
∂u
, cˆ( ∂
∂u
) = du ∧+i ∂
∂u
. (2.6)
Let DFYI be the Hodge-de Rham operator on Ω
•(YI , F ). We have
DFYI = c(
∂
∂u
)
∂
∂u
+DFY , c(
∂
∂u
)DFY = −DFY c( ∂∂u). (2.7)
For I = [a, b], we have the Green formula: for ω, ω′ ∈ Ω•(YI , F ),〈
DFYIω, ω
′〉
YI
− 〈ω,DFYIω′〉YI = 〈c( ∂∂u)ωb, ω′b〉Y − 〈c( ∂∂u)ωa, ω′a〉Y . (2.8)
Set
δY = min
{|µ| : 0 6= µ ∈ Sp(DFY )}. (2.9)
For ω ∈ Ω•(YI , F ) an eigensection of DFYI associated with eigenvalue λ ∈ (−δY , δY ), by
(2.7), we have
ω = e−iuλ
(
φ−0 − ic( ∂∂u)φ−0
)
+ eiuλ
(
φ+0 + ic(
∂
∂u
)φ+0
)
+
∑
06=µ∈Sp(DFY )
e−
√
µ2−λ2u(φ−µ − µ− λ√
µ2 − λ2 c(
∂
∂u
)φ−µ
)
+
∑
06=µ∈Sp(DFY )
e
√
µ2−λ2u(φ+µ + µ− λ√
µ2 − λ2 c(
∂
∂u
)φ+µ
)
,
(2.10)
where φ±0 ∈ H•(Y, F ), φ±µ ∈ Eµ(Y, F [du]) (cf. [31, §4]). Note that(
1− ic( ∂
∂u
)
)(
1 + ic( ∂
∂u
)
)
= 0, (2.11)
which explains that φ±0 ∈ H•(Y, F ) (instead of φ±0 ∈ H•(Y, F [du])). Set
ωzm,± = e±iuλ
(
φ±0 ± ic( ∂∂u)φ±0
)
,
ωµ,± = e±
√
µ2−λ2u(φ±µ ± µ− λ√
µ2 − λ2 c(
∂
∂u
)φ±µ
)
,
ω± =
∑
06=µ∈Sp(DFY )
ωµ,±, ωµ = ωµ,− + ωµ,+,
ωzm = ωzm,− + ωzm,+, ωnz = ω− + ω+.
(2.12)
We remark that
c( ∂
∂u
)ωzm,± = ∓i ωzm,±. (2.13)
We call ωzm the zeromode of ω. By (2.10)-(2.12), we have
ω = ωzm + ωnz = ωzm + ω− + ω+. (2.14)
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Moreover, for u ∈ I and µ, ν ∈ R with |µ| 6= |ν|, we have〈
ωzmu , ω
µ
u
〉
Y
= 0,
〈
ωµu , ω
ν
u
〉
Y
= 0. (2.15)
Furthermore, for a < u < v < b, we have∥∥ω−v ∥∥Y 6 e−(v−u)√δ2Y −λ2∥∥ω−u ∥∥Y , ∥∥ω+u ∥∥Y 6 e−(v−u)√δ2Y −λ2∥∥ω+v ∥∥Y . (2.16)
By (2.12),
∥∥ωzmu ∥∥Y is independent of u ∈ I. We denote∥∥ωzm∥∥
Y
=
∥∥ωzmu ∥∥Y . (2.17)
Lemma 2.1. We assume that I = [a, b]. For ω1, ω2 ∈ Ω•(YI , F ) eigensections of DFYI
associated with eigenvalues in [−δY /2, δY /2], we have∣∣∣〈ωnz1 , ωnz2 〉YI
∣∣∣ 6 2δ−1Y (1− e−(b−a)δY /2)−2∥∥ω1∥∥∂YI∥∥ω2∥∥∂YI ,∣∣∣〈ωzm1 , ωzm2 〉Y ∣∣∣ 6 12∥∥ω1∥∥∂YI∥∥ω2∥∥∂YI .
(2.18)
Proof. They follow from the Cauchy-Schwarz inequality and (2.10)-(2.17). 
2.2. Hodge-de Rham operator on manifolds with cylindrical ends. Let (X∞, gTX∞)
be a non-compact Riemannian manifold with cylindrical end YR+, i.e., X∞ contains a
subset isometric to YR+ whose complement is compact. Let (F,∇F ) be a flat vector
bundle over X∞. Let hF be a Hermitian metric on X∞ such that (0.3) holds on YR+ .
By [31, Theorem 3.2], the Hodge-de Rham operator DFX∞ on Ω
•
c(X∞, F ) is essentially
self-adjoint. Its self-adjoint extension is still denoted by DFX∞ . We have the following
decomposition
L2
(
Ω•c(X∞, F )
)
= E•pp(X∞, F )⊕ E•sc(X∞, F )⊕ E•ac(X∞, F ) , (2.19)
where the vector subspaces on the right hand side correspond to purely point spectrum,
singularly continuous spectrum and absolutely continuous spectrum of DFX∞ (cf. [37,
Chapter 7.2]). We denote by DFX∞,pp, D
F
X∞,sc
and DFX∞,ac the restrictions of D
F
X∞
to the
corresponding vector subspaces.
Now we give a formal definition of generalized eigensection. We refer to [3, Chapter
5] for details. For ∆ ⊆ R a Borel subset, let I∆ : R→ R be the function defined by
I∆(λ) =
{
1 for λ ∈ ∆,
0 for λ /∈ ∆. (2.20)
We denote by A•(X∞, F ) the vector space of currents on X∞ with values in F . The
operator
I∆
(
DFX∞
)
: Ω•c(X∞, F )→ L2
(
Ω•c(X∞, F )
) ⊆ A•(X∞, F ) (2.21)
is well-defined. There exists an operator valued distribution
Ψ : R→ Hom(Ω•c(X∞, F ), A•(X∞, F )) (2.22)
such that
I∆
(
DFX∞
)
=
∫
∆
Ψ(λ)dλ. (2.23)
We have the decomposition
Ψ = Ψpp +Ψsc +Ψac, (2.24)
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where Ψpp (resp. Ψsc, Ψac) is a purely point (resp. singularly continuous, absolutely
continuous) measure. We define
Eλ = Ψac(λ)
(
Ω•c(X∞, F )
) ⊆ A•(X∞, F ). (2.25)
An element in Eλ is called generalized eigensection. It turns out that Eλ ⊆ Ω•(X∞, F ).
Moreover, the following properties hold,
- For ωλ ∈ Eλ, DFX∞ωλ = λωλ.
- We have Eλ ∩ L2
(
Ω•c(X∞, F )
)
= 0. In particular, a generalized eigensection is
determined by its restriction to YR+.
- For ω ∈ E•ac(X∞, F ), there exists a unique family
(
ωλ ∈ Eλ
)
λ∈R such that ω =∫
R
ωλdλ.
In this paper, the word ’generalized eigensection’ is uniquely assigned to the absolutely
continuous spectrum. In other words, a non zero eigensection will not be consid-
ered as a generalized eigensection.
Let
Π : Ω•(Y, F [du])→ H(Y, F )du⊕
⊕
µ>0
(
(1− du)Eµ(Y, F )⊕ (1 + du)E−µ(Y, F )
)
(2.26)
be the orthogonal projection. Let DFYR+
be the Hodge-de Rham operator with
Dom
(
DFYR+
)
=
{
ω ∈ Ω•(YR+ , F ) : ω0 ∈ Ker(Π)
}
, (2.27)
where ω0 is defined in the paragraph containing (2.4). Such boundary condition was
considered by Atiyah, Patodi and Singer [1, (2.3)]. By the proof of [1, Proposition 2.5],
DFYR+
only possesses absolutely continuous spectrum.
Let J : L2
(
Ω•(YR+ , F )
) →֒ L2(Ω•(X∞, F )) be the push-forward map induced by the
embedding YR+ →֒ X∞. Following [31, Prop. 4.9], we define the wave operators
W±
(
DFX∞ , D
F
YR+
)
= lim
t→±∞
eitD
F
X∞Je
−itDFYR+ : L2
(
Ω•(YR+, F )
)→ L2(Ω•(X∞, F )). (2.28)
The following theorem comes from [31, Theorems 4.1, 4.2].
Theorem 2.2. The operator DFX∞ has no singularly continuous spectrum. For t > 0,
the heat operator exp
( − tDF,2X∞,pp) is of trace class. The operator W±(DFX∞ , DFYR+) is
unitary. Its image is E•ac(X∞, F ). Moreover, the following diagram commutes,
L2
(
Ω•(YR+ , F )
)
W±
(
DFX∞ ,D
F
YR+
)

DFYR+
// L2
(
Ω•(YR+, F )
)
W±
(
DFX∞ ,D
F
YR+
)

E•ac(X∞, F )
DFX∞,ac
// E•ac(X∞, F ) .
(2.29)
Set
C
(
DFX∞ , D
F
YR+
)
=W ∗+
(
DFX∞ , D
F
YR+
) ◦W−(DFX∞ , DFYR+) ∈ End
(
L2
(
Ω•(YR+, F )
))
. (2.30)
Then C
(
DFX∞ , D
F
YR+
)
commutes with DFYR+
.
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By (2.10), (2.11) and (2.27), a generalized eigensection of DFYR+
associated with λ ∈
(−δY , δY ) takes the following form,
E0(φ, λ) = e
−iλu(φ− ic( ∂
∂u
)φ
)
+ eiλu
(
φ+ ic( ∂
∂u
)φ
)
, where φ ∈ H•(Y, F ). (2.31)
Since C
(
DFX∞ , D
F
YR+
)
commutes with DFYR+
, there exists C(λ) ∈ End(H•(Y, F )) such that
we have the formal identity
C
(
DFX∞ , D
F
YR+
)
E0(φ, λ) = E0(C(λ)φ, λ). (2.32)
More precisely, for
ω =
∫ δY
−δY
E0(φλ, λ)dλ ∈ L2
(
Ω•(YR+ , F )
)
, (2.33)
we have
C
(
DFX∞ , D
F
YR+
)
ω =
∫ δY
−δY
E0(C(λ)φλ, λ)dλ. (2.34)
We call C(λ) scattering matrix. We extend the action of C(λ) to H•(Y, F [du]) such that
C(λ)c( ∂
∂u
) = −c( ∂
∂u
)C(λ). (2.35)
The following propositions come from [31, §4, paragraphs between Lemma 4.16 and
Proposition 4.26].
Proposition 2.3. The following properties hold,
- C(λ) depends analytically on λ;
- C(λ) ∈ End(H•(Y, F [du])) is unitary;
- C(λ) preserves Hp(Y, F ) and Hp(Y, F )du for p = 0, · · · , n− 1 ;
- C(λ)C(−λ) = Id, in particular, C(0)2 = Id .
Proposition 2.4. A generalized eigensection of DFX∞,ac associated with λ ∈ (−δY , δY )
takes the following form on YR+,
e−iλu
(
φ− ic( ∂
∂u
)φ
)
+ eiλuC(λ)
(
φ− ic( ∂
∂u
)φ
)
+ θ(φ, λ), (2.36)
where φ ∈ H•(Y, F ) and θ(φ, λ) ∈ L2(Ω•(YR+, F )). Furthermore, for u ∈ R+,
θ(φ, λ)u ⊥ H•(Y, F [du]). (2.37)
Conversely, for φ ∈ H•(Y, F ) and λ ∈ (−δY , δY ), there exists a unique generalized
eigensection of DFX∞,ac satisfying (2.36), which we denote by E(φ, λ).
In Proposition 2.4, φ ∈ H•(Y, F ) is due to the same argument as in (2.10).
We remark that E(φ, λ) depends linearly on φ and analytically on λ ([31, §4]). Since
H•(Y, F ) is finite dimensional, there exists a > 0 such that, for any φ ∈ H•(Y, F ) and
λ ∈ [−δY /2, δY /2],∥∥E(φ, λ)∥∥
X∞\YR+
6 a
∥∥φ∥∥
Y
,
∥∥E(φ, λ)∥∥
∂YR+
6 a
∥∥φ∥∥
Y
. (2.38)
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2.3. Extended L2-solutions. Set
H•L2(X∞, F ) = L
2
(
Ω•(X∞, F )
) ∩Ker (DF,2X∞),
H•(X∞, F ) =
{
(ω, ωˆ) ∈ Ker (DF,2X∞)⊕H•(Y, F [du]) : ω+ = 0, ωzm = π∗Y ωˆ}, (2.39)
where ω+, ωzm are defined in (2.12). The elements ofH•L2(X∞, F ) (resp. H
•(X∞, F )) are
called L2-solutions (resp. extended L2-solutions) of DF,2X∞ and H
•
L2(X∞, F ) is naturally
identified as a vector subspace of H•(X∞, F ) by sending ω ∈ H•L2(X∞, F ) to (ω, 0) ∈
H•(X∞, F ). By Proposition 2.4, H•(X∞, F ) is spanned by H•L2(X∞, F ) and generalized
eigensections of DFX∞ associated with 0, i.e.,
H•(X∞, F ) = H•L2(X∞, F )⊕
{
E(φ, 0) : φ ∈ H•(Y, F )}. (2.40)
Proposition 2.5. For (ω, ωˆ) ∈ H•(X∞, F ), we have
dFω = dF,∗ω = 0. (2.41)
Proof. By (2.10) and (2.39), dFω and dF,∗ω are L2-integrable and mutually orthogonal.
Then dFω+ dF,∗ω = DFω = 0 implies (2.41). The proof of Proposition 2.5 is completed.

By Proposition 2.5 and (2.10), for (ω, ωˆ) ∈ H•(X∞, F ), we have
ω
∣∣
YR+
= π∗Y ωˆ +
∑
µ6=0, µ∈Sp(DFY )
e−|µ|u
(
τµ,1 − du ∧ τµ,2
)
, (2.42)
with τµ,1 ∈ Ω•(Y, F ) and τµ,2 ∈ Ω•−1(Y, F ) satisfying
dFY τµ,1 = d
F,∗
Y τµ,2 = 0, d
F,∗
Y τµ,1 = |µ|τµ,2, dFY τµ,2 = |µ|τµ,1. (2.43)
We construct linear maps
RdF : H
•(X∞, F )→ Ω•−1(YR+ , F ), RdF,∗ : H•(X∞, F )→ Ω•+1(YR+, F ) (2.44)
as follows: for (ω, ωˆ) ∈ H•(X∞, F ) satisfying (2.42), set
RdF (ω, ωˆ) =
∑
µ6=0
1
|µ|e
−|µ|uτµ,2, RdF,∗(ω, ωˆ) =
∑
µ6=0
1
|µ|e
−|µ|udu ∧ τµ,1. (2.45)
Proposition 2.6. The following identities hold on YR+,
dFRdF (ω, ωˆ) = ω
∣∣
YR+
− π∗Y ωˆ, dF,∗RdF (ω, ωˆ) = 0,
dF,∗RdF,∗(ω, ωˆ) = ω
∣∣
YR+
− π∗Y ωˆ, dFRdF,∗(ω, ωˆ) = 0.
(2.46)
Proof. These identities follow from (2.42), (2.43) and (2.45). The proof of Proposition
2.6 is completed. 
Set
L• =
{
ωˆ ∈ H•(Y, F [du]) : there exists ω such that (ω, ωˆ) ∈ H•(X∞, F )
}
. (2.47)
The elements of L• are called limiting values ofH•(X∞, F ). Let PL : H•(Y, F [du])→ L•
be the orthogonal projection. Recall that C(λ) is defined by (2.32) and (2.35). We denote
by C = C(0). By Proposition 2.3 and (2.36), (2.37) for λ = 0, we have
L• = Im(C + Id) = Ker(C − Id), C = 2PL − Id . (2.48)
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By Proposition 2.3 and (2.48), we have the decomposition of vector spaces
Lp = Lpabs ⊕ Lprel (2.49)
with Lpabs ⊆ Hp(Y, F ) and Lprel ⊆ Hp−1(Y, F )du. From (2.35) and (2.48),
L
p,⊥
abs = i ∂
∂u
L
p+1
rel ⊆ Hp(Y, F ) (2.50)
is the orthogonal complement of Lpabs in H
p(Y, F ).
By (2.39) and (2.47), we have the following short exact sequence,
0 −→ H•L2(X∞, F ) −→ H•(X∞, F ) −→ L• −→ 0. (2.51)
Set
H
•
abs/rel(X∞, F ) =
{
(ω, ωˆ) ∈ H•(X∞, F ) : ωˆ ∈ L•abs/rel
}
. (2.52)
By (2.51) and (2.52), we get the following short exact sequence,
0 −→ H•L2(X∞, F ) −→ H•abs/rel(X∞, F ) −→ L•abs/rel −→ 0. (2.53)
3. Asymptotics of the spectrum of Hodge-Laplacians
In this section, we study the asymptotics of the spectrum of the Hodge-Laplacian. In
§3.1, we introduce the gluing of two manifolds, which will be the central object in the
whole paper. In §3.2, we introduce a model, which could be viewed as the limit of the
Hodge-Laplacian in question. In §3.3 and §3.4, we study the asymptotics of the spectrum
of the Hodge-Laplacian in question. In §3.5, we extend the results in §3.3 and §3.4 to
manifolds with boundaries.
3.1. Gluing two manifolds. For R > 2, set
Z1,R = Z1 ∪Y Y[0,R], Z2,R = Z2 ∪Y Y[−R,0],
Z1,∞ = Z1 ∪Y Y[0,∞), Z2,∞ = Z2 ∪Y Y(−∞,0], (3.1)
where we identify ∂Zj ≃ Y (j = 1, 2) with Y0 := Y{0}. Set (cf. Figure 1)
ZR = Z1,R ∪Y Z2,R, (3.2)
We have the canonical embeddings
Z1,2R ⊆ ZR, Z2,2R ⊆ ZR. (3.3)
We will use the following coordinates on their cylindrical parts: (u1, y) ∈ Y[0,R] ⊆ Z1,2R,
(u2, y) ∈ Y[−R,0] ⊆ Z2,2R and (u, y) ∈ Y[−R,R] ⊆ ZR. Under the embedding (3.3), we have
the following coordinate transformations
(u, y)↔ (u1 − R, y)↔ (u2 +R, y). (3.4)
We will also use the following canonical embedding: for R′ 6 R,
Zj,R′ ⊆ Zj,R, for j = 1, 2, (3.5)
which is compatible with the coordinates (uj, y).
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3.2. Model of eigenspaces associated with small eigenvalues. For j = 1, 2, let
H•L2(Zj,∞, F ) (resp. H
•(Zj,∞, F )) be the vector space of L2-solutions (resp. extended
L2-solutions) of DF,2Zj,∞ (see (2.39)). Set
H•(Z12,∞, F ) =
{
(ω1, ω2, ωˆ) : (ωj , ωˆ) ∈ H•(Zj,∞, F ) for j = 1, 2
}
. (3.6)
For R > 2, we equip H•(Z12,∞, F ) with the following metric,∥∥(ω1, ω2, ωˆ)∥∥2H•(Z12,∞ ,F ),R = ∥∥ω1∥∥2Z1,R + ∥∥ω2∥∥2Z2,R . (3.7)
We will omit the subscript R if R = 0. By Lemma 2.1 and (2.39), there exists a > 0
such that ∥∥ · ∥∥2
H•(Z12,∞,F ),R
6
(
1 + aR
)∥∥ · ∥∥2
H•(Z12,∞,F )
. (3.8)
By (3.6), we have the following injection,
H•L2(Z1,∞, F )⊕H•L2(Z2,∞, F )→ H•(Z12,∞, F )
(ω1, ω2) 7→ (ω1, ω2, 0). (3.9)
For j = 1, 2, let L•j be the set of limiting values of H
•(Zj,∞, F ) (see (2.47)). We have
the following surjection,
H•(Z12,∞, F )→ L•1 ∩ L•2
(ω1, ω2, ωˆ) 7→ ωˆ. (3.10)
From (2.51), (3.9) and (3.10), we obtain the following short exact sequence
0→ H•L2(Z1,∞, F )⊕H•L2(Z2,∞, F )→ H•(Z12,∞, F )→ L•1 ∩ L•2 → 0. (3.11)
For λ ∈ (−δY , 0) ∪ (0, δY ) (see (2.9)), set
Eλ(Z1,∞, F ) =
{
(ω, ωzm) ∈ Ω•(Z1,∞, F )× Ω•(Y[0,+∞), F ) :
ω is a generalized eigensection of DFZ1,∞,ac associated with λ,
ωzm is the zeromode of ω
}
,
(3.12)
where the zeromode is defined in (2.12). We construct Eλ(Z2,∞, F ) in the same way, i.e.,
(3.12) with Z1,∞ replaced by Z2,∞ and Y[0,+∞) replaced by Y(−∞,0]. For R > 2, set
Eλ,R(Z12,∞, F ) =
{
(ω1, ω
zm
1 , ω2, ω
zm
2 ) : (ωj, ω
zm
j ) ∈ Eλ(Zj,∞, F ) for j = 1, 2,
ωzm1
∣∣
Y[0,2R]
= ωzm2
∣∣
Y[−2R,0]
under (3.4)
}
.
(3.13)
For j = 1, 2, let Cj(λ) ∈ End(H•(Y, F [du])) be the scattering matrix associated with
DFZj,∞ (see (2.32) and (2.35)). From Proposition 2.3, we have
C12(λ) := C
−1
2 (λ)C1(λ) ∈ End(H•(Y, F ))⊕ End(H•(Y, F )du). (3.14)
For R > 2, set
ΛR =
{
λ ∈ R : det (e4iλRC12(λ)∣∣H•(Y,F ) − Id ) = 0}, (3.15)
which is viewed as a multiset.
Lemma 3.1. We have {
λ ∈ R : Eλ,R(Z12,∞, F ) 6= 0
}
= ΛR. (3.16)
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Proof. Let (ω1, ω
zm
1 , ω2, ω
zm
2 ) ∈ Eλ,R(Z12,∞, F ). By Proposition 2.4, we have
ωzm1
∣∣
Y[0,2R]
= e−iλu1
(
φ1 − ic( ∂∂u)φ1
)
+ eiλu1C1(λ)
(
φ1 − ic( ∂∂u)φ1
)
,
ωzm2
∣∣
Y[−2R,0]
= e−iλu2
(
φ2 − ic( ∂∂u)φ2
)
+ eiλu2C2(λ)
(
φ2 − ic( ∂∂u)φ2
)
,
(3.17)
with φ1, φ2 ∈ H•(Y, F ). By (3.13), we have ωzm1
∣∣
Y[0,2R]
= ωzm2
∣∣
Y[−2R,0]
. Now applying (3.4)
and (3.17), we get
φ1 − ic( ∂∂u)φ1 = e2iRλ
(
φ2 − ic( ∂∂u)φ2
)
,
C1(λ)
(
φ1 − ic( ∂∂u)φ1
)
= e−2iRλC2(λ)
(
φ2 − ic( ∂∂u)φ2
)
.
(3.18)
By (3.14) and (3.18), we have
e4iRλC12(λ)
(
φ2 − ic( ∂∂u)φ2
)
= φ2 − ic( ∂∂u)φ2. (3.19)
By Proposition 2.3 and (3.14), equation (3.19) is equivalent to
e4iRλC12(λ)φ2 = φ2. (3.20)
Thus we obtained a map
Eλ,R(Z12,∞, F )→ Ker
(
e4iλRC12(λ)
∣∣
H•(Y,F )
− Id ) (3.21)
sending (ω1, ω
zm
1 , ω2, ω
zm
2 ) ∈ Eλ,R(Z12,∞, F ) to φ2 ∈ H•(Y, F ) determined by (3.17).
Moreover, by Proposition 2.4, the map (3.21) is bijective. This completes the proof
of Lemma 3.1. 
3.3. Approximating the kernels. Let ψ ∈ C∞(R) such that
0 6 ψ′ 6 3, ψ(u) = 0 for u 6 1/4, ψ(u) = 1 for u > 3/4. (3.22)
For j = 1, 2, we construct χj,R ∈ C∞([−R,R]) as follows,
χj,R(u) = ψ
(
(−1)ju/R), (3.23)
which we view as a function on Y[−R,R], i.e., χj,R(u, y) = χj,R(u) for (u, y) ∈ Y[−R,R].
Let
RdF ,1 : H
•(Z1,∞, F )→ Ω•−1(Y[0,+∞), F ),
RdF,∗,1 : H
•(Z1,∞, F )→ Ω•+1(Y[0,+∞), F ),
RdF ,2 : H
•(Z2,∞, F )→ Ω•−1(Y(−∞,0], F ),
RdF,∗,2 : H
•(Z2,∞, F )→ Ω•+1(Y(−∞,0], F )
(3.24)
be the maps in (2.44) with X∞ replaced by Z1,∞ and Z2,∞. We compose the maps in
(3.24) with the restriction maps induced by
Y[−R,R] ≃ Y[0,2R] ⊆ Y[0,+∞), Y[−R,R] ≃ Y[−2R,0] ⊆ Y(−∞,0]. (3.25)
Now these maps take values in Ω•(Y[−R,R], F ).
We construct
FZR, GZR : H
•(Z12,∞, F )→ Ω•(ZR, F ) (3.26)
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as follows,
FZR(ω1, ω2, ωˆ)
∣∣
Zj,0
= GZR(ω1, ω2, ωˆ)
∣∣
Zj,0
= ωj , for j = 1, 2,
FZR(ω1, ω2, ωˆ)
∣∣
Y[−R,R]
= π∗Y ωˆ +
2∑
j=1
dF
(
χj,R RdF ,j(ωj, ωˆ)
)
,
GZR(ω1, ω2, ωˆ)
∣∣
Y[−R,R]
= π∗Y ωˆ +
2∑
j=1
dF,∗
(
χj,R RdF,∗,j(ωj , ωˆ)
)
.
(3.27)
By Proposition 2.6, FZR and GZR are well-defined. Moreover, we have
dFFZR(ω1, ω2, ωˆ) = d
F,∗GZR(ω1, ω2, ωˆ) = 0. (3.28)
Let φR : [−R−1, R+1]→ [−1, 1] be an odd smooth function such that φ′R(u) > 0 and
φR(u) = u+R for u ∈ [−R−1,−R−1/2]. We construct a diffeomorphism ϕR : ZR → Z
as follows,
ϕR = Id on ZR\Y[−R−1,R+1], ϕR(u, y) = (φR(u), y) for (u, y) ∈ Y[−R−1,R+1]. (3.29)
Then ϕR induces an isomorphism ϕR,∗ : H•(ZR, Y )→ H•(Z, F ).
Proposition 3.2. For (ω1, ω2, ωˆ) ∈ H•(Z12,∞, F ) with ωˆ ∈ H•(Y, F ), under the identi-
fication ϕR,∗, the cohomology class
[
FZR(ω1, ω2, ωˆ)
] ∈ H•(Z, F ) is independent of R.
Proof. Let R′ ∈ [R, 7R/6]. Let φR,R′ : [−R,R]→ [−R′, R′] be an odd function such that
φR,R′(u) =
{
u−R′ +R if u ∈ [−R,−1
8
R],
u− (R′ −R)χ1,R/8(u) if u ∈ [−18R, 0].
(3.30)
Then φ′R,R′(u) > 0. Let ϕR,R′ : ZR → ZR′ be the diffeomorphism defined by φR,R′ in the
same way as (3.29). Then ϕR,R′ is homotopic to ϕ
−1
R′ ◦ ϕR. Let µ ∈ Ω•(ZR, F ) such that
µ
∣∣
ZR\Y[−R,R] = 0, µ
∣∣
Y[−R,R]
=
2∑
j=1
(
χj,R − φ∗R,R′χj,R′
)
RdF ,j(ωj , ωˆ). (3.31)
By (3.27), (3.30) and (3.31), we have
FZR(ω1, ω2, ωˆ)− ϕ∗R,R′FZR′ (ω1, ω2, ωˆ) = dFµ, (3.32)
which implies ϕR,∗
[
FZR(ω1, ω2, ωˆ)
]
= ϕR′,∗
[
FZR′ (ω1, ω2, ωˆ)
] ∈ H•(Z, F ). The proof of
Proposition 3.2 is completed. 
For α > 0, we denote by O(α) a number in [−αβ, αβ] with β > 0 independent of R.
In the sequel, R is always supposed to be large enough.
Proposition 3.3. There exists a > 0 such that for (ω1, ω2, ωˆ) ∈ H•(Z12,∞, F ), we have∥∥FZR(ω1, ω2, ωˆ)∥∥ZR =
(
1 + O
(
e−aR
))∥∥(ω1, ω2, ωˆ)∥∥H•(Z12,∞,F ),R. (3.33)
Proof. By (3.27) on Y[0,R] ⊆ Z1,R, FZR(ω1, ω2, ωˆ) − ω1 vanishes on Z1,0. By Proposition
2.6 and (3.27),(
FZR(ω1, ω2, ωˆ)− ω1
)∣∣
Y[0,R]
= dF
(
χ1,R RdF ,1(ω1, ωˆ)
)
+ π∗Y ωˆ − ω1
=
( ∂
∂u
χ1,R
)
du ∧ RdF ,1(ω1, ωˆ) +
(
χ1,R − 1
)
(ω1 − π∗Y ωˆ).
(3.34)
20 MARTIN PUCHOL, YEPING ZHANG, AND JIALIN ZHU
By (3.22) and (3.23), ∂
∂u
χ1,R is bounded by 1 and with support in Y[−3R/4,−R/4], χ1,R − 1
is bounded by 1 and with support in Y[−3R/4,0]. Then we have∥∥FZR(ω1, ω2, ωˆ)− ω1∥∥Z1,R 6 ∥∥RdF ,1(ω1, ωˆ)∥∥Y[−3R/4,−R/4] + ∥∥ω1 − π∗Y ωˆ∥∥Y[−3R/4,0] . (3.35)
By (2.45), we have ∥∥RdF ,1(ω1, ωˆ)∥∥2Y[−3R/4,−R/4] 6 δ−2Y e− 12 δY R∥∥ω1∥∥2∂Z1,0 . (3.36)
By Lemma 2.1, (2.16), (2.39) and (3.25), we have∥∥ω1 − π∗Y ωˆ∥∥2Y[−3R/4,0] 6 2δ−1Y (1− e− 38 δY R)−2∥∥ω1 − π∗Y ωˆ∥∥2Y−3R/4∪Y0
6 4δ−1Y
(
1− e− 38 δY R)−2e− 12 δY R∥∥ω1∥∥2∂Z1,0 . (3.37)
Let
∥∥ · ∥∥
1,Z1,0
be the H1-Sobolev norm on C∞(Z1,0, F ) induced by gTZ and hF . By the
trace theorem,
∥∥ · ∥∥2
∂Z1,0
= O(1)
∥∥ · ∥∥2
1,Z1,0
. By ellipticity of DFZ1,0 , we have
∥∥ · ∥∥2
1,Z1,0
=
O(1)
(∥∥ · ∥∥2
Z1,0
+
∥∥DFZ1,0 · ∥∥2Z1,0). Applying these estimates to ω1 and using the fact that
DFZ1,∞ω1 = 0, we get ∥∥ω1∥∥∂Z1,0 = O(1)∥∥ω1∥∥1,Z1,0 = O(1)∥∥ω1∥∥Z1,0 (3.38)
Set a = δY /5. By (3.35)-(3.38), we have∥∥FZR(ω1, ω2, ωˆ)− ω1∥∥Z1,R = O(e−aR)∥∥ω1∥∥Z1,R . (3.39)
For the same reasons, we have∥∥FZR(ω1, ω2, ωˆ)− ω2∥∥Z2,R = O(e−aR)∥∥ω2∥∥Z2,R . (3.40)
Then (3.33) follows from (3.7), (3.39) and (3.40). The proof of Proposition 3.3 is com-
pleted. 
For ω ∈ Ω•(ZR, F ), we denote∥∥ω∥∥
C0,ZR
= sup
x∈ZR
∣∣ωx∣∣Λ•(T ∗xX)⊗Fx . (3.41)
Proposition 3.4. Let k be an integer greater than n
2
. For ω ∈ Ω•(ZR, F ),∥∥ω∥∥
C0,ZR
= O(1)
(∥∥ω∥∥
ZR
+
∥∥DF,kZRω∥∥ZR). (3.42)
Proof. For any (u, y) ∈ Y[−R,R], we apply the Sobolev inequality on Y[u−1,u+1]. Since gTZ
and hF are product on Y[u−1,u+1], there exists C1 > 0 independent of R > 1 such that
for any ω ∈ Ω•(ZR, F ), we have∣∣ω(u,y)∣∣ 6 C1(∥∥ω∥∥Y[u−1,u+1] + ∥∥DF,kZRω∥∥Y[u−1,u+1]
)
. (3.43)
Combing (3.43) with the Sobolev inequalities on Z1,1 and Z2,1, we obtain (3.42). This
completes the proof of Proposition 3.4. 
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Let P
Ker
(
DF,2ZR
)
: Ω•(ZR, F )→ Ker
(
DF,2ZR
)
be the orthogonal projection. Set
FZR = P
Ker
(
DF,2ZR
)
◦ FZR : H•(Z12,∞, F )→ Ker
(
DF,2ZR
)
,
GZR = P
Ker
(
DF,2ZR
)
◦GZR : H•(Z12,∞, F )→ Ker
(
DF,2ZR
)
.
(3.44)
Proposition 3.5. There exists a > 0 such that for (ω1, ω2, ωˆ) ∈ H•(Z12,∞, F ),∥∥(FZR − FZR)(ω1, ω2, ωˆ)∥∥C0,ZR = O(e−aR)∥∥(ω1, ω2, ωˆ)∥∥H•(Z12,∞,F ),R. (3.45)
As a consequence, FZR : H
•(Z12,∞, F )→ Ker
(
DF,2ZR
)
is injective.
Proof. By Proposition 2.6 and (3.27), we have(
FZR −GZR
)
(ω1, ω2, ωˆ)
∣∣
Y[−R,R]
=
2∑
j=1
( ∂
∂u
χj,R
)(
du ∧ RdF ,j(ωj, ωˆ) + i ∂
∂u
RdF,∗,j(ωj, ωˆ)
)
.
(3.46)
By Proposition 2.6, (1.2) and (3.46), for m ∈ N, we have
DF,2mZR
(
FZR −GZR
)
(ω1, ω2, ωˆ)
∣∣
Y[−R,R]
= (−1)m
2∑
j=1
( ∂2m+1
∂u2m+1
χj,R
)(
du ∧ RdF ,j(ωj, ωˆ) + i ∂
∂u
RdF,∗,j(ωj, ωˆ)
)
.
(3.47)
By (3.23), ∂
2m+1
∂u2m+1
χ1,R (resp.
∂2m+1
∂u2m+1
χ2,R) is O
(
R−2m−1
)
and with support in [−3R/4,−R/4]
(resp. [R/4, 3R/4]). Then, by (3.47), we have∥∥DF,2mZR (FZR −GZR)(ω1, ω2, ωˆ)∥∥2ZR
= O
(
R−4m−2
)(∥∥RdF ,1(ω1, ωˆ)∥∥2Y[−3R/4,−R/4] + ∥∥RdF ,2(ω2, ωˆ)∥∥2Y[R/4,3R/4]
+
∥∥RdF,∗,1(ω1, ωˆ)∥∥2Y[−3R/4,−R/4] + ∥∥RdF,∗,2(ω2, ωˆ)∥∥2Y[R/4,3R/4]
)
.
(3.48)
Set a = δY /5. Proceeding in the same way as in (3.36) and applying (3.25), (3.38), we
see that the norms on the right hand side of (3.48) are O
(
e−aR
)(∥∥ω1∥∥Z1,R + ∥∥ω2∥∥Z2,R).
Combining with (3.7), we get∥∥DF,2mZR (FZR −GZR)(ω1, ω2, ωˆ)∥∥ZR = O(e−aR)∥∥(ω1, ω2, ωˆ)∥∥H•(Z12,∞,F ),R. (3.49)
We denote µ0 =
(
FZR − GZR
)
(ω1, ω2, ωˆ), µ1 =
(
FZR − FZR
)
(ω1, ω2, ωˆ) and µ2 =(
GZR − GZR
)
(ω1, ω2, ωˆ). Then we have(
FZR −GZR
)
(ω1, ω2, ωˆ) = µ0 + µ1 − µ2. (3.50)
By Theorem 1.1 for the manifold without boundary ZR, (3.28) and (3.44), we have
µ0 ∈ Ker
(
DF,2ZR
)
, µ1 ∈ Im
(
dF
)
, µ2 ∈ Im
(
dF,∗
)
. (3.51)
Since DF,2mZR commutes with d
F and dF,∗ (see (1.3)), (3.51) holds with µj (j = 0, 1, 2)
replaced by DF,2mZR µj. As a consequence,
(
DF,2mZR µj
)
j=0,1,2
are mutually orthogonal. Then,
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by (3.49) and (3.50), we have∥∥DF,2mZR (FZR − FZR)(ω1, ω2, ωˆ)∥∥ZR = ∥∥DF,2mZR µ1∥∥ZR
6
∥∥DF,2mZR (FZR −GZR)(ω1, ω2, ωˆ)∥∥ZR
= O
(
e−aR
)∥∥(ω1, ω2, ωˆ)∥∥H•(Z12,∞ ,F ),R.
(3.52)
By Proposition 3.4 and (3.52), we obtain (3.45). From (3.33) and (3.45), we know that
the map FZR : H
•(Z12,∞, F ) → Ker
(
DF,2ZR
)
is injective. The proof of Proposition 3.5 is
completed. 
Remark 3.6. In the proof of Proposition 3.5, Hodge decomposition is used in an essential
way. Hence our argument is not valid for general Dirac operators.
Theorem 3.7. For R > 2 large enough, the map FZR is bijective.
Proof. By Proposition 3.5, FZR is injective. It remains to show that FZR is surjective.
Suppose that, on the contrary, there exist Ri → +∞ and ωi ∈ Ω•(ZRi , F ) such that
DFZRi
ωi = 0, ωi 6= 0, ωi ⊥ Im(FZRi ). (3.53)
By Lemma 2.1, ωi
∣∣
Z1,0∪Z2,0 6= 0. By multiplying suitable constants, we may assume that∥∥ωi∥∥2Z1,0 + ∥∥ωi∥∥2Z2,0 = 1. (3.54)
By Lemma 2.1, (3.38) and (3.54), there exists a > 0 such that for T ∈ [0, Ri],∥∥ωi∥∥2Z1,T 6 1 + aT. (3.55)
As a consequence, for T fixed, the series
(
ωi
∣∣
Z1,T
)
i
is L2-bounded. Moreover, by (3.53),
the series
(
ωi
∣∣
Z1,T
)
i
is H2-bounded. By Rellich’s lemma, we may suppose that
(
ωi
∣∣
Z1,T
)
i
H1-converges. By a diagonal argument (involving i and T ), we may supppose that for
any T > 0,
(
ωi
∣∣
Z1,T
)
i
H1-converges. Then there exists ω1,∞ a current on Z1,∞ with values
in F such that for any T ∈ N, (ωi∣∣Z1,T )i H1-converges to ω1,∞∣∣Z1,T . Now, taking i→ +∞
in (3.53), we get
DFZ1,∞ω1,∞ = 0. (3.56)
Thus ω1,∞ ∈ Ω•(Z1,∞, F ). Taking i→ +∞ in (3.55), we get∥∥ω1,∞∥∥2Z1,T 6 1 + aT. (3.57)
By (2.12) and (3.57), we have
ω+1,∞ = 0 ∈ Ω•(Y[0,+∞), F ). (3.58)
By (2.39), (3.56) and (3.58), ω1,∞ is an extended L2-solution of DFZ1,∞ , i.e.,
(ω1,∞, ωˆ1) ∈ H•(Z1,∞, F ), (3.59)
where ωˆ1 = ω
zm
1,∞
∣∣
∂Z1,0
∈ H•(Y, F [du]). Moreover, since ωi
∣∣
Z1,Ri
H1loc-converges to ω1,∞,
ωi
∣∣
∂Z1,0
L2-converges to ωˆ1.
The same argument on ωi
∣∣
Z2,T
yields
(ω2,∞, ωˆ2) ∈ H•(Z2,∞, F ) (3.60)
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satisfying parallel properties. In particular, ωi
∣∣
∂Z2,0
L2-converges to ωˆ2. By (2.12) for
λ = 0, we have
ωzmi
∣∣
∂Z2,0
= ωzmi
∣∣
∂Z1,0
. (3.61)
Taking i→ +∞ in (3.61), we get ωˆ1 = ωˆ2. Then, by (3.6), (3.59) and (3.60), we get
(ω1,∞, ω2,∞, ωˆ1) ∈ H•(Z12,∞, F ). (3.62)
Set µi = FZRi (ω1,∞, ω2,∞, ωˆ1) and µ˜i = FZRi (ω1,∞, ω2,∞, ωˆ1).
Case 1. ωˆ1 = 0. We have〈
ωi, ω1,∞
〉
Z1,Ri
=
〈
ωi, ω1,∞
〉
Z1,0
+
〈
ωnzi , ω
nz
1,∞
〉
Y[0,Ri]
. (3.63)
We know that ωi
∣∣
Z1,Ri
L2loc-converges to ω1,∞ and that Z1,0 is compact. Then we have〈
ωi, ω1,∞
〉
Z1,0
→ ∥∥ω1,∞∥∥2Z1,0 , as i→ +∞. (3.64)
We know that ωnzi
∣∣
Z1,Ri
L2loc-converges to ω
nz
1,∞. Then, by the dominated convergence
theorem and (2.16), we have〈
ωnzi , ω
nz
1,∞
〉
Y[0,Ri]
→ ∥∥ωnz1,∞∥∥2Y[0,+∞), as i→ +∞. (3.65)
By (3.39), (3.55) and (3.63)-(3.65), we have〈
ωi, µi
〉
Z1,Ri
→ ∥∥ω1,∞∥∥2Z1,∞ , as i→ +∞. (3.66)
The same argument also yields〈
ωi, µi
〉
Z2,Ri
→ ∥∥ω2,∞∥∥2Z2,∞ , as i→ +∞. (3.67)
By Proposition 3.5, (3.66) and (3.67), we get〈
ωi, µ˜i
〉
ZRi
→ ∥∥ω1,∞∥∥2Z1,∞ + ∥∥ω2,∞∥∥2Z2,∞ 6= 0, as i→ +∞. (3.68)
However, by (3.53), we have
〈
ωi, µ˜i
〉
ZRi
= 0. Here we get a contradiction.
Case 2. ωˆ1 6= 0. We have〈
ωi, ω1,∞
〉
Z1,Ri
=
〈
ωi, ω1,∞
〉
Z1,0
+
〈
ωnzi , ω
nz
1,∞
〉
Y[0,Ri]
+
〈
ωzmi , ω
zm
1,∞
〉
Y[0,Ri]
. (3.69)
Here (3.64) and (3.65) still hold. We just need to consider
〈
ωzmi , ω
zm
1,∞
〉
Y[0,Ri]
. We know
that ωzmi
∣∣
∂Z1,0
L2-converges to ωˆ1 = ω
zm
1,∞
∣∣
∂Z1,0
. Then, by (2.12), we have
R−1i
〈
ωzmi , ω
zm
1,∞
〉
Y[0,Ri]
→ ∥∥ωˆ1∥∥2Y , as i→ +∞. (3.70)
Now, proceeding in the same way as in Case 1, we get
R−1i
〈
ωi, µ˜i
〉
ZRi
→ 2∥∥ωˆ1∥∥2Y 6= 0, as i→ +∞, (3.71)
which leads to the same contradiction.
The proof of Theorem 3.7 is completed. 
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3.4. Approximating the small eigenvalues.
Theorem 3.8. There exists α > 0 such that
Sp
(
DFZR
) ⊆ (−∞,−αR−1) ∪ {0} ∪ (αR−1,+∞). (3.72)
Proof. The proof consists of several steps.
Step 1. We prove a result in linear algebra.
Let
(W •, ∂) : 0→W 0 → · · · →W n → 0 (3.73)
be a chain complex of finite dimensional complex vector space. Let hW
•
t =
⊕
k h
W k
t with
t ∈ R be a smooth family of Hermitian metrics on W •. We denote
Qt =
(
hW
•
t
)−1 ∂
∂t
hW
•
t ∈ End
(
W •
)
. (3.74)
Let ∂∗t be the adjoint of ∂ with respect to h
W •
t . Set Dt = ∂ + ∂
∗
t . By the perturbation
theory [23, §2.6, Theorem 6.1] (cf. Theorem 6.2 in the appendix), there exist smooth
functions λ1(t), · · · , λm(t) such that{
λ1(t), · · · , λm(t)
}
= Sp
(
Dt
)
. (3.75)
For A ∈ End(W •), we denote by ∥∥A∥∥
t
the operator norm of A with respect to hW
•
t . We
will show that ∣∣∣∣ ∂∂tλk(t)
∣∣∣∣ 6 ∥∥Qt∥∥t∣∣λk(t)∣∣. (3.76)
For ease of notation, we will write λ(t) rather than λk(t). Let P (t) :W
• → W • be the
projection corresponding to λ(t) in Theorem 6.2. We remark that t 7→ P (t) is smooth.
Take w ∈ W • such that P (0)w 6= 0. For t close to 0, take
w(t) =
(
hW
•
t
(
P (t)w, P (t)w
))−1/2
P (t)w ∈ W •. (3.77)
Then t 7→ w(t) is smooth. Moreover, we have
Dtw(t) = λ(t)w(t), (3.78)
and
hW
•
t
(
w(t), w(t)
)
= 1. (3.79)
As a consequence, we have
RehW
•
t
(
w(t),
∂
∂t
w(t)
)
= 0. (3.80)
Taking the derivative of (3.78), we get( ∂
∂t
Dt
)
w(t) +Dt
( ∂
∂t
wt
)
=
( ∂
∂t
λ(t)
)
w(t) + λ(t)
( ∂
∂t
w(t)
)
. (3.81)
By (3.78)-(3.81), we get
∂
∂t
λ(t) = RehW
•
t
(
w(t),
( ∂
∂t
Dt
)
w(t)
)
. (3.82)
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LetW •
∗
be the anti-dual ofW •. We may view hW
•
t as a map h
W •
t :W
• →W •∗, defined
as follows: hW
•
t (w, v) = h
W •
t (w)(v) for w, v ∈ W •. Let ∂ : W •∗ → W •∗, determined as
follows: (∂τ)(w) = τ(∂w) for w ∈ W •, τ ∈ W •∗. Then
∂∗t =
(
hW
•
t
)−1
∂hW
•
t . (3.83)
Taking the derivative of (3.83), we get
∂
∂t
Dt =
∂
∂t
∂∗t = ∂
∗
tQt −Qt∂∗t . (3.84)
By (3.82) and (3.84), we get
∂
∂t
λ(t) = RehW
•
t
(
w(t), ∂∗tQtw(t)
)
− RehW •t
(
w(t), Qt∂
∗
tw(t)
)
= RehW
•
t
(
∂w(t), Qtw(t)
)
− RehW •t
(
Qtw(t), ∂
∗
tw(t)
)
= RehW
•
t
((
∂ − ∂∗t
)
w(t), Qtw(t)
)
.
(3.85)
Using (3.85) and the fact that
(
∂ − ∂∗t
)2
= −(∂ + ∂∗t )2, we get∣∣∣∣ ∂∂tλ(t)
∣∣∣∣2 6 hW •t ((∂ − ∂∗t )w(t), (∂ − ∂∗t )w(t))hW •t (Qtw(t), Qtw(t))
= hW
•
t
((
∂ + ∂∗t
)
w(t),
(
∂ + ∂∗t
)
w(t)
)
hW
•
t
(
Qtw(t), Qtw(t)
)
6
∣∣λ(t)∣∣2∥∥Qt∥∥2t .
(3.86)
The result proved in Step 1 also holds true for the de Rham complex
(
Ω•(Z, F ), dF
)
equipped with L2-metrics.
Step 2. We prove (3.72).
For ǫ > 0 and t > 0, we perturb gTZR on the cylindrical part Y[−R,R] as follows,(
gTZRǫ,t
)
(u,y)
=
(
gTZR
)
(u,y)
+ ψ
(R − |u|
ǫ
)2t du2
R
, (3.87)
where ψ is constructed in (3.22). Set
Rǫ,t =
∫ R
0
√
1 + ψ
(R− u
ǫ
)2t
R
du. (3.88)
Then ZR (viewed as a differential manifold) equipped with the Riemannian metric g
TZR
ǫ,t
is isometric to ZRǫ,t . A direct calculation yields
lim
ǫ→0
∂Rǫ,t
∂t
∣∣∣
t=0
= 1. (3.89)
Let h
Ω•(ZR,F )
ǫ,t be the L
2-metric on Ω•(ZR, F ) induced by g
TZR
ǫ,t and h
F . By [11, Propo-
sition 4.15], we have((
h
Ω•(ZR,F )
ǫ,t
)−1 ∂
∂t
h
Ω•(ZR,F )
ǫ,t
∣∣∣
t=0
)
(u,y)
= −ψ
(1− |u|
ǫ
)
R−1c( ∂
∂u
)cˆ( ∂
∂u
) ∈ End
(
Λ•(T ∗ZR)⊗ F
)
(u,y)
.
(3.90)
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As a consequence, ∥∥∥∥(hΩ•(ZR,F )ǫ,t )−1 ∂∂thΩ•(ZR,F )ǫ,t
∣∣∣
t=0
∥∥∥∥ 6 R−1. (3.91)
We denote
δR = min
{
|λ| : 0 6= λ ∈ Sp(DFZR)}. (3.92)
For each R0 > 0, we take 0 < b < δR0 < a such that{− a, a} ∩ Sp(DFZR0) = ∅, [−b, b] ∩ Sp(DFZR0) ⊆ {0}. (3.93)
Since dimKer
(
DFZR
)
is constant, (3.93) holds with R0 replaced by R close enough to
R0. Applying Theorem 6.2 to the restriction of D
F
ZR
to its eigenspace associated with
eigenvalues in [−a,−b] ∪ [b, a], we get(
[−a,−b] ∪ [b, a]) ∩ Sp(DFZR) = {λ1(R), · · · , λm(R)}, (3.94)
where λ1(R), · · · , λm(R) depends smoothly on R. By Step 1 and (3.91), we have
∂
∂t
∣∣λk(Rǫ,t)∣∣∣∣∣
t=0
> −R−1∣∣λk(R)∣∣, for k = 1, · · · , m. (3.95)
Taking ǫ→ 0 in (3.95) and applying (3.89), we get
∂
∂R
∣∣λk(R)∣∣ > −R−1∣∣λk(R)∣∣. (3.96)
As a consequence, the function R 7→ R∣∣λk(R)∣∣ is non decreasing. Then so is the function
R 7→ RδR. This completes the proof of Theorem 3.8. 
For j = 1, 2, let DFZj,∞,pp be the restriction of D
F
Zj,∞
to the eigenspace associated with
the purely point spectrum (cf. §2.2). We fix δZj > 0 such that
Sp
(
DFZj,∞,pp
) ∩ [−δZj , δZj ] ⊆ {0}. (3.97)
For j = 1, 2, we fix δCj > 0 such that for 0 < a 6 δCj , the Fourier expansion
Cj(λ)
∣∣
λ∈[−a,a] =
∑
k∈Z
exp
(
iπa−1kλ
)
Cj,a,k (3.98)
satisfies ∥∥Cj,a,0 − Id∥∥ 6 1
3
,
∥∥Cj,a,k∥∥ 6 1
3
, for k 6= 0, (3.99)
where
∥∥ · ∥∥ is the operator norm on End(H•(Y, F [du])) with respect to ∥∥ · ∥∥
Y
. Set
δ =
1
2
min
{
δY , δZ1, δZ2 , δC1 , δC2
}
. (3.100)
Here we indicate the usage of each term in (3.100). In the proof of Proposition 3.9, we
only use the fact that δ 6 δY /2. In the proof of Lemma 3.10, we use δ 6
1
2
min{δY , δZ1 , δZ2}.
In the proof of Lemma 3.11, we use the whole construction of δ.
For A ⊆ (−δY , 0) ∪ (0, δY ), set
EA,R(Z12,∞, F ) =
⊕
λ∈A
Eλ,R(Z12,∞, F ). (3.101)
We construct
JA,ZR : EA,R(Z12,∞, F )→ Ω•(ZR, F ) (3.102)
SCATTERING MATRIX AND ANALYTIC TORSION 27
as follows: under the identifications (3.25) and (3.23),
JA,ZR(ω1, ω
zm
1 , ω2, ω
zm
2 )
∣∣
Zj,0
= ωj , for j = 1, 2,
JA,ZR(ω1, ω
zm
1 , ω2, ω
zm
2 )
∣∣
Y[−R,R]
= χ1,R ω1
∣∣
Y[0,2R]
+ χ2,R ω2
∣∣
Y[−2R,0]
+
(
1− χ1,R − χ2,R
)
ωzm1
∣∣
Y[0,2R]
.
(3.103)
For B ⊆ R, we denote by EB(ZR, F ) ⊆ Ω•(ZR, F ) the eigenspaces of DFZR associated
with eigenvalues in B. Let PBZR : Ω
•(ZR, F )→ EB(ZR, F ) be the orthogonal projection.
Set
JA,B,ZR = P
B
ZR
◦ JA,ZR : EA,R(Z12,∞, F )→ EB(ZR, F ). (3.104)
For A,B ⊆ R and α > 0, we denote A ⊆α B, if (x− α, x+ α) ⊆ B for each x ∈ A.
Proposition 3.9. There exists a > 0 such that for A ⊆e−aR B ⊆ (−δ, 0) ∪ (0, δ) and
(ω1, ω
zm
1 , ω2, ω
zm
2 ) ∈ EA,R(Z12,∞, F ), we have∥∥(JA,B,ZR − JA,ZR)(ω1, ωzm1 , ω2, ωzm2 )∥∥C0,ZR = O(e−aR)(∥∥ω1∥∥Z1,0 + ∥∥ω2∥∥Z2,0). (3.105)
As a consequence, JA,B,ZR is injective.
Proof. For λ0 ∈ A ⊆ (−δ, 0)∪ (0, δ) and (ω1, ωzm1 , ω2, ωzm2 ) ∈ E•λ0,R(Z12,∞, F ), similarly to
(3.49), we could show that for any m ∈ N, there exists a > 0 such that∥∥DF,mZR (DFZR−λ0)JA,ZR(ω1, ωzm1 , ω2, ωzm2 )∥∥ZR = O(e−2aR)(∥∥ω1∥∥Z1,R +∥∥ω2∥∥Z2,R). (3.106)
On the other hand, for B ⊆ R satisfying {λ0} ⊆e−aR B, we have∥∥DF,mZR (JA,ZR − JA,B,ZR)(·)∥∥ZR = ∥∥DF,mZR (Id− PBZR)JA,ZR(·)∥∥ZR
6 eaR
∥∥DF,mZR (DFZR − λ0)JA,ZR(·)∥∥ZR . (3.107)
Now (3.105) follows from Proposition 3.4, (3.106) and (3.107). The proof of Proposition
3.9 is completed. 
Lemma 3.10. There exists a > 0 such that for R > 2 large enough and ω ∈ Ω•(ZR, F )
an eigensection of DFZR associated with λ ∈ (−δ, 0) ∪ (0, δ), we have∥∥ωzm∥∥
Y
> a
∥∥ω∥∥
Z1,0∪Z2,0 . (3.108)
In particular, ωzm is non zero.
Proof. Suppose, on the contrary, that there exist Ri → +∞, ωi ∈ Ω•(ZRi , F ) and λi ∈
(−δ, 0) ∪ (0, δ) such that
DFZRi
ωi = λiωi, (3.109)
and ∥∥ωi∥∥Z1,0∪Z2,0 = 1, ∥∥ωzmi ∥∥Y → 0, as i→ +∞. (3.110)
We may assume that λi → λ∞.
Proceeding in the same way as in the proof of Theorem 3.7, we may assume that there
exist ω1,∞ ∈ Ω•(Z1,∞, F ) and ω2,∞ ∈ Ω•(Z2,∞, F ) such that for any T > 0,
(
ωi
∣∣
Zj,T
)
i
H1-converges to ωj,∞
∣∣
Zj,T
(j = 1, 2). Moreover,
ω+1,∞ = 0, ω
−
2,∞ = 0. (3.111)
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Now, taking i→ +∞ in (3.109) and (3.110), we get∥∥ω1,∞∥∥2Z1,0 + ∥∥ω2,∞∥∥2Z2,0 = 1, DFZj,∞ωj,∞ = λ∞ωj,∞, ωzmj,∞ = 0, for j = 1, 2. (3.112)
Without loss of generality, we assume that ω1,∞ 6= 0. By Lemma 2.1, (3.111) and
(3.112), ω1,∞ is a L2-eigensection of DFZ1,∞ . Then we have λ∞ ∈ Sp
(
DFZ1,∞,pp
)
. Since
|λ∞| 6 δ < δZ1 , which is the lower bound for the non zero elements in Sp
(
DFZ1,∞,pp
)
, we
must have λ∞ = 0. Thus
ω1,∞ ∈ H•L2(Z1,∞, F ). (3.113)
Proceeding in the same way as in the proof of Theorem 3.7, we could show that〈
ωi,FZRi (ω1,∞, 0, 0)
〉
ZRi
→ ∥∥ω1,∞∥∥2Z1,∞ 6= 0, as i→ +∞. (3.114)
However, since ωi is an eigensection ofD
F
ZRi
associated with λi 6= 0 while FZRi (ω1,∞, 0, 0) ∈
Ker
(
DFZRi
)
, we should have
〈
ωi,FZRi (ω1,∞, 0, 0)
〉
ZRi
= 0. Here we get a contradiction.
The proof of Lemma 3.10 is completed. 
Lemma 3.11. There exists a > 0 such that for R > 2 large enough and ω ∈ Ω•(ZR, F )
sum of several eigensections of DFZR associated with eigenvalues in (−δ, 0) ∪ (0, δ), we
have ∥∥ωzm∥∥
Y[−R,R]
> a
∥∥ω∥∥
Z1,0∪Z2,0 . (3.115)
As a consequence, ∥∥ωzm∥∥
Y[−R,R]
> a
∥∥ω∥∥
ZR
. (3.116)
Proof. Suppose, on the contrary, that there exist Ri → +∞, and ωi ∈ Ω•(ZRi, F ) such
that ωi is sum of eigensections of D
F
ZRi
associated with eigenvalues in (−δ, 0)∪ (0, δ) and∥∥ωi∥∥Z1,0∪Z2,0 = 1, ∥∥ωzmi ∥∥Y[−Ri,Ri] → 0, as i→ +∞. (3.117)
Proceeding in the same way as in the proof of Lemma 3.10, we obtain ωj,∞ ∈ Ω•(Zj,∞, F )
(j = 1, 2) satisfying the same properties except for the second identity in (3.112). In-
stead, we know that ωj,∞ only consists of (generalized) eigensections of DFZj,∞ associated
with (generalized) eigenvalues in [−δ, δ].
Without loss of generality, we assume that ω1,∞ 6= 0. Let
ω1,∞ = ω
pp
1,∞ + ω
ac
1,∞ (3.118)
be the decomposition with respect to (2.19). Proceeding in the same way as in the
proof of Lemma 3.10, we have ωpp1,∞ ∈ H•L2(Z1,∞, F ). In particular, the zeromode of
ωpp1,∞ vanishes. On the other hand, by (3.112), the zeromode of ω1,∞ vanishes. Then so
does ωac1,∞. For φ ∈ H•(Y, F ) and λ ∈ [−δ, δ], we denote by E(φ, λ) be the generalized
eigensection of DFZ1,∞ associated with λ satisfying Proposition 2.4. There exists a family(
φλ
)
λ∈[−δ,δ] such that
ωac1,∞ =
∫ δ
−δ
E(φλ, λ)dλ. (3.119)
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Taking the zeromode of ωac1,∞ and applying Proposition 2.4, we get
0 =
(
ωac1,∞
)zm,−
=
(
1− ic( ∂
∂u
)
) ∫ δ
−δ
e−iλu1φλdλ,
0 =
(
ωac1,∞
)zm,+
=
(
1 + ic( ∂
∂u
)
) ∫ δ
−δ
eiλu1C1(λ)φλdλ.
(3.120)
Since φλ ∈ H•(Y, F ) and C1(λ)φλ ∈ H•(Y, F ) (see Proposition 2.3), we have∫ δ
−δ
e−iλu1φλdλ =
∫ δ
−δ
eiλu1C1(λ)φλdλ = 0. (3.121)
We remark that u1 > 0. Then, by (3.121), the Fourier expansion of
(
φλ
)
λ∈[−δ,δ] (resp.(
C1(λ)φλ
)
λ∈[−δ,δ]) only possesses strictly negative (resp. strictly positive) frequency.
Now, applying (3.98) and (3.99), we see that φλ = 0 for λ ∈ [−δ, δ]. Thus ωac1,∞ = 0 and
ω1,∞ = ω
pp
1,∞ ∈ H•L2(Z1,∞, F ). This leads to the same contradiction as in the proof of
Lemma 3.10.
The inequality (3.116) is a consequence of Lemma 2.1, (3.115) and the obvious identity∥∥ω∥∥2
ZR
=
∥∥ω∥∥2
Z1,0∪Z2,0 +
∥∥ωzm∥∥2
Y[−R,R]
+
∥∥ωnz∥∥2
Y[−R,R]
. (3.122)
This completes the proof of Lemma 3.11. 
Lemma 3.12. There exists a > 0 such that for ω ∈ Ω•(ZR, F ) an eigensection of DFZR
associated with λ ∈ (−δ, 0) ∪ (0, δ), we have∥∥∥Cj(λ)ωzm,−∣∣∂Zj,0 − ωzm,+∣∣∂Zj,0
∥∥∥
Y
= O
(
e−2aR
)∥∥ω∥∥
Z1,0∪Z2,0 , for j = 1, 2. (3.123)
In particular, ∥∥∥(e4iλRC12(λ)− Id)ωzm,−∣∣∂Z1,0
∥∥∥
Y
= O
(
e−2aR
)∥∥ω∥∥
Z1,0∪Z2,0 . (3.124)
Proof. We will follow the argument in [31, § 8]. Here we only consider j = 1.
By (2.10)-(2.14), on Y[−R,R] ⊆ ZR, there exist φ1, φ′1 ∈ H•(Y, F [du]) such that
ω
∣∣
Y[−R,R]
= e−iλuφ1 + eiλuφ′1 + ω
nz. (3.125)
Under the identification (3.25), on Y[0,2R], we have
ω
∣∣
Y[0,2R]
= e−iλu1eiλRφ1 + eiλu1e−iλRφ′1 + ω
nz. (3.126)
Thus
ωzm,−
∣∣
∂Z1,0
= eiλRφ1 =: φ, ω
zm,+
∣∣
∂Z1,0
= e−iλRφ′1 =: φ
′. (3.127)
By Proposition 2.4, there exists (ω˜, ω˜zm) ∈ Eλ(Z1,∞, F ) (cf. (3.12)) such that
ω˜
∣∣
Y[0,R]
= e−iλu1φ+ eiλu1C1(λ)φ′ + ω˜nz. (3.128)
Set µ = ω
∣∣
Z1,R
− ω˜∣∣
Z1,R
∈ Ω•(Z1,R, F ). We have〈
DFZ1,Rµ, µ
〉
Z1,R
− 〈µ,DFZ1,Rµ〉Z1,R = 〈λµ, µ〉Z1,R − 〈µ, λµ〉Z1,R = 0. (3.129)
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On the other hand, note that ∂Z1,R = YR, by (2.8) and (3.126)-(3.128), we have〈
DFZ1,Rµ, µ
〉
Z1,R
− 〈µ,DFZ1,Rµ〉Z1,R = 〈c( ∂∂u)µ, µ〉∂Z1,R
= −i
∥∥∥C1(λ)ωzm,−∣∣∂Z1,0 − ωzm,+∣∣∂Z1,0
∥∥∥2
Y
+
〈
c( ∂
∂u
)µnz, µnz
〉
∂Z1,R
.
(3.130)
We remark that the last equality in (3.130) needs the identities
c( ∂
∂u
)φ′1 = −iφ′1, c( ∂∂u)C(λ)φ′1 = iC(λ)φ′1, (3.131)
which come from (2.12) and (2.17). By (3.129) and (3.130), we get∥∥∥C1(λ)ωzm,−|∂Z1,0 − ωzm,+|∂Z1,0∥∥∥
Y
6
∥∥µnz∥∥
∂Z1,R
6
∥∥ωnz∥∥
∂Z1,R
+
∥∥ω˜nz∥∥
∂Z1,R
. (3.132)
By (2.16), we have∥∥ωnz∥∥
∂Z1,R
= O
(
e−δR
)∥∥ω∥∥
∂Z1,0∪∂Z2,0 ,
∥∥ω˜nz∥∥
∂Z1,R
= O
(
e−δR
)∥∥ω˜∥∥
∂Z1,0
. (3.133)
Proceeding in the same way as in (3.38), we get∥∥ω∥∥
∂Z1,0∪∂Z2,0 = O(1)
∥∥ω∥∥
Z1,0∪Z2,0 ,
∥∥ω˜∥∥
∂Z1,0
= O(1)
∥∥ω˜∥∥
Z1,0
. (3.134)
By (2.38), (3.127) and (3.128), we have∥∥ω˜∥∥
Z1,0
= O(1)
∥∥φ∥∥
Y
= O(1)
∥∥ω∥∥
∂Z1,0
. (3.135)
By (3.132)-(3.135), we obtain (3.123).
Using (3.123) and proceeding in the same way as in the proof of Lemma 3.1, we get
(3.124). The proof of Lemma 3.12 is completed. 
Theorem 3.13. There exists a > 0 such that for A,B ⊆ R satisfying
Sp
(
DFZR
) ∩B ⊆e−aR A ⊆e−aR B ⊆ (−δ, 0) ∪ (0, δ), (3.136)
the map JA,B,ZR : EA,R(Z12,∞, F )→ EB(ZR, F ) is bijective.
Proof. The proof consists of several steps.
Step 1. We prove the following result. For λ0 ∈ (−δ, δ) and v ∈ H•(Y, F ), if
ǫ :=
∥∥∥e4iRλ0C12(λ0)v − v∥∥∥
Y
<
∥∥v∥∥
Y
, (3.137)
then there exist an orthogonal decomposition v = v1 + · · · + vm, λ1, · · · , λm ∈ R and
w1, · · · , wm ∈ H•(Y, F ) satisfying
e4iRλjC12(λj)wj − wj = 0,∣∣λj − λ0∣∣ < ǫ1/2∥∥v∥∥−1/2Y , ∥∥vj − wj∥∥Y < ǫ1/2∥∥v∥∥1/2Y . (3.138)
Let θ1(λ), · · · , θm(λ) ∈ R and P1(λ), · · · , Pm(λ) ∈ End
(
H•(Y, F )
)
such that (6.8)
holds with C replaced by C12. Set vj = Pj(λ0)v. Then v = v1+ · · ·+vm is an orthogonal
decomposition. Moreover, we have
ǫ2 =
∥∥∥e4iRλ0C12(λ0)v − v∥∥∥2
Y
=
m∑
j=1
∣∣∣e4iRλ0+iθj(λ0) − 1∣∣∣2∥∥vj∥∥2Y . (3.139)
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If
∥∥vj∥∥2Y < ǫ∥∥v∥∥Y , set wj = 0 and λj = λ0. Then (3.138) holds trivially. Otherwise, by
(3.139) we have ∣∣∣e4iRλ0+iθj(λ0) − 1∣∣∣2 6 ǫ∥∥v∥∥−1
Y
< 1. (3.140)
Using the inequality
∣∣eix − 1∣∣2 > x2/4 for |x| < π/3 and (3.140), we know that there
exists kj ∈ Z such that ∣∣4Rλ0 + θj(λ0)− 2kjπ∣∣ 6 2ǫ1/2∥∥v∥∥−1/2Y . (3.141)
For R large enough, the derivative of the function [−3δ/2, 3δ/2] ∋ λ 7→ 4Rλ + θj(λ) is
greater than R. Thus, by (3.141), there exists a unique λj ∈ R such that 4Rλj+θj(λj) =
2kjπ, and ∣∣λj − λ0∣∣ < 2R−1ǫ1/2∥∥v∥∥−1/2Y 6 R−1∣∣4Rλ0 + θj(0)− 2kjπ∣∣. (3.142)
Set wj = P (λj)v. We have∥∥vj − wj∥∥Y = ∥∥∥(Pj(λ0)− Pj(λj))v∥∥∥Y = O(1)∣∣λ0 − λj∣∣∥∥v∥∥Y . (3.143)
By (3.142) (3.143) and (6.8), we get (3.138).
Step 2. We show that for ω ∈ Ω•(ZR, F ) an eigensection of DFZR associated with
λ0 ∈ B, there exists µ ∈ Ω•(ZR, F ) lying in the image of JA,B,ZR such that∥∥ω − µ∥∥
ZR
= O
(
e−aR
)∥∥ω∥∥
ZR
. (3.144)
By (2.17), (3.127), (3.128) and (3.134), we have∥∥ωzm∥∥
Y
6
∥∥ω∥∥
∂Z1,0
= O(1)
∥∥ω∥∥
Z1,0∪Z2,0 . (3.145)
On the other hand, by Lemma 3.10, we have∥∥ω∥∥
Z1,0∪Z2,0 = O(1)
∥∥ωzm∥∥
Y
. (3.146)
Since C1(λ) and C2(λ) are unitary, by Lemma 3.12, (3.145) and (3.146), we have∥∥ωzm,±∥∥
Y
= O(1)
∥∥ω∥∥
Z1,0∪Z2,0 ,
∥∥ω∥∥
Z1,0∪Z2,0 = O(1)
∥∥ωzm,±∥∥
Y
. (3.147)
By Lemma 3.12 and Step 1, there exist integer m 6 dimH•(Y, F ) and
λj ∈ (λ0−e−aR, λ0+e−aR), φj, ϕj ∈
(
1−ic( ∂
∂u
)
)
H
•(Y, F ) with j = 1, · · · , m, (3.148)
such that
(
φj
)
16j6m
are mutually orthogonal and
ωzm,−
∣∣
∂Z1,0
=
m∑
j=1
φj, e
4iRλjC12(λj)ϕj = ϕj,
∥∥ϕj − φj∥∥Y < e−aR∥∥ωzm,−∥∥Y . (3.149)
By Proposition 2.4, (3.13) and the second identity in (3.148), for each j = 1, · · · , m,
there exists (ω˜1,j, ω˜
zm
1,j , ω˜2,j, ω˜
zm
2,j ) ∈ Eλj ,R(Z12,∞, F ) such that
ω˜zm1,j = e
−iλju1ϕj + eiλju1C1(λj)ϕj . (3.150)
By (3.103), set
ω˜ =
m∑
j=1
JA,ZR(ω˜1,j, ω˜
zm
1,j , ω˜2,j, ω˜
zm
2,j ). (3.151)
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By (3.103), (3.150) and (3.151), we have
ω˜zm =
m∑
j=1
ω˜zm1,j =
m∑
j=1
(
e−iλju1ϕj + eiλju1C1(λj)ϕj
)
. (3.152)
Now we take the difference between (3.125) and (3.152). Applying Lemma 3.12 and
(3.147)-(3.149), we get∥∥ωzm − ω˜zm∥∥
Y[−R,R]
= O
(
e−aR
)∥∥ω∥∥
Z1,0∪Z2,0 . (3.153)
By (3.104), set
µ =
m∑
j=1
JA,B,ZR(ω˜1,j, ω˜
zm
1,j , ω˜2,j, ω˜
zm
2,j ). (3.154)
Now we take the difference between (3.151) and (3.154). Applying Proposition 3.9, we
get ∥∥ω˜ − µ∥∥
ZR
= O
(
e−aR
) m∑
j=1
(∥∥ω˜1,j∥∥Z1,0 + ∥∥ω˜2,j∥∥Z2,0
)
. (3.155)
By (2.38), (3.147), (3.149) and (3.155), we get∥∥ω˜zm − µzm∥∥
Y[−R,R]
6
∥∥ω˜ − µ∥∥
ZR
= O
(
e−aR
) m∑
j=1
∥∥ϕj∥∥Y = O(e−aR)∥∥ω∥∥Z1,0∪Z2,0 . (3.156)
By Lemma 3.11, (3.153) and (3.156), we obtain (3.144).
Step 3. We prove the following result. Let
(
V, ‖·‖) be a Hermitian vector space
of dimension m. Let {vj}16j6m be an orthogonal basis. Let {wj}16j6m be a family of
vectors in V satisfying
∥∥vj − wj∥∥ < m−1/2∥∥vj∥∥. Then {wj}16j6m is a basis of V .
Since the condition is homogeneous, we may assume that {vj}16j6m is an orthonormal
basis. Let x1, · · · , xm ∈ C such that
∑m
j=1 xjwj = 0. We have
m∑
j=1
xjvj =
m∑
j=1
xj(vj − wj). (3.157)
Taking the norm of both sides and applying Cauchy-Schwarz inequality, we get
m∑
j=1
|xj |2 6
( m∑
j=1
|xj |
∥∥vj − wj∥∥)2 6 ( m∑
j=1
|xj |2
)( m∑
j=1
∥∥vj − wj∥∥2). (3.158)
By the hypothesis, we have
∑m
j=1
∥∥vj−wj∥∥2 < 1. Then we must have x1 = · · · = xm = 0.
Hence {wj}16j6m is a basis.
Step 4. We show that JA,B,ZR is bijective.
We fix R0 > 2. By the proof of Theorem 3.8, for any α > 0, the function R 7→
dimE[−αR−1,αR−1](ZR, F ) is non increasing. Taking α = δR and applying Weyl’s law, we
get
dimEB(ZR, F ) 6 dimE[−δ,δ](ZR, F )
6 dimE[−δR/R0,δR/R0](ZR0, F ) = O
(
Rn
)
.
(3.159)
By Step 2, Step 3 and (3.159), JA,B,ZR is surjective. On the other hand, by Proposition
3.9, JA,B,ZR is injective. The proof of Theorem 3.13 is completed. 
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Recall that the ΛR was defined in (3.15). We denote
ΛR\{0} =
{
λk : k ∈ Z\{0}
}
, with · · · 6 λ−1 < 0 < λ1 6 λ2 6 · · · ,
Sp
(
DFZR
)\{0} = {ρk : k ∈ Z\{0}}, with · · · 6 ρ−1 < 0 < ρ1 6 ρ2 6 · · · . (3.160)
Theorem 3.14. There exists a > 0 such that for any |λk| < δ/2,
λk − ρk = O
(
e−aR
)
. (3.161)
Proof. We only consider k > 0. By the paragraph in Appendix containing (6.9), (3.15)
and (3.159), we have
#
(
ΛR ∩ [−δ, δ]
)
= O
(
R
)
, #
(
Sp
(
DFZR
) ∩ [−δ, δ]) = O(Rn). (3.162)
We fix a > 0 such that Theorem 3.13 holds. By the pigeonhole principle, we could
construct 0 < b1 < · · · < bl such that
b1 6 R
−2, bl > 2δ/3, bj+1 6 bj + e−aR/2, for j = 1, · · · , l − 1, (3.163)
and
[bj − 2e−aR, bj + 2e−aR] ∩
(
ΛR ∪ Sp
(
DFZR
))
= ∅. (3.164)
Now applying Theorem 3.13 with A = (bj , bj+1) and B = (bj − e−aR, bj+1+ e−aR), we see
that the number of λk lying in (bj , bj+1) equals to the number of ρk lying in (bj , bj+1). On
the other hand, by Theorem 3.8 and the paragraph in Appendix containing (6.9), there
is neither λk nor ρk lying in (0, b1). Thus λk ∈ (bj , bj+1) if and only if ρk ∈ (bj , bj+1). We
get
|λk − ρk| < bj+1 − bj 6 e−aR/2. (3.165)
The proof of Theorem 3.14 is completed. 
For p = 0, · · · , n, set
Cp12(λ) = C12(λ)
∣∣
Hp(Y,F )⊕Hp−1(Y,F )du,
ΛpR =
{
λ > 0 : det
(
e4iλRCp12(λ)− Id
)
= 0
}
.
(3.166)
Let D
F,2,(p)
ZR
be the restriction of DF,2ZR to Ω
p(ZR, F ). We denote
ΛpR =
{
λk : k = 1, 2, · · ·
}
, with 0 < λ1 6 λ2 6 · · · ,
Sp
(
D
F,2,(p)
ZR
)\{0} = {ρk : k = 1, 2, · · ·}, with 0 < ρ1 6 ρ2 6 · · · . (3.167)
Theorem 3.15. There exists a > 0 such that for λk < δ/2,
λ2k − ρk = O
(
e−aR
)
. (3.168)
Proof. We denote
E
p
A,R(Z12,∞, F ) =
{
s ∈ EpA,R(Z12,∞, F ) : JA,ZR(s) ⊆ Ωp(ZR, F )
}
. (3.169)
Using Propositions 2.3, 2.4, (2.35), (3.13) and (3.101), we could show that if A ⊆ R is
symmetric (i.e., λ ∈ A⇒ −λ ∈ A), EA,R(Z12,∞, F ) is homogeneous, i.e.,
EA,R(Z12,∞, F ) =
n⊕
p=0
E
p
A,R(Z12,∞, F ). (3.170)
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Moreover, {
λ > 0 : Ep{λ,−λ},R(Z12,∞, F ) 6= 0
}
= ΛpR. (3.171)
On the other hand, if B ⊆ R is symmetric, EB(ZR, F ) is homogeneous. Now, by Theorem
3.13, for symmetric subset A,B ⊆ R satisfying (3.136), JA,B,ZR maps EpA,R(Z12,∞, F )
bijectively to EpB(ZR, F ) := EB(ZR, F )∩Ωp(ZR, F ). Restricting JA,B,ZR to EpA,R(Z12,∞, F )
and proceeding in the same way as in the proof of Theorem 3.14, we obtain (3.168). This
completes the proof of Theorem 3.15. 
3.5. Boundary case. We use the convention from (2.52),
H•bd(Z1,∞, F ) = H
•
rel(Z1,∞, F ), H
•
bd(Z2,∞, F ) = H
•
abs(Z2,∞, F ). (3.172)
Recall that the maps RdF ,1 and RdF ,2 are defined in (3.24). For j = 1, 2, we construct
FZj,R : H
•
bd(Zj,∞, F )→ Ω•bd(Zj,R, F ) (3.173)
as follows,
FZj,R(ω, ωˆ)
∣∣
Zj,0
= ω, for j = 1, 2,
FZ1,R(ω, ωˆ)
∣∣
Y[0,R]
= dF
(
χ1,R(·+R) RdF ,1(ω, ωˆ)
)
+ π∗Y ωˆ,
FZ2,R(ω, ωˆ)
∣∣
Y[−R,0]
= dF
(
χ2,R(· − R) RdF ,2(ω, ωˆ)
)
+ π∗Y ωˆ.
(3.174)
By Proposition 2.6, FZj,R is well-defined. Moreover, we have
dFFZj,R(ω, ωˆ) = 0. (3.175)
Recall that ϕR : ZR → Z is defined by (3.29). Set
ϕj,R = ϕR
∣∣
Zj,R
: Zj,R → Zj, (3.176)
which is a diffeomorphism. Then ϕj,R induces an isomorphism ϕj,R,∗ : H•bd(Zj,R, Y ) →
H•bd(Zj , F ).
The following proposition is parallel to Proposition 3.2.
Proposition 3.16. For ω1 ∈ H•L2(Z1,∞, F ) and (ω2, ωˆ) ∈ H•abs(Z2,∞, F ), under the
identification ϕj,R,∗, the cohomology classes[
FZ1,R(ω1, 0)
] ∈ H•rel(Z1, F ), [FZ2,R(ω2, ωˆ)] ∈ H•abs(Z2, F ) (3.177)
are independent of R.
Proof. For j = 1, 2, let Zj,R be another copy of Zj,R with inverse coordinates on its
cylindrical part, i.e., we identify the cylindrical part of Z1,R (resp. Z2,R) with Y[−R,0]
(resp. Y[0,R]). Set Z
db
j,R = Zj,R ∪Y Zj,R, which is a compact manifold without boundary.
Then the cylindrical part of Zdbj,R is identified with Y[−R,R].
Let ι : Zdbj,R → Zdbj,R be the diffeomorphism exchanging the two copies of Zj,R. We
extend (F, hF ) ι-equivariantly to Zdbj,R. We denote by ι
∗ the action onH•(Zdbj,R, F ) induced
by ι. Let
(
H•(Zdbj,R, F )
)±
⊆ H•(Zdbj,R, F ) be the eigenspaces of ι∗ associated with ±1.
The embedding Zj,R →֒ Zdbj,R induces the following isomorphisms
H•rel(Z1,R, F ) =
(
H•(Zdb1,R, F )
)−
, H•abs(Z2,R, F ) =
(
H•(Zdb2,R, F )
)+
. (3.178)
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LetH•(Zdb1,∞, F ) (resp. H
•(Zdb2,∞, F )) beH
•(Z12,∞, F ) (defined by (3.6)) with (Z1,∞, Z2,∞)
replaced by (Z1,∞, Z1,∞) (resp. (Z2,∞, Z2,∞)). We have the following embedding
H•bd(Zj,∞, F )→ H•(Zdbj,∞, F )
(ω, ωˆ) 7→ (ω, (−1)jω, ωˆ). (3.179)
We construct an involution
ιH : H•(Zdbj,∞, F )→ H•(Zdbj,∞, F )
(ω1, ω2, ωˆ) 7→
{
(ω2, ω1, ωˆ) if ωˆ ∈ H•(Y, F ),
(ω2, ω1,−ωˆ) if ωˆ ∈ H•(Y, F )du.
(3.180)
Let
(
H•(Zdbj,∞, F )
)±
⊆ H•(Zdbj,∞, F ) be the eigenspace of ιH associated with ±1.
Under the identification (3.179), by (2.39), (2.52) and (3.180), we have(
H•(Zdb1,∞, F )
)−
= H•rel(Z1,∞, F ),
(
H•(Zdb2,∞, F )
)+
= H•abs(Z2,∞, F ). (3.181)
By (3.27) and (3.180), the following diagram commutes
H•(Zdbj,∞, F )
ιH
//
[
F
Zdb
j,R
]

H•(Zdbj,∞, F )[
F
Zdb
j,R
]

H•(Zdbj,R, F )
ι∗
// H•(Zdbj,R, F ).
(3.182)
Taking the eigenspace associated with ±1 in (3.182) and applying (3.178) and (3.181),
we get the following maps[
FZdb1,R
]
: H•rel(Z1,∞, F )→ H•rel(Z1,R, F ),[
FZdb2,R
]
: H•abs(Z2,∞, F )→ H•abs(Z2,R, F ).
(3.183)
From (3.27) and (3.174), we could verify that the maps in (3.183) coincide with
[
FZ1,R
]
and
[
FZ2,R
]
. Now Proposition 3.16 follows from Proposition 3.2. This completes the
proof of Proposition 3.16. 
In the rest of this subsection, we will state several results parallel to those in §3.3, 3.4.
For R > 2, we equip H•bd(Zj,∞, F ) with the following metric,∥∥(ω, ωˆ)∥∥2
H•bd(Zj,∞,F ),R
=
∥∥ω∥∥2
Zj,R
. (3.184)
By taking the (−1)j-eigenspace of ι in Ω•(Zbdj,R, F ) and applying Proposition 3.3 to
FZbdj,R , we get the following result.
Proposition 3.17. There exists a > 0 such that for (ω, ωˆ) ∈ H•bd(Zj,∞, F ), we have∥∥FZj,R(ω, ωˆ)∥∥Zj,R =
(
1 + O
(
e−aR
))∥∥(ω, ωˆ)∥∥
H•bd(Zj,∞,F ),R
. (3.185)
Let P
Ker
(
DF,2Zj,R
)
: Ω•bd(Zj,R, F )→ Ker
(
DF,2Zj,R
)
be the orthogonal projections. Set
FZj,R = P
Ker
(
DF,2Zj,R
)
◦ FZj,R : H•bd(Zj,∞, F )→ Ker
(
DF,2Zj,R
)
. (3.186)
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Again, by taking the (−1)j-eigenspace of ι in Ω•(Zbdj,R, F ) and applying Proposition
3.5 to FZbdj,R , we get the following result.
Proposition 3.18. There exist a > 0 such that for (ω, ωˆ) ∈ H•bd(Zj,∞, F ), we have∥∥(FZj,R − FZj,R)(ω, ωˆ)∥∥C0,Zj,R = O(e−aR)∥∥(ω, ωˆ)∥∥H•bd(Zj,∞,F ),R. (3.187)
Again, by using the Z2-equivariant version of Theorem 3.7 as above, we get the fol-
lowing result.
Theorem 3.19. For R > 2 large enough, the maps FZj,R is bijective.
The following result is a direct consequence of Theorem 3.8, which is compatible with
the Z2-action.
Theorem 3.20. There exists α > 0 such that
Sp
(
DFZj,R
) ⊆ (−∞,−αR−1) ∪ {0} ∪ (αR−1,+∞). (3.188)
For j = 1, 2, set
Cj,bd(λ) = (−1)j
(
Cj(λ)
∣∣
H•(Y,F )
− Cj(λ)
∣∣
H•(Y,F )du
)
. (3.189)
For p = 0, · · · , n, set
Cpj,bd(λ) = Cj,bd(λ)
∣∣
Hp(Y,F )⊕Hp−1(Y,F )du,
Λpj,R =
{
λ > 0 : det
(
e2iλRCpj,bd(λ)− Id
)
= 0
}
.
(3.190)
Finally the Z2-equivariant version of Theorem 3.15 is as follows.
Theorem 3.21. Theorem 3.15 holds true for
(
Sp
(
D
F,2,(p)
Zj,R
)
,Λpj,R
)
.
We sketch the idea of the proof of Theorem 3.21. A direct application of Theorem
3.15 to Zdbj,R yields the following equation
0 = det
(
e4iλRCp,2j,bd(λ)− Id
)
= det
(
e2iλRCpj,bd(λ)− Id
)
det
(
e2iλRCpj,bd(λ)+ Id
)
. (3.191)
And the first factor on the right hand side of (3.191) corresponds to the (−1)j-eigenspace.
4. Asymptotics of zeta determinants
In this section, we study the asymptotics of zeta determinants of the Hodge-Laplacians
in question. In §4.1, we introduce a simplified version of the model constructed in §3.2. In
§4.2, we decompose the zeta determinant into short/large time contribution and estimate
the short time contribution. In §4.3, we estimate the large time contribution.
4.1. Model operators. For R > 2, we denote I1,R = [−R, 0], I2,R = [0, R] and IR =
[−R,R]. We sometimes add a sub-index 0 to objects associated with IR, e.g., I0,R = IR.
We denote by Ω•
(
IR,H
•(Y, F )
)
the vector space of differential forms on IR with values
in H•(Y, F ). For ω ∈ Ωp(IR,Hq(Y, F )), we denote deg ω = p+ q, which we call the total
degree of ω. We have the canonical identification
Ω•
(
IR,H
•(Y, F )
) ≃ C∞(IR,H•(Y, F [du])). (4.1)
For ω ∈ Ω•(IR,H•(Y, F )) and u ∈ IR, we denote by ωu ∈ H•(Y, F [du]) its value at u as
in (2.4).
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Recall that L•j ⊆ H•(Y, F [du]) (j = 1, 2) is the set of limiting values of H•(Zj,∞, F )
(see (2.47)). Let DIR = c(
∂
∂u
) ∂
∂u
with
Dom
(
DIR
)
=
{
ω ∈ Ω•(IR,H•(Y, F )) : ω−R ∈ L•1, ωR ∈ L•2
}
. (4.2)
Let DI1,R = c(
∂
∂u
) ∂
∂u
and DI2,R = c(
∂
∂u
) ∂
∂u
with
Dom
(
DI1,R
)
=
{
ω ∈ Ω•(I1,R,H•(Y, F )) : ω−R ∈ L•1, ω0 ∈ H•(Y, F )du
}
,
Dom
(
DI2,R
)
=
{
ω ∈ Ω•(I2,R,H•(Y, F )) : ωR ∈ L•2, ω0 ∈ H•(Y, F )
}
.
(4.3)
We use the convention L•1,bd = L
•
1,rel and L
•
2,bd = L
•
2,abs. The operator D
2
Ij,R
(j = 0, 1, 2)
preserves the total degree. We denote by D
2,(p)
Ij,R
its restriction to the component of total
degree p. Let L•j,abs/rel ⊆ L•j (j = 1, 2) be the absolute/relative component (see (2.49)).
By (4.2) and (4.3), we have
Ker
(
D
2,(p)
IR
)
= Lp1 ∩ Lp2, Ker
(
D
2,(p)
Ij,R
)
= Lpj,bd, for j = 1, 2, (4.4)
where the elements in Lp1∩Lp2 (resp. Lpj,bd) are viewed as constant functions on IR (resp.
Ij,R). Here we remark that the boundary condition for D
2
Ij,R
is defined in the same way
as in (1.5).
Let
αp,L : L
p
1,rel → Lp1 ∩ Lp2 (4.5)
be the composition of the orthogonal projection Lp1,rel → Lp1,rel∩Lp2,rel and the embedding
L
p
1,rel ∩ Lp2,rel →֒ Lp1 ∩ Lp2. Let
βp,L : L
p
1 ∩ Lp2 → Lp2,abs (4.6)
be the composition of the orthogonal projection Lp1 ∩ Lp2 → Lp1,abs ∩ Lp2,abs and the
embedding Lp1,abs ∩ Lp2,abs →֒ Lp2,abs. Let
δp,L : L
p
2,abs → Lp+11,rel (4.7)
be the composition of the map du∧ : Lp2,abs → Lp2,absdu = Lp+1,⊥2,rel (cf. (2.50)), the
orthogonal projection Lp+1,⊥2,rel → Lp+11,rel∩Lp+1,⊥2,rel and the embedding Lp+11,rel∩Lp+1,⊥2,rel →֒ Lp+11,rel.
The maps in (4.5), (4.6) and (4.7) form an exact sequence
· · · // Lp1,rel
αp,L
// L
p
1 ∩ Lp2
βp,L
// L
p
2,abs
δp,L
// · · · . (4.8)
The exactness of (4.8) is guaranteed by the following identities from (2.49) and (2.50),
Im(αp,L) = Ker(βp,L) = L
p
1,rel ∩ Lp2,rel,
Im(βp,L) = Ker(δp,L) = L
p
1,abs ∩ Lp2,abs,
Im(δp,L) = Ker(αp+1,L) = L
p+1
1,rel ∩ Lp+1,⊥2,rel .
(4.9)
We denote C12 = C12(0) (resp. Cj,bd = Cj,bd(0)). Let C
p
12 (resp. C
p
j,bd) be its restriction
to Hp(Y, F )⊕Hp−1(Y, F )du. By (2.48), Cj is the reflection with respect to Lj. Then,
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by (2.49), (2.50) and (3.189), we have
Ker
(
Cp1,rel − Id
)
= Lp1,rel ⊕ i ∂
∂u
L
p+1
1,rel,
Ker
(
Cp2,abs − Id
)
= Lp2,abs ⊕ Lp−12,absdu,
Ker
(
Cp12 − Id
)
=
(
L
p
1 ∩ Lp2
)⊕ i ∂
∂u
(
L
p+1
1,rel ∩ Lp+12,rel
)⊕ (Lp−11,abs ∩ Lp−12,abs)du.
(4.10)
Rcall that χ′ is defined in (0.9). For C ∈ {C12, C1,rel, C2,abs}, we denote
χ′(C) =
∑
p
(−1)pp dimKer (Cp − Id ). (4.11)
Lemma 4.1. The following identity holds,
χ′(C12)− χ′(C1,abs)− χ′(C2,rel) = 2χ′. (4.12)
Proof. We denote
hp = dimH
p(Y, F ), xp = dimL
p
1,abs, yp = dimL
p
2,abs,
up = dim
(
L
p
1,abs ∩ Lp2,abs
)
, vp = dim
(
L
p,⊥
1,abs ∩ Lp,⊥2,abs
)
.
(4.13)
By (2.49) and (2.50), we have
dimLp+11,rel = hp − xp, dimLp+12,rel = hp − yp, dim
(
L
p+1
1,rel ∩ Lp+12,rel
)
= vp. (4.14)
Since Hp(Y, F ) = (Lp1,abs + L
p
2,abs)⊕ (Lp,⊥1,abs ∩ Lp,⊥2,abs), we have
hp = xp + yp − up + vp. (4.15)
By (2.49), (2.50), (4.10), (4.11), (4.14) and (4.15), we have
χ′(C12)− χ′(C1,bd)− χ′(C2,bd) =
∑
p
2(−1)p(yp − up),
∑
p
(−1)pp
{
dim
(
L
p
1 ∩ Lp2
)− dimLp1,rel − dimLp2,abs} =∑
p
(−1)p(yp − up).
(4.16)
By (0.9) and (4.16), it remains to show that
dim
(
L
p
1 ∩ Lp2
)− dimLp1,rel − dimLp2,abs
= dimHp(Z, F )− dimHprel(Z1, F )− dimHpabs(Z2, F ).
(4.17)
By Theorems 1.1, 3.7, 3.19, (4.17) is equivalent to
dimLp1 ∩ Lp2 − dimLp1,rel − dimLp2,abs
= dimHp(Z12,∞, F )− dimHprel(Z1,∞, F )− dimHpabs(Z2,∞, F ),
(4.18)
which follows from (2.53) and (3.11). The proof of Lemma 4.1 is completed. 
Lemma 4.2. The following identities holds,
χ′ =
∑
p
(−1)p dim Im(δp,L),
χ′(C12) =
∑
p
(−1)p
(
dim Im(αp,L)− dim Im(βp,L)
)
.
(4.19)
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Proof. By (4.9) and (4.14), we have
dim Im(δp,L) = hp − xp − vp = yp − up. (4.20)
From (4.9), (4.12), (4.13), (4.16) and (4.20), we get (4.19). This completes the proof of
Lemma 4.2. 
For R > 2, set
Λ∗,pR =
{
λ > 0 : det
(
e4iλRCp12 − Id
)
= 0
}
,
Λ∗,pj,R =
{
λ > 0 : det
(
e2iλRCpj,bd − Id
)
= 0
}
, for j = 1, 2.
(4.21)
Proposition 4.3. We have
Sp
(
D
2,(p)
Ij,R
)\{0} = {λ2 : λ ∈ Λ∗,pj,R}, for j = 0, 1, 2. (4.22)
Proof. We may proceed in the same way as in §3 with Z1,R, Z2,R and F replaced by I1,R,
I2,R and H
•(Y, F ). In particular, if ω ∈ Ω•(Ij,R,H•(Y, F )) is an eigensection of D2,(p)Ij,R
associated with eigenvalue λ2, then
ω = e−iλu
(
φ− − ic( ∂
∂u
)φ−
)
+ eiλu
(
φ+ + ic( ∂
∂u
)φ+
)
(4.23)
with φ± ∈ H•(Y, F ). From the boundary condition (see (4.2) and (4.3)) and (4.23), we
get (4.22). This completes the proof of Proposition 4.3. 
Let θ∗j,R(s) (j = 0, 1, 2) be the zeta-type functions associated with D
2
Ij,R
(see Definition
1.2).
Proposition 4.4. The following identities hold,
θ∗R
′(0) = χ′(C12) log(2R)− χ(Y )rk(F ) log 2
+
dimY∑
p=0
p
2
(−1)p log det∗
(2− Cp12 − (Cp12)−1
4
)
,
θ∗j,R
′(0) = χ′(Cj,bd) logR− χ(Y, F ) log 2, for j = 1, 2.
(4.24)
Proof. Both identities are consequences of Proposition 4.3 and Proposition 6.4 in the
Appendix. The first (resp. second) identity is a weighted sum of (6.13) with V replaced
by Hp(Y, F ) ⊕ Hp−1(Y, F )du and C replaced by Cp12 (resp. Cpj,bd). Since Sp
(
Cpj,bd
) ⊆{ − 1, 1}, there is no log det∗ term in the second identity. This completes the proof of
Proposition 4.4. 
4.2. Small time contributions. Henceforth we add a sub-index 0 to objects associated
with ZR, e.g., Z0,R = ZR, θ0,R = θR.
We fix ε ∈ (0, 1). For j = 0, 1, 2, we denote by θSj,R(s) (resp. θLj,R(s)) be the contribution
of
∫ R2−ε
0
(resp.
∫∞
R2−ε
) to θj,R(s) in Definition 1.2. Then we have
θj,R(s) = θ
S
j,R(s) + θ
L
j,R(s). (4.25)
We define θ
∗S/L
j,R (j = 0, 1, 2) in the same way.
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We denote
ΘR(t) =
2∑
j=0
(−1) (j−1)(j−2)2 Tr
[
(−1)NN exp (− tDF,2Zj,R)],
Θ∗R(t) =
2∑
j=0
(−1) (j−1)(j−2)2 Tr
[
(−1)NN exp (− tD2Ij,R)].
(4.26)
By Definition 1.2, and the constructions of θSj,R(s), θ
∗S
j,R(s) we have
2∑
j=0
(−1) (j−1)(j−2)2 (θSj,R(s)− θ∗Sj,R(s)) = − 1Γ(s)
∫ R2−ε
0
ts−1
(
ΘR(t)−Θ∗R(t)
)
dt. (4.27)
Theorem 4.5. There exists a > 0 such that
2∑
j=0
(−1)(j−1)(j−2)/2(θSj,R′(0)− θ∗Sj,R′(0)) = O(e−aRε/2). (4.28)
Proof. We will follow [9, §13(b)].
Let f ∈ C∞(R) be an even function such that f(u) = 1 for |u| 6 1/2 and f(u) = 0 for
|u| > 1. For t, ς > 0 and z ∈ C, set
Ft,ς(z) =
∫ +∞
−∞
ei
√
2vze−
1
2
v2f
(√
ςtv
) dv√
2π
,
Gt,ς(z) =
∫ +∞
−∞
ei
√
2vze−
1
2
v2/t
(
1− f(√ςv)) dv√
2πt
.
(4.29)
We have
Ft,ς
(√
tz
)
+Gt,ς
(
z
)
= exp
(− tz2). (4.30)
Let
Ft,ς
(√
tDFZj,R
)
(x, y), Gt,ς
(
DFZj,R
)
(x, y)
∈ (Λ•(T ∗Zj,R)⊗ F )x ⊗ (Λ•(T ∗Zj,R)⊗ F )∗y , where x, y ∈ ZR, (4.31)
be the smooth kernel of operators Ft,ς
(√
tDFZj,R
)
and Gt,ς
(
DFZj,R
)
(with respect to the
Riemannian volume form).
By the construction of Gt,ς(z), for any k ∈ N, there exist C > 0 and a > 0 such that
for t > 0, 0 < ς < 1 and z ∈ C, we have (cf. the argument of [28, (1.6.16)])∣∣zkGt,ς(z)∣∣ 6 Ce−a/ςt. (4.32)
Since 0 < ς < 1, we have
e−a/ςt 6 e−a/2te−a/2ςt 6 2a−1te−a/2ςt. (4.33)
By (4.32) and (4.33), for k, k′ ∈ N, there exist C > 0 and a > 0 such that for 0 < t < R2−ε
and 0 < ς < R−2+ε/2, we have∥∥∥DF,kZj,RGt,ς(DFZj,R)DF,k′Zj,R∥∥∥0,0 6 Cte−aRε/2 , (4.34)
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where ‖ · ‖0,0 is the operator norm associated with the L2-norm. By Proposition 3.4 and
(4.34), there exist C > 0 and a > 0 such that for 0 < t < R2−ε, 0 < ς < R−2+ε/2 and
x, y ∈ Zj,R, we have ∣∣Gt,ς(DFZj,R)(x, y)∣∣ 6 Cte−aRε/2 . (4.35)
In the rest of the proof, we take ς = R−2+ε/3. By the finite propagation speed of the
wave equation for DFZj,R (cf. [28, Appendix D.2]), if the distance between x and y is
greater than ς−1/2, we have Ft,ς
(√
tDFZj,R
)
(x, y) = 0. Moreover, Ft,ς
(√
tDFZj,R
)
(x, ·) only
depends on the restriction of DFZj,R on the ball of radius ς
−1/2 centered at x. Thus, for
x ∈ Zj,R/2 ⊆ Zj,R ⊆ ZR (j = 1, 2), we have
Ft,ς
(√
tDFZj,R
)
(x, x) = Ft,ς
(√
tDFZR
)
(x, x). (4.36)
We may view Y(−R
2
,R
2
) ⊂ ZR as a subset of YR. Let DFYR be the Hodge-de Rham operator
on Ω•(YR, F ). Let ι be the involution on YR sending (u, y) to (−u, y). For x ∈ Y(−R
2
,R
2
) ∩
Zj,R (j = 1, 2) (cf. (3.25)), by the argument in the proof of Proposition 3.16 involving
the involution ι, we have
Ft,ς
(√
tDFZj,R
)
(x, x) = Ft,ς
(√
tDFZdbj,R
)
(x, x) + (−1)jFt,ς
(√
tDFZdbj,R
)
(x, ιx)
= Ft,ς
(√
tDFYR
)
(x, x) + (−1)jFt,ς
(√
tDFYR
)
(x, ιx).
(4.37)
As a consequence, for x ∈ Y(−R
2
,R
2
) ∩ Z1,R = Y(−R
2
,0), we have
Ft,ς
(√
tDFZ1,R
)
(x, x) + ι∗Ft,ς
(√
tDFZ2,R
)
(ιx, ιx)
= Ft,ς
(√
tDFZR
)
(x, x) + ι∗Ft,ς
(√
tDFZR
)
(ιx, ιx) ∈ End (Λ•(T ∗Zj,R)⊗ F )x . (4.38)
By (4.30), we may decompose ΘR(t) into the contributions of Ft,ς and Gt,ς . By (4.36)
and (4.38), the contribution of Ft,ς to (4.27) vanishes identically. By (4.35), the contri-
bution of Gt,ς to (4.27) together with its derivative at s = 0 is O
(
e−aR
ε/2)
. The same
argument works for Θ∗R(t). The proof of Theorem 4.5 is completed. 
4.3. Large time contributions and a proof of Theorem 0.1. By Definition 1.2,
Lemma 4.1 and (4.26), we have
2∑
j=0
(−1)(j−1)(j−2)/2(θLj,R(s)− θ∗Lj,R(s)) = − 1Γ(s)
∫ +∞
R2−ε
ts−1
(
ΘR(t)−Θ∗R(t)
)
dt. (4.39)
We fix κ ∈ (ε, 1). We denote by ΘIR(t) (resp. ΘIIR(t)) the contribution of Sp
(
DF,2Zj,R
) ∩
(0, R−2+κ) (resp. Sp
(
DF,2Zj,R
) ∩ [R−2+κ,+∞)) to ΘR(t). We define Θ∗,IR (t) and Θ∗,IIR (t) in
the same way.
Proposition 4.6. We have∫ +∞
R2−ε
ΘIIR(t)
dt
t
= O
(
e−
1
2
Rκ−ε
)
,
∫ +∞
R2−ε
Θ∗,IIR (t)
dt
t
= O
(
e−
1
2
Rκ−ε
)
. (4.40)
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Proof. Let {λk(R)} be the set of eigenvalues of DF,2Zj,R (j = 0, 1, 2) such that λk(R) >
R−2+κ. Then, for t > R2−ε, we have∣∣ΘIIR(t)∣∣ 6 n∑
k
e−tλk(R) 6 ne−(t−1)R
−2+κ
∑
k
e−λk(R)
6 ne−(t−1)R
−2+κ
2∑
j=0
Tr
[
exp
(−DF,2Zj,R)].
(4.41)
Let exp
(−DF,2Zj,R)(x, y) (x, y ∈ Zj,R) be the smooth kernel of the operator exp (−DF,2Zj,R).
Proceeding in the same way as in the proof of Theorem 4.5, there exists a > 0 such that
for any x, y ∈ Zj,R,
∣∣∣exp (−DF,2Zj,R)(x, y)∣∣∣ 6 a. As a consequence, there exist a, b > 0,
such that
Tr
[
exp
(−DF,2Zj,R)] 6 aVol(Zj,R) 6 bR, for j = 0, 1, 2. (4.42)
By (4.41) and (4.42), we get the first estimate in (4.40). The second one can be estab-
lished in the same way. The proof of Proposition 4.6 is completed. 
Proposition 4.7. We have∫ +∞
R2−ε
(
ΘIR(t)−Θ∗,IR (t)
)dt
t
= O
(
Rκ−1
)
. (4.43)
Proof. For λ > 0, we denote
eR(λ) =
∫ +∞
R2−ε
t−1e−tλdt =
∫ +∞
R2−ελ
t−1e−tdt. (4.44)
By splitting the integral into
∫ +∞
1
+
∫ 1
R2−ελ
(if R2−ελ 6 1), we have∣∣eR(λ)∣∣ 6 1 + max{− log (R2−ελ), 0}, ∣∣eR′(λ)∣∣ 6 λ−1. (4.45)
For a finite multiset Λ ⊆ R, we denote eR[Λ] =
∑
λ∈Λ eR(λ). We have∫ +∞
R2−ε
(
ΘIR(t)−Θ∗,IR (t)
)dt
t
=
2∑
j=0
∑
p
(−1) (j−1)(j−2)2 +pp
{
eR
[
Sp
(
D
F,2,(p)
Zj,R
) ∩ (0, Rκ−2)]
− eR
[
Sp
(
D
2,(p)
Ij,R
) ∩ (0, Rκ−2)]}.
(4.46)
By Theorems 3.15 and 3.21, we have
eR
[
Sp
(
D
F,2,(p)
ZR
) ∩ (0, Rκ−2)] = ∑
ρ∈ΛpR, 0<|ρ|<Rκ/2−1
eR(ρ
2) + O(e−aR). (4.47)
By Proposition 4.3, we have
eR
[
Sp
(
D
2,(p)
IR
) ∩ (0, Rκ−2)] = ∑
λ∈Λ∗,pR , 0<|λ|<Rκ/2−1
eR(λ
2). (4.48)
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By Proposition 6.3 in Appendix and (4.45), we have∑
ρ∈ΛpR, 0<|ρ|<R−1+κ/2
eR(ρ
2)−
∑
λ∈Λ∗,pR , 0<|λ|<R−1+κ/2
eR(λ
2) = O
(
Rκ−1
)
. (4.49)
By (4.46)-(4.49), we get (4.43). The proof of Proposition 4.7 is completed. 
Theorem 4.8. We have
2∑
j=0
(−1) (j−1)(j−2)2 (θLj,R′(0)− θ∗Lj,R′(0)) = O(Rκ−1). (4.50)
Proof. It is a direct consequence of Propositions 4.6, 4.7. 
Proof of Theorem 0.1 : It is a direct consequence of Lemma 4.1, Proposition 4.4 and
Theorems 4.5, 4.8. 
5. Asymptotics of torsions associated with the Mayer-Vietoris exact
sequence
In this section, we study the asymptotics of the torsion associated with the Mayer-
Vietoris exact sequence. In §5.1, we introduce a filtration of the Mayer-Vietoris exact
sequence in question. In §5.2, we estimate the L2-metrics on the filtered Mayer-Vietoris
exact sequence. In §5.3, we estimate the maps in the quotient of the filtered Mayer-
Vietoris exact sequence. In §5.4, we establish the asymptotics of the torsion associated
with the Mayer-Vietoris exact sequence. In §5.5, we prove Theorem 0.3.
5.1. A filtration of the Mayer-Vietoris exact sequence. In the whole section, we
use the following identifications
H•(ZR, F ) = H•(Z, F ), H•bd(Zj,R, F ) = H
•
bd(Zj, F ), for j = 1, 2, (5.1)
which are induced by ϕR : ZR → Z and ϕj,R : Zj,R → Zj (see (3.29) and (3.176)).
Recall that the maps FZR : H
•(Z12,∞, F ) → H•(ZR, F ) and FZj,R : H•bd(Zj,∞, F ) →
H•bd(Zj,R, F ) are defined by (3.44) and (3.186). Let[
FZR
]
: H•(Z12,∞, F )→ H•(Z, F ),[
FZj,R
]
: H•bd(Zj,∞, F )→ H•bd(Zj, F )
(5.2)
be the compositions of FZR, FZj,R with the identification (1.10). We denote
H•L2(Z12,∞, F ) = H
•
L2(Z1,∞, F )⊕H•L2(Z2,∞, F ). (5.3)
Set
K•12 =
[
FZR
](
H•L2(Z12,∞, F )
) ⊆ H•(Z, F ),
K•j =
[
FZj,R
](
H•L2(Zj,∞, F )
) ⊆ H•bd(Zj , F ), for j = 1, 2. (5.4)
In this section, 99K in a commutative diagram means the unique map making the diagram
commutative. The following diagram commutes,
0 // HpL2(Z1,∞, F )
//
[FZ1,R ]

H
p
L2(Z12,∞, F )
//
[FZR]

H
p
L2(Z2,∞, F )
//
[FZ2,R ]

0
0 // Kp1
//❴❴❴❴❴❴❴ Kp12
//❴❴❴❴❴❴❴ Kp2
// 0,
(5.5)
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where the maps in the first row are the canonical injection/projection. By Propositions
3.2, 3.16, K•1 , K
•
2 and K
•
12 together the maps between them are independent of R. Set
L•12 = H
•(Z, F )/K•12, L
•
j,bd = H
•
bd(Zj , F )/K
•
j , for j = 1, 2. (5.6)
Proposition 5.1. We have the following commutative diagram with exact rows and
columns,
0

0

0

· · · // Kp1 //

Kp12 //

Kp2 //

· · ·
· · · // Hprel(Z1, F )
αp
//

Hp(Z, F )
βp
//

Hpabs(Z2, F )
δp
//

· · ·
· · · //❴❴❴❴ Lp1,rel
α¯p
//❴❴❴❴❴❴

Lp12
β¯p
//❴❴❴❴❴❴

Lp2,abs
δ¯p
//❴❴❴❴

· · ·
0 0 0 ,
(5.7)
where the vertical maps are canonical injection/projection, the first row is given by (5.5),
the second row is the Mayer-Vietoris exact sequence.
Proof. We show that the upper left square commutes. It is equivalent to show that
αp
([
FZ1,R(ω, 0)
])
=
[
FZR(ω, 0, 0)
] ∈ Hp(Z, F ), for ω ∈ HpL2(Z1,∞, F ). (5.8)
By (3.27) and (3.174), we have
FZR(ω, 0, 0)
∣∣
Z1,R
= FZ1,R(ω, 0), FZR(ω, 0, 0)
∣∣
Z2,R
= 0. (5.9)
By Proposition 1.5 and (5.9), we have
αp
([
FZ1,R(ω, 0)
])
=
[
FZR(ω, 0, 0)
] ∈ Hp(Z, F ). (5.10)
By (3.44) and (3.186), we have[
FZ1,R(ω, 0)
]
=
[
FZ1,R(ω, 0)
] ∈ Hprel(Z1, F ),[
FZR(ω, 0, 0)
]
=
[
FZR(ω, 0, 0)
] ∈ Hp(Z, F ). (5.11)
Then (5.8) follows from (5.10) and (5.11).
Proceeding in the same way, we can show that the upper right square commutes.
Now we show that δp
(
Kp2
)
= 0. It is equivalent to show that
δp
([
FZ2,R(ω, 0)
])
= 0 ∈ Hp+1rel (Z1, F ), for ω ∈ HpL2(Z2,∞, F ). (5.12)
By (3.174), we have
FZ2,R(ω, 0)
∣∣
Z1,R
= 0. (5.13)
By Proposition 1.5 and (5.13), we have
δp
([
FZ2,R(ω, 0)
])
= 0 ∈ Hp+1rel (Z1, F ). (5.14)
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By (3.186), we have [
FZ2,R(ω, 0)
]
=
[
FZ2,R(ω, 0)
] ∈ Hpabs(Z2, F ). (5.15)
Then (5.12) follows from (5.14) and (5.15).
The rest follows from a diagram chasing argument. This completes the proof of Propo-
sition 5.1. 
Let L•j (j = 1, 2) be the set of limiting values (see (2.47)) of H
•(Zj,∞, F ). Let
L•j,abs/rel ⊆ L•j be the absolute/relative component (see (2.49)) of L•j . We continue to
use the convention L•1,bd = L
•
1,rel and L
•
2,bd = L
•
2,abs We have the following commutative
diagram with exact rows,
0 // HpL2(Zj,∞, F )
//
[FZj,R]

H
p
bd(Zj,∞, F ) //
[FZj,R ]

L
p
j,bd
//

✤
✤
✤
0
0 // Kpj
// Hpbd(Zj, F )
// Lpj,bd
// 0,
(5.16)
where the first row is defined by (2.53), the second row consists of canonical injec-
tion/projection. We also have the following commutative diagram with exact rows,
0 // HpL2(Z12,∞, F )
//
[FZR]

Hp(Z12,∞, F ) //
[FZR]

L
p
1 ∩ Lp2 //

✤
✤
✤
0
0 // Kp12 // H
p(Z, F ) // Lp12 // 0,
(5.17)
where the first row is defined by (3.10) and (5.3), the second row consists of canonical
injection/projection. Finally we get the following commutative diagram with exact rows
and columns,
0

0

0

· · · // HpL2(Z1,∞, F ) //

H
p
L2(Z12,∞, F )
//

H
p
L2(Z2,∞, F )
//

· · ·
· · · // Hprel(Z1,∞, F )
αp(R)
//

Hp(Z12,∞, F )
βp(R)
//

H
p
abs(Z2,∞, F )
δp(R)
//

· · ·
· · · //❴❴❴❴❴ Lp1,rel
α¯p(R)
//❴❴❴❴❴❴❴

L
p
1 ∩ Lp2
β¯p(R)
//❴❴❴❴❴❴❴

L
p
2,abs
δ¯p(R)
//❴❴❴❴❴

· · ·
0 0 0
(5.18)
where the columns are defined by (5.16) and (5.17), the first row consists of canonical
injection/projection, the maps in the second row is given by
αp(R) =
[
FZR
]−1 ◦ αp ◦ [FZ1,R], βp(R) = [FZ2,R]−1 ◦ βp ◦ [FZR],
δp(R) =
[
FZ1,R
]−1 ◦ δp ◦ [FZ2,R]. (5.19)
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5.2. Asymptotics of L2-metrics. Recall that
∥∥ · ∥∥
ZR
(resp.
∥∥ · ∥∥
Zj,R
with j = 1, 2) is
the L2-metric on Ω•(ZR, F ) (resp. Ω•(Zj,R, F )). Recall that the metrics
∥∥ · ∥∥
H•(Z12,∞,F ),R
and
∥∥ · ∥∥
H•bd(Zj,∞,F ),R
are defined by (3.7) and (3.184).
Proposition 5.2. There exists a > 0 such that∥∥FZR(·)∥∥ZR =
(
1 + O
(
e−aR
))∥∥ · ∥∥
H•(Z12,∞,F ),R
,∥∥FZj,R(·)∥∥Zj,R =
(
1 + O
(
e−aR
))∥∥ · ∥∥
H•bd(Zj,∞,F ),R
, for j = 1, 2.
(5.20)
Proof. They are direct consequences of Propositions 3.3, 3.5, 3.17, 3.18. 
Let
∥∥ · ∥∥
L•1∩L•2,R
be the quotient metric on L•1 ∩ L•2 induced by
∥∥ · ∥∥
H•(Z12,∞,F ),R
via
the map H•(Z12,∞, F ) → L•1 ∩ L•2 in (5.17). Let
∥∥ · ∥∥
L•1∩L•2
be the metric on L•1 ∩ L•2
induced by the L2-metric on H•(Y, F [du]) via the inclusion L•1 ∩ L•2 ⊆ H•(Y, F [du]). In
the same way, we construct metrics
∥∥ · ∥∥
L•j,bd,R
and
∥∥ · ∥∥
L•j,bd
on L•j,bd.
Proposition 5.3. We have∥∥ · ‖2L•1∩L•2,R =
(
2R + O(1)
)∥∥ · ∥∥2
L•1∩L•2
,∥∥ · ∥∥2
L•j,bd,R
=
(
R + O(1)
)∥∥ · ∥∥2
L•j,bd
, for j = 1, 2.
(5.21)
Proof. We only prove the second identity with j = 2.
By the definition of quotient metric, for ωˆ ∈ L•2,abs, we have∥∥ωˆ∥∥2
L•2,abs,R
= inf
(ω,ωˆ)∈H•abs(Z2,∞,F )
∥∥(ω, ωˆ)∥∥2
H•abs(Z2,∞,F ),R
. (5.22)
For (ω, ωˆ) ∈ H•abs(Z2,∞, F ), by (2.14), we have the decomposition ω
∣∣
Y(−∞,0]
= ωzm + ωnz.
Since π∗Y ωˆ = ω
zm, we have∥∥(ω, ωˆ)∥∥2
H•abs(Z2,∞,F ),R
=
∥∥ω∥∥2
Z2,R
=
∥∥ω∥∥2
Z2,0
+
∥∥ωnz∥∥2
Y[−R,0]
+
∥∥ωzm∥∥2
Y[−R,0]
=
∥∥ω∥∥2
Z2,0
+
∥∥ωnz∥∥2
Y[−R,0]
+R
∥∥ωˆ∥∥2
L•2,abs
.
(5.23)
By (5.22) and (5.23), it remains to show that for ωˆ ∈ L•2,bd, there exists (ω, ωˆ) ∈
H•bd(Z2,∞, F ) such that ∥∥ω∥∥2
Z2,0
+
∥∥ωnz∥∥2
Y[−R,0]
= O(1)
∥∥ωˆ∥∥2
L•2,abs
. (5.24)
For ωˆ ∈ L•2,abs, we choose (ω, ωˆ) ∈ H•abs(Z2,∞, F ) such that ω is a generalized eigensection
of DFZ2,∞,ac associated with 0. The existence of such a ω is guaranteed by (2.40). By
(2.16), the last part of Proposition 2.4, i.e., H•(Y, F ) ∋ φ 7→ E(φ, 0) ∈ H•(Z2,∞, F ) is
injective, and the fact that dimH•(Y, F ) is finite, we get (5.24). The proof of Proposition
5.3 is completed. 
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5.3. Asymptotics of horizontal maps. For ease of notation, we denote by
∥∥ · ∥∥
H,R
one of the following metrics:
∥∥ · ∥∥
H•rel(Z1,∞,F ),R
,
∥∥ · ∥∥
H•(Z12,∞,F ),R
,
∥∥ · ∥∥
H•abs(Z2,∞,F ),R
. We
denote by
〈·, ·〉
H,R
the scalar product associated with
∥∥ · ∥∥
H,R
.
Proposition 5.4. There exists a > 0 such that for (ω, ωˆ) ∈ Hprel(Z1,∞, F ), (µ1, µ2, µˆ) ∈
Hp(Z12,∞, F ), (τ, τˆ) ∈ Hpabs(Z2,∞, F ) and (σ, σˆ) ∈ Hp+1rel (Z1,∞, F ), we have〈
αp(R)(ω, ωˆ), (µ1, µ2, µˆ)
〉
H,R
=
〈
ω, µ1
〉
Z1,R
+ O
(
e−aR
)∥∥(ω, ωˆ)∥∥
H,R
∥∥(µ1, µ2, µˆ)∥∥H,R,〈
βp(R)(µ1, µ2, µˆ), (τ, τˆ)
〉
H,R
=
〈
µ2, τ
〉
Z2,R
+ O
(
e−aR
)∥∥(µ1, µ2, µˆ)∥∥H,R∥∥(τ, τˆ)∥∥H,R,〈
δp(R)(τ, τˆ), (σ, σˆ)
〉
H,R
=
〈
τˆ , i ∂
∂u
σˆ
〉
Y
+ O
(
e−aR
)∥∥(τ, τˆ)∥∥
H,R
∥∥(σ, σˆ)∥∥
H,R
.
(5.25)
Proof. We only prove the first identity in (5.25).
We denote
αp(R)(ω, ωˆ) = (η1, η2, ηˆ) ∈ Hp(Z12,∞, F ). (5.26)
By (5.19) and (5.26), we have
αp
([
FZ1,R(ω, ωˆ)
])
=
[
FZR(η1, η2, ηˆ)
] ∈ Hp(Z, F ). (5.27)
By Proposition 1.6 and (5.27), we have〈
FZR(η1, η2, ηˆ),FZR(µ1, µ2, µˆ)
〉
ZR
=
〈
FZ1,R(ω, ωˆ),FZR(µ1, µ2, µˆ)
〉
Z1,R
. (5.28)
Taking (µ1, µ2, µˆ) = (η1, η2, ηˆ) in (5.28) and applying Cauchy-Schwarz inequality, we get∥∥FZR(η1, η2, ηˆ)∥∥ZR 6 ∥∥FZ1,R(ω, ωˆ)∥∥Z1,R . (5.29)
By Propositions 3.3, 3.5, 3.17, 3.18 and (5.29), we get∥∥(η1, η2, ηˆ)∥∥H,R = O(1)∥∥(ω, ωˆ)∥∥H,R. (5.30)
By Proposition 5.2, we have〈
FZR(η1, η2, ηˆ),FZR(µ1, µ2, µˆ)
〉
ZR
=
〈
(η1, η2, ηˆ), (µ1, µ2, µˆ)
〉
H,R
+ O
(
e−aR
)∥∥(η1, η2, ηˆ)∥∥H,R∥∥(µ1, µ2, µˆ)∥∥H,R, (5.31)
By Propositions 3.3, 3.5, 3.17, 3.18, we have〈
FZ1,R(ω, ωˆ),FZR(µ1, µ2, µˆ)
〉
Z1,R
=
〈
ω, µ1
〉
Z1,R
+ O
(
e−aR
)∥∥(ω, ωˆ)∥∥
H,R
∥∥(µ1, µ2, µˆ)∥∥H,R. (5.32)
By (5.26), (5.28) and (5.30)-(5.32), we get the first identity in (5.25). The proof of
Proposition 5.4 is completed. 
Now we compare the third row in (5.18) with (4.8).
48 MARTIN PUCHOL, YEPING ZHANG, AND JIALIN ZHU
Proposition 5.5. We have
α¯p(R) =
1
2
αp,L + O
(
R−1/2
)
, β¯p(R) = βp,L + O
(
R−1/2
)
,
δ¯p(R) = R
−1δp,L + O
(
R−3/2
)
.
(5.33)
Proof. We only prove the first identity in (5.33).
Let ωˆ ∈ Lp1,rel. By (2.40), there exists (ω, ωˆ) ∈ Hprel(Z1,∞, F ) such that ω is a general-
ized eigensection. We will use the same notation as in (5.26). By (5.18) and (5.26), we
have
α¯p(R)(ωˆ) = ηˆ. (5.34)
By Proposition 5.3, the first identity in (5.33) is equivalent to∥∥ηˆ − 1
2
αp,L(ωˆ)
∥∥2
L
p
1∩Lp2,R
= O
(
R−1
)∥∥ωˆ∥∥2
Y
. (5.35)
By (2.40), there exists (η′1, η
′
2, ηˆ
′) ∈ Hp(Z12,∞, F ) such that η′1 and η′2 are generalized
eigensections and
ηˆ′ =
1
2
αp,L(ωˆ). (5.36)
Since
∥∥ · ∥∥
L
p
1∩Lp2,R
is the quotient metric of
∥∥ · ∥∥
H,R
, it is sufficient to show that∥∥(η1, η2, ηˆ)− (η′1, η′2, ηˆ′)∥∥2H,R = O(R−1)∥∥ωˆ∥∥2Y . (5.37)
By Riesz representation theorem, it is sufficient to show that for (µ1, µ2, µˆ) ∈ Hp(Z12,∞, F ),〈
(η1, η2, ηˆ)− (η′1, η′2, ηˆ′), (µ1, µ2, µˆ)
〉
H,R
= O
(
R−1/2
)∥∥ωˆ∥∥
Y
∥∥(µ1, µ2, µˆ)∥∥H,R. (5.38)
Let
µ1 = µ
pp
1 + µ
ac
1 (5.39)
such that µpp1 (resp. µ
ac
1 ) is a L
2-eigensection (resp. generalized eigensection) of DFZ1,∞ .
Since ω and µac1 are both generalized eigensections, using (2.16) in the same way as in
the proof of Proposition 5.3 we get from (2.12) and (3.7) that〈
ω, µac1
〉
Z1,R
= R
〈
ωˆ, µˆ
〉
Y
+ O(1)
∥∥ωˆ∥∥
Y
∥∥µˆ∥∥
Y
= R
〈
ωˆ, µˆ
〉
Y
+ O
(
R−1/2
)∥∥ωˆ∥∥
Y
∥∥(µ1, µ2, µˆ)∥∥H,R. (5.40)
Note that ω is a generalized eigensection while µpp1 is a L
2-eigensection, we have
0 =
〈
ω, µpp1
〉
Z1,∞
=
〈
ω, µpp1
〉
Z1,R
+
〈
ω, µpp1
〉
Y[R,∞)
. (5.41)
Since
(
µpp1
)zm
= 0, by (2.16) and (3.38) , we have〈
ω, µpp1
〉
Z1,R
= −〈ω, µpp1 〉Y[R,+∞) = −〈ωnz, (µpp1 )nz〉Y[R,+∞)
= O
(
e−aR
)∥∥ω∥∥
∂Z1,0
∥∥µ1∥∥∂Z1,0 = O(e−aR)∥∥ωˆ∥∥Y ∥∥(µ1, µ2, µˆ)∥∥H,R. (5.42)
By (5.40) and (5.42), we have〈
ω, µ1
〉
Z1,R
= R
〈
ωˆ, µˆ
〉
Y
+ O
(
R−1/2
)∥∥ωˆ∥∥
Y
∥∥(µ1, µ2, µˆ)∥∥H,R. (5.43)
The same argument also yields〈
η′j , µj
〉
Zj,R
= R
〈
ηˆ′, µˆ
〉
Y
+ O
(
R−1/2
)∥∥ηˆ′∥∥
Y
∥∥(µ1, µ2, µˆ)∥∥H,R, for j = 1, 2. (5.44)
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By the definition of αp,L (see (4.5)), (5.36), (5.43) and (5.44), we get〈
ω, µ1
〉
Z1,R
− 〈η′1, µ1〉Z1,R − 〈η′2, µ2〉Z2,R = O(R−1/2)∥∥ωˆ∥∥Y ∥∥(µ1, µ2, µˆ)∥∥H,R. (5.45)
The same argument as in (5.23) and (5.24) yields∥∥(ω, ωˆ)∥∥2
H,R
6 R
∥∥ωˆ∥∥2
Y
+ O
(
1
)∥∥ωˆ∥∥2
Y
. (5.46)
Thus, by Proposition 5.4 and (5.26), we have〈
(η1, η2, ηˆ), (µ1, µ2, µˆ)
〉
H,R
=
〈
ω, µ1
〉
Z1,R
+ O
(
e−aR
)∥∥(ω, ωˆ)∥∥
H,R
∥∥(µ1, µ2, µˆ)∥∥H,R
=
〈
ω, µ1
〉
Z1,R
+ O
(
Re−aR
)∥∥ωˆ∥∥
Y
∥∥(µ1, µ2, µˆ)∥∥H,R. (5.47)
The following identity follows from the definition of
〈·, ·〉
H,R
,〈
(η′1, η
′
2, ηˆ
′), (µ1, µ2, µˆ)
〉
H,R
=
〈
η′1, µ1
〉
Z1,R
+
〈
η′2, µ2
〉
Z2,R
. (5.48)
By (5.45)-(5.48), we obtain (5.38). The proof of Proposition 5.5 is completed. 
Remark 5.6. A special case of the problem addressed in this subsection was considered
by Mu¨ller and Strohmaier [32, Theorem 3.3], where the Mayer-Vietoris exact sequence
in question is given by
· · · → Hprel(Z1,C)→ Hpabs(Z1,C)→ Hp(Y,C)→ · · · . (5.49)
5.4. A proof of Theorem 0.2. First we briefly recall some properties of the torsion
associated with an acyclic complex (cf. [7, §1a]). We denote by T(V •, ∂) the torsion
associated with a finite acyclic complex (V •, ∂) of Hermitian vector spaces.
- Let (V •[r], ∂) be the r-th right-shift of (V •, ∂), i.e., V k[r] = V k−r, then
T(V •[r], ∂) =
(
T(V •, ∂)
)(−1)r
. (5.50)
- If (V •, ∂) is the direct sum of two complexes (V •1 , ∂1) and (V
•
2 , ∂2), then
T(V •, ∂) = T(V •1 , ∂1)T(V
•
2 , ∂2). (5.51)
- For a short acyclic complex (V •, ∂) : 0→ V 1 → V 2 → 0, let A be the matrix of
∂ : V 1 → V 2 with respect to any orthogonal bases, then
T(V •, ∂) =
∣∣ det(A)∣∣. (5.52)
Let L•,⊥j,abs ⊆ H•(Y, F ) be the orthogonal complement of L•j,abs with respect to the
L2-metric induced by Hodge theory. We construct Spj ∈ End
(
Hp(Y, F )
)
as follows,
Spj = IdLpj,abs − IdLp,⊥j,abs. (5.53)
We identify Hp(Y, F ) with Hp(Y, F )du via du∧. Then Spj also acts on Hp(Y, F )du. By
(2.48), (2.49) and (2.50), we have
Cpj =
(
Spj 0
0 −Sp−1j
)
. (5.54)
We equip the exact sequence (4.8) with the metrics
∥∥ · ∥∥
L•1,rel
,
∥∥ · ∥∥
L•2,abs
and
∥∥ · ∥∥
L•1∩L•2
in §5.2. Let TL be its torsion.
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Proposition 5.7. The following identities hold,
TL =
n∏
p=0
det∗
(2− Sp1 ◦ Sp2 − Sp2 ◦ Sp1
4
) 1
4
(−1)p
=
n∏
p=0
det∗
(2− Cp12 − (Cp12)−1
4
) 1
4
(−1)pp
.
(5.55)
Proof. The exact sequence (4.8) is an orthogonal sum of the following exact sequences,
0→ Lp1,rel ∩ Lp2,rel → Lp1 ∩ Lp2 → Lp1,abs ∩ Lp2,abs → 0,
0→ Lp2,abs ∩ (Lp1,abs ∩ Lp2,abs)⊥
δp,L−→ Lp+11,rel ∩ (Lp+11,rel ∩ Lp+12,rel)⊥ → 0.
(5.56)
By (5.50)-(5.52), the torsion of the first row in (5.56) vanishes. We turn to study the
second row in (5.56). By (2.50), we have the following commutative diagram whose
vertical maps are bijective,
0 // Lp2,abs ∩ (Lp1,abs ∩ Lp2,abs)⊥ //
Id

L
p+1
1,rel ∩ (Lp+11,rel ∩ Lp+12,rel)⊥ //
i ∂
∂u

0
0 // Lp2,abs ∩ (Lp1,abs ∩ Lp2,abs)⊥ //❴❴❴ Lp,⊥1,abs ∩ (Lp,⊥1,abs ∩ Lp,⊥2,abs)⊥ // 0 .
(5.57)
Let
Pp : H
p(Y, F )→ Lp2,abs, Qp : Hp(Y, F )→ Lp,⊥1,abs (5.58)
be orthogonal projections. We have
L
p
2,abs ∩ (Lp1,abs ∩ Lp2,abs)⊥ = Im(PpQp), Lp,⊥1,abs ∩ (Lp,⊥1,abs ∩ Lp,⊥2,abs)⊥ = Im(PpQp). (5.59)
Moreover, by the definition of δp,L (see (4.7)), the second row in (5.57) is given by
0→ Im(PpQp) Qp−→ Im(QpPp)→ 0. (5.60)
By Lemma 6.1 in Appendix and (5.57)-(5.60), the torsion of the second row in (5.56) is
det∗
(
1− Pp −Qp + PpQp +QpPp
) 1
4 . (5.61)
By (5.53), we have
Pp =
1
2
(1 + Sp2), Qp =
1
2
(1− Sp1). (5.62)
By (5.50), (5.51), (5.61) and (5.62), we get the first line in (5.55).
We denote
Îp = det
∗(2− Sp1 ◦ Sp2 − Sp2 ◦ Sp1
4
) 1
4 , Ip = det
∗(2− Cp12 − (Cp12)−1
4
) 1
4 . (5.63)
By (5.54), we have Ip = Îp · Îp+1, which leads to the second line in (5.55). The proof of
Proposition 5.7 is completed. 
Proof of Theorem 0.2. We start by equipping the vector spaces in (5.18) with metrics.
All the metrics mentioned bellow are defined in §5.2, 5.3.
- The vector spaces in the second (resp. first) row are equipped with (resp. the
restrictions of) the metrics
∥∥ · ∥∥
H,R
.
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- The vector spaces in the third row are equipped with the metrics
∥∥ · ∥∥
L•1,rel
,∥∥ · ∥∥
L•2,abs
and
∥∥ · ∥∥
L•1∩L•2
.
For i = 1, 2, 3, we denote by Ti,• the torsion of the i-th row in (5.18). For j =
1, · · · , 3n + 3, we denote by T•,j be the torsion of the j-th column in (5.18). By [7,
Theorem 1.20], we have
T1,• T−12,• T3,• =
3n+3∏
k=1
T
(−1)k+1
•,k . (5.64)
By Proposition 5.3 and (5.50)-(5.52), we have
T•,3p+1 =
(
1 + O
(
R−1
))
R
1
2
dimLp1,rel,
T•,3p+2 =
(
1 + O
(
R−1
))
(2R)
1
2
dimLp1∩Lp2 ,
T•,3p+3 =
(
1 + O
(
R−1
))
R
1
2
dimLp2,abs.
(5.65)
By (5.50)-(5.52), we have
T1,• = 1. (5.66)
By Proposition 5.2 and (5.50)-(5.52), we have
T2,• =
(
1 + O
(
e−aR
))
TR. (5.67)
By Proposition 5.5 and (5.50)-(5.52), we have
T3,• =
(
1 + O
(
R−1
))( n∏
p=0
2(−1)
p dim Im(αp,L)
)( n∏
p=0
R(−1)
p dim Im(δp,L)
)
TL. (5.68)
It follows from the exactness of (4.8) that
dimLp1 ∩ Lp2 = dim Im(αp,L) + dim Im(βp,L),
n∑
p=0
(−1)p( dimLp1,rel − dimLp1 ∩ Lp2 + dimLp2,abs) = 0. (5.69)
By Lemma 4.2, Proposition 5.7 and (5.64)-(5.69), we get (0.16). The proof of Theorem
0.2 is completed. 
5.5. Anomaly formulas and a proof of Theorem 0.3. Here we adopt the notations
in Section 1.1. Moreover, we assume that the Riemannian metric gTX is product near
Y = ∂X . Let ∇TX be the Levi-Civita connection on TX . Let RTX = (∇TX)2 be its
curvature. Let o(TX) be the orientation bundle of TX . The Euler form (cf. [11, (4.9)])
is defined as
e(TX,∇TX) = Pf
[RTX
2π
]
∈ ΩdimX(X, o(TX)). (5.70)
Let gTX
′
be another Riemannian metric on TX . Let ∇TX ′ be the associated Levi-
Civita connection. We assume that gTX and gTX
′
coincide on a neighborhood of Y = ∂X .
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For s ∈ [0, 1], set gTXs = (1 − s)gTX + sgTX ′. Let ∇TXs be the Levi-Civita connection
associated with gTXs . Set
e˜
(
TX,∇TX ,∇TX ′)
=
∫ 1
0
{
∂
∂b
∣∣∣
b=0
Pf
[
1
2π
(∇TXs )2 + b2π
(
∂
∂s
∇TXs −
1
2
[
∇TXs ,
(
gTXs
)−1 ∂
∂s
gTXs
])]}
ds.
(5.71)
We remark that e˜
(
TX,∇TX ,∇TX ′) vanishes near Y = ∂X . By [11, (4.10)], we have
d e˜
(
TX,∇TX ,∇TX ′) = e(TX,∇TX ′)− e(TX,∇TX). (5.72)
We define a closed one-form (see [11, Prop. 4.6])
θ(F, hF ) = Tr
[ (
hF
)−1∇FhF ] ∈ Ω1(X). (5.73)
Let
∥∥ · ∥∥RS
detH•bd(X,F )
and
∥∥ · ∥∥RS′
detH•bd(X,F )
be the Ray-Singer metrics in Defitition 1.4
associated with gTX and gTX
′
. The following theorem is a special case of [13, Theorem
0.1].
Theorem 5.8. We have
log


∥∥ · ∥∥RS′
detH•bd(X,F )∥∥ · ∥∥RS
detH•bd(X,F )

 = −1
2
∫
X
θ(F, hF ) e˜
(
TX,∇TX ,∇TX ′). (5.74)
Proof of Theorem 0.3. We only show that
∥∥ρR∥∥RSλR(F ) is independent of R. The rest of
the proof is explained in the paragraph containing (0.20).
Let 0 < R < R′. Let φ : [−R,R]→ [−R′, R′] be a smooth function such that
φ′ > 0, φ(0) = 0, φ(±R) = ±R′,
φ′(u) = 1 for u ∈ [−R,−2R/3] ∪ [−R/3, R/3] ∪ [2R/3, R]. (5.75)
Let ϕ0 : ZR → ZR′ be the diffeomorphism defined by φ in the same way as (3.29). For
j = 1, 2, set ϕj = ϕ0
∣∣
Zj,R
: Zj,R → Zj,R′, which is also a diffeomorphism.
We will use the convention Z0,R = ZR and H
•
bd(Z0,R, F ) = H
•(ZR, F ). Let
ϕdetj : detH
•
bd(Zj,R, F )→ detH•bd(Zj,R′, F ), j = 0, 1, 2 (5.76)
be the isomorphism induced by ϕj . Since ϕj is isometric near ∂Zj,R, by Theorem 5.8,
we have
log


∥∥ρR′∥∥RSλR′ (F )∥∥ρR∥∥RSλR(F )

 = 2∑
j=0
(−1)(j−1)(j−2)/2 log


∥∥ϕdetj (·)∥∥RSdetH•bd(Zj,R′ ,F )∥∥ · ∥∥RS
detH•bd(Zj,R,F )

 = 0. (5.77)
The proof of Theorem 0.3 is completed. 
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6. Appendix
The appendix contains several technical results.
Let A : V →W be a linear map between Hermitian vector spaces of the same dimen-
sion. We denote by det(A) the determinant of the matrix of A under any orthogonal
bases, which is well-defined up to U(1) :=
{
z ∈ C : |z| = 1}.
Lemma 6.1. Let V be a Hermitian vector space. Let H1, H2 ⊆ V be vector subspaces.
Let Pj ∈ End(V ) (j = 1, 2) be the orthogonal projection to Hj. We have∣∣det(P1|Im(P2P1))∣∣ = ∣∣det(P2|Im(P1P2))∣∣
=det∗
(
Id− P1 − P2 + P1P2 + P2P1
) 1
4 .
(6.1)
Proof. We claim that there exists an orthogonal decomposition V =
⊕
k Vk such that
dim Vk 6 2 and Hj =
⊕
k (Vk ∩Hj) for j = 1, 2. Once the claim is proved, we may
suppose that dim V 6 2. Then the only non trivial case is that dimV = 2 and dimH1 =
dimH2 = 1. We may suppose that
V = C2, H1 = C
(
1
0
)
, H2 = C
(
cos θ
sin θ
)
, with 0 6 θ 6
π
2
. (6.2)
We have
∣∣det(P1|Im(P2P1))∣∣ = ∣∣det(P2|Im(P1P2))∣∣ = cos θ, and
P1 =
(
1 0
0 0
)
, P2 =
(
cos2 θ cos θ sin θ
cos θ sin θ sin2 θ
)
. (6.3)
Then (6.1) follows from a direct calculation.
Now we prove the claim. The operator P1P2P1
∣∣
H1
and P2P1P2
∣∣
H2
are self-adjoint. Let
H1 =
⊕
06λ61
Hλ1 , H2 =
⊕
06λ61
Hλ2 (6.4)
be the associated spectral decomposition, i.e., P1P2P1
∣∣
Hλ1
= λId and P2P1P2
∣∣
Hλ2
= λId.
In particular, H11 = H
1
2 = H1 ∩ H2, H01 = H1 ∩ H⊥2 , H02 = H2 ∩ H⊥1 . We get the
orthogonal decomposition
V = (H1 +H2)
⊥ ⊕ (H1 ∩H2)⊕ (H1 ∩H⊥2 )⊕ (H2 ∩H⊥1 )⊕
⊕
0<λ<1
(Hλ1 +H
λ
2 ), (6.5)
which is invariant under the actions of P1 and P2, as for any y ∈ Hλ2 ,
P1P2P1(P1y) = P1P2P1(P1P2y) = P1(P2P1P2y) = λP1y. (6.6)
Thus P1H
λ
2 ⊆ Hλ1 . The problem is reduced to each block. The claim is trivial forH1∩H2,
(H1+H2)
⊥, H1∩H⊥2 and H2∩H⊥1 . Now we suppose that H = Hλ1 +Hλ2 with 0 < λ < 1.
Let
(
vk
)
16k6r
be an orthogonal basis of Hλ1 . Let Vk ⊆ H be the vector subspace spanned
by {vk, P2vk}. Then
(
Vk
)
16k6r
satisfies the desired properties. The proof of Proposition
6.1 is completed. 
Let (V, 〈·, ·〉) be a Hermitian vector space of dimension m. Let (a, b) ⊆ R be an open
interval. Let C : (a, b) → End(V ) be an analytic function such that C(λ) is unitary for
any λ ∈ (a, b). The following theorem comes from [23, §2.6, Theorem 6.1].
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Theorem 6.2. There exist real analytic functions θ1(λ), · · · , θm(λ) such that{
eiθ1(λ), · · · , eiθm(λ)} = Sp(C(λ)). (6.7)
Moreover, there exist orthogonal projections P1(λ), · · · , Pm(λ) ∈ End(V ) depending an-
alytically on λ such that
Id = P1(λ) + · · ·+ Pm(λ), Pj(λ)Pk(λ) = 0, for j 6= k,
C(λ) = eiθ1(λ)P1(λ) + · · ·+ eiθm(λ)Pm(λ).
(6.8)
For R > 2, we consider the equation
e4iRλC(λ)v = v, (6.9)
where λ ∈ (a, b) and v ∈ V . By Theorem 6.2, for R and λ fixed, (6.9), viewed as an
equation of v, admits a non trivial solution if and only if one of 4Rλ+ θ1(λ), · · · , 4Rλ+
θm(λ) lies in 2πZ. For R > 2, set
ΛR(C) =
{
ρ > 0 : det
(
e4iRρC(ρ)− Id) = 0},
Λ∗R(C) =
{
λ > 0 : det
(
e4iRλC(0)− Id) = 0}. (6.10)
Proposition 6.3. We fix κ > 0. There exists a > 0 such that for R−1+κ 6 γ 6 1 and
f ∈ C1(R),∣∣∣ ∑
ρ∈ΛR(C), |ρ|<γ
f(ρ)−
∑
λ∈Λ∗R(C), |λ|<γ
f(λ)
∣∣∣ 6 aγ2 sup
|x|6γ
|f ′(x)|+ aγ sup
|x|6γ
|f(x)|. (6.11)
Proof. By Theorem 6.2, we may suppose that V = C and C(ρ) = eiα(ρ), where ρ 7→ α(ρ)
is an analytic function. The rest of the proof is a direct estimate. We leave it to the
reader. 
Set
θC,R(s) = −
∑
λ∈Λ∗R(C)
λ−2s. (6.12)
Proposition 6.4. We assume that Sp
(
C(0)
)
= Sp
(
C(0)
)
. We denote r = dimKer(C(0)−
Id). We have
θC,R
′(0) = r log(2R) + log 2 · dimV + 1
2
log det∗
(2− C(0)− C(0)−1
4
)
. (6.13)
Proof. As a special case of the Hurwitz zeta function (cf. [40, §7]), we have
− ∂
∂s
∣∣∣
s=0
+∞∑
k=1
(2πk − α
4R
)−2s
=
{
log(4R) for α = 0,
1
2
log(2− 2 cosα) for 0 < α 6 π. (6.14)
Since C(0) is diagonalizable, it suffices to consider the following cases.
Case 1. m = 1, r = 1, C(0) = 1, then (6.13) is equivalent to (6.14) with α = 0.
Case 2. m = 1, r = 0, C(0) = −1, then (6.13) is equivalent to (6.14) with α = π.
Case 3. m = 2, r = 0, Sp(C(0)) = {eiα, e−iα} with α ∈ (0, π), then (6.13) is equivalent
to (6.14) with α ∈ (0, π).
This completes the proof of Proposition 6.4. 
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