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Abstract
We consider the semiclassical asymptotic behaviour of the number of eigenvalues smaller than E for
elliptic operators in L2(Rd). We describe a method of obtaining remainder estimates related to the volume
of the region of the phase space in which the principal symbol takes values belonging to the intervals
[E′;E′+h], where E′ is close to E. If the volume of this region is O(h), then we obtain remainder estimates
O(h1−d) with no assumptions on the Hessian of the principal symbol at the critical level. Moreover we do
not assume that the coefficients are smooth—all results hold if second order derivatives of coefficients are
Hölder continuous.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
1.1. Initial presentation
We assume that for h ∈ ]0;h0] the differential operators Ah = a(x,hD,h) are self-adjoint
in L2(Rd) and the symbol a(x, ξ,h) = ∑0nN hnan(x, ξ) is sufficiently regular. If E ∈ R
satisfies
E < lim inf|x|+|ξ |→∞a0(x, ξ) (1.1)
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in the asymptotic behaviour of the counting function N (Ah,E) (i.e. the number of eigenvalues
smaller than E counted with their multiplicities) when h → 0. This problem was studied in
numerous works (cf. e.g. the papers [1,7,8,10,20] and the monographs [9,15,19,21]) in the case
when E is not a critical value of a0, i.e. a0(x, ξ) = E ⇒ ∇a0(x, ξ) = 0. If E is not a critical
value of a0, then there exists a constant C0 > 0 such that for h ∈ ]0;h0] one has
∣∣N (Ah,E)− (2πh)−dcE∣∣ C0h1−d , (1.2)
where
cE =
∫
a0(x,ξ)<E
dx dξ = vol{(x, ξ) ∈ R2d : a0(x, ξ) < E}. (1.3)
In this paper we are interested in estimates (1.2) in the case when E is a critical value of a0 and we
refer to the introduction of [27] containing various methods used to study this type of problems.
In particular the approach developed by R. Brummelhuis, T. Paul, A. Uribe [2], B. Camus [3–6]
(cf. also [18]) and based on the analysis of degenerate oscillatory integrals under geometric
assumptions on a0, shows that (1.2) is not always true. More general classes of symbols can be
investigated using the approach of V. Ivrii [15–17] based on a multiscale analysis and allowing
to estimate the left-hand side of (1.2) by C0hμ−d for certain values μ ∈ ]0;1] in relation with
various types of assumptions on the Hessian matrix of a0.
Our aim is to modify the right-hand side of (1.2) to obtain estimates which are valid without
any additional assumptions on the Hessian matrix of a0. We will show that for every ε > 0 it is
possible to find a constant Cε > 0 such that for h ∈ ]0;h0] one has
∣∣N (Ah,E)− (2πh)−dcE∣∣ Cεh−dRε,a0E (h), (1.4)
where
Rε,a0E (h) = h+ sup
E′∈[E−h1−ε;E+h1−ε]
vol
{
(x, ξ) ∈ R2d : ∣∣a0(x, ξ)−E′∣∣ h}. (1.4′)
It is easy to see that one can always find constants C,c > 0 such that
vol
{
(x, ξ) ∈ R2d : ∣∣a0(x, ξ)−E′∣∣ h} Chc (1.5)
and (1.4) implies (1.2) if additional properties of a0 ensure the estimate (1.5) with c = 1 for
E′ ∈ [E−h1−ε;E+h1−ε]. For example if a0(x, ξ) = |ξ |4 +|x|4 +o(|ξ |4 +|x|4) for (x, ξ) ∈ R2d
in a small neighbourhood of 0, then d2a0(0) = 0. However if d  3, then (1.5) holds with c = 1
and (1.2) follows, while [15–17] requires at least rank d2a0  2 to ensure (1.2).
We show that (1.4) holds for elliptic operators with coefficients which have second order
derivatives Hölder continuous. For this purpose we establish the asymptotic formula for the
counting function N (Ph,E) associated to operators Ph with symbols ph obtained by a regu-
larization of non-smooth coefficients described in [23–27] and we recover the asymptotics of
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crolocal trace formula for Ph in the region
Γˆ (h) = {(x, ξ) ∈ R2d : ∣∣∇ph(x, ξ)∣∣ C¯hδ0}, (1.6)
where 0 < δ0 < 12 and C¯ > 1 is a fixed constant. The precise statement of this trace formula
is given in Theorem 2 and we obtain the asymptotics of N (Ph,E) combining the assertion of
Theorem 2 with results of [27], where a similar trace formula is proved in the region
Γˇ (h) = {(x, ξ) ∈ R2d : ∣∣∇ph(x, ξ)∣∣ C¯−1hδ0}. (1.7)
1.2. Statement of the main result
Assume 0 < r0 < 1. We write a ∈ C2+r0b (Rd) if and only if the function a :Rd → C satisfies
the following conditions:
∂αa ∈ L∞(Rd) if |α| 2, (1.8)
∣∣∂αa(x)− ∂αa(y)∣∣C|x − y|r0 if |α| = 2, x, y ∈ Rd . (1.8′)
Let m0 ∈ N and for ν, ν¯ ∈ Nd , |ν|, |ν¯|m0 let aν,ν¯ = aν¯,ν ∈ C2+r0b (Rd) be real-valued and such
that ∑
|ν|=|ν¯|=m0
aν,ν¯(x)ξ
ν+ν¯  c0|ξ |2m0
(
x, ξ ∈ Rd) (1.9)
holds for a certain constant c0 > 0. Let Ah be the quadratic form
Ah[ϕ,ψ] =
∑
|ν|,|ν¯|m0
(
aν,ν¯(hD)
νϕ, (hD)ν¯ψ
)
, (1.10)
where ϕ,ψ ∈ Cm00 (Rd), (hD)ν = (−ih)|ν| ∂
ν
∂xν
and (·,·) is the scalar product of L2(Rd). Due
to (1.9), Ah is bounded from below and its closure defines a self-adjoint operator Ah. Usually
Ah is expressed formally as
Ah =
∑
|ν|,|ν¯|m0
(hD)ν¯
(
aν,ν¯(x)(hD)
ν
)
. (1.10′)
Let us denote
a0(x, ξ) =
∑
|ν|,|ν¯|m0
aν,ν¯(x)ξ
ν+ν¯ . (1.11)
Then we have
Theorem 1. Let aν,ν¯ ∈ C2+r0b (Rd) be such that (1.9) holds and let Ah be self-adjoint operators
in L2(Rd) defined by (1.10). Assume that E ∈ R is such that (1.1) holds with a0 given by (1.11)
and h0 > 0 is small enough. Then
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(b) If the dimension d  3 and ε > 0 then one can find a constant Cε > 0 such that (1.4) holds
for h ∈ ]0;h0].
1.3. Comments
More general behaviour of coefficients can be considered for x such that a0(x, ξ) E0 > E
holds for all ξ ∈ Rd . In particular we have assumed that the coefficients aν,ν¯ are bounded for
sake of simplicity, but the same results hold for tempered variations models (cf. [10,11,13,22]).
The outline of the proof of Theorem 1 is the following. In Section 2 we begin by describing
the properties of operators Ph obtained after a regularization of non-smooth coefficients used in
[27] and we state the trace formulas which allow us to deduce the asymptotics of N (Ph,E).
Next we define G(ε¯, h) as the region of the phase space in which the rank of the Hessian ma-
trix is  2 modulo O(hε¯). Then choosing ε¯ > 0 small enough and δ0 sufficiently close to 1/2
we can see that the volume of G(ε¯, h) ∩ Γˆ (h) is O(h) and the contribution of this region can
be estimated by the right-hand side of (1.4). It remains to consider the region Γˆ (h) \ G(ε¯, h),
where we can change the system of coordinates to transform the Hessian matrix as described in
Proposition 4. After the change of coordinates we obtain the operators with symbols satisfying
properties described in Lemma 8. The corresponding trace formula is proved in Section 5 using
Fourier integral operators in a standard parametrix construction for the related evolution problem
(cf. [12]). However the properties of symbols from Lemma 8 allow us to solve transport equa-
tions (cf. Proposition 14) and the eikonal equation (cf. Section 4) in special classes of symbols
admitting polynomial expansions with respect to t . This structure of symbols is the key point to
control the trace asymptotics of Fourier operators under consideration.
2. Preliminaries
2.1. Reduction to the microlocal trace formula
Following [27] we fix δ0 ∈ ] 12+r0 ; 12 [ and consider aν,ν¯,h ∈ C∞(Rd) such that∣∣∂αaν,ν¯,h(x)∣∣Cα(1 + h(2+r0−|α|)δ0) (2.1)
holds for every α ∈ Nd ,
∣∣∂αaν,ν¯,h(x)− ∂αaν,ν¯ (x)∣∣Cαh(2+r0−|α|)δ0 (2.2)
holds if |α| 2 and using aν,ν¯ ∈ C2+r0b (Rd) we obtain
max
|α|=2
∣∣∂αaν,ν¯,h(x)− ∂αaν,ν¯,h(y)∣∣ C(hδ0r0 + |x − y|r0). (2.3)
Let h0 > 0 be small enough. Due to [27, Lemma 2.1] the operators
P±h =
∑
(hD)ν
(
aν,ν¯,h(x)(hD)
ν¯
)± h(I − h2Δ)m0, (2.4)|ν|,|ν¯|m0
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+
h (in the sense of quadratic forms) if h h0 and writing
P±h =
∑
|ν|2m0
p±ν,h(x)(hD)
ν (2.5)
we obtain p±ν,h such that (2.1), (2.3) hold if aν,ν¯,h are replaced by p±ν,h. Moreover the spectrum of
Ah and P±h is discrete if h h0 and the min-max principle ensures N (P+h ,E)N (Ah,E)
N (P−h ,E).
To describe suitable properties of symbols we consider m ∈ R, 0  δ < 12 and Γ =
(Γh)h∈]0;h0] such that Γh ⊂ Rn for every h ∈ ]0;h0]. Then we write b ∈ Smδ (Γ ) if and only if
b = (bh)h∈]0;h0] is a family of smooth functions Rn → Ck satisfying
sup
v∈Γh
∣∣∂αbh(v)∣∣ Cαh−m−|α|δ
for every α ∈ Nn. We write b ∈ Smδ if and only if b ∈ Smδ (R2d) (i.e. Γh = R2d for h ∈ ]0;h0]) and
bh :R
2d → C. If (bh)h∈]0;h0] ∈ Smδ , then writing
(Bhϕ)(x) = (2πh)−d
∫
Rd
dξ eixξ/hbh(x, ξ)
∫
Rd
dy e−iyξ/hϕ(y)
for ϕ ∈ C∞0 (Rd), we define the operators Bh = bh(x,hD) satisfying∥∥bh(x,hD)∥∥ Ch−m, (2.6)
where ‖ · ‖ is the norm of the algebra of bounded operators B(L2(Rd)). If moreover suppbh is
compact, then bh(x,hD) are of trace class on L2(Rd) and following [27, Lemma 6.2] we can
estimate the trace class norm
∥∥bh(x,hD)∥∥tr  Ch−m−d vol
[
suppbh +B0
(
1
2
hδ0
)]
, (2.6′)
where Bv¯(ρ) = {v: |v − v¯| < ρ} denotes the Euclidean ball centered in v¯ and Γ + B0(ρ) =
{v: dist(v,Γ ) < ρ}.
Due to (2.2) and (1.1) we can find E0 >E and CE0 > 0 such that
(x, ξ) ∈ R2d \B0(CE0) ⇒ Re
∑
|ν|2m0
p±ν,h(x)ξ
ν > E0. (2.7)
Further we drop ± writing pν,h, Ph instead of p±ν,h and P±h . Next we replace Ph by P ◦h =
p◦h(x,hD) being self-adjoint on L2(Rd) and such that
(x, ξ) ∈ R2d \B0(CE0) ⇒ Rep◦h(x, ξ) > E0, (2.7′)
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∑
|ν|2m0
pν,h(x)ξ
ν, (2.8)
(x, ξ) ∈ R2d \B0(2CE0) ⇒ p◦h(x, ξ) = E0 + 1. (2.9)
We assume estimates of the derivatives of p◦h similar to (2.1), (2.3), i.e.
∂αp◦ ∈ S0δ0 if |α| 2, (2.10)∣∣∂αp◦h(x, ξ)− ∂αp◦h(y, ξ)∣∣ C(hr0δ0 + |x − y|r0) if |α| = 2, (2.11)
∂αp◦ ∈ Sδ0(1−r0)δ0 if |α| = 3 (2.12)
and reasoning as in [24, Appendix D] we find
N (Ph,E) =N
(
P ◦h ,E
)+O(h∞), (2.13)
where O(h∞) means that O(hn) holds for every n ∈ N.
If Z ⊂ Rn then 1Z :Rn → {0,1} denotes the characteristic function of Z. If Z = [E1;E2] ⊂
R then 1Z(P ◦h ) is the spectral projector of P ◦h on Z. We fix t0 > 0 and consider a standard
mollifying of 1Z using γ1 = γ0 ∗ γ0 such that γ1(0) = 1, γ0 ∈ C∞0 ([− 12 t0; 12 t0]) is real valued
and pair. Let
f˜ hZ(ζ ) =
∫
Z
dλ γ˜h(ζ − λ) for ζ ∈ C, (2.14)
where γ˜h is the inverse h-Fourier transform of γ1, i.e.
γ˜h(ζ ) = (2πh)−1
∫
R
dt γ1(t)e
itζ/h for ζ ∈ C. (2.15)
We observe that γ˜h are holomorphic functions,
∫
R
γ˜h(λ) dλ = γ1(0) = 1 and γ˜h(λ) > 0 for λ ∈ R.
Then we will prove
Theorem 2. Let 0 < r0 < 1, 0 < δ0 < 12 , E < E0 and C¯ > 0. Assume that P
◦
h = p◦h(x,hD) is
self-adjoint on L2(Rd), p◦h satisfies (2.7)–(2.12) and define
Γˆ (δ0, h) =
{
v ∈ B0(2CE0):
∣∣∇p◦h(v)∣∣ C¯hδ0}. (2.16)
Let Lˆh = lˆh(x,hD) with lˆ ∈ S0δ0 such that supp lˆh ⊂ Γˆ (δ0, h) and
T hZ = trf˜ hZ
(
P ◦h
)
Lˆh −
∫
2d
dv
(2πh)d
f˜ hZ
(
pˆ◦h(v)
)
lˆh(v), (2.17)R
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hd
∣∣T hZ ∣∣Cε(h+ max
j∈{1,2}
sup
E′∈[Ej−h1−ε;Ej+h1−ε]
vol
{
v ∈ R2d : ∣∣pˆ◦h(v)−E′∣∣ h})
holds for every Z = [E1;E2] ⊂ ]−∞;E0].
We observe that Theorem 1 can be deduced from Theorem 2 using [27, Lemma 2.2]. Indeed,
decomposing l = lˆ + lˇ as in [27, Lemma 2.4] we obtain the estimates for l using Theorem 2 and
[27, Proposition 2.3], which says that the assertion of Theorem 2 holds if lˆ is replaced by lˇ.
2.2. Remark concerning the quantization choice
We use Lˆh = lˆh(x,hD) to perform a pseudodifferential calculus in a construction of Fourier
integral operators. However the behaviour of tr f˜ hZ(P ◦h )Lˆh can be described by means of an
analogical asymptotic estimate involving a different quantization. More precisely one has
Lemma 3. Let Lh = lh(x,hD) with l ∈ S0δ0 such that supp lh ⊂ Γˆ (δ0, h). Assume that l′ is a
symbol of Lh associated with another quantization (e.g. the Weyl quantization) such that the
asymptotic expansion
l′h ∼ lh +
∑
n1
∑
|α|=2n
cαh
|α|/2∂αlh
holds. Then ∣∣∣∣
∫
R2d
dvf˜ hZ
(
pˆ◦h(v)
)(
lh − l′h
)
(v)
∣∣∣∣ CεRh,εZ (supp lh), (2.18)
where we have denoted
Rh,ε[E1;E2](Γh) = maxj∈{1,2} supE′∈[Ej−h1−ε;Ej+h1−ε]
vol
{
v ∈ Γh:
∣∣pˆ◦h(v)−E′∣∣ h}. (2.19)
Proof. We observe that
l′h − lh =
∑
{α∈N2d : |α|=1}
h∂αbα,h +O
(
h∞
)
holds with (bα,h)h∈]0;h0] ∈ Sδ0δ0 , suppbα,h ⊂ supp lh ⊂ Γˆ (δ0, h) and the integration by parts gives
−
∫
2d
dvf˜ hZ
(
pˆ◦h(v)
)
h∂αbα,h(v) =
∫
dv h
(
f˜ hZ
)′(
pˆ◦h(v)
)
∂αpˆ◦h(v)bα,h(v). (2.20)R supp lh
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∣∣h(f˜ hZ)′(λ)∣∣=
∣∣∣∣ ∑
j∈{1,2}
(−1)j γ˜1
(
λ−Ej
h
)∣∣∣∣ max
j∈{1,2}
CN
(
1 + |λ−Ej |
h
)−N
we can estimate (2.20) by
max
j∈{1,2}
C′N
∫
supp lh
dv
(
+|pˆ
◦
h(v)−Ej |
h
)−N
 C′′NRh,2/N[E1;E2](supp lh), (2.21)
where the last inequality follows as described in [27, Section 4]. 
2.3. Analysis of the Hessian matrix
We always identify the points v ∈ R2d and (x, ξ) ∈ Rd × Rd and we denote
∂j =
{
∂xj if j ∈ J+ = [1;d] ∩ N,
∂ξ−j ifj ∈ J− = [−d;−1] ∩ Z.
We set J = J+ ∪ J− = {j ∈ Z \ {0}: −d  j  d} and (∂j ∂kpˆ◦h(v))(j,k)∈J 2 denotes the Hessian
matrix of pˆ◦h in v = (x, ξ) ∈ R2d . Further on we assume
1
2
(
1 − 1
4m0 − 1
)
< δ0 <
1
2
(2.22)
(where 2m0 is the order of operators Ah). The condition (2.22) allows us to choose ε¯ satisfying
0 < ε¯ min
{
δ0r0,
1
2
− δ0
}
and
4m0 − 1
2m0 − 1δ0  1 + 4ε¯ +
4ε¯d
r0
. (2.23)
We define G(ε¯, h) ⊂ Hom(R2d ,R2d) as a special O(hε¯)-type neighbourhood of the set of ma-
trices of rank  2. We write Gh = (ghj,k)(j,k)∈J 2 ∈ G(ε¯, h) if and only if the matrix Gh have the
columns ghk = (ghj,k)j∈J ∈ R2d satisfying
max
(j,k)∈J 2
min
{∣∣ghj ∣∣, ∣∣ghk ∣∣, ∣∣ﬃ(ghj , ghk )∣∣} hε¯, (2.24)
where ﬃ(ghj , ghk ) denotes the angle between ghj and ghk .
The following result is proved in Section 6.
Proposition 4. Let pˆ◦ be as in Theorem 2 and let ε¯ satisfy (2.23). For v¯ ∈ R2d we set
Ghv¯ =
(
∂j ∂kpˆ
◦
h(v¯)
)
(j,k)∈J 2 . (2.25)
Let ω = (Wh)h∈]0;h0]2d be a family of real matrices of size 2d × 2d and denotev¯ v¯∈R
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Whv¯
)∗
Ghv¯W
h
v¯ = G˜hv¯ =
(
g˜hv¯,j,k
)
(j,k)∈J 2, (2.26)
Γ (ε¯, h) = {v¯ ∈ R2d : G˜hv¯ ∈ G(ε¯, h)}. (2.27)
Then we can choose the family ω such that the estimates
G˜hv¯ /∈ G(ε¯, h) ⇒ max
(j,k)∈J×J+
∣∣g˜hv¯,j,k∣∣ Chε¯, (2.28)
vol
[
Γ (ε¯, h)∩ Γˆ (δ0, h)+B0
(
hδ0
)]
Ch1+ε¯ , (2.29)
hold for a certain constant C independent of v¯ ∈ R2d , h ∈ ]0;h0], and
sup
h∈]0;h0]
sup
v¯∈R2d
∣∣Whv¯ ∣∣+ ∣∣(Whv¯ )−1∣∣= Cω < ∞, (2.30)
detWhv¯ = 1 for v¯ ∈ R2d, 0 < h h0. (2.31)
2.4. Consequence of Proposition 4
The estimate (2.29) allows us to treat the contribution of the region Γ (ε¯, h) ∩ Γˆ (δ0, h) as an
error term. To give the precise explanation of this statement we introduce symbols depending on
the parameter v¯ ∈ Ωh, where Ωh ⊂ R2d for every h ∈ ]0;h0]. We say that (bhv¯ )h∈]0;h0]v¯∈Ωh is bounded
in Smδ (Γ ) if and only if one has the estimates
sup
(v,v¯)∈Γh×Ωh
∣∣∂αbhv¯ (v)∣∣ Cαh−m−|α|δ.
Let Γˆ (δ0, h) ⊂⋃v¯∈Ξ(δ0,h) Bv¯( 12hδ0) be a covering with Ξ(δ0, h) ⊂ Γˆ (δ0, h), card[Ξ(δ0, h)] =
O(h−2dδ0) and such that
sup
v∈R2d
∑
v¯∈Ξ(δ0,h)
1Bv¯(Chδ0 )(v) = NC < ∞ (2.32)
holds for every C > 0. Then there exists a partition of unity
v ∈ Γˆ (δ0, h) ⇒
∑
v¯∈Ξ(δ0,h)
χˆhv¯ (v) = 1, (2.33)
where supp χˆhv¯ ⊂ Bv¯( 12hδ0) and (χˆhv¯ )h∈]0;h0]v¯∈Ξ(δ0,h) is bounded in S0δ0 . Let lˆh be as in Theorem 2 and
set
lˆhv¯ = lˆhχˆhv¯ , l◦h = lˆh −
∑
v¯∈Ξ(δ0,h)\Γ (ε¯,h)
lˆhv¯ =
∑
v¯∈Ξ(δ0,h)∩Γ (ε¯,h)
lˆhv¯ . (2.34)
Then supp l◦h ⊂ Γˆ (δ0, h)∩ Γ (ε¯, h)+B0( 12hδ0), hence∥∥l◦h(x,hD)∥∥  Ch1+ε¯ (2.35)tr
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instead of lˆh. Using moreover (2.32) we observe that instead of Theorem 2 it suffices to prove
Theorem 5. Let C0 > 0 and let Lˆhv¯ = lˆhv¯ (x, hD) with lˆhv¯ as above. If
T hv¯,Z = tr f˜ hZ
(
P ◦h
)
Lˆhv¯ −
∫
R2d
dv
(2πh)d
f˜ hZ
(
pˆ◦h(v)
)
lˆhv¯ (v)
and ε > 0 then one can find constants Cε , C > 0 such that
v¯ ∈ Γˆ (δ0, h) \ Γ (ε¯, h) ⇒
∣∣T hv¯,Z∣∣ Cεh−dRh,εZ (Bv¯(Chδ0)),
where Rh,εZ is defined in (2.19) and Z = [E1;E2] ⊂ ]−∞;E0].
2.5. Trace formula in new coordinates
The proof of Theorem 5 is based on
Proposition 6. Let ω = (Whv¯ )h∈]0;h0]v¯∈R2d be as in Proposition 4 and define the affine mapping
whv¯ :R
2d → R2d by the formula
whv¯ (v) = v¯ +Whv¯ v. (2.36)
Then one can find unitary operators Λhv¯ on L2(Rd) such that
(
Λhv¯
)∗
P ◦hΛhv¯ =
((
pˆ◦h + rˆhv¯
) ◦whv¯ )(x,hD), (2.37)(
Λhv¯
)∗
Lˆhv¯Λ
h
v¯ =
((
lˆhv¯ +
∑
j∈J
∂j r
h
v¯,j + rhv¯
)
◦whv¯
)
(x,hD), (2.38)
where (rˆhv¯ )
h∈]0;h0]
v¯∈R2d is bounded in S
−1
δ0
, (rhv¯,j )
h∈]0;h0]
v¯∈R2d is bounded in S
δ0−1
δ0
, supp rhv¯,j ⊂ supp lˆhv¯ and
|rhv¯ (v)| CNhN holds for every N ∈ N.
We claim that instead of Theorem 5 it suffices to prove
Theorem 7. Let Λhv¯ be as in Proposition 6 and denote
(
Λhv¯
)∗
P ◦hΛhv¯ = Phv¯ = phv¯ (x,hD), (2.39)(
Λhv¯
)∗
Lˆhv¯Λ
h
v¯ = L˜hv¯ = l˜hv¯ (x, hD), (2.40)
T˜ hv¯,Z = tr f˜ hZ
(
Phv¯
)
L˜hv¯ −
∫
2d
dv˜
(2πh)d
f˜ hZ
(
pˆ◦h
(
whv¯ (v˜)
))
l˜hv¯ (v˜). (2.41)R
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v¯ ∈ Γˆ (δ0, h) \ Γ (ε¯, h) ⇒
∣∣T˜ hv¯,Z∣∣ Cεh−dRh,εZ (Bv¯(Chδ0))
holds for every Z = [E1;E2] ⊂ ]−∞;E0].
Indeed, since tr f˜ hZ(P
◦
h )Lˆ
h
v¯ = tr f˜ hZ(P hv¯ )L˜hv¯ , we have
T hv¯,Z − T˜ hv¯,Z =
∫
R2d
dv˜
(2πh)d
f˜ hZ
(
pˆ◦h
(
whv¯ (v˜)
))
l˜hv¯ (v˜)−
∫
R2d
dv
(2πh)d
f˜ hZ
(
pˆ◦h(v)
)
lˆhv¯ (v)
and since the volume is conserved by the change of variables whv¯ , we obtain
T hv¯,Z − T˜ hv¯,Z =
∫
R2d
dv
(2πh)d
f˜ hZ
(
pˆ◦h(v)
)(∑
j∈J
∂j r
h
v¯,j + rhv¯
)
(v) (2.42)
due to (2.38). It remains to observe that reasoning as in the proof of (2.18) we can estimate the
absolute value of (2.42) by Cεh−dRh,εZ (Bv¯(Chδ0)).
3. Transport equation
3.1. Initial assumptions and their consequences
Further on p◦h is as in Theorem 2, pˆ◦h = Rep◦h, we keep notations (2.25)–(2.27) and we assume
that ω = (Whv¯ )h∈]0;h0]v¯∈R2d satisfies (2.28)–(2.31). Then for every c > 0 one has
(
whv¯
)−1(
Bv¯
(
chδ0
))⊂ B0(Cωchδ0), (3.1)
where whv¯ is given by (2.36) and Cω given by (2.30). We will investigate the properties of
pˆhv¯ = pˆ◦h ◦whv¯ for v¯ ∈ Γˆ (δ0, h) \ Γ (ε¯, h). (3.2)
If χ ∈ C∞(R2d) then we denote
∇χ(v) = (∂jχ(v))j∈J = (∇xχ(v),∇ξ χ(v)) ∈ Rd × Rd,
∇xχ(v) =
(
∂jχ(v)
)
j∈J+ ∈ Rd, ∇ξχ(v) =
(
∂jχ(v)
)
j∈J− ∈ Rd,
where v = (x, ξ) ∈ Rd ×Rd . The nth derivative dnχ(v) is considered as the n-linear form on R2d
and the Hessian matrix ∇dχ(v) ∈ Hom(R2d ,R2d) is composed of blocks ∇xdχ(v),∇ξ dχ(v) ∈
Hom(R2d ,Rd).
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(∇pˆhv¯ )h∈]0;h0]v¯∈Γˆ (δ0,h) is bounded in S−δ0δ0 (Γ0), (3.3)(∇xdpˆhv¯ )h∈]0;h0]v¯∈R2d\Γ (ε¯,h) is bounded in S−ε¯δ0 (Γ0). (3.4)
Proof. Setting v˜ = whv¯ (v) we find the expressions
dpˆhv¯ (v) = dpˆ◦h(v˜)Whv¯ , (3.5)
∇dpˆhv¯ (v) =
(
Whv¯
)∗∇dpˆ◦h(v˜)Whv¯ . (3.6)
Similar formulas can be written for dnpˆhv¯ and it is clear that (2.10)–(2.12) ensure similar proper-
ties of pˆhv¯ , i.e.
(
d2pˆhv¯
)h∈]0;h0]
v¯∈R2d is bounded in S
0
δ0, (3.7)(
d3pˆhv¯
)h∈]0;h0]
v¯∈R2d is bounded in S
(1−r0)δ0
δ0
, (3.8)∣∣d2pˆhv¯ (v)− d2pˆhv¯ (v′)∣∣ C0(hr0δ0 + |v − v′|r0). (3.9)
Using the definition of Γˆ (δ0, h) and (3.5) with v = 0, v˜ = v¯ we find
v¯ ∈ Γˆ (δ0, h) ⇒
∣∣∇pˆhv¯ (0)∣∣ Cω∣∣∇pˆ◦h(v¯)∣∣ C1hδ0 . (3.10)
Using (3.7) and (3.10) we find that v¯ ∈ Γˆ (δ0, h) implies∣∣∇pˆhv¯ (v)∣∣ ∣∣∇pˆhv¯ (0)∣∣+ ∣∣∇pˆhv¯ (v)− ∇pˆhv¯ (0)∣∣ C1hδ0 +C2|v|, (3.11)
hence |v| 2Cωhδ0 ⇒ |∇pˆhv¯ (v)|Chδ0 and combining this estimate with (3.7) we obtain (3.3).
Using (3.6) and definitions of Ghv¯ , G˜hv¯ given in (2.25)–(2.26) we find ∇dpˆhv¯ (0) = G˜hv¯ and
v¯ /∈ Γ (ε¯, h) ⇒ G˜hv¯ /∈ G(ε¯, h) with (2.28) ensure
v¯ /∈ Γ (ε¯, h) ⇒ ∣∣∇xdpˆhv¯ (0)∣∣= ∣∣(g˜hv¯,j,k)(j,k)∈J×J+ ∣∣C1hε¯. (3.12)
Thus (3.12), (3.9) and v¯ /∈ Γ (ε¯, h) imply
∣∣∇xdpˆhv¯ (v)∣∣ ∣∣∇xdpˆhv¯ (0)∣∣+ ∣∣∇xdpˆhv¯ (v)− ∇xdpˆhv¯ (0)∣∣
 C1hε¯ +C0
(
hr0δ0 + |v|r0), (3.13)
hence |v| 2Cωhδ0 ⇒ |∇xdpˆhv¯ (v)| Chε¯ if ε¯  r0δ0 and v¯ /∈ Γ (ε¯, h). Combining this estimate
with (3.8) we complete the proof of (3.4). 
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We are interested in a description of approximative solutions of a transport equation. The
result presented in Proposition 14 uses classes of symbols such that the multiplication by ∇pˆhv¯
decreases the order by −1/2 (instead of −δ0 ensured by (3.3)). To define these classes of symbols
we follow the idea similar to the idea used in [27].
We write b ∈ Sm(0) if and only if b satisfies the following two conditions:
(i) b = (bhv¯ )h∈]0;h0]v¯∈Γˆ (δ0,h)\Γ (ε¯,h)is bounded inS
m
δ0
;
(ii) there is a constant C <Cω such that suppbhv¯ ⊂ B0(Chδ0).
Further on Δ0 = [−t0; t0] is an interval and we write b ∈ Sm(0),Δ0 if and only if b satisfies the
following two conditions:
(i) b = (bhv¯ )h∈]0;h0]v¯∈Γˆ (δ0,h)\Γ (ε¯,h) is bounded in S
m
δ0
(Δ0 × R2d);
(ii) there exists C > 0 such that suppbhv¯ (t, ·) ∈ B0((Cω +C|t |)hδ0) for t ∈ Δ0.
We define Sm(N) and S
m
(N),Δ0
using the induction with respect to N ∈ N. We write b ∈ Sm(N+1)
(respectively b ∈ Sm(N+1),Δ0 ) if and only if one has
bhv¯ = bhv¯,0 +
∑
j∈J
bhv¯,j h
−1/2∂j pˆhv¯ , (3.14)
where bj = (bhv¯,j )h∈]0;h0]v¯∈Γˆ (δ0,h)\Γ (ε¯,h) ∈ S
m
(N)
(respectively bj ∈ Sm(N),Δ0 ) for j ∈ J ∪ {0}.
Further on we drop the indices v¯ and h, assuming that all estimates hold with constants inde-
pendent of v¯ ∈ Γˆ (δ0, h) \ Γ (ε¯, h), h ∈ ]0;h0]. In particular we write b ∈ Smδ0(Γ ) if and only if
b = (bhv¯ )h∈]0;h0]v¯∈Γˆ (δ0,h)\Γ (ε¯,h) is bounded in S
m
δ0
(Γ ).
Similarly as in [27, Section 3] we observe that we have b ∈ Sm(N) (respectively b ∈ Sm(N),Δ0 ) if
and only if
b =
∑
{β∈N2d : |β|N}
bβ
(
h−1/2∇pˆ)β (3.15)
holds with some symbols bβ ∈ Sm(0) (respectively bβ ∈ Sm(0),Δ0 ), where
(
s∇pˆ(v))β = s|β| ∏
j∈J
(
∂j pˆ(v)
)βj for β = (βj )j∈J ∈ N2d , s ∈ R.
Reasoning as in [27] it is easy to check that for every N ∈ N, α ∈ N2d and α′ ∈ N2d+1 one has
b ∈ Sm(N) ⇒ ∂αb ∈ Sm+|α|/2, b ∈ Sm(N),Δ ⇒ ∂α
′
b ∈ Sm+|α′|/2. (3.16)(N) 0 (N),Δ0
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(
s∇xχ(v)
)α = s|α| ∏
1jd
(
∂jχ(v)
)αj , (s∇ξχ(v))α = s|α| ∏
1jd
(
∂−jχ(v)
)αj
and dxχ(v), dξχ(v) ∈ (Rd)∗ are the linear forms
dxχ(v) · y =
∑
1jd
yj ∂jχ(v), dξχ(v) · y =
∑
1jd
yj ∂−jχ(v).
3.3. Change of variables related to the auxiliary flow ϑt
Let ϑt :R2d → R2d be given by
ϑt (x, ξ) =
(
x, ξ + t∇xpˆ(x, ξ)
)
, (3.17)
where t ∈ Δ0 = [−t0; t0] and t0 > 0 is fixed small enough.
We are interested in the invariance of classes of symbols under the change of variables defined
in (3.17). If M(t, v) ∈ Hom(Rd ,R2d) is given by
M(t, v) =
1∫
0
ds∇dξ pˆ
(
v + s(ϑt (v)− v)) (3.18)
then we can write
∇pˆ(ϑt (v))= (I + tM+(t, v))∇pˆ(v), (3.19)
where M+(t, v) ∈ Hom(R2d ,R2d) is such that M+∇pˆ = M∇xpˆ. Then there exists C > 0 such
that 2|M+(t, v)| C and |t | t0  1/C ensures
(
I + tM+(t, v)
)−1 = I + tM−(t, v)
with M−(t, v) ∈ Hom(R2d ,R2d) satisfying |M−(t, v)| C. Thus we have
∇pˆ(v) = (I + tM−(t, v))∇pˆ(ϑt (v)). (3.19′)
Lemma 9. Let t0 > 0 be small enough. Then there is C0 > 0 such that
ϑt
(
B0
(
chδ0
))⊂ B0((c +C0|t |)hδ0), (3.20)
ϑ−1t
(
B0
(
chδ0
))⊂ B0((c +C0|t |)hδ0), (3.20′)
hold for t ∈ Δ0 = [−t0; t0] and c ∈ ]0;Cω].
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hence |v| chδ0 ⇒ |ϑt (v)| |v| + |ϑt (v)− v| (c +C0|t |)hδ0 .
To check (3.20′) we observe that (3.19′) allows us to estimate∣∣v − ϑt (v)∣∣ ∣∣t∇pˆ(v)∣∣ 2∣∣t∇pˆ(ϑt (v))∣∣ 2|t |(C1hδ0 +C2∣∣ϑt (v)∣∣), (3.22)
hence |ϑt (v)| chδ0 ⇒ |v| |ϑt (v)| + |v − ϑt (v)| (c +C0|t |)hδ0 . 
Lemma 10. Assume that t0 > 0 is small enough. If b ∈ Sm(0) and b˜(t, v) = b(ϑt (v)), then
b˜ ∈ Sm(0),Δ0 .
Proof. We observe that Lemma 9 ensures the condition on supp b˜(t, ·). Indeed, b˜(t, v) = 0 ⇒
ϑt (v) ∈ suppb ⊂ B0(Cωhδ0) ⇒ v ∈ B0((Cω + C0|t |)hδ0) if t ∈ Δ0. Then performing standard
computation of derivatives of b˜(t, v), it is easy to obtain necessary estimates using the fact that
dϑt and ∂tϑt belong to S0δ0(Δ0 × R2d). 
Further on t0 > 0 is small enough to satisfy the assumption of Lemma 10.
Lemma 11. Let b ∈ Sm(0) and n ∈ N \ {0}. Then we can write
b ◦ ϑt − b =
∑
1kn
tkqk + tn+1rn(t) (3.23)
with qk ∈ Sm+δ0−1/2(k) ∩ Sm(k−1) for k ∈ {1, . . . , n} and rn ∈ Sm−n(1/2−δ0)(n),Δ0 .
Proof. We denote Ψ [y]k = Ψ [y, . . . , y] if Ψ is k-linear on Rd and y ∈ Rd . Then the Taylor
expansion gives (3.23) with
qk(v) = dkξ b(v)
[∇xpˆ(v)]k/k!, (3.24)
rn(t, v) =
1∫
0
ds
(1 − s)n
n! d
n+1
ξ b
(
v + s(ϑt (v)− v))[∇xpˆ(v)]n+1. (3.24′)
Since hk/2dkξ b ∈ Sm−k(1/2−δ0)(0) it is clear that the definition of classes Sm(N) ensures
qk = hk/2dkξ b
[
h−1/2∇xpˆ
]k
/k! ∈ Sm−k(1/2−δ0)(k) .
Next we observe that (3.3) ensures ∂βξ b∂j pˆ ∈ Sm+(|β|−1)δ0(0) , hence
|β ′| = |β| − 1 ⇒ ∂βξ b∂j pˆ(∇xpˆ)β
′ ∈ Sm+(|β|−1)(δ0−1/2)(|β|−1)
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Lemma 10 we find that dn+1ξ b(v + s(ϑt (v) − v))∂j pˆ belongs to Sm+nδ0(0),Δ0 and rn ∈ S
m−n(1/2−δ0)
(n),Δ0
follows similarly as before. 
Lemma 12. Let N, n¯ ∈ N. Assume that n = n(n¯,N) ∈ N is large enough. If b ∈ Sm(N) then
b ◦ ϑt ∈
∑
0kn
tk
(
Sm(N+k) + Sm−n¯(N+k),Δ0
)
, (3.25(N))
which means that we can find b+n¯,k ∈ Sm(N+k), b−n¯,k ∈ Sm−n¯(N+k),Δ0 such that
b
(
ϑt (v)
)= ∑
0kn
tk
(
b+n¯,k(v)+ b−n¯,k(t, v)
)
.
Proof. If N = 0 then the assertion follows from Lemma 11 and we assume that the assertion
holds for a given N ∈ N. If b ∈ Sm(N+1) is given by (3.14) with bj ∈ Sm(N), then using (3.25(N ))
with bj instead of b we can write
bj ◦ ϑt =
∑
0kn(n¯,N)
tk
(
b+n¯,k,j + b−n¯,k,j (t)
) (3.26)
with b+n¯,k,j ∈ Sm(N+k) and b−n¯,k,j ∈ Sm−n¯(N+k),Δ0 . Next we write Taylor’s expansion
h−1/2∂j pˆ ◦ ϑt = h−1/2∂j pˆ +
∑
1k′n′
tk
′
qk′ + tn′+1rn′ (3.27)
with qk′ = h(k′−1)/2dk′ξ ∂j pˆ[h−1/2∇xpˆ]k
′
/k′! and check that tkb+n¯,k,j h−1/2(∂j pˆ◦ϑt ) is an element
of
tkSm(N+k+1) +
∑
1k′n′
tk+k′Sm(N+k+k′) + tk+n
′+1Sm−n
′(1/2−δ0)
(N+k+n′),Δ0 .
To complete the proof we observe that b−n¯,k,j h−1/2(∂j pˆ ◦ ϑt ) ∈ Sm−n¯+1/2(N+k),Δ0 . 
3.4. Symbols admitting polynomial expansions with respect to t
For k,n ∈ N we define the classes of symbols tkSm[n] and tkSm[n],Δ0 as follows: we write b ∈
tkSm[n] (respectively b ∈ tkSm[n],Δ0 ) if and only if
b =
∑
0Nn
tk+NbN
holds with bN ∈ Sm (respectively bN ∈ Sm ) for N ∈ {0, . . . , n}.(N) (N),Δ0
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find n(n¯) ∈ N such that one has
b = b+n¯ + b−n¯ with b+n¯ ∈ tkSm[n(n¯)], b−n¯ ∈ tkSm−n¯[n(n¯)],Δ0 .
For k = 0 we write t0Sm[n] = Sm[n], t0Sm[n],Δ0 = Sm[n],Δ0 , t0S¯m = S¯m.
Corollary 13.
(i) Let b ∈ Sm[n] and b˜(t, v) = b(t,ϑt (v)). Then b˜ ∈ S¯m.
(ii) If b ∈ Sm(0) then b ◦ ϑt − b ∈ S¯m+δ0−1/2 ∩ (t S¯m).
Proof. To obtain the assertion (i) we observe that Lemma 12 ensures
bN ∈ Sm(N) ⇒ tNbN ◦ ϑt ∈ Sm[n(N,n¯)] + Sm−n¯[n(N,n¯)],Δ0
if n(N, n¯) ∈ N is large enough and the assertion (ii) follows from Lemma 11. 
Proposition 14. Let r ∈ Sm[n] and denote
q(t, v) =
t∫
0
dτ r
(
τ,ϑt−τ (v)
)
. (3.28)
Then q ∈ t S¯m and
∂tq − dxpˆ · ∇ξ q − r ∈ S¯m−ε¯ . (3.29)
Proof. Let r = ∑0Nn tNrN with rN ∈ Sm(N). Changing the variable τ = st in the integral
(3.28) we find q =∑0Nn tN+1qN with
qN(t, v) =
1∫
0
ds sNrN
(
ϑt(1−s)(v)
)
.
However using Lemma 12 we can choose n′ ∈ N large enough to write
rN
(
ϑt(1−s)(v)
)= ∑
0N ′n′
tN
′
(1 − s)N ′(r+
N,N ′(v)+ r−N,N ′
(
t (1 − s), v))
with r+
N,N ′ ∈ Sm(N+N ′), r−N,N ′ ∈ Sm−n¯(N+N ′),Δ0 , hence
qN ∈
∑
0N ′n′
tN
′(
Sm(N+N ′) + Sm−n¯(N+N ′),Δ0
)
and q ∈ t (Sm ′ + Sm−n¯′ ) follows.[n+n ] [n+n ],Δ0
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(∂t − dxpˆ · ∇ξ )r˜N (τ, t, v) = ∂t r˜N (τ, t, v)− dξ r˜N (τ, t, v) · ∇xpˆ(v)
= −dξ rN
(
ϑt−τ (v)
)∇xdξ pˆ(v)(t − τ)∇xpˆ(v) (3.30)
and the integration gives
∂tq − dxpˆ · ∇ξ q − r = b · ∇xdξ pˆh−1/2t∇xpˆ, (3.31)
where b(t, v) = −∑0Nn tN+1 ∫ 10 ds sN(1 − s)h1/2dξ rN(ϑt(1−s)(v)).
However rN ∈ Sm(N) ⇒ h1/2dξ rN ∈ Sm(N) due to (3.16) and reasoning as before we find b ∈ S¯m.
To complete the proof we observe that b ·∇xdξ pˆ ∈ S¯m−ε¯ holds due to (3.4), hence the right-hand
side of (3.31) belongs to S¯m−ε¯ . 
4. The phase function
4.1. Properties of the phase function
Let pˆ = (pˆhv¯ )h∈]0;h0]v¯∈Γˆ (δ0,h)\Γ (ε¯,h) be as in Section 3 and let p¯ be such that
p¯ − pˆ ∈ S−1δ0 . (4.1)
We define S¯mloc writing b ∈ S¯mloc if and only if lb ∈ S¯m holds for every l ∈ S0(0).
The aim of this section is to define a phase function S such that
∂tS − dxpˆ · ∇ξ S − p¯ ∈ S¯−1−ε¯loc (4.2)
and to control the asymptotic behavior of the integrals
Jht (b) =
∫
R2d
dv
(2πh)d
eiS(t,v)/hb(t, v). (4.3)
For this purpose we consider S given by the formula
S(t, v) = t p¯(ϑ˜t (v)), (4.4)
where
ϑ˜t (x, ξ) =
(
x + x0t (x, ξ), ξ
)
, (4.5)
x0t (v) =
1
t∇ξ pˆ(v)+ 1 t2∇ξ dξ pˆ(v) · ∇xpˆ(v). (4.5′)2 6
L. Zielinski / Journal of Functional Analysis 248 (2007) 259–302 277This special form of S will be used to perform a change for variables replacing the integrals (4.3)
by
J˜ ht (b˜) =
∫
R2d
dv
(2πh)d
eit p¯(v)/hb˜(t, v). (4.6)
More precisely we will show
Proposition 15. Assume l˜ ∈ S0(0) and q − l˜ ∈ tS0[n]. If t0 > 0 is small enough, then for every n¯ ∈ N
we can find n(n¯) ∈ N, qn¯ ∈ S0[n(n¯)] and a constant Cn¯ > 0 such that
qn¯ − l˜ ∈ t S¯0, (4.7)
sup
t∈[−t0;t0]
∣∣Jht (q)− J˜ ht (qn¯)∣∣ Cn¯hn¯−d . (4.8)
If f hZ(t) =
∫
R
dλ e−itλ/hf˜ hZ(λ) with f˜
h
Z as in Section 2, then suppf
h
Z ⊂ [−t0; t0],
f˜ hZ(ζ ) =
∫
R
dt
2πh
eitζ/hf hZ(t) for ζ ∈ C,
and assuming t0 > 0 small enough, we will use Proposition 15 to show
Proposition 16. Assume l˜ ∈ S0(0) and q − l˜ ∈ t S¯0. If
T h,qv¯,Z =
∫
R
dt
2πh
f hZ(t)J
h
t (q)−
∫
R2d
dv
(2πh)d
f˜ hZ
(
pˆhv¯ (v)
)
l˜hv¯ (v) (4.9)
and ε > 0 then there exists Cε > 0 such that∣∣T h,qv¯,Z ∣∣ Cεh−dRh,εZ (Bv¯(C2ωhδ0)),
where Rh,εZ is defined by (2.19) and v¯ ∈ Γˆ (δ0, h) \ Γ (ε¯, h).
4.2. Change of variables defined by the flow ϑ˜t
We will show that the properties of ϑ˜t are better than the properties of ϑt considered in Sec-
tion 3.
Lemma 17. The assertions of Lemmas 8 and 9 still hold if ϑt is replaced by ϑ˜t .
Proof. Since ∇pˆ(ϑ˜t (v)) = ∇pˆ(v)+ M˜(t, v)x0t (v) holds with
M˜(t, v) =
1∫
ds∇dxpˆ
(
v + s(ϑ˜t (v)− v)) ∈ Hom(Rd ,R2d),0
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∇pˆ(ϑ˜t (v))= (I + tM˜+(t, v))∇pˆ(v) (4.10)
and |M˜+(t, v)| C if |t | t0. If moreover |t | < t0  12C then we can find M˜− ∈ Hom(R2d ,R2d)
satisfying |M˜−(t, v)| 2C and
∇pˆ(v) = (I + tM˜−(t, v))∇pˆ(ϑ˜t (v)). (4.10′)
Using moreover |ϑ˜t (v)− v| C′|t∇pˆ(v)| we can repeat all steps of the proof of Lemma 8 with
ϑ˜t instead of ϑt . Moreover dϑ˜t = I + (dx0t ,0) and
dx0t (v) = tM1(v)+ t2M2(v) (4.11)
holds with
M1 = 12d∇ξ pˆ ∈ S
0
δ0, (4.12)
M2 = 16d∇xpˆdξ∇ξ pˆ +
1
6
d∇ξ dξ pˆ∇xpˆ ∈ S−ε¯δ0 (Γ0), (4.13)
where we used (3.4) to estimate the first term of M2 and the second one belongs to S−r0δ0δ0 (Γ0)
due to (3.8) and (3.3). It is clear that we can repeat the proof of Lemma 10 with ϑ˜t instead
of ϑt . 
Lemma 18. Let b ∈ Sm[n] and set
(T b)(t, v) = b(t, ϑ˜t (v))− b(t, v). (4.14)
Then:
(i) T b ∈ S¯m−ε¯ ,
(ii) if b ∈ Sm(0) then T b ∈ t S¯m.
Proof. (ii) Let b ∈ Sm(0) and consider the Taylor expansion
T b =
∑
1kn
dkxb
[
x0t
]k
/k! + rn (4.15)
similarly as in the proof of Lemma 11. We have
dkxb
[
x0t
]k = ∑
|β|=k
∑
0k′k
t |β|+k′bβ,k′(∇pˆ)β (4.16(k))
with bβ,k′ ∈ Sm+|β|δ0(0) and reasoning as in Lemma 11 we find that (4.16(k)) is an element of
tSm . Similarly we find rn ∈ tSm−n(1/2−δ0).[2k−1] [2n+1],Δ0
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similarly as in the proof of Lemma 11 we find that (4.16(k)) is an element of Sm−k(1/2−δ0)[2k] , hence
T b ∈ S¯m+δ0−1/2. Next we assume that the assertion holds for a given N ∈ N and we consider
b ∈ tN+1Sm
(N+1). Then we can write b = tb0 +
∑
j∈J bjh−1/2t∂j pˆ with b0, bj ∈ tNSm(N), hence
bj
(
t, ϑˆt (v)
)= bj (t, v)+ ∑
0kn(n¯)
tk
(
b+n¯,k,j (v)+ b−n¯,k,j (t, v)
)
holds with b+n¯,k,j ∈ Sm−ε¯(k) and b−n¯,k,j ∈ Sm−n¯(k),Δ0 . Writing the Taylor’s expansion
h−1/2(∂j pˆ ◦ ϑ˜t − ∂j pˆ) =
∑
1k′n′
qk′ + rn′ (4.17)
we obtain q1 = dx∂j pˆh−1/2 · x0t ∈ S¯−ε¯loc due to (3.4) and for k′  2 we obtain qk′ =
h(k
′−1)/2dk′x ∂j pˆ[h−1/2x0t ]k′/k′! ∈ S¯δ0−1/2loc . Therefore
bj ∈ tNSm(N) ⇒ bjqk′ ∈ S¯m−ε¯, bj rn′ ∈ Sm−n
′(1/2−δ0)
[2n′+2],Δ0
and we can deduce
bjh
−1/2t (∂j pˆ ◦ ϑˆt − ∂j pˆ) ∈ S¯m−ε¯ . (4.18)
Similarly (4.18) holds if bj is replaced by tkb+n¯,k,j ∈ Sm−ε¯[k] . To complete the proof it re-
mains to observe that b+n¯,k,j ∈ Sm−ε¯(k) ⇒ tkb+n¯,k,j h−1/2t∂j pˆ ∈ S¯m−ε¯ and b−n¯,k,j ∈ Sm−n¯(k) ⇒
tkb−n¯,k,j h−1/2t (∂j pˆ ◦ ϑt ) ∈ Sm+1/2−n¯[k],Δ0 . 
4.3. Proof of (4.2)
Step 1. Following the idea of Proposition 14 we define
S˜(t, v) =
t∫
0
dτ p¯
(
ϑt−τ (v)
) (4.19)
and check
∂t S˜ − dxpˆ · ∇ξ S˜ − p¯ ∈ S¯−1−ε¯loc . (4.20)
Indeed, computing as in the proof of Proposition 14 we find
∂t S˜ − dxpˆ · ∇ξ S˜ − p¯ = b · ∇xdξ pˆh−1/2t∇xpˆ (4.21)
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b(t, v) = −
1∫
0
ds(1 − s)h1/2t dξ pˆ
(
ϑt(1−s)(v)
)
. (4.21′)
However h1/2tdξ pˆ is an element of S¯−1loc and reasoning as in the first part of the proof of Propo-
sition 14 we obtain b ∈ S¯−1loc . Thus the right-hand side of (4.21) belongs to S¯−1−ε¯loc due to (3.4).
Step 2. We claim that it suffices to prove S˜ − S ∈ t S¯−1−ε¯loc .
Indeed, we observe that (3.16) ensures
r ∈ S¯mloc ⇒ ∇ξ r ∈ S¯m+1/2loc ⇒ tdxpˆ · ∇ξ r ∈ S¯mloc (4.22)
and bN ∈ Sm(N) ⇒ ∂t (tN+1bN) = (N + 1)tNbN ∈ tNSm(N) implies
b ∈ t S¯mloc ⇒ ∂tb ∈ S¯mloc. (4.23)
Therefore (4.22)–(4.23) ensure
S˜ − S ∈ t S¯−1−ε¯loc ⇒ (∂t − dxpˆ · ∇ξ )(S˜ − S) ∈ S¯−1−ε¯loc . (4.24)
Step 3. We check that there exists r1 ∈ S¯δ0−3/2loc such that
S˜(t, v)− t p¯(v) =
t∫
0
dτ
(
pˆ
(
ϑt−τ (v)
)− pˆ(v))+ tr1(t, v). (4.25)
Indeed, introducing r(t) = (p¯ − pˆ) ◦ ϑt − (p¯ − pˆ) we find
S˜(t)− t p¯ −
t∫
0
dτ(pˆ ◦ ϑt−τ − pˆ) =
t∫
0
dτ r(t − τ). (4.26)
If l ∈ S0(0) then using Corollary 13 with b = l(p¯ − pˆ) ∈ S−1(0) we find r ∈ S¯δ0−3/2loc , hence the
right-hand side of (4.26) belongs to t S¯δ0−3/2loc .
Step 4. We check that there exists r2 ∈ S¯δ0−3/2loc such that
t∫
dτ
(
pˆ
(
ϑt−τ (v)
)− pˆ(v))= t dxpˆ(v) · x0t (v)+ tr2(t, v). (4.27)
0
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qk(t, v) =
t∫
0
dτ hk/2 dkξ pˆ(v)
[
h−1/2(t − τ)∇xpˆ(v)
]k
/k! (4.28)
and r2,n ∈ t S¯(n−2)δ0−n/2loc . Since k  3 ⇒ qk ∈ t S¯(k−2)δ0−k/2loc ⊂ t S¯δ0−3/2loc , to complete the proof it
suffices to perform the direct calculation giving
(q1 + q2)(t, v) = tdxpˆ(v) · x0t (v) (4.29)
if x0t is given by (4.5′).
Step 5. We check that there exists r3 ∈ S¯−1−ε¯loc such that
tdxpˆ(v) · x0t (v) = t
(
pˆ
(
ϑ˜t (v)
)− pˆ(v))+ tr3(t, v). (4.30)
Indeed, writing the Taylor formula
pˆ
(
ϑ˜t (v)
)− pˆ(v)− dxpˆ(v) · x0t (v) = ∑
2kn
qk(v)+ r3,n(v) (4.31)
we find qk = dkx pˆ[x0t ]k/k! ∈ S¯(k−2)δ0−k/2loc and r3,n ∈ S¯(n−2)δ0−n/2loc . It remains to observe that (3.4)
ensures q2 ∈ S¯−1−ε¯loc .
Step 6. To complete the proof of (4.2) it remains to write
S(t, v)− t p¯(v) = t(p¯(ϑ˜t (v))− p¯(v))= t(pˆ(ϑ˜t (v))− pˆ(v))+ tr4(t, v),
where r4 = T (p¯ − pˆ) ∈ S¯−1−ε¯loc due to (4.1) and Lemma 18.
4.4. Proof of Proposition 15
The proof uses Lemmas 19 and 20 formulated below.
Lemma 19.
(i) If b ∈ Sm(N) then one can find q˜n ∈ Sm(0), n ∈ {0, . . . ,N}, such that
tN J˜ ht (b) =
∑
0nN
tnJ˜ ht (q˜n). (4.32(N))
(ii) If b ∈ Sm(N),Δ0 then one can find qn ∈ Sm(0),Δ0 , n ∈ {0, . . . ,N}, such that
tNJ ht (b) =
∑
0nN
tnJ ht (qn). (4.33(N))
(iii) If q ∈ Sm[n],Δ0 then supt∈Δ0 |Jht (q)| = O(h−m−d).
282 L. Zielinski / Journal of Functional Analysis 248 (2007) 259–302Proof. (i) Using the induction with respect to N ∈ N we assume that (4.32(N )) holds for a given
N ∈ N and we consider b ∈ Sm(N+1). Due to (3.14) and (4.1) we can find b˜, bj ∈ Sm(N) such that
b = b˜ +
∑
j∈J
bjh
−1/2∂j p¯ (4.34)
and tN+1J˜ ht (bjh−1/2∂j p¯) = tN J˜ ht (h1/2i∂j bj ) follows by integration by parts. Since h1/2∂j bj ∈
Sm(N) we obtain (4.32(N + 1)) by the induction hypothesis.
(ii) We observe that (4.10), (4.10′) still hold with M˜± ∈ S0δ0(Δ0 × Γ0) if we replace pˆ by p¯.
Using moreover (4.11)–(4.13) in
dvS(t, v) = t dp¯
(
ϑ˜t (v)
) · dvϑ˜t (v),
we find M◦± ∈ S0δ0(Δ0 × Γ0) such that
∇vS(t, v) =
(
I + tM◦+(t, v)
)
t∇p¯(v), (4.35)
t∇p¯(v) = (I + tM◦−(t, v))∇vS(t, v). (4.35′)
If b ∈ Sm(N+1),Δ0 then (4.34) and (4.35′) allow us to find b˜j ∈ Sm(N),Δ0 such that
tb = t b˜0 +
∑
j∈J
b˜j h
−1/2∂jS. (4.36)
Then the integration by parts gives tNJ ht (b˜j h−1/2∂jS) = tNJ ht (h1/2i∂j b˜j ) and it remains to use
the induction hypothesis with h1/2∂j b˜j ∈ Sm(N),Δ0 .
(iii) We use the definition of Sm[n],Δ0 and (4.33(N )) with N ∈ {0, . . . , n}. 
Lemma 20. Assume l˜ ∈ S0(0) and b− l˜ ∈ tS0[n]. If n¯ ∈ N then we can find n(n¯) ∈ N and qn¯ ∈ S0[n(n¯)]
such that qn¯ + T qn¯ − b ∈ S¯−n¯ and b − qn¯ ∈ t S¯0.
Proof. We set b+0 = b. Then Lemma 18 ensures T b+0 = T l˜ + T (b+0 − l˜) ∈ t S¯0. Let b+1 ∈ tS0[n(1)]
be such that T b+0 − b+1 = b−1 ∈ t S¯−n¯. Assume now that we have defined b+k ∈ tS−(k−1)ε¯[n(k)] for a
certain k ∈ N \ {0}. Since Lemma 18 ensures T b+k ∈ t S¯−kε¯ we can find b+k+1 ∈ tS−kε¯[n(k+1)] such
that
T b+k − b+k+1 = b−k+1 ∈ t S¯−n¯. (4.37)
Let qn¯ =∑0kN(n¯)(−1)kb+k with N(n¯) n¯/ε¯. Then
−T qn¯ =
∑
(−1)k+1(b+k+1 + b−k+1)= qn¯ − b+0 + rn¯ with rn¯ ∈ t S¯−n¯. 0kN(n¯)
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J˜ ht (qn¯) = Jht
(
(qn¯ + T qn¯)det(dxx˜)
)
. (4.38)
Replacing dx0t by dxx0t in (4.12) we find M = 12dx∇ξ pˆ ∈ S−ε¯δ0 (Γ0) and
dxx˜t − I = dxx0t ∈ tS−ε¯δ0 (Γ0)+ t2S−ε¯δ0 (Γ0). (4.39)
Therefore 1 − det(dxx˜) ∈ t S¯−ε¯loc and taking q ∈ S0[n] we can define
bN = q
∑
0kN−1
(
1 − det(dxx˜t )
)k ∈ S0[n(N)]. (4.40)
Then we have q − bN ∈ t S¯−ε¯ and
bN det(dxx˜)− q = −q
(
1 − det(dxx˜t )
)N ∈ S−Nε¯[n(N)+n]. (4.41)
Using (4.41) and Lemma 19(iii) we obtain
Jht (q) = Jht
(
bN det(dxx˜)
)+O(hNε¯−d). (4.42)
Let us fix N  n¯/ε¯ and use Lemma 20 with b = bN to define qn¯. Then using Lemma 19(iii) once
more we find
Jht
(
bN det(dxx˜)
)= Jht ((qn¯ + T qn¯)det(dxx˜))+O(hn¯−d), (4.43)
which completes the proof of Proposition 15 due to (4.38) and (4.42). 
4.5. Proof of Proposition 16
Let qn¯ be such that (4.8) holds with n¯ fixed large enough. Then we can replace Jht (q) by
J˜ ht (qn¯) = J˜ ht (l˜)+ J˜ ht (qn¯ − l˜) and we introduce
T h,0v¯,Z =
∫
R
dt
2πh
f hZ(t)J˜
h
t (l˜)−
∫
R2d
dv
(2πh)d
l˜hv¯ (v)f˜
h
Z
(
pˆhv¯ (v)
)
, (4.44)
T h,1v¯,Z =
∫
R
dt
2πh
f hZ(t)J˜
h
t (qn¯ − l˜), (4.45)
R˜h,εv¯,Z(Γh) = max
j∈{1,2}
sup
E′∈[Ej−h1−ε;Ej+h1−ε]
vol
{
v ∈ Γh:
∣∣pˆhv¯ (v)−E′∣∣ h}. (4.46)
Since detWhv¯ = 1, the volume is preserved by whv¯ and R˜h,εv¯,Z(Γh) =Rh,εZ (whv¯ (Γh)). Thus it suf-
fices to show that for k = 0 and 1 one has∣∣T h,k∣∣ Cεh−dR˜h,ε (B0(Cωhδ0)). (4.47(k))v¯,Z v¯,Z
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R
dt
2πh
f hZ(t)J˜
h
t (l˜) =
∫
R2d
dv
(2πh)d
l˜hv¯ (v)f˜
h
Z
(
p¯hv¯ (v)
)
,
i.e. we are led to the problem of estimating the difference
f˜ hZ(pˆ)− f˜ hZ(p¯) =
1∫
0
ds
pˆ − p¯
h
∑
j∈{1,2}
(−1)j γ˜1
(
pˆ + s(p¯ − pˆ)−Ej
h
)
.
Since the Fourier transform of γ˜1 is γ1 ∈ C∞0 (R), it is easy to see that sup0s1 |γ˜ (k)1 (λ+ isσ )|
CN,k,σ (1 + |λ|)−N holds for every λ,σ ∈ R, N,k ∈ N. Therefore |pˆ − p¯| Ch ensures
∣∣T h,0v¯,Z ∣∣ CNh−d
∫
B0(Cωhδ0 )
dv max
j∈{1,2}
sup
−1s1
(
1 +
∣∣∣∣ pˆhv¯ (v)−Ejh +Cs
∣∣∣∣
)−N
(4.48)
and the estimate (4.47(0)) follows similarly as in [27, Section 4].
Next we observe that qn¯ − l˜ = t (q˜n¯ + rn¯) holds with q˜n¯ ∈ S0[N ] and rn¯ ∈ S−n¯[N ],Δ0 . Using
Lemma 19 we obtain
J˜ ht (q˜n¯ − l˜) =
∑
1kN
tkJ˜ ht (bk)+O
(
hn¯−d
)
with bk ∈ S0(0) for k ∈ {1, . . . ,N}. Changing the order of integrals we find∫
R
dt
2πh
f hZ(t)t
kJ˜ ht (bk) =
∫
R2d
dv
(2πh)d
b˜hv¯,k(v)(−ih)k
(
f˜ hZ
)(k)(
p¯hv¯ (v)
)
,
hence
∣∣T h,1v¯,Z ∣∣ C0h−d
∫
B0(Cωhδ0 )
dv max
j∈{1,2}
max
1kN
∣∣∣∣γ˜ (k−1)1
(
p¯hv¯ (v)−Ej
h
)∣∣∣∣. (4.49)
We observe that the right-hand side of (4.49) can be estimated by the right-hand side of (4.48),
hence (4.47(1)) follows similarly as (4.47(0)).
5. Proof of Theorem 7
5.1. Reformulation involving the evolution exp(itP hv¯ /h)
We fix an auxiliary cut-off Lh0 = lh0 (x,hD) with (lh0 )h∈]0;h0] ∈ S0δ0 satisfying
supp lh0 ⊂ B0
(
3Cωhδ0
)
and lh0 = 1 on B0
(
2Cωhδ0
)
. (5.1)
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tr L˜hv¯ f˜
h
Z
(
Phv¯
)(
Lh0
)∗ = tr f˜ hZ(Phv¯ )L˜hv¯ +O(h∞)
using an approximation of L˜hv¯e
itP hv¯ /h by a sequence of operators
Qhv¯,n(t) =
(
eiS
h
v¯ (t)/hqhv¯,n(t)
)
(x,hD), (5.2)
where Shv¯ are as in Section 4 and q
h
v¯,n are such that
qn − l˜ =
(
qhv¯,n − l˜hv¯
)h∈]0;h0]
v¯∈Γˆ (δ0,h)\Γ (ε¯,h) ∈ tS
0
[N(n)]. (5.3)
We will show
Proposition 21. Let n ∈ N and Δ0 = [−t0; t0]. If t0 > 0 is small enough, then we can find qn
such that (5.3) holds and the operators (5.2) satisfy the estimate
∣∣tr(L˜hv¯eitP hv¯ /h −Qhv¯,n(t))(Lh0)∗∣∣ Cnhnε¯−1−5d (5.4)
for t ∈ Δ0, v¯ ∈ Γˆ (δ0, h) \ Γ (ε¯, h) and h ∈ ]0;h0].
Since
tr L˜hv¯ f˜
h
Z
(
Phv¯
)(
Lh0
)∗ = ∫
R
dt
2πh
f hZ(t) tr L˜
h
v¯e
itP hv¯ /h
(
Lh0
)∗ (5.5)
and suppf hZ ⊂ Δ0, it is clear that (5.4) implies∣∣∣∣ tr L˜hv¯ f˜ hZ(Phv¯ )(Lh0)∗ −
∫
R
dt
2πh
f hZ(t) trQ
h
v¯,n(t)
(
Lh0
)∗∣∣∣∣Cnhnε¯−1−5d (5.6)
and in order to deduce the assertion of Theorem 7 it suffices to check
∣∣T˜ h,nv¯,Z ∣∣ Cεh−dRh,εZ (Bv¯(C2ωhδ0)), (5.7)
where
T˜ h,nv¯,Z =
∫
R
dt
2πh
f hZ(t) trQ
h
v¯,n(t)
(
Lh0
)∗ − ∫
R2d
dv
(2πh)d
f˜ hZ
(
pˆhv¯ (v)
)
l˜hv¯ (v). (5.7′)
We claim that (5.7) follows by using Proposition 16 with qn instead of q . Indeed, using the
notation (4.9) it suffices to check the equality
T˜ h,n = T h,qn . (5.8)v¯,Z v¯,Z
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Khv¯ (t, x, y;b) =
∫
Rd
dξ
(2πh)d
ei(x−y)ξ/h+iShv¯ (t,x,ξ)/hbhv¯ (t, x, ξ, y) (5.9)
and consider the operators Oph,Sv¯,t [b] given by the formula
(
Oph,Sv¯,t [b]ϕ
)
(x) =
∫
Rd
dy Khv¯ (t, x, y;b)ϕ(y) (5.9′)
for ϕ ∈ S(Rd) (the Schwartz space of rapidly decreasing function). Then
Qhv¯,n(t)
(
Lh0
)∗ = Oph,Sv¯,t [qhv¯,n(t, x, ξ)lh0 (y, ξ)]
and using qhv¯,n(t, x, ξ)l
h
0 (x, ξ) = qhv¯,n(t, x, ξ) we find (5.8) due to
trQhv¯,n(t)
(
Lh0
)∗ = ∫
R2d
dv
(2πh)d
eiS
h
v¯ (t,v)/hqhv¯,n(t, v) = Jht (qn).
5.2. Classes of symbols depending on (t, x, ξ, y) ∈ R × Rd × Rd × Rd
Assume δ0  δ < 1/2 and let Δ = (Δh)h∈]0;h0] be a family of intervals Δh = [−th; th]. We
define S˜m[0],δ,Δ writing b ∈ S˜m[0],δ,Δ if and only if b = (bhv¯ )h∈]0;h0]v¯∈Γˆ (δ0,h)\Γ (ε¯,h) with b
h
v¯ ∈ C∞(R3d+1)
satisfying the estimates
sup
v¯∈Γˆ (δ0,h)\Γ (ε¯,h)
sup
t∈Δh
∣∣∂αbhv¯ (t, x, ξ, y)∣∣ Cαh−m−|α|δ
for every α ∈ N3d+1 and suppbhv¯ (t, ·) ⊂ B0(C0). Then using standard estimates of pseudo-
differential operators (e.g. [14, Section 18]) it is easy to obtain (following e.g. the proof of (4.4)
in [24]) the estimates
b ∈ S˜m[0],δ,Δ ⇒ sup
v¯∈Γˆ (δ0,h)\Γ (ε¯,h)
sup
t∈Δh
∥∥Oph,Sv¯,t [b]∥∥tr Ch−m−5d . (5.10)
Further on we often skip the indices v¯ and h.
Lemma 22. Let c > 0, δ < 1/2 and b0 ∈ S˜m[0],δ,Δ. If∣∣x − y − ∇ξ S(t, x, ξ)∣∣ chδ ⇒ b0(t, x, ξ, y) = 0 (5.11)
holds for t ∈ Δh, then one can estimate the trace class norm
sup
t∈Δh
∥∥OpSt [b0]∥∥tr = O(h∞). (5.12)
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K(t, x, y;b0) = K(t, x, y;bn) with suppbn ⊂ suppb0 (5.13(n))
for every n ∈ N. Assume that (5.13(n)) holds with bn ∈ S˜m−n(1−2δ)[0],δ,Δ for a certain n ∈ N. Then
(5.11) allows us to find bn,j ∈ S˜δ+m−n(1−2δ)[0],δ,Δ satisfying
bn(t, x, ξ, y) =
∑
1jd
(
xj − yj − ∂ξj S(t, x, ξ)
)
bn,j (t, x, ξ, y) (5.14)
with suppbn,j ⊂ suppbn and the integration by parts gives (5.13(n + 1)) with bn+1 =∑
1jd ih∂ξj bn,j ∈ S˜m−(n+1)(1−2δ)[0],δ,Δ . 
Next we define S˜m[N ],δ,Δ for N ∈ N writing b ∈ S˜m[N ],δ,Δ if and only if
b(t, x, ξ, y) =
∑
{β∈N2d : |β|N}
bβ(t, x, ξ, y)
(
h−1/2t∇pˆ(x, ξ))β (5.15)
with some symbols bβ ∈ S˜m[0],δ,Δ. If Δ = ([−t0; t0])h∈]0;h0], then we abbreviate S˜m[N ],δ,Δ = S˜m[N ],δ .
If moreover δ = δ0 then we abbreviate S˜m[N ],δ0 = S˜m[N ].
5.3. Construction of the approximation
Lemma 23. Let n¯ ∈ N, q ∈ S¯m, and
Q(t) = (eiS(t)/hq(t))(x,hD). (5.16)
Then we can find N(n¯) ∈ N, q˜+n¯ ∈ Sm−ε¯[N(n¯)] and q˜−n¯ ∈ S˜m−n¯[N(n¯)] such that
d
dt
Q(t)− iQ(t)P/h = OpSt [q˜] (5.17)
holds with
q˜(t, x, ξ, y) = (∂t − dxpˆ · ∇ξ )q(t, x, ξ)+ q˜+n¯ (t, x, ξ)+ q˜−n¯ (t, x, ξ, y). (5.18)
Proof. Since P = p(x,hD) = P ∗, we have 2i Imp = p − p¯ ∈ S−1δ0 . Therefore p¯ satisfies (4.1)
and
Q(t)P = Q(t)p(x,hD)∗ = OpSt
[
q(t, x, ξ)p¯(y, ξ)
]
. (5.19)
Thus we can assume q ∈ Sm[N0] further on. Using the Taylor’s development of p(·, ξ) in x, fol-
lowed by integrations by parts based on (x − y)αei(x−y)ξ/h = (−ih)|α|∂αξ (ei(x−y)ξ/h) similarly
as in (6.44)–(6.45), we can see that (5.17) holds if we take
q˜ = (∂t − dxp¯ · ∇ξ )q + ib0q +
∑
¯
q˜α + q˜N¯ (5.20)2|α|N
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b0 = (∂tS − dxp¯ · ∇ξ S − p¯)/h+ i
∑
1jd
∂j ∂−j p¯, (5.21)
q˜α = (−ih)|α|−1e−iS/h∂αξ
(
eiS/hq∂αx p¯
)
/α! (5.22)
and
q˜N¯ (t, x, ξ, y) =
∑
|α|=N¯+1
(−ih)N¯
α! e
−iS(t,x,ξ)/h∂αξ
((
eiS/hq
)
(t, x, ξ)pα(x, ξ, y)
)
, (5.22′)
where pα(x, ξ, y) = (N¯ + 1)
∫ 1
0 dσ(1 − σ)N¯ ∂αx p¯(x + σ(y − x), ξ).
We will analyse each term that appears in the expression (5.20).
To begin we compare the first term of (5.20) and (5.18). We observe that the difference satisfies
dx(p¯ − pˆ) · ∇ξ q ∈ S¯m+δ0−1/2 (5.23)
due to (3.16) and dx(p¯ − pˆ) ∈ Sδ0−1δ0 (Γ0).
In the next step we check b0q ∈ S¯m−ε¯ . First of all we observe that reasoning as in the proof
of Lemma 17 we obtain (4.10) with M˜+ ∈ S¯0loc and the above assertion still holds if pˆ is replaced
by p¯ (it suffices to replace pˆ by p¯ in the definition of M˜). Therefore (4.35) holds with M◦+ ∈ S¯0loc
and since t∇p¯ is an element of S¯−1/2loc , it is clear that ∇S ∈ S¯−1/2loc . Then we observe that
∇S ∈ S¯−1/2loc ⇒ dx(p¯ − pˆ) · ∇ξ S ∈ S¯δ0−3/2loc (5.24)
and (5.24) with (4.2) ensure
∂tS − dxp¯ · ∇ξ S − p¯ ∈ S¯−1−ε¯loc , (5.25)
hence we obtain b0 ∈ S¯−ε¯loc if we know that ∂j ∂−j p¯ ∈ S−ε¯δ0 (Γ0). However it is clear that (3.4) still
holds if pˆ is replaced by p¯ due to d2(pˆ − p¯) ∈ S2δ0−1δ0 .
To complete the proof of Lemma 23 it remains to show
q˜α ∈ S¯m−ε¯−(|α|−2)(1/2−δ0), q˜N¯ ∈ S˜m−ε¯−(N¯−1)(1/2−δ0)[N(N¯)] . (5.26)
Since (3.8) holds if pˆ is replaced by p¯, using ε¯  δ0r0 we find that
q∂αx p¯ ∈ Sm−ε¯+(|α|−2)δ0[N0] (5.27)
holds if |α| 3. However (3.4) holds if pˆ is replaced by p¯, hence (5.27) holds when |α| = 2 as
well. Using (3.16) we find that for every α(0) ∈ N2d one has
h|α|−1∂α(0)ξ
(
q∂αx p¯
) ∈ S¯m−ε¯+(|α|−2)(δ0−1/2)−|α|/2+|α(0)|/2. (5.27′)
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h|α|−1∂α(0)ξ
(
q∂αx p¯
) ∏
1kn
∂
α(k)
ξ (S/h), (5.28)
where α(k) ∈ Nd satisfy ∑0kn α(k) = α and k  1 ⇒ |α(k)| 1. Then
∇ξ S/h ∈ S¯1/2loc ⇒ ∂α(k)ξ (S/h) ∈ S¯|α(k)|/2loc (5.29)
holds due to (3.16) and using (5.29) with (5.27′) we find that the terms (5.28) belong to
S¯m−ε¯−(|α|−2)(1/2−δ0). Reasoning similarly we find that qp¯α ∈ S˜m−ε¯+(|α|−2)δ0[N0] ensures q˜N ∈
S˜
m−ε¯−(N¯−1)(1/2−δ0)
[N(N¯)] . 
Lemma 24. Let n ∈ N. Then there exists qn such that qn − l˜ ∈ t S¯0 and
d
dt
Qn(t)− iQn(t)P/h = OpSt [q˜n], (5.30)
where Qn(t) are given by (5.2) and q˜n ∈ S˜−(n+1)ε¯[N(n)] with N(n) ∈ N large enough.
Proof. Let n¯ ∈ N. We will find qn such that (5.30) holds with
q˜n(t, x, ξ, y) = q˜+n,n¯(t, x, ξ)+ q˜−n,n¯(t, x, ξ, y),
q˜+n,n¯ ∈ S−(n+1)ε¯[N(n,n¯)] , q˜−n,n¯ ∈ S˜−n¯[N(n,n¯)]. (5.31(n))
For n = 0 we set q0(t, v) = l˜(ϑt (v)). Then q0 − l˜ ∈ t S¯0 holds due to Lemma 11 and using (3.30)
with τ = 0, rN = l˜ we find
∂tq0 − dxpˆ · ∇ξ q0 ∈ S¯−ε¯, (5.32(0))
hence (5.31(0)) follows by using Lemma 23 with q = q0. Next we assume that (5.31(n)) holds
with qn such that qn − l˜ ∈ t S¯0. Then taking qn+1 = qn + q◦n+1 we obtain (5.31(n+ 1)) if
(∂t − dxpˆ · ∇ξ )q◦n+1 − q˜+n,n¯ ∈ S¯−(n+2)ε¯. (5.32(n+ 1))
To complete the proof we observe that using Proposition 14 with r = q˜+n,n¯ ∈ S−(n+1)ε¯[N(n,n¯)] we find
q◦n+1 ∈ t S¯−(n+1)ε¯ satisfying (5.32(n+ 1)). 
5.4. Preliminary remarks about the proof of Proposition 21
We consider qn ∈ S¯0 satisfying qn|t=0 = l˜, hence Qn(0) = L˜ and (5.30) gives
L˜eitP/h −Qn(t) = −
t∫
dτ OpSτ [q˜n]ei(t−τ)P/h, (5.33)0
290 L. Zielinski / Journal of Functional Analysis 248 (2007) 259–302where q˜n ∈ S˜−(n+1)ε¯[N ] , i.e. we can find bn,β ∈ S˜−(n+1)ε¯[0] such that
q˜n =
∑
{β∈N2d : |β|N}
bn,β(t, x, ξ, y)
(
h−1/2t∇pˆ(x, ξ))β. (5.34)
Let δk = δ0 + ( 12 − δ0) kN for k ∈ {0, . . . ,N} and let lδk ∈ S0δk satisfy
lδk (v) = 0 ⇒ C−1hδk 
∣∣∇pˆ(v)∣∣ Chδk−1 (5.35(k))
for k ∈ {1, . . . ,N − 1}. For k = N we assume that lδN = l1/2 ∈ S0δN−1 satisfies
lδN (v) = l1/2(v) = 0 ⇒
∣∣∇pˆ(v)∣∣ ChδN−1 . (5.35(N))
Instead of q˜n let us consider
q˜n,δk (t, x, ξ, y) = lδk (x, ξ)q˜n(t, x, ξ, y), k ∈ {1, . . . ,N}, (5.36)
and denote
Δ(δ) = (Δh(δ))
h∈]0;h0] =
([−h1/2−δ;h1/2−δ])
h∈]0;h0]. (5.37)
Using (5.35(k)) it is easy to check that lδk∇pˆ ∈ S−δk−1δk and consequently the family
(lδkh
−1/2t∇pˆ)h∈]0;h0]
t∈Δh(δk+1) is bounded in S
δk+1−δk−1
δk
. Therefore
q˜n,δk ∈ S˜−(n+1)ε¯+N(δk+1−δk−1)[0],δk,Δ(δk+1) (5.38)
and using N(δk+1 − δk−1) = 1 − 2δ0 < 1 and (5.12) we obtain
sup
t∈Δh(δk+1)
∥∥OpSt [q˜n,δk ]∥∥tr  Ch(n+1)ε¯−5d−1. (5.39)
The estimates of OpSt [q˜n,δk ] for t ∈ [−t0; t0] \ Δh(δk+1), k ∈ {0, . . . ,N − 2}, are based on the
property of the propagation of singularities induced by the Hamiltonian flow ϑˆt :R2d → R2d
for pˆ, i.e.
d
dt
ϑˆt (v) = J∇pˆ
(
ϑˆt (v)
)
, ϑˆt (v)|t=0 = v, (5.40)
where J = ( 0Rd IRd−I
Rd
0
Rd
)
. However the proof of [27, Lemma 5.1] gives
(
1 −C|t |)∣∣t∇pˆ(v)∣∣ ∣∣ϑˆt (v)− v∣∣ (1 +C|t |)∣∣t∇pˆ(v)∣∣. (5.41)
Using (5.41) similarly as in the proof of Lemma 9 we can deduce∣∣∇pˆ(v)∣∣ chδ ⇒ ∣∣∇pˆ(ϑˆt (v))∣∣ (c +C0|t |)hδ, (5.42)
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Moreover we have
Lemma 25. Assume that lδ, l˜δ ∈ S0δ satisfy
dist
(
supp l˜δ, supp(1 − lδ)
)
 hδ. (5.43)
Let L˜δ = l˜δ(x, hD) and Lδ(t) = (lδ ◦ ϑˆt )(x,hD). Then
sup
t∈[−t0;t0]
∥∥(I −Lδ(t))eitP/hL˜δ∥∥= O(h∞). (5.44)
Proof. The result follows from the proof of [24, Proposition 5.2] as explained in the proof of
[27, Lemma 5.2]. 
Lemma 26. Let ε > 0 and let Lδ = lδ(x,hD) with lδ ∈ S0δ satisfying
supp lδ ⊂
{
v ∈ B0(C0):
∣∣∇pˆ(v)∣∣ hδ−ε}. (5.45)
If Δ0 = [−t0; t0] with t0 > 0 small enough, then
sup
t∈Δ0\Δh(δ)
∣∣tr eitP/h(Lδ)∗∣∣= O(h∞), (5.46)
sup
t∈Δ0\Δh(δ)
∣∣trQn(t)(Lδ)∗∣∣= O(h∞). (5.47)
Proof. The estimate (5.46) was proved in [27, Proposition 4.4].
To prove (5.47) we observe that trQn(t)(Lδ)∗ = Jht (qnlδ) with Jht given by (4.3). By in-
duction with respect to n ∈ N we check that for b ∈ Smδ satisfying suppb ⊂ supp lδ one has
supt∈Δ0\Δh(δ) |Jht (b)| Ch−d−m+n(1/2−δ).
Indeed, (4.35) ensures 2|t−1∇S(v)|  |∇pˆ(v)|  hδ−ε for v ∈ supp lδ and for every b ∈ Smδ
satisfying suppb ⊂ supp lδ one can write b = ∑j∈J bj t−1∂jS with bj ∈ Sm+δ−εδ satisfying
suppbj ⊂ supp lδ . Therefore similarly as in the proof [27, Proposition of 4.4] the induction step
follows from the integration by parts giving Jht (b) = t−1Jht (
∑
j∈J ih∂j bj ). 
5.5. Proof of Proposition 21
We can decompose l0 =∑1kN lˇδk , where δk = δ0 + ( 12 − δ0) kN and
lˇδk ∈ S0δk , lˇδk (v) = 0 ⇒ Cˇ−1hδk 
∣∣∇pˆ(v)∣∣ Cˇhδk−1 , k ∈ {1, . . . ,N − 1},
lˇδN = lˇ1/2 ∈ S0δN−1 , lˇδN (v) = 0 ⇒
∣∣∇pˆ(v)∣∣ CˇhδN−1 .
We denote Lˇδk = lˇδk (x,hD) and we show that for k ∈ {0, . . . ,N} one has
sup
∣∣tr(L˜eitP/h −Qn(t))(Lˇδk )∗∣∣ Cnhnε¯−1−5d . (5.48(k))t∈Δ0
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sup
t∈Δh(δk+1)∩Δ0
∣∣∣∣∣
t∫
0
dτ tr OpSτ [q˜n]ei(t−τ)P/h(Lˇδk )∗
∣∣∣∣∣ Cnhnε¯−1−5d . (5.49(k))
Using Lemma 25 it suffices to consider (5.49(k)) with OpSτ [q˜n] replaced by OpSτ [q˜n]lδk (x,hD)∗
where lδk ∈ S0δk is such that∣∣∇pˆ(ϑˆt (v))∣∣ 2Cˇhδk−1 ⇒ lδk (v) = 1 for t ∈ Δ0 (5.50)
and we can assume
lδk (v) = 0 ⇒
∣∣∇pˆ(ϑˆt (v))∣∣ 3Cˇhδk−1 . (5.51)
Using (5.42′) we can choose t0 > 0 small enough to ensure∣∣∇pˆ(ϑˆt (v))∣∣ 3Cˇhδk−1 ⇒ ∣∣∇pˆ(v)∣∣ 4Cˇhδk−1 for t ∈ Δ0. (5.52)
Then we observe that ∥∥OpSτ [q˜n]lδk (x,hD)∗ − OpSτ [qn,δk ]∥∥tr = O(h∞)
holds if qn,δk ∈ S˜−nε¯[n¯],δk is such that
qn,δk (t, x, ξ, y) ∼
∑
α∈Nd
(−ih)|α|∂αy q˜n(t, x, ξ, y)∂αξ lδk (y, ξ)/α!. (5.53)
Using Lemma 22 we can modify qn,δk so that
qn,δk (t, x, ξ, y) = 0 ⇒
∣∣x − y − ∇ξ S(t, x, ξ)∣∣ hδk−1 (5.54)
and due to (5.51)–(5.53) we can assume moreover
qn,δk (t, x, ξ, y) = 0 ⇒
∣∣∇pˆ(y, ξ)∣∣ 4Cˇhδk−1 . (5.55)
Then we claim that using (5.54)–(5.55) we can find C > 0 such that
qn,δk (t, x, ξ, y) = 0 ⇒
∣∣∇pˆ(x, ξ)∣∣ Chδk−1 . (5.56)
Indeed, (5.54) allows us to estimate
|y − x| ∣∣∇ξ S(t, x, ξ)∣∣+ hδk−1  2∣∣t∇pˆ(x, ξ)∣∣+ hδk−1 (5.57)
and (5.57) with (5.55) give∣∣∇pˆ(x, ξ)∣∣ C0|y − x| + ∣∣∇pˆ(y, ξ)∣∣ 2C0∣∣t∇pˆ(x, ξ)∣∣+ (C0 + 4Cˇ)hδk−1 . (5.58)
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the proof of Proposition 21 using the estimates (5.39).
6. Proof of Propositions 4 and 6
6.1. Auxiliary estimates
Further on the matrices Gh = (ghj,k)(j,k)∈J 2 ∈ Hom(R2d ,R2d) are symmetric and ghk =
(ghj,k)j∈J ∈ R2d are the columns of Gh similarly as in Section 2.
Lemma 27. If Gh = (ghj,k)(j,k)∈J 2 /∈ G(ε¯, h), then
min
{∣∣ghk ∣∣, ∣∣ghk′ ∣∣} hε¯ ⇒ ∣∣ghj,kghj ′,k′ − ghj ′,kghj,k′ ∣∣< 2hε¯∣∣ghk ∣∣∣∣ghk′ ∣∣ (6.1)
if j, j ′, k, k′ ∈ J are such that j = j ′, k = k′.
Proof. Let us denote θh
k,k′ = |ﬃ(ghk , ghk′)|. Then
∣∣∣∣ ghk|ghk | −
gh
k′
|gh
k′ |
∣∣∣∣= 2 sin(θhk,k′/2) θhk,k′
and denoting
s = g
h
j,k
|ghk |
, s′ = g
h
j,k′
|gh
k′ |
, s˜ = g
h
j ′,k
|ghk |
, s˜′ = g
h
j ′,k′
|gh
k′ |
we obtain
|ghj,kghj ′,k′ − ghj ′,kghj,k′ |
|ghk ||ghk′ |
= |ss˜′ − s′s˜| |s − s′| + |s˜ − s˜′| 2θhk,k′ .
To complete the proof it suffices to observe that Gh /∈ G(ε¯, h) means that min{|ghk |, |ghk′ |} hε¯ ⇒
θh
k,k′ < h
ε¯ holds for every (k, k′) ∈ J 2. 
Lemma 28. For Gh = (ghj,k)(j,k)∈J 2 we denote |Gh| = (
∑
j∈J |ghj |2)1/2. We assume that Gh /∈
G(ε¯, h) and
max
j∈J
∣∣ghj ∣∣= ∣∣gh1 ∣∣. (6.2)
Then one can find C, h0 > 0 such that for h ∈ ]0;h0] one has∣∣Gh∣∣ 2dhε¯ ⇒ ∣∣Gh∣∣C∣∣gh1,1∣∣. (6.3)
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|Gh| < 2dhε¯ . Therefore in order to show (6.3) we can assume |gh1 |  (2d)1/2hε¯ . Let j0 ∈ J be
such that
max
j∈J
∣∣gh1,j ∣∣= ∣∣gh1,j0 ∣∣. (6.4)
Due to (6.2) and (6.4) we have |Gh|  (2d)1/2|gh1 |  2d|gh1,j0 |, hence the proof is complete if
j0 = 1. Next we assume j0 = 1. Since Gh /∈ G(ε¯, h) and |ghj0 |  |gh1,j0 |  (2d)−1/2|gh1 |  hε¯ ,
Lemma 27 ensures
(
gh1,j0
)2  ∣∣gh1,1ghj0,j0 ∣∣+ ∣∣(gh1,j0)2 − gh1,1ghj0,j0 ∣∣ ∣∣gh1,1∣∣∣∣gh1 ∣∣+ 2hε¯∣∣gh1 ∣∣2.
Therefore we obtain
∣∣gh1 ∣∣2  2d(gh1,j0)2  2d∣∣gh1 ∣∣(∣∣gh1,1∣∣+ 2hε¯∣∣gh1 ∣∣)
and (1 − 4dhε¯)|gh1 | 2d|gh1,1| completes the proof. 
6.2. Construction of ω = (Whv¯ )h∈]0;h0]v¯∈R2d from Proposition 4
We proceed in 4 steps dropping the index v¯ for simplicity.
Step 1. We describe an orthogonal matrix Wh1 such that
(
Wh1
)∗
GhWh1 = Gh1 =
(
g
h,1
j,k
)
(j,k)∈J 2 (6.5)
satisfies
max
j∈J
∣∣gh,1j ∣∣= ∣∣gh,11 ∣∣. (6.6)
Let j0 be such that maxj∈J |gh,0j | = |gh,0j0 |. Let σ be a bijection J+ → J+ such that σ(|j0|) = 1
and introduce
W
h
1(x1, . . . , xd) = (xσ(1), . . . , xσ(d)). (6.7)
In the case j0 ∈ J+ we define Wh1 by the formula Wh1 (x, ξ) = (W
h
1x,W
h
1ξ). In the case j0 ∈ J−
we define Wh1 by the formula W
h
1 (x, ξ) = (W
h
1ξ,W
h
1x).
If Gh1 ∈ G(ε¯, h) or |Gh1 | < 2dhε¯ , then we take Wh = Wh1 . Further on we can assume Gh1 /∈
G(ε¯, h) and |Gh1 | 2dhε¯ . Therefore (6.6) and (6.3) ensure
∣∣Gh1∣∣ C∣∣gh,11,1 ∣∣. (6.8)
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Wh2 (x, ξ) =
((
W
h
2
)−1
x,
(
W
h
2
)∗
ξ
)
, (6.9)
where Wh2 ∈ Hom(Rd ,Rd) is such that Wh2x = y with
y1 =
∑
1jd
xj
g
h,1
1,j
g
h,1
1,1
, yj = xj if j  2. (6.10)
Denoting
(
Wh2
)∗
Gh1W
h
2 = Gh2 =
(
g
h,2
j,k
)
(j,k)∈J 2 (6.11)
we observe that ∑
1j,kd
g
h,1
j,k xj xk = gh,11,1y21 +
∑
2j,kd
g
h,2
j,k yj yk,
ensures
g
h,2
j,1 = 0 if j  2, (6.12)∣∣Gh2∣∣ C1∣∣Gh1∣∣ C2∣∣gh,11,1 ∣∣= C2∣∣gh,21,1 ∣∣. (6.13)
Step 3. Let Wh3 ∈ Hom(R2d ,R2d) be such that Wh3 (x, ξ) = (y, η) with
y1 = ξ1, η1 = x1, yj = xj , ηj = ξj if j  2, (6.14)
and σ : J → J such that σ(1) = −1, σ(−1) = 1, σ(j) = j if |j | 2. Then(
Wh3
)∗
Gh2W
h
3 = Gh3 =
(
g
h,3
j,k
)
(j,k)∈J 2 =
(
g
h,2
σ(j),σ (k)
)
(j,k)∈J 2, (6.15)
hence
∣∣Gh3∣∣ C2∣∣gh,3−1,−1∣∣, (6.16)
g
h,3
j,−1 = 0 if j  2. (6.17)
Step 4. Let Wh4 ∈ Hom(R2d ,R2d) be such that detWh4 = 1 and
Gh4 =
(
g
h,4
j,k
)
(j,k)∈J 2 =
(
Wh4
)∗
Gh3W
h
4 . (6.18)
To complete the proof with Wh = Wh4 Wh3 Wh2 Wh1 it suffices to show
G˜h = Gh4 /∈ G(ε¯, h) ⇒ max
∣∣gh,4j ∣∣= O(hε¯). (6.19)1jd
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form
g
h,3
−1,−1ξ
2
1 + 2gh,31,−1x1ξ1 +
∑
2kd
g
h,3
−1,−kξ1ξk +Φ(x, ξ ′) (6.20)
without terms xj ξ1 if j  2 [due to (6.17)]. Let Wh4 be such that Wh4 (y, η) = (x, ξ) holds with
y = x, η1 = ξ1 + x1
g
h,3
1,−1
g
h,3
−1,−1
, η′ = ξ ′. (6.21)
We observe that (6.20) can be expressed in new variables in the form
g
h,4
−1,−1η
2
1 +
∑
2kd
g
h,4
1,−kη1ηk + Φ˜(y, η′), (6.22)
where gh,4−1,−1 = gh,3−1,−1 and (6.22) does not contain the terms yjη1 for j ∈ J+. Therefore
g
h,4
j,−1 = 0 if j ∈ J+, (6.23)∣∣Gh4∣∣ C′4∣∣Gh3∣∣ C4∣∣gh,3−1,−1∣∣= C4∣∣gh,4−1,−1∣∣. (6.24)
If j ∈ J+, k = −1 and |gh,4j,k | hε¯ , then G˜h = Gh4 /∈ G(ε¯, h) ensures
∣∣gh,4−1,−1∣∣∣∣gh,4j,k ∣∣= ∣∣gh,4−1,−1gh,4j,k − gh,4j,−1gh,4−1,k∣∣ 2hε¯∣∣gh,4−1 ∣∣∣∣gh,4k ∣∣ Chε¯∣∣gh,4−1,−1∣∣
due to gh,4j,−1 = 0 and (6.1). We conclude that k = −1 ⇒ |gh,4j,k | Chε¯ and k = −1 ⇒ gh,4j,k = 0,
i.e. (6.19) follows.
6.3. Proof of the estimate (2.29)
We consider a covering
Γ (ε¯, h)∩ Γˆ (δ0, h)+B0
(
hδ0
)⊂ ⋃
v¯∈Ξ(δ0,ε0,ε¯,h)
Bv¯
(
hε0
) (6.25)
such that
card
[
Ξ(δ0, ε0, ε¯, h)
]= O(h−2dε0), Ξ(ε0, ε¯, δ0, h) ⊂ Γ (ε¯, h)∩ Γˆ (δ0, h). (6.26)
We will assume ε0 = 2ε¯/r0 and we claim that it suffices to show
vol
[
Bv¯
(
hε0
)∩ (Γ (ε¯, h)∩ Γˆ (δ0, h)+B0(hδ0))] Chρ (6.27)
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ρ =
(
2 + 1
2m0 − 1
)
δ0 − 3ε¯. (6.27′)
Indeed, taking the union with respect to v¯ ∈ Ξ(δ0, ε0, ε¯, h) we can estimate the volume of the
left-hand side of (6.25) by O(hρ−2dε0) if (6.27) holds and ρ − 2dε0 = ρ − 4dε¯/r0  1 + ε¯ if ρ
is given by (6.27′) and (2.23) holds.
Due to (2.31), whv¯ preserves the volume and we will estimate the volume of
Γ hv¯ (ε0, ε¯, δ0) =
(
whv¯
)−1(
Bv¯
(
hε0
)∩ (Γ (ε¯, h)∩ Γˆ (δ0, h)+B0(hδ0))). (6.28)
Further on we write Γ hv¯ instead of Γ
h
v¯ (ε0, ε¯, δ0) and we claim that there exists a constant C > 0
such that
v ∈ Γ hv¯ ⇒
∣∣∇pˆhv¯ (v)∣∣ Chδ0 . (6.29)
Indeed, v ∈ (whv¯ )−1(Γˆ (δ0, h)) ⇒ |∇pˆhv¯ (v)|  Cω|∇pˆ◦h(whv¯ (v))|  C¯Cωhδ0 and since Γ hv¯ ⊂
(whv¯ )
−1(Γˆ (δ0, h))+B0(Cωhδ0), we deduce (6.29) using |d2pˆhv¯ | = O(1) similarly as in the proof
of Lemma 8. Next we observe that
Γ hv¯ ⊂
(
whv¯
)−1(
Bv¯
(
hε0
))⊂ B0(Cωhε0) (6.30)
and v¯ ∈ Γ (ε¯, h) ensures G˜hv¯ =∇dpˆhv¯ (0)∈G(ε¯, h), hence we can find j (1, h, v¯) and j (2, h, v¯)∈J
such that ∣∣g˜hv¯,j (k,h,v¯)∣∣= ∣∣∇∂j (k,h,v¯)pˆhv¯ (0)∣∣ hε¯ for k ∈ {1,2}, (6.31)∣∣ﬃ(ehv¯,1, ehv¯,2)∣∣ hε¯, (6.31′)
where we have denoted
ehv¯,k = ∇∂j (k,h,v¯)pˆhv¯ (0)
/∣∣∇∂j (k,h,v¯)pˆhv¯ (0)∣∣ for k ∈ {1,2}. (6.32)
We observe that the hypothesis d  3 allows us to find
ehv¯,3 ∈
(
Whv¯
)−1({
(0, ξ) ∈ R2d : ξ ∈ Rd}) (6.33)
such that |ehv¯,3| = 1 and ehv¯,3 ⊥ ehv¯,k for k ∈ {1,2}.
Lemma 29. If v ∈ R2d , then the Lebesgue measure of{
s ∈ R: sehv¯,k + v ∈ Γ hv¯
} (6.34(k))
can be estimated by Chρk with
ρ1 = ρ2 = δ0 − ε¯, ρ3 = δ0/(2m0 − 1) (6.35)
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Let us check that the estimate (6.27) follows from Lemma 29. Let (ehv¯,k)k∈{1,...,2d} be a basis
such that (ehv¯,k)k∈{4,...,2d} is an orthonormal basis in the orthogonal complement of (e
h
v¯,k)k∈{1,2,3}
considered in Lemma 29 and let (eh∗v¯,k)k∈{1,...,2d} denote the dual basis in (R2d)∗. We denote
by (ek)k∈{1,...,2d} the canonical basis of R2d and (e∗k )k∈{1,...,2d} denotes its dual. Then the set
(6.34(k)) has the form
eh∗v¯,k
(
Γ hv¯ − v
)= e∗k(W˜hv¯ (Γ hv¯ − v)),
where W˜hv¯ ∈ Hom(R2d ,R2d) is the matrix of the corresponding change of variables. Thus
Lemma 29 allows us to estimate the measure of
{
s ∈ R: sek + v ∈ W˜hv¯
(
Γ hv¯
)} (6.36)
by Cv¯hρk for v ∈ R2d , h ∈ ]0;h0] and the Fubini’s theorem gives
vol W˜hv¯
(
Γ hv¯
)
 C3v¯ hρ1+ρ2+ρ3 = C3v¯ hρ+ε¯, (6.37)
where ρ is given by (6.27′). However we have
∣∣det(ehv¯,k)k∈{1,...,2d}∣∣= ∣∣sinﬃ(ehv¯,1, ehv¯,2)∣∣ hε¯/2
and we obtain (6.27) writing
volΓ hv¯ =
∣∣det W˜hv¯ ∣∣−1 vol W˜hv¯ (Γ hv¯ ) 2h−ε¯ vol W˜hv¯ (Γ hv¯ ) Chρ.
Proof of Lemma 29. To begin we observe that the set (6.34(k)) is included in the interval
Δ
h,k
v¯,v =
{
s ∈ R: sehv¯,k + v ∈ B0
(
Cωh
ε0
)}
. (6.38)
For k ∈ {1,2} let uh,kv¯,v :Δh,kv¯,v → R be defined by the formula
u
h,k
v¯,v(s) = ∂j (k,h,v¯)pˆhv¯
(
sehv¯,k + v
)
. (6.39)
Due to (6.29) the set (6.34(k)) is included in
{
s ∈ Δh,kv¯,v : −Chδ0  uh,kv¯,v(s) Chδ0
} (6.40(k))
and we claim that for k ∈ {1,2} we have
s ∈ Δh,kv¯,v ⇒
d
u
h,k
v¯,v(s) h
ε¯/2. (6.41)
ds
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4C¯hδ0−ε¯ . In order to prove (6.41) we observe that
d
ds
u
h,k
v¯,v(s) = d∂j (k,h,v¯)pˆhv¯
(
sehv¯,k + v
) · ehv¯,k,
hence d
ds
u
h,k
v¯,0(0) = |∇∂j (k,h,v¯)pˆhv¯ (0)| hε¯ . Moreover
s ∈ Δh,kv¯,v ⇒
∣∣∣∣ dds uh,kv¯,v(s)− dds uh,kv¯,0(0)
∣∣∣∣ C∣∣sehv¯,k + v∣∣r0  CCr0ω hε0r0
and ε0r0 = 2ε¯ ensures (6.41).
To estimate the measure of (6.34(3)) we observe that (6.40(3)) holds if we take uh,3v¯,v(s) =
dpˆhv¯ (se
h
v¯,3 +v) ·ehv¯,3. However e˜hv¯,3 = Whv¯ ehv¯,3 ∈ {(0, ξ) ∈ R2d : ξ ∈ Rd} and for s ∈ Δh,3v¯,v it is clear
that uh,3v¯,v(s) = dpˆ◦h(se˜hv¯ + whv¯ (v)) · e˜hv¯,3 is a family of polynomial functions of degree 2m0 − 1
similarly as in [27], i.e. to complete the proof it remains to apply [27, Lemma 6.5]. 
6.4. Proof of Proposition 6
Remark A. If v¯ = (x¯, ξ¯ ) then the operator Λhv¯,0 = eixξ¯ eiξ¯hD satisfies(
Λhv¯,0
)∗
bh(x,hD)Λ
h
v¯,0 = bh(x − x¯, hD − ξ¯ ) for b ∈ Smδ0 . (6.42)
Remark B. Let W ∈ Hom(Rd ,Rd)) be such that detW = 1 and define the unitary operator
ΛW ∈ B(L2(Rd)) by the formula ΛWϕ = ϕ ◦W . Then
(ΛW)
∗bh(x,hD)ΛW = (bh ◦W)(x,hD) for b ∈ Smδ0 (6.43)
holds with W(x, ξ) = (W−1x,W ∗ξ).
Remark C. Let b ∈ Smδ0(R3d). Then the formula
(
Oph[b]ϕ)(x) = ∫
R2d
dy dξ
(2πh)d
ei(x−y)ξ/hbh(x, ξ, y)ϕ(y) (6.44)
defines the operators on L2(Rd) such that Oph[b] = b˜h(x,hD) holds for a certain b˜ ∈ Smδ0 satis-
fying
b˜h(x, ξ) ∼
∑
α∈Nd
(−ih)|a|∂αξ ∂αy bh(x, ξ, y)
∣∣
y=x/α!. (6.45)
Moreover (6.45) allows us to find rj ∈ Sm+δ0−1δ0 and r ∈
⋂
N∈N S
−N
δ0
such that
b˜h(x, ξ) = bh(x, ξ, x)+
∑
∂j rj,h(x, ξ)+ rh(x, ξ). (6.46)
j∈J
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Remark D. Let s ∈ R, (x1, x′), (y1, y′), (ξ1, ξ ′) ∈ R × Rd−1 and set
bs (x1, x
′, ξ1, ξ ′, y1, y′) = bh
(
x1, x
′, ξ1 + s2 (x1 + y1), ξ
′
)
for b ∈ Smδ0, (6.47)(
Λˆhs ϕ
)
(x1, x
′) = eisx21/(2h)ϕ(x1, x′) for ϕ ∈ L2
(
R
d
)
. (6.48)
Then bs ∈ Smδ0(R3d) and Λˆhs ∈ B(L2(Rd)) satisfies(
Λˆhs
)∗
bh(x,hD)Λˆ
h
s = Oph
[
bs
]
. (6.49)
To check (6.49) we denote Bhs = Oph[bs ] with bs given by (6.47). Then
d
ds
Bhs = Oph
[
1
2
(x1 + y1)∂ξ1b
(
x1, x
′, ξ1 + s2 (x1 + y1), ξ
′
)]
, (6.50)
[
i
2h
x21 ,B
h
s
]
= Oph
[
i
2h
(x1 − y1)(x1 + y1)b
(
x1, x
′, ξ1 + s2 (x1 + y1), ξ
′
)]
(6.51)
and using i(x1 − y1)ei(x−y)ξ/h = h∂ξ1 ei(x−y)ξ/h to integrate by parts in the expression (6.44) we
obtain [ i2hx21 ,Bhs ] = − dds Bh(s). Therefore
d
ds
(
Λˆhs B
h
s
(
Λˆhs
)∗)= Λˆhs
([
i
2h
x21 ,B
h
s
]
+ d
ds
Bhs
)(
Λˆhs
)∗ = 0
ensures Λˆhs B
h
s (Λˆ
h
s )
∗ = Λˆhs Bhs (Λˆhs )∗|s=0 = bh(x,hD) and (6.49) follows.
We will show that Proposition 6 holds with some operators
Λhv¯ = Λ˜hv¯Λhv¯,0, (6.52)
where Λhv¯,0 are given by (6.42) and Λ˜hv¯ are determined by Whv¯ . We follow the steps of the con-
struction described in Section 6.2 dropping the index v¯.
Step 1. Let Wh1 and W
h
1 be as in Step 1 of Section 6.2. We first consider the case j ∈ J+ and
introduce Λh1 = ΛWh1 , being the operator defined in Remark B with W
h
1 instead of W
h
. We claim
that the assertion of Proposition 6 holds if Wh = Wh1 and Λh is given by (6.52) with Λ˜h = Λh1
defined as above. Indeed, Remarks A, B ensure l˜h = lˆh ◦wh, i.e. (2.38) holds with rj = 0, r = 0
and p˜h = p◦h ◦wh, p◦ − pˆ◦ = 2i Imp◦ ∈ S−1δ0 , give (2.37) with rˆ ∈ S−1δ0 .
In the case j ∈ J− we take Λh1 =FhΛWh1 , where
(Fhψ)(ξ) =
∫
dx
d/2 e
ixξ/hψ(x).Rd (2πh)
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∗bh(x,hD)Λh1 = Oph[b] holds with bh(x, ξ, y) = (bh ◦ Wh1 )(y, ξ) and the assertion
of Proposition 6 follows from Remark C.
Step 2. The assertion of Proposition 6 holds if Wh = Wh2 Wh1 with Whk as in Step k of Section 6.2,
Λh is given by (6.52) with Λh1 as before and Λh2 = ΛWh2 .
Step 3. We claim that the assertion of Proposition 6 holds if Wh = Wh3 Wh2 Wh1 with Whk as in the
Step k of Section 6.2, Λh is given by (6.52) with Λh1 , Λh2 as before and
(
Λh3ψ
)
(x1, x
′) =
∫
R
ds
(2πh)1/2
eisx1/hψ(s, x′).
Indeed, it remains to use Remark C and (Λh3)
∗bh(x,hD)Λh3 = Oph[b], where bh(x1, x′, ξ, y1,
y′) = (bh ◦Wh3 )(y1, x′, ξ).
Step 4. The assertion of Proposition 6 holds if Wh = Wh4 Wh3 Wh2 Wh1 with Whk as in Step k of
Section 6.2, Λh is given by (6.52) with Λh1 , Λh2 , Λh3 as before and Λh4 = Λˆhs |s=−gh,31,−1/gh,3−1,−1 ,
where Λˆhs is given by (6.48). Indeed, if bs is given by (6.47), then bs (x, ξ, x) = (bh ◦Whs )(x, ξ)
holds with
Whs (x1, x
′, ξ1, ξ ′) = (x1, x′, ξ1 + sx1, ξ ′), (6.53)
hence it remains to use (6.49) and Remark C.
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