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ABSTRACT
The star formation rate in galaxies should be related to the fraction of gas that can
attain densities large enough for gravitational collapse. In galaxies with a turbulent
interstellar medium, this fraction is controlled by the effective barotropic index γ =
dlogP/dlogρ which measures the turbulent compressibility. When the cooling timescale
is smaller than the dynamical timescale, γ can be evaluated from the derivatives of
cooling and heating functions, using the condition of thermal equilibrium. We present
calculations of γ for protogalaxies in which the metal abundance is so small that
H2 and HD cooling dominates. For a heating rate independent of temperature and
proportional to the first power of density, the turbulent gas is relatively “hard”, with
γ >
∼
1, at large densities, but moderately “soft”, γ <
∼
0.8, at densities below around
104cm−3. At low temperatures the density probability distribution should fall rapidly
for densities larger than this value, which corresponds physically to the critical density
at which collisional and radiative deexcitation rates of HD are equal. The densities
attained in turbulent protogalaxies thus depend on the relatively large deuterium
abundance in our universe. We expect the same physical effect to occur in higher
metallicity gas with different coolants. The case in which adiabatic (compressional)
heating due to cloud collapse dominates is also discussed, and suggests a criterion for
the maximum mass of Population III stars.
Key words: molecular processes; turbulence; stars: formation; ISM: molecules; galax-
ies: ISM; galaxies: evolution
1 INTRODUCTION
A physical understanding of the star formation rate (SFR)
in galaxies remains elusive. Probably the only consensus is
that the SFR must be controlled by the rate of formation
of substructure, or “clouds”, dense enough that they can
undergo gravitational collapse and fragmentation. Whether
the rate of formation of dense clouds is controlled by large-
scale gravitational instabilities, thermal instability, turbu-
lent compression, or some other process is currently un-
known, although all these possibilities have been discussed
in various degrees of detail.
Of particular interest is the SFR in high-redshift galax-
ies. The reionization of the intergalactic medium and the
existence of heavy elements and dust in galaxies with red-
shifts up to z ∼ 5 (see discussion in sec 4.2 below) suggest
that the first luminous objects must have appeared at larger
redshifts. A large number of papers have tried to estimate
the SFR and the mass of these early objects, the latter based
mostly on a criterion that the cooling time due to H2 rovi-
brational transitions be smaller than the collapse time (e.g.
Ostriker & Gnedin 1996, Tegmark et al. 1997, Abel et al.
1998, Nishi & Susa 1999, and many earlier references given
in these papers). The problem is complicated because the H2
abundance is generally not in equilibrium (Shapiro & Kang
1987, Galli & Palla 1998 and references therein) and because
there is feedback between the UV background generated by
the earliest stars and the H2 abundance, a feedback which
may be negative (e.g. Haiman, Abel & Rees 1999) or positive
(Ferrara 1998). The chemistry, cooling, hydrodynamics, and
radiative transfer are all complex (e.g. Abel et al. 2000 and
references therein). Norman & Spaans (1997) and Spaans &
Norman (1997) proposed, using a very detailed model for
the chemistry, cooling, and radiative transfer (but not the
SFR or hydrodynamics), a scenario in which the SFR is kept
at low levels until fine structure cooling by metals allows a
thermal instability, resulting in the enhanced formation of
dense clouds.
What all these studies have in common is that they
consider the gas to be quasi-static, except for gravitational
collapse. On the other hand, there is overwhelming evidence
that the Milky Way and nearby galaxies are turbulent in
some sense, with supersonic motions occurring over a very
large range of scales (see the papers in Franco & Caram-
inana 1999 for a survey). Even in protogalaxies for which
there is no stellar input to drive the turbulence, it seems
plausible that the gas will be turbulent. The Reynolds num-
bers are extremely large, so shear and compression can be
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amplified and transferred to smaller or larger scales non-
linearly by fluid advection, and there is probably no mag-
netic field (or at least only a weak one) which might sup-
press the motions. The gravitational potential of the inho-
mogeneous protogalaxy may be the original energy source.
When one considers that it is not easy to separate monolithic
collapse from the accretion of smaller, perhaps transient,
gas clouds, the protogalactic “turbulence” might resemble
smaller-scale versions of the dynamically and spatially ir-
regular systems modeled by Haenelt et al. (1998). However,
numerical simulations are incapable of determining whether
small-scale turbulence will occur because of lack of spatial
resolution.⋆ Some weak evidence that protogalaxies may be
turbulent was also found in the simulations of Kulsrud et
al. (1997). Turbulence in protogalaxies might also alleviate
the long-standing “cooling problem” for protodisk systems
(see Navarro & Steinmetz 1997 and references therein) by
reducing the efficiency of star formation even in the presence
of strong cooling.
It is therefore of interest to examine the ability of tur-
bulent motions to generate large density contrast clouds in
protogalaxies with very small metal abundances. Compress-
ible turbulence causes the gas in galaxies to “slosh” around,
giving rise to a spectrum of density fluctuations. Simulations
and phenomenological studies (Scalo et al. 1998, Passot &
Vazquez-Semadeni 1998) for turbulent galaxies have shown
that the density probability distribution (density) function
f(ρ) may be controlled by the turbulent compressiblity or
the effective barotropic index γ = d log γ/d log ρ. When γ is
small, the gas is “soft” with respect to compression by the
flow, and large densities may be attained compared to gases
with larger γ. If γ is significantly smaller than unity, an ap-
proximately power-law f(ρ) is predicted, while for γ close
to unity f(ρ) should have a nearly lognormal form (Scalo
et al. 1998, Passot & Vazquez-Semadeni 1998, Nordlund &
Padoan 1999). To the extent that the SFR is some increasing
function of the integral of f(ρ) at large densities, we expect
the SFR to be much larger in the power-law (small-γ) case
compared to the lognormal (large-γ) case, due to the pres-
ence of a longer tail at large densities in the former case (cf.
Fig. 10 of Scalo et. al. 1998). The situation is more compli-
cated when the role of magnetic field fluctuations is consid-
ered ( Vazquez-Semadeni & Passot 2000), but protogalaxies
are expected to have negligible magnetic fields (Ruzmaikin
et al. 1988) and hence we neglect this effect here.
The present paper tries to estimate the effective soft-
ness, as measured by the effective barotropic index γ, for
a turbulent protogalaxy whose cooling is dominated by H2
(and HD at the lowest temperatures). Our approach does
not include the details of H2 + HD chemistry and UV feed-
back, but instead evaluates γ for a galaxy in which H2 +HD
cooling dominates, with the H2 and HD fractions given as
parameters. As will be seen, the behavior of γ is largely in-
dependent of the H2 fraction as long as it is small. Our goal
is only to map out the regions of the temperature-density
space in which H2 +HD cooling yields “soft” ( γ < 1) or
⋆ It should be realized that even terrestrial turbulence is simply
a ubiquitous empirical fact which numerical simulations attempt
to model, but could not predict, at least until very recently.
“hard” ( γ >∼ 1) behavior, which suffices to estimate the
relative fraction of the gas driven to large densities.
We emphasize that our view of the SFR is funda-
mentally different from the model proposed by Norman &
Spaans (1997) and Spaans & Norman (1997); see also Spaans
& Carollo (1997). These authors presented detailed compre-
hensive models for many of the physical processes as a func-
tion of redshift, but ignored the potential effects of turbulent
compressions. For this reason they were led to assume that
efficient star formation will only occur when sufficient metal
production had occurred so that fine-structure cooling would
induce a phase transition via thermal instability, at redshifts
∼ 1 − 2. Besides, in view of the possibility that turbulence
effectively suppresses the thermal instability phase transi-
tion (Vazquez-Semadeni, Gazol & Scalo 2000), this picture
neglects the possibility that high density condensations can
be formed by turbulence even in a pure H2 galaxy, if the
value of γ is sufficiently less than unity. Our view of tur-
bulent cloud and star formation is similar to the picture
evvisioned by Elmegreen (1993) and Padoan (1995), except
for the sensitivity to γ.
A study complementary to the present work has been
given by Spaans & Silk (2000), who calculated γ for con-
ditions expected in quasi-static self-gravitating molecular
(i.e. shielded) clouds with metallicities Z > 0.01Z⊙. Their
calculations include a detailed treatment of the chemistry
and radiative transfer, various coolants not considered in
the Z=0 cases treated here, the thermal coupling between
gas and dust, and heating by the infrared Cosmic Back-
ground Radiation, which is important for redshifts between
about 10 and 40 if the metallicity is large enough to allow
significant dust abundances. They also discuss many impli-
cations of the resulting γ for stellar masses, high-redshift
star formation, and starburst galaxies, all in the context of
the ability of self-gravitating objects to collapse. In contrast,
the present work is concerned with the Z < 0.01Z⊙ case,
parameterizes the chemistry in terms of assumed H2 and
HD abundances, neglects dust grains (probably justified for
these small metallicities), and is focused on the maximum
densities, and hence star formation rates, that can be at-
tained in a turbulent galaxy or cloud. Primarily because of
the larger assumed metal abundances, the values of γ de-
rived by Spaans and Silk and their dependence on density
is somewhat different than found here for a pure H2 +HD
gas.
In section 2, we show explicitly how γ is determined by
the logarithimic derivatives of the heating and cooling rates.
Numerical evaluation of these derivatives and γ for a gas
containing H2 and HD are presented in section 3. Our inter-
pretation of these results and their applicability to galaxies
are discussed in section 4.
2 THE EFFECTIVE BAROTROPIC INDEX
There are several physical processes by which turbulent in-
teractions affect the density field, and these are mediated
by γ. A specific process for density amplification would be
the supersonic interaction of two velocity streams or clouds,
which will form a dense slab which may be subject to gravi-
tational instability (Elmegreen 1993) and Vishniac’s (1994)
nonlinear bending mode instability (Blondin et al. 1996,
Klein & Woods 1998). Vazquez-Semadeni, Passot & Pou-
quet (1996) pointed out that, while the density jump behind
a shock resulting from such an interaction is expected to be
of order Ma2 (Ma = Mach number) for γ = 1 (isothermal
flows), the density jump approaches eMa
2
as γ = 0. Also the
minimum Mach number required to induce gravitational in-
stability in a given region is a strong function of (1− γ), as
shown in various contexts by Hunter & Fleck (1982), Tohline
et al. (1987) among others. The importance of the effective
barotropic index (γ) of the ISM of galaxies was explored by
numerical simulations by Vazquez-Semadeni et al. (1996) in
the context of supersonic turbulence.
For a large range of conditions relevant for the inter-
stellar gas in galaxies it is true that, except for regions im-
mediately behind shock fronts, the dynamical timescale of
the gas motions in a region of size L and characteristic ve-
locity v, L/v, is much larger than the cooling time due to
microscopic processes. This inequality holds for a large num-
ber of environments, including diffuse HI and molecular gas
in our own and other galaxies, including protogalaxies (de-
pending on the scale of interest). The inequality implies that
the heating and cooling terms in the fluid energy equation
will easily adjust to balance each other on the timescale
of the dynamical flows, i.e. the gas can be considered to
be in thermal equilibrium, as first emphasized by Vazquez-
Semadeni et al. (1996). The velocity and density fields are
controlled by the momentum and continuity equations, while
the temperature (and hence pressure) are slaved to the rela-
tively slowly-varying density field through the thermal equi-
librium condition, which determines a unique temperature
(and pressure) for any given density. In effect, the gas be-
haves as a barotropic fluid with pressure given by P = ργ
where γ is determined by the thermal equilibrium condition.
A general expression for γ can be derived from the ther-
mal equilibrium condition
Λ(ρ,T) = Γ(ρ,T) (1)
where Λ and Γ are the cooling and heating rates per unit
volume. The index γ is defined by
γ ≡
dlogP
dlogρ
= 1 +
dlogT
dlogρ
(2)
where the perfect gas equation of state was used in the last
step and we neglect variations in the mean molecular weight.
Defining the function F(ρ,T) = Γ(ρ,T) − Λ(ρ,T) = 0 (by
eq.1) , we have after implicit differentiation,
dlogT
dlogρ
=
∂logΓ
∂logρ
−
∂logΛ
∂logρ
∂logΛ
∂logT
−
∂logΓ
∂logT
(3)
γ then follows from eq. 2. Our goal is to evaluate the deriva-
tives of the cooling function for cases in which the dominant
coolants are H2 and HD. In the present work we use the de-
tailed calculations of H2 cooling by LeBourlet, Pineau des
Forets, & Flower (1999) and Flower et al. (1999), which
include collisions with H, H2, and He, and use quantum me-
chanical cross-sections that supersede previous work. The
disagreement in γ that would be obtained using previous
work can be seen by examining the slopes of the cooling
curves presented in Figure A1 of Galli & Palla (1998).
For the heating rate we take the parameterized form
Γ ∝ ρaTb. The simplest case is for optically thin heating by
UV photons or heating by cosmic rays, in which case a = 1
and b = 0 to good approximation. Since in true primordial
protogalaxies with no stars it is difficult to imagine such
heating, we are assuming that some low level of star-forming
activity has already occurred. It is instructive to notice that
if the cooling rate is similarly parameterized as Λ = ρcTd,
then
γ = 1 + (1− c)/d (4)
If c=1 (for a = 1 and b = 0) , this immediately shows that for
densities large enough for collisional deexcitation to be im-
portant in controlling the level populations, so that Λ ∼ ρ
(instead of ρ2 at lower densities), the effective barotropic
index will be close to unity (isothermal), and hence the tur-
bulence will be relatively “hard.” The common assertion,
supported marginally by observations, that dense molecular
gas without internal star formation should be nearly isother-
mal is due to the fact that the densities in in these regions
exceed the critical density for CO collisional deexcitation,
not because the CO cooling is particularly efficient, as is of-
ten stated. In fact the range of densities for this condition
to hold for CO is relatively small, as pointed out by Scalo
et al. (1998). The same sort of effect will be seen below for
H2+HD.
We next examine the behavior of the logarithmic deriva-
tives of the H2 and HD cooling rates, and evaluate the tur-
bulent compressibility for the case of a simple UV or cosmic
ray dominated heating rate.
3 RESULTS
From the expression for γ derived in the previous section
we see that it is determined by the derivatives of the cooling
function. Thus, in order to obtain the correct compressibility
it is important to determine the proper cooling function (and
its derivatives) for the primordial gas. Fortunately, making a
theoretical estimate of the cooling function in the primordial
universe is simpler than the corresponding problem in the
present day universe, where there exists a large number of
coolants.
Since Saslaw & Zipoy(1967) first discussed the impor-
tance of the H2 molecule in cosmology it has been estab-
lished that main coolant in the early universe below a tem-
perature of 104 K is the H2 molecule (see Galli& Palla 1998
for a review of astrochemistry of the early universe, and
Stancil, Lepp and Dalgarno 1996 on the possible impor-
tance of other molecules, such as HD and LiH). The calcula-
tion of the H2 abundance is considerably complicated by the
non-equilibrium nature of the chemical kinetics (Shapiro &
Kang, 1987), which elevates the H2 abundance compared to
its equlibrium concentration. The detailed chemistry of H2
formation is not treated here, and we take the H2/H ratio as
a parameter. Estimates of the H2/H fraction by Tegmark et
al. (1997) and Ferrara (1998) suggest an H2 fraction of 10
−3
for protogalaxies. However a detailed consideration of the
chemical pathways for H2 formation by Galli & Palla (1998)
gives for average cosmic gas density H2/H ∼ 10
−6 for red-
shifts less than about 100. At high redshifts (z ≥ 100), H2
formation is inhibited even in overdense regions because the
required intermediaries H2
+ and H− are dissociated by cos-
mic microwave background(CMB) photons. The H2 abun-
dance can be as high as 10−3 inside collapsed clouds (Abel
& Haiman 1997, Abel et al. 2000; see section 4.1 for discus-
sion). We will show that the dependence of γ on H2 fraction
is very small for H2 fractions within three orders of magni-
tude of the adopted value of 10−6, because γ only depends
on the logarithmic derivatives of the cooling function with
respect to temperature and density, not the absolute value
of the cooling function itself. This result becomes invalid if
the H2/H fraction is a strong function of temperature or
density, which would need to be included in the logarithmic
derivatives. We neglect this effect here, since they require
detailed chemistry calculation. We have calculated γ for H2
abundances of 10−6 and 10−3 here.
Le Bourlot et al. (1999) have recently calculated the
cooling functions for a gas containing H2 molecules, which
are collisionally excited by H, He, and H2. They have com-
puted the H2 cooling rates per molecule from a detailed
computation of non-LTE level populations and quantum-
mechanical collisional cross-sections, assuming the gas to be
optically thin to these transitions. They have provided a
dataset of calculated cooling values in a wide temperature
(102− 104K), density (1− 108cm−3), nH/nH2 (10
−8 to 106),
and northo/npara (0.1 to 3) range that we have adopted for
calculating cooling values for our purpose. The results are
insensitive to northo/npara which we take as unity.
Although the HD abundance is much less than H2,
the presence of a non-zero permanent dipole moment and
smaller rotational constant make it a potentially more im-
portant coolant at lower temperatures. The question of HD
abundance in the post-recombination era is also well-studied
(see Puy et al 1993, Tegmark et al. 1997 and references
therein). We have adopted values from Galli & Palla (1998)
which give this ratio to be [HD/H2] = 1.1× 10
−3.
The HD cooling function is taken from Flower et al
(1999), who provide a routine for calculating cooling val-
ues due to HD rotational transitions within the vibrational
ground state of HD, collisionally excited by H, H2, and He,
again assuming optically thin transitions.
The H2 and HD cooling rates have been combined
to estimate the net cooling rates for a wide temperature
(102 − 104K) and density (1 − 108cm−3) range. These are
shown in Figure 1. Since Le Bourlot et al. have provided
cooling rates only for values of temperature and density
which are too widely spaced for accurate calculation of
derivatives by direct differentiation, we first needed to pro-
duce a local polynomial fit for the cooling function to avoid
“jittery” derivatives that will result from their linear in-
terpolation program. From the requirement of continuous
second-order derivatives we used a cubic spline interpola-
tion of the cooling function.
In the adopted parameterized heating rate Γ ∝ ρaTb,
the constant of proportionality is arbitrary. We do not adopt
any particular value for this constant of proportionality as
the cosmic ray and/or UV fluxes in protogalaxies are highly
uncertain, depending upon (among other things) the un-
known star formation rate. We incorporate this arbitrary
scaling of the magnitude of the heating rate by letting the
temperature be an independent variable, not coupled to the
density by the thermal equillibrium condition (which we
use only to calculate logarithimic derivatives). Thus the la-
belling of curves in our plots by temperature is essentially
a labelling by the amplitude of the heating rate. The tem-
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Figure 1. Logarithm of total (H2 + HD) cooling function per
unit volume as a function of logarithm of density for five different
values of temperature ; H2/H = 10−6 and HD/H2 = 1.1× 10−3.
perature range in actual protogalaxies may be inferred by
comparison with the hydrodynamic simulations of Abel et
al. (2000), which suggest that T = 200-800K may be appro-
priate. A brief discussion of γ in the case where adiabatic
heating dominates is given in sec. 4.1 below.
Figures 2(a) and 2(b) show the logarithmic derivative
of the H2+ HD cooling function with respect to logarith-
mic density and temperature. The derivative with respect
to logarithmic density has a value close to 2 at low densi-
ties and 1 at high densities as anticipated. The transition
of cooling function from a quadratic dependence on density
to a linear dependence takes place around the critical den-
sity above which collisional deexciation dominates radiative
decay as discussed, for example in Spitzer(1978). The deriva-
tives with respect to temperature do not show appreciable
variation with density at higher temperature and remain
more or less constant at a value close to 3. This general be-
haviour can be shown using the analytic prescription for the
H2 cooling function given by Tegmark et al. ( 1997) based
on Hollenbach and McKee (1979).
Plots of turbulent compressibilty (γ) for various tem-
peratures and H number density for [H2/H] = 10
−6 and
[HD/H2] = 1.1 × 10
−3 are shown in Figures 3(a) and 3(b)
respectively. From Figure 3(a) it is noticed that at the low-
est temperatures γ values shoot up near the critical density
of HD (see section 4.3) as collisional deexcitation takes over
from radiative decay. On the other hand, at high tempera-
tures γ varies quite smoothly with density. We attribute this
to the fact that at higher temperatures the higher energy
states are populated, and there is no single critical density
characteristic of a two-level system, as pointed out by Le
Bourlot et al. (1999) and others. Overall, between temper-
atures of 100 to 2000 K, above which H2 molecules begin
to dissociate, γ remains within a range of 0.7 to 1. It takes
a large value of 1 at large densities because cooling rates
become proportional to number density. With decreasing
Figure 2. Logarithmic derivative of total cooling function with
respect to density (a) and temperature (b) as a function of the
logarithm of density for different temperatures; H2 and HD ratios
same as in Figure 1.
density, γ decreases as the cooling function becomes pro-
portional to n2 in the low density limit. Fig. 3(b) shows
that there is not much dependence of γ on temperature for
a given density.
In Figures 4(a) and 4(b) we show how γ varies with den-
sity when the H2/H ratio is different (10
−3). The HD/H2 ra-
tio is assumed to be same as earlier. A comparison of Figure
4(b) with Figure 3(a) shows there is little difference in γ due
to change in H2/H ratio within three orders of magnitude.
Figure 4(a) shows how γ varies with density when HD is ab-
sent. A comparison of Figure 4(a) with 4(b) shows that at
small densities and low temperatures the gas is much harder
in absence of HD . This implies that HD cooling is “softer”
at low densities than H2 cooling. At higher temperatures
Figure 3. Barotropic index (γ) as a function of the logarithm
of density(a) and temperature(b); H2 and HD ratios same as in
Figure 1.
the two plots look almost identical because the contribution
of HD to the total cooling function becomes insignificant in
those temperatures.
4 DISCUSSION
4.1 Density Range
Because our derived values for the turbulent compressibility
depend sensitively on whether the density is above or below
the effective critical density for collisional deexcitation, it
is important to understand the density ranges expected in
protogalactic objects. Although no certain conclusion can be
reached, suggestive results can be found in the recent highly
resolved simulations of Abel, Bryan, & Norman (2000). Abel
Figure 4. Barotropic index (γ) as a function of the logarithm of
density, when the cooling is due to H2 molecule only (a), and due
to both H2 and HD molecule (b); H2/H = 10−3 and HD/H2 =
1.1× 10−3.
et al. found that primordial molecular clouds with masses
∼ 105M⊙ are formed at the intersections of filaments at red-
shifts around 40, with average H2 fraction less than about
10−4 and particle densities much less than 1cm−3. The den-
sity at the center of the most massive clump during the
period Z= 35 to 23 is about 0.3 to 3 cm−3, with T ris-
ing from ∼ 200K to ∼ 800K due to adiabatic heating, and
f(H2) increasing from about 10
−5 to 10−4 during this period.
After redshift ∼ 23 the density increases rapidly, reaching
104cm−3. In the densest core the cooling time is comparable
to the free fall time, so our assumption of fast cooling is not
valid.
For these reasons our calculations are applicable only to
the GMC-like structures which have smaller densities. The
largest densities are presumably due to the fact that the low-
density gas is highly compressible, as we have explained in
terms of the basic cooling physics here, while we expect the
evolution of the dense cores, even when aided by self-gravity,
to be relatively “hard”, since at these large densities the H2
is nearly in LTE and the value of γ should be large. The
value of γ probably remains large during the contraction of
the cores if they are able to gravitationally collapse (Spaans
& Silk 2000).
This can be seen as follows. If adiabatic (compressional)
heating at the free-fall rate dominates, then using ∇.~u =
−d log ρ/dt ∼ 1/τff in the internal energy equation shows
that the heating rate scales as ρ3/2 (using τff ∼ ρ
−1/2). Us-
ing this heating rate and reading off the logarithmic deriva-
tive of the cooling rate from Fig. 2, equations 2 and 3 show
that at densities n = (102, 104, 106), γ ≈ (0.8, 1.0, 1.3). The
latter value of γ holds approximately for all densities greater
than 106cm−3. Thus the gas becomes increasingly “hard”
with increasing density. Only at the lowest densities is the
gas moderately “soft”. This is similar to what we found for
diffuse heating, except that the values of γ are larger and the
densities required for “soft” behavior are smaller in the com-
pressional heating case. Notice that for n >∼ 10
6 the value
of γ is sufficiently close to the critical value of 4/3 that
classical fragmentation should be prevented, i.e. the ther-
mal Jeans mass cannot decrease with increasing density. A
similar result was found by Spaans & Silk (2000) who con-
sider gas-grain heating rather than adiabatic compressional
heating. This implies that the mass associated with densities
around 106cm−3 will be the maximum mass of Pop III ob-
jects. However the result is tentative, since our assumption
of thermal balance may not be valid for collapsing objects.
4.2 Metallicity and Redshift
Our results are only relevant for protogalaxies whose metal-
licity is so small that H2 and HD cooling dominates. Based
on the detailed calculations of Norman & Spaans (1997)
and Spaans & Norman (1997), the transition metallicity is
Z ∼ 0.01Z⊙. At larger Z cooling by fine structure atomic and
ionic lines dominates for the densities and temperatures of
interest. We adopt this as the critical metallicity here.
The question of the redshift at which this critical Z
is reached in a cosmic-averaged sense cannot be answered
at present. Metals and dust have been observed in galaxies
with redshifts of at least 5 (Armus et al. 1998). Observa-
tions of Fe and, to a lesser extent, Zn in high-redshift Ly
α clouds (Prochaska & Wolfe 2000) indicates that the col-
umn density-weighted Fe abundance relative to the solar
system is about 0.025 for redshifts between 1 and 4, and
is remarkably constant. There is a large range in Fe abun-
dance at given redshift, but only a small fraction of Ly α
clouds have Fe abundances as small as the estimated critical
value, suggesting that the H2 cooling-dominated phase ter-
minates at redshifts less than at least 4 on average. Pettini
et al. (1997) estimate the average metallicity in damped Ly
α systems to be ∼ 0.05Z⊙ at Z=3. For the lower column
density Ly α forest clouds, carbon abundances (Tytler et
al. 1995, Songaila & Cowie 1996 and references therein) are
approximately 0.01 times solar, but the overall metallicity
(dominated by oxygen) may be larger. An extreme lower
limit for the metallicity of the Ly α forest at redshift 3 is
0.001Z⊙ (Songaila 1997). Observations of both emission and
absorption lines intrinsic to QSOs give solar or higher metal-
licities out to redshifts of at least 4 (see Hamann 1998 and
references therein). How these results relate to metallicities
in the bulk of galactic gas is currently unknown, but do show
that the present results are only applicable to galactic nuclei
at much larger redshifts. Based on studies of the intergalac-
tic medium and elliptical galaxies in clusters, Renzini (1998)
has argued that the mean metallicity of the universe at z ∼ 3
is about 0.1Z⊙.
Theoretically, the problem is extremely complicated,
since the metal enrichment rate depends on both the star
formation rate, which is essentially a parameter in all mod-
els and is only very weakly constrained by observations,
the IMF, which is unknown, the ejection of metals from
galaxies by supernova-energized outflows, and other factors.
The redshift corresponding to Z= 0.01Z⊙ in the Norman &
Spaans (1997) models was about 3. A recent calculation of
the evolution of the cosmic metallicity by Pei, Fall, & Hauser
(1999), assuming an IMF lower mass limit of 0.1M⊙, shows
that metallicities as small as 0.01Z⊙ occur only for redshifts
greater than 5, consistent with the limit from the Ly α obser-
vations. As pointed out by Padoan et al. (1999) and others, if
the IMF is strongly weighted toward high-mass stars, metal
enrichment might only take about 107 yr because the metal
yield (mass of metals produced relative to total mass incor-
porated into a generation of stars) will be large. A plot of
yields as a function of IMF lower mass cutoff is given in Scalo
(1990). Another way to look at the problem is to assume a
redshift for the formation of the first star-forming objects
and timescale for metal enrichment. For example, the sim-
ulations of Abel et al. (2000) produce GMC-mass clouds at
redshift Z ∼ 40, in rough agreement with some previous
non-simulation estimates (e.g. Tegmark et al. 1997). If star
formation proceeds with a “normal” IMF, the duration of
metal enrichment may be about 108 years, corresponding
to a critical metallicity of 0.01Z⊙ at redshift 15 (assuming
Λ = 0, q = 1/2,H0 = 75 cosmology). If the protogalaxy IMF
is extremely top-heavy, then the enrichment may only take
about 107 yr, corresponding to a redshift of about 34 for the
same cosmology.
We conclude that if the IMF in galaxies is not extremely
top-heavy, then our calculations of γ for a gas dominated
by H2 +HD cooling may be relevant, in a cosmic-averaged
sense, from the epoch of galaxy formation to redshift about
4-5, with great uncertainty. In the “worst case” scenario in
which star formation was rapid and the IMF was heavily
weighted to massive stars, the duration of metal enrichment
∼ 107 yr implies that the H2-dominated phase covered the
narrow redshift range from around 40 to 30. However the
cosmic average may not be very relevant. One general con-
clusion that follows from the observational considerations
above is that the universe was chemically very inhomoge-
neous at redshifts up to ∼ 5.
4.3 The critical density
To use these results to predict SFR in protogalaxies we need
to have predictions about the critical value of γ below which
the density pdf develops a power-law tail. This tail behavior
occurs at γ values as large as 0.7 to 0.8 in simulations by
Passot and Vazquez-Semadeni (1998) and Scalo et al.(1998).
Figure 5. Logarthmic derivatives of the cooling functions due to
HD and H2 separately as functions of the logarithm of density at
T= 100K and 200K . H2 and HD ratios same as in Figure 4.
So depending upon the critical value of γ, densities from sev-
eral hundreds to several thousands should be commonly at-
tained by turbulent compressions. If gravitational collapse
can commence at such densities, then the SFR in proto-
galaxies should be appreciably larger than that has been
previously speculated ( e.g. Spaans & Norman 1997, Nor-
man & Spaans 1997). On the other hand, γ approaches a
value of unity above densities ∼ 105. So if such densities or
higher are required for commencement of gravitational col-
lapse then the SFR should be low in protogalaxies. In any
case we note that the H2+ HD gas can only attain a lowest
value of γ of 0.7, which is still considerably “harder” than
for fine structure cooling of atomic gas. Thus the conclusion
of Norman & Spaans (1997) and Spaans & Norman (1997)
that the SFR should peak when the fine structure cooling
commences may be valid, but because of the differences in
turbulent compressibility, not because of thermal instability.
The most interesting result is that at low temperatures
the gas becomes abruptly hard above the critical density for
collisional deexcitation for HD, implying that structure for-
mation at those temperatures is unlikely to occur above the
critical density. We conclude that the structures that form
by turbulent interactions at temperatures below a few hun-
dred degrees can be characterized by an upper density limit
which is the critical density for the equality of collisional
and radiative deexcitation, since the value of γ approaches
unity for larger densities. This result is similar to the sit-
uation for CO-dominated cooling in contemporary molec-
ular clouds where γ is small below the critical density for
collisional de-excitation (Scalo et al. 1998). This result im-
plies that realistic density distributions for protogalactic or
present day large metalicity galaxies can only be obtained
from simulations if the details of cooling function are ac-
counted for; isothermal simulations will clearly underesti-
mate the densities of clouds formed by turbulence.
We predict that the distribution of gas densities formed
by turbulent interactions should have a peak corresponding
to the critical density for HD collisional deexcitation, which
is ∼ 104cm−3. It is important to note that if HD cooling
is absent the critical density would be determined by H2 ,
which has a critical density of ∼ 102, as seen from Fig. 5.
It is interesting that densities larger by a factor of hundred
can be attained by turbulence in a universe like ours, with
relatively large D abundance, compared to a situation in
which D abundance is much smaller.
Galaxies with larger metal abundances should have a
peak at densities corresponding either to fine structure cool-
ing (if molecules cannot form) or carbon monoxide (domi-
nant coolant for molecular gas at moderate densities) cool-
ing. The critical densities for collisional deexcitation in case
of fine structure cooling would be ∼ 103cm−3 if CII is the
dominant coolant and ∼ 105cm−3 if OI is the main species.
The critical density when CO is the dominant coolant is
roughly ∼ 103cm−3 depending on the temperature (see
Goldsmith & Langer 1978). If the medium is optically thick
to its own radiation, then radiative trapping can also reduce
the density dependence of the cooling rate; however a proper
treatment must include radiative line transfer, and there is
currently no viable model for line transfer in a turbulent
medium. Existing calculations that use escape probabilities
show the sensitivity of the radiative trapping critical den-
sity to the adopted velocity gradient parameter (Goldsmith
& Langer 1978, Qaiyum & Ansari 1987) for CO.
We appreciate detailed comments by Enrique Vazquez-
Semadeni.
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