A stable linear time-invariant classical digital control system with several widely different small coefficients multiplying the lowest functions is considered. It is formulated as a multi-parameter singularly perturbed system. Perturbation methods are developed for both initial and boundary value problems based on asymptotic expansions of the perturbation parameters. The approximate solution consists of an outer solution and a number of boundary layer correction solutions equal to the number of initial conditions lost in the process of degeneration. An example is provided for illustration.
Introduction
The dynamics of many continuous-time and digital systems are described by high order differential and difference equations, respectively. Frequently, the presence of small parameters such as time constants, masses, moments of inertia, inductances and capacitances is the source of increased order in the system. A system in which the suppression of a small parameter is responsible for the degeneration of the dimension of the system is called a singularly perturbed system. Such a system possesses widely separated clusters of eigenvalues exhibiting slow and fast phenomena or time-scale phenomena. The high dimensionality coupled with the time-scale behaviour makes the system computationally stiff resulting in the use of extensive numerical routines.
We frequently encounter boundary value problems (BVPs) in optimal control [17] . The solution of BVPs is always a concern. The solution of two-point boundary value problems (TPBVPs) of stiff systems requires special methods such as shooting techniques [16] . Even these special methods are trial and error methods. The singular perturbation methods, which are not trial and error methods, remove stiffness, reduce the order of the system and satisfy the specified boundary conditions of the system. The crux of singular perturbation theory is as follows. The degenerate system, obtained by suppressing the perturbation (small) parameters is of reduced order and can satisfy the specified boundary conditions of the slow modes only. The rest of the specified boundary conditions of the fast modes are lost in the process of stiffness removal (degeneration). Boundary layers are formed due to the nonuniform convergence of the exact solution to the degenerate solution. Boundary layers correspond to the rapid region of transition in the exact solution. Now boundary layer corrections have to be added to recover the lost boundary conditions and to improve the degenerate solution. Also boundary layer corrections should ensure that the solution is unique.
Singular perturbation theory in continuous-time control systems is well documented and has reached a level of maturity [1, 14, 4, 18, 11] . Singular perturbation analysis of digital systems is gaining momentum [11, 15, 12, 2, 19, 3, 10, 9, 13, 8, 7, 6, 5] .
Research into singular perturbation analysis of digital systems started with one small parameter (two-time-scales) [15, 12] and then extended to two small parameters (threetime-scales) [10, 9] . These singular perturbation methods were applied to optimal control problems [2, 8, 7] . Now they are being extended to multi-parameters with multi-time-scales. Multi-time-scale problems are prevalent in engineering and other applications [11] . Already singular perturbation methods, for initial and boundary value problems of multi-parameter multi-time-scale linear time-invariant (LTI) digital control systems with stable fast modes giving rise to boundary layers at the initial point (k = 0), are being reported in state space form [6] . In the present paper, we consider the same system in classical form and formulate it as a multi-parameter system and develop perturbation methods for initial and boundary value problems.
Statement of the problem
We consider an AE.= m + n + p + q + · · · + s/th-order stable linear time-invariant digital control system described by a difference equation as In other words, the system is a multi-time-scale one with clusters of eigenvalues of different orders of magnitude giving rise to slow, fast, faster and fastest modes. The basic idea of one-and two-parameter problems and the relationship between the coefficients and eigenvalues is explained in the Appendix where a second-order system is considered. Based on the two-parameter problem [10, Appendix] and multi-parameter problem [6] , by a suitable choice of coefficients, (2.1) may be written as
where h 
where g is the desired order of approximation. Substituting (3.1) into (2.2) and equating the coefficients of like powers of the perturbation parameters, a set of equations will be obtained. For the zeroth-order approximation (h 
where Þ = 010 : : : 0; : : : ; 0 : : : 01.
Boundary layer correction (BLC) solutions
The transformations to be applied to (2.2), to generate transformed systems corresponding to each perturbation parameter, are where − = c; d; e; : : : ; v of (3.3). Substitute (3.4) in the corresponding transformed system and collect the coefficients of like terms of the perturbation parameters. This process gives BLC equations that are to be solved to obtain the total series solution.
Total series solution
The total series solution is given as the sum of the outer series solution (3.1) and the BLC solutions (3.4) as In (3.5) the terms with negative powers for the perturbation parameters of the transformations are defined to be zero.
Boundary conditions
The boundary conditions, required to solve the outer equations (2.5) and (3.2) and the BLC equations resulting from Section 3.2, should be known a priori. These are furnished from the fact that the total series solution (3.5) should satisfy the given boundary conditions. This results in the following relations in the case of an IVP: In the case of a BVP where N −.m−1/ > AE−m, the following boundary conditions are to be used in place of (3.6a), (3.6c), (3.6d) and (3.6g) for the outer equations. The initial conditions required for BLC solutions remain the same as given above:
here Þ = 10 : : : 0; : : : ; 0 : : : 01, i = m − 1; : : : ; 1; 0. Furthermore this selection process of boundary conditions ensures that the total series solution (3.5), which consists of the transformations (3.3), is unique.
Asymptotic correctness
In order to prove the asymptotic correctness of the formal series expansions of (3.5), it needs to be shown that
where w.k/ and w g .k/ are the exact and gth-order solutions, respectively. The proof for asymptotic correctness may be obtained in a similar way as in [6] .
Algorithm
For a particular order of approximate solution, first find the outer solution. Next, add the BLC corresponding to the least singular transformation. Continuing this process add the BLC corresponding to the most singular transformation finally.
Illustrative example
Consider the system The degenerate solution (no correction terms) is given by
The zeroth-order solution (incorporating correction terms not involving parameter terms) is given by
The first-order solution (incorporating correction terms up to first-order parameter terms) is 
These series solutions are compared with the exact solution in Table 1 .
From Table 1 , we note that (i) The degenerate solution, obtained by making h 1 , h 2 and h 3 equal to zero in (4.1), is unable to satisfy the initial conditions w.2/, w.1/ and w.0/.
(ii) The zeroth-order solution, obtained using (3.5), incorporates BLCs and hence it recovers the initial conditions w.2/, w.1/ and w.0/. Thereafter, that is, for k > 2, it remains equal to the degenerate solution. (iii) Also note the very big boundary layer jumps at k = 0 (from 12500 to −2:074985), at k = 1 (from 100 to −2:09781) and at k = 2 (from 10 to −2:120886), between the exact and degenerate solutions, indicating the nonuniform convergence and the effects of multi-time-scales (change in magnitudes of boundary layer jumps).
(iv) The first-order solution improves the zeroth-order solution and is much closer to the exact solution in the mean square sense.
Main results and contributions of the paper
(1) Development of a system model, in classical form, amenable to singular perturbation analysis for a class of linear time-invariant stable multi-time-scale digital control systems with several small parameters of widely different magnitudes. (2) Transformations required, for boundary layer corrections that result in a unique solution, are provided. (3) Perturbation methods are developed for possible initial and boundary value problems of the system considered.
Conclusions
So far singular perturbation methodology has been developed for mainly one-and two-parameter problems in digital control systems. The generalisation process of singular perturbation methodology, for any number of parameters in digital control systems represented in state space form, has already started [6, 5] . The main aim of this paper is to present a generalised singular perturbation methodology for initial and boundary value problems of digital control systems represented in classical form. Accordingly singular perturbation methods have been developed for initial and boundary value problems of a stable linear time-invariant multi-parameter multi-time-scale digital control system with small parameters multiplying the lowest functions. Please note that the large number of corrections does not pose a problem due to the fact that all corrections need be evaluated for only a limited number of values of k depending on the order of approximation, as shown in the illustrative example. The methods are given up to first-order approximation and can be easily extended to higher order approximations if required. When we suppress h 1 and h 2 in (A.4), we get a trivial solution and the initial conditions w.0/ and w.1/ are lost in this degeneration process. These two initial conditions are to be recovered from the transformed equations. To find the corresponding transformations we approximate the roots of (A.3), assuming |4h 2 | < 1, using the binomial expansions If we add a slow stable mode (which gives rise to a coefficient of O.1/, as the slow eigenvalues are of O.1/ in digital systems) to the system (A.1), case (1) becomes a two-time-scale system whereas case (2) becomes a three-time-scale system.
