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The random Schro¨dinger equation: slowly decorrelating
time-dependent potentials
Yu Gu∗ Lenya Ryzhik∗
Abstract
We analyze the weak-coupling limit of the random Schro¨dinger equation with low frequency
initial data and a slowly decorrelating random potential. For the probing signal with a suf-
ficiently long wavelength, we prove a homogenization result, that is, the properly compen-
sated wave field admits a deterministic limit in the “very low” frequency regime. The limit is
“anomalous” in the sense that the solution behaves as exp(−Dts) with s > 1 rather than the
“usual” exp(−Dt) homogenized behavior when the random potential is rapidly decorrelating.
Unlike in rapidly decorrelating potentials, as we decrease the wavelength of the probing signal,
stochasticity appears in the asymptotic limit – there exists a critical scale depending on the
random potential which separates the deterministic and stochastic regimes.
1 Introduction
We consider the weakly random Schro¨dinger equation
i∂tφ+
1
2
∆φ− εV (t, x)φ = 0 (1.1)
with a low frequency initial condition φ(0, x) = φ0(ℓx). Here, ε≪ 1 is a small parameter measuring
the strength of the random potential V (t, x), and ℓ≪ 1 is the ratio of the typical scale of variations
of the potential to that of the initial data. We are interested in the long time behavior of the
solution, on the scales such that the effect of the weak random potential is visible. When the
temporal and spatial correlations of the random potential are decaying rapidly, this problem was
addressed in [2] when ℓ = 1 (so that the initial condition is not slowly varying), and in [1, 7]
for ℓ ≪ 1. We should also mention the papers [3, 14] where the kinetic limit for the case ℓ = 1 is
obtained in the much harder case of time-independent random potentials. In the aforementioned
papers, with the rapid decay of the correlations of the random potential, the solution of (1.1) is
affected by the random potential in a non-trivial way on a universal time scale t ∼ ε−2 which
depends neither on the typical scale of variations of the initial data nor on the covariance structure
of the random potential. Moreover, the limit is deterministic for all ℓ ≪ 1 – all solutions with
slowly varying initial data homogenize at times t ∼ ε−2. Here, we are interested in what happens
when the correlations of the random potential decay slowly. As we will see, then the time scale to
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observe “non-trivial” behaviors indeed depends on the correlations of the random potential and is
not universal. Moreover, the observed behavior on this time scale varies dramatically depending
on the scale of variations of the initial condition even for slowly varying initial data.
Let us now be more specific about our assumptions on the random potential V (t, x). It is a
stationary mean-zero Gaussian random field, with the spectral representation
V (t, x) =
∫
Rd
eip·x
V˜ (t, dp)
(2π)d
(1.2)
and the covariance function
R(t, x) = E{V (t+ s, x+ y)V (s, y)} =
∫
Rd
Rˆ(p)e−g(p)teip·x
dp
(2π)d
. (1.3)
Here,
Rˆ(p) =
a(p)
|p|2γ+d−2 , g(p) = µ|p|
2β , (1.4)
are, respectively, the spatial power spectrum of the potential and its spectral gap. The cut-off
function a(p) ≥ 0 is bounded and compactly supported, and µ > 0 is a constant. The role of the
parameters γ > 0 and β > 0 can be seen by setting t = 0 and x = 0, respectively, in (1.3):
R(0, x) =
∫
Rd
eip·x
a(p)
|p|2γ+d−2
dp
(2π)d
∼ 1|x|2−2γ , |x| ≫ 1,
and
R(t, 0) =
∫
Rd
e−µ|p|
2βt a(p)
|p|2γ+d−2
dp
(2π)d
∼ 1|t|(2−2γ)/(2β) , |t| ≫ 1.
One of the main results of [7] is that in the case γ + β < 1 (rapidly decorrelating potentials), on
the time scale t ∼ ε−2, and after a proper phase compensation, the wave field is homogenized –
it is nearly deterministic, as long as ℓ ≪ 1. In this paper, we consider the opposite regime: the
parameters γ and β satisfy
0 < γ, β < 1, γ + β > 1, (1.5)
so that the correlation function decays slowly. Our goal is to explore the asymptotic behavior of
the wave field, and its dependence on the the initial condition.
We mention that the case ℓ = 1, that is, when the the probing signal varies on a scale comparable
to that of the random potential, was investigated in [2]. It was shown that, after the phase
compensation, the wave field behaves on an anomalous time scale like a lognormal distribution.
The possible asymptotic limits
Before presenting our main results, let us give a heuristic explanation of what one may expect.
From now on we assume that ℓ = εα, and investigate different values of α > 0. Consider a time
scale ε−κ with some κ > 0 to be determined. The rescaled wave function
φε(t, x) = φ(
t
εκ
,
x
εα
),
2
satisfies the rescaled Schro¨dinger equation
i∂tφε(t, x) +
1
2
ε2α−κ∆φε − 1
εκ−1
V (
t
εκ
,
x
εα
)φε(t, x) = 0, φε(0, x) = φ0(x). (1.6)
The modified potential
Vε(t, x) =
1
εκ−1
V (
t
εκ
,
x
εα
) (1.7)
has the covariance function
Rε(t, x) =
1
ε2κ−2
∫
Rd
a(p)
|p|2γ+d−2 e
−µ|p|2βt/εκeip·x/ε
α dp
(2π)d
=
∫
Rd
a(pεκ/2β)
|p|2γ+d−2 e
−µ|p|2βtei(p·x)ε
κ
2β
−α dp
(2π)d
,
(1.8)
which is of order O(1) provided that the time scale exponent is chosen as
κ =
2β
2β + γ − 1 . (1.9)
It follows from (1.5) that 1 < κ < 2, hence the time scale ε−κ is much shorter than the classical
central limit theorem time scale ε−2. We also see that for α = αc, with
αc =
κ
2β
=
1
2β + γ − 1 , (1.10)
the rescaled potential Vε(t, x) has the same distribution as V (t, x) modulo the effects from the cut-
off a(p). The self-similar structure of the power spectrum plays an important role in our analysis.
Let us ignore, for the moment, the effects of the term ε2α−κ∆ in (1.6), so that this equation
formally reduces to an ODE. If α = αc, the rescaled covariance function has a limit,
Rε(t, x)→ R¯(t, x) =
∫
Rd
a(0)
|p|2γ+d−2 e
−µ|p|2βteip·x
dp
(2π)d
(1.11)
as ε → 0, which can be identified as the covariance function of a generalized Gaussian random
field W˙ (t, x). That is, there exists a generalized fractional Gaussian random field W˙ (t, x) so that
E{W˙ (t+ s, x+ y)W˙ (s, y)} = 1
(2π)d
∫
Rd
a(0)
|p|2γ+d−2 e
−µ|p|2βteip·xdp. (1.12)
Thus, when α = αc, for each x ∈ Rd we formally have
∂tφε(t, x) ≈ −iW˙ (t, x)φε(t, x) (1.13)
when ε is small, so the solution is approximately
φε(t, x) ≈ φ0(x) exp
{
− i
∫ t
0
W˙ (s, x)ds
}
. (1.14)
Furthermore, when α ∈ (0, αc), the limit of the covariance function is
Rε(t, x)→ 1
(2π)d
∫
Rd
a(0)
|p|2γ+d−2 e
−µ|p|2βtdp, (1.15)
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so the spatial variable is “frozen” and there is only temporal mixing. Then, (1.6) becomes, formally:
∂tφε(t, x) ≈ −iW˙ (t, 0)φε(t, x) (1.16)
with the approximate solution
φε(t, x) ≈ φ0(x) exp
{
− i
∫ t
0
W˙ (s, 0)ds
}
. (1.17)
Its Fourier transform
φˆ0(ξ) exp
{
− i
∫ t
0
W˙ (s, 0)ds
}
coincides with the limit in the case α = 0 [2, Theorem 1.2].
On the other hand, when α > αc, the covariance (1.8) is highly oscillatory, and so is the
corresponding noise W˙ (t, x/εα−αc ), and it is not clear on this formal level what the limit should
be. It turns out that the oscillations will lead to a deterministic limit.
The main result
We analyze the problem in the Fourier domain, where (1.6) can be written as
i∂tφˆε − 1
2
ε2α−κ|ξ|2φˆε − V̂εφε = 0.
The initial profile φ0 is assumed to be of the Schwartz class: φ0 ∈ S(Rd). As in [2, 7], in or-
der to eliminate the large phase coming simply from the deterministic evolution, we consider the
compensated wave function
ψε(t, ξ) = φˆε(t, ξ)e
i|εαξ|2t
2εκ = εαdφˆ(
t
εκ
, εαξ)e
i|εαξ|2t
2εκ . (1.18)
Let us emphasize that ξ ∼ O(1) in the argument of the function ψε(t, ξ) corresponds to ξ ∼ O(εα)
in the argument of the function φˆ(t, ξ). In the following, if we refer to the order of frequencies, it
is with respect to the argument of φˆ.
In order to formulate the main result, we define the following constants
K1 = Ωd
∫ ∞
0
e−µρ
2β dρ
ρ2γ−1
,
where Ωd is the surface area of the unit sphere in R
d, and
K2(λ, ξ) =
∫
Rd
e−µ|w|
2β eiw·ξλ
1−(2β)−1
|w|2γ+d−2
dw
(2π)d
,
D =
a(0)K1κ
2
(2π)d(2− κ) ,
D(t, ξ) =
a(0)
(2π)d
∫
[0,1]2
|s− u|− 1−γβ K2(|s − u|t, ξ)dsdu.
We denote byN(0, σ2) a random variable with the normal distribution of mean zero and variance σ2,
and by W˙ (t, x) a generalized fractional Gaussian mean-zero random field with covariance (1.12).
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Theorem 1.1. For each fixed t > 0, ξ ∈ Rd, the compensated wave function ψε(t, ξ) converges
in distribution, as ε → 0, to a limit ψ¯(t, ξ) defined as follows: (i) if α > αc, then the limit is
deterministic:
ψ¯(t, ξ) = φˆ0(ξ) exp
{
− 1
2
Dt2/κ
}
,
(ii) for α = αc the limit is random:
ψ¯(t, ξ) =
∫
Rd
φ0(x)e
−iξ·x exp
{
− i
∫ t
0
W˙ (s, x)ds
}
dx,
(iii) if 0 < α < αc and β ∈ (0, 1/2], or κ−αc < α < αc and β ∈ (1/2, 1), then the limit is random:
ψ¯(t, ξ) = φˆ0(ξ) exp
{
iN(0,Dt2/κ)
}
,
(iv) if α = κ− αc and β ∈ (1/2, 1), then
ψ¯(t, ξ) = φˆ0(ξ) exp
{
iN(0,D(t, ξ)t2/κ)
}
.
We point out that when α ∈ (αc,∞), the limit in Theorem 1.1 is deterministic, thus we have a
convergence in probability. This means that solutions with “sufficiently low frequency” initial data
homogenize also in the random potentials with slowly decaying correlations. The (non-standard)
time factor t2/κ in the exponent reflects the slowly decorrelating nature of the random media, and
should be contrasted with the exponential decay in time exp(−Dt) of the homogenized limit in
rapidly decorrelating potentials [7]. It is also worth noting that the wave field is attenuated in the
limit and the exponential decay in time implies a loss of mass (the L2 norm). The same phenomenon
occurs in the rapidly decorrelating potentials [7], where the mass lost from the low frequencies of
the order O(εα) escapes to the high frequencies of the order O(1).
A key feature of Theorem 1.1 is the existence of a critical wavelength scale O(ε−αc) of the
probing signal, which separates the deterministic and random regimes. This is very different from
the Schro¨dinger equation with rapidly decorrelating potentials, where homogenization happens for
all slowly varying initial data (any α > 0), as was proved in [7]. In addition, the random vari-
able N(0,Dt2/κ) that arises in the limit for α < αc can be identified as the (one-point) distribution
of a fractional Brownian motion at time t, which may be written as
√
DB1/κ(t) =
∫ t
0
W˙ (s, 0)ds,
in agreement with our informal analysis. Such fractional limits are typical for additive functionals
of Gaussian random variables with slowly decaying correlations, but it is not a universal limit and
comes from the specific covariance structure of the Gaussian field [13]. A posteriori, this limit
justifies the basic assumption of the informal computation we have shown above: the effects of the
Laplacian operator are suppressed via the phase compensation, the dynamics is essentially reduced
to an ODE, and the random potential behaves as a fractional Gaussian noise in the limit. We
should mention that the restriction α ≥ κ − αc for β ∈ (1/2, 1) is a limitation of the technique of
the proof, and is the analog of the restriction β ≤ 1/2 that was needed in [2] in the case α = 0
considered there.
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A heuristic explanation of homogenization in the “very low frequency” regime (α > αc) may
be as follows. Up to the time scale ε−κ, the characteristic frequencies of the slowly decorrelating
medium are of the order O(εαc) – this can be seen from expression (1.8) for the rescaled covari-
ance Rε(t, x). For the probing signal with a bandwidth narrower than O(ε
αc), of the order O(εα)
with α > αc, the interactions of the signal with the medium frequencies can only produce fre-
quencies outside of the original bandwidth, so only the ballistic component survives in the limit,
leading to the homogenization result. On the other hand, if the probing signal signal has bandwidth
wider than O(εαc), that is, α < αc, then the interactions with the medium frequencies can produce
frequencies inside the initial bandwidth, and the limit is stochastic.
To the best of our knowledge, the first study of wave propagation in slowly decorrelating media
was done in the one-dimensional case [6, 12], where it was shown that a pulse going through a
random medium with long-range correlation performs a fractional Brownian motion around its
mean position, as opposed to the regular Brownian motion in the rapidly decorrelating case [5]. On
the other hand, the motion of particles in such random media leading to fractional Brownian limits
was considered in [4, 10, 11]. We also mention the recent work of [8, 9] analyzing the wave energy
instead of phase evolution, where a time-separation is observed due to the long-range correlations
in the random potential.
The paper is organized as follows. In Section 2, we introduce the Duhamel expansion and
prove some basic moment estimates. Next, we prove the homogenization result in Section 3. The
discussion of the stochastic regimes is in Section 4.
Acknowledgment. This work was supported by the AFOSR NSSEFF Fellowship and NSF
grant DMS-1311903.
2 The Duhamel expansion and a moment estimate
The basic strategy in the passage to the limit ε → 0 is the same as for rapidly decorrelating
potentials in [7]. We consider the Duhamel expansion for the function ψε and study its moments
using the expansion. In this section, we introduce the series and establish a uniform (in ε ∈ (0, 1))
bound on the moments of the terms in the expansion. This will allow us to pass to the limit
term-wise in the series for any moment of the compensated wave function.
The Duhamel expansion
A straightforward calculation shows that the compensated wave function ψε defined in (1.18) sat-
isfies the following integral equation:
ψε(t, ξ) = φˆ0(ξ) +
ε
iεκ
∫ t
0
∫
Rd
V˜ ( sεκ , dp)
(2π)d
ei(|ε
αξ|2−|εαξ−p|2)s/2εκψε(s, ξ − p
εα
)ds. (2.1)
The solution of (2.1) can be written as an iterated series:
ψε(t, ξ) =
∞∑
n=0
fn,ε(t, ξ), (2.2)
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with the individual terms
fn,ε(t, ξ) =
( ε
iεκ
)n ∫
∆n(t)
∫
Rnd
n∏
j=1
V˜ (
sj
εκ , dpj)
(2π)d
eiGn(ε
αξ,s(n),p(n))/εκ φˆ0(ξ − p1 + . . . + pn
εα
). (2.3)
The phase factor in (2.3) is
Gn(ξ, s
(n), p(n)) =
n∑
k=1
(|ξ − p1 − . . .− pk−1|2 − |ξ − p1 − . . . − pk|2)sk
2
. (2.4)
We used here the convention f0,ε(t, ξ) = φˆ0(ξ), and have set p0 = 0, p
(n) = (p1, . . . , pn), as well
as s(n) = (s1, . . . , sn). We have also defined the time simplex
∆n(t) = {0 ≤ sn ≤ . . . ≤ s1 ≤ t}.
As has been shown in, for instance, [2, 7], the series (2.2) converges, and one can take the
expectation of ψε and its moments term-wise, as long as ε > 0 is fixed. Thus, the proof of
Theorem 1.1 boils down to the asymptotic analysis of the moments of the form
E{fm1,ε . . . fmM ,εf∗n1,ε . . . f∗nN ,ε}. (2.5)
As V is a mean-zero Gaussian field, a non-zero contribution comes only from the terms with
M∑
i=1
mi +
N∑
j=1
nj = 2k (2.6)
for some k ∈ N.
We will denote “the random part” in (2.5) as
IM,N =(2π)
−2kdV˜ (
s1,1
εκ
, dp1,1) . . . V˜ (
s1,m1
εκ
, dp1,m1) . . . V˜ (
sM,1
εκ
, dpM,1) . . . V˜ (
sM,mM
εκ
, dpM,mM )
× V˜ ∗(u1,1
εκ
, dq1,1) . . . V˜
∗(
u1,n1
εκ
, dq1,n1) . . . V˜
∗(
uN,1
εκ
, dqN,1) . . . V˜
∗(
uN,nN
εκ
, dqN,nN ).
Here, sj and pj variables come from the terms fmk,ε, – each of them involves mk temporal vari-
ables sk,1, . . . , sk,mk andmk momentum variables pk,1, . . . , pk,mk , while the variables uk and qk come
from the terms f∗nk,ε in (2.5). Using the rules of computing the 2k−th joint moment of mean zero
Gaussian random variables, we write
E{IM,N} =
∑
F
∏
(vl,vr)∈F
e−g(wl)|vl−vr |/ε
κ
δ(wl + wr)Rˆ(wl)
dwldwr
(2π)d
. (2.7)
The summation
∑
F extends over all pairings F formed over the vertices
{s1,1, . . . , s1,m1 , . . . , sM,1, . . . , sM,mMu1,1, . . . , u1,n1 , . . . , uN,1, . . . , uN,nN }.
In (2.7), vl, vr are the two vertices of a given pair, and wl, wr are the corresponding p, q variables,
that is, wl = pi,j if vl = si,j and wl = −qi,j if vl = ui,j. The same holds for wr. We will also write a
pair as an edge e = (vl, vr). Note that the order of vl, vr does not matter here since both g and Rˆ
are even.
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A uniform bound on the individual terms
As we have mentioned, in order to be able to pass to the limit term-wise in the series for the
moments of ψε we will need the following uniform bound.
Lemma 2.1. For all ε ∈ (0, 1], we have
|E{fm1,ε . . . fmM ,εf∗n1,ε . . . f∗nN ,ε}| ≤
(2k − 1)!!∏M
i=1(mi)!
∏N
j=1(nj)!
Ck (2.8)
with some constant C depending on t, φ0, Rˆ, g, and k as in (2.6).
Proof. Since φˆ0 is bounded, we have
|E{fm1,ε . . . fmM ,εf∗n1,ε . . . f∗nN ,ε}| ≤ Ckε(1−κ)2k
∫
∆m,n(t)
dsdu
∫
R2kd
|E{IM,N}|.
where
∆m,n(t) = ∆m1(t)× . . . ×∆nN (t).
By symmetry, the r.h.s. of the above expression is bounded by
Ckε2(1−κ)k∏M
i=1(mi)!
∏N
j=1(nj)!
∫
[0,t]2k
dsdu
∫
R2kd
|E{IM,N}|
=
Ck(2k − 1)!!∏M
i=1(mi)!
∏N
j=1(nj)!
(
ε2(1−κ)
∫
[0,t]2
∫
Rd
e−g(w)|s−u|/ε
κ
(2π)d
Rˆ(w)dwdsdu
)k
,
with the factor (2k − 1)!! coming from the total number of pairings. We recall that g(p) = µ|p|2β
and
Rˆ(p) =
a(p)
|p|2γ+d−2 ,
and change the variable
w 7→ ε
κ/2β
|s− u|1/2βw
to obtain
ε2(1−κ)
∫
[0,t]2
∫
Rd
e−g(w)|s−u|/ε
κ
(2π)d
Rˆ(w)dwdsdu =
∫
[0,t]2
∫
Rd
e−µ|w|
2β
(2π)d|w|2γ+d−2 a(
εκ/2βw
|s − u|1/2β )
dwdsdu
|s− u| 1−γβ
,
which is bounded since a is bounded, γ < 1 and γ + β > 1, and the conclusion of Lemma 2.1
follows. 
The bound in Lemma 2.1 is useful, since for fixed M,N , we have – recall, once again, that k is
related to mi and ni via (2.6):
∞∑
m1=0
. . .
∞∑
nN=0
(2k − 1)!!∏M
i=1(mi)!
∏N
j=1(nj)!
Ck =
∞∑
k=0
(2k − 1)!!Ck(M +N)2k
(2k)!
<∞, (2.9)
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as can be seen by the binomial expansion. Thus, Lemma 2.1 implies that the individual terms in
the series for |E{ψε(t, ξ)Mψ∗ε(t, ξ)N}| are uniformly bounded in ε ∈ (0, 1] by a summable series, and
thus not only we may write
E{ψε(t, ξ)Mψ∗ε(t, ξ)N} =
∞∑
m1=0
. . .
∞∑
nN=0
E{fm1,ε . . . fmM ,εf∗n1,ε . . . f∗nN ,ε} (2.10)
but we may also pass to the limit individually in each summand.
Re-writing the individual terms
We will now look at the individual term
E{fm1,ε . . . fmM ,εf∗n1,ε . . . f∗nN ,ε},
and re-write in a form convenient for the analysis. We can write
E{fm1,ε . . . fmM ,εf∗n1,ε . . . f∗nN ,ε} =
( ε
iεκ
)∑M
i=1mi
(
ε
−iεκ
)∑N
j=1 nj
×
∫
∆m,n(t)
dsdu
∫
R2kd
E{IM,N}eiGM e−iGN
M∏
i=1
hM,i
N∏
j=1
h∗N,j,
(2.11)
where
GM =
M∑
i=1
Gmi(ε
αξ, s(mi), p(mi))/εκ, GN =
N∑
j=1
Gnj (ε
αξ, u(nj ), q(nj))/εκ,
hM,i = φˆ0(ξ − pi,1 + . . .+ pi,mi
εα
), h∗N,j = φˆ
∗
0(ξ −
qj,1 + . . .+ qj,nj
εα
),
and we recall that
∆m,n(t) = ∆m1(t)× . . . ×∆nN (t).
By (2.7), we have
E{IM,N} =
∑
F
∏
(vl,vr)∈F
e−g(wl)|vl−vr |/ε
κ
δ(wl + wr)Rˆ(wl)
dwldwr
(2π)d
, (2.12)
where F are the pairings arising in computing the joint moments of the Gaussians V˜ . Thus, we
can write
E{fm1,ε . . . fmM ,εf∗n1,ε . . . f∗nN ,ε} =
∑
F
Jεm1,...,n∗N
(F), (2.13)
with the individual terms
Jεm1,...,n∗N
(F) =
( ε
iεκ
)∑M
i=1mi
(
ε
−iεκ
)∑N
j=1 nj
×
∫
∆m,n(t)
dsdu
∫
R2kd
∏
(vl,vr)∈F
e−g(wl)|vl−vr |/ε
κ
δ(wl +wr)Rˆ(wl)e
iGM e−iGN
M∏
i=1
hM,i
N∏
j=1
h∗N,j
dwldwr
(2π)d
.
(2.14)
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Our goal is, therefore to identify
lim
ε→0
Jεm1,...,n∗N
(F),
for a fixed pairing F . We integrate out the wr variables in (2.14) and obtain
Jεm1,...,n∗N
(F) =
( ε
iεκ
)∑M
i=1mi
(
ε
−iεκ
)∑N
j=1 nj
×
∫
∆m,n(t)
dsdu
∫
Rkd
∏
(vl,vr)∈F
e−g(wl)|vl−vr |/ε
κ
Rˆ(wl)e
iGM e−iGN
M∏
i=1
hM,i
N∏
j=1
h∗N,j
dwl
(2π)d
,
(2.15)
with GM ,GN , hM,i, hN,j subjected to the constraint
wl + wr = 0 (2.16)
for all pairs. Once again, we recall that
g(p) = µ|p|2β, Rˆ(p) = a(p)|p|2γ+d−2 .
Using these expressions, for every wl, we apply a key rescaling to extract the characteristic frequen-
cies from the underlying media up to a time scale ε−κ:
wl 7→ εαcwl.
Using the fact that αc = κ/2β and κ = 2β/(2β + γ − 1), we obtain
Jεm1,...,n∗N
(F) = 1
i
∑M
i=1mi
1
(−i)
∑N
j=1 nj
×
∫
∆m,n(t)
dsdu
∫
Rkd
∏
(vl,vr)∈F
e−µ|wl|
2β |vl−vr |
a(εαcwl)
|wl|2γ+d−2 e
iG˜M e−iG˜N
M∏
i=1
h˜M,i
N∏
j=1
h˜∗N,j
dwl
(2π)d
,
(2.17)
where
G˜M =
M∑
i=1
Gmi(ε
αξ, s(mi), εαcp(mi))/εκ,GN =
N∑
j=1
Gnj (ε
αξ, u(nj), εαcq(nj))/εκ, (2.18)
and
h˜M,i = φˆ0(ξ − εαc−α(pi,1 + . . .+ pi,mi)), h˜∗N,j = φˆ∗0(ξ − εαc−α(qj,1 + . . .+ qj,nj)), (2.19)
which are still subjected to the constraints (2.16) for all edges. This expression will be the starting
point for our analysis for all frequencies.
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3 Homogenization of the very low frequencies
We begin with the very low frequency regime (α > αc), where the limit does not depend on
whether β ≤ 1/2 or β > 1/2, and prove the homogenization result – the limit of the compensated
wave function is deterministic.
Proposition 3.1. If α > αc, then, for a fixed t > 0 and ξ ∈ Rd, we have
ψε(t, ξ)→ φˆ0(ξ)e−
1
2
Dt2/κ
in probability as ε→ 0.
Proof. We will first compute the limit of E{ψε(t, ξ)}, and then show that the second absolute
moment converges to the square of the limit of the first moment, which will establish the convergence
in probability.
The limit of the first moment
Let us start with E{ψε(t, ξ)}. In that case, there is only one simplex of time variables, and (2.17)
simplifies to
Jεn(F) =
1
in
φˆ0(ξ)
∫
∆2k(t)
ds
∫
Rkd
∏
(vl,vr)∈F
e−µ|wl|
2β |vl−vr|
a(εαcwl)
|wl|2γ+d−2
eiGn(ε
αξ,s(n),εαcp(n))/εκ dwl
(2π)d
,
with n = 2k for some k ∈ N. By the definition (2.4) of Gn, and since α > αc = κ/2β, we have a
bound for the phase factor
|Gn(εαξ, s(n), εαcp(n))/εκ| ≤ Cε
κ
β
−κ
,
with a constant C depending on ξ, s(n), p(n). Since β < 1, the function a(p) is uniformly bounded
and the function
e−µ|p|
2β |s−u|/|p|2γ+d−2,
is in L1([0, t]2 × Rd), we may apply the Lebesgue dominated convergence theorem. This gives
Jε2k(F)→
1
i2k
φˆ0(ξ)
∫
∆2k(t)
ds
∫
Rkd
∏
(vl,vr)∈F
e−µ|wl|
2β |vl−vr |
a(0)
|wl|2γ+d−2
dwl
(2π)d
.
Therefore, we have
lim
ε→0
E{ψε(t, ξ)} =
∞∑
k=0
∑
F
lim
ε→0
Jε2k(F)
=
∞∑
k=0
∑
F
(−1)kφˆ0(ξ)
∫
∆2k(t)
ds
∫
Rkd
∏
(vl,vr)∈F
e−µ|wl|
2β |vl−vr |
a(0)
|wl|2γ+d−2
dwl
(2π)d
.
Integrating out the wl variables, and recalling the definition of
K1 = Ωd
∫ ∞
0
e−µρ
2β dρ
ρ2γ−1
,
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we obtain
lim
ε→0
E{ψε(t, ξ)} = φˆ0(ξ)
∞∑
k=0
(−1)k
[a(0)K1
(2π)d
]k∑
F
∫
∆2k(t)
ds
∏
(vl,vr)∈F
|vl − vr|−
1−γ
β .
Note that ∑
F
∏
(vl,vr)∈F
|vl − vr|−
1−γ
β
is symmetric in (s1, . . . , s2k), so
∑
F
∫
∆2k(t)
ds
∏
(vl,vr)∈F
|vl − vr|−
1−γ
β =
(2k − 1)!!
(2k)!
(∫
[0,t]2
|s− u|− 1−γβ dsdu
)k
,
and thus
lim
ε→0
E{ψε(t, ξ)} = φˆ0(ξ)e−
1
2
Dt2/κ .
The limit of the second absolute moment
Next, we consider E{|ψε(t, ξ)|2}, then (2.17) becomes
Jεm,n∗(F) =
1
im
1
(−i)n
∫
∆m,n(t)
dsdu
∫
Rkd
∏
(vl,vr)∈F
e−µ|wl|
2β |vl−vr |
a(εαcwl)
|wl|2γ+d−2
dwl
(2π)d
×eiGm(εαξ,s(m),εαcp(m))/εκe−iGn(εαξ,u(n),εαcq(n))/εκ φˆ0(ξ − εαc−α
m∑
i=1
pi)φˆ
∗
0(ξ − εαc−α
n∑
j=1
qj),
with m+ n = 2k for some k ∈ N. Here, the p, q variables satisfy the constraint
wl + wr = 0
for all edges.
The “crossing” pairings that have at least one edge e = (vl, vr) such that vl is an s-variable,
and vr is a u-variable satisfy
m∑
i=1
pi = −
n∑
j=1
qj 6= 0.
Thus, such pairings give the following factor coming from the initial condition
φˆ0(ξ − εαc−α
m∑
i=1
pi)φˆ0(ξ − εαc−α
n∑
j=1
qj)→ 0
as ε→ 0 , as α > αc. If we denote the set of those “crossing” pairings by Pc, then it is clear that
lim
ε→0
∑
F∈Pc
Jεm,n∗(F) = 0.
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For F /∈ Pc, all edges e = (vl, vr) connect the same type of variables, thus both m and n are
even, and
m∑
i=1
pi =
n∑
j=1
qj = 0,
under the constraint wl + wr = 0. Then, by the same argument as for E{ψε(t, ξ)}, we have
Jεm,n∗(F)→
1
im
1
(−i)n |φˆ0|
2(ξ)
∫
∆m,n(t)
dsdu
∫
Rkd
∏
(vl,vr)∈F
e−µ|wl|
2β |vl−vr |
a(0)
|wl|2γ+d−2
dwl
(2π)d
=
1
im
1
(−i)n |φˆ0|
2(ξ)
[a(0)K1
(2π)d
]k ∫
∆m,n(t)
dsdu
∏
(vl ,vr)∈F
|vl − vr|−
1−γ
β .
Since m,n are both even, we write m = 2k1, n = 2k2 for k1, k2 ∈ N, and obtain
lim
ε→0
E{|ψε(t, ξ)|2} =
∞∑
k1,k2=0
∑
F /∈Pc
lim
ε→0
Jε2k1,2k∗2 (F)
=
∞∑
k1,k2=0
(−1)k1+k2 |φˆ0|2(ξ)
[a(0)K1
(2π)d
]k1+k2 ∑
F /∈Pc
∫
∆m,n(t)
dsdu
∏
(vl ,vr)∈F
|vl − vr|−
1−γ
β .
As F /∈ Pc, we have∑
F /∈Pc
∫
∆m,n(t)
dsdu
∏
(vl,vr)∈F
|vl − vr|−
1−γ
β
=
∑
Fs
∫
∆2k1 (t)
ds
∏
(vl,vr)∈Fs
|vl − vr|−
1−γ
β
×
∑
Fu
∫
∆2k2 (t)
du
∏
(vl ,vr)∈Fu
|vl − vr|−
1−γ
β
 ,
where Fs,Fu denote the pairings formed by s1, . . . , s2k1 and u1, . . . , u2k2 respectively. This implies
lim
ε→0
E{|ψε(t, ξ)|2} = | lim
ε→0
E{ψε(t, ξ)}|2,
which completes the proof. 
4 The stochastic limits
In this section, we assume α ∈ (0, αc] and prove a convergence in law of the compensated wave
function ψε(t, ξ). To identify the limiting distribution, we compute the limiting moments. Recall
that by Lemma 2.1 we only need to pass to the limit in (2.17):
Jεm1,...,n∗N
(F) = 1
i
∑M
i=1mi
1
(−i)
∑N
j=1 nj
×
∫
∆m,n(t)
dsdu
∫
Rkd
∏
(vl,vr)∈F
e−µ|wl|
2β |vl−vr |
a(εαcwl)
|wl|2γ+d−2
dwl
(2π)d
eiG˜M e−iG˜N
M∏
i=1
h˜M,i
N∏
j=1
h˜∗N,j .
(4.1)
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The phase factors are
G˜M =
M∑
i=1
Gmi(ε
αξ, s(mi), εαcp(mi))/εκ, G˜N =
N∑
j=1
Gnj (ε
αξ, u(nj), εαcq(nj))/εκ,
thus for α ≤ αc, we have
|G˜M |+ |G˜N | ∼ εα+αc−κ.
We will need to consider two cases.
Case 1: β ∈ (0, 1/2]. Then αc ≥ κ, thus we have
α+ αc − κ > 0,
which implies G˜M , G˜N → 0 as ε→ 0, so by (4.1)
Jεm1,...,n∗N
(F)→ 1
i
∑M
i=1mi
1
(−i)
∑N
j=1 nj
×
∫
∆m,n(t)
dsdu
∫
Rkd
∏
(vl,vr)∈F
e−µ|wl|
2β |vl−vr |
a(0)
|wl|2γ+d−2
dwl
(2π)d
Hα(ξ, p, q),
(4.2)
with
Hα(ξ, p, q) = lim
ε→0
M∏
i=1
h˜M,i
N∏
j=1
h˜∗N,j (4.3)
=
{
(φˆ0(ξ))
M (φˆ∗0(ξ))
N α ∈ (0, αc),∏M
i=1 φˆ0(ξ − pi,1 − . . .− pi,mi)
∏N
j=1 φˆ
∗
0(ξ − qj,1 − . . . − qj,nj) α = αc.
We recall that all p, q−variables satisfy the constraints wl + wr = 0 for all edges.
Case 2: β ∈ (1/2, 1). Here, we will consider the range
κ− αc < α ≤ αc.
We have
α+ αc − κ > 0 for α ∈ (κ− αc, αc],
or
α+ αc − κ = 0 for α = κ− αc.
When α ∈ (κ− αc, αc], we still have
G˜M , G˜N → 0 as ε→ 0,
so we have the same limit as (4.2):
Jεm1,...,n∗N
(F)→ 1
i
∑M
i=1mi
1
(−i)
∑N
j=1 nj
×
∫
∆m,n(t)
dsdu
∫
Rkd
∏
(vl,vr)∈F
e−µ|wl|
2β |vl−vr |
a(0)
|wl|2γ+d−2
dwl
(2π)d
Hα(ξ, p, q).
(4.4)
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On the other hand, when α = κ− αc, we have
G˜M →
M∑
i=1
mi∑
k=1
(pi,k · ξ)si,k and G˜N →
N∑
j=1
nj∑
k=1
(qj,k · ξ)uj,k,
hence
Jεm1,...,n∗N
(F)→ 1
i
∑M
i=1mi
1
(−i)
∑N
j=1 nj
∫
∆m,n(t)
dsdu
∫
Rkd
∏
(vl,vr)∈F
e−µ|wl|
2β |vl−vr |
a(0)
|wl|2γ+d−2
dwl
(2π)d
× ei
∑M
i=1
∑mi
k=1(pi,k·ξ)si,ke−i
∑N
j=1
∑nj
k=1(qj,k·ξ)uj,k(φˆ0(ξ))
M (φˆ∗0(ξ))
N .
(4.5)
To summarize, depending on the parameters α, β, γ (κ depends on β, γ), we can write
lim
ε→0
Jεm1,...,n∗N
(F) = Jm1,...,n∗N (F),
with Jm1,...,n∗N (F) given by (4.2), (4.4) and (4.5) in the three respective cases: (i) 0 < β ≤ 1/2
and 0 < α ≤ αc, (ii) 1/2 < β < 1 and κ− αc < α ≤ αc; and (iii) 1/2 < β < 1 and α = κ− αc.
The case α < αc
Theorem 1.1 treats two regimes in the case 0 < α < αc: (i) β ∈ (0, 1/2] and α ∈ (0, αc), and
(ii) β ∈ (1/2, 1), and α ∈ [κ − αc, αc). The key feature in this case is that the factor (4.3) coming
from the initial conditions in (4.1) has the limit
M∏
i=1
h˜M,i
N∏
j=1
h˜∗N,j → (φˆ0(ξ))M (φˆ∗0(ξ))N
as ε → 0. If, in addition, we assume that either β ∈ (0, 1/2] (case (i) above), or β ∈ (1/2, 1)
but α 6= κ− αc in case (ii), then the term J also simplifies: the phase information vanishes in the
limit, and
Jm1,...,n∗N (F) =
1
i
∑M
i=1 mi
1
(−i)
∑N
j=1 nj
(4.6)
×
∫
∆m,n(t)
dsdu
∫
Rkd
∏
(vl,vr)∈F
e−µ|wl|
2β |vl−vr |
a(0)
|wl|2γ+d−2
dwl
(2π)d
(φˆ0(ξ))
M (φˆ∗0(ξ))
N .
Making a change of variable wl 7→ wl|vl − vr|−1/2β and integrating out wl, we obtain
Jm1,...,n∗N (F) =
1
i
∑M
i=1mi
1
(−i)
∑N
j=1 nj
×
[a(0)K1
(2π)d
]k
(φˆ0(ξ))
M (φˆ∗0(ξ))
N
∫
∆m,n(t)
dsdu
∏
(vl,vr)∈F
|vl − vr|−
1−γ
β .
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As in the proof of Proposition 3.1, we use symmetry after summing over all pairings F to get∑
F
Jm1,...,n∗N (F) =
1
i
∑M
i=1mi
1
(−i)
∑N
j=1 nj
[a(0)K1
(2π)d
]k
(φˆ0(ξ))
M (φˆ∗0(ξ))
N
× (2k − 1)!!∏M
i=1mi!
∏N
j=1 nj!
(∫
[0,t]2
|s− u|− 1−γβ dsdu
)k
,
which implies
lim
ε→0
E{ψε(t, ξ)Mψ∗ε(t, ξ)N} =
∞∑
m1=0
. . .
∞∑
nN=0
1
i
∑M
i=1mi
1
(−i)
∑N
j=1 nj
[a(0)K1
(2π)d
]k
(φˆ0(ξ))
M (φˆ∗0(ξ))
N
× (2k − 1)!!∏M
i=1mi!
∏N
j=1 nj!
(∫
[0,t]2
|s− u|− 1−γβ dsdu
)k
,
with
2k =
M∑
i=1
mi +
N∑
j=1
nj
in the summand. The binomial expansion tells us that∑
m1+...+nN=2k
1
i
∑M
i=1mi
1
(−i)
∑N
j=1 nj
(2k)!∏M
i=1mi!
∏N
j=1 nj!
= (
M
i
− N
i
)2k = (M −N)2k(−1)k,
thus we have
lim
ε→0
E{ψε(t, ξ)Mψ∗ε(t, ξ)N} =
∞∑
k=0
(M −N)2k(−1)k
[a(0)K1
(2π)d
]k
(φˆ0(ξ))
M (φˆ∗0(ξ))
N
× 1
2kk!
(∫
[0,t]2
|s− u|− 1−γβ dsdu
)k
= (φˆ0(ξ))
M (φˆ∗0(ξ))
N exp
{
− 1
2
(M −N)2Dt2/κ
}
= E
{(
φˆ0(ξ)e
iN(0,Dt2/κ)
)M (
φˆ∗0(ξ)e
−iN(0,Dt2/κ)
)N }
,
which completes the proof in the cases β ∈ (0, 1/2], α ∈ (0, αc) and β ∈ (1/2, 1), α ∈ (κ− αc, αc).
In the case β ∈ (1/2, 1), α = κ− αc, the phase does not disappear in the limit, and we have
Jm1,...,n∗N (F) =
1
i
∑M
i=1 mi
1
(−i)
∑N
j=1 nj
∫
∆m,n(t)
dsdu
∫
Rkd
∏
(vl,vr)∈F
e−µ|wl|
2β |vl−vr |
a(0)
|wl|2γ+d−2
dwl
(2π)d
× ei
∑M
i=1
∑mi
k=1(pi,k·ξ)si,ke−i
∑N
j=1
∑nj
k=1(qj,k ·ξ)uj,k(φˆ0(ξ))
M (φˆ∗0(ξ))
N .
(4.7)
Compared to (4.6), the only difference is the extra phase factor
M∑
i=1
mi∑
k=1
(pi,k · ξ)si,k −
N∑
j=1
nj∑
k=1
(qj,k · ξ)uj,k.
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Since the p, q−variables in the above expression satisfy the constraint
wl + wr = 0,
we can write (4.7) as
Jm1,...,n∗N (F) =
1
i
∑M
i=1mi
1
(−i)
∑N
j=1 nj
∫
∆m,n(t)
dsdu
∫
Rkd
∏
(vl,vr)∈F
e−µ|wl|
2β |vl−vr |
a(0)ei(wl ·ξ)|vl−vr|
|wl|2γ+d−2
dwl
(2π)d
× (φˆ0(ξ))M (φˆ∗0(ξ))N .
Once again, we may change the variable wl 7→ wl|vl − vr|−1/2β and integrate out wl to obtain
Jm1,...,n∗N (F) =
1
i
∑M
i=1mi
1
(−i)
∑N
j=1 nj
[a(0)]k(φˆ0(ξ))
M (φˆ∗0(ξ))
N
×
∫
∆m,n(t)
dsdu
∏
(vl,vr)∈F
|vl − vr|−
1−γ
β K2(|vl − vr|, ξ).
We recall that
K2(λ, ξ) =
∫
Rd
e−µ|w|
2β ei(w·ξ)λ
1−(2β)−1
|w|2γ+d−2
dw
(2π)d
. (4.8)
By symmetry we have, after summing over all pairings∑
F
Jm1,...,n∗N (σ,F) =
1
i
∑M
i=1mi
1
(−i)
∑N
j=1 nj
[a(0)]k(φˆ0(ξ))
M (φˆ∗0(ξ))
N
× (2k − 1)!!∏M
i=1mi!
∏N
j=1 nj!
(∫
[0,t]2
|s− u|− 1−γβ K2(|s− u|, ξ)dsdu
)k
,
and as before, this implies
lim
ε→0
E{ψε(t, ξ)Mψ∗ε(t, ξ)N} =
∞∑
k=0
(M −N)2k(−1)k[a(0)]k(φˆ0(ξ))M (φˆ∗0(ξ))N
× 1
2kk!
(∫
[0,t]2
|s− u|− 1−γβ K2(|s− u|, ξ)dsdu
)k
= (φˆ0(ξ))
M (φˆ∗0(ξ))
N e−
1
2
(M−N)2D(t,ξ)t2/κ .
The proof in the case β ∈ (1/2, 1), α = κ− αc is now complete.
The case α = αc
When α = αc, the argument in the initial condition in the expression for J is different:
Jm1,...,n∗N (F) =
1
i
∑M
i=1 mi
1
(−i)
∑N
j=1 nj
∫
∆m,n(t)
dsdu
∫
Rkd
∏
(vl,vr)∈F
e−µ|wl|
2β |vl−vr |
a(0)
|wl|2γ+d−2
dwl
(2π)d
×
M∏
i=1
φˆ0(ξ − pi,1 − . . .− pi,mi)
N∏
j=1
φˆ∗0(ξ − qj,1 − . . .− qj,nj).
(4.9)
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The goal is to show that
lim
ε→0
E{ψε(t, ξ)Mψ∗ε(t, ξ)N} =
∞∑
m1=0
. . .
∞∑
nN=0
∑
F
Jm1,...,n∗N (F) = E{ψ¯(t, ξ)M ψ¯∗(t, ξ)N},
where
ψ¯(t, ξ) =
∫
Rd
φ0(x)e
−iξ·x exp
{
− i
∫ t
0
W˙ (s, x)ds
}
dx,
and W˙ (s, x) is a generalized Gaussian random field with the covariance
E{W˙ (s, x)W˙ (u, y)} = R(s− u, x− y) =
∫
Rd
e−µ|w|
2β |s−u| a(0)
|w|2γ+d−2 e
iw·(x−y) dw
(2π)d
.
Let us define
f¯n(t, ξ) =
1
n!
∫
Rd
φ0(x)(−iVt(x))ne−iξ·xdx (4.10)
with
Vt(x) =
∫ t
0
W˙ (s, x)ds. (4.11)
The following lemma will help us express the moments of ψ¯ as a series expansion.
Lemma 4.1. We have
ψ¯(t, ξ) =
∞∑
n=0
f¯n(t, ξ),
and
E{ψ¯(t, ξ)M ψ¯∗(t, ξ)N} =
∞∑
m1=0
. . .
∞∑
nN=0
E{f¯m1 . . . f¯mM f¯∗n1 . . . f¯∗nN}. (4.12)
Proof. For every t > 0 fixed, Vt(x) is a mean-zero stationary spatial Gaussian random field, so
for fixed t > 0 and x ∈ Rd, we have
N∑
n=0
1
n!
(−iVt(x))n → e−iVt(x)
in Lp(Ω) as N →∞ with the Lp error independent of x for any p ≥ 1. This implies
N∑
n=0
f¯n(t, ξ)→ ψ¯(t, ξ)
in Lp(Ω) as N →∞, which further leads to the moment representation (4.12). 
For fixed m1, . . . , nN ∈ N, assuming that
M∑
i=1
mi +
n∑
j=1
nj = 2k,
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for some k ∈ N, we write
E{f¯m1 . . . f¯mM f¯∗n1 . . . f¯∗nN} =
1
i
∑M
i=1 mi
1
(−i)
∑N
j=1 nj
1∏M
i=1mi!
∏N
j=1 nj!
(4.13)
×
∫
R(M+N)d
dxdy
M∏
i=1
φ0(xi)e
−iξ·xi
N∏
j=1
φ∗0(yj)e
iξ·yjE{Vt(x1)m1 . . .Vt(yN )nN }.
Since
Vt(x)m =
∫
[0,t]m
m∏
i=1
W˙ (si, x)ds = m!
∫
∆m(t)
m∏
i=1
W˙ (si, x)ds,
we have
E{f¯m1 . . . f¯mM f¯∗n1 . . . f¯∗nN} =
1
i
∑M
i=1mi
1
(−i)
∑N
j=1 nj
∫
R(M+N)d
dxdy
M∏
i=1
φ0(xi)e
−iξ·xi
N∏
j=1
φ∗0(yj)e
iξ·yj
× E
{∫
∆m,n(t)
M∏
i=1
mi∏
k1=1
W˙ (si,k1 , xi)dsi,k1
N∏
j=1
nj∏
k2=1
W˙ (uj,k2 , yj)duj,k2
}
. (4.14)
Using the rules of computing the 2k−th joint moment of mean-zero Gaussian random variables, we
obtain
E{
M∏
i=1
mi∏
k1=1
W˙ (si,k1 , xi)
N∏
j=1
nj∏
k2=1
W˙ (uj,k2 , yj)}
=
∑
F
∏
(vl,vr)∈F
R(vl − vr, zl − zr) =
∑
F
∫
Rkd
∏
(vl,vr)∈F
e−µ|wl|
2β |vl−vr |
a(0)
|wl|2γ+d−2
eiwl·(zl−zr)
dwl
(2π)d
,
where the summation extends over all pairings F formed over the vertices
{s1,1, . . . , s1,m1 , . . . , sM,1, . . . , sM,mMu1,1, . . . , u1,n1 , . . . , uN,1, . . . , uN,nN }.
Here, vl, vr are the two vertices of a given pair, and zl, zr are the corresponding x, y variables.
Now, (4.14) becomes
E{f¯m1 . . . f¯mM f¯∗n1 . . . f¯∗nN} =
1
i
∑M
i=1 mi
1
(−i)
∑N
j=1 nj
∑
F
∫
∆m,n(t)
dsdu
∫
R(M+N+k)d
dxdy
×
M∏
i=1
φ0(xi)e
−iξ·xi
N∏
j=1
φ∗0(yj)e
iξ·yj
∏
(vl,vr)∈F
e−µ|wl|
2β |vl−vr |
a(0)
|wl|2γ+d−2
eiwl·(zl−zr)
dwl
(2π)d
.(4.15)
Since each wl corresponds to a given pair (vl, vr), we introduce wr and write
eiwl·(zl−zr) = eiwlzleiwrzr
under the constraint
wl + wr = 0. (4.16)
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We say that wl corresponds to vl and wr corresponds to vr. If a w variable corresponds to some si,j,
we denote it as pi,j; if it corresponds to some ui,j, we denote it as −qi,j. Therefore, we can write
∏
(vl,vr)∈F
eiwlzleiwrzr =
M∏
i=1
eixi·(pi,1+...+pi,mi )
N∏
j=1
e
−iyj ·(qj,1+...+qj,nj ),
and an integration in x, y in (4.15) leads to
E{f¯m1 . . . f¯mM f¯∗n1 . . . f¯∗nN}
=
1
i
∑M
i=1mi
1
(−i)
∑N
j=1 nj
∑
F
∫
∆m,n(t)
dsdu
∫
Rkd
∏
(vl,vr)∈F
e−µ|wl|
2β |vl−vr|
a(0)
|wl|2γ+d−2
dwl
(2π)d
×
M∏
i=1
φˆ0(ξ − pi,1 − . . . − pi,mi)
N∏
j=1
φˆ∗0(ξ − qj,1 − . . . − qj,nj)
(4.17)
under the constraint (4.16) for all (vl, vr). Comparing to (4.9), we see that the proof is complete.
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