A dendritic spine is a small structure on the dendrites of a neuron that processes input 20 timing information from other neurons. Tens of thousands of spines are present on a 21 neuron. Why are spines so small and many? Because of the small number of molecules 22 in the spine volume, biochemical reactions become stochastic. 3 ). We further 29 examined the mechanism of the robust information transfer in the spine volume. We 30 demonstrated that the necessary and sufficient condition for robustness is that the 31 stochastic NMDAR-mediated Ca 2+ increase (intrinsic noise) becomes much larger than 32 the prespiking fluctuation (extrinsic noise). The condition is satisfied in the spine 33 volume, but not in the cell volume. Moreover, we compared the information transfer in 34 many small "spine-volume" spines with that in a single large "cell-volume" spine. We 35 found that many small "spine-volume" spines is much more efficient for information 36 transfer than a single large "cell-volume" spine when prespiking fluctuation is large. 37
3 ). We further 29 examined the mechanism of the robust information transfer in the spine volume. We 30 demonstrated that the necessary and sufficient condition for robustness is that the 31 stochastic NMDAR-mediated Ca 2+ increase (intrinsic noise) becomes much larger than 32 A dendritic spine is a small platform for information processing in a neuron, and tens of 42 thousands of spines are present on a neuron. Why are spines so small and many? Here 43 we addressed this issue using stochastic simulation of NMDAR-mediated Ca 2+ increase 44 in a spine. We demonstrated that smallness of a spine enables the robust information 45 transfer against input fluctuation, and that many small spines are much efficient for 46 information transfer than a single large cell. This is the first demonstration that shows 47 7 stochastic in the spine volume. 131
To quantify the variability of Ca 2+ increase, we examined the probability density 132 distribution of !( )*+ , which was defined by the temporal integration of Ca 2+ 133 concentration, subtracted by the basal Ca 2+ concentration. The probability density 134 distribution of !( )*+ was unimodal in both the spine and cell volumes (Fig. 2E, F) . We 135 previously reported that the probability density distribution of mGluR-mediated Ca 2+ 136 increase was unimodal in the cell volume, whereas it was bimodal in the spine volume 137 (16, 17), indicating that the probability density distribution of !( )*+ in the spine 138 volume differs between NMDAR-mediated and mGluR-mediated Ca 2+ increase. 139
Next, we examined the probability density distribution of !( )*+ at 2-msec 140 pre-postspiking intervals from 0 to 100 msec. The probability density distribution of 141 !( )*+ was unimodal regardless of pre-postspiking intervals in both the spine and cell 142 volume ( Fig. 2G, H) . In addition, the mean of the probability density distribution of 143 !( )*+ changed depending on the pre-postspiking interval. For example, when 144 postspiking occurred within 30 msec after prespiking, the mean of the probability 145 density distribution of !( )*+ became large in the spine volume and in the cell volume. The distribution of the amplitude of prespiking can be approximated by the 154 Gaussian distribution (34). Therefore, we set the probability density distribution of the 155 amplitude of prespiking , -(/0, 1)* |3 -, 4 -) as the Gaussian distribution given by 156 6(/0, 1)* |3 -, 4 -), where /0, 1)* denotes the amplitude of prespiking and 3 -and 157
-
% denote the mean and the standard deviation of the amplitude of prespiking in each 158 trial, respectively. 159
We examined the probability density distribution of !( )*+ against the coefficient 160 of variation of the amplitude of prespiking, !7 -. Note that !7 -is 4 -/3 -with 3 -= 161 6.0 µM. In the spine volume, the probability density distributions of !( )*+ with 162 !7 -= 0.0 (Fig. 3A) and !7 -= 0.5 (Fig. 3B) were similar; however, as the volume 163 increased, the probability density distributions of !( )*+ with !7 -= 0.0 (Fig. 3C, E ) 164 and !7 -= 0.5 (Fig. 3D, F) changed enormously. The variability of !( )*+ remained 165 similar regardless of !7 -in the spine volume, whereas the variability of !( )*+ 166 increased as the !7 -increased in the cell volume (Fig. S1) . 167 Next, we calculated the mutual information of the probability density distribution 168 of !( )*+ against the pre-postspiking intervals ∆t, >(!( )*+ |?@), as a measure of how 169 much information of the pre-postspiking interval is transferred to the Ca 2+ increase (Fig.  170   3G ) (see Methods). In the cell volume, the mutual information >(!( )*+ |?@) decreased 171 greatly as !7 -increased. In the spine volume, however, the mutual information The mutual information >(!( )*+ |?@) decreased greatly as !7 -increased in the cell 179 volume, whereas >(!( )*+ |?@) did not decrease as much as !7 -increased in the spine 180 volume (Fig. 3G) . Why was the mutual information in the spine volume more robust 181 against !7 -than that in the cell volume? 182
The change of the probability density distribution of !( )*+ against !7 -in the 183 spine volume was smaller than that in the cell volume (Fig. 3A-F) . Generally, when an 184 input distribution and an output distribution do not change, the mutual information 185 between the input and output remains the same. In other words, the change of the 186 mutual information >(!( )*+ |?@) can be caused by the change of the probability density 187 distribution of !( )*+ against !7 -. 188 Therefore, we examined the change of the probability density distribution of !( )*+ 189 against !7 -in more detail, calculating the probability density distribution of !( )*+ 190 with the fluctuation of /0, 1)* , , -F (!( )*+ |3 -, 4 -) (Fig. 4B, D, F) . Note that the 191 pre-postspiking interval Δ@ was fixed. We previously set the probability density 192 distribution of /0, 1)* , , -(/0, 1)* |3 -, 4 -) as the Gaussian distribution 193 6(/0, 1)* |3 -, 4 -), based on experimental observations (34). In addition, we obtained 194 the probability density distribution of !( )*+ against /0, 1)* , , F I!( )*+ J/0, 1)* K, ( Fig. 4B, D, F) . Here, ( ∈ /0, 1)* . In the spine volume, the probability density 199 distribution of !( )*+ remained similar with an increase in the !7 - (Fig. 4B) . In larger 200 volumes including the cell volume, the probability density distribution of !( )*+ 201 changed greatly as !7 -increased (Fig. 4D, F) . 202
Next, we quantified the change of the probability density distribution of !( )*+ 203 against the !7 -based on the χ 2 distance between the probability density distribution of 204 !( )*+ at !7 -= 0.0 and the probability density distribution of !( )*+ with the 205 increase in the !7 - (Fig. 4G) . The χ 2 distance is 0 when two distributions are the same, 206
and it is 1 when two distributions are completely different. In the cell volume, the χ 2 207 distance increased greatly with the increase in !7 -, and was 0.87 at !7 -= 0.5. In the 208 spine volume, the χ 2 distance remained almost the same regardless of !7 -, and was 209 0.042 at !7 -= 0.5. Similar results were obtained with other Δ@ such as Δ@ = 210 30 msec and Δ@ = 70 msec (Fig. S2) . Thus, the change of the probability density 211 distribution of !( )*+ in the spine volume was much smaller than that in the cell 212 volume with an increase in !7 -. This result indicates that unchanging probability 213 density distribution of !( )*+ against the prespiking fluctuation in the spine volume, 214
but not in the larger cell volume, is the reason for the robustnessLarger intrinsic noise than extrinsic noise is critical for the robustness 217
Why was the probability density distribution of !( )*+ against !7 -unchanged in the 218 spine volume, but not in the larger volume? We examined the necessary and sufficient 219 conditions for the robustness, as in the previous study (17). When we define Z = 220 /0, 1)* − 3 -, the relative amplitude of prespiking Eq. 1 changes as follows: 221
[2]
Because 6(Z|0, 4 -) is symmetric with respect to Z = 0, Eq. 2 becomes 222
When Z, the relative amplitude of prespiking, is very large or very small, 6(Z|0, 4 -) 223 is also small. In particular, the probability where Z is included in the range −34 -≤ 224 Z ≤ 34 -is given by ∫ 6(Z|0, 4 -) cd ê cd e RZ = 0.9974, that is, ≈ 1. Thus, the probability 225 of Z < −34 -or Z > 34 -is quite small and almost negligible. Therefore, Eq. 3 can be 226 approximated as follows: 227
Here, we considered the case given by the following: 228
When the conditions where Eq. 5 is satisfied, we obtained the following from Eq. 4: 229
When !7 -= 0.0, that is, 4 -= 3 -× !7 -= 0.0, 6((|3 -, 4 -) becomes 230 p(( − 3 -), and therefore , -F (!( )*+ |3 -, 4 -) becomes , F (!( )*+ |3 -) at !7 -= 0.0 231 from Eq. 1. Thus, when Eq. 5 is satisfied, the probability density distribution of !( )*+ 232 does not change against !7 -. This indicates that Eq. 5 is the necessary and sufficient 233 conditions for the robustness. 234
Here, we can also derive the condition where Eq. 5 is satisfied (see Supplemental 235
Note I). The condition where Eq. 5 is satisfied is given by the following: 236
where Δ!( * (Z) denotes the gap between the peak of , F (!( )*+ |3 -) and the peak of 237 , F (!( )*+ |3 -+ Z), which corresponds to extrinsic noise, and 4 F denotes the standard 238 deviation of , F (!( )*+ |3 -), which corresponds to intrinsic noise. Therefore, the 239 necessary and sufficient condition for the robustness is the range where the extrinsic 240 noise, Δ!( * (Z), was much smaller than the intrinsic noise, 4 F . 241
We examined the range of prespiking fluctuation satisfying the condition for 242 robustness. In the spine volume, ?!( * (Z)/4 F ≪ 1 when Z was small, and ?!( * (Z)/ 243 4 F increased with the increase in Z (Fig. 5A) . In contrast, in the cell volume, 244
?!( * (Z)/4 F exceed 1 even when Z was small (Fig. 5A) . Therefore, in the spine 245 volume, information transfer by !( )*+ is robust with a larger !7 -because ?!( * (Z)/ 246 4 F was smaller than 1 even with a large Z. In contrast, in the cell volume, information 247 transfer by !( )*+ is not robust even with a small !7 -because ?!( * (Z)/4 F was 248 larger than 1 even with a small Z. (Fig. S4) . Therefore, when ?!( * (Z), the gap between the two probability 266 density distributions of !( )*+ , is smaller than 4 F (i.e., the standard deviation of the 267 probability density distribution of !( )*+ ), the probability density distribution of !( )*+ 268 does not change and becomes robust against fluctuation of prespiking. 269
Why are spines so many? We address this issue with regard to NMDAR-mediated Ca Therefore, we set the mean of the Ca 2+ increase over multiple trials as the mean of 282 the Ca 2+ increase in many spines and examined the mutual information between the 283 pre-postspiking interval and the Ca 2+ increase in many spines (Fig. 6B) . The mutual 284 information increased with the increase in number at !7 -= 0.0. The mutual 285 information was around 1 bit with 3-10 spines at !7 -= 0.0. This result indicates that 286 tens of spines can cooperatively code sufficient input timing information. 287
We further examined the mutual information of many small spines as !7 -288 increased. Although the mutual information of a single large spine decreased greatly 289 with the increase in !7 - (Fig. 6A) , the mutual information of many small spines 290 remained the same regardless of !7 - (Fig. 6B) . This result indicates that mutual 291 information against the prespiking fluctuation was more robust in many small spines 292 than in a single large spine. 293 We compared the mutual information against the prespiking fluctuation in many 294 small "spine-volume" spines with that in a single large "cell-volume" spine. In the many 295 small spines, the mutual information remained the same regardless of !7 - (Fig. 6C  296 blue), whereas, in the single large spine, the mutual information abruptly decreased with 297 the increase in !7 - (Fig. 6C red) . The mutual information in a cell-volume spine was 298 equal to that in thousands of spines at !7 -= 0.0, while the mutual information in a 299 cell-volume spine was equal to that in only tens of spines at !7 -= 0.5. This result 300
indicates that many small spines are much more efficient for information transfer than a 301 single large cell-volume spine, particularly when prespiking fluctuation is large. 302
Here, we defined the efficiency as the total volume of many spines (i.e., volume × 303 number) relative to the volume of a cell-volume spine, which can code the same input 304 timing information (Fig. 6D) . In other words, efficiency means how many spines can 305 code the same input timing information as a cell-volume spine. The efficiency was 306 approximately 1 at !7 -= 0.0 (Fig. 6D) . This result indicates that, when many small 307 spines code the same input timing information with a cell-volume spine at !7 -= 0.0, 308 their total volume is equal to the cell volume. However, the efficiency abruptly 309 decreased with the increase of !7 -, and was only 3.1×10 -4 at !7 -= 0.5 (Fig. 6D) , 310 indicating that only 3 or 4 spines can code the same amount of input timing information 311 as a cell-volume spine. This result indicates that many small spines are much more 312 efficient for information transfer than a single large cell when the prespiking fluctuation 313 is large.
Discussion 316
In this study, we addressed the issue of why dendritic spines are small and many by 317 using a stochastic simulation model of NMDAR-mediated Ca 2+ increase. We found that 318 smallness of a spine enables robust information transfer of input timing information of 319 pre-postspiking. The robustness appears when the intrinsic noise (i.e., the standard 320 deviation of the Ca 2+ increase) is larger than the extrinsic noise (the change of the peak 321 of the Ca 2+ increase caused by the prespiking fluctuation). The intrinsic noise in the 322 spine volume was much larger than that in the cell volume, and thus the information 323 transfer in the spine volume is more robust than that in the cell volume. 324
We also found that many small spines are much more efficient for information 325 transfer than a single large spine. The input timing information a single small spine can 326 code is much less than 1 bit, but many small spines can cooperatively code sufficient 327 input timing information. In addition, we also demonstrated that many small spines can 328 code the same input timing information as a cell-volume spine, although their total 329 volume is much smaller than the cell volume. 330
The robust information transfer in the spine volume also can be realized in 331 mGluR-mediated Ca 2+ increase (Fig. S6) (16, 17) , which has a different biochemical 332 mechanism than that of NMDAR-mediated Ca 2+ increase. This result indicates that the 333 robust information transfer in a small volume is independent of structures of 334 biochemical reactions and a conserved feature in the spines of excitatory neurons. 335
In addition to the robustness, mGluR-mediated Ca 2+ increase shows efficiency in 336 information transfer, sensitivity to lower amplitude of input, and probability coding ofinput timing information (Fig. S6) (16, 17) . Note that in the previous study efficiency 338 denotes the mutual information per input molecule efficiency, which is different from 339 efficiency in this study. We also examined whether NMDAR-mediated Ca 2+ increase 340 shows these properties (see Supplemental Note II). Although NMDAR-mediated Ca 2+ 341 increase shows efficiency, but it does not show sensitivity and probability coding (Fig.  342   S6) . Therefore, efficiency in the previous study is a conserved feature between 343 NMDAR-and mGluR-mediated Ca 2+ increase, whereas sensibtivity and probability 344 coding are not. 345
The properties of mGluR such as sensitivity and probability coding that are not seen 346 Prespiking represents an increase in glutamate concentration (60 µM), and the 363 glutamate concentration exponentially decreased with the time constant 10 msec (30). 364
Postspiking represents the increase of the membrane potential (60 mV), and the 365 membrane potential exponentially decreased with the time constant 6 msec (31, 32). 366
The resting membrane potential is -65 mV. 367
In our previous deterministic model of NMDAR where [Ca %y ] " is the basal concentration of Ca 2+ , and á à-is the time constant (27). 376
Here á à-= 12 msec (29). 377 Under normal circumstances, the reactions by membrane molecules on the 388 membrane, such as NMDAR, and cytosolic molecules, such as Ca 2+ , should be 389 considered as separate mechanisms and compartments, which may be affected by the 390 surface-to-volume ratio. In general, the surface area of the membrane is proportional to 391 the order of the square of length, whereas the cell volume is proportional to the cube of 392 length, which means that, as a system's size increases, the increasing rate of the number 393 of membrane molecules becomes smaller than that in the cytoplasm. Hence, in the case 394 of larger systems than the spine, the number of membrane molecules that can activate 395 the cytosolic molecules is so small that most substrates are not activated by the 396 stimulation. To identify the simple influences of the smallness of a spine and the 397 number of molecules, it is required that the effect of the stimulation on the cytosolic 398 molecules through the membrane protein for a cell is the same as that for the spine. 399 Therefore, we assumed that the number of membrane proteins is proportional to the 400 volume (i.e., the cube of length) throughout this study. where , äã (Δ@), the probability density distribution of ?@, follows the uniform 
