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D
ans le contexte des applications mobiles, les contraintes de conception des chaînes
d’émission toujours plus performantes et de taille réduite demandent de compen-
ser la forte sensibilité des caractéristiques des antennes à leur environnement. En
particulier, il est nécessaire de maîtriser l’impédance de l’antenne pour optimiser l’eﬃcacité
énergétique de la chaîne de transmission. Or, les solutions actuelles se montrent encombrantes.
Dans cette thèse, plusieurs pistes basées sur l’implémentation de condensateurs variables ont été
étudiées et ont conduit à la réalisation et la caractérisation de nouveaux dispositifs RF intégrés
à même de participer à cet eﬀort.
Après une présentation du contexte et de l’état de l’art, nous proposons une étude de condensa-
teurs variables basés sur la technique des capacités commutées. L’étude a permis la réalisation de
deux condensateurs variables en technologie CMOS SOI 130 nm pour des applications d’adap-
tation d’impédance et d’antenne agile en fréquence. Un premier démonstrateur d’antenne fente
agile en fréquence visant les bandes LTE situées entre 500 MHz et 1 GHz et utilisant ce type
de condensateur a ensuite été réalisé puis validé.
Un système d’accord permettant de corriger les désadaptations d’antenne a ensuite été étudié
et a donné lieu à la réalisation de deux circuits intégrés en technologie CMOS SOI 130 nm. Le
premier circuit est un détecteur d’impédance capable de fonctionner sur une gamme de puissance
étendue de 0-40 dBm pour une plage de fréquences de 600 MHz-2,5 GHz. Le deuxième circuit
intègre une version améliorée du détecteur avec un circuit d’adaptation variable autorisant la
réalisation d’un système d’accord d’antenne autonome et compact représentant une avancée
importante par rapport à l’état de l’art.
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epuis l’avènement des télécommunications à l’aide d’appareils mobiles, s’est manifes-
tée la volonté d’améliorer l’autonomie des terminaux mobiles, leur encombrement et
leurs performances. La demande croissante pour davantage de performance dans les
applications sans-ﬁl pousse vers le développement de chaînes d’émission et de réception possé-
dant des fonctions RF toujours plus avancées. Ainsi, les chaînes d’émission complexes intègrent
de nombreux ampliﬁcateurs et dispositifs passifs qui augmentent l’encombrement et réduisent
l’eﬃcacité globale des circuits. Elles sont ainsi souvent responsables de la diminution de l’auto-
nomie des appareils mobiles. En outre, pour satisfaire des demandes de diversité des applications
et de débits élevés, les antennes des appareils mobiles sont utilisées sur des bandes fréquentielles
de plus en plus nombreuses et/ou étendues alors que leur taille doit suivre une tendance à la
miniaturisation, ce qui dégrade leur eﬃcacité. Pour ces raisons, la poursuite de la croissance
de la complexité des chaînes d’émission devient incompatible avec l’augmentation de la durée
de vie des batteries et donc avec l’objectif d’une mobilité grandissante des appareils sans-ﬁl.
De plus, les antennes large bande peuvent être fortement désadaptées par leur environnement
immédiat, notamment par la présence de l’utilisateur, et contribuent ainsi à abaisser encore
l’eﬃcacité globale des chaînes d’émission.
Pour réduire la complexité de la chaîne d’émission et diminuer la sensibilité des antennes à leur
environnement immédiat, et ainsi repousser les inconvénients cités précédemment, il apparaît
donc nécessaire de mettre au point des dispositifs reconﬁgurables et agiles en fréquence. De cette
façon, il devient possible d’utiliser une chaîne RF reconﬁgurable simple constituée notamment
d’un seul ampliﬁcateur connecté à une antenne unique. En contrepartie de cette approche, un
travail de dimensionnement optimal de blocs électroniques RF indispensables à de tels dispositifs
doit être eﬀectué.
C’est le travail sur lequel a porté cette thèse, en essayant également de tirer le meilleur proﬁt
d’une technologie CMOS SOI. En eﬀet, ce type de technologie oﬀre un faible coût, une ﬁabi-
lité élevée, des performances RF compétitives et un fort niveau d’intégration qui l’érigent en
solution prometteuse pour les modules d’antenne reconﬁgurables du futur. Ainsi, cette thèse se
focalise sur la conception de plusieurs circuits RF destinés à équiper des modules d’antennes
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reconﬁgurables. Ces circuits sont les éléments de reconﬁguration qui permettent d’atteindre les
objectifs d’autonomie, d’encombrement et de performance. La technologie CMOS SOI 130 nm
de ST Microelectronics est utilisée pour ces développements. Les travaux rapportés représentent
une avancée importante par rapport à l’état de l’art. Ce manuscrit est divisé en quatre parties.
Le premier chapitre présente le contexte et l’état de l’art associés aux travaux de cette thèse.
Les avancées produites par les dispositifs abordés par cet état de l’art ainsi que leurs inconvé-
nients sont exposés. L’utilisation avantageuse de la technologie CMOS SOI pour les dispositifs
envisagés, en particulier les interrupteurs RF à base de transistors FET, est soulignée, l’encom-
brement, l’eﬃcacité et l’autonomie des circuits conçus étant indirectement liée aux performances
de la technologie.
Dans le second chapitre, nous proposons une étude de condensateurs variables en technologie
CMOS SOI basés sur la technique des capacités commutées. Le dimensionnement de ce compo-
sant et les compromis associés y sont abordés, en particulier le facteur de qualité et l’excursion
de la valeur de la capacité. Ce composant implémenté avec des transistors de type FET est à la
base des performances des dispositifs développés dans cette thèse, notamment les antennes agiles
en fréquence et les tuners. Deux circuits intégrés en technologie CMOS SOI 130 nm faible puis-
sance et forte puissance sont décrits, ces circuits étant destinés à des dispositifs reconﬁgurables
et agiles en fréquence.
Le troisième chapitre aborde la réalisation et la caractérisation d’une antenne agile en fréquence
destinée aux bandes LTE. Elle utilise un condensateur variable en technologie CMOS SOI 130 nm
développé préalablement à la thèse et non-optimisé. L’intérêt de la fabrication et des tests de
ce dispositif réside dans la validation des choix de conception de l’antenne agile, et dans la
déﬁnition d’une orientation pour optimiser la conception des condensateurs variables. Ce travail
a été eﬀectué conjointement avec une doctorante du laboratoire d’antennes du CEA-LETI.
Le quatrième et dernier chapitre présente une étude du dimensionnement des tuners d’antenne,
et présente la technique d’extraction de la valeur complexe de l’impédance envisagée pour la
détection de la désadaptation et la reconﬁguration des tuners. Il s’agit de détecter une impédance
contenant une information complexe (module et phase) aﬁn de réaliser un transfert de puissance
maximal entre le PA et l’antenne. L’approche historique, désormais obsolète, consiste en eﬀet
à détecter uniquement le module d’une impédance, ce qui conduit à adapter en minimisant les
réﬂexions d’onde et donc à subir potentiellement davantage de pertes. Ensuite, nous décrivons
un démonstrateur de détection d’impédance complexe destiné à valider un bloc majeur d’un
système d’accord permettant de corriger les désadaptations d’antenne. Ce chapitre présente
également un dernier circuit qui comprend une version améliorée du détecteur mais aussi un
tuner. L’intégration complète des deux dispositifs sur une même puce est destinée à améliorer
l’eﬃcacité, la compacité et l’autonomie des futurs appareils sans-ﬁl. Cette dernière puce a été
réalisée en technologie CMOS SOI 130 nm du fondeur ST Microelectronics.
Chapitre 1
Contexte et état de l’art
« On ne peut voir un trou noir. Si on voyait un trou noir, ce serait troublant. »
André Brahic, astrophysicien français
1.1 Contexte
L
a demande croissante pour davantage de débit dans les applications sans ﬁl et l’émer-
gence de nouveaux standards poussent vers le développement de circuits intégrés RF
de plus en plus complexes. En conséquence, les contraintes en termes de consommation
deviendraient diﬃciles à tenir si de nouvelles architectures n’étaient développées pour améliorer
les rendements énergétiques des divers composants du front-end RF. Parallèlement, la demande
de miniaturisation des circuits RF mais aussi des antennes est constamment présente.
1.1.1 Chaînes RF multistandards
Les ﬁgure 1.1 et ﬁgure 1.2 montrent l’évolution de la complexité des front-ends RF associés aux
standards 3G et 4G. On constate que le nombre d’interrupteurs est en nette augmentation, ainsi
que le nombre de ﬁltres. Une partie des ampliﬁcateurs de puissance a été associée à un bloc
de modulation d’alimentation aﬁn d’améliorer le rendement global. Des réseaux d’adaptation
d’impédance maximisent le transfert de puissance vers la ou les antenne(s) dans le but de
maximiser l’eﬃcacité énergétique de la chaîne RF.
Il paraît aujourd’hui de plus en plus nécessaire d’utiliser plusieurs antennes pour communiquer
eﬃcacement sur les diﬀérentes bandes que l’appareil exploite. Actuellement, le standard de télé-
phonie mobile LTE (4G), développé à la ﬁn des années 2000, nécessite la possibilité d’exploiter
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Figure 1.1: Schéma-bloc d’un front-end RF 2G/3G [1].
Figure 1.2: Schéma-bloc d’un front-end RF 2G/3G/4G [1].
plus de 40 bandes de fréquence [26], ce qui demande l’utilisation de plusieurs ampliﬁcateurs de
puissance (PA) et ﬁltres. Cette stratégie n’est pas optimale en termes de surface d’intégration,
car elle entraîne une augmentation de la surface occcupée par les PA et les réseaux d’adapta-
tion associés. Il est donc nécessaire de développer de nouvelles architectures RF reconﬁgurables
au niveau antenne mais aussi circuits RF (PA, ﬁltres...). De plus, la complexité croissante des
modules RF conduit à l’augmentation des coûts et des surfaces occupées par ces modules. Or,
les coûts et la surface occupée sont des paramètres qu’il est nécessaire de diminuer. Il s’agit
donc de réduire cette complexité. Pour les raisons qui ont été évoquées, les futurs modules
sans-ﬁl devront donc être reconﬁgurables, posséder des rendements élevés et présenter une forte
compacité.
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Les front-ends RF doivent posséder une eﬃcacité la plus élevée possible pour optimiser la durée
de vie des batteries. Ainsi, toutes les pertes de la chaîne d’émission (TX) sont à minimiser. En
particulier, les contraintes liées aux antennes sont parmi les plus sévères à cause du besoin de
leur faire couvrir de larges bandes de fréquence tout en réduisant leur taille physique.
1.1.2 Antenne
Dans un contexte de téléphonie mobile, les facteurs environnementaux (en particulier la proxi-
mité immédiate de l’utilisateur) inﬂuent considérablement sur l’élément rayonnant. Ces fac-
teurs environnementaux peuvent créer sur les lignes d’interconnexions des conditions de rapport
d’ondes stationnaires (ROS) telles que le transfert de puissance est particulièrement dégradé. En
outre, la multiplication des bandes de fréquence mène à des déﬁs importants dans la conception
des antennes. Pour répondre à la multiplication des bandes de fréquence à utiliser, les antennes
doivent en eﬀet fonctionner sur une large bande de fréquence tout en occupant un faible espace
physique.
1.1.2.1 Contraintes géométriques
La ﬁgure 1.3 illustre, sur la période de 2007 à 2014, l’évolution de l’épaisseur des téléphones
mobiles [2]. Cette ﬁgure montre que l’implémentation de nombreuses fonctions dans l’appareil
sans-ﬁl diminue l’emplacement physique disponible pour l’antenne et rend nécessaire la minia-
turisation de cette antenne.
Figure 1.3: Tendance de l’évolution de l’épaisseur des téléphones mobiles de 2007 à 2014 [2].
Les contraintes de miniaturisation peuvent être illustrées par l’équation de Wheeler [27], donnée
par (1.1), qui relie la fréquence de fonctionnement (fc) et la bande passante (BP ) au volume
Vant requis pour une utilisation eﬃcace de l’antenne [28].







où K est une constante dépendant du type de l’antenne (d’une valeur comprise entre 50 et 100)
[29], et λc, la longueur d’onde associée à fc.
Cette équation montre que pour une bande passante donnée, le volume augmente quand fc
diminue. Pour une fréquence de fonctionnement donnée, la bande passante diminue avec le
volume de l’antenne.
Figure 1.4: Comparaison de principe des coeﬃcients de réﬂexion et des eﬃcacités, d’une part,
d’une antenne agile en fréquence, et d’autre part, d’une antenne large bande [3].
Un des déﬁs consiste donc à concevoir des antennes qui gardent une bonne eﬃcacité lorsqu’elles
sont utilisées à des fréquences inférieures à leur fréquence de résonance naturelle. Pour contrer la
perte d’eﬃcacité inhérente à ce régime de fonctionnement, des antennes agiles en fréquence ont
été récemment proposées. La ﬁgure 1.4 illustre l’avantage en termes d’eﬃcacité que possèdent les
antenne agiles sur les antennes large bande. Ces antennes agiles dépendent d’un interrupteur ou
d’un composant réglable, comme un condensateur variable. Diverses technologies de composants







Figure 1.5: Exemple d’antenne PIFA [4].
Nous décrirons principalement les résultats obtenus pour des antennes quart d’onde court-
circuitées, aussi connues sous le nom de (P)IFA, pour (Planar)-Inverted-F Antenna. Ces an-
tennes peuvent être construites sur un circuit imprimé (PCB), et l’élément rayonnant possède
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une taille approximative de λ0/4, où λ0 est la longueur d’onde dans le vide à la fréquence
de rayonnement. Le PCB comprend, d’une part, un plan métallique faisant oﬃce de plan de
masse, et d’autre part, un quasi-court-circuit qui peut être planaire ou en motif 3D. Un exemple
d’antenne PIFA est décrit sur la ﬁgure 1.5. Si elle intègre un composant actif reconﬁgurable,
l’antenne peut être rendue agile en fréquence.






Figure 1.6: Évaluation de l’eﬀet des pertes d’un interrupteur sur une antenne agile utilisant
ce composant : (a) schéma associé représentant l’antenne, un générateur d’alimentation RF et
l’interrupteur de résistance série RON , (b) eﬃcacité de rayonnement en fonction de la fréquence
pour plusieurs valeurs de RON [5].
Le rôle du composant actif est de modiﬁer la longueur électrique de l’antenne [7, 30], aﬁn de
faire correspondre la fréquence de résonance de l’antenne à la bande visée. L’action d’abaisser la
fréquence de résonance par ce procédé est donc intéressante pour opérer sur des bandes basses
avec une antenne géométriquement petite dont la fréquence de résonance naturelle est située
au-delà.
La résistance série (ou le facteur de qualité) du composant actif est une spéciﬁcation critique. En
eﬀet, aﬁn de maximiser l’excursion fréquentielle, le composant reconﬁgurable est généralement
placé dans la zone où circule le maximum de courant. La ﬁgure 1.6b montre la simulation
de l’eﬃcacité d’une antenne utilisée avec des interrupteurs de reconﬁguration (band switching,
ﬁgure 1.6a) en fonction de la fréquence pour plusieurs valeurs de résistance série [5]. Cette ﬁgure
montre que lorsque RON augmente, l’eﬃcacité se dégrade et la bande passante de l’antenne
diminue.
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1.2 État de l’art
Cet état de l’art propose une revue des principales solutions proposées dans la littérature concer-
nant les antennes agiles en fréquence (aperture tuning) et les systèmes d’adaptation d’impédance.
1.2.1 Antennes agiles en fréquence
Cette partie propose un aperçu de plusieurs méthodes répandues pour rendre les antennes agiles
en fréquences. Dans cette optique, la notion de facteur de miniaturisation est utilisée. Le facteur
de miniaturisation est déﬁni comme le rapport de la fréquence de résonance naturelle (antenne
à vide) par la fréquence de résonance la plus basse atteinte grâce au composant reconﬁgurable.
Plus l’antenne est capable d’être eﬃcacement utilisée loin de sa fréquence de résonance, plus ce
facteur de miniaturisation est élevé.
1.2.1.1 Modification de la longueur électrique de l’antenne
Une méthode simple de modiﬁcation de la longueur électrique de l’antenne consiste à associer
des interrupteurs à un élément rayonnant. Les interrupteurs permettent de modiﬁer les chemins
de courant, ce qui modiﬁe les caractéristiques de l’antenne. Les diﬀérentes surfaces servent ou
non d’éléments rayonnants selon la conﬁguration des interrupteurs.
Figure 1.7: Exemple de reconﬁguration à base d’interrupteurs [6].
L’inconvénient principal de ces antennes utilisant des interrupteurs est le nombre limité de
reconﬁgurations.
La ﬁgure 1.7 montre un exemple d’une telle antenne [6]. Chaque branche en L produit une réso-
nance à une fréquence spéciﬁque. Des MEMS RF sont utilisés pour jouer le rôle d’interrupteurs.
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Mode État interrupteur
1 2 3 4
GSM850, GSM900 (820–960 MHz) ON ON ON ON
GPS (1,575 GHz) ON ON ON OFF
DCS, PCS, UMTS (1,71–2.17 GHz) ON ON OFF OFF
WiFi, WiMax, (2,3–2,7 GHz) ON OFF OFF OFF
Tableau 1.1: États des interrupteurs pour la reconﬁguration de l’antenne [6].
Le tableau 1.1 montre les quatre conﬁgurations possibles pour cet exemple comprenant quatre
interrupteurs (l’interrupteur 1 étant toujours à l’état ON).
1.2.1.2 Charge réactive sur l’élément radiatif
Cette méthode repose sur la modiﬁcation des chemins de courants sur l’élément rayonnant.
Il s’agit de remplacer une portion de l’élément radiatif par une ligne de longueur électrique
réglable.
Dans [7], Ali propose une étude des antennes PIFA agiles en fréquence reposant sur l’assimilation
de ces antennes à un modèle de dipôle (ﬁgure 1.8) et à l’utilisation de diﬀérentes charges sur ce
dipôle :
— charge inductive série ;
— charge capacitive série ;
— charge inductive parallèle ;
— charge capacitive parallèle ;
— charge LC parallèle ;
— charge LC série.
On montre sur la ﬁgure 1.8 le modèle de dipôle équilibré de longueur Ld auquel est assimilée
l’antenne, ainsi que les connexions série et parallèle d’une charge qui peut être inductive ou
capacitive.
Avec les deux dernières solutions, la capacité est réglable et l’inductance est ﬁxe, les solutions
technologiques actuelles d’inductances variables présentant des facteurs de qualité limités.
L’auteur étudie l’eﬀet sur la fréquence de résonance fres de la façon d’associer un composant
reconﬁgurable à l’antenne ainsi que l’eﬀet de son positionnement. Il montre en particulier que :
— une charge inductive en série permet de diminuer fres (« miniaturiser » l’antenne) ;
— une charge capacitive en série permet d’augmenter fres (« agrandir » l’antenne) ;
— une charge inductive en parallèle permet d’augmenter fres (« agrandir » l’antenne) ;
— une charge capacitive en parallèle permet de diminuer fres (« miniaturiser » l’antenne).









Figure 1.8: Connexion d’une charge série ou parallèle sur l’antenne dipôle modélisant l’antenne
fente [7].
Par exemple, pour une inductance chargée en série, l’auteur évalue le facteur de miniaturisation
comme indiqué sur la ﬁgure 1.9.
Figure 1.9: Facteur de miniaturisation pour une inductance chargée en série [7].
Les cas d’un circuit « LC parallèle » et d’un circuit « LC série » placés en série et pour lesquels
l’inductance est ﬁxée sont étudiés. En eﬀet, l’auteur souligne qu’il peut être nécessaire d’avoir
un circuit réglable qui puisse être inductif ou capacitif selon sa conﬁguration. Dans le premier
cas, l’impédance doit être inductive à la fréquence de fonctionnement, ce qui conduit à n’utiliser
que les fréquences inférieures à la fréquence de résonance fres = 1/2π
√
LC. À la résonance,
l’impédance est forte, c’est donc à cette valeur que le facteur de miniaturisation est maximisé.
Dans le second cas, l’impédance doit également être inductive à la fréquence de fonctionnement,
ce qui conduit à n’utiliser que les fréquences supérieures à la fréquence de résonance fres. À
la résonance, l’impédance est nulle, aucune modiﬁcation de la taille électrique de l’antenne
n’apparaît donc. Les cas d’un circuit « LC parallèle » et d’un circuit « LC série » placés en
parallèle ne sont pas étudiés, mais le comportement de ces circuits est dual à ceux des circuits
placés en série, c’est-à-dire qu’ils doivent cette fois être capacitifs. Enﬁn, Ali souligne que la
présence d’une inductance introduit des pertes, tout particulièrement près de la résonance. Cette
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dernière remarque conduit à choisir précautionneusement le compromis entre miniaturisation et
eﬃcacité de l’antenne.
Figure 1.10: Dessin de l’antenne PIFA utilisée dans [8].
Dans [8], Tornatta propose une antenne (P)IFA utilisable sur la bande 700-900 MHz avec un
condensateur connecté à la masse pour abaisser la fréquence de résonance. La capacité de ce
condensateur s’étend de 1,0 pF à 3,5 pF. Les pertes du condensateur sont représentées par une
résistance série dont l’impact sur l’eﬃcacité est estimé en la faisant varier de 0 Ω à 1, 0 Ω. Les
simulations montrent une eﬃcacité de 75 % à 900 MHz et 50 % à 700 MHz pour l’antenne utilisée
avec un condensateur idéal (ﬁgure 1.11). Pour la capacité minimale, la résistance série a peu
d’inﬂuence sur l’eﬃcacité. En revanche, pour la capacité maximale, l’eﬃcacité chute rapidement.
Pour une résistance série supérieure à 0, 5 Ω, l’eﬃcacité à 700 MHz avec la capacité maximale
est moins bonne que celle à 700 MHz avec la capacité minimale. L’auteur en conclut donc
que, pour le cas étudié, cette valeur de résistance série constitue la limite à partir de laquelle
la reconﬁguration de structure de l’antenne n’est plus d’aucun intérêt et devient pénalisante.
Tornatta se sert de cette approche pour sélectionner un composant présentant de meilleures
performances. Avec un condensateur variable en technologie MEMS, des eﬃcacités de 32-63 %
sont obtenues (sans que les valeurs de résistance correspondantes soient données).
Figure 1.11: Eﬃcacité de rayonnement en fonction de la résistance série équivalente pour les
capacités minimale et maximale [8].
Dans [25], l’auteur compare les eﬃcacités d’antennes à faible et fort facteurs de qualité qui
sont toutes deux rendues reconﬁgurables par l’utilisation d’une capacité variable, et étudie les
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mécanismes de perte dans l’antenne. L’avantage des antennes à fort facteur de qualité (donc
à bande étroite) est qu’elles jouent le rôle de ﬁltres. Cela permet de se dispenser d’un ﬁltre
spéciﬁque, ce qui évite de complexiﬁer le front-end RF et d’aggraver les pertes. Les deux antennes
sont basées sur la même géométrie, et l’option facteur de qualité fort ou faible est réalisée par
la distance entre la (P)IFA et le plan métallique (respectivement 2 mm ou 8 mm). L’étude se
concentre sur les fréquences de 808 MHz et 960 MHz, où 808 MHz est la fréquence de résonance
atteinte par la variation de la capacité, et où 960 MHz est la fréquence de résonance à vide.
C (pF ) Absente 0,125 0,25 0,375 0,50 0,625 0,75 0,875 1,0
ηtot(A1) 63 % 60 %
ηtot(A2) 60 % 44 %
IA1 (A) 0,04 0,08 0,13 - - - - -
IA2 (A) 0,05 0,10 0,15 0,21 0,26 0,32 0,38 0,45
Tableau 1.2: Amplitudes des courants simulés pour les antennes A2 (fort facteur de qualité)
et A1 (faible facteur de qualité) pour une puissance d’entrée de 1 W [25].
Les données sont résumées dans le tableau 1.2. Pour l’antenne à faible facteur de qualité (A1)
et l’antenne à fort facteur de qualité (A2), les mesures montrent des eﬃcacités totales ηtot de
respectivement 63 % et 60 % à 960 MHz (absence de capacité), et de respectivement 60 % et
44 % à 808 MHz. Les capacités pour résonner à 808 MHz sont respectivement de 0,375 pF et
1,0 pF pour l’antenne à faible facteur de qualité et l’antenne à fort facteur de qualité. Le fait
que l’eﬃcacité diminue quand la capacité croît, c’est-à-dire quand la fréquence de résonance
diminue, s’explique par l’évolution de l’amplitude du courant, qui est plus que triplée. En eﬀet,
alors que la capacité augmente, la résistance série équivalente diminue. Mais les pertes par eﬀet
Joule étant proportionnelles à la résistance série ainsi qu’au carré de l’amplitude du courant,
l’eﬀet de l’augmentation de l’amplitude du courant est plus important que l’eﬀet de diminution
de la résistance série. Ainsi, l’un ne compense pas l’autre, ce qui fait chuter l’eﬃcacité.
Le même auteur, dans une tentative de concevoir une antenne miniature fonctionnant à 600 MHz
[9], compare une antenne large bande à une antenne reconﬁgurable (à bandes étroites). Les eﬃca-
cités totales obtenues vont de 6 % à 31 % à respectivement 600 MHz et 920 MHz pour l’antenne
à large bande, et de 13 % à 31 % à respectivement 600 MHz et 920 MHz pour l’antenne re-
conﬁgurable. En particulier, par rapport à l’antenne large bande, l’antenne reconﬁgurable est
davantage adaptée à chaque fréquence, ce qui diminue les pertes par désadaptation. La conclu-
sion de l’étude est que, pour les mêmes bandes visées, l’eﬃcacité de l’antenne reconﬁgurable est
légèrement meilleure, alors que l’espace occupé est deux fois moindre, ce qui laisse apparaître
l’antenne reconﬁgurable comme solution la plus prometteuse.
Le tableau 1.3 résume l’état de l’art dans le domaine des antennes agiles en fréquence. Les
facteurs de miniaturisation ne sont pas représentés car il est nécessaire de connaître la fréquence
de résonance naturelle, qui est rarement indiquée dans les publications.
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Type (P)IFA (P)IFA (P)IFA
Substrat NC Plastique FR4
55× 10 mm2
(antenne)
























40-60 % (Q fort)
32-63 % 13-31 %
Tableau 1.3: État de l’art sur des antennes agiles en fréquence.
Dans la littérature, plusieurs expressions déﬁnissent l’excursion fréquentielle. La première ex-





2 (fmax − fmin)
fmax + fmin
(1.2)
où fmax et fmin sont les fréquences de résonance respectivement maximale et minimale, fc est
la fréquence centrale, et ∆f = fmax − fmin.
La deuxième expression TRf , qui est celle utilisée par la suite, est nommée rapport d’excursion
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En conclusion, les antennes agiles en fréquence sont un moyen prometteur de parvenir à l’agilité
fréquentielle et à la miniaturisation pour une eﬃcacité satisfaisante par rapport à une antenne
statique. Cependant, l’implémentation de cette technique dans les terminaux mobiles actuels
reste moins populaire que l’utilisation de l’adaptation d’impédance, dont l’utilité est complémen-
taire. Les pertes d’insertion du composant reconﬁgurable, les parasites inévitablement amenés
lors de l’association avec l’antenne, et parfois le coût et la taille du composant sont les raisons
principales qui freinent l’utilisation de cette technique [8].
La combinaison de cette technique avec un système d’adaptation dynamique peut permettre de
mettre au point des systèmes antennaires capables de :
— s’adapter à la fréquence d’utilisation pour maximiser l’eﬃcacité rayonnée tout en utilisant
une antenne de taille réduite ;
— maximiser le transfert de puissance entre le front-end RF et l’antenne (adaptation dyna-
mique de l’antenne).
1.2.2 Adaptation dynamique de l’antenne
Les modules d’adaptation dynamique d’antenne (ATM) fournissent une reconﬁguration dy-
namique de l’impédance de l’antenne sur une bande de fréquence donnée. Utilisés pour les
applications multibandes, les ATM deviennent incontournables pour minimiser les pertes par
désadaptation.
La ﬁgure 1.13 illustre l’architecture générale d’un système ATM comprenant un détecteur et un
correcteur d’impédance. Un composant de détection est intercalé entre le front-end RF et le bloc
d’adaptation variable. L’information récupérée par ce composant de détection est transmise à un
bloc de décision qui peut être réalisé en logique ou être basé sur des tables de données (LUT). Le
bloc de correction génère les commandes nécessaires au changement d’impédance en agissant sur
l’état du tuner. Les blocs décision et correction, dans le cas particulier d’architectures disposant
d’unités logiques programmables, peuvent être regroupés en un seul et même bloc.
Figure 1.13: Architecture générale d’un système de détection et de correction d’impédance.
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Il existe deux types de détection :
— la détection scalaire, qui permet de récupérer le module du coeﬃcient de réﬂexion ;
— la détection vectorielle, qui permet de récupérer le module et la phase du coeﬃcient de
réﬂexion.
Dans le cas de la détection scalaire, un coupleur permet de récupérer une information scalaire
du coeﬃcient de réﬂexion déﬁni par le rapport entre les tensions d’une onde réﬂéchie et d’une
onde incidente. Si cette méthode était par le passé répandue, ce n’est plus le cas aujourd’hui.
En eﬀet, une détection par cette méthode conduit à minimiser le rapport d’onde stationnaire
et donc à diminuer les pertes par désadaptation, mais pas à optimiser le transfert de puissance.
Les méthodes dites scalaires sont aujourd’hui obsolètes et ne sont donc pas abordées dans cet
état de l’art.
Il est possible d’utiliser un coupleur avec un dispositif supplémentaire pour obtenir le module
et la phase du coeﬃcient de réﬂexion. Ainsi, dans [10], Moritz et Sun évoquent une solution
permettant de récupérer le module et la phase du coeﬃcient de réﬂexion à l’aide d’un coupleur
(ﬁgure 1.14). Dans cette architecture, une fraction du signal réﬂéchi est appliquée à l’entrée
de deux mélangeurs. Sur les entrées restantes de chaque mélangeur sont appliqués une fraction
du signal incident, et une fraction du signal incident déphasé de 90◦. Les sorties des deux
mélangeurs sont ﬁltrées pour récupérer deux signaux DC correspondant à deux signaux en
phase et en quadrature. Ces deux signaux contiennent l’information de module et de phase
représentant le signal réﬂéchi, ce qui permet d’élaborer un coeﬃcient de réﬂexion contenant
également une information de module et de phase. Cependant, cet article ne propose pas de
méthode de correction.
Figure 1.14: Détection du module et de la phase du coeﬃcient de réﬂexion [10].
Dans la littérature, deux approches principales ont été développées pour trouver l’adaptation
optimale. La première consiste à passer en revue tout ou partie des états d’un tuner de fa-
çon itérative. La seconde repose sur l’utilisation d’un compromis ou d’une analyse analytique
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permettant de déterminer en une étape cette adaptation optimale.
Le désavantage principal de la première méthode est le temps de recherche, c’est-à-dire le temps
passé à tester les combinaisons. Ce temps peut être raccourci en réduisant l’analyse à une
partie des états pour rechercher la meilleure adaptation, mais dans ce cas le risque est de
repérer et de se verrouiller sur un « minimum local », c’est-à-dire une adaptation qui n’est
pas la meilleure possible. De plus, la recherche se fait durant la transmission et peut générer
du bruit ou provoquer la rupture d’une communication en soumettant la chaîne RF à une
forte désadaptation. La seconde méthode implique une augmentation de la complexité liée à





Figure 1.15: (a) Lieu d’impédance visé par le système présenté, (b) système de détection et
de correction associé [11].
Dans [11], le but est de corriger les variations d’impédance d’antenne de façon automatique avec
une faible complexité et un faible coût. La solution retenue, résumée sur la ﬁgure 1.15a, consiste
à utiliser, en série avec l’antenne, un réseau constitué :
— d’une inductance servant à la détection de l’amplitude des tensions aux nœuds A et B
(ﬁgure 1.15b) ;
— d’un condensateur variable servant à ajuster la réactance série.
Un système utilisant des blocs logiques est utilisé pour parvenir, par itérations, à des amplitudes
aux nœuds A et B telles que la condition d’adaptation est satisfaite.
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Ce système présente certains désavantages. Le premier est qu’il ne permet de corriger que les
désadaptations dues aux variations de la partie imaginaire de l’antenne. Les auteurs présentent
donc ce travail comme destiné à être utilisé avec des antennes dont seule la partie imaginaire
de l’impédance varie, ce qui est rarement le cas en pratique. Un autre désavantage est que la
plage de la partie imaginaire est limitée par l’excursion de capacité du condensateur variable.
Ainsi, pour l’exemple proposé dans [11], la correction montre des performances satisfaisantes
pour des rapports d’onde stationnaire inférieurs à 2,5, ce qui limite le champ applicatif de ce
type de système.
Les auteurs de [12] proposent une démarche itérative pour contrôler trois condensateurs variables
dans un tuner, comme montré sur la ﬁgure 1.16a. L’information de désadaptation est obtenue
via deux tensions prélevées aux bornes d’une inductance (points A et B sur la ﬁgure). Seules
les amplitudes de ces deux tensions sont utilisées, sans considération pour leur phase. Selon
l’algorithme utilisé et présenté sur la ﬁgure 1.16b, à partir d’un certain niveau de désadaptation,
la procédure de correction est activée. Cette procédure consiste à utiliser un compteur binaire
(7 bits) jusqu’à obtenir une conﬁguration telle que les potentiels A et B se retrouvent dans une
gamme de valeurs acceptables. Comme les autres méthodes itératives, cette solution présente
une durée de correction importante, les 128 états étant susceptibles d’être testés.
(a)
(b)
Figure 1.16: Système proposé dans [12] : (a) tuner réglable à l’aide d’un compteur et de
condensateurs variables (b) algorithme itératif associé.
Song [13] propose une détection par un coupleur directionnel placé entre le PA et le tuner
(TMN), comme illustré sur la ﬁgure 1.17. Une chaîne analogique est composée de deux détec-
teurs de puissance logarithmiques suivis par un soustracteur à l’interface PA/TMN. La tension
continue générée par le soustracteur est alors utilisée pour estimer le coeﬃcient de réﬂexion ΓL.
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Cette tension est stockée puis le système numérique change l’état du TMN, ce qui provoque
un changement de ΓL et donc une variation de la tension. Cette même tension et la précédente
qui a été stockée (par échantillonnage-blocage) sont comparées et le système conserve celle qui
présente la meilleure performance. Si l’état le plus récent est moins bon, le système conserve
le statu quo, mais si la dernière valeur est meilleure, le système déclenche successivement tous
les états possibles du TMN. Ces tests successifs conduisent à la minimisation de |ΓL|. Cepen-
dant, cette méthode ne considère pas les pertes du TMN : seules les pertes par désadaptation
à l’interface PA/TMN sont minimisées. En eﬀet, les pertes peuvent contribuer à diminuer |ΓL|
et donc à donner l’apparence d’une meilleure adaptation alors qu’un autre état peut présenter
moins de pertes pour un |ΓL| plus élevé. Choisir |ΓL| le plus faible ne garantit donc pas forcé-
ment le meilleur transfert de puissance possible. Concernant l’implémentation, seul le système
de détection est intégré en technologie CMOS SOI 180 nm. Le réseau d’adaptation et le coupleur
directionnel sont réalisés sur circuit imprimé avec des composants discrets.
Figure 1.17: Schéma et algorithme associé proposés dans [13].
Dans [14], l’auteur décrit un système à faible complexité basé sur un coupleur inductif per-
mettant d’obtenir une image du courant en sortie du PA, et d’un pont diviseur de tension
permettant d’obtenir une image de la tension en sortie du PA. La partie contrôle analogique/-
numérique contient deux voies de détection : une première voie indique si la tension est en avance
ou en retard sur le courant, traduisant respectivement une situation inductive ou capacitive ;
une seconde voie est active seulement lorsque l’impédance vue à l’entrée du réseau d’adaptation
est réelle. Les signaux de ces deux voies sont quantiﬁés sous forme de bits. L’état précédent
étant sauvegardé par un système d’échantillonnage-blocage (S&H), la seconde voie détermine si
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la partie réelle de l’impédance mesurée est plus proche ou plus éloignée du centre de l’abaque
de Smith que celle stockée en mémoire.
(a)
(b)
Figure 1.18: (a) Système de détection (b) exemple de convergence par itérations avec l’évolu-
tion du ROS à partir d’un valeur initiale ROS = 10, d’après [14].
La ﬁgure 1.18a montre ce système de détection. La ﬁgure 1.18b reprend l’exemple de conver-
gence par itérations pour un rapport d’onde stationnaire initial de 10, et montre l’évolution du
rapport d’onde stationnaire mesuré. Par rapport à [13], qui eﬀectue une recherche exhaustive,
une réduction signiﬁcative (facteur 10 à 100 selon le cas) du nombre d’itérations est obtenue.
Pour ce système, seul le détecteur est intégré dans la puce en silicium.
1.2.2.2 Systèmes à reconfiguration instantanée
1.2.2.2.a Déplacement dans des régions délimitées de l’abaque de Smith
Dans [15], Ji décrit un système qui mesure le module et la phase du coeﬃcient de réﬂexion
puis considère des valeurs limites (minimum et maximum) du module |ΓL| du coeﬃcient de
réﬂexion ΓL. La ﬁgure 1.19a donne l’algorithme mis au point. En fonction de ΓL, une logique
combinatoire traduit la situation et sert à contrôler les capacités commutées d’un réseau d’adap-
tation (ﬁgure 1.19c) qui modiﬁe le coeﬃcient de réﬂexion. Si ΓL se trouve en deçà ou au-delà
des valeurs limites, alors le système ne tente pas de correction. Si la mesure est située entre ces
valeurs, alors quatre zones sur l’abaque de Smith, correspondant à quatre intervalles de phase et
délimitées par les modules de ΓL minimum et maximum, sont considérées. Ces quatre zones sont
illustrées sur l’abaque présenté sur la ﬁgure 1.19b. De ces quatre zones, une seule correspond
au fonctionnement optimal du PA et est visée. Les auteurs de l’article proposent ce système
pour assurer une linéarité (ACLR) optimale au PA. Ils précisent cependant que l’optimisation
du rendement ou de la puissance totale émise sont également possibles avec cette approche.
Ce système est basé sur une étude a priori de la relation ROS et ACLR, c’est-à-dire à partir
de quel ROS l’ACLR dépasse la spéciﬁcation maximum. Les valeurs limites correspondent à
des ROS de 1,5 (valeur pour laquelle la spéciﬁcation d’un ACLR à 33 dBc est atteinte) et




Figure 1.19: (a) Algorithme utilisé, (b) séparation de l’abaque de Smith en quatre zones
distinctes, (c) architecture du tuner à base d’interrupteurs et de capacités, (d) Photographie du
dispositif hybride [15].
2,5. Pour le système proposé dans cet article, le PA (GaAs), les interrupteurs et le détecteur
(CMOS SOI) sont intégrés sur des puces diﬀérentes et assemblés sur un circuit imprimé avec
des condensateurs CMS formant le tuner (ﬁgure 1.19d). Il convient de noter que l’adaptation
réalisée avec un tel système n’est pas forcément optimale car l’impédance est connue avec assez
peu de précision.
1.2.2.2.b Stockage des valeurs dans une table de données (LUT)
Dans [16, 17], Kousai propose un système capable d’adapter la charge d’un PA en fonction du
niveau de puissance. L’objectif est d’assurer un fonctionnement optimal du PA. Une boucle
de contrôle permet d’optimiser le fonctionnement du PA en fonction du recul de puissance
(back-oﬀ ). L’idée est de détecter l’impédance qui charge le PA (ZPA) et de la comparer à une
impédance de référence ﬁxe (Zref ) en détectant les diﬀérences d’amplitude et de phase entre
deux signaux X et Y , où X et Y sont les tensions RF respectivement en sortie du PA et sur
l’impédance Zref . Le signal sur Zref est produit par une réplique de la chaîne d’ampliﬁcation
principale. La ﬁgure 1.20 présente le système considéré.
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Si ZPA = Zref , les détecteurs d’amplitude et de phase génèrent une tension nulle, ce qui cor-
respond à une charge optimale. Quand ZPA dévie de sa valeur optimale, les comparateurs
d’amplitude et de phase génèrent chacun une tension non nulle qui est fonction du module et
de la phase de ZPA. À partir des signaux numérisés par un convertisseur analogique-numérique
(CAN), une unité arithmétique et logique estime le coeﬃcient de réﬂexion de charge par pas
de 0,1 sur les parties réelle et imaginaire. L’unité arithmétique et logique repose sur une LUT
(table de données).
Figure 1.20: Schéma du système [16, 17].
1.2.2.2.c Prédiction analytique de l’adaptation optimale
Dans [18, 32–34], un système d’adaptation automatique reposant sur la connaissance du ré-
seau d’adaptation est présenté. Les applications visées sont des applications médicales de faible
puissance. Une capacité sert de composant de détection pour obtenir le module et la phase
du coeﬃcient de réﬂexion à l’entrée du tuner. Ce tuner est un réseau en π constitué d’une in-
ductance et de deux condensateurs variables faible puissance. Le calcul de la valeur de chaque
condensateur variable se fait par une unité arithmétique et logique. La mise à jour du tuner est
instantanée (une seule étape). La ﬁgure 1.21a illustre l’architecture de ce système d’adaptation
automatique. L’auteur calcule l’adaptation à partir de la connaissance du réseau d’ adaptation.
Bien que prenant soin d’évaluer le rendement de façon théorique, il néglige les pertes dans le
calcul des capacités. Cela n’est pas problématique dans cette application car les niveaux de puis-
sance sont modérés. De plus, le système fonctionne pour une seule fréquence de fonctionnement
(2,4 GHz). La capacité de détection ﬁxe est ainsi optimisée pour une fréquence de 2,4 GHz, mais
pas forcément pour d’autres fréquences. Concernant l’implémentation, le système a été testé sur
circuit imprimé avec des composants discrets, le microcontrôleur utilisé étant externe [18, 34].
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(a)
(b)
Figure 1.21: (a) Schéma du système, (b) Méthode mise en œuvre [18].
Un autre travail présenté par Gu et Morris [19, 35, 36] fait usage d’un algorithme avancé qui
permet de déterminer les valeurs optimales des trois capacités du tuner en prenant en compte
les pertes. Cet algorithme, qui est implémenté sur une unité arithmétique et logique, fournit
également une solution d’adaptation instantanée (une seule étape). Il permet dans un premier
temps de réaliser une adaptation qui maximise le transfert de puissance, puis dans un second
temps de réaliser une minimisation du module du coeﬃcient de réﬂexion. Avec le matériel
et les logiciels utilisés, les auteurs indiquent un temps de correction de plusieurs dizaines de
millisecondes. Ils précisent cependant que dans une conﬁguration plus optimisée, ce temps peut
facilement être réduit à quelques centaines de microsecondes.
Figure 1.22: Schéma du système de détection et correction [19].
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Le dispositif est résumé sur la ﬁgure 1.22. Pour cette preuve de concept, les auteurs ont fait
le choix de ne pas intégrer certaines fonctions électroniques et utilisent des composants du
commerce (atténuateurs, détecteur d’amplitude, détecteur de phase et CAN). Les condensateurs
variables du tuner sont constitués de MEMS RF discrets. Ce choix conduit à un assemblage sur
circuit imprimé qui présente un fort encombrement.
Le tableau 1.4 résume les caractéristiques des principaux systèmes de détection et de correction
d’impédance développés au cours des dernières années.
Caractéristique Références
[13] [16, 17] [18, 34] [19, 35, 36]
Type Scalaire Vectoriel Vectoriel Vectoriel
Prise en compte
des pertes

























1, 6× 2, 2 mm2)
Non Non














4096 NC NA NC
Temps de
reconﬁguration

















Consommation 31 mW 30 mW NC NC
Bande passante NC 3 MHz NC NC
Tableau 1.4: État de l’art des systèmes de détection et correction d’impédance.
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1.3 Synthèse et propositions
1.3.1 Technologie CMOS SOI
La technologie CMOS SOI est aujourd’hui présente dans l’essentiel des appareils pour applica-
tions mobiles, et les perspectives montrent que son utilisation est amenée à croître. Jusqu’ici,
cette technologie a permis de gérer la complexité croissante des front-ends RF en permettant la
réalisation d’interrupteurs RF, de condensateurs variables et de tuners d’antenne performants.
Aujourd’hui, la technologie CMOS SOI a comme atouts des niveaux de perte et de linéarité
surpassant ceux des technologies CMOS bulk. L’utilisation de méthodes de fabrication éprouvées
contribue à son faible coût [37]. De plus, la qualité des substrats haute résistivité est désormais
compatible avec des productions à grande échelle.
Enﬁn, terminons en notant que les performances des technologies CMOS SOI proposés par les
fonderies sont régulièrement améliorées, contribuant à l’obtention de fonctions RF de plus en
plus performantes.
Dans le cadre de cette thèse, nous avons donc réalisé nos circuits intégrés en technologie
CMOS SOI.
1.3.2 Développements
Au vu de l’état de l’art présenté dans ce chapitre, l’étude eﬀectuée dans le cadre de cette thèse
repose sur plusieurs propositions.
La première proposition est l’utilisation de condensateurs variables de type réseaux de capacités
commutées. Ces condensateurs variables permettent de concevoir des tuners d’impédance avec
une couverture d’impédance élevée et des pertes faibles.
La seconde proposition consiste à améliorer le niveau d’intégration : tuner et circuit de détection
seront assemblés sur une même puce, ce qui n’est pas le cas dans la littérature [13, 16, 17], où
les diﬀérentes fonctions du système sont généralement réalisées de manière hybride.
La troisième proposition est la suppression du composant de détection dédié comme dans [18],
le tuner étant utilisé comme détecteur, permettant ainsi de supprimer les pertes associées à ce
composant de détection. Cette technique proposée dans [19, 35, 36] n’a pas encore été intégrée
dans les réalisations actuelles de l’état de l’art.
La quatrième proposition est la conception d’un système de détection fonctionnant à des puis-
sances élevées (jusqu’à 36 dBm), en rupture avec la plupart des systèmes de détection qui sont
limités à de faibles puissances [18, 19] incompatibles avec des systèmes de type LTE.
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Des structures de reconﬁguration devront être développées :
— condensateur variable en CMOS SOI ;
— antenne agile en fréquence ;
— tuner reconﬁgurable via un moyen de détection de l’impédance d’antenne.
1.3.3 Conclusion
La ﬁgure 1.23 illustre une architecture classique de chaîne d’émission multibande.
Figure 1.23: Architecture de chaîne d’émission classique.
Plusieurs PA sont nécessaires, chacun étant couplé à un réseau d’adaptation ﬁxe réglé pour
une seule bande de fréquence. Diﬀérents ﬁltres sont également nécessaires (un ﬁltre par bande).
Un réseau d’interrupteurs permet de choisir la voie appropriée selon la bande considérée. Cet
ensemble est généralement valable pour un groupe de bandes de fréquence (par exemple, bandes
basses ou bandes hautes). Par conséquent, cet ensemble est amené à se répéter. Dans le cadre de
l’agrégation de porteuse, un diplexeur permet d’isoler les chaînes d’ampliﬁcation. L’antenne est
unique et passive, et présente une eﬃcacité limitée pour de larges bandes de fréquence. Notons
que dans certains cas, plusieurs antennes peuvent être utilisées. Les contraintes d’encombrement
obligeant les antennes à partager l’espace disponible, leur eﬃcacité s’en trouve généralement
dégradée.
La ﬁgure 1.24 montre l’architecture de chaîne d’émission envisagée dans le cadre de la thèse. Avec
cette architecture, deux PA reconﬁgurables sont utilisés. À la suite des PA, des interrupteurs
permettent de sélectionner le ﬁltre adéquat. Dans le cadre de cette thèse, nous nous sommes
intéressés à un tuner d’antenne en amont de l’antenne. Ce tuner d’antenne est constitué de
condensateurs variables. La détermination de l’impédance d’antenne nécessite de relever un
module et une phase. Les signaux RF nécessaires à cette détermination de l’impédance d’antenne
sont prélevés en entrée et en sortie du tuner. En fonction de la valeur de l’impédance d’antenne, il
sera possible, à l’aide d’une unité de traitement numérique, de piloter les condensateurs variables
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Périmètre de la thèse
Figure 1.24: Architecture de chaîne d’émission reconﬁgurable.
du tuner pour atteindre l’adaptation optimale. Par ailleurs, les antennes agiles en fréquence sont
utilisées dans cette étude pour maximiser leur eﬃcacité en fonction de la fréquence.
Chapitre 2
Condensateurs variables à capacités
commutées en technologie
CMOS SOI
« Ainsi mon dessein n’est pas d’enseigner la méthode que chacun doit suivre pour bien
conduire sa raison, mais de faire voir en quelle sorte j’ai tâché de conduire la mienne. »
Descartes, Discours de la Méthode
2.1 Introduction
L
e composant de prédilection aujourd’hui pour la reconﬁguration en électronique RF
est le condensateur variable, dont plusieurs formes ont été développées à partir de
composants discrets ou distribués [38] :
— diodes polarisées en inverse de type varactor ou varicap ;
— lignes de transmission émulant une capacité et dont la géométrie est commutée à l’aide
interrupteurs ;
— ou encore réseaux de capacités commutées.
En eﬀet, les facteurs de qualité obtenus sont généralement meilleurs que ceux des inductances.
Pour des raisons de tenue en tension et de surface occupée dans un contexte d’intégration, le
composant privilégié dès lors que l’application met en jeu des puissances relativement impor-
tantes est le réseau de capacités commutées. Le principe consiste à associer en parallèle une (cas
extrême) ou plusieurs branches comprenant un condensateur en série avec un interrupteur.
27
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Les interrupteurs étant des composants dont l’état est binaire, leur contrôle est réalisé à l’aide
d’une commande numérique. Ainsi, selon la capacité désirée, l’état de chaque branche sera ’0’
ou ’1’.
Il existe plusieurs méthodes pour réaliser les interrupteurs. Les interrupteurs à base de transistors
ou de systèmes micro-électromécaniques (MEMS) sont les plus répandus.
Les interrupteurs MEMS présentent d’excellentes performances ON/OFF (faibles pertes, bonne
linéarité, forte tension) mais sont pénalisés par de fortes contraintes de mise en œuvre, toutes
dues à la nature mécanique de ce composant : tension de commande élevée (de quelques dizaines
de volts à la centaine de volts), mais surtout ﬁabilité et durée de vie. De plus, la faible densité
de capacité par unité de surface cantonne les MEMS à des capacités relativement faibles et donc
des applications hautes fréquences (typiquement au-dessus de 5 GHz).
2.1.1 État de l’art
Le tableau 2.1 donne les points forts et points faibles des technologies de référence pour réaliser
des capacités variables [38, 39]. Le rapport d’excursion capacitive est le rapport entre la capacité
maximale et la capacité minimale. La facilité de polarisation indique si les moyens mis en œuvre
pour polariser le composant sont dispendieux ou non. Par exemple, les interrupteurs à base
de MEMS nécessitent des tensions de l’ordre de 20 V à 80 V [40], ce qui complique les circuits
destinés à générer ces niveaux et augmente la consommation du dispositif. La tenue en puissance
indique si le composant est approprié pour être utilisé avec de forts signaux RF susceptibles de
générer des non-linéarités ou un claquage. Alors que les diodes varicap ne supportent que de
faibles niveaux de puissance, les condensateurs à base de MEMS sont davantage robustes aux
forts signaux. Les diodes varicaps sont donc fortement non- linéaires, alors que les MEMS ne
sont non-linéaires que dans une moindre mesure. À cause de la génération d’harmoniques due au
substrat haute résistivité, les circuits en CMOS SOI sont davantage non-linéaires que les MEMS
[41, 42]. L’encombrement indique la surface nécessaire à l’implémentation d’une technologie sur
un circuit intégré.
Ce chapitre décrit la structure et le comportement de condensateurs variables commandés nu-
mériquement permettant l’intégration de fonctions RF reconﬁgurables. Diﬀérentes structures de
capacités commutées sont étudiées. Dans le cadre d’une utilisation sous de fortes puissances, les
contraintes de tenue en tension sont exposées. L’utilisation de ce composant devant se faire sur
une plage de fréquence relativement large, une étude détaillée du facteur de qualité en fonction
de la fréquence est proposée. Enﬁn, les divers compromis qui régissent les choix de conception
sont présentés.
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Paramètre Technologie







Moyen Faible Moyen Élevé Moyen


























Faible Faible Faible Élevé Élevé
Tableau 2.1: Points forts et points faibles des technologies de référence pour réaliser des
capacités variables.
2.1.2 Capacité d’un interrupteur SOI à l’état OFF
Les interrupteurs jouent un rôle primordial dans le fonctionnement du condensateur variable
à capacités commutées. Dans tout ce qui suit, on considère des interrupturs réalisés à base de
transistors de type FET.
La ﬁgure 2.1 montre un schéma équivalent d’un FET à l’état bloqué. L’impédance Zsub repré-
sente l’impédance parasite associée au substrat sous l’oxyde enterré.
Figure 2.1: Modèle petit signal d’un FET à l’état OFF.
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Lorsqu’il est ouvert (FET bloqué), l’interrupteur est équivalent à une capacité COFF . Plusieurs
chemins RF existent dans la structure du semiconducteur lorsque le FET est bloqué : capacité
grille-drain (Cgd), capacité grille-source (Cgs), capacité drain-source (Cds), capacité substrat-
drain (Cdb) et capacité substrat-source (Csb). En première approximation, on peut exprimer
COFF à partir de (2.1).







Compte tenu de la structure symétrique du FET, il est possible de considérer que la capacité
COFF se répartit en deux capacités identiques de valeur 2COFF . Ainsi, le schéma équivalent
du FET à l’état bloqué (polarisation sous le seuil) en régime petit signal est celui présenté sur
la ﬁgure 2.2. La tension présente entre drain et source (vds) se répartit entre drain/grille et
grille/source. Le FET est polarisé via une résistance de forte valeur connectée à la grille.
Figure 2.2: Modèle équivalent AC simpliﬁé du FET à l’état OFF avec la résistance de pola-
risation de grille.
2.1.3 Facteur de mérite (FOM)
La résistance à l’état passant et la capacité à l’état bloqué de l’interrupteur sont liées au facteur
de mérite (FOM) de la technologie qui est le produit de ces deux grandeurs : FOM = RONCOFF
(exprimé en secondes) [30].
Pour une technologie donnée, le facteur de mérite est indépendant de la taille de l’interrup-
teur. (2.2) montre la relation entre capacité à l’état OFF et résistance à l’état ON pour des
interrupteurs dont la largeur de grille est variable.







(2COFF1) = RON1COFF1 = FOM





(nCOFF1) = RON1COFF1 = FOM
(2.2)
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Ainsi, sans tenir compte de phénomènes parasites, le produit RONCOFF est constant pour une
technologie donnée.
En réalité, cette valeur du FOM liée à la technologie ne convient pas entièrement pour ca-
ractériser l’interrupteur en conditions réelles. En eﬀet, les interconnexions métalliques (BEOL)
introduisent des résistances (RBEOL) et des capacités parasites (CBEOL) qui conduisent à consi-
dérer un FOM extrinsèque que l’on peut exprimer par (2.3).
FOMext = (RON +RBEOL) (COFF + CBEOL) (2.3)
Cette équation devient (2.4).
FOMext = FOM +RONCOFF (BEOL) +RON(BEOL)COFF +RON(BEOL)COFF (BEOL) (2.4)
Les caractéristiques annoncées pour une technologie donnée, systématiquement dégradées par
les BEOL, donnent donc une estimation optimiste des performances potentielles car la valeur
du FOM extrinsèque est supérieure à celle du FOM intrinsèque (FOMext > FOM).
L’évolution au cours des dernières années du FOM de la technologie CMOS SOI utilisée
(H9SOIFEM de ST Microelectronics) est résumée sur la ﬁgure 2.3.
Figure 2.3: Évolution du facteur de mérite (FOM) de la technologie CMOS SOI utilisée [20].
2.2 Structure d’un condensateur variable à capacités commu-
tées
Le condensateur variable étudié est un condensateur commandable numériquement contenant
NB branches parallèles. Chaque branche n contient un interrupteur à base de FET qui est
contrôlé par un bit bn valant ′0′ ou ′1′. NB bits sont donc nécessaires pour contrôler le conden-
sateur variable. Chaque branche est dimensionnée de manière diﬀérente mais régulière. La plus
petite branche est commandée par le bit de poids faible (LSB), et la plus grosse branche est
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Figure 2.4: Schéma simpliﬁé d’un condensateur variable à capacités commutées.
commandée par le bit de poids fort (MSB). Sur chaque branche, l’interrupteur est associé à un
condensateur dont la capacité est activée ou désactivée par l’interrupteur (états respectivement
ON et OFF). La ﬁgure 2.4 présente le schéma simpliﬁé d’un condensateur variable à capacités
commutées.
Les interrupteurs jouent un rôle essentiel dans la valeur de la capacité globale. À l’état OFF,
les FET ne se comportent pas comme des circuits ouverts, mais présentent des capacités (que
l’on souhaite les plus faibles possibles). La capacité du FET à l’état OFF étant du même ordre
de grandeur que la capacité du condensateur en série, le FET contribue pleinement à la valeur
globale de la capacité et participe donc au dimensionnement du condensateur variable. À l’état
ON, l’interrupteur est idéalement un court-circuit. En conditions réelles, l’interrupteur possède
une résistance série (que l’on souhaite la plus petite possible). De même qu’à l’état OFF, le
FET contribue de manière essentielle à la valeur globale de la résistance série du condensateur
variable (et donc du facteur de qualité).
2.2.1 Évolution de la capacité en fonction de l’état binaire
La ﬁgure 2.5 présente l’allure de la capacité CTC d’un condensateur variable en fonction de son
état, où l’état est converti de code binaire en entiers.
La capacité Cn du condensateur de la branche n obéit à la suite géométrique Cn+1 = qCn, où
q est la raison de la suite géométrique. La capacité de la branche n s’exprime par (2.5).
Cn = qn−1C1 (2.5)
où C1 est la capacité de la branche 1.
En fonction de l’évolution de capacité recherchée, la raison géométrique q varie. Le calcul de la
raison géométrique entre deux branches successives est détaillé dans l’annexe A. Dans la plus
grande majorité des cas, q = 2.
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Figure 2.5: Capacité d’un condensateur variable à capacités commutées (5 branches).
La valeur maximale Cmax, c’est-à-dire la capacité lorsque toutes les branches sont à l’état ON,
s’exprime par (2.6). Combinée à (2.5), elle donne (2.7) qui exprime la capacité maximale en







1− q (q 6= 1) (2.7)
Soit COFFn la capacité à l’état OFF de l’interrupteur de la branche n. On a COFFn = qn−1COFF1.







La valeur minimale Cmin, c’est-à-dire la capacité lorsque toutes les branches sont à l’état OFF,





Cmin = C1′1− q
NB
1− q (q 6= 1) (2.10)
La capacité CTC en fonction de l’état du condensateur variable s’exprime alors par (2.11).
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où ∆C est l’écart de capacité entre deux valeurs successives de capacités, et bn le bit associé à
l’état numérique de la branche n. On a n = log2 (état+ 1), où état est un entier.




2NB − 1 (2.12)
2.2.2 Résistance série équivalente




où RS1 est la résistance série de la branche 1 (LSB). Le calcul détaillé est donné dans l’annexe J.
2.2.3 Empilement de transistors
En fonction de la puissance à laquelle le condensateur variable est utilisé, l’amplitude de la
tension à ses bornes peut être très importante. À l’état OFF, la tension de claquage de l’inter-
rupteur peut être insuﬃsante, ou bien encore, les contraintes de linéarité peuvent ne pas être
respectées. Ainsi, dans les interrupteurs FET à l’état OFF, la compression est atteinte quand la
tension vgs dépasse la tension de seuil VT du FET. Pour éviter le déclenchement du FET et sa
compression, il faut donc que l’amplitude de vds soit inférieure à VDS(max) = 2 (VT − vgs) [43].
Dans les applications requérant de fortes tensions, on procède alors à l’empilement en série de
plusieurs transistors (ﬁgure 2.6) [44] aﬁn de répartir la tension entre les diﬀérents FET.
La ﬁgure 2.7a montre le dessin simpliﬁé d’un FET en technologie CMOS SOI. La ﬁgure 2.7b
présente un dessin simpliﬁé de l’empilement de trois FET.
La ﬁgure 2.8 illustre la répartition de tension à l’état OFF au sein de l’empilement. À l’état OFF,
la tension RF est répartie entre le condensateur et les diﬀérents transistors de l’empilement qui
sont chacun équivalents à une capacité (ﬁgure 2.8). La tension VF aux bornes de l’empilement
est donnée par (2.14).
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Figure 2.7: Géométrie simpliﬁée (a) d’un transistor FET en technologie CMOS SOI, (b) d’un
interrupteur à base de trois transistors FET empilés en technologie CMOS SOI.
Pour lutter contre le déclenchement des FET lorsque les signaux RF sont de forte amplitude,
la tension de polarisation Vgs est négative à l’état OFF. Des tensions de l’ordre de -2 V sont
généralement utilisées pour polariser les grilles des FET à l’état OFF.
VF = NTVF (u) (2.14)
où VF (u) est la tension entre drain et source d’un FET et NT le nombre de transistors empilés.
Soit Neff le rapport (nommé empilement eﬀectif [44]) de la tension VRF aux bornes d’une
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Figure 2.8: Répartition de la tension VRF sur une branche.
Neff permet de connaître la tension maximale admissible sur la branche complète à partir de
la tension maximale admissible sur un FET, et donc la tension maximale admissible sur le








où VF (u)max est l’amplitude maximale admissible aux bornes d’un FET et qui est donnée par le
fondeur.
(2.16) permet de noter que plus COFF (u) est grand devant la capacité C, plus l’amplitude
maximale de la tension aux bornes du condensateur variable est élevée. Plus COFF (u) est grand
devant la capacité C du condensateur, plus l’amplitude de la tension sur chaque transistor est
faible, et donc plus la distorsion est faible. Il convient de noter que nous sommes ici face à un
compromis : pour un COFF donné, plus le rapport d’excursion capacitive est grand, plus Cmax
est grand. Cette valeur élevée de Cmax impose une valeur élevée de C. Ceci implique que la
tension sur la branche est davantage concentrée sur l’interrupteur, ce qui fait que le composant
est davantage susceptible de générer des non-linéarités. Pour résumer, pour un empilement
donné, un rapport d’excursion capacitive élevé s’oppose à une linéarité élevée.
Notons par ailleurs que généralement, les capacités MIM ou MOM utilisées pour l’implémenta-
tion en technologie CMOS SOI ont des tensions de claquage très supérieures à celles des FET
[44], ce qui reporte les contraintes de ﬁabilité sur les FET.
En plus des résistances de forte valeur placées sur les grilles, on place des résistances RDS entre
drains et sources des FET aﬁn de ﬁxer le potentiel DC sur ces nœuds. Ces résistances participent
également à l’équilibre des tensions aux bornes du condensateur variable. La ﬁgure 2.9 illustre
l’empilement des FET avec les résistances RDS et les résistances RG.
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Figure 2.9: Implémentation de NT transistors empilés et des résistances de polarisation asso-
ciées.
2.2.4 Architectures
La disposition en série d’un condensateur et d’un interrupteur peut se décliner suivant diﬀérentes
architectures, comme indiqué sur les ﬁgure 2.10a, ﬁgure 2.10b et ﬁgure 2.10c, qui montrent
les schémas simpliﬁés des trois architectures possibles pour réaliser un condensateur variable.
Ces architectures sont nommées « TC » (Transistors-Condensateur), « TCT » (Transistors-
Condensateur-Transistors) et « CTC » (Condensateur-Transistors-Condensateur).
(a)
(b) (c)
Figure 2.10: Schémas simpliﬁés d’un condensateur variable pour diﬀérentes architectures : (a)
TC, (b) TCT (c) CTC.
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2.2.4.1 Implémentation en technologie CMOS SOI
En technologie CMOS SOI, l’interrupteur est réalisé par des transistors FET. Le condensateur
est une structure MIM ou MOM. Le choix du type de condensateur se fait selon un critère de
densité de capacité (donc de surface occupée), de linéarité et de tenue en tension. La capacité
des FET est proportionnelle à leur largeur de grille. Sur une branche n donnée pour une capacité
Cn donnée, augmenter cette largeur de grille ne modiﬁe pas Cmax mais augmente Cmin, ce qui
dégrade le rapport d’excursion capacitive.
Les ﬁgure 2.11a, ﬁgure 2.11b et ﬁgure 2.11c montrent une implémentation possible en technologie
CMOS SOI des trois conﬁgurations. Pour ces architectures, la capacité totale est identique.
(a) (b)
(c)
Figure 2.11: Schémas simpliﬁés en CMOS SOI d’un condensateur variable en conﬁguration
(a) TC, (b) TCT, (c) CTC.
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L’architecture TC n’est pas symétrique. Selon la borne (du condensateur ou de l’interrupteur)
connectée à la masse, le condensateur variable ne présente pas le même facteur de qualité. Ceci
est dû aux fuites RF (à travers les résistances de polarisation) qui sont plus ou moins élevées
selon que le signal RF est injecté par la borne du condensateur ou la borne de l’interrupteur.
L’architecture TCT peut conduire à une dégradation du facteur de qualité. En eﬀet, l’interrup-
teur étant composé de deux blocs, les grilles sont connectées entre elles via un réseau résistif
plus ou moins complexe. Or, les pertes d’un des blocs sont équivalentes à une résistance placée
en parallèle du condensateur. Généralement, le condensateur possède le meilleur facteur de qua-
lité de la branche, mais est fortement pénalisé par cette résistance parallèle équivalente. Cette
dégradation du facteur de qualité se répercute sur toute l’architecture.
L’architecture CTC n’a pas de point d’accès DC (nécessaire à la polarisation des diﬀérents
nœuds). L’ajout d’un réseau résistif pour amener une polarisation est nécessaire, ce qui entraîne
une augmentation de la surface occupée et une réduction du facteur de qualité. En contrepartie,
les potentiels DC étant ﬂottants, le concepteur a davantage de liberté pour le choix des niveaux
de polarisation [21, 45].
Pour la conﬁguration CTC, sur une branche, il faut deux condensateurs 2C pour que la capacité
série équivalente de la branche soit C, ce qui occupe quatre fois la surface d’un seul condensateur
C.
2.2.5 Association parallèle des branches du condensateur variable
Figure 2.12: Association de 31 branches identiques pour NB = 5.
Figure 2.13: Association de 5 branches diﬀérentes pour NB = 5.
Le choix qui est posé est le suivant :
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• utiliser la branche 1 (LSB) comme cellule unitaire et la dupliquer autant de fois que
nécessaire pour la réalisation des autres branches ; par exemple, 2 fois pour la deuxième
branche, et 16 fois pour la cinquième branche d’un condensateur variable 5 bits (ﬁ-
gure 2.12) ;
• utiliser la branche LSB une seule fois, chaque branche étant spéciﬁque et conçue sans
réutiliser une autre branche (ﬁgure 2.13).
L’intérêt de la première méthode (ﬁgure 2.12) est évident : une seule cellule étant à développer,
il en résulte un gain de temps de conception. Cependant, l’inconvénient provient de ce que la
surface occupée par les résistances est multipliée par le nombre de cellules LSB. En comparaison,
la surface des résistances des branches d’indice plus grand aurait été moindre puisque la valeur
des résistances est divisée par 2 entre la branche n et la branche n+1. De plus, du point de vue
électrique, on répète 2n−1 fois le réseau de résistances uniquement pour la branche n sans que
les nœuds homologues soient connectés.
Outre un temps de conception plus élevé pour la deuxième méthode (ﬁgure 2.13), il faut égale-
ment choisir le moyen d’évolution du condensateur Cn. Généralement, on donne au condensateur
C1 un facteur de forme proche d’un carré, ce qui permet d’être dans la validité du modèle de
simulation fourni par le fondeur. Pour Cn, on peut soit répéter le condensateur C1 car on sou-
haite conserver le bénéﬁce de son facteur de forme optimal, soit choisir d’adapter la surface en
étendant un condensateur unique. Dans ce dernier cas, on risque de s’éloigner du domaine de
validité du modèle de simulation mais aussi de s’éloigner davantage d’une capacité idéale.
2.2.6 Polarisation des grilles
Il existe plusieurs façons de connecter les résistances de grilles. Rappelons que le but est d’ap-
pliquer un potentiel DC aux transistors tout en minimisant les pertes. Dans tous les cas, il
est évident que disposer une résistance sur chaque grille améliore l’isolation. Pour améliorer le
réseau, au lieu de connecter directement ces grilles à la source DC, on peut :
— soit intercaler une résistance unique dite commune, RGcom ;
— soit intercaler une résistance commune RGcom1 sur un couple de deux interrupteurs, puis
une résistance RGcom2 sur un duo de couples, etc... On forme donc un arbre de résistances
de grilles comprenant un nombre d’étages égal àNetages = 1+log2 (NT ), avecNétages ∈ N
si NT est pair multiple de 2. Par exemple, pour NT = 8, Nétages = 4.
La ﬁgure 2.14 illustre les diﬀérentes stratégies de polarisation des grilles pour un empilement
de quatre FET.
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(a) (b) (c) (d)
Figure 2.14: Stratégies de connexion des grilles.
Citons la conﬁguration particulière de l’architecture CTC dans [21, 22], où les drains et sources
des transistors sont polarisés de manière diﬀérente : une résistance par drain ou par source
amène le potentiel DC. Cette conﬁguration est illustrée par la ﬁgure 2.15.
Figure 2.15: Polarisation de grille possible pour l’architecture CTC [21, 22].
2.3 Dimensionnement
2.3.1 Largeur de grille des FET de l’interrupteur
Le facteur de qualité d’une branche constituée d’un condensateur de capacité C et de NT





où RON(u) est la résistance série d’un seul FET à l’état ON, et RC la résistance série parasite
du condensateur exprimée par (2.18).











On introduit le terme Ron.w (exprimé en Ω.m) tel que :
Ron.w = RON(u)WG(u) (2.20)
où RON(u) est la résistance série d’un FET unique de l’empilement, et WG(u) la largeur de grille
de ce même FET. Tout comme le FOM , Ron.w est un paramètre technologique (dépendant
uniquement de la technologie).
Il s’ensuit que :
WG(u) =
NT (Ron.w)Cω0
1/QON − 1/QC (2.21)
(2.21) permet de déterminer la largeur de grille des FET connaissant les paramètres technolo-
giques pour obtenir QON .
2.3.2 Excursion capacitive
Le rapport d’excursion capacitive TRC du condensateur variable est déﬁni comme le rapport











Puis, en reportant (2.8) qui donne la capacité de la branche n à l’état OFF dans (2.22), le
rapport d’excursion capacitive devient tel que déﬁni par (2.24).
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Le rapport d’excursion capacitive peut donc être calculé avec les capacités du condensateur et
de l’interrupteur à l’état OFF.
2.3.3 Compromis entre TRC et le facteur de qualité QCmax
D’après (2.13), qui donne la résistance série totale d’un condensateur variable, et en tenant
compte du facteur de qualité de chaque branche, l’association en parallèle des NB branches à












1− qNB (q 6= 1) (2.26)
où q est la raison de la suite géométrique caractérisant le dimensionnement des branches du
condensateur variable, et RON1 la résistance série à l’état ON de la branche 1.
Le facteur de qualité lorsque CTC = Cmax est appelé QCmax, Cmax étant la somme des capacités












En la combinant avec (2.24), on peut exprimer QCmax en fonction du FOM de la technologie,
du rapport d’excursion capacitive TRC et de la fréquence de fonctionnement ω = 2πf [46] :
QCmax =
1
RONnCOFFn(TRC − 1)ω =
1
FOM(TRC − 1)ω (2.28)
Cette relation fondamentale montre que pour une technologie donnée (donc un FOM donné), le
rapport d’excursion capacitive est fonction du FOM , de la fréquence de fonctionnement, et du
facteur de qualité associé à la capacité maximale. Augmenter TRC se fera donc au détriment de
QCmax , et vice-versa. Ce compromis est l’un des principaux facteurs pour le dimensionnement
du condensateur variable. La ﬁgure 2.16 illustre ce compromis.
Une autre observation tirée de (2.28) est que le facteur de qualité ne dépend pas du nombre de
branches NB. On peut donc choisir le nombre d’états (2NB ) sans que ce dernier n’ait d’inﬂuence
sur le facteur de qualité.
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Figure 2.16: Compromis entre TRC et QCmax à 1 GHz pour plusieurs valeurs du FOM .
2.3.4 Compromis entre résistance de grille et temps de commutation
Le temps de commutation est déﬁni comme la diﬀérence temporelle entre l’instant auquel la
commande est envoyée et l’instant auquel 90 % de la diﬀérence (en valeur absolue) entre valeurs
initiale et ﬁnale de la capacité est atteinte. L’évolution de la capacité en fonction du temps lors
d’une commutation peut être simulée à l’aide d’une simulation d’enveloppe.
Le temps de commutation du condensateur variable est fonction des résistances du réseau de
polarisation des grilles. En conséquence, ces résistances font partie des éléments à considérer
pour le dimensionnement du condensateur variable lorsque le temps de commutation est spéciﬁé.
Les ﬁgure 2.17a et ﬁgure 2.17b illustrent l’évolution de la capacité et du facteur de qualité d’une
branche de condensateur variable (architecture TC avec RF- à la masse) en fonction du temps
pour plusieurs valeurs de RG. Ces valeurs de RG varient de 50 kΩ à 500 kΩ. L’instant initial
correspond à la commande de commutation. Le facteur de qualité pour la montée converge vers
la même valeur à l’état ON que celle de la ﬁgure 2.17a (la ﬁgure 2.17b ne montre pas cette
valeur ﬁnale du facteur de qualité). La conﬁguration des résistances est celle de la ﬁgure 2.14d,
où les valeurs des résistances de grille communes sont ﬁxées à 100 kΩ, et où RG est la résistance
directement associée à la grille de chaque FET (comme illustré par la ﬁgure 2.14d).
On se propose maintenant de comparer le temps de commutation d’une branche de condensateur
variable en fonction :
— de l’architecture étudiée : TC avec RF- à la masse, TC avec RF+ à la masse, TCT et
CTC (selon les ﬁgure 2.10a, ﬁgure 2.10b, ﬁgure 2.10c) ;
— de la conﬁguration du réseau de polarisation (selon les ﬁgure 2.14a, ﬁgure 2.14b, ﬁ-
gure 2.14c et ﬁgure 2.14d).
Les quatre architectures ont été simulées et il ressort qu’elles ont les mêmes temps de descente
et de montée. Les ﬁgure 2.18a et ﬁgure 2.18b montrent respectivement les temps de descente
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(a)
(b)
Figure 2.17: Simulation de l’évolution temporelle de la capacité et du facteur de qualité (a)
pour une commande ON → OFF (b) pour une commande OFF → ON.
et de montée d’une branche de condensateur variable en fonction de la résistance RG associée
à chaque interrupteur de l’empilement (en abscisses) et des résistances communes RGcom (en
paramètres). Chaque graphique représente une architecture (TC avec RF- à la masse, TC avec
RF+ à la masse, TCT ou CTC), et chaque courbe est associée à une conﬁguration particulière
des résistances de grille. On aura en eﬀet noté sur la ﬁgure 2.14 que certaines conﬁgurations
sont un cas particulier d’une autre :
— (a) est une simpliﬁcation de (b) ou de (c) où RGcom est nulle ;
— (b) est une simpliﬁcation de (d) où RGcom1 (2e étage) est nulle.
Par exemple, la conﬁguration sans résistances communes (associée à la ﬁgure 2.14a) correspond
à la situation où RGcom1 = RGcom2 = RGcom3 = 0 Ω.
Pour les quatre conﬁgurations testées (TC avec RF- à la masse, TC avec RF+ à la masse, TCT
et CTC), les valeurs suivantes sont utilisées : NT = 8, C = 200 fF (condensateur ayant un
facteur de qualité de 150 à 1 GHz), COFF = 300 fF (WG(u) = 1100 µm), RDS = 100 kΩ.
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(a)
(b)
Figure 2.18: Simulation, en fonction des résistances de grille, des temps (a) de descente (iden-
tiques pour les diﬀérentes architectures), (b) de montée (identiques pour les diﬀérentes archi-
tectures).
Le compromis qui se dégage ici et dont il faut tenir compte pour le dimensionnement d’un
condensateur variable est la nécessité d’obtenir un temps de commutation faible couplée à la
nécessité d’avoir aussi un facteur de qualité de valeur élevée. La première nécessité demande des
résistances de grille de faibles valeurs, tandis que la seconde nécessité demande des résistances
de grille de fortes valeurs.
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2.4 Facteur de qualité
Dans cette partie, le calcul du facteur de qualité en fonction de l’architecture considérée est
développé.
2.4.1 Facteur de qualité à l’état OFF
Les résistances de polarisation, les interrupteurs et les condensateurs introduisant des pertes à
l’état OFF, il est nécessaire de connaître l’impact respectif de chacun de ces composants aﬁn
de maximiser le facteur de qualité global du condensateur variable.
Le réseau d’une branche à l’état OFF peut être simpliﬁé aﬁn de calculer le facteur de qualité.
Dans un premier temps, on étudie un interrupteur unitaire à l’état OFF, puis on s’intéresse au
comportement d’un empilement d’interrupteurs. Enﬁn, on s’intéresse aux diﬀérentes conﬁgura-
tions [47].
Le calcul analytique du facteur de qualité permet de pré-dimensionner le condensateur variable
avant d’utiliser la simulation électrique pour l’optimisation des performances.





est la matrice représentant un interrupteur à l’état OFF.
La première étape concerne la caractérisation d’un quadripôle élémentaire. Puis, en fonction de la
conﬁguration des résistances (nombre d’étages), on calcule un quadripôle équivalent représentant
le condensateur variable complet, ou on calcule un quadripôle équivalent représentant deux
quadripôles associé à une résistance commune, et ainsi de suite. Lorsqu’il ne reste plus qu’un
quadripôle équivalent, la procédure est terminée.
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Figure 2.19: Algorithme de calcul du quadripôle équivalent.
2.4.1.1 Calcul du quadripôle équivalent
2.4.1.1.a Transformation d’un empilement d’interrupteurs en un interrupteur équi-
valent unique
Le modèle de l’interrupteur considéré tient compte des capacités COFF et des résistances RG et
RDS . Le quadripôle équivalent est illustré sur la ﬁgure 2.20, les impédances étant données par
(2.29).









Figure 2.20: Modèle de l’interrupteur.
À partir de ce modèle, la matrice ABCD peut s’exprimer par (2.30). Le détail des calculs est



























2 + 2Z1Z2 + Z2Z3 (2.31)
Le quadripôle étant symétrique, il peut être transformé en un réseau en T équivalent (ﬁgure 2.21)
à l’aide de la méthode indiquée dans l’annexe D (ou avec le théorème de Kennelly, comme le
montre l’annexe E).
Figure 2.21: Modèle équivalent en T de l’interrupteur.
Selon l’architecture (ﬁgure 2.14), on associe NT quadripôles en série. Le but est de transformer
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Figure 2.22: Passage d’une cascade de quadripôles à un quadripôle unique équivalent.




















(2.33) est la matrice de référence pour un interrupteur unitaire et est utilisée pour les termes









Cette matrice peut être exprimée par (2.35) [48, 49]. Une alternative à (2.35) pour exprimer la
















où Zi et x sont respectivement l’impédance itérative [48, 50, 51] du réseau (ﬁgure 2.21) et une
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où an et cn sont déﬁnis avec (2.35).
Comme l’indique la ﬁgure 2.19, la matrice est déﬁnie pour la conﬁguration de la ﬁgure 2.14a en
utilisant n = NT . Pour la conﬁguration de la ﬁgure 2.14b, en utilisant aussi n = NT , il reste à
ajouter la résistance commune de grille pour que la matrice soit également déﬁnie. En revanche,
pour les conﬁgurations de la ﬁgure 2.14c et de la ﬁgure 2.14d, la résistance commune RGcom est
à considérer, comme décrit ci-après.
2.4.1.1.b Résistance commune de grilles
Figure 2.23: Simpliﬁcation d’un empilement de n interrupteurs en un interrupteur équivalent
unique avec prise en compte de la résistance commune de grilles RGcom.
Le regroupement de plusieurs quadripôles en cascade en un seul et l’ajout de la résistance de
grille commune associée à l’indice de l’itération sont décrits sur la ﬁgure 2.23. La résistance






On peut alors exprimer les termes an, bn et cn pour le quadripôle prenant en compte la résistance


































Chapitre 2. Condensateurs variables à capacités commutées en technologie CMOS SOI 52
À ce stade, la conﬁguration de la ﬁgure 2.14b avec n = NT est complètement décrite car
elle ne comporte qu’une seule résistance commune. Pour la conﬁguration de la ﬁgure 2.14d, la
matrice résultante est à associer autant de fois qu’il reste d’étages de résistances communes (soit
log2 (NT ) fois) avec, à chaque itération, n = 2.
Pour résumer :
— pour la ﬁgure 2.14a, l’itération i se fait une seule fois avec RGcom = 0 Ω ;
— pour la ﬁgure 2.14b, l’itération i se fait une seule fois avec RGcom 6= 0 Ω ;
— pour la ﬁgure 2.14c, l’itération i se fait log2(NT ) fois avec RGcom(i = log2(NT )) = 0 Ω ;
— pour la ﬁgure 2.14d, l’itération i se fait log2(NT ) fois avec RGcom(i = log2(NT )) 6= 0 Ω.
2.4.1.2 Impédance équivalente
Les réseaux des diﬀérentes conﬁgurations d’interrupteurs peuvent être représentés par un réseau
en T caractérisé par une matrice formée des paramètres an, bn et cn.
2.4.1.2.a Impédance sans résistance commune de grilles
Figure 2.24: Modèles équivalent pour : architecture TC avec (a) RF- à la masse, (b) RF+ à
la masse, (c) architecture TCT, (d) architecture CTC.
La ﬁgure 2.24 illustre la mise en cascade des quadripôles pour les quatre conﬁgurations consi-
dérées : l’architecture TC avec RF- à la masse ou avec RF+ à la masse, l’architecture TCT, et
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l’architecture CTC, auxquelles correspondent respectivement les impédances équivalentes ZTC−,
ZTC+, ZTCT et ZCTC .
En utilisant la ﬁgure 2.24 et (2.37), les impédances équivalentes pour les quatre conﬁgurations
sont données par (2.40), (2.41), (2.42) et (2.43). Ces équations ne sont valables que lorsqu’il
n’y a pas de résistance commune de grilles. En fonction de l’architecture, n = NT (pour les
architectures TC et CTC) ou n = NT /2 (pour l’architecture TCT), quand NT est pair. Les
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où ZC est l’impédance du condensateur C. Les facteurs de qualité sont calculés par | Im(Z)|/Re(Z),
où Z est l’impédance équivalente considérée ((2.40), (2.41), (2.42), (2.43)).
2.4.1.2.b Impédance avec résistance commune de grilles
ZTC+ = Z1′ +
(Z1′ + ZC)Z2′′
Z1













ZTCT = Z1′ +
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ZCTC = Z1′ + ZC +
(Z1′ + ZC)Z2′
Z1




2.4.1.3 Validation du calcul
Aﬁn de valider les calculs précédents, des simulations électriques ont été réalisées. La ﬁgure 2.25
compare le facteur de qualité d’une branche à l’état OFF pour les trois architectures. La struc-
ture de polarisation utilisée est celle de la ﬁgure 2.14d. La combinaison de valeurs suivante est
utilisée : NT = 8, C = 200 fF (avec un facteur de qualité de 150 à 1 GHz), COFF = 300 fF ,
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RG = 500 kΩ, RGcom1 = RGcom2 = RGcom3 = 100 kΩ. Pour la comparaison, un modèle
électrique du FET en technologie CMOS SOI 130 nm et présentant la même capacité COFF
(WG(u) = 1100 µm) est utilisé.
Figure 2.25: Comparaison entre simulation électrique et calcul du facteur de qualité à l’état
OFF pour les diﬀérentes conﬁgurations.
Les calculs et les simulations électriques sont comparés sur la ﬁgure 2.25. Cette ﬁgure montre que
l’architecture TC avec RF- à la masse présente le facteur de qualité à l’état OFF le plus élevé. Les
calculs développés sont validés par l’accord constaté avec la simulation. Le modèle analytique
va donc pouvoir être utilisé par la suite pour pré-dimensionner le condensateur variable.
2.4.2 Expression analytique du facteur de qualité global
Cette partie s’attache à établir une expression analytique du facteur de qualité d’un condensateur
variable de NB branches. L’architecture considérée est de type « TC avec RF- à la masse ».
Le calcul prend en compte les résistances de grille RG et RDS , la capacité COFF , mais ignore
l’impédance parasite liée au substrat [52].
La ﬁgure 2.26 montre le schéma équivalent de la branche associé aux états ON et OFF. Alors que
COFF (u) (ﬁgure 2.2) représente la capacité d’un FET à l’état OFF, COFF représente la capacité
parallèle équivalente de l’empilement de NT FET. Cette capacité COFF et la résistance parallèle
équivalente ROFF sont transformées en capacité et résistance en série (respectivement COFF (s)
et ROFF (s)). Pour l’état ON, RON(u) correspond à la résistance série d’un FET et NTRON(u) à
la résistance série de l’interrupteur.
Le facteur de qualité de la branche n peut être exprimé par :
Qn = bnQONn + b¯nQOFFn (2.48)
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où Qn et bn sont respectivement le facteur de qualité et le bit de contrôle. À l’état ON, bn=1
(b¯n=0), alors qu’à l’état OFF, bn=0 (b¯n=1).
Figure 2.26: Modèle équivalent associé aux états ON et OFF d’une branche.
2.4.2.1 Facteur de qualité pour une branche à l’état ON





2.4.2.2 Facteur de qualité pour une branche à l’état OFF
À l’état OFF, le facteur de qualité de l’interrupteur est :
QSW = ROFFCOFFω (2.50)











2 COFF ≃ COFF
(2.51)
Le facteur de qualité de la branche à l’état OFF devient alors :
QOFF =
C + COFF (s)
(RC +ROFF (s))CCOFF (s)ω
(2.52)
où RC , est la résistance série du condensateur dont la capacité est C et le facteur de qualité,
QC .
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On montre que le facteur de qualité QOFFn de la branche à l’état OFF s’exprime par :
QOFFn =
(ROFFnω)2(Cn + COFFn)COFFn + 1
Cnω[ROFFn +RCn(1 + (ROFFnCOFFnω)2)]
(2.53)
Aﬁn de montrer l’évolution de QOFFn en fonction de RG et RDS , on présente la ﬁgure 2.27,
obtenue à partir de l’application numérique de (2.53). Le graphique est orienté de façon à saisir
facilement la contribution de l’une ou l’autre résistance. Les valeurs utilisées sont : NT = 8,
COFF = 300 fF , C = 200 fF avec un facteur de qualité de 150 à f = 1 GHz. Les plages de
RG et RDS sont respectivement 100 kΩ− 1 MΩ et 10 kΩ− 100kΩ. La surface tracée permet la
sélection de RG et RDS selon le facteur de qualité à l’état OFF visé. On voit qu’augmenter RG
permet d’augmenter signiﬁcativement le facteur de qualité, alors qu’augmenter RDS se traduit
par une faible augmentation.
Figure 2.27: Facteur de qualité à l’état OFF en fonction de RG et RDS .
2.4.2.3 Facteur de qualité global
Figure 2.28: Transformation série/parallèle.
Les résistance et capacité parallèles équivalentes RPn et CPn de la ﬁgure 2.28 sont données par :
RPn = (1 +Q2n)
[














(ROFFnω)2(Cn + COFFn)COFFn + 1
]
(2.55)
Le facteur de qualité global QTC s’exprime par :
QTC = RTCCTCω (2.56)














La simulation du rapport entre la résistance parallèle CPn et RG/NT montre que celui-ci tend
vers 3 pour NT > 2 (ﬁgure 2.29) [44].
Figure 2.29: Calcul numérique pour COF F (u) = 500 fF .
En prenant également en compte RDS , on peut donc exprimer ROFFn et COFFn de la manière

















où COFF (u) est la capacité unitaire d’un FET.
Ces transformations sont résumées sur la ﬁgure 2.30, où l’empilement des FET associés à leurs
résistances a été simpliﬁé en une association de capacité et résistances en parallèle.
Pour valider les calculs, on compare simulation et calcul pour deux fréquences diﬀérentes (ﬁ-
gure 2.31). Les valeurs suivantes ont été considérées : NB = 5 (correspondant à 32 états),
C = 160 fF avec un facteur de qualité correspondant de 150 à 420 MHz, NT = 7,WG = 400 µm,
RG = 650 kΩ, RDS = 150 kΩ. Le facteur de qualité correspondant à l’état ON est de 73 à
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Figure 2.30: Schéma équivalent à l’état OFF.
420 MHz et le facteur de qualité à l’état OFF est de 48 à 790 MHz. Une très bonne simili-
tude entre calcul et simulation est constatée pour les trois ﬁgures, ce qui valide les équations
proposées.
(a) (b)
Figure 2.31: (a) Capacité CT C (b) facteur de qualité QT C en fonction de l’état à 420 MHz et
790 MHz pour l’architecture « TC avec RF- à la masse ».
Nous nous intéressons maintenant au facteur de qualité d’un ensemble constitué du condensateur
variable et d’un condensateur ﬁxe. Lorsqu’on ajoute en parallèle du condensateur variable un
condensateur de capacité C0 et de résistance R0 parallèle telle que son facteur de qualité égale
R0C0ω (ﬁgure 2.32), les caractéristiques de l’ensemble peuvent s’exprimer par (2.60) et (2.61).


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Si le condensateur ﬁxe a un facteur de qualité bien meilleur que celui du condensateur variable,
condition qui se traduit par 1/R0 << 1/RTC , (2.61) devient :
Qtotal ≃ (CTC + C0)RTCω (2.62)
ou encore
Qtotal ≃ QTC + C0RTCω (2.63)
où QTC est déﬁni par (2.56).
Le rapport d’excursion capacitive passe de TRC pour le condensateur variable seul à TRC ′ pour












En ajoutant en parallèle un condensateur ﬁxe, on est donc capable d’élever le facteur de qualité
de l’ensemble ainsi formé. En contrepartie, l’excursion capacitive s’en trouve réduite (on montre
en eﬀet que TRC ′ < TRC quel que soit TRC > 1).
2.5 Réalisations
2.5.1 Mesures d’un condensateur variable déjà intégré
Un condensateur variable est utilisé dans le premier prototype d’antenne agile (chapitre 3). Ce
circuit intégré (Renton) a été conçu en technologie CMOS SOI 130 nm [53], préalablement à
cette thèse. Il contient deux condensateurs variables 5 bits avec l’interface de contrôle numérique
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(a) (b)
Figure 2.33: (a) Structure interne du condensateur variable, (b) Photomicrographie du conden-
sateur variable.
associée (ﬁgure 2.33a). Ce circuit intégré peut être employé dans des applications d’antennes
agiles et de tuners d’antenne. La ﬁgure 2.33b représente la puce et indique leurs dimensions.
Le tableau 2.2 présente les caractéristiques principales du circuit, où C est la capacité du conden-
sateur de la plus petite branche,WG la largeur de grille des transistors, NT le nombre de transis-
tors empilés. Chaque puce étant équipée de deux condensateurs variables, ces derniers portent
les dénominations « CB » et « CA ».
Condensateur Paramètre
C WG NT
CB 91 fF 5× 86 µm 7
CA 160 fF 2×5×86 µm 7
Tableau 2.2: Caractéristiques principales du circuit.
D’après ce tableau, on peut déduire les capacités maximales (Cmax) de chaque condensateur
variable :
— pour Renton 1, la capacité maximale du condensateur variable CB est 32 × 91 fF ≈
2, 9 pF ;
— pour Renton 1, la capacité maximale du condensateur variable CA est 32 × 160 fF ≈
5, 1 pF .
La capacité minimale Cmin est commune et vaut 1,3 pF. Les capacités dont on dispose présentent
donc des excursions capacitives respectives de 1,3-5,1 pF et de 1,3-2,9 pF.
La ﬁgure 2.34a présente le schéma équivalent du condensateur variable connecté avec des micro-
ﬁls. Les micro-ﬁls sont modélisés par les inductances LWB. Les plots d’interconnexions sont
modélisés par deux capacités CPB. Le condensateur variable est représenté par une capacité
série CS et une résistance série RS qui dépendent toutes deux de l’état du condensateur variable.
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On considère qu’aux fréquences utilisées (< 2 GHz) et pour un état donné, la valeur de CS est
ﬁxe (indépendante de la fréquence). En revanche, ce n’est pas le cas de RS , et donc du facteur
de qualité. Aux basses fréquences (< 200 MHz), les inductances LWB ainsi que les capacités










Figure 2.34: (a) Schéma équivalent du condensateur variable connecté par des micro-ﬁls, (b)
Mesures en conﬁgurations dipôle et quadripôle.
Les caractéristiques des condensateurs variables ont été extraites à partir de mesures petit signal.
Deux types de mesures sont réalisées : en dipôle et en quadripôle (ﬁgure 2.34b). La mesure en
dipôle permet de mesurer la résistance série de façon plus précise qu’en conﬁguration quadripôle.
La mesure en quadripôle permet de mesurer la capacité CS .
On montre sur la ﬁgure 2.35 les résultats d’extraction de la capacité série, de la résistance série et
du facteur de qualité du condensateur variable CA intégré dans la puce. Les mesures présentées
sont réalisées à 560 MHz et 965 MHz, ces valeurs correspondant aux fréquences de résonance
fmin et fmax de l’antenne accordable qui sera présentée au chapitre 3.
Ces mesures permettent de constater les limites en termes de facteur de qualité de ces conden-
sateurs variables conçus en 2011. Ainsi, le facteur de qualité obtenu est trop faible pour des
applications d’antennes agiles performantes. Néanmoins, ces condensateurs variables ont été
utilisés pour des démonstrateurs d’antenne agile pour lesquels le facteur de qualité n’est pas
critique. La conception de ces condensateurs variables n’est pas optimale, notamment en ce qui
concerne le dimensionnement pour l’optimisation du facteur de qualité. La technologie ayant
évolué (réduction du FOM), cela permet d’envisager une amélioration de performances. Di-
verses optimisations peuvent être envisagées en supplément aﬁn d’améliorer les performances
des condensateurs variables.
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Figure 2.35: Extraction des capacités, résistances et facteurs de qualité de Renton.
2.5.2 Condensateur variable faible puissance
2.5.2.1 Circuit
Le premier circuit à avoir été développé (nommé Ocelot) est un condensateur variable dont
les blocs ont été conçus dans l’optique d’un réseau d’adaptation accordable. Dans le cadre
d’applications médicales faible puissance [23, 24], le condensateur variable doit fonctionner à
400 MHz et 800 MHz. Le circuit fonctionne avec des entrées diﬀérentielles et nécessite donc
un tuner approprié. Le tuner repose sur deux cellules en π contenant chacune deux capacités
variables et une inductance ﬁxe, comme indiqué sur la ﬁgure 2.36.
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Figure 2.36: Tuner diﬀérentiel [23, 24].
Le cahier des charges des capacités variables exige un facteur de qualité minimal de 50 à 800 MHz
ainsi qu’une excursion capacitive s’étendant de 3,0 pF à 18 pF (TRC = 6, 0). Le nombre de bits
pour ce condensateur variable a été ﬁxé à NB = 4. Le condensateur variable complet (capacité et
bus SPI) a été fabriqué en technologie CMOS SOI 130 nm. La ﬁgure 2.37 montre un schéma-bloc
du circuit réalisé.
Figure 2.37: Schéma-bloc du circuit.
Le SPI permet de convertir la commande série (DIN) de l’état en bits parallèles. Le signal CLK
correspond à l’horloge du bus et le signal LOAD permet la validation de la consigne d’entrée.
Les bits sont convertis en tensions adéquates par les translateurs de niveaux. Ces derniers sont
reliés aux commandes des interrupteurs constituant le condensateur variable.
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2.5.2.2 Routage des interrupteurs
La méthode utilisée pour dessiner les interrupteurs consiste à associer deux transistors en série,
puis à assembler la cellule ainsi formée en série et/ou en parallèle. L’assemblage en série per-
met d’augmenter le nombre de transistors empilés, alors que l’assemblage en parallèle permet
d’augmenter la largeur équivalente de grille. La ﬁgure 2.38a présente un exemple pour lequel
l’empilement est de deux FET et où les contacts de body sont séparés [54]. On note la séparation
des zones de polysilicium constitutives des deux grilles.
Avec une telle structure, on peut arriver à la cellule dessinée sur la ﬁgure 2.38b, où quatre tran-
sistors sont assemblés avec une largeur équivalente de grille doublée par rapport à la structure de




Figure 2.38: Dessin et schéma de (a) la cellule unitaire (NT = 2), (b) la mise en parallèle de
deux de ces cellules (le rectangle en pointillés délimite la cellule unitaire).
La ﬁgure 2.39 présente la photomicrographie du condensateur variable complet assemblé sur
circuit imprimé par micro-ﬁls. Le circuit complet occupe une surface de 2, 0× 1, 5 mm2, tandis
que le condensateur variable seul occupe une surface de 0, 5× 0, 7 mm2 (sans compter la partie
contrôle).
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Figure 2.39: Photomicrographie du condensateur variable avec ses micro-ﬁls.
2.5.2.3 Extraction des caractéristiques du condensateur variable (capacité série,
résistance série et facteur de qualité)
Les ﬁgure 2.40a et ﬁgure 2.40b sont des photographies du PCB sur lequel est monté le conden-
sateur variable, dont les interconnexions sont assurées par des micro-ﬁls. Un autre PCB (non
visible ici) relié par une nappe de ﬁls assure l’interfaçage entre ce PCB et le PXI ainsi que
l’alimentation continue nécessaires pour commander numériquement et alimenter le circuit.
(a) (b)
Figure 2.40: Photographies du PCB assemblé avec la puce Ocelot (a) vue globale, (b) vue
zoomée sur la puce.
La mesure tient compte des micro-ﬁls, ce qui se traduit par la hausse avec la fréquence de la
réactance associée. Par conséquent, l’extraction de la capacité doit se faire en basse fréquence.
Pour la caractérisation du condensateur variable, un analyseur de réseau (VNA) est utilisé. La
capacité est évaluée à partir de la mesure en quadripôle, alors que la résistance série équivalente
est évaluée à partir de la mesure en dipôle. Les ﬁgure 2.41a, ﬁgure 2.41b et ﬁgure 2.41c montrent
les comparaisons simulation/mesure de respectivement la capacité série CS , la résistance série
RS et le facteur de qualité associé QTC .
La ﬁgure 2.41a montre une très bonne correspondance entre mesure et simulation, ce qui valide
le modèle. L’état maximal Cmax atteint comme prévu la valeur de 18 pF. Pour l’état minimal
(Cmin), plus diﬃcile à prédire car dépendant des capacités parasites liées aux BEOL, la capacité




Figure 2.41: Comparaison mesures/simulations en fonction de l’état pour les deux architec-
tures « TC avec RF+ à la masse » et « TC avec RF- à la masse » (a) de la capacité série, (b)
de la résistance série, (c) du facteur de qualité.
prévue (3,0 pF) est légèrement dépassée (3,5 pF). Le rapport d’excursion capacitive mesuré vaut
TRC = 5, 1 (au lieu de TRC = 6, 0 en simulation).
La même ﬁgure permet de comparer les résistances série mesurées et simulées pour les deux
architectures « TC avec RF+ à la masse » et « TC avec RF- à la masse ». On constate
que l’architecture « TC avec RF+ à la masse » présente une résistance série plus élevée que
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l’architecture « TC avec RF- à la masse », que ce soit en simulation ou en mesure. Ainsi, le
facteur de qualité de l’architecture « TC avec RF- à la masse » est supérieur à la seconde
architecture, ce que l’on peut observer sur la ﬁgure 2.41c. Ceci est bien prédit par le modèle
développé dans la partie théorique de ce chapitre. Les valeurs du facteur de qualité sont de 43 à
l’état 00 et supérieures à 50 partout ailleurs. Les irrégularités sur les valeurs des deux facteurs
de qualité mesurés s’expliquent par l’imprécision sur l’extraction des résistances séries qui sont
relativement faibles.
2.5.3 Condensateur variable forte puissance
2.5.3.1 Circuit
Aﬁn de démontrer l’intérêt du condensateur variable pour les applications d’antennes agiles
forte puissance, il convient de disposer de prototypes de condensateurs variables à faibles pertes
et très linéaires. C’est l’objet du circuit Panthera, pour lequel les eﬀorts ont été principalement
focalisés sur l’obtention d’un facteur de qualité intrinsèque de l’ordre de 100 à 900 MHz et une
tenue en tension autorisant son utilisation jusqu’à des puissances de 40 dBm.
Figure 2.42: Schéma-bloc du circuit Panthera.
Pour les besoins de mesure d’antenne en chambre anéchoïque, il est nécessaire de minimiser le
nombre de câbles. Ceci nécessite donc de disposer dans la chambre anéchoïque le bus fournissant
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les commandes numériques. L’inconvénient est que pour chaque état qu’on souhaite mesurer, il
faut accéder à la chambre anéchoïque pour commander l’antenne agile. Un système permettant
de mesurer les diﬀérents états sans nécessité d’intervention extérieure a donc été implémenté
avec le condensateur variable (ﬁgure 2.42). Le bitMODE permet de choisir le mode commandé
ou autonome. Par défaut, il permet la mesure en autonomie.
— Pour le mode commandé, il s’agit d’une opération classique dans laquelle le SPI traduit
une information série en 5 bits (DIN) cadencée par une horloge (CLK), avec validation
par le bit LOAD ;
— Pour le mode autonome, un oscillateur interne permet la génération d’un signal pério-
dique dont la fréquence est abaissée par un diviseur. Un compteur en aval du diviseur
génère 5 bits parallèles. La fréquence de l’oscillateur peut être réglée par l’ajout d’un
condensateur externe (Cext), aﬁn d’ajuster la période au temps nécessaire pour la me-
sure d’un état. Avec ce dispositif, tous les états sont balayés périodiquement et en boucle.
Il n’y a pas de bit de validation comme pour le SPI.
Ainsi, le condensateur variable peut soit être commandé classiquement via une interface SPI,
soit être autonome en générant périodiquement le code binaire permettant de balayer les états.
Le circuit est conçu avec les valeurs suivantes (pour la branche LSB) : C = 80 fF ,WG = 700 µm,
RG = 480 kΩ, RDS = 360 kΩ, NT = 8.
2.5.3.2 Dessin des masques
Figure 2.43: Dessin des masques du circuit Panthera (1400× 1600 µm2).
Le dessin des masques du circuit Panthera est présenté sur la ﬁgure 2.43. Dans la partie théorique
de ce chapitre, on a présenté (ﬁgure 2.12 et ﬁgure 2.13) deux façons diﬀérentes de réaliser le
condensateur variable (31 branches parallèles identiques ou 5 branches parallèles diﬀérentes).
Aﬁn de comparer les performances de ces deux solutions, les deux types de structures ont été
implémentés. Le condensateur variable constitué de 5 branches diﬀérentes est situé en bas à
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gauche. Le condensateur variable constitué de 31 branches (LSB) identiques est situé en bas à
droite. On constate que la surface occupée par le condensateur variable constitué de 31 branches
identiques est supérieure à celle de l’autre type de structure. En eﬀet, la surface utilisée par les
résistances de polarisation de la branche LSB est plus élevée que la surface des résistances des
autres branches et est multipliée par 31.
La pompe de charge, destinée à générer en interne une tension négative pour la polarisation
OFF, est visible en haut à gauche. L’ensemble du dispositif numérique décrit par la ﬁgure 2.42
est situé entre la pompe de charge et le premier condensateur variable. Le reste du circuit est
composé de condensateurs de découplage.
2.5.3.3 Simulations petit signal
(a) .
(b) .
Figure 2.44: Simulation à 700 MHz et 900 MHz (a) de la capacité et de la résistance série,
(b) du facteur de qualité en fonction de l’état.
Les ﬁgure 2.44a et ﬁgure 2.44b montrent la capacité et la résistance série d’une part, et le facteur
de qualité d’autre part. Pour chacune des ﬁgures, on a tracé les grandeurs pour les fréquences
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minimale et maximale de l’application (700 MHz et 900 MHz). Les discontinuités observées aux
états 8, 16 et 24 sont dues aux changements d’état de la branche 4, ainsi qu’à sa position qui
génère des capacités et inductances parasites qui ne sont pas proportionnelles à celles générées
par les autres branches (ﬁgure 2.43).
2.5.3.4 Simulation grand signal
Dans le contexte des applications mobiles, une antenne agile doit présenter le moins de pertes
possible, être très linéaire, et être capable de supporter une puissance de 36 dBm (correspondant
à une tension de 30 V pic pour une désadaptation forte) en consommant peu [55]. Ces mêmes
contraintes se reportent sur le condensateur variable. Pour évaluer la linéarité, on cherche à
simuler le comportement non-linéaire du condensateur variable lorsque celui-ci est placé en
parallèle d’une charge 50 Ω (ﬁgure 2.45).
Figure 2.45: Schéma de simulation grand signal.
Les ﬁgure 2.46a, ﬁgure 2.46b et ﬁgure 2.46c montrent les rapports (gains) entre l’amplitude
simulée du signal RF aux bornes du condensateur variable (convertie en puissance sur 50 Ω)
et la puissance disponible PAV S , respectivement à la fréquence fondamentale, à l’harmonique 2
(H2) et à l’harmonique 3 (H3). On constate que la distorsion est faible. Pour l’état 31, jusqu’à
PAV S = 40 dBm, on mesure H2 < 150 dBc et H3 < 140 dBc.
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Figure 2.46: Simulation des gains entre l’amplitude simulée du signal RF aux bornes du
condensateur variable et la puissance disponible (a) à la fréquence fondamentale, (b) à l’har-
monique 2, (c) à l’harmonique 3.
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2.5.3.5 Simulation des temps de commutation
Le temps de commutation du condensateur variable est extrait en simulant l’évolution de la
capacité en fonction du temps. Ceci est réalisé à l’aide d’une simulation d’enveloppe. On rappelle
que le temps de commutation est déﬁni comme la diﬀérence temporelle entre l’instant auquel
la commande (LOAD) est envoyée et l’instant auquel 90 % de la diﬀérence (en valeur absolue)
entre valeurs initiale et ﬁnale de la capacité est atteinte.
(a)
(b)
Figure 2.47: (a) Simulation de l’évolution de la capacité en fonction du temps, (b) Temps de
montée et de descente.
Comme le montrent les ﬁgure 2.47a et ﬁgure 2.47b, le temps de commutation maximal est de
3, 6 µs.
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2.6 Conclusion
Ce chapitre est consacré à l’étude théorique, la conception, l’intégration et aux tests de conden-
sateurs variables intégrés en technologie CMOS SOI. Diﬀérentes architectures ont été étudiées
en les reliant aux principales caractéristiques (tenue en tension, linéarité, pertes, excursion capa-
citive). Les relations fondamentales nécessaires au dimensionnement d’un condensateur variable
ainsi que les divers compromis qui se présentent au concepteur ont été détaillés et expliqués. Le
facteur de qualité a été étudié au travers de calculs analytiques et numériques qui prennent en
compte les diﬀérentes architectures, ainsi que les diﬀérentes structures associées aux résistances
de polarisation.
Ensuite, diﬀérentes réalisations en technologie CMOS SOI 130 nm utilisant la structure la plus
performante ont été décrites. Le but est d’obtenir un condensateur variable forte puissance à
haut facteur de qualité compétitif par rapport à l’état de l’art. Cet état de l’art des condensateurs
variables est résumé dans le tableau 2.3.
Caracté- Référence
-ristique [56] [21] [57],[58] [59] [5] Ocelot Panthera
Architecture TC CTC NC TC TC TC TC
Cmin, Cmax
(pF)
6,4-13,4 1,0-4,7 0,5-6,0 1-5 0,9-4,6 3,5-18 0,8-2,5
TRC 2,1 4,7 12 5,0 5,1 5,1 3,1
Nombre
d’états
32 16 NC 32 32 16 32































NC 10 NC NC NC 2 8
Surface
occupée
NC 1,2 mm2 NC NC 0,35 mm2 0,56 mm2





















Tableau 2.3: État de l’art de condensateurs variables.
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Les résultats d’un condensateur variable existant mais non-optimisé ont permis d’orienter les
travaux. Les excursions capacitives sont 1,3-3,0 pF et 1,3-5,1 pF avec des facteurs de qualité
compris entre 10 et 30. Puis un condensateur variable faible puissance à haut rapport d’excursion
capacitive (Ocelot), destiné à un réseau d’adaptation, a été conçu avec une excursion capacitive
de 3,0-18 pF. Ses performances simulées et mesurées ont été comparées. En particulier, le facteur
de qualité est au minimum de 43 et supérieur à 50 pour quasiment tous les états à 800 MHz.
Enﬁn, un dernier condensateur variable forte puissance et à haut facteur de qualité destiné aux
applications d’antennes agiles et de réseaux d’adaptation d’impédance (Panthera) a été conçu
et ses performances simulées ont été présentées. L’excursion capacitive est 0,8-2,5 pF pour un
facteur de qualité minimal de 90. Ces deux derniers circuits ont été réalisés durant cette thèse.
Cependant la fabrication du circuit Panthera n’est pas achevée à l’heure de la rédaction de ce
manuscrit. Les performances de ces deux dernières réalisations ont été incluses dans le tableau 2.3
aﬁn d’être comparées à l’état de l’art. Le condensateur variable forte puissance à haut facteur
de qualité montre des performances compétitives en termes de linéarité et de facteur de qualité.
Chapitre 3
Antenne reconfigurable
« La Science, ce sont de belles théories détruites par des faits horribles. »
Thomas Henry Huxley, biologiste britannique
3.1 Introduction
D
ans le contexte des applications mobiles, les dimensions des antennes des appareils
ont tendance à diminuer, ce qui a un impact important sur leurs performances. Les
antennes étant contenues dans un espace très réduit, leur sensibilité à l’environnment
en particulier est fortement augmentée [55]. D’autre part, de nombreuses bandes de fréquence
sont utilisées pour permettre des débits de données que l’on souhaite toujours plus élevés. Pour
qu’une antenne soit capable d’être eﬃcacement utilisée sur des plages de fréquence variées, il est
nécessaire de lui adjoindre un dispositif susceptible de la rendre agile. Cette agilité de l’antenne
permet en eﬀet de diminuer ses dimensions tout en couvrant plusieurs bandes de fréquence avec
des performances optimisées.
La conception d’une antenne agile doit néanmoins relever plusieurs déﬁs. Il s’agit de trouver un
compromis entre faible dimension et forte eﬃcacité de rayonnement, deux notions qui se contre-
disent dès lors que la longueur d’onde du signal est grande devant la taille de l’antenne. En outre,
le composant variable destiné à rendre l’antenne agile doit disposer de caractéristiques appro-
priées (pertes, tenue en tension, linéarité). Dans ce chapitre, les problématiques et contraintes
liées à la conception d’antennes agiles en fréquence ainsi qu’au composant variable permettant
l’agilité en fréquence sont donc abordées. L’étude et la caractérisation d’un prototype d’antenne
agile en fréquence sont ainsi proposées.
75
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3.1.1 Définitions
La résistance de rayonnement Rray est une résistance ﬁctive qui caractérise le fonctionnement
d’une antenne. C’est la résistance qui, alimentée par la même puissance que celle rayonnée par
l’antenne, serait traversée par le même courant [60].
L’eﬃcacité de rayonnement d’une antenne est le rapport entre la puissance électromagnétique






où Rpertes est la résistance équivalente représentant les pertes dans l’antenne.
L’eﬃcacité totale est l’eﬃcacité de l’antenne qui intègre les pertes par désadaptation, comme le







où Γant est le coeﬃcient de réﬂexion de l’antenne.
Les pertes dans les antennes agiles sont dues aux résistances parasites de l’antenne passive [61],
ainsi qu’à la résistance parasite du composant variable faisant partie de l’antenne agile.
3.1.2 Antennes large bande et antennes agiles en fréquence
Figure 3.1: Allures des modules des coeﬃcients de réﬂexion pour une antenne réglable et une
antenne à large bande.
Pour être utilisée sur plusieurs bandes de fréquence, une antenne peut être soit large bande,
soit à bandes étroites et reconﬁgurable. Généralement, dans le premier cas, l’antenne est plus
ou moins bien adaptée sur une large gamme de fréquences, et dans le second cas, elle est
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correctement adaptée sur une seule fréquence avec une bande passante limitée. La ﬁgure 3.1
compare le module du coeﬃcient de réﬂexion Γant pour une antenne large bande et une antenne
agile en fréquence.
3.1.3 Lien entre excursion fréquentielle et excursion capacitive
(a)
(b)
Figure 3.2: (a) Dessin d’une antenne fente agile composée de l’antenne passive et du conden-
sateur variable associé, (b) Modèle LC équivalent de l’antenne.
La ﬁgure 3.2a illustre une antenne fente agile composée de l’antenne passive et du condensateur
variable associé, et qui est alimentée par un générateur RF. On appelle fres la fréquence de
résonance de l’antenne. Une forte valeur de capacité conduit à une valeur de fres faible, tandis
qu’une faible valeur de capacité mène à une valeur de fres élevée. L’antenne peut être modélisée













Leq est l’inductance du résonateur équivalent et Ceq est une capacité résultant de l’association
de la capacité intrinsèque à l’antenne (C0) avec la capacité CTC apportée par le condensateur
variable [52].













où Ceq1 et Ceq2 sont les capacités associées respectivement à f1 et f2, et C0 est la capacité
intrinsèque à l’antenne (à vide).
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En vertu de (3.4), l’excursion fréquentielle TRf , qui est le rapport entre les fréquences de









Il importe de savoir quelle inﬂuence a le rapport d’excursion capacitive TRC sur l’excursion
fréquentielle TRf . En eﬀet, alors qu’il est intéressant d’augmenter TRf , il faut garder à l’esprit
que l’augmentation de TRC entraîne la dégradation du facteur de qualité du condensateur
variable et l’utilisation de davantage de surface d’intégration. Pour simpliﬁer le raisonnement,




où TRC = Cmax/Cmin est le rapport d’excursion capacitive du condensateur.
Au premier ordre, on voit donc que l’excursion fréquentielle n’augmente qu’en fonction de la
racine carrée du rapport d’excursion capacitive du condensateur variable. (3.6) peut être reliée
à (2.28) qui donne l’expression de QCmax d’un condensateur variable en fonction du FOM de la
technologie, du rapport d’excursion capacitive TRC et de la fréquence de fonctionnement. Les
pertes du condensateur augmentant avec la hausse du rapport d’excursion capacitive TRC , on
constate que l’agilité fréquentielle s’oppose à leﬃcacité de l’antenne.
3.1.4 Antenne agile à pas fréquentiel constant
On étudie ici la possibilité de disposer d’une antenne reconﬁgurable capable de résonner sur plu-
sieurs états du condensateur variable dont elle est dotée avec des écarts en fréquence constants.
Ceci permet en eﬀet de correspondre de façon plus régulière aux bandes de fréquence des diﬀé-
rents standards pour lesquels l’antenne est utilisée.
Soient fi et fi+1 les fréquences de résonance associées respectivement aux états i et i + 1
correspondant respectivement aux capacités Ci et Ci+1, et ∆Ci l’écart capacitif entre deux
états. Les fréquences de résonance associées à l’état i et i+ 1 sont données respectivement par











L0 (C0 + Ci+1)
(3.8)
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où L0 et C0 sont respectivement l’inductance et la capacité équivalentes du résonateur LC
représentatif de l’antenne à vide.
L’écart ∆f entre deux fréquences de résonance est donné par :
∆f = fi − fi+1 (3.9)







C0 + Ci +∆Ci −
√
C0 + Ci√
(C0 + Ci) (C0 + Ci +∆Ci)
(3.10)
La ﬁgure 3.3a montre, en fonction de l’état d’un condensateur variable possédant au total
32 états, l’évolution linéaire de la fréquence de résonance que l’on souhaite. Rappelons que
l’état 0 correspond à Cmin et que l’état 31 correspond à Cmax. (3.10) est traduite par la ﬁ-
gure 3.3b, qui montre l’évolution, en fonction de l’état, de la capacité du condensateur variable
nécessaire pour obtenir un pas fréquentiel constant. Or, la constitution intrinsèque des conden-
sateurs variables empêche de réaliser des proﬁls de capacité comme celui de la ﬁgure 3.3b. En
eﬀet, dans un condensateur variable à réseau de capacités commutées, le réglage capacitif le plus
ﬁn (qui correspond à la diﬀérence des capacités ON et OFF de la branche LSB) est un écart
constant. Cela est incompatible avec l’écart capacitif ∆C recherché visible sur la ﬁgure 3.3b
et qui augmente avec l’état. Par conséquent, avec une architecture de type réseau de capacités
commutées, concevoir une antenne agile dont le pas en fréquence ∆f est constant n’est pas
envisageable.
(a) (b)
Figure 3.3: Évolution en fonction de l’état du condensateur variable de (a) la fréquence de
résonance de l’antenne pour un pas fréquentiel ∆f constant (fmin = 400 MHz et fmax =
1 GHz), (b) la capacité Ci nécessaire pour un ∆f constant (∆f = 19 MHz).
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3.2 Antenne fente
Aﬁn de simpliﬁer les front-ends RF et de réduire leurs dimensions, le type d’antenne choisi
doit présenter de bonnes caractéristiques en termes de compacité et de coût. Les antennes fente
utilisent un substrat de circuit imprimé qui peut être ﬁn et les dimensions de ces antennes
sont assez faibles pour présenter des perspectives concernant l’intégration dans des appareils
mobiles. De plus, la grande simplicité de ce type d’antenne conduit à un faible coût. Nous
avons donc choisi de nous orienter vers l’expérimentation d’un prototype d’antenne fente agile
en fréquence. L’antenne simulée et mesurée dans cette partie a été développée en collaboration
avec le laboratoire d’antennes du CEA-LETI dans le cadre de cette thèse et d’une autre menée
en parallèle [63].
L’antenne fente est une antenne imprimée sur un substrat de faible épaisseur et dont le plan
métallique est entaillé au niveau d’une zone appelée « fente » qui réalise l’élément rayonnant.
La zone de la fente comporte de forts champs électriques. En introduisant un composant aux
bornes de la fente, celui-ci modiﬁe le courant RF en fonction de son impédance. Les chemins
de circulation de courant au niveau de la fente sont donc modiﬁés, ce qui se traduit par une
modiﬁcation de la longueur électrique équivalente de l’antenne. Pour que le dispositif présente
le moins de pertes possibles, le choix se portera évidemment sur un composant réactif avec un
facteur de qualité le plus fort possible. Enﬁn, pour rendre le dispositif agile, il faudra que le
composant réactif présente une impédance réglable dont la valeur ﬁxe l’intensité du courant au
niveau de la fente. Ceci va avoir pour conséquence de modiﬁer la fréquence de résonance de
l’antenne.
L’intensité du champ électrique au niveau de la fente étant fonction de la position de la fente,
l’inﬂuence du composant réactif sera variable selon le choix de son positionnement. Plus le
composant réactif est placé à proximité de la zone de champ électrique maximal, plus son
inﬂuence est importante. En revanche, la tenue en tension doit alors être plus grande.
La ﬁgure 3.4a montre le dessin de l’antenne développée (côté fente). Un connecteur RF alimente
une ligne de transmission 50 Ω (en pointillés) passant au niveau de la fente, sur la face opposée.
Cette fente constitue l’élément rayonnant. Un stub, placé à l’extrémité de la ligne de transmission
et destiné à recevoir un condensateur de valeur ﬁxe, permet d’adapter l’antenne à 50 Ω. À
l’extrémité de la fente est reporté le condensateur variable à l’aide de micro-ﬁls de connexions
(wire-bonding). La ﬁgure 3.4b montre l’implantation de la capacité variable.
La fréquence de résonance naturelle de cette antenne, c’est-à-dire sans condensateur variable,
est de 2,3 GHz.
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(a)
(b)
Figure 3.4: Dessin de l’antenne imprimée (a) vue générale face fente avec la ligne microruban
sur la face opposée, (b) autour de la fente équipée du condensateur variable.
3.2.1 Modèle d’antenne pour la résonance
La ﬁgure 3.5 présente un modèle de l’antenne à base de lignes de transmission [63]. Ce modèle
simple permet de prédire la fréquence de résonance de l’antenne. Il est utilisé comme moyen
rapide pour déterminer la plage de la capacité. Le plan de référence correspond au lieu où
s’applique le signal RF. Les lignes du modèle représentent le comportement de la fente entre
le bord du circuit imprimé et le plan de référence d’une part, et le plan de référence et le fond
de la fente d’autre part. RCO est l’impédance caractéristique en espace libre, CCO la capacité
distribuée de la fente, RCC la résistance du fond de la fente, et LCC l’inductance du fond de la
fente.
Figure 3.5: Modèle électrique de l’antenne fente à base de lignes de transmission.
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La ﬁgure 3.6 présente une comparaison des parties réelle et imaginaire de l’impédance d’antenne
entre cette modélisation par lignes de transmission et la simulation électromagnétique (HFSS).
On constate que la même fréquence de résonance est trouvée entre cette modélisation et cette
simulation.
Figure 3.6: Comparaison de l’impédance de l’antenne entre la modélisation par lignes de
transmission et la simulation (HFSS).
3.2.2 Efficacité de l’antenne
Quand on augmente la capacité du condensateur variable, cela diminue la fréquence de résonance
de l’antenne, donc sa longueur électrique, et donc sa surface équivalente. Or, plus l’antenne est
miniature, plus la densité du courant surfacique (à la fréquence de résonance fres) est importante.
La ﬁgure 3.7 montre l’eﬃcacité simulée de l’antenne en fonction de la fréquence pour plusieurs
valeurs de résistance série équivalente (RS).
On constate que pour les hautes fréquences, la variation de la résistance série a peu d’inﬂuence
sur la valeur de l’eﬃcacité. En eﬀet, l’antenne est moins miniature vers les hautes fréquences,
donc le courant est moins fort et par conséquent les pertes ohmiques sont peu importantes.
En revanche, pour les basses fréquences, la résistance série a un fort impact sur la valeur de
l’eﬃcacité. À 570 MHz, l’eﬃcacité de l’antenne gagne 16 points entre 0, 7 Ω et 0, 1 Ω. Néanmoins,
la ﬁgure 3.7 montre qu’une résistance série idéalement nulle ne conduirait pas à une eﬃcacité
importante pour les fréquences basses. En eﬀet, l’antenne évolue dans une zone où le facteur
de miniaturisation est fort (c’est-à-dire à une fréquence éloignée de sa fréquence de résonance
naturelle) et donc où l’eﬃcacité est naturellement dégradée [64].
En conclusion, augmenter le facteur de qualité du condensateur variable n’apporte pas un gain
en eﬃcacité pour les fréquences basses à la hauteur de l’eﬀort de conception.
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Figure 3.7: Eﬃcacité simulée de l’antenne en fonction de la fréquence pour plusieurs valeurs
de résistance série du condensateur variable.
3.2.3 Simulations petit signal
Il est nécessaire d’introduire un condensateur au bout de la ligne microruban pour adapter
l’impédance de l’antenne.
La ﬁgure 3.8 donne une représentation de l’assemblage de l’antenne avec la source, le conden-
sateur variable (Cfente) pour le réglage de la fréquence de résonance, et le condensateur ﬁxe
d’adaptation (Cadapt).
Figure 3.8: Principe de l’association de l’antenne avec le condensateur d’adaptation et le
condensateur variable.
Un modèle numérique linéaire de l’antenne fente a été extrait à l’aide du logiciel HFSS. Ce
modèle peut être associé avec celui d’un condensateur variable dans un environnement linéaire
ou non-linéaire, ce qui permet d’eﬀectuer des simulations en régime de petit signal ou de forts
signaux. Le composant associé au modèle de l’antenne dispose d’accès permettant la connexion
des capacités sur la fente et en bout de ligne microruban. La ﬁgure 3.9 montre le principe de la
simulation incluant un ﬁchier de paramètres S et les modèles électriques des condensateurs.
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Figure 3.9: Schéma du principe de la simulation basé sur un ﬁchier de type « Touchstone »
multiport auquel on connecte des composants linéaires ou non-linéaires.
Il convient de noter que dans le cas de simulations non-linéaires, qui font intervenir les har-
moniques du signal RF, le simulateur doit pouvoir disposer d’un modèle de l’antenne à ces
fréquences. Par conséquent, les paramètres S de l’antenne doivent s’étendre sur une plage de
fréquences suﬃsamment élevée incluant les harmoniques nécessaires à la simulation, comme
l’illustre la ﬁgure 3.10 pour un signal CW. Dans l’exemple représenté par cette ﬁgure, la si-
mulation doit donc utiliser un ﬁchier déﬁni du DC à nfmax, où n est l’ordre maximal des
harmoniques.
Figure 3.10: Représentation des harmoniques de fmin et fmax jusqu’à l’ordre n.
3.2.3.1 Fréquence de résonance
Un modèle de condensateur variable est associé au modèle de l’antenne. L’observation du mo-
dule du coeﬃcient de réﬂexion à l’entrée de l’antenne (ﬁgure 3.11a) permet de vériﬁer l’agilité de
l’antenne en fonction de l’état du condensateur variable. Dans les mêmes conditions de simula-
tion, la ﬁgure 3.11b illustre l’évolution de la fréquence de résonance en fonction des 32 états du
condensateur variable. Par exemple, la fréquence de résonance maximale (960 MHz) est associée
à l’état 0.
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Figure 3.11: Simulation de la résonance de l’antenne pour les 32 états du condensateur va-
riable : évolutions (a) du module du coeﬃcient de réﬂexion à l’entrée de l’antenne, (b) de la
fréquence de résonance en fonction de l’état du condensateur variable.
3.2.3.2 Pertes
L’introduction de l’agilité en fréquence de l’antenne ne se fait pas sans contrepartie. En eﬀet,
faire fonctionner l’antenne de plus en plus loin de sa fréquence de résonance naturelle se paye
par la diminution de son eﬃcacité de rayonnement. Cette dégradation provient :
— de l’antenne elle-même dont la taille physique est faible par rapport à la fréquence de
résonance. Ces dimensions faibles contribuent à diminuer la résistance équivalente de
rayonnement ;
— du condensateur variable dont les pertes évoluent en fonction de l’état.
La ﬁgure 3.12a montre une estimation du facteur de qualité QTC du condensateur variable. Sur
cette ﬁgure, on a associé les fréquences de résonance à l’état du condensateur variable corres-
pondant (par exemple, la fréquence de résonance maximale est associée à l’état minimal). On
constate une dégradation de ce facteur lorsque l’état augmente (c’est-à-dire lorsque la capacité
augmente).
Le bilan de puissance au niveau de l’antenne est résumé par (3.11).
Pin = Pray + Ppertes ant + PCvar (3.11)
où Pin est la puissance entrante de l’antenne, Pray est la puissance rayonnée, Ppertes ant est la
puissance dissipée par l’antenne, et PCvar est la puissance dissipée par le condensateur variable.
La ﬁgure 3.12b présente le rapport entre la puissance PCvar et la puissance Pin en fonction
de l’éat du condensateur variable. On constate que les pertes ne sont pas négligeables et donc
que l’eﬃcacité de l’antenne sera fortement impactée par l’état du condensateur variable. Plus
Chapitre 3. Antenne reconﬁgurable 86
précisément, ce rapport augmente quand la capacité augmente. Deux phénomènes contribuent
à cela. D’une part, le facteur de qualité du condensateur diminue quand la capacité augmente,
comme le montre la ﬁgure 3.12b. D’autre part, comme expliqué dans [25], quand la capacité
augmente, le courant qui y circule augmente, ce qui accroît les pertes (comme le carré de
l’amplitude de ce courant).
(a) (b)
Figure 3.12: Simulation en fonction de l’état du condensateur associé à la fréquence de ré-
sonance correspondante (a) du facteur de qualité du condensateur en position ﬂottante sur
la fente, (b) du rapport de la puissance active dissipée dans le condensateur variable par la
puissance entrante de l’antenne.
3.2.3.3 Tensions aux bornes du condensateur variable
La fente de l’antenne étant la zone où se concentre le champ électrique, de fortes tensions
apparaissent entre les deux bords de la fente. Or, chaque borne du condensateur variable est
reliée à un bord diﬀérent. Le condensateur variable présentant des limites de fonctionnement
en termes de linéarité et de tension de claquage liée aux transistors des interrupteurs, il est
nécessaire d’estimer l’amplitude de la tention à ses bornes.
L’eﬀet de la position du condensateur variable sur la fente a une inﬂuence sur la tension à ses
bornes car le champ électrique n’est pas constant le long de cette fente. Nous n’entrerons pas
dans le détail car cet aspect a été traité dans la thèse d’Essia Ben Abdallah [63]. Précisons
simplement que le choix de la position sur la fente résulte d’un compromis entre l’amplitude
maximale de tension tolérée par le condensateur variable et l’excursion fréquentielle de l’antenne
permise par ce même condensateur variable.
La ﬁgure 3.13 présente les amplitudes de la tension VTC aux bornes du condensateur variable en
fonction de la fréquence et pour plusieurs valeurs de puissance de source disponible PAV S . On
a choisi pour cet exemple l’état 15, qui correspond à une fréquence de résonance intermédiaire
entre fmin et fmax.
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Figure 3.13: Simulation des amplitudes de la tension RF aux bornes du condensateur variable
pour plusieurs valeurs de PAV S (état 15).
Cette ﬁgure permet de mettre en évidence le fait que les tensions appliquées aux bornes du
condensateur variable sont dépendantes de son état (donc de sa capacité). En eﬀet, la tension
maximale aux bornes du condensateur variable apparaît à la fréquence de résonance de l’antenne.
Pour l’exemple de la ﬁgure 3.13, l’amplitude est la plus forte à 670 MHz, qui est la fréquence
de résonance correspondant à cet état. De plus, cette simulation donne une estimation de la
valeur maximale de puissance utilisable. Néanmoins, il faut garder à l’esprit que ces simulations
sont eﬀectuées en régime petit signal. Elles ne permettent donc de faire que des estimations au
premier ordre. La partie suivante aborde les simulations en régime grand signal de l’antenne
accordable.
3.2.4 Simulations grand signal
3.2.4.1 Signal CW
La ﬁgure 3.15a montre une simulation en grand signal du rapport GT = Pin/PAV S en fonction
de la puissance disponible PAV S de la source, où Pin est la puissance entrante de l’antenne.
Trois états sont considérés : état 31 (560 MHz), état 15 (670 MHz) et état 00 (965 MHz).
L’adaptation étant meilleure pour l’état 31, la puissance est transférée en totalité à l’antenne
(Pin = PAV S). À partir d’un certain niveau de puissance, GT augmente pour les états 00 et
15. L’état 31 correspond à des interrupteurs qui sont tous à l’état ON dans les branches du
condensateur variable. Ce n’est pas le cas des états 15 et 00 : l’état 15 correspond à une branche
ayant son interrupteur à l’état OFF, tandis que l’état 00 correspond à toutes les branches ayant
leurs interrupteurs à l’état OFF. Ces distorsions s’expliquent donc par le fait que l’interrupteur
à l’état OFF est non-linéaire (l’interrupteur à l’état ON est également non-linéaire mais pour
des puissances plus élevées).
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Figure 3.14: Tension Vsw sur un FET.
L’empilement des transistors au sein du condensateur variable (ﬁgure 3.14) étant l’élément non-
linéaire, l’évolution de la tension à ses bornes nous intéresse. La ﬁgure 3.15b donne un aperçu
de ce comportement en présentant l’amplitude (à la fréquence fondamentale) de la tension Vsw
sur un seul FET de l’empilement de l’une des branches pour l’état 00. Lorsque PAV S dépasse
21 dBm, l’eﬀet non-linéaire se manifeste. Cette valeur de puissance constitue donc la limite
d’utilisation de l’antenne accordable pour l’état 00.
(a) (b)
Figure 3.15: Simulation, en fontion de la puissance disponible et pour un signal CW, de (a)
la puissance Pin entrante de l’antenne (b) l’amplitude Vsw de la tension RF à la fréquence
fondamentale sur un FET de l’empilement d’une branche à l’état 00.
Les ﬁgure 3.16a et ﬁgure 3.16b montrent l’amplitude de la tension aux bornes du condensateur
variable respectivement à la fréquence fondamentale (f0) et à l’harmonique 3f0. L’amplitude
de l’harmonique 2, très faible, n’est pas signiﬁcative et n’est donc pas représentée. Sur la ﬁ-
gure 3.16a, on constate qu’à l’état 31 (560 MHz), la tension à f0 évolue régulièrement avec
PAV S , alors que pour les deux autres états (670 et 965 MHz), on observe une compression
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à partir de 20 dBm. Toujours aux bornes du condensateur variable, ceci se traduit, sur la ﬁ-
gure 3.16b, par l’apparition d’une composante à 3f0 qui augmente avec PAV S , sauf pour l’état 31
(560 MHz).
(a) (b)
Figure 3.16: Simulation (signal CW), en fonction de la puissance disponible, de l’amplitude
de la tension RF aux bornes du condensateur variable (a) à f0, (b) à 3f0.
Enﬁn, sur la ﬁgure 3.17, on a tracé pour la fréquence fondamentale (f0) le rapport entre la
puissance PCvar dissipée dans le condensateur variable et la puissance disponible PAV S . Cette
ﬁgure montre combien la compression du condensateur variable dégrade l’eﬃcacité de l’antenne
à la fréquence fondamentale : à l’état 00 (965 MHz), avant compression du condensateur variable
(20 dBm), 7 % de la puissance entrantte est dissipée par le condensateur variable. À 30 dBm,
ce rapport augmente à 68 %. En comparaison, à l’état 31 (560 MHz), le condensateur variable
dissipe environ 64 % de la puissance entrante tant à 20 dBm qu’à 30 dBm.
Figure 3.17: Simulation (signal CW) en fonction de la puissance disponible et à la fréquence
fondamentale des pertes par eﬀet Joule dans le condensateur variable.
En conclusion, grâce aux simulations avec un signal CW, on met en évidence le fait que tous les
états du condensateur variable à l’exception de l’état 31 contribuent fortement à la génération
d’harmoniques. L’application de l’antenne accordable sera donc limitée à des puissances de
l’ordre de 22 dBm pour ces états.
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3.2.4.2 Signal modulé (LTE)
Les ﬁgure 3.18a et ﬁgure 3.18b montrent la réponse spectrale de la tension aux bornes du conden-
sateur variable lorsqu’un signal LTE est appliqué sur l’antenne pour les états 00 (965 MHz) et
31 (560 MHz). Ces spectres sont issus des simulations pour trois valeurs de PAV S (13 dBm,
20 dBm et 29 dBm). Le signal modulé (LTE) utilisé pour ces deux ﬁgures présente une largeur
de bande de 1,4 MHz.
(a) (b)
Figure 3.18: Simulation de la tension aux bornes du condensateur variable pour trois valeurs
de PAV S (13, 20 et 29 dBm) avec un signal modulé LTE de largeur de bande 1,4 MHz (a) à
l’état 00, (b) à l’état 31.
Ces deux ﬁgures montrent que la remontée des canaux adjacents lorsque PAV S augmente est
forte pour les états faisant intervenir des branches du condensateur variable à l’état OFF, alors
que cette remontée des canaux adjacents est assez faible à l’état 31.
Le phénomène peut être quantiﬁé au travers de l’ACLR. Les ﬁgure 3.19a et ﬁgure 3.19b montrent
les ACLR pour les canaux adjacents (d’ordre 1 et 2) au spectre utile pour les états 00 et 31.
On constate tout d’abord que pour l’état 31 (560 MHz), l’ACLR reste toujours au-dessus d’une
limite de 37,5 dBc, alors qu’il diminue fortement (jusqu’à 28 dBc) pour l’état 00 (965 MHz).
(a) (b)
Figure 3.19: Simulation des ACLR aux bornes du condensateur variable en fonction de PAV S
avec un signal modulé LTE de largeur de bande 1,4 MHz (a) à l’état 00, (b) à l’état 31.
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Comme précédemment, ce comportement est lié à l’état des interrupteurs : à l’état 31, tous les
FET sont à l’état ON, alors que pour tous les autres états, certaines branches sont à l’état OFF.
Ce sont les interrupteurs ouverts soumis à de fortes tensions qui apportent de la distorsion et
qui entraînent une dégradation de l’ACLR.
3.2.4.3 Conclusion
Les simulations en régime grands signaux ont été menées à l’aide d’un modèle linéaire de l’an-
tenne associé à un modèle non-linéaire du condensateur variable. Elles nous ont permis d’estimer
le comportement du prototype lorsqu’il est attaqué par des signaux de forte amplitude.
L’état 31 (560 MHz) est l’état qui semble amener la linéarité la plus importante en restant en
régime quasi-linéaire jusqu’à plus de 30 dBm. Cette performance s’explique par le fait que tous
les FET du condensateur variable sont en conduction (ON). Pour l’état 00 (965 MHz), pour
lequel toutes les branches du condensateur variable sont à l’état bloqué (OFF), on observe une
linéarité qui se dégrade avec l’augmentation du nombre de branches à l’état bloqué.
3.3 Réalisation et mesures d’un prototype d’antenne agile
L’antenne fente que nous venons de présenter a été fabriquée. Ce travail a été mené conjointe-
ment avec une doctorante du laboratoire antennes (Essia Ben Abdallah [63]).
3.3.1 Description du prototype
Le prototype est constitué d’une antenne imprimée sur un PCB et associée à un condensateur
variable existant (Renton) conçu en technologie CMOS SOI 130 nm [47, 65]. Une description
détaillée est faite dans [63]. L’élément rayonnant est réalisé par une fente alimentée par une
ligne microruban d’impédance caractéristique 50 Ω. Elle a été conçue avec l’outil de simulation
HFSS pour un substrat FR4 d’épaisseur 0,8 mm, de permittivité ǫr = 4.3 et d’angle de pertes
tan(δ) = 0.025 associé à une couche cuivrée d’épaisseur 35 µm. La taille de la fente est 18 mm ×
3 mm dans une couche métallique destinée à jouer le rôle de plan de masse de surface 103 mm ×
50 mm. L’antenne est présentée sur la ﬁgure 3.20. On y distingue deux faces : la « face fente »
et la « face ligne ».
Aﬁn d’adapter l’antenne, un condensateur CMS de 1,0 pF est placé sur une position appropriée
au bout de la ligne d’alimentation RF (position notée « stub » sur la ﬁgure 3.20). Cette position
est choisie de telle façon que la partie imaginaire de l’impédance d’entrée de la ligne soit nulle
quand la partie réelle est proche de 50 Ω. Cette condition n’étant pas complètement satisfaite
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pour tous les états, on se contente d’une valeur ﬁxe intermédiaire qui essaye de répondre au
mieux à cette contrainte.
Figure 3.20: Photographie (vue de haut) de l’antenne avec le condensateur variable connecté
par micro-ﬁls (wire-bonding), avant ajout des connecteurs.
Le condensateur variable de l’antenne est commandé via une interface numérique à l’aide d’un
bus PXI piloté avec le logiciel LabVIEW (National Instruments). Sur la face ligne est disposé un
connecteur destiné à acheminer les signaux numériques de commande ainsi que l’alimentation
du circuit intégré. Aﬁn de minimiser les fuites RF via les chemins de commande numérique du
condensateur variable, un découplage à base d’inductances de choc placées en série sur les lignes
de commande a été adopté.
3.3.2 Mesures petit signal
Le caractère accordable de l’antenne fente a été vériﬁé en mesure. La ﬁgure 3.21 montre les
mesures et les simulations du coeﬃcient de réﬂexion S11 de l’antenne réglable pour sept états :
états 00, 05, 10, 15, 20, 25 et 31. Les fréquences de résonance associées sont respectivement
900 MHz, 770 MHz, 690 MHz, 640 MHz, 590 MHz, 550 MHz, 520 MHz. Les simulations ont été
réalisées d’une part à l’aide du logiciel HFSS, grâce auquel un ﬁchier multiport « Touchstone »
est généré, et d’autre part à l’aide d’ADS, dans lequel le modèle du transistor de la technologie
d’intégration du condensateur variable est associé au ﬁchier multiport. Une erreur relative de
moins de 1 % dans les basses fréquences et de 5 % dans les hautes fréquences est constatée. Ceci
s’explique par diverses imprécisions mineures dans le modèle du condensateur variable.
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Figure 3.21: Comparaison simulations/mesures du module du coeﬃcient de réﬂexion de l’an-
tenne intégrant le condensateur variable.
Les minima du coeﬃcient de réﬂexion sont compris entre 520 MHz (état correspondant à Cmax)
et 900 MHz (état correspondant à Cmin). La bande passante (à -6 dB) varie de 11 MHz pour
Cmax à 144 MHz pour Cmin. La bande passante complète s’étend de 511 MHz à 997 MHz.
En utilisant (3.5), qui donne l’excursion fréquentielle TRf en fonction de Cmax et Cmin, on peut







C0 calculé 0,71 pF
Tableau 3.1: Capacité intrinsèque de l’antenne C0 à partir des relevés des fréquences de
résonance respectives.
3.3.3 Efficacité
La ﬁgure 3.22 montre la comparaison des eﬃcacités simulées et mesurées pour diﬀérents états
du condensateur variable. L’eﬃcacité est calculée à l’aide d’une méthode d’intégration 3D du
gain mesuré [66].
L’eﬃcacité est comprise entre 3 % et 34 %. Ces niveaux relativement faibles s’expliquent par les
pertes du condensateur variable. En eﬀet, celui-ci présente des résistances séries relativement
importantes (2 Ω à l’état 31 et 5 Ω à l’état 00). La chute de l’eﬃcacité quand la fréquence
diminue (c’est-à-dire quand la capacité augmente) s’explique par l’augmentation du courant,
qui provoque une augmentation de la puissance dissipée.
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Figure 3.22: Comparaison simulation (pointillés)/mesure (traits pleins) de l’eﬃcacité totale
de l’antenne associée au condensateur variable.
3.3.4 Mesures grand signal
(a) (b) (c)
Figure 3.23: Photographies (a) du banc de programmation, (b), (c) de l’antenne à l’intérieur
de la chambre anéchoïque.
Le condensateur variable placé sur l’antenne est contrôlé par un bus PXI (ﬁgure 3.23a), lui-
même piloté avec LabVIEW. Un générateur de signaux modulés (LTE) est relié à l’antenne via
une ﬁbre optique et un convertisseur optique/électrique assurant la liaison entre l’extérieur et
l’intérieur de la chambre anéchoïque. Une antenne de réception calibrée dont les caractéristiques
sont connues et située en face de l’antenne sous test (AUT) dans la chambre anéchoïque capte
le signal qui est ampliﬁé par un LNA. On considère que le LNA opère en régime linéaire et
n’introduit donc pas de distorsion. Le signal reçu est traité par un analyseur de spectre grâce
auquel on mesure l’ACLR. La ﬁgure 3.24 présente les mesures de l’ACLR en fonction de la
puissance RF d’entrée pour diﬀérents états du condensateur variable.
Jusqu’à environ 14 dBm, le plancher de bruit ne permet pas de mesurer précisément l’ACLR.
On constate que jusqu’à 23 dBm, la limite de 30 dBc (LTE) est respectée avec ce dispositif [67].
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Figure 3.24: ACLR mesuré en émission avec l’antenne équipée du condensateur variable.
3.3.5 Mesure du temps de commutation
Dans le contexte de la téléphonie mobile, l’appareil d’un usager qui se déplace doit basculer
sur diﬀérents relais (cellules) aﬁn de ne pas voir la communication coupée. Ce processus est
nommé transfert intercellulaire (handover [68]). Généralement, ces basculements sont décidés
en fonction de mesures radio eﬀectuées par l’appareil mobile et qui déterminent la meilleure
cellule [69]. Les basculements impliquant un changement de fréquence à la fois sur l’appareil
mobile et sur la cellule du relais, la norme 3GPP spéciﬁe des temps de transition maximaux
pendant lesquels la reconﬁguration doit être eﬀectuée. D’après [68], ces temps de transition sont
compris entre 20 ms et 130 ms. D’autre part, d’après [70], le temps de commutation pour une
antenne utilisée en émission/réception doit être de 10 µs.
Le prototype d’antenne doit respecter ces temps de transition maximaux. En l’occurrence, le
temps de transition est lié au temps de commutation du condensateur variable. Ce temps de
commutation maximal est celui provoqué par le passage d’un extrême à l’autre (Cmin à Cmax
ou inversement). En eﬀet, toutes les branches étant en parallèle, le temps d’établissement de
la capacité pour la branche la plus lente conditionnera le temps d’établissement de la capacité
globale du condensateur variable.
Pour mesurer ce temps de commutation, on utilise l’AUT en réception et branchée sur un
oscilloscope à fréquence d’échantillonnage élevée. L’émission du signal RF est assurée par une
antenne passive large bande. L’oscilloscope permet de récupérer le signal RF et le signal de
commande (LOAD). Le principe est résumé sur la ﬁgure 3.25. On mesure alors les temps de
montée et de descente comme étant les durées écoulées entre le moment où la commande est
appliquée et le moment où 90 % de la diﬀérence (en valeur absolue) entre valeur ﬁnale et valeur
initiale de l’enveloppe du signal est atteint. Cette commande est un front descendant du signal
LOAD. Le générateur qui alimente l’antenne émettrice délivre un signal CW de fréquence ffin,
qui est la fréquence ﬁnale que doit atteindre l’AUT. On procède à plusieurs mesures :
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Figure 3.25: Principe de la mesure du temps de commutation de l’antenne (AUT).
— à une fréquence intermédiaire (ffin=800 MHz) comprise entre les fréquences de résonance
minimale et maximale fmin et fmax ;
— à la fréquence ffin égale à la fréquence de résonance associée à l’état ﬁnal.
Pour cette mesure, le prototype d’antenne est équipé d’un condensateur variable qui permet
une excursion fréquentielle s’étendant de 630 MHz à 870 MHz.
On donne dans l’annexe I les relevés de l’amplitude du signal RF reçu par l’antenne accor-
dable lorsque l’état est changé. La ﬁgure 3.26 résume les mesures de ces temps de montée et
de descente : les transitions d’états particuliers sont listées par le tableau 3.2. Ces états sont
particuliers car ils permettent d’isoler le comportement d’une branche unique (qui est la seule
à commuter) et donc d’en déduire son propre temps de commutation. Les états 15 et 31 (égale-
ment reportés sur le tableau 3.2) ne sont pas des états particuliers, dans le sens où ils résultent
de la commutation de plusieurs branches en même temps. Ils sont cependant représentés ici aﬁn
de comparer leur positionnement par rapport aux autres états.
Il convient de noter que les temps de commutation mesurés intègrent le délai introduit par le
bus SPI et les translateurs de niveaux (validation par le bit LOAD, mise à jour des bascules,
puis mise à jour des tensions des sorties des translateurs de niveaux). Cependant, les simula-
tions montrent que ce délai est largement inférieur aux temps d’établissement de la capacité
du condensateur variable. On considère donc que le bus SPI ne contribue pas au temps de
commutation total.
Comme indiqué au début de ce paragraphe, les temps de reconﬁguration maximaux de l’antenne
doivent être inférieurs aux limites imposées, qui se situent entre 20 ms et 130 ms [68]. On constate
que le dispositif constitué de l’antenne fente et du condensateur variable respecte assez largement
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Branche(s) Montée Descente
commutée(s) États ffin (MHz) États ffin (MHz)
États particuliers
1 (LSB) 0→01 855 01→00 870
2 0→02 845 02→00 870
3 0→04 825 04→00 870
4 0→08 785 08→00 870
5 (MSB) 0→16 720 16→00 870
Autres états
LSB à 4 0→15 725 15→00 870
Toutes 0→31 630 31→00 870
Tableau 3.2: Description des transitions d’états particuliers impliquant une branche spéciﬁque
à la fois et des transitions liées aux états 15 et 31.
Figure 3.26: Temps de commutation mesuré de chaque branche à 800 MHz et à la fréquence
ﬁnale ffin, où l’état initial est OFF pour toutes les branches.
cette condition, quel que soit l’état ﬁnal du condensateur variable. En considérant le temps de
commutation pour une antenne utilisée en émission/réception et qui doit être de 10 µs d’après
[70], le dispositif respecte la condition dans la plupart des cas.
3.4 Conclusion
Dans ce chapitre, nous avons introduit la nécessité de disposer d’antennes agiles en fréquence.
En eﬀet, la diminution de la taille des antennes conjuguée au besoin de couvrir de plus en
plus de bandes fréquentielles présentent un fort impact sur leurs performances. De plus, ces
performances sont dépendantes de l’environnement immédiat de l’antenne.
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Lorsque le facteur de qualité du condensateur variable augmente, l’eﬃcacité de l’antenne dans
les bandes basses est améliorée, tandis que l’eﬃcacité dans les bandes hautes reste quasiment
inchangée. Le facteur de qualité et l’excursion du condensateur variable sont sujets à un com-
promis. Pour une antenne agile en fréquence, il est préférable de favoriser l’excursion dans la
mesure où un facteur de qualité minimum est atteint. En eﬀet, à partir d’un certain facteur de
qualité (évalué à 50 dans [30]), le gain d’eﬃcacité de l’antenne devient négligeable.
Une application d’antenne agile en fréquence utilisant une antenne fente a été décrite. Ce mode
de réglage de l’antenne permet de diminuer ses dimensions, d’utiliser des bandes fréquentielles
plus larges et d’optimiser ses performances. Une série de simulations mettant en œuvre les
modèles d’une antenne et d’un condensateur variable en CMOS SOI a été présentée.
Ensuite, ce chapitre a présenté les résultats de mesures d’une antenne fente dotée d’un conden-
sateur variable. Cette série de mesures a tout d’abord permis de valider le fait que l’agilité de
l’antenne peut être obtenue par l’association de la fente avec un condensateur variable en tech-
nologie CMOS SOI. En outre, la comparaison des mesures et des simulations des coeﬃcients
de réﬂexion ainsi que des eﬃcacités totales pour plusieurs états du condensateur variable ont
permis de valider les modèles développés pour ce composant (chapitre 2). L’eﬃcacité de l’an-
tenne agile s’étend de 3 % à 34 %, les fréquences de résonance sont comprises entre 520 MHz
et 900 MHz, tandis que les bandes passantes s’étendent de 11 MHz à 144 MHz selon l’état du
condensateur variable.
Les performances présentées en régime petit signal révèlent qu’il est nécessaire d’améliorer le
facteur de qualité pour la génération suivante de condensateurs variables de puissance développés
au sein du CEA-LETI. Ceci passe par un dimensionnement plus optimisé (réduction de la
résistance série équivalente) sur la base de l’étude présentée dans le chapitre 2, et par l’avantage
que l’on peut tirer de l’amélioration du FOM de la technologie CMOS SOI. Enﬁn, par rapport
à la linéarité, des améliorations sont également souhaitables. En plus de la qualité accrue de la
technologie sur ce point, un objectif plus ambitieux en termes de linéarité peut être atteint en
dimensionnant correctement le nombre de FET empilés dans un interrupteur.
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our les applications mobiles, l’optimisation du rendement énergétique d’une chaîne
d’émission implique d’assurer une adaptation d’impédance optimale entre l’ampliﬁ-
cateur (PA) et l’antenne aﬁn que le transfert de puissance soit le plus élevé possible.
Figure 4.1: Association d’un ampliﬁcateur de puissance (PA) et d’une antenne.
La ﬁgure 4.1 illustre l’association d’un PA et d’une antenne. Sur cette ﬁgure, le PA délivre
une puissance RF. Cette puissance est totalement ou partiellement transférée selon l’adaptation
d’impédance entre le PA et l’antenne. La puissance transmise à l’antenne égale la puissance
délivrée par le PA si l’impédance de l’antenne est égale au conjugué de l’impédance de sortie
du PA. Dans tous les autres cas, la puissance transférée est inférieure.
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Or, pour les applications mobiles, on a vu qu’on avait un intérêt à rendre les antennes agiles.
De plus, celles-ci sont sensibles à leur environnement. Pour une antenne donnée, cette agilité et
cette sensibilité conduisent à ce qu’elle présente des impédances variables. Les désadaptations
correspondantes empêchent l’obtention d’un transfert de puissance optimal. L’optimisation du
transfert de puissance est assurée par l’utilisation d’un adaptateur d’impédance. Un module
spéciﬁque réalisant l’adaptation d’impédance (synthétiseur d’impédance) pour diﬀérentes situa-
tions possibles apparaît donc souhaitable.
Figure 4.2: Association d’un ampliﬁcateur de puissance (PA), d’un synthétiseur d’impédance
variable et d’une antenne.
La ﬁgure 4.2 illustre les propos précédents en introduisant entre le PA et l’antenne un module
spéciﬁque de transformation d’impédance (synthétiseur d’impédance). Sur cette ﬁgure, le PA
délivre une puissance qui est totalement ou partiellement transférée selon le ROS de son impé-
dance de charge. Celui-ci est donné par l’impédance du synthétiseur d’impédance, qui dépend
du ROS de l’impédance d’antenne.
Pour un dispositif à impédance variable tel qu’une antenne agile et sensible à son environne-
ment, la synthèse d’impédance doit être reconﬁgurable (réseau d’impédances variables). Ceci est
nécessaire pour compenser les variations de l’impédance d’antenne, ce qui revient à transférer
une puissance vers l’antenne plus élevée que si le synthétiseur d’impédance variable était absent.
Pour réaliser une adaptation optimale en agissant sur le synthétiseur d’impédance reconﬁgu-
rable, il faut connaître l’impédance complexe de l’antenne. Un autre dispositif destiné à détecter
l’impédance d’antenne est donc nécessaire.
Dans ce chapitre, nous proposons l’étude du synthétiseur d’impédance. Ensuite, l’étude d’un
système de détection est proposée. Enﬁn, diﬀérentes réalisations en technologie CMOS SOI sont
présentées.
Dans ce qui suit, on parlera de source, de tuner et de charge pour identiﬁer respectivement
le PA, le synthétiseur d’impédance et l’antenne. Ainsi, l’impédance du PA est notée ZS et sa
puissance disponible est notée PAV S , tandis que l’impédance d’antenne est notée ZL.
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4.2 Tuners d’antenne
Les contraintes de dimensionnement d’un tuner résident dans plusieurs points. Tout d’abord, il
faut déterminer une architecture capable de couvrir une vaste gamme d’impédances. Ensuite,
le tuner doit réaliser un transfert de puissance maximal et donc présenter des pertes minimales.
Enﬁn, il doit oﬀrir une bande passante minimale en fonction de l’application visée.
4.2.1 Caractéristiques principales
4.2.1.1 Amélioration de la puissance délivrée (PDI )
On étudie le cas d’une source associée à un tuner et une charge (ﬁgure 4.3). L’impédance de
référence est Z0. Le tuner est représenté par ses paramètres S déﬁnis dans un environnement
Z0.
Figure 4.3: Schéma de l’association d’une source d’impédance ZS , d’un tuner et d’une charge
d’impédance ZL.
















|1− S11ΓS |2|1− ΓoutΓL|2 (4.2)
où ΓL est le coeﬃcient de réﬂexion associé à l’impédance de charge ZL, ΓS est le coeﬃcient
de réﬂexion associé à l’impédance de source ZS , Γin est le coeﬃcient de réﬂexion en entrée du
tuner, et Γout est le coeﬃcient de réﬂexion en sortie du tuner.
Lorsque l’impédance de source correspond au conjugué de l’impédance de référence Z0, on a
alors la condition ΓS = 0. Sachant que Γout = S22 dans ce cas, (4.1) et (4.2) deviennent :
GT = |S21|2 1− |ΓL|
2
|1− S22ΓL|2 (4.3)
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L’adaptation conjuguée (« loi de Jacobi » [72, 73] ou théorème de l’adaptation d’impédance)
consiste à assurer S22∗ = ΓL grâce à la reconﬁgurabilité du tuner. Si le tuner est sans pertes,
cela correspond à l’optimum du transfert de puissance. Si le tuner présente des pertes, cela ne
correspond pas forcément au meilleur transfert de puissance [74]. En eﬀet, il est possible que la
valeur de S22 soit associée à une valeur de S21 telle que GT est moins fort que dans un autre
état associé à deux autres valeurs de S22 et S21. Pour résumer, avec un tuner réglable entre la
source et la charge, l’adaptation peut donc être réalisée de deux façons diﬀérentes [75, 76] :
— soit en faisant en sorte de transférer le maximum de puissance de la source vers la charge ;
— soit en faisant en sorte de minimiser le coeﬃcient de réﬂexion en entrée du tuner (Γin).
Figure 4.4: Schéma du tuner en π considéré.
Pour illustrer cette subtilité, considérons le tuner de la ﬁgure 4.4 alimenté par une source de
puissance disponible PAV S . La ﬁgure 4.5a montre le gain transducique en puissance GT du
tuner en fonction de la valeur d’une de ses capacités (GT = PL/PAV S , où PL est la puissance
active transférée à la charge ZL). La ﬁgure 4.5b montre le coeﬃcient de réﬂexion Γin en entrée
du tuner en fonction de la valeur d’une de ses capacités. La plage de la capacité représente
la possibilité de reconﬁguration du tuner. Pour les deux ﬁgures, on a utilisé deux valeurs du
facteur de qualité QL de l’inductance LT aﬁn de représenter un réseau présentant des pertes
et un réseau sans pertes. On constate que pour le réseau sans pertes, le meilleur transfert de
puissance de la source vers la charge apparaît lorsque |Γin| est minimal, c’est-à-dire pour la
même valeur de capacité (2,4 pF). En revanche, pour le réseau présentant des pertes, le meilleur
transfert de puissance apparaît pour une capacité égale à 2,2 pF, tandis que le coeﬃcient de
réﬂexion minimal se produit pour une capacité égale à 2,6 pF.
Si le dispositif d’adaptation est sans pertes, les deux techniques sont donc identiques. En général,
pour le dimensionnement d’un dispositif d’adaptation à pertes, la première technique (adapta-
tion conjuguée) est celle qui est utilisée pour trouver la solution recherchée, mais il peut arriver
qu’elle ne soit pas réalisable (lorsqu’on ne peut pas synthétiser la transformation d’impédance
désirée). On se contente alors de la deuxième technique (adaptation par minimisation de l’ampli-
tude du coeﬃcient de réﬂexion). Cette deuxième technique a pour unique avantage de produire
des ROS faibles (ce qui améliore le comportement de composants tels que les interrupteurs ou
les ﬁltres [75] et est recherché dans certaines applications [77]).
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(a) (b)
Figure 4.5: Simulation pour une inductance avec et sans pertes (a) du gain de puissance du
tuner, (b) du coeﬃcient de réﬂexion en entrée du tuner.
Selon la technique choisie et les pertes du tuner, les performances seront diﬀérentes. Le PDI
(Power Delivered Improvement), donné par (4.5), est la grandeur qui permet de quantiﬁer l’amé-
lioration apportée par le tuner en termes de transfert de puissance. Il représente l’amélioration
ou la détérioration du gain transducique due à la présence du tuner [36].
PDI =
puissance délivrée à la charge avec le tuner









PL(at) = PAV SGT




On a alors, en utilisant (4.3) donnant le gain transducique :
∆GT = PDI =
PAV SGT





Le PDI présente l’avantage de prendre en compte les pertes du tuner, que ce soit les pertes par
insertion (S21) ou les pertes par désadaptation (S22ΓL).
Selon la fréquence d’utilisation, les états des réactances variables et l’impédance de charge, il
existe une valeur du PDI pour toutes les conﬁgurations (états) du tuner. Certaines situations
sont défavorables (PDI < 1) alors que d’autres apportent une amélioration (PDI > 1).
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Le PDI peut s’exprimer à l’aide d’autres paramètres. Les calculs fournis dans l’annexe H dé-
taillent l’établissement de l’expression du PDI en fonction des paramètres Y. Pour une impé-
dance de source Z0, le PDI peut être exprimé par (4.9).
PDI =
4Z02|Y21|2
|(1 + Y11Z0)(1− ΓL + (ΓL + 1)Y22Z0)− (ΓL + 1)Y212Z02|2
(4.9)
La partie qui suit s’intéresse à l’expression du PDI pour un tuner sans pertes.
Figure 4.6: Structure générale d’un tuner en π, et convention d’écriture.
Comme indiqué par (4.9), le PDI peut être exprimé avec les paramètres Y du réseau représenté


























Dans le cas idéal où les composants sont sans pertes et où l’adaptation d’impédance est réalisée
pour la valeur du coeﬃcient de réﬂexion ΓL présenté par la charge, on a |GT | = 1. D’après (4.7),
le PDI s’exprime alors avec (4.13), où il ne dépend plus que du ROS. Cette relation représente







La ﬁgure 4.7 montre une simulation du PDI pour un réseau eﬀectuant l’adaptation avec arg(ΓL)
variant de 0◦ à 360◦. Pour une valeur donnée du ROS, le PDI prend la même valeur pour toutes
les valeurs de l’argument. Les valeurs théoriques du PDI données par (4.13) sont également
tracées sur cette ﬁgure. La courbe théorique se confond parfaitement avec la courbe simulée.
Pour les faibles valeurs de ROS, le PDI est faible, même dans un cas idéal. Dans le cas d’un
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tuner à pertes, les valeurs du PDI sont inférieures. Cette ﬁgure permet donc de connaître le PDI
maximal auquel on peut s’attendre lors du dimensionnement d’un tuner.
Figure 4.7: PDI simulé et théorique (échelle linéaire) en fonction du ROS pour un tuner sans
pertes.
4.2.1.2 Couverture d’impédance
Alors que le PDI quantiﬁe le gain apporté par le tuner, il est également nécessaire d’avoir une
indication sur la gamme d’impédances qui peuvent être adaptées par un tuner. En eﬀet, un
tuner peut présenter un PDI satisfaisant en moyenne mais être peu performant pour certaines
valeurs d’impédance. Cette couverture d’impédances doit être fournie par une autre grandeur
que le PDI.
4.2.1.2.a Revue des grandeurs de quantification utilisées dans la littérature
Pour exprimer la couverture d’impédance d’un tuner, de nombreuses références se basent sur le
coeﬃcient de réﬂexion S22 ou son conjugué [70]. Soit un tuner représenté par un quadripôle dont
la matrice [S] est déﬁnie dans un environnement Z0 sur ses ports 1 et 2. S22∗ est le coeﬃcient
de réﬂexion correspondant aux impédances de charge du port 2 pour lesquelles le tuner ramène
Z0 au port 1. S22 est alors le coeﬃcient de réﬂexion correspondant aux impédances conjuguées
de charge qu’il est possible de connecter sur le port 2 pour voir exactement Z0 au port 1.
Cette vision permet la réalisation d’une adaptation conjuguée. Dans ce cas, le transfert de
puissance est maximal uniquement si le tuner est sans pertes. Si le tuner présente des pertes,
le transfert de puissance peut être mauvais malgré une bonne adaptation. Ainsi, il s’agit d’une
approche imprécise et considérer cette grandeur de quantiﬁcation ne peut convenir que pour des
estimations de la plage des impédances synthétisables.
Au lieu d’utiliser le paramètre S22, on peut considérer le coeﬃcient de réﬂexion en entrée du
tuner chargé, Γin [78]. Le coeﬃcient de réﬂexion Γin, donné par (4.15), et le coeﬃcient de
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transfert TT , donné par (4.16), s’expriment en fonction de la charge du tuner. Ils ne doivent pas
être confondus avec les paramètres de la matrice [S] intrinsèque du quadripôle, déﬁnis pour un
Z0 donné, et qui sont par nature indépendants des charges connectées sur ses ports.
Γin = S11 +
S12S21ΓL
1− S22ΓL (4.14)
Γin représente le coeﬃcient de rélexion correspondant à l’impédance du port 1 pour laquelle le
port 2 voit une impédance correspondant au coeﬃcient de réﬂexion ΓL.
En introduisant l’impédance réduite zL = ZL/Z0 via ΓL =
ZL−Z0
ZL+Z0
= zL−1zL+1 (valable seulement si
Z0 est réelle), on a :
Γin = S11 +




) = S11 + S12S21 (zL − 1)1 + S22 + zL (1− S22) (4.15)













|zL + 1|2 − |zL − 1|2






1 + S22 + zL (1− S22) (4.17)
L’introduction de TT permet donc de considérer les pertes par insertion et plus seulement la
répartition des points des impédances synthétisables sur l’abaque de Smith. En recoupant ces
deux informations, on peut éliminer les conﬁgurations qui mènent à une couverture faible et/ou
à une transmission dégradée.
4.2.1.2.b Revue des méthodes d’évaluation
Une méthode qualitative répandue consiste en l’inspection visuelle de la répartition des valeurs
de S22∗ ou de Γin sur l’abaque de Smith [30]. Or, cette méthode n’établit aucune quantiﬁcation
numérique de la couverture. Dans ce qui suit, on utilise la notation Γ pour indiquer un coeﬃcient
de réﬂexion quelconque tracé sur l’abaque de Smith.
Pour quantiﬁer la couverture d’impédances, une première méthode d’évaluation consiste à dé-
couper l’abaque en plusieurs intervalles de module et d’argument de Γ (ﬁgure 4.8). Le nombre
de zones ainsi créées doit être égal au nombre de points à tracer pour le coeﬃcient de réﬂexion Γ.
La couverture (notée CO/E) est le pourcentage de zones occupées par au moins un point parmi
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Figure 4.8: Séparation de l’abaque de Smith en cercles de |Γ| constants (ou de ROS constants)
et en arguments de Γ.
toutes les zones existantes. Une couverture CO/E = 100 % correspond donc à un point par
zone. La ﬁgure 4.9 montre plusieurs exemples de couvertures, d’une part avec une répartition
régulière en module et en angle correspondant à une couverture de 100 %, et d’autre part avec
des répartitions irrégulières qui conduisent à des couvertures inférieures à 100 %. Avec cette
méthode, la précision augmente avec le nombre de points choisi (donc le nombre de zones). La
distribution sur l’abaque avec une couverture de 100 % est la répartition typique d’un tuner
programmable pour les applications Load-Pull [79]. Cette méthode possède néanmoins un point
faible, car la quantiﬁcation varie en fonction du pas utilisé. En eﬀet, on peut choisir un pas
entre les intervalles de |Γ| qui soit constant, ou un pas décroissant, ou même utiliser les cercles
de ROS constants en lieu et place du coeﬃcient de réﬂexion (ﬁgure 4.8).
Alternativement, [80] propose une approche mathématique avec l’utilisation du critère χ2. Dans
le domaine du traitement de données, ce critère est généralement mis en oeuvre pour quantiﬁer
la répartition et donc l’uniformité de données. En eﬀet, en plus de l’occupation des gammes
d’impédance sur l’abaque de Smith, il est avantageux d’indiquer si la répartition est homogène.
Dans [80], l’abaque de Smith est découpé en sections qui délimitent des impédances (ﬁgure 4.8)
et dans lesquelles on compte le nombre de valeurs d’impédances présentes. Sur l’abaque entier
ou seulement une portion, le critère χ2 permet alors de quantiﬁer la couverture. La formule












où Ntotal est le nombre de points répartis sur l’abaque, Ni le nombre d’intervalles de modules,
Nj le nombre d’intervalles d’angles et N(i, j) le nombre de points par zone. Plus la valeur de χ2
est faible, plus l’uniformité est bonne sur la plage choisie par Ni et Nj . Ainsi, pour un nombre
de points égal au nombre de zones et un point par zone (Ntotal = NiNjN(i, j)), soit la meilleure
distribution possible, on retrouve bien χ2 = 0. La ﬁgure 4.9 indique aussi, pour chaque exemple,
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Figure 4.9: Exemples de couvertures avec la séparation par zones pour 5 intervalles de module
et 36 intervalles d’angle (soit 180 zones) pour 180 points.
le calcul du χ2 correspondant. [80] propose d’autres exemples d’application numérique de cette
méthode. Deux inconvénients à cette méthode peuvent être formulés. Le premier inconvénient
est qu’elle fournit une quantiﬁcation de la couverture qui n’est pas sous forme de pourcentage.
Le deuxième inconvénient est qu’on connaît la valeur minimale de χ2 mais qu’il n’existe pas de
valeur maximale, et que par conséquent on ne sait pas si une valeur donnée de χ2 correspond à
une bonne couverture. De plus, tout comme la méthode de comptage par zone, la quantiﬁcation
de la couverture varie en fonction des pas choisis pour le module et l’argument de Γ, mais
aussi de la grandeur utilisée pour les cercles de modules constants (|Γ| ou ROS) et des limites
considérées.
Une autre méthode alternative évitant l’utilisation d’un outil mathématique relativement com-
plexe consiste à considérer que l’adaptation d’une impédance est réalisée lorsque le module du
coeﬃcient de réﬂexion Γin est inférieur à une certaine valeur, puis à faire le rapport entre le
nombre d’impédances qui satisfont au critère et le nombre total d’impédances testées [81].
Cependant, il apparaît que l’utilisation du seul critère du coeﬃcient de réﬂexion introduit une
lacune car les pertes sont ignorées [30, 81]. Dans [78], une impédance est considérée couverte
par le tuner lorsque deux conditions sont réalisées : des pertes d’insertion et un coeﬃcient de
réﬂexion inférieurs à des valeurs spéciﬁées (par exemple 3 dB et -20 dB respectivement). Ainsi,
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les critères d’adaptation du point de vue réﬂexion et du point de vue transfert de puissance
permettent tous deux de juger de la capacité du tuner à adapter correctement l’impédance
donnée. Pour une gamme donnée d’impédances à adapter, [78] déﬁnit également la couverture
d’impédances comme le rapport entre le nombre d’impédances qui satisfont aux deux critères
(valeurs des pertes d’insertion et du coeﬃcient de réﬂexion) et le nombre total d’impédances
testées.
Pour que ces deux dernières déﬁnitions issues de [78, 81] soient valides, il est alors nécessaire
que la gamme d’impédances à tester occupe les zones de l’abaque que l’on cherche à adapter.
Une comparaison explicite de ces deux méthodes est proposée dans [81]. La méthode combinant
la prise en compte des pertes d’insertion et du coeﬃcient de réﬂexion, par sa simplicité et sa
relative précision, fait souvent l’unanimité dans la littérature [82].
4.2.2 Dimensionnement d’un tuner en pi
Considérons un réseau idéal (ﬁgure 4.10) dans le but de réaliser l’adaptation d’impédance.
L’architecture choisie est un réseau en π.
Figure 4.10: Transformation en éléments parallèles de l’impédance de source et de l’impédance
de charge associées à un réseau en π comportant des éléments idéaux.
La méthode qui est utilisée est classique [83]. Pour clariﬁer la démonstration, on considère tout
d’abord deux condensateurs (CS , CL) placés en parallèle et une inductance (LT ) placée en série.
Les valeurs idéales de ces réactances sont déterminées en fonction de l’impédance de charge du
tuner. Les améliorations en termes de puissance délivrée à la charge sont montrées en fonction
du rapport d’ondes stationnaires (ROS) et de l’angle du coeﬃcient de réﬂexion de la charge
(arg(ΓL)).
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Pour un quadripôle (réseau à 2 ports) comme montré sur la ﬁgure 4.10, la condition d’adaptation
conjuguée est donnée par (4.19) ou (4.20) [84] :
ZA + jLTω − ZB∗ = 0 Ω (4.19)
ou
ZB + jLTω − ZA∗ = 0 Ω (4.20)
où ω est la pulsation associée à la fréquence.
En utilisant la convention de la ﬁgure 4.10, cette condition peut également être exprimée avec
(4.21). 




Les réactances du quadripôle représentant le tuner doivent être dimensionnées de telle façon
que (4.21) est satisfaite.
Nous introduisons tout d’abord le facteur de qualité désiré du réseau, Qdes = f0/BP [85, 86], où
f0 est la fréquence d’opération et BP est la bande passante. Si (4.22) est vériﬁée, l’adaptation






où ZS et ZL sont respectivement les impédances de la source et de la charge connectées au
réseau selon la ﬁgure 4.10.








où RS , RL, XS , XL sont respectivement les résistances série et les réactances série de la source
et de la charge.
Et les parties résistives des impédances parallèles sont alors :
RPS = RS(1 +QS2) RPL = RL(1 +QL2) (4.24)
La ﬁgure 4.10 montre la transformation des impédances de source et de charge en composants
parallèles (ZS en RPS et CPS , ZL en RPL et CPL). Les parties réactives des impédances paral-
lèles, que nous choisissons d’exprimer comme des capacités, sont données par (4.25) et (4.26).
La convention que nous adoptons ici nécessite de considérer que les réactances inductives sont







si XS ≤ 0 Ω







si XL ≤ 0 Ω
− QLRP Lω si XL > 0 Ω
(4.26)
Une résistance intermédiaire RV donnée par (4.27) est introduite (ﬁgure 4.11). Cette résistance
ﬁctive est placée de façon symétrique dans le réseau [87]. Il s’agit pour le réseau de gauche
de transférer toute la puissance à RV , et pour le réseau de droite de transférer cette même
puissance à la charge.
Figure 4.11: Introduction de la résistance ﬁctive RV .






Cela permet de calculer les facteurs de qualité côté source et côté charge (respectivement Q et



















Puis, avec Q et RV d’une part et Q′ et RV d’autre part, on trouve respectivement les deux
réactances XT (S) du réseau de gauche et XT (L) du réseau de droite.
XT (S) = QRV XT (L) = Q
′RV (4.30)
Finalement, l’élément série total est l’inductance de valeur LT , donnée par (4.31).
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LT =
XT (S) +XT (L)
ω
(4.31)
On a désormais les moyens de calculer CS , CL et LT quelles que soient les valeurs de |ΓL| (ou
du ROS) et arg(ΓL). Pour des plages de |ΓL| et/ou de arg(ΓL), les éléments CS , CL et LT ont
donc chacun une excursion. Pour une réactance générale X associée à l’un des trois éléments





min(X) si min(X) > 0 Ω
min(X)
max(X) si max(X) < 0 Ω
(4.32)
Les ﬁgure 4.12a et ﬁgure 4.12b montrent les valeurs idéales d’inductance et des capacités pour
Qdes = 15 en fonction de arg(ΓL), avec le ROS côté charge en paramètre. Les courbes per-
mettent de déterminer les excursions nécessaires pour chaque réactance.
(a) (b)
Figure 4.12: (a) Inductance et (b) capacités du réseau en π nécessaires pour eﬀectuer une
adaptation utilisant des composants idéaux pour Qdes = 15 à 790 MHz, en fonction du ROS.
Les larges gammes de valeurs d’inductance et de capacités nécessaires permettent un réglage
exhaustif et idéal en fonction des valeurs spéciﬁées du ROS et de arg(ΓL). L’excursion de la
réactance côté source est la plus faible et semble donc être la moins contraignante. Cependant,
il est évident que certaines valeurs des excursions sont impossibles à atteindre en pratique avec
des condensateurs variables (tels que ceux étudiés dans le chapitre 2). En eﬀet, on a vu que
Chapitre 4. Système de détection et de correction d’impédance 113
lorsqu’on utilise des rapports d’excursion capacitive élevés, on augmente les pertes et la surface
d’intégration.
Évidemment, un tuner opérant à plusieurs fréquences devrait être capable de réaliser des adap-
tations sur l’excursion complète de CS , CL et LT . L’excursion est la même pour toutes les
fréquences, mais les fréquences extrêmes sont les pires cas en termes d’inductances et de ca-
pacités (la fréquence minimum correspond aux plus grandes valeurs de L et C, et vice-versa).
Bien entendu, la gamme de fréquence contraint davantage la conception en étendant l’excursion
totale de la valeur du composant pour une réactance X donnée.
(a) (b)
Figure 4.13: (a) PDI pour des composants sans pertes en fonction de arg(ΓL) et avec le ROS
en paramètre, (b) excursion limitée de valeurs de la capacité CL associée à l’eﬀet sur le PDI
qu’elle provoque.
La ﬁgure 4.13a reprend le PDI idéal tel que montré sur la ﬁgure 4.7, mais en fonction de arg(ΓL)
aﬁn de voir la sensibilité du PDI à ce paramètre lorsque l’une des réactances associées à CS ,
CL et LT ne couvre pas entièrement la plage nécessaire. Par exemple, la ﬁgure 4.13b illustre
l’eﬀet sur le PDI de l’utilisation d’une capacité CL dont les valeurs ne couvrent pas entièrement
la plage nécessaire. On constate que le PDI chute fortement pour les valeurs calculées de la
capacité qui ne peuvent pas être atteintes.
En conclusion, le calcul des valeurs des composants pour réaliser l’adaptation mène à de fortes
excursions diﬃcilement réalisables avec des condensateurs variables. De plus, en évaluant le PDI
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avec des valeurs des composants obtenues par la méthode de calcul avec des éléments idéaux
mais qui sont tronquées, on constate qu’il est fortement impacté.
4.2.3 Synthèse des réactances du tuner
Pour synthétiser les réactances du tuner avec des condensateurs variables, il faut éviter les fortes
excursions capacitives pour privilégier leur facteur de qualité, mais aussi les associer avec des
inductances. De plus, la synthèse de la réactance inductive variable doit également se faire avec
un condensateur variable car le facteur de qualité des inductances variables est faible.
Dans tous les cas, que l’on souhaite réaliser une réactance inductive ou capacitive, il est possible
d’associer (en série ou en parallèle) un condensateur variable avec une inductance ﬁxe pour
réaliser, sur une bande de fréquence limitée, la plage de réactance désirée. L’intérêt est d’utiliser
des condensateurs variables dont les rapports d’excursion capacitive TRC sont inférieurs aux
rapports d’excursion TRX des réactances concernées (on considère systématiquement cette hy-
pothèse dans les calculs qui suivent). L’inconvénient est que le facteur de qualité de l’ensemble
LC est dégradé par rapport à celui du condensateur variable utilisé seul, surtout si la fréquence
de fonctionnement est proche de la fréquence de résonance [19].
Dans les développements qui suivent, on appelle respectivement ZCS , ZCL et ZT les impédances
parallèle côté source, parallèle côté charge et série entre source et charge, comme décrit par la
ﬁgure 4.14. XCS , XCL et XT sont les réactances associées respectives.
Figure 4.14: Convention d’écriture des trois impédances du tuner.
4.2.3.1 Configurations LC
Pour les calculs qui suivent, on donne, d’une part, la capacité minimale du condensateur, et
d’autre part, l’inductance constante que l’on doit lui associer en série ou parallèle. Les valeurs
de réactance Xmin et Xmax caractérisant la plage de la réactance X sont déﬁnies par (4.33).
Pour le condensateur variable, connaissant Cmin et TRC , l’excursion capacitive est entièrement
caractérisée. 
 Xmin = min(X)Xmax = max(X) (4.33)
Chapitre 4. Système de détection et de correction d’impédance 115
4.2.3.1.a Réactance inductive constituée d’un réseau LC série
Les réactances Xmin et Xmax, qui sont respectivement les valeurs minimale et maximale de la
réactance inductive X, sont de même signe et positives : 0 Ω < Xmin < Xmax.







TRC(LCminω2 − 1) (4.34)
où L, Cmin et TRC sont respectivement l’inductance et la capacité minimale de la réactance X
et le rapport d’excursion de la capacité.














4.2.3.1.b Réactance capacitive constituée d’un réseau LC série
Les réactances Xmin et Xmax, respectivement les valeurs minimale et maximale de la réactance
capacitive X, sont de même signe et négatives : Xmin < Xmax < 0 Ω. Les expressions de Cmin







LCminTRCω2 − 1 (4.37)
4.2.3.1.c Réactance inductive constituée d’un réseau LC parallèle
Les réactances Xmin et Xmax, qui sont respectivement les valeurs minimale et maximale de la
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4.2.3.1.d Réactance capacitive constituée d’un réseau LC parallèle
Les réactances Xmin et Xmax, respectivement les valeurs minimale et maximale de la réactance















Dans les quatre exemples qui suivent (ﬁgure 4.15a à ﬁgure 4.16b), on a pris l’exemple d’un tuner
en π dont les réactances XCS et XCL sont négatives (capacitives) et la réactance XT est positive
(inductive). On utilise un rapport d’excursion TRX = 10 correspondant à Xmin = −100 Ω et
Xmax = −10 Ω pour les réactances capacitives, et Xmin = 10 Ω et Xmax = 100 Ω pour la
réactance inductive. Le rapport d’excursion du condensateur variable TRC est compris entre
2 et 9. En eﬀet, l’hypothèse initiale est que TRC est inférieur à TRX puisque l’intérêt de la
démarche est d’utiliser des condensateurs variables à faible rapport d’excursion capacitive. On
étudie alors les quatre cas précédents :
— LC parallèle de nature capacitive ;
— LC série de nature capacitive ;
— LC parallèle de nature inductive ;
— LC série de nature inductive.
Sur les ﬁgures ci-après, les réseaux placés verticalement représentent la synthèse d’une réac-
tance capacitive, tandis que les réseaux placés horizontalement représentent la synthèse d’une
réactance inductive.
Pour une réactance capacitive, ces cas sont illustrés par les ﬁgure 4.15a et ﬁgure 4.15b.
Pour une réactance inductive, ces cas sont illustrés par les ﬁgure 4.16a et ﬁgure 4.16b.
On remarque que pour les réseaux LC en parallèle, pour un faible TRC , la capacité minimale du
condensateur variable doit être très élevée. On peut réduire cette capacité minimale en utilisant
une valeur de TRC plus élevée, mais dans ce cas il est nécessaire d’employer une inductance de
valeur relativement grande et le facteur de qualité du condensateur variable diminue alors de
façon importante.
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(a) (b)
Figure 4.15: Calcul de l’inductance et de la capacité minimale nécessaires pour (a) un réseau
LC parallèle de nature capacitive, (b) un réseau LC série de nature capacitive.
(a) (b)
Figure 4.16: Calcul de l’inductance et de la capacité minimale nécessaires pour (a) un réseau
LC parallèle de nature inductive, (b) un réseau LC série de nature inductive.
Pour les réseaux LC en série, les valeurs de la capacité minimale sont plus raisonnables, et
n’évoluent presque pas lorsque TRC augmente. Si on décide d’utiliser cet avantage et donc
une valeur de TRC élevée (moyennant une diminution de la valeur du facteur de qualité du
condensateur variable), on en proﬁte pour utiliser une faible valeur de l’inductance.
D’après cette étude, l’utilisation des réseaux LC en série paraît la plus avantageuse en termes
de dimensionnement de l’inductance et de la capacité. Cependant, on se base ici sur l’hypothèse
qu’il est nécessaire de couvrir entièrement la plage de réactance calculée. Ceci est nécessaire
dans le cas d’une adaptation conjuguée. De plus, les composants sont considérés idéaux. Avec
des composants présentant des pertes, il est plus diﬃcile de calculer une adaptation conjuguée.
Ainsi, avec des modèles plus proches de la réalité intégrant les pertes, on peut montrer en
simulation que le choix peut être diﬀérent si les pertes sont fortes. Si les pertes sont faibles,
alors on peut synthétiser les réactances avec la méthode fournie.
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4.2.3.3 Diminution de la « zone morte » de la plage d’impédances
Pour l’impédance série ZT , une caractéristique essentielle est l’apparition d’une « zone morte »
ou « zone interdite » sur l’abaque de Smith liée à ZT . Il s’agit d’un ensemble d’impédances
complexes qui ne peuvent pas être couvertes par le tuner. Cette caractéristique est évoquée dans
[18], où ZT est constituée d’une self uniquement, et où le diamètre de la zone interdite est donné
en fonction de l’impédance de cette self. Une généralisation peut être faite pour une impédance
constituée d’un réseau LC parallèle ou LC série.
(a) (b)
Figure 4.17: Exemples de zone morte (cercle jaune) à 1 GHz pour (a) XT = 37, 7 Ω, (b)
XT = 25, 1 Ω.
Les ﬁgure 4.17a et ﬁgure 4.17b illustrent la présence d’une zone morte qui peut être réglée avec
la réactance XT . Cette zone morte forme un cercle. Les deux exemples ont été obtenus à partir,
respectivement, de XT = 37, 7 Ω et XT = 25, 1 Ω pour des réactances XCS et XCL s’étendant
chacune de −8 Ω à −159, 2 Ω à 1 GHz.
Pour simpliﬁer la démonstration, on considère une impédance de source purement réelle RPS .
Dans le cas plus général d’une impédance de source complexe, RPS est fonction du facteur de
qualité de l’impédance de source.
L’impédance réelle ZD choisie pour caractériser le cercle de la zone interdite possède une impé-
dance réduite zD qui correspond au diamètre du cercle matérialisé sur chacune des ﬁgure 4.17a
















= RPSROS si ZD > RPS
(4.44)





ROS si zD < 1
ROS si zD > 1
(4.45)
Chapitre 4. Système de détection et de correction d’impédance 119






Cette expression permet de voir que le diamètre du cercle augmente avec le module de l’im-
pédance ZT . Ainsi, en plus des contraintes vues précédemment concernant la synthèse des ré-
actances avec un condensateur variable et une inductance, il faut prendre en compte cette
caractéristique qui impacte le dimensionnement de l’impédance concernée.
Sur les exemples donnés par les ﬁgure 4.17a (zD1) et ﬁgure 4.17b (zD2), les deux valeurs trouvées
en simulation sont bien les mêmes que celles trouvées par calcul avec (4.47).
zD1 = (37, 7/50)
2 = 0, 569 zD2 = (25, 1/50)
2 = 0, 252 (4.47)
Soit un tuner dont l’impédance ZT est constituée d’une self LT et d’un condensateur CT , en
associations parallèle et série. On suppose que l’excursion de la capacité du condensateur variable
est déjà déﬁnie. On cherche à connaître, pour une capacité donnée, quelle valeur donner à LT
pour satisfaire la spéciﬁcation donnée à zD, c’est-à-dire au diamètre du cercle de la zone morte.
4.2.3.3.a Réseau LC parallèle
Pour un réseau LC parallèle, le module de l’impédance équivalente est donné par (4.48).
|ZT | = LTω1− LTCTω2 (4.48)







(4.49) peut être transformée en polynôme du second degré dont la variable est LT , comme
exprimé par (4.50), et le déterminant est donné par (4.51).
(1− zD(RPSCTω)2)ω2L2T + 2CTω2zDR2PSLT − zDR2PS = 0 (4.50)
∆LT = 4zD(RPSω)
2 (4.51)
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La solution de l’équation donne LT ((4.52)) qui est la valeur de l’inductance conduisant à la








ω (1− zD(RPSCTω)2) (4.52)
4.2.3.3.b Réseau LC série
Pour un LC série, |ZT | est donné par (4.53), ce qui mène au polynôme du second degré exprimé
par (4.54) dont le déterminant est identique à celui du réseau LC parallèle.








− zDR2PS = 0 (4.54)
La solution de l’équation donne LT ((4.55)) qui est la valeur de l’inductance conduisant à la














Comme déjà évoqué, la connaissance de l’impédance de charge est cruciale pour le réglage
du tuner destiné à maximiser le transfert de puissance. Aﬁn de connaître cette impédance de
charge, une détection est nécessaire. Pour cela, on observe les tensions en entrée et en sortie
d’un composant de détection placé dans la chaîne RF Source-Tuner-Charge. Ce composant de
détection peut être un tuner, un ﬁltre, ou tout autre réseau. Dans le cas où les admittances YCS
et YCL sont nulles, la détection se fait seulement par le dipôle d’admittance YT (méthode utilisée
par exemple dans [12]). La ﬁgure 4.18 illustre un quadripôle représenté par les admittances YCS ,
YT et YCL. Il est placé entre une source d’impédance ZS et une charge d’impédance ZL. On
montre aisément que, de façon générale pour un tuner en π, l’impédance de charge ZL peut être
calculée tel que le montre (4.56) [19, 35, 36], à condition de connaître d’autres grandeurs.
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Figure 4.18: Structure générale du quadripôle de détection, placé entre une source d’impédance


















où φRF est le déphasage entre les signaux vin et vout.
Quand le composant de détection est constitué par un dipôle série, YCL = 0 S, et on retrouve
l’expression dérivée d’un pont diviseur :
ZL = ZT
vout




vin − vout (4.58)
Pour détecter l’impédance en aval du composant de détection, il est préférable de ne pas utiliser
les tensions RF car il est diﬃcile de détecter précisément un déphasage aux fréquences consi-
dérées. On doit donc utiliser des signaux en bande de base, c’est-à-dire à des fréquences pour
lesquelles on peut facilement mettre en place une détection de phase précise à l’aide d’amplica-
teurs opérationnels (AOP). Pour réaliser la fonction de déplacement en fréquence, on emploie
des mélangeurs. Grâce à un signal LO, ils créent une tension en bande de base qui est l’image
de la tension RF mélangée. Ceci est réalisé pour les deux potentiels vin et vout, comme montré
par la ﬁgure 4.19.
Figure 4.19: Schéma de la conversion des tensions RF en tensions en bande de base à l’aide
de mélangeurs.
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4.3.2 Configurations
Les ﬁgure 4.20a à ﬁgure 4.20c détaillent trois possibilités d’architectures de détection. Ces trois
architectures peuvent réaliser la même fonction, c’est-à-dire déterminer une valeur d’impédance
qui sert à estimer la valeur de l’impédance de charge ZL. Cette impédance extraite par la mesure
des deux tensions est notée Zext. Pour chaque cas, le tuner a la représentation de la ﬁgure 4.18.
Dans le premier cas, le tuner sert aussi bien pour l’adaptation d’impédance que pour l’extraction
de potentiels. Dans le deuxième et le troisième cas, le tuner ne joue le rôle que d’adaptateur
d’impédance, et la lecture de potentiels est fournie par un dipôle série placé de façon cascadée
en amont ou en aval du tuner. Dans ces deux derniers cas où un dipôle est ajouté au tuner, on
aura intérêt à placer un composant réactif aﬁn de dissiper le moins possible de puissance active.
En revanche, l’utilisation de ce dipôle réactif impose une compensation dont il faut tenir compte
lors de la conception du réseau d’adaptation d’impédance. Le troisième cas est par exemple mis
en œuvre dans [18] qui utilise un condensateur, ou dans [12] qui utilise une inductance. Dans
les exemples qui suivent, on a choisi d’utiliser un condensateur.
(a) (b)
(c)
Figure 4.20: Possibilités d’architectures de détection : (a) tuner seul, (b) composant de détec-
tion côté charge, (c) composant de détection côté source.
Concernant la valeur théorique, les relations suivantes donnent l’impédance extraite Zext en
fonction des impédances et admittances d’antenne et du quadripôle pour les trois positions du
quadripôle. Cette impédance Zext est la grandeur à partir de laquelle on pourra estimer ZL,
connaissant les valeurs des autres grandeurs.





(4.60) donne l’impédance extraite pour la conﬁguration où le composant de détection est côté
charge.
Zext = ZL (4.60)
Chapitre 4. Système de détection et de correction d’impédance 123









Ces trois équations montrent qu’en termes de précision, l’utilisation d’un dipôle de détection côté
charge donne directement ZL, ce qui limite l’introduction d’erreurs. Au contraire, l’utilisation
d’un dipôle de détection côté source nécessite davantage d’étapes de calcul pour retrouver ZL à
partir de Zext, ce qui tend à augmenter l’erreur sur la valeur extraite.
4.3.3 Simulations
Aﬁn de vériﬁer que le système de mélangeurs proposé réalise bien l’extraction de l’impédance
Zext pour les trois conﬁgurations possibles, on se propose de simuler ces trois cas avec des




Zant 100− j40 Ω
fRF 900 MHz
fLO 855 MHz
Tableau 4.1: Valeurs utilisées pour la simulation.
L’impédance extraite Zext est indiﬀéremment calculée à partir des tensions RF ou IF. Si vin est
la tension RF en amont du composant de détection et vout la tension RF en aval du composant
de détection, alors Zext est donnée par (4.62). Si vin(IF ) et vout(IF ) sont les tensions IF issues du
mélange du signal LO avec vin et vout, alors Zext est donnée par (4.63). Pour cette simulation,
on fait l’hypothèse que les mélangeurs possèdent la même dynamique. et qu’elle est identique
quel que soit le niveau d’amplitude des signaux.
Zext = Zdet
vout
vin − vout (4.62)
Zext = Zdet
vout(IF )
vin(IF ) − vout(IF )
(4.63)
où Zdet est l’impédance du composant de détection tel que présenté sur la ﬁgure 4.19.
Les ﬁgure 4.21a à ﬁgure 4.21c montrent les simulations de l’extraction de l’impédance d’une
charge (module et phase) pour une chaîne utilisant un signal modulé LTE. Dans les trois cas,
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on a tracé la valeur théorique, la valeur extraite à partir du relevé des tensions RF et la valeur
















Figure 4.21: Confrontation théorie et simulation pour la détection (a) avec le tuner seul, (b)
avec le tuner en aval du composant de détection, (c) avec le tuner en amont du composant de
détection.
On constate que dans chaque cas, on extrait la bonne valeur d’impédance (en module et en
phase). Il faut néanmoins ajouter une fonction de ﬁltrage pour récupérer la valeur moyenne.
Ceci valide les trois conﬁgurations pour la détermination d’une impédance, que ce soit en CW
ou avec un signal modulé.
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4.3.4 Contrôle du tuner pour la correction
Pour corriger la désadaptation éventuellement constatée lors de l’extraction de l’impédance de
charge, le tuner doit être contrôlé. Le dispositif de contrôle pilote les capacités des condensateurs
variables implémentés dans le tuner.
Concernant la procédure de changement des états des condensateurs variables, il convient de
noter que deux manières de procéder sont possibles. Ces deux manières de procéder impactent la
quantité de mesures des admittances YT et YCL du tuner eﬀectuées au préalable. On peut extraire
l’impédance de charge en restant sur le dernier état atteint par le tuner, ce qui nécessite de
caractériser les admittances YT et YCL à plusieurs fréquences et pour tous les états possibles. Cela
a pour inconvénient de devoir mémoriser une grande table de données (LUT). Une autre solution
consiste à se positionner systématiquement sur une seule conﬁguration d’états des éléments
variables du tuner pour eﬀectuer l’extraction de l’impédance de charge, ce qui ne nécessite
qu’une unique caractérisation des admittances YT et YCL. L’inconvénient est une éventuelle
désadaptation conduisant à une liaison dégradée au moment de l’estimation. Nous ne nous
étendons pas davantage sur cette question qui concerne la stratégie de procédure et non pas la
conception du dispositif.
4.3.5 Conclusion sur la détection
Cette partie décrit la réalisation de l’extraction d’impédance à partir de la détection de tensions.
Cette détection peut être faite soit directement sur le tuner, soit grâce à un composant de
détection distinct qui peut être un dipôle. Une comparaison de la détection d’impédance pour
les trois conﬁgurations montre qu’avec des composants idéaux, la simulation permet d’extraire
la bonne impédance. Cependant, on n’extrait pas directement l’impédance de charge car la
mesure dépend d’autres impédances. Il faut donc calculer l’impédance de charge en fonction des
valeurs de ces autres impédances, ce qui augmente d’autant plus l’erreur de l’estimation que
ces impédances sont méconnues. Dans le cas où le composant de détection est du côté de la
charge, l’impédance extraite est directement ZL. Dans le cas où le composant de détection est
du côté de la source, il y a de nombreuses étapes de calcul demandant de connaître toutes les
impédances du quadripôle. Dans le cas où le composant de détection est le tuner seul, on ne
calcule pas directement ZL mais le nombre d’étapes est limité.
L’avantage des conﬁgurations introduisant un composant de détection qui n’est pas le tuner
est que la valeur du composant de détection est bien maîtrisée en fabrication. En revanche, ces
conﬁgurations apportent des pertes supplémentaires car le composant de détection est imparfait.
De plus, lorque le système doit fonctionner sur une vaste gamme de fréquences, le composant
peut devenir inadapté pour la détection, par exemple en présentant une chute de tension trop
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faible pour assurer la précision de la lecture. Enﬁn, ajouter ce composant de détection oblige à
utiliser davantage de surface silicium ou bien à mettre en place un module hybride utilisant un
composant CMS, ce qui diminue la compacité.
Le choix de la conﬁguration se fait donc sur des critères de précision, de pertes et de fréquences
utilisées. Pour l’application considérée dans ces travaux, il est nécessaire d’intégrer un module
compact à faible pertes pour réaliser des émissions à forte puissance et sur plusieurs fréquences.
Par conséquent, la conﬁguration comprenant le tuner seul nous paraît la mieux adaptée à l’ap-
plication considérée dans ces travaux.
Les développements que nous venons de présenter ont été réalisés en vue d’adapter la sortie d’un
ampliﬁcateur de puissance à une antenne. Le système général qui est proposé est illustré par la
ﬁgure 4.22. Il représente, d’une part, la chaîne PA-Tuner-Antenne contenant éventuellement un
ﬁltre, et d’autre part, le détecteur chargé de traiter deux tensions RF. Le tuner est représenté
ici avec trois condensateurs variables, chacun associé à une inductance en parallèle. Le tuner, le
ﬁltre et l’antenne peuvent être contrôlés. Pour ce système général, la ﬁgure évoque la possibilité
de prélever les tensions en entrée et en sortie du tuner, ou en entrée et en sortie du ﬁltre, ou en
entrée et en sortie de ces deux blocs. Le détecteur peut être associé aux nœuds désirés à l’aide
d’interrupteurs. Les amplitudes des tensions entre les blocs pouvant être importantes, le détec-
teur contient des atténuateurs chargés d’abaisser les amplitudes à des niveaux qui conviennent
à la dynamique des mélangeurs. Ces derniers produisent des signaux en bande de base (IF) à
partir desquels on récupère des amplitudes et un déphasage.
Figure 4.22: Diﬀérentes possibilités de lecture des tensions sur une chaîne de transmission à
l’aide d’un détecteur produisant des signaux en bande de base pour déterminer une impédance.
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Un tel dispositif met en œuvre un bus de contrôle pour piloter les capacités des condensateurs
variables implémentés dans le tuner. Ce contrôle est réalisé par une unité informatique (DSP)
exécutant un algorithme approprié [19].
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4.4 Réalisations
4.4.1 Détecteur d’impédance intégré
Nous proposons ici la conception d’un circuit intégré RF pour la détection d’impédances com-
plexes (Kodkod) [88]. Ce circuit peut être associé à divers composants de détection. Ce compo-
sant de détection peut être un tuner réalisant l’adaptation entre la sortie de l’ampliﬁcateur de
puissance (PA) et l’antenne dont l’impédance varie.
Un schéma de l’association des deux chaînes et du détecteur de phase commun formant le
dispositif de détection d’impédances complexes est proposé par la ﬁgure 4.23. Ce circuit fournit
trois tensions continues représentatives de trois grandeurs :
— l’amplitude de la tension RF vin présente sur la borne RF+ ;
— l’amplitude de la tension RF vout présente sur la borne RF− ;
— le déphasage entre les tensions vin et vout.
Figure 4.23: Système de détection proposé.
Le principe de fonctionnement et les équations associés à l’estimation de l’impédance d’antenne
ont été introduits dans le paragraphe 4.3 de ce chapitre. En reprenant (4.57) donnant le rapport












où VRF+ et VRF− sont les tensions continues issues de la conversion des tensions RF respectives
vin et vout. V0 est une tension de décalage propre aux détecteurs d’amplitude implémentés. ΦIF
est le déphasage des deux tensions IF.
Le gain et le déphasage de la chaîne de conversion RF/IF/DC peuvent varier en fonction de la
fréquence RF et de la fréquence du générateur LO. En revanche, ces paramètres étant communs
aux deux chaînes de détection, le rapport des amplitudes et le déphasage sont indépendants de
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ces paramètres. Cependant, en fonction de la puissance RF mise en jeu et donc des amplitudes
des tensions vin et vout, les chaînes de conversion peuvent être plus ou moins linéaires. Cela peut
donc conduire à une imprécision sur l’extraction d’impédance réalisée avec (4.64).
Aﬁn de rendre le dispositif non intrusif pour un système Source-Tuner-Charge tel que celui
de la ﬁgure 4.22, les impédances des deux entrées sont choisies volontairement très grandes
aux points où ces entrées sont connectées. Sur chaque chaîne, un atténuateur variable ajuste
l’amplitude de la tension du signal RF. Le signal RF atténué attaque un balun dont le rôle est
de convertir ce signal en tension diﬀérentielle transposée en un signal en bande de base par un
mélangeur actif en sortie duquel on récupère le signal en fréquence intermédiaire (IF) ampliﬁé
par un ampliﬁcateur opérationnel. Pour ﬁnir, un détecteur d’amplitude donne une tension image
(continue) proportionnelle au module du signal RF d’entrée. Parallèlement et aﬁn de quantiﬁer
la phase entre les signaux RF, un détecteur de phase compare les deux tensions IF ampliﬁées
et fournit une tension proportionnelle au déphasage.
4.4.1.1 Atténuateur variable
Les applications visées concernant des dynamiques variables, deux contraintes s’imposent. En
eﬀet, pour un signal de trop forte amplitude, les blocs actifs tels que le mélangeur entrent en
compression, ce qui fausse la mesure d’amplitude et de phase. À l’inverse, pour un signal de trop
faible amplitude, la précision se dégrade à cause de la sensibilité limitée des blocs de détection.
Un contrôle automatique d’atténuation (CAA) a donc été mis en place.
4.4.1.1.a Architecture
L’atténuateur variable est destiné à être utilisé en parallèle de blocs RF présentant de faibles
pertes. L’utilisation de résistances qui augmenteraient les pertes du réseau est donc à éviter.
L’atténuateur est constitué de deux ponts diviseurs de tension capacitifs (ﬁgure 4.24), ce qui
conduit à une atténuation indépendante de la fréquence. L’atténuation totale αtot, qui est le












La capacité C1 doit être faible pour que l’impédance d’entrée de l’atténuateur soit importante
et que la mesure de la tension soit transparente pour le fonctionnement de la chaîne. La capacité
de sortie (C4) doit être grande aﬁn de présenter une faible impédance de sortie par rapport à
celle d’entrée du balun. Ces critères d’impédance et d’atténuation sont les éléments de dimen-
sionnement de l’atténuateur. La capacité C4 est réalisée avec un condensateur variable du type
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Figure 4.24: Schéma de l’atténuateur variable.
de ceux présentés dans le chapitre 2. Une atténuation en tension variant de 41 dB à 55 dB est
obtenue avec ce système.
4.4.1.1.b Contrôle automatique d’atténuation
L’atténuation du deuxième étage de l’atténuateur est ﬁxée par un condensateur variable consti-
tué de deux branches contrôlées par deux bits b1 et b2. La ﬁgure 4.25 illustre le principe adopté
pour le contrôle automatique d’atténuation (CAA). Le changement de la valeur du condensa-
teur variable est assuré par un système composé d’un détecteur d’amplitude, d’un convertisseur
analogique-numérique (CAN) 2 bits et de translateurs de niveaux. Le CAA est basé sur un sys-
tème rétroactionné qui détecte le niveau de signal RF pour adapter automatiquement le niveau
d’atténuation. Plus le niveau détecté est haut, plus l’atténuation doit être grande. L’adaptation
au bon niveau d’atténuation se fait en modiﬁant les valeurs des bits b1 et b2. Les deux bits, après
translation de leurs niveaux pour commander les transistors FET des interrupteurs, sont appli-
qués comme états des branches du condensateur variable, actualisant la valeur de l’atténuation.
Le tableau 4.2 précise le comportement en fonction du niveau de signal.
Figure 4.25: Schéma du système de réaction proposé pour le contrôle automatique d’atténua-
tion.
La ﬁgure 4.26 montre le schéma de l’implémentation du CAN 2 bits avec la logique issue du
tableau 4.2. Trois seuils de tension générés par un réseau résistif déﬁnissent quatre niveaux codés
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0 0 0 0 0 Diminuer l’atténuation
pour augmenter la
0 0 1 0 1 précision
Amplitude
correcte
0 1 1 1 0 Zone de fonctionnement
optimal
Amplitude forte 1 1 1 1 1 Augmenter l’atténuation
pour éviter la saturation
des blocs actifs
Tableau 4.2: Table de vérité du comportement selon le niveau de signal.
sur les trois bits q1− q3 (ﬁgure 4.26). Ces seuils sont comparés au signal continu noté Vin fourni
par le détecteur d’amplitude.
Figure 4.26: Convertisseur analogique-numérique (CAN) fournissant la logique de contrôle de
l’atténuateur.
Les bits b1 et b2 ont des niveaux en 0/2,5 V. Pour commander correctement la grille d’une
branche donnée, ces niveaux doivent être translatés en -2/2,5 V. De plus, on souhaite également
commander la tension de polarisation du body de cette même branche. On introduit donc un
nouveau translateur de niveaux qui convertit les signaux précédents en -2/0 V. Pour le conden-
sateur variable de 2 bits, il y a ainsi au total quatre translateurs de niveaux. Le tableau 4.3
résume les niveaux de tensions appliqués en fonction de l’état de l’interrupteur choisi.
Zone État de la branche
à polariser ON OFF
Grille +2,5 V -2 V
Body 0 V -2 V
Tableau 4.3: Niveaux de polarisation des interrupteurs d’une branche donnée du condensateur
variable.
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Un générateur externe fournit la tension négative VSS de -2 V pour alimenter les translateurs
de niveaux. L’implémentation de ces translateurs de niveaux dédiés à une branche donnée du
condensateur variable est montrée sur la ﬁgure 4.27a pour la grille et sur la ﬁgure 4.27b pour
le body. Pour une branche donnée, le signal de sortie du translateur de grille (out) commande
l’entrée (in) du translateur de body. Pour la ﬁgure 4.27b, compte tenu de la dynamique du signal
(4,5 V) sur la grille du transistor M6, il est nécessaire de prévoir un dispositif pour éviter le
claquage de la jonction grille-drain de M6. Le but de ce dispositif est d’utiliser une partie de la
diﬀérence de potentiel de 4,5 V pour fournir 2,5 V à l’étage suivant. Sur la ﬁgure 4.27b, le signal
d’entrée bloque le NMOS d’entrée M1 quand il est au niveau bas et le rend passant quand il
est au niveau haut. La polarisation de M1 est ﬁxée par les diodes M2 à M5. Deux inverseurs en
cascade M6 à M9 alimentés en 0 V/VSS forment un étage-tampon haute impédance qui copie
le signal présent sur la source de M1.
(a)
(b)
Figure 4.27: Translateurs de niveaux (a) pour les grilles, (b) pour les bodies.
Les bits b1 et b2 constituent en soi des sorties du circuit. En eﬀet, la connaissance de l’état de
l’atténuateur de chacune des chaînes est primordiale aﬁn de connaître le niveau de signal détecté.
En outre, il est possible d’imposer de l’extérieur la valeur de ces bits pour un fonctionnement en
boucle ouverte. Dans ce cas, le système de rétroaction agit mais sans provoquer de changement
sur l’atténuateur.
On a vu sur la ﬁgure 4.26 que les trois seuils étaient comparés au signal du détecteur d’amplitude.
Le tableau 4.4 donne la correspondance prévue par simulation entre la tension fournie par le
détecteur d’amplitude et la puissance RF d’entrée.
Enﬁn, la ﬁgure 4.28a montre le schéma du détecteur d’amplitude RF implémenté [12, 89]. Le
miroir de courantM3−M2 impose un courant statique dansM1, tandis que le potentiel de grille
du miroir de courant M4 −M1 est imposé par M4. Au repos, le potentiel de source de M1 est
donc déﬁni par ces deux miroirs. Lorsqu’un signal RFin est appliqué au travers du condensateur
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Tableau 4.4: Correspondance entre la puissance RF d’entrée et Vin.
de liaison C1, le courant reste constant dans M1 mais le potentiel de grille varie autour de sa
valeur statique. M1 se comporte donc comme un ampliﬁcateur à drain commun. La capacité
de ﬁltrage C2, qui charge la source de M1, permet alors de détecter les alternances positives en
lissant le signal DCout. La ﬁgure 4.28b montre la simulation de la tension continue de sortie
et de la fonction de transfert en continu, en fonction de l’amplitude de la tension sur l’entrée
du détecteur d’amplitude. On voit que le détecteur d’amplitude est très linéaire sur une grande
partie de la dynamique d’entrée.
(a)
(b)
Figure 4.28: (a) Schéma du détecteur d’amplitude RF, (b) Simulation de la tension continue
de sortie et de la fonction de transfert, en fonction de l’amplitude d’entrée.
4.4.1.1.c Simulations de l’atténuateur variable
Les ﬁgure 4.29a et ﬁgure 4.29b sont issues d’une simulation grand signal de l’atténuateur variable
automatique avec un signal CW à 790 MHz. La ﬁgure 4.29a montre la tension continue en entrée
du CAN (ADCin) et les niveaux des bits b1 et b2. La ﬁgure 4.29b montre les tensions en entrée
et en sortie de l’atténuateur (RFin et RFout). On observe tout d’abord que la tension ADCin
en entrée du CAN augmente en fonction de Pin, et que les niveaux de déclenchement prévus
par le tableau 4.4 sont respectés. La simulation montre également qu’avec l’augmentation de
Pin, le mot b2b1, où b1 est le bit de poids faible (LSB), passe de ‘00’ à ‘01’, puis à ‘10’, puis à
‘11’. Le niveau du signal RF en sortie de l’atténuateur (RFout) est correctement modulé par le
changement des bits, ce qui valide le système proposé.
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(a) (b)
Figure 4.29: Simulation grand signal du système en fonction de la puissance RF d’entrée : (a)
tension en entrée du CAN et niveaux des bits, (b) amplitudes des tensions RF d’entrée et de
sortie de l’atténuateur.
Nous présentons maintenant une simulation transitoire qui permet d’observer les changements
automatiques de niveaux en réponse à des changements de la puissance RF d’entrée Pin. Cette
simulation est eﬀectuée avec un signal CW à 790 MHz. La ﬁgure 4.30a montre la tension RFin
en entrée de l’atténuateur et la ﬁgure 4.30b montre les niveaux des bits b1 et b2, la tension
ADCin en sortie du CAN et la tension RFout en sortie de l’atténuateur. Les bits b2 et b1 sont
respectivement en bleu et vert. On impose que Pin passe de 10 dBm à 17 dBm (à l’instant
100 ns), puis à 20 dBm (à l’instant 200 ns), puis à 35 dBm (à l’instant 400 ns), ce qui modiﬁe
l’amplitude du signal RFin (courbe violette). Ces valeurs sont choisies pour être légèrement
au-dessus des seuils et ainsi provoquer un déclenchement. La tension ADCin en entrée du CAN,
qui est fournie par le détecteur d’amplitude, est représentée par la courbe rose. Il convient
de noter que l’établissement de la tension ﬁnale en sortie du détecteur d’amplitude après un
changement provoque un certain retard. On note également qu’à chaque fois que la tension
continue correspondant à Pin franchit un seuil, les bits sont correctement activés. Ainsi, b2b1
passe successivement de ‘00’ à ‘01’, puis à ‘10’, puis à ‘11’. On constate qu’à chaque fois, le signal
RFout (courbe rouge) est correctement atténué.
La simulation transitoire suivante (signal CW à 790 MHz), présentée sur les ﬁgure 4.31a et
ﬁgure 4.31b, a pour but de tester la robustesse du système. Pin (courbe violette) change une
seule fois mais en dépassant deux seuils d’un coup : 10 dBm à 20 dBm (à 200 ns). Les bits
b2 et b1 (LSB) sont respectivement en bleu et vert. b2b1 passe de ‘00’ à ‘01’ et le signal est
atténué une première fois. Le signal étant encore trop fort, b2b1 passe à ‘10’ aussitôt que le
détecteur d’amplitude a atteint le seuil suivant. Le système s’établit alors dans un état stable.
Ce comportement prouve la robustesse de l’atténuateur à un changement de signal sur deux
seuils consécutifs.
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(a)
(b)
Figure 4.30: Simulation transitoire : (a) tension RF d’entrée, (b) niveaux des bits b1 et b2,
tension ADCin en sortie du CAN, tension RFout en sortie de l’atténuateur.
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(a)
(b)
Figure 4.31: Simulation transitoire avec saut d’un seuil : (a) tension RF d’entrée, (b) niveaux
des bits b1 et b2, tension ADCin en sortie du CAN, tension RFout en sortie de l’atténuateur.
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4.4.1.2 Chaîne de conversion
La chaîne de conversion RF/IF/DC est la partie du circuit qui suit l’atténuateur automatique.
Cette chaîne contient un balun suivi d’un mélangeur, d’un ampliﬁcateur en bande de base et
d’un détecteur d’amplitude du signal IF.
Le circuit étant destiné à extraire la valeur d’une impédance, un mode de réalisation consiste à
l’associer à une unité arithmétique et logique ainsi qu’à un convertisseur analogique-numérique.
Pour limiter la consommation d’un tel dispositif, on choisit de convertir la tension RF en bande
de base (IF) aﬁn de pouvoir utiliser un faible échantillonnage présentant une consommation
limitée. Pour faciliter davantage ce point, nous avons choisi de convertir également en tension
continue. De plus, la détection de phase est diﬃcile et imprécise en hautes fréquences. C’est
pourquoi il est nécessaire de réaliser la détection de phase en IF, et par conséquent, de disposer
des blocs permettant de réaliser la fonction de conversion RF/IF. La partie qui suit présente
chaque bloc présent dans la chaîne de conversion RF/IF/DC.
4.4.1.2.a Balun actif
Figure 4.32: Schéma du balun.
Le rôle du balun (ﬁgure 4.32) est de transformer le signal mode commun en signal diﬀérentiel.
La sortie attaque une cellule de Gilbert qui nécessite une entrée diﬀérentielle. La contrainte
principale associée au balun est la nécessité de maintenir un déphasage ∆φ = 180◦ sur toute la
plage utile de Pin.
Les ﬁgure 4.33a et ﬁgure 4.33b montrent la simulation respectivement de la puissance et du
déphasage ∆φ des sorties, en fonction de la puissance RF en entrée. On constate que la diﬀérence
de phase entre ∆φ et la spéciﬁcation de 180◦ reste inférieure à 3◦ pour une dynamique du signal
d’entrée de -50 dBm à +10 dBm.
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(a) (b)
Figure 4.33: Simulation en fonction de la puissance disponible en entrée (a) de la puissance
de sortie (normalisée à 50 Ω et exprimée en dBm), (b) du déphasage de sortie.
4.4.1.2.b Mélangeur actif




Figure 4.34: Schémas (a) de la cellule de Gilbert, (b) de la cellule de polarisation.
Le mélangeur est l’une des variantes classiques de la cellule de Gilbert [90, 91]. Cette cellule est
constituée d’un étage de transconductance (M14-M15) attaqué par le signal diﬀérentiel (vRF+−
vRF−) en provenance du balun. Les paires diﬀérentiellesM10-M11 etM12-M13 constituent l’étage
de commutation, qui est attaqué par le signal diﬀérentiel de l’oscillateur local. Enﬁn, M8 et
M9 forment une charge active. La structure de polarisation consiste en un circuit autopolarisé
(M1 −M4) qui est indépendant de la tension d’alimentation VDD [92]. L’intérêt est d’éviter de
modiﬁer le gain du mélangeur lorsque VDD s’écarte de sa valeur nominale. Ce circuit fournit une
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tension VBIAS à une source de courant constituée du PMOS M5. Le courant passant à travers
deux diodes (M6−M7) impose les potentiels VBIAS(LO) et VBIAS(RF ) qui sont ensuite appliqués
sur la cellule de Gilbert via des résistances d’isolation.
La ﬁgure 4.35a montre le gain de conversion en tension GV en fonction de la puissance PLO pour
une puissance RF Pin ﬁxée à -25 dBm, où PLO est la puissance de l’oscillateur local. Le gain
de conversion est maximal pour PLO=9 dBm. La ﬁgure 4.35b montre la simulation du gain de
conversion en fonction de la puissance PRF pour une fréquence RF de 790 MHz, une fréquence
IF de 3 MHz et une PLO de 6 dBm. Cette valeur de PLO inférieure à la valeur optimale est
utilisée pour émuler les pertes liées aux lignes d’accès et à la symétrie imparfaite du dispositif
générant le signal LO diﬀérentiel qui est utilisé lors des mesures.
(a) (b)
Figure 4.35: Simulation du gain de conversion du mélangeur avec fRF = 790 MHz, fIF =
3MHz (a) en fonction de PLO pour Pin = −25 dBm, (b) en fonction de Pin pour PLO = 6 dBm.
4.4.1.2.c Amplificateur IF
Figure 4.36: Schéma de l’ampliﬁcateur IF.
Le rôle de l’ampliﬁcateur IF (ﬁgure 4.36) est d’ampliﬁer le signal IF et d’atténuer les produits
d’intermodulation issus du mélangeur. Il est constitué d’un ampliﬁcateur opérationnel monté
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en soustracteur qui ampliﬁe la diﬀérence d’amplitude du signal diﬀérentiel vin1 − vin2 avec un
gain R2/R1. Il possède une bande passante de 6 MHz.
4.4.1.2.d Détecteur d’amplitude
Figure 4.37: Schéma du détecteur d’amplitude IF.
La ﬁgure 4.37 montre le schéma du détecteur d’amplitude. Cette structure repose sur celle
utilisée pour la détection de l’amplitude RF dans la chaîne de rétroaction de l’atténuateur
variable (ﬁgure 4.28a). En revanche, le ﬁltrage passe-bas est ici dimensionné pour une fréquence
d’entrée de 6 MHz à l’aide d’un réseau RC supplémentaire en sortie.
4.4.1.3 Détecteur de phase
Figure 4.38: Schéma du détecteur de phase.
Le détecteur de phase fournit une tension continue proportionnelle au déphasage entre les deux
signaux IF+ et IF-, issus respectivement de la conversion en fréquence des signaux RF+ et
RF-. La ﬁgure 4.38 illustre le schéma implémenté. Il est composé de deux comparateurs, de
deux bascules D, d’un ﬁltre basé sur un ampliﬁcateur opérationnel ainsi que de résistances et
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condensateurs (R1, R2, C1, C2). Les résistances RP fournissent une tension de référence aux
comparateurs. in1 et in2 représentent les signaux IF issus des deux chaînes. Quand in1 est
inférieur à la référence, le comparateur donne un signal haut et la bascule D associée recopie
le signal haut car son entrée est reliée à VDD. Quand in2 est inférieur à la référence, le même
processus se déroule, mais cela provoque une remise à zéro des deux bascules. La bascule associée
à in1 revient donc à l’état bas, et la bascule associée à in2 revient à l’état bas également. Ainsi,
la durée à l’état haut de la bascule associée à in1 correspond à la durée du retard entre in1 et
in2, et la durée à l’état haut de la bascule associée à in2 est extrêmement brève. Finalement, la
sortie de la bascule associée à in1 donne un signal carré en modulation de largeur d’impulsion
(MLI). Ce signal est ﬁltré, ce qui donne une valeur moyenne correspondant au déphasage entre
in1 et in2. Le détecteur fournit une pleine échelle de tension (0-2,5 V) pour la plage 0 − 360◦
de façon proportionnelle.
Pour illustrer le comportement transitoire du détecteur de phase, la ﬁgure 4.39a donne l’évolu-
tion temporelle de la tension VPH délivrée par le détecteur de phase avec fRF = 790 MHz et
fIF = 3 MHz. Aﬁn de montrer que la phase d’un signal RF modulé est conservée lorsqu’il est
converti en bande de base et valider que le déphasage est bien détectable par cette méthode, on
a utilisé un signal modulé LTE de bande passante 1,4 MHz. Pour illustrer de façon synthétique
le comportement du signal de sortie, la ﬁgure 4.39b montre la fonction de transfert simulée du
détecteur de phase en fonction du déphasage entre les deux signaux RF d’entrée. Cette courbe
est obtenue par les relevés de la tension de sortie en régime permanent pour chaque simulation
transitoire eﬀectuée. La tension de sortie pour 360◦ correspond à celle pour 0◦, ce qui explique
la chute de la tension de sortie à 0 V qui indique la rotation de phase.
(a) (b)
Figure 4.39: Simulations transitoires de la tension de sortie du détecteur de phase, avec un
signal LTE de bande passante 1,4 MHz, fRF = 790 MHz et fIF = 3 MHz : (a) évolution tem-
porelle pour plusieurs valeurs du déphasage, (b) fonction de transfert en fonction du déphasage
entre les deux signaux d’entrée.
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4.4.1.4 Dessin des masques
Le dessin des masques du circuit intégré est présenté par la ﬁgure 4.40a, où l’emplacement des
blocs est indiqué. Il est symétrique suivant un axe vertical passant par le milieu et est représenté
en pointillés sur la ﬁgure. En eﬀet, les deux chaînes identiques sont situées de part et d’autre de
la structure suivant cet axe, et le détecteur de phase se trouve au milieu. Le circuit occupe une













Figure 4.40: (a) Dessin des masques et emplacement des blocs du circuit, (b) photomicrogra-
phie du circuit.
4.4.1.5 Mesures d’un système hybride
Le circuit de détection a été assemblé sur circuit imprimé (substrat Rogers 4003C ) de deux
façons : seul, et avec un tuner constitué de deux condensateurs variables (Renton). C’est ce
dernier montage (DUT) qui est présenté sur les ﬁgure 4.41a et ﬁgure 4.41b. Le détecteur est
connecté à l’entrée et à la sortie du tuner (comme proposé sur la ﬁgure 4.20a) à l’aide de
deux lignes haute impédance très courtes devant les longueurs d’onde utilisées. Les entrées
du détecteur sont également connectées à des connecteurs SMA via deux lignes d’impédance
Z0 = 50 Ω [93] pour l’association avec la source et la charge.
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(a) (b)
Figure 4.41: Photographies de l’assemblage du détecteur et des condensateurs variables (a)
vue globale (b) vue zoomée.
Le banc de mesures préparé pour les tests est illustré sur la photographie de la ﬁgure 4.42. Le PXI
est le bus de contrôle du détecteur et des condensateurs variables, et est commandé par le logiciel
LabVIEW. Deux générateurs de tension continue fournissent les tensions d’alimentation positive
et négative. Plusieurs générateurs RF sont disponibles pour la génération de signaux CW ou
modulés sur les entrées RF ou LO. Un oscilloscope permet de contrôler les signaux logiques de
pilotage des circuits. L’analyseur de spectre permet de visualiser les caractéristiques des signaux
RF avant leur application sur le circuit. Le VNA est utilisé pour caractériser les impédances dans
divers plans du montage. Le déphaseur permet de produire un déphasage contrôlé entre les deux
entrées RF du détecteur, et est utilisé pour la caractérisation de l’extraction d’impédance en
fonction du déphasage. Le tuner programmable externe (Focus iMPT1808) permet de synthétiser



















Figure 4.42: Photographie du banc de tests.
4.4.1.5.a Consommation
Le tableau 4.5 montre les tensions de polarisation mesurées et simulées. VBIAS(RF ) et VBIAS(LO)
sont les tensions de polarisation communes aux mélangeurs des deux chaînes. IDD est le courant
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fourni par l’alimentation positive. ISS est le courant fourni par l’alimentation négative. Ce
courant est nul en régime statique.
Grandeur Simulation Mesure
VBIAS(RF ) 390 mV 428 mV
VBIAS(LO) 780 mV 855 mV
IDD 7,27 mA 7,30 mA
ISS 0 A <1 nA
Tableau 4.5: Tensions et consommation de polarisation (VDD = 2, 5 V ).
On observe que les deux tensions de polarisation mesurées sont légèrement supérieures aux
valeurs prévues en simulation. Cependant l’écart relatif est inférieur à 10 % dans les deux cas.
Ces diﬀérences peuvent s’expliquer par les variations du procédé de fabrication. En revanche, la
consommation en courant respecte les valeurs de IDD et de ISS simulées.
4.4.1.5.b Détection d’amplitude de signaux CW en boucle fermée
On présente ici les résultats des tests eﬀectués lorsque le contrôle automatique d’atténuation
est employé en boucle fermée. Le système de mesure pour la caractérisation des fonctions de
détection est représenté sur la ﬁgure 4.43. Un générateur fournit un signal LO diﬀérentiel à
l’aide d’un balun, et un générateur RF attaque une des deux entrées de détection. Compte tenu
du fait que le circuit est utilisé sans composant de détection et que son impédance d’entrée est
très élevée, l’entrée du dispositif est fortement désadaptée par rapport à 50 Ω. La tension de
détection de l’amplitude est récupérée par un voltmètre réglé en mode continu ou un ocilloscope
(non représenté).
Figure 4.43: Schéma de principe de la caractérisation de la détection d’amplitude.
La ﬁgure 4.44 montre la tension continue de sortie en fonction de la puissance RF disponible à
l’entrée PAV S et pour plusieurs valeurs de la puissance disponible PLO du générateur LO lorsque
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le circuit opère en boucle fermée (bits déterminés automatiquement par le contrôle automatique
d’atténuation). Le signal RF est de type CW.
Figure 4.44: Comparaison simulations/mesure de la tension de sortie du détecteur d’amplitude
en boucle fermée pour un signal CW à fRF = 790MHz, fIF = 3MHz et pour plusieurs valeurs
de PLO.
Comme prévu en simulation, on observe un ajustement automatique du niveau de sortie du
détecteur d’amplitude, ce qui prouve le bon fonctionnement en boucle fermée du dispositif
de rétroaction implémenté pour l’atténuateur variable. À partir d’une puissance disponible de
18 dBm, on observe un décalage (qui ne dépasse pas 2 dB) pour les diﬀérents niveaux de déclen-
chement. Ceci peut s’expliquer par un léger déséquilibre du balun externe utilisé pour la LO et
par une imprécision de la modélisation des lignes d’accès intégrées entre le plot d’interconnexion
concerné et l’entrée de l’atténuateur. La modélisation de cette ligne peut se résumer, au premier
ordre, à une inductance en série avec l’atténuateur. Cette inductance qui produit une chute de
tension a pu être insuﬃsamment évaluée et provoque ce niveau de détection moins élevé qu’en
simulation. Cependant, ce phénomène n’a pas d’impact sur le bon fonctionnement du détecteur
d’impédance utilisé avec les deux voies. En eﬀet, l’extraction de l’ impédance consiste à calculer
le rapport des tensions continues produites par les détecteurs d’amplitude des deux voies avec
(4.64). Le phénomène incriminé étant commun aux deux voies, qui sont identiques, le rapport
permet d’éliminer l’eﬀet de la chute d’amplitude.
4.4.1.5.c Détection d’amplitude de signaux CW et LTE en boucle ouverte
Aﬁn de caractériser la détection d’amplitude en fonction de la puissance disponible pour tous
les états de l’atténuateur variable, des mesures ont été réalisées avec le contrôle automatique
d’atténuation en boucle ouverte, c’est-à-dire que les bits de contrôle de l’atténuateur sont im-
posés de l’extérieur. C’est le cas des mesures présentées dans ce paragraphe. Les ﬁgure 4.45a à
ﬁgure 4.45d montrent la tension continue de sortie, obtenue pour un signal CW, en fonction de
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la puissance RF. Ces graphiques sont donnés chacun pour un état b2b1 donné de l’atténuateur.
On rappelle que l’atténuation est minimale pour l’état 00 et maximale pour l’état 11.
(a) (b)
(c) (d)
Figure 4.45: Comparaison simulations/mesures de la tension continue de sortie du détecteur
d’amplitude (a) à l’état 00, (b) à l’état 01, (c) à l’état 10, (d) à l’état 11.
On constate à l’aide de ces quatre ﬁgures que le comportement en mesure est très proche de
celui en simulation. Les pentes sont identiques et les niveaux de puissance à partir desquels
le dispositif sature sont également identiques. À l’instar de la ﬁgure liée au comportement du
contrôle automatique d’atténuation en boucle fermée, la précision est moindre pour les valeurs
élevées de PAV S à l’état 11. Ce phénomène n’est pas problématique car il est commun aux deux
voies et l’erreur est donc réduite lors du calcul de l’impédance extraite avec (4.64), qui utilise
le rapport des deux tensions détectées sur les deux voies. Il convient de noter que l’instrument
de mesure utilisé oﬀrant une précision limitée, les valeurs mesurées pour les valeurs faibles de
puissance sont constantes, ce qui entraîne l’apparition du plancher pour les basses puissances.
Pour un dispositif opérationnel, l’instrument de mesure pourrait être remplacé par un CAN
suﬃsamment précis.
La ﬁgure 4.46 montre la tension continue de sortie pour diﬀérents signaux modulés en LTE avec
fRF = 790 MHz, fIF = 3 MHz (atténuateur à l’état ’00’). Chaque signal LTE est caractérisé
par sa bande passante (BP ). Cette mesure a été eﬀectuée sur les deux voies et a donné des
résultats identiques. Pour présenter la mesure, l’une des deux voies (RF−) a été choisie.
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Figure 4.46: Mesures de la tension de sortie, en fonction de la puissance RF, pour des signaux
LTE, avec fRF = 790 MHz, fIF = 3 MHz, PLO = 5 dBm (atténuateur à l’état ’00’).
Cette ﬁgure montre que pour une valeur donnée de fIF , la tension de sortie n’est pas la même
selon la valeur de la bande passante. En revanche, la pente est identique selon la valeur de la
bande passante. Terminons cette remarque en soulignant de nouveau le fait que cette impréci-
sion n’impacte pas l’estimation de l’impédance d’antenne. En eﬀet, la formule employée pour
l’extraction de cette impédance utilise le rapport des tensions relevées, ce qui élimine l’erreur.
4.4.1.5.d Variations de la tension du détecteur d’amplitude
Les ﬁgure 4.47a et ﬁgure 4.47b décrivent les variations de la tension de sortie d’un détecteur
d’amplitude (normalisée par rapport à sa valeur maximale) en fonction de la puissance du
générateur PLO et de la fréquence RF fRF pour un signal CW. La première ﬁgure permet
de déterminer la valeur de PLO optimale pour obtenir la tension de sortie la plus élevée. La
ﬁgure 4.47b montre que le circuit est utilisable jusqu’à environ 2,5 GHz.
La ﬁgure 4.48 montre la tension de sortie normalisée (gain) en fonction de la fréquence inter-
médiaire fIF pour un signal CW (mesures et simulations) et un signal modulé de type LTE
(mesures uniquement).
Sur cette ﬁgure, on peut voir que la plage de fréquence fIF optimale est 3-8 MHz. Cela est
vrai pour les signaux CW ou les signaux LTE occupant une bande passante faible ou inférieure
à fIF . Pour les signaux LTE occupant une bande passante supérieure à fIF (par exemple, le
signal LTE à 20 MHz), la valeur de fIF conduisant au gain maximal est proche de 0 MHz. Ceci
s’explique par le fait que, la bande passante du signal étant plus grande que fIF , le signal de
sortie du mélangeur occupe toute la bande jusqu’à fIF . Cela se traduit par l’apparition d’une
composante continue plus importante en sortie du détecteur d’amplitude, et donc à un gain
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Figure 4.47: Mesure de la tension de sortie normalisée d’un détecteur d’amplitude, pour
un signal CW, en fonction (a) de la puissance du générateur PLO, avec fRF = 790 MHz,
fIF = 3 MHz, Pin = −30 dBm, (b) de la fréquence fRF , avec PLO = 1 dBm, fIF = 3 MHz.
d’amplitude élevé. Cette ﬁgure illustre bien la nécessité d’utiliser des signaux LTE occupant
une bande inférieure à fIF .
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Figure 4.48: Comparaison simulations/mesures de la tension normalisée d’un détecteur d’am-
plitude à 790 MHz en fonction de la fréquence intermédiaire fIF , pour des signaux CW et
LTE.
4.4.1.5.e Détection de déphasage
Aﬁn de mesurer la réponse du détecteur de phase en fonction du déphasage présent entre les deux
entrées de détection, il est nécessaire de générer deux signaux dont on contrôle le déphasage. Le
déphasage peut être généré :
— par un VNA possédant 2 voies dont le déphasage peut être contrôlé précisément par
logiciel ;
— par un générateur attaquant un diviseur de puissance dont l’un des ports est équipé d’un
déphaseur réglable ;
— par deux générateurs distincts dont l’un est associé à un déphaseur réglable.
Pour chacune de ces méthodes, les voies sur lesquelles les signaux sont appliqués sont soumises
à une calibration qui compense les divers retards introduits (câbles, diviseur de puissance...).
La ﬁgure 4.49 montre le dispositif de mesure utilisé pour la caractérisation, entre les deux voies
RF+ et RF-, de la détection du déphasage. Le dispositif illustré concerne la troisième méthode.
Les premières caractérisations sont eﬀectuées en boucle fermée, c’est-à-dire que le niveau d’at-
ténuation est ﬁxé de façon automatique par le système. La ﬁgure 4.50 illustre la tension Vφ
du détecteur de phase en boucle fermée pour un signal CW, en fonction du déphasage φRF
entre les deux signaux RF. Deux mesures ont été eﬀectuées pour deux niveaux d’atténuation.
L’atténuateur étant contrôlé en boucle fermée, la réponse pour ces deux niveaux d’atténuation
est mesurée en utilisant des puissances adéquates pour les signaux appliqués.
Les autres mesures sont eﬀectuées en boucle ouverte. La tension du détecteur de phase pour
un signal CW est montrée respectivement en simulations et en mesures sur les ﬁgure 4.51a et
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Figure 4.49: Schéma de principe de la caractérisation du déphasage.
Figure 4.50: Mesure (en boucle fermée) de la tension continue de sortie du détecteur de phase,
en fonction du déphasage φRF , pour deux niveaux de puissance du signal CW.
ﬁgure 4.51b, où plusieurs valeurs de fIF sont utilisées. Ces deux dernières ﬁgures permettent
de constater que la linéarité de la fonction de transfert se dégrade à mesure que fIF augmente.
Ceci peut mener à une mauvaise estimation de l’impédance que l’on souhaite détecter lorsque
fIF est élevée (>6 MHz). Par ailleurs, on constate que l’accord simulations/mesures est très
bon.
On s’intéresse maintenant à la tension de sortie Vφ du détecteur de phase pour diﬀérents signaux
LTE, et pour plusieurs valeurs de fIF . À l’heure de terminer ce manuscrit, le déphaseur néces-
saire n’étant pas encore disponible, nous n’avons pas pu procéder aux mesures. La ﬁgure 4.52
montre la simulation associée correspondante.
On constate que la fonction de transfert est extrêmement linéaire pour des valeurs de bande
passante inférieures à fIF . La linéarité se dégrade pour une bande passante trop élevée. Cela
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(a) (b)
Figure 4.51: Tension continue de sortie du détecteur de phase en fonction du déphasage entre
les deux signaux RF pour un signal CW à 790 MHz et plusieurs valeurs de fIF (a) en simulation,
(b) en mesure.
Figure 4.52: Simulation de la tension de sortie du détecteur de phase en fonction du déphasage
entre les deux signaux RF pour diﬀérents signaux LTE et diﬀérentes valeurs de fIF .
s’explique par la bande passante limitée du système. En eﬀet, l’ampliﬁcateur IF a été dimen-
sionné pour une bande passante de 6 MHz, et ce bloc limite la bande passante de la chaîne
complète.
4.4.1.5.f Extraction d’une impédance variable en fonction de ΓL
Le circuit de mesure d’impédances complexes a été testé en association avec un tuner reconﬁ-
gurable intégrant des condensateurs variables (ﬁgure 4.53). Le système complet a été réalisé sur
un circuit imprimé tel que présenté sur la ﬁgure 4.54.
Pour cette mesure, l’antenne est émulée par le tuner externe programmable (Focus iMPT1808)
qui présente une impédance variable ZL. Les mesures présentées sur la ﬁgure 4.55 sont obtenues
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Figure 4.53: Schéma du tuner assemblé de façon hybride à partir de trois condensateurs
variables intégrés et d’une inductance discrète.
+
++
Figure 4.54: Schéma de principe de la mesure pour laquelle l’antenne est émulée par un tuner
programmable.
pour quatre valeurs de |ΓL| correspondant à quatre valeurs de rapport d’onde stationnaire
(ROS), et une plage de 0 à 360◦ pour arg(ΓL). On y illustre les impédances présentées par le
tuner programmable et les impédances extraites à l’aide du détecteur.
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Figure 4.55: Comparaison des impédances extraites à l’aide du détecteur (triangles) et des
impédances du tuner (cercles).
4.4.2 Détecteur d’impédance avec tuner réglable
Le circuit présenté précédemment constitue le détecteur d’un premier démonstrateur de dé-
tection d’impédances complexes. Ce démonstrateur est un prototype hybride constitué d’un
détecteur d’impédance (Kodkod) et d’un tuner (Renton). Pour progresser vers l’obtention d’un
dispositif plus intégré et abouti, une nouvelle puce (Neofelis) intégrant un détecteur d’impé-
dance et un tuner réglable a été conçue. L’intérêt de ce dernier circuit intégré par rapport au
précédent se résume aux points suivants :
• Diminution de la consommation. Le balun actif intégré dans le circuit précédent, en
amont du mélangeur de chaque voie, augmente la consommation. Ces deux baluns consomment
2 × 1,9 mA sur un total de 7,3 mA. En conséquence, le mélangeur « doublement équi-
libré » peut être remplacé par un mélangeur « simplement équilibré ». Cela divise par
deux le courant de polarisation de la fonction mélange ;
• Diminution de la surface. L’optimisation du dessin des masques de plusieurs blocs, no-
tamment de l’atténuateur variable, permet de diminuer la surface totale occupée par le
détecteur ;
• Intégration du tuner. Le tuner remplace le composant de détection externe et permet de
réaliser l’adaptation d’impédance sans devoir utiliser un autre circuit sur PCB ;
• Amélioration de l’autonomie. La génération d’une tension négative interne à l’aide d’une
pompe de charge intégrée permet de s’aﬀranchir d’un générateur externe.
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Figure 4.56: Schéma du système de détection proposé.
La ﬁgure 4.56 illustre de la nouvelle structure de la chaîne de détection adoptée pour ce circuit.
Un interrupteur est placé en amont de chaque chaîne et a pour rôle de la déconnecter du tuner
quand cela est désiré. Le contrôle de ces deux interrupteurs est réalisé par bus SPI. Le reste du
schéma du circuit ne présente pas de modiﬁcations majeures par rapport au circuit précédent :
un ampliﬁcateur amène le signal IF au détecteur d’amplitude sur chaque voie, et le détecteur de
phase récupère le déphasage entre les deux signaux IF. Les deux types de détecteur fournissent
une tension continue proportionnelle, d’une part, à l’amplitude des signaux IF, et d’autre part,
au déphasage des signaux IF. Il convient de noter que l’atténuateur et le mélangeur diﬀèrent de
ceux du circuit précédent et ont été redessinés. Ceci a impliqué de redessiner la disposition de
tous les blocs de la ﬁgure 4.56 dans le détecteur complet.
La ﬁgure 4.57 résume les diﬀérents blocs contenus dans le circuit, ainsi que les signaux associés.
Figure 4.57: Blocs contenus dans le circuit et signaux associés.
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Le tableau 4.6 donne les valeurs de polarisations attendues.
Grandeur Simulation
VBIAS(RF ) 390 mV
VBIAS(LO) 780 mV
IDD 3,38 mA
Tableau 4.6: Valeurs de polarisations pour VDD = 2, 5 V .
4.4.2.1 Atténuateur variable
4.4.2.1.a Présentation générale
Pour l’atténuateur variable chargé de réduire l’amplitude des signaux RF, une nouvelle approche
a été adoptée pour ce circuit. Cette approche est illustrée sur les ﬁgure 4.58a et ﬁgure 4.58b, qui
montrent les schémas des atténuateurs. Dans les deux cas, la rétroaction nécessite une tension
de référence. Dans le circuit Kodkod, le premier étage d’atténuation est ﬁxe et c’est en sortie de
ce premier étage qu’est prélevée la référence, tandis que l’atténuation réglable est réalisée par
le deuxième étage. Pour ce circuit, l’atténuation réglable est réalisée par l’étage d’entrée et la
référence est prélevée en sortie de ce même étage. L’avantage est d’éviter l’emploi d’un étage
ﬁxe, ce qui économise de la surface.
Figure 4.58: Schémas des architectures respectives de l’atténuateur de (a) Kodkod, (b) Neofelis.
La capacité variable C2 (ﬁgure 4.58b) est réalisée par un condensateur variable 2 bits. On décrit
ci-après un système capable de piloter ce condensateur variable selon les conditions auxquelles
est soumis l’atténuateur (niveau de signal, état de l’atténuateur). Le point de référence de
l’atténuateur étant diﬀérent de celui de Kodkod, ce système de pilotage diﬀère également. La
ﬁgure 4.59 montre le schéma du système de rétroaction utilisé pour le contrôle automatique
d’atténuation associé à l’atténuateur de la ﬁgure 4.58b. Le signal RFin est prélevé sur un nœud
du composant de détection. Le signal RFout en sortie de l’atténuateur attaque la chaîne de
détection (non représentée sur la ﬁgure 4.59) mais aussi le détecteur d’amplitude du système de
rétroaction de l’atténuateur (représenté sur la ﬁgure 4.59).
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Figure 4.59: Schéma du système de rétroaction proposé pour le contrôle automatique d’atté-
nuation.
Le condensateur variable (sur le modèle de ceux qui ont été présentés dans le chapitre 2) est
composé de deux branches et est donc commandé par deux bits. La branche de poids fort (MSB)
est commandée par b2 et la branche de poids faible (LSB) est commandée par b1. L’atténuateur
possède donc quatre états d’atténuation. L’atténuation la plus faible correspond à l’état b2b1 =′
00′, et l’atténuation la plus forte correspond à l’état b2b1 =′ 11′. Le convertisseur analogique-
numérique (CAN) compare la sortie du détecteur d’amplitude avec trois seuils aﬁn de fournir
trois bits (q3, q2 et q1, où q1 est le bit de poids fort). Les trois seuils correspondent respectivement
à 0,4 V, 1,0 V et 2,0 V.
4.4.2.1.b Bloc logique de décision
Le bloc logique correspond à la partie contrôle du système. C’est lui qui décide de la consigne
à envoyer au condensateur variable en fonction de l’amplitude du signal mesuré et de l’état
dans lequel se trouve le condensateur variable. Il sagit d’un bloc en logique combinatoire dont
la table de vérité est représentée par le tableau 4.7. Lorsque l’amplitude du signal est trop
faible, l’atténuation est diminuée. Lorsque l’amplitude du signal est trop forte, l’atténuation est
augmentée. Lorsque l’amplitude du signal est correcte, l’atténuation est conservée.
La table de vérité présentée par le tableau 4.7 fait le lien entre les entrées du bloc de contrôle
(q1 à q3), l’état actuel du condensateur variable (b1 et b2 actuels) et les bits de sortie du bloc
de contrôle (nouvelles valeurs de b1 et b2). Ce bloc peut être implémenté de plusieurs façons.
Nous avons opté pour une implémentation asynchrone, particulièrement adaptée à la détection
de seuils avec une faible consommation. Le comportement du bloc de contrôle est tout d’abord
détaillé sur la ﬁgure 4.60. Le système est en attente la plupart du temps. Lorsqu’une détection
de seuil indiquant un changement de situation de l’amplitude du signal a lieu, un calcul de la
logique combinatoire est eﬀectué, ce qui met à jour l’état du condensateur variable (« DTC »)
de l’atténuateur. Si la commande est diﬀérente de l’état précédent, le système demande une
vériﬁcation pour s’assurer qu’il a choisi la meilleure atténuation, ce qui déclenche un nouveau
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Bits
Situation d’entrée actuels de sortie Commentaire
du signal q1 q2 q3 b2 b1 b2 b1
0 0 0 0 0 0 0 Stable
Amplitude trop faible 0 1 0 0
1 0 0 1 -
1 1 1 0
0 0 1 0 0 0 0 Stable
Amplitude presque correcte 0 1 0 0
1 0 0 1 -
1 1 1 0
0 1 1 0 0 0 0 Stable
Amplitude correcte 0 1 0 1
1 0 1 0 -
1 1 1 1
1 1 1 0 0 0 1
Amplitude trop forte 0 1 1 0 -
1 0 1 1
1 1 1 1 Stable
Tableau 4.7: Table de vérité du bloc logique selon le niveau du signal détecté et des bits
actuels.
calcul de la logique combinatoire. En revanche, si la commande est identique (indiquant une
amplitude satisfaisante), le système rebascule en attente.
Les situations dites stables sont celles où, sauf changement d’amplitude du signal lié à une action
extérieure au système d’atténuation, ce dernier ne change pas d’état.
— le premier cas intervient pour q1q2q3b2b1=‘00000’ : l’amplitude du signal est trop faible
mais l’atténuation est à sa valeur minimale, et aucun réglage ne peut augmenter l’ampli-
tude ;
— le second cas intervient pour q1q2q3b2b1=‘00100’ : même situation que précédemment ;
— le troisième cas intervient pour q1q2q3b2b1=‘01100’ : l’amplitude du signal est dans la
plage de prédilection ;
— le dernier cas intervient pour q1q2q3b2b1=‘11111’ : cette fois-ci, l’amplitude du signal est
trop forte mais l’atténuation est à sa valeur maximale et le système d’atténuation ne
peut donc pas atténuer davantage le signal.
Cette logique asynchrone déclenche donc des événements en fonction des changements d’état
des bits q1 à q3 du CAN, mais aussi de b1 et b2, comme le montre le tableau 4.7. Ainsi, lors-
qu’aucun événement n’est détecté et donc qu’aucune actualisation n’est nécessaire, le système
reste statique et ne consomme aucune puissance.
L’implémentation de la logique satisfaisant au schéma bloc de la ﬁgure 4.60 est illustrée par
la ﬁgure 4.61. La fonction du bloc de logique combinatoire (cadre rouge) est de prendre la
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Figure 4.60: Schéma-bloc du comportement du bloc logique.
décision adéquate en suivant la table de vérité du tableau 4.7. Le reste du schéma a pour but
la coordination des instants. On retrouve, d’une part, la chaîne de bascules D servant à la
mémorisation et à la génération de b1 et b2, qui sont les commandes du condensateur variable.
D’autre part, on trouve une chaîne de cellules de Muller, dites « portes rendez-vous » (cadre
vert) [94], qui est classique d’une gestion d’événements asynchrones. La cellule de Muller change








Tableau 4.8: Tableau de vérité de la cellule de Muller.
Les blocs encadrés en bleu et gris servent respectivement à la génération de requêtes, et à la
génération d’un signal d’acquittement de la part du condensateur variable. b1delay et b2delay (issus
respectivement de b1 et b2) sont associés pour former ce signal d’acquittement. L’acquittement
signiﬁe que le condensateur variable a bien pris en compte la commande envoyée. Il est généré
après un retard volontaire justiﬁé par le fait que la commutation du condensateur variable n’est
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Loi de commande en logique 
combinatoire
(fonction de q1, q2, q3, b2 et b1)
Figure 4.61: Schéma du circuit de logique proposé pour créer des événements aﬁn de mettre
à jour automatiquement les états d’atténuation via les bits b1 et b2.
pas instantanée, et qu’il est donc nécessaire de temporiser après chaque commande. Le retard
est réalisé par deux cellules de délai (cadres oranges), qui sont les blocs générant les signaux
b1delay et b2delay. Enﬁn, il convient de noter qu’un signal-sentinelle est généré lorsque le système
arrive en limite de fonctionnement (signal d’amplitude trop faible et atténuation minimale, ou
signal d’amplitude trop forte et atténuation maximale). Ce signal-sentinelle peut être utilisé
pour rendre compte que l’ information transmise ne respecte plus les spéciﬁcations (signaux
hors de la dynamique linéaire des blocs), ou pour déconnecter le reste du circuit qui peut être
endommagé quand l’amplitude du signal est très forte.
À chaque initialisation du système, on choisit l’état initial b2b1=‘10’ aﬁn de ne pas placer
le système dans un cas stable qui empêcherait sa mise à jour. En eﬀet, la table de vérité
(tableau 4.7) montre que la mise à jour ne se produit pas s’il n’y a pas de changement de
q1, q2 ou q3. Pour ce faire, on utilise une bascule Set sur b2 car elle s’initialise à ‘1’, et des
bascules Reset partout ailleurs. Par ailleurs, ce réglage permet d’initialiser le système avec une
Chapitre 4. Système de détection et de correction d’impédance 160





Figure 4.62: Simulation transitoire de la boucle de réaction en réponse à l’application d’un
signal RF de 790 MHz d’amplitude 0 V, 20 V, 2 V puis 40 V.
La ﬁgure 4.62 montre la réponse transitoire de la boucle à un signal RF de fréquence 790 MHz et
d’amplitude variable. Le signal est au départ d’amplitude nulle, puis les diﬀérentes amplitudes
20 V, 2 V et 40 V sont appliquées en entrée de l’atténuateur (courbe RFin). Le fonctionnement
général est le suivant. Le système est tout d’abord initialisé avec le signal RESET . Le détecteur
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d’amplitude génère une tension (vinadc) qui est l’image de l’amplitude du signal atténué (vinadc
est continue en régime établi). Le CAN génère les bits q1, q2, q3. Le bloc de logique détermine
alors la commande adéquate pour le condensateur variable. Les bits b1 et b2 (commande du
condensateur variable) sont alors mis à jour. La séquence plus précisément détaillée (présentée
sur la ﬁgure 4.62) est la suivante :
— quand RESET =′ 1′ (t = 1, 0 µs), passage à ‘01’ car le signal est très faible ;
— q3 passe à ‘1’ (le signal est toujours considéré comme faible) donc un événement sur les
bascules est déclenché pour diminuer encore l’atténuation (b2b1 = ‘00′) ;
— l’amplitude de RFin augmente (t = 1, 14 µs). On est alors dans la zone d’amplitude
correcte (q1q2q3 = ‘011′) ;
— malgré l’atténuation minimale, le signal beaucoup trop faible fait repasser la tension
d’entrée du CAN sous le seuil (t = 2, 2 µs) mais le système ne peut alors plus adapter
l’atténuation (qui est déjà à son minimum) ;
— on remet de nouveau un signal de très forte amplitude (t = 3, 16 µs), ce qui fait dépasser
la zone d’amplitude correcte (q1q2q3 = ‘111′) : le contrôle passe en revue tous les états
jusqu’à l’atténuation maximale (b2b1 = ‘11′) ;
— la tension d’entrée du CAN passe alors sous le seuil donc dans la zone d’amplitude
correcte.
La boucle a donc bien assuré le réglage automatique de l’atténuation.
Le système n’est actif que lorsque RESET =′ 1′. On se sert de ce signal pour décharger les
condensateurs de délai à l’initialisation, en le laissant à ‘0’ pendant une durée adéquate. Ce bit
est fourni par un bus SPI. Le bit-sentinelle FLAG PWR indique les situations où la détection
peut être problématique : signal d’amplitude trop forte qui sature les blocs de la chaîne ou
signal d’ampitude trop faible qui dégrade le fonctionnement du reste de la chaîne par manque
de précision. Il vaut ‘0’ quand le système est dans une zone d’amplitude correcte. Ce signal est
combiné par un OU logique au signal homologue de la seconde chaîne de conversion : la mesure
est faussée si au moins une chaîne est dans une zone d’amplitude incorrecte. Enﬁn, il convient
de noter que les variations du signal en entrée du CAN sont plus lentes que la boucle, donc à
chaque réaction, l’atténuateur est placé dans la zone d’amplitude adéquate.
En conclusion, ce système permet de réaliser un contrôle automatique d’atténuation (CAA) sans
étage d’atténuation ﬁxe, moyennant une logique plus complexe mais ﬁable. De plus, une certaine
surface dépendant de l’atténuation peut être économisée grâce à ce procédé. Du point de vue de
la consommation, cette solution est optimale car, de par sa nature asynchrone, le système ne ré-
agit que lors d’un franchissement de seuil et reste passif le reste du temps (seule la consommation
statique demeure). La ﬁgure 4.63 montre que la consommation du bloc asynchrone (sans CAN)
est de 100 µA en moyenne durant la période simulée, et de 25 µA en instantané lorsqu’aucun
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événement ne se produit. Les CAN augmentent la consommation jusqu’à 620 µA environ, et le
système de rétroaction complet, jusqu’à 1, 1 mA.
Figure 4.63: Simulation de la consommation pour la situation de la ﬁgure 4.62.
Il convient de noter qu’un critère de dimensionnement fondamental de l’atténuateur présenté
ici est la linéarité du condensateur variable. En eﬀet, le condensateur variable étant désormais
situé dans le premier étage, le niveau de signal RF à ses bornes est beaucoup plus élevé. De
plus, pour des puissances fortes, des contraintes de claquage des FET peuvent apparaître. Pour
le dimensionnement, nous avons donc tenu compte de la valeur d’atténuation nécessaire, des
tensions de claquage, de la linéarité et de la surface occupée.
4.4.2.2 Chaîne de conversion
La chaîne de conversion reprend la plupart des éléments du circuit précédent présenté au para-
graphe 4.4.1. Cependant, comme déjà évoqué, le balun est supprimé et le mélangeur « double-
ment équilibré » est remplacé par un mélangeur « simplement équilibré » (ﬁgure 4.64).
La ﬁgure 4.65a présente le gain de conversion GV de ce mélangeur en fonction de la puissance
RF Pin en entrée de l’atténuateur pour fRF = 790 MHz et fIF = 3 MHz. Les quatre courbes
sont relatives aux quatre niveaux d’atténuation de l’atténuateur. La courbe qui présente la
dynamique la plus faible correspond à l’atténuation la plus faible, tandis que la courbe qui
présente la dynamique la plus forte correspond à l’atténuation la plus forte. On constate que,
lorsque le mélangeur travaille dans sa dynamique linéaire, le niveau d’atténuation ne modiﬁe pas
GV . En revanche, vers le point de compression, GV dépend du niveau d’atténuation. Le point de
compression à 1 dB a été utilisé pour dimensionner le gain de la chaîne. Ainsi, la puissance RF
Pin au-delà de laquelle la compression dépasse 1 dB (soit GV = 22, 7 dB) a été ﬁxée à 36 dBm
pour l’atténuation maximale (état 11).
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Figure 4.64: Schéma du mélangeur « simplement équilibré ».
Sur la ﬁgure 4.65b, on observe l’évolution des tensions continues en sortie du détecteur IF.
La simulation est eﬀectuée en boucle ouverte, c’est-à-dire que les états de l’atténuateur sont
imposés. La courbe qui présente la compression la plus rapide est celle associée à l’état ’00’.
Cette ﬁgure indique donc le niveau de tension continue qui sera donné par le détecteur selon le
niveau de signal RF.







Figure 4.65: Simulation, pour les quatre états de l’atténuateur et en fonction de la puissance
RF (a) du gain de conversion du mélangeur (b) de la tension continue en sortie du détecteur
d’amplitude IF.
4.4.2.3 Tuner intégré et bus SPI
Le tuner intégré est composé de trois condensateurs variables identiques. La ﬁgure 4.66 illustre
la connexion des condensateurs variables au sein de la puce représentée par un rectangle. Pour
un assemblage sur circuit imprimé, des dipôles discrets peuvent être associés au tuner intégré.
Ces dipôles peuvent être :
— des inductances en parallèle des trois condensateurs variables ;
— des inductances en série des deux condensateurs variables placés en parallèle ;
— ou bien des capacités ﬁxes en parallèle des trois condensateurs variables.
La ﬁgure 4.66 illustre deux assemblages possibles utilisant des inductances discrètes, où les
inductances discrètes sont représentées en lignes discontinues.
Les condensateurs variables implémentés dans le tuner intégré comprennent cinq branches
(NB = 5) et présentent une excursion capacitive de 1,0-7,5 pF. Les caractéristiques suivantes ont
été utilisées (pour la branche LSB) : C = 240 fF ,WG = 700 µm, RG = 480 kΩ, RDS = 360 kΩ,
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Figure 4.66: Exemples d’assemblage du tuner sur PCB.
NT = 8. Ils sont contrôlés par un bus SPI. Trois condensateurs variables de cinq branches chacun
étant utilisés dans le tuner, quinze bits sont nécessaires pour les piloter. Cinq bits supplémen-
taires sont nécessaires pour le contrôle de divers blocs. Un bus SPI 20 bits tel que résumé sur
la ﬁgure 4.67 a donc été implémenté sur la puce.
Figure 4.67: Distribution des bits du bus SPI.
4.4.2.4 Pompe de charge
Pour polariser les FET du tuner intégré à l’état OFF, il est nécessaire de disposer d’une tension
négative (de l’ordre de -2 V). Sur le circuit précédent (Kodkod), cette tension était apportée par
un générateur externe. Dans l’optique de rendre le circuit autonome, un générateur de tension
négative a été intégré. Il s’agit d’une pompe de charge alimentée par VDD.
La pompe de charge peut fonctionner de manière autonome grâce à un oscillateur intégré qui
fournit une horloge à 2 MHz. Cet oscillateur peut être activé ou désactivé grâce à un bit de
contrôle. Lorsque l’oscillateur est désactivé, un interrupteur interne permet de mettre la sortie
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Figure 4.68: Schéma-bloc de la pompe de charge et son oscillateur, et signaux associés.
de l’oscillateur en haute impédance. La pompe de charge peut alors fournir la tension négative
si une horloge externe est appliquée. Il est également possible de fournir une tension négative
externe en désactivant l’oscillateur. La ﬁgure 4.68 donne un aperçu de l’ensemble.
4.4.2.5 Dessin des masques
La ﬁgure 4.69 présente le dessin des masques du circuit. Les dimensions du détecteur seul sont
1, 0 × 0, 6 mm2 sans plots et 1, 1 × 0, 7 mm2 avec plots. À titre de comparaison, le circuit
précédent occupait une surface de 1, 5 × 0, 67 mm2 avec plots. La surface du détecteur a donc
été diminuée de 23 %. Le tuner occupe une surface de 1, 2× 1, 0 mm2.
Figure 4.69: Dessin des masques du circuit (2700× 1400 µm2).
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4.4.2.6 Simulations du détecteur
La ﬁgure 4.70 montre le schéma de principe de la simulation du détecteur. Aﬁn de caractériser
le détecteur, le tuner intégré peut être déconnecté grâce aux interrupteurs intégrés.
+
++
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Figure 4.71: Simulation (atténuateur en boucle fermée), en fonction de la puissance de la
source, de la fonction de transfert de la chaîne de détection d’amplitude avec un signal LTE de
largeur de bande 1,4 MHz, avec fRF = 790 MHz, PLO = 1 dBm.
La ﬁgure 4.71 montre la simulation (atténuateur en boucle fermée), en fonction de la puissance
disponible PRF de la source, de la fonction de transfert de la chaîne de détection d’amplitude
avec un signal LTE de largeur de bande 1,4 MHz, de fréquence fRF = 790 MHz et pour une
puissance PLO = 1 dBm. La fonction de transfert est obtenue par cumul de plusieurs simulations
transitoires. Elle est donnée pour plusieurs états de l’atténuateur d’entrée, où l’état est lu à partir
des valeurs déterminées par le bloc logique.
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Figure 4.72: Schéma de principe de la simulation du tuner.
4.4.2.7 Simulations du tuner
On présente ici des résultats de simulations en paramètres S du tuner selon le schéma de principe
montré sur la ﬁgure 4.72. Les diﬀérents états possibles des trois condensateurs variables du tuner
sont considérés. Les ﬁgure 4.73a à ﬁgure 4.73c montrent, pour trois fréquences, le coeﬃcient de
réﬂexion Γin lorsque le tuner est associé à une inductance LT = 7 nH de facteur de qualité
60 à 1 GHz (valeur typique pour un CMS). Pour chaque fréquence, trois valeurs du module
du coeﬃcient de réﬂexion en charge ΓL sont utilisées. Pour chaque valeur de |ΓL|, l’argument
arg(ΓL) est balayé de 0 à 360 ◦. Ces diﬀérentes combinaisons produisent les nuages de points
tracés sur les abaques de Smith. On constate que le tuner est capable de couvrir une gamme
d’impédances très vaste.
Pour ces mêmes combinaisons, les ﬁgure 4.74a à ﬁgure 4.74c montrent le PDI du tuner lorsqu’il
est associé à une inductance LT = 7 nH pour plusieurs fréquences.
Les performances simulées sont comparables à celles présentées dans [70], avec par exemple
un PDI de 2,4 dB pour un ROS égal à 8 à 698 MHz. Notre tuner présente des performances
comparables mais il n’occupe qu’une surface de 1, 2 mm2 contre 3 mm2 dans [70].




Figure 4.73: Simulations de la couverture du tuner de avec LT = 7 nH à (a) 600 MHz, (b)
698 MHz, (c) 960 MHz.
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Figure 4.74: Simulations du PDI du tuner de avec LT = 7 nH à (a) 600 MHz, (b) 698 MHz,
(c) 960 MHz.
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4.5 Conclusion
Ce chapitre est consacré au dimensionnement, à l’intégration en technologie CMOS SOI et aux
tests de démonstrateurs pour la détection d’impédances complexes et pour la correction de
désadaptation.
Concernant les tuners, il est nécessaire de présenter de bonnes performances en termes de PDI
et de couverture. Ces performances sont intimement liées à celles des condensateurs variables.
En eﬀet, pour les condensateurs variables, le compromis entre le facteur de qualité et le rapport
d’excursion capacitive contraint à utiliser des excursions réduites pour minimiser les pertes.
Aﬁn de couvrir des plages d’impédance importantes, il est nécessaire d’associer des inductances
présentant de bons facteurs de qualité aux condensateurs variables. Ceci nécessite l’utilisation
d’inductances externes (CMS) et limite actuellement l’intégration de tels tuners.
Concernant la détection d’impédance, la méthode utilisée est présentée et appliquée à l’utilisa-
tion avec un tuner servant de composant de détection. Cette architecture constitue notre choix
pour les réalisations hybrides et sur silicium. Il s’agit en eﬀet d’un compromis entre pertes du
composant de détection et précision de l’extraction d’impédance.
Ensuite, plusieurs réalisations en technologie CMOS SOI 130 nm sont décrites. Il s’agit de
deux circuits intégrés destinés à la reconﬁguration de blocs dans les chaînes d’émission, tels que
l’ampliﬁcateur de puissance (PA) ou le tuner pour l’adaptation PA-antenne. Les résultats des
simulations et des mesures d’un premier détecteur d’impédances complexes montrent un bon
fonctionnment du circuit pour une plage étendue d’impédances complexes. La puissance d’entrée
s’étend de 0 dBm à 40 dBm grâce à l’intégration d’un système automatique d’atténuation.
Le détecteur montre une très bonne précision de détection quelle que soit la valeur du ROS
testée (depuis ROS = 2 jusqu’à ROS = 6). Le circuit consomme 7,3 mA sous 2,5 V. Une
version améliorée du détecteur d’impédances complexes a été conçue et intégrée dans un module
comprenant également le tuner, une pompe de charge, ainsi que tous les blocs nécessaires au
contrôle numérique. La consommation est 53 % inférieure (3,4 mA) au circuit précédent pour
une dynamique de puissance similaire. Le tuner présente des performances (couverture et PDI) à
l’état de l’art, tout en occupant une surface réduite. Ce module est actuellement en fabrication.
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Conclusion générale
“One impedance tuner to rule them all
One impedance detector to ﬁnd them
One antenna to bring them all
And in the matchness bind them"
Auteur inconnu librement inspiré par J.R.R. Tolkien
L
e travail présenté dans cette thèse se place dans le contexte de la conception de mo-
dules RF reconﬁgurables. L’objectif est de limiter la complexité des chaînes d’émission-
réception dont la croissance constante s’accompagne d’une baisse d’eﬃcacité des appa-
reils sans-ﬁl soumis à de fortes contraintes de dimensions et de bandes fréquentielles couvertes.
L’utilisation de dispositifs reconﬁgurables permet aussi de réduire le coût des front-ends RF. Les
réalisations présentées dans ce mémoire contribuent à se rapprocher davantage de cet objectif.
Ce manuscrit de thèse décrit tout d’abord le dimensionnement de condensateurs variables basés
sur la technique des capacités commutées. Le dimensionnement optimisé, notamment du facteur
de qualité, est en eﬀet la base des performances des dispositifs reconﬁgurables abordés par la
suite tels que les tuners et les antennes agiles en fréquence. Pour valider cette étude et disposer
de condensateurs variables performants, deux circuits en technologie CMOS SOI 130 nm ont
été fabriqués. Le premier circuit, destiné à une application de faible puissance de détection
d’impédance, a permis de valider les solutions électroniques retenues et a pu être caractérisé.
L’excursion de la valeur de la capacité du condensateur variable est notamment réalisable dans
la plage 3,5-18 pF tandis que son facteur de qualité est au minimum de 43 à 800 MHz pour
l’ensemble des valeurs de capacité accessibles. Le second circuit, toujours en fabrication à la
ﬁn de la rédaction de ce manuscrit, est un condensateur variable pour des applications de forte
puissance (>36 dBm), notamment d’antenne d’émission agile en fréquence. L’excursion de la
valeur de capacité qu’il autorise est 0,8-2,5 pF tandis que son facteur de qualité minimum est
de 90 à 900 MHz.
Ensuite, une antenne agile en fréquence de type antenne fente visant les bandes fréquentielles
LTE a été validée et caractérisée. Le condensateur variable utilisé a été conçu en technologie
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CMOS SOI 130 nm préalablement à cette thèse, et n’a fait l’objet d’aucune optimisation, notam-
ment au niveau du facteur de qualité. L’excursion fréquentielle relevée est 520 MHz-900 MHz
pour une eﬃcacité variant entre 3 % et 34 % et une bande passante de 11 MHz à 144 MHz,
selon l’état du condensateur variable. Le dispositif peut être utilisé en respect du standard LTE
relatif à la pollution harmonique jusqu’à une puissance de 23 dBm. Cette antenne a permis de
tirer les enseignements nécessaires à la conception des futures antennes agiles et à la conception
des condensateurs variables, que ce soit en termes de tenue en puissance, de linéarité ou de
facteur de qualité.
Enﬁn, une étude du dimensionnement des tuners et une démonstration de la technique employée
pour détecter une impédance sont proposées. Le but est de disposer d’un circuit permettant
l’extraction d’une impédance complexe (module et phase) à partir d’une mesure de signaux RF.
Cette extraction est en eﬀet nécessaire pour réaliser un transfert de puissance maximal entre
le PA et l’antenne et éviter l’adaptation par minimisation des réﬂexions, qui peut produire
davantage de pertes au sein de la chaîne d’émission. Nous présentons un démonstrateur de
détection d’impédance assemblé sur un module hybride comportant un détecteur d’impédance
et un tuner intégrés sur des puces séparées. Ce démonstrateur a validé l’utilisation du détecteur
d’impédance intégré pour tous les arguments (0-360 ◦) et pour de faibles et fortes valeurs du
module du coeﬃcient de réﬂexion (correspondant à une plage du rapport d’onde stationnaire de
2 à 6). La détection s’avère fonctionnelle sur la plage de puissance 0-40 dBm, tandis que la plage
fréquentielle couvre la bande 600 MHz-2,5 GHz, autorisant son utilisation pour des applications
LTE. Le circuit consomme 7,3 mA sous 2,5 V. Un second circuit utilisant une version optimisée
du détecteur et intégrant le tuner sur une même puce, toujours en fabrication à l’heure de
rédiger ce manuscrit, a été conçu pour améliorer l’eﬃcacité, la compacité et l’autonomie des
futurs appareils sans-ﬁl. La consommation est de 3,4 mA, soit une diminution de 53 % par
rapport au détecteur précédent, pour une plage de puissance d’utilisation similaire. Ces deux
circuits ont été réalisés en technologie CMOS SOI 130 nm.
La suite de ces travaux de thèse pourra consister, dans un premier temps, à mener des tests sur
un système autonome doté d’une unité arithmétique et logique et des circuits développés pour
une adaptation automatique d’impédance performante. Un tel système compact serait en eﬀet
approprié pour des appareils mobiles disposant déjà d’une telle unité arithmétique et logique.
Ensuite, des développements avec davantage d’intégration sont envisagés : un circuit intégré im-
plémentant le détecteur, un tuner et un PA a été conçu en ce sens. Enﬁn, l’implémentation d’un
module contenant un tel front-end RF entièrement intégré associé à une antenne reconﬁgurable
dotée du condensateur variable de forte puissance constituera une nouvelle amélioration rendue
possible par ces travaux. En les combinant avec l’utilisation de la technologie CMOS SOI, de
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Annexe A
Raison géométrique q entre deux
branches successives
Cette partie s’attache à démontrer la relation géométrique que doivent respecter les capacités
des branches d’un condensateur variable.
Dans le chapitre 2, la relation (2.11) utilise le terme ∆C. Explicitons ce terme.
L’écart de capacité entre deux états i− 1 et i du condensateur variable est :
∆C∀etat(i−1;i) = Cetat(i) − Cetat(i−1) (A.1)
Or, le plus petit changement de capacité correspond à la commutation entre C1 et C1′ (branche
fermée ou ouverte), autrement dit à la branche associée au LSB. Donc, quelle que soit la per-
mutation d’état, on a :
∆C∀etat = C1 − C1′ (A.2)






Pour que cet écart se produise réellement, il faut qu’une autre condition se réalise, soit que
l’écart de capacité moyen entre chaque valeur soit égal à l’écart de capacité à chaque état :
∆Cmoy = ∆C∀etat (A.4)
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∆Cmoy, qui est aussi le coeﬃcient directeur de la courbe C=f(état), est donné par (2.12). En













(q 6= 1) (A.5)
Pour respecter (A.4) et en utilisant (A.3) avec (A.5), on tire qu’il faut satisfaire :
qNB + q(1− 2NB ) + 2NB − 2 = 0 (A.6)
L’écart moyen est alors l’écart régulier tel qu’utilisé dans (2.11) :
∆Cmoy = ∆C (A.7)
Pour tout NB > 1 (soit le cas d’une capacité variable), cette équation du NBe degré admet,
entre autres, deux solutions réelles (∈ R) permanentes : q1 = 1 et q2 = 2. Cependant, q1 est
exclue car l’expression de la suite géométrique ne tolère pas q = 1. Sans surprise, la raison
géométrique à adopter entre deux branches voisines est donc telle que :

 Cn+1 = 2CnCOFFn+1 = 2COFFn (A.8)
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Quadripôle équivalent à plusieurs
quadripôles en cascade (théorème de
Caley-Hamilton)






























donnés par (C.3) : 
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On calcule ∆, le déterminant complexe associé à (C.1).






























































grâce respectivement à (C.5) et (2.33). Pour obtenir l’expression de (C.7) sans lacune, on va
déterminer β et γ.
Soit δ = x+ jy tel que δ2 = ∆.
δ2 = (x+ jy)2 = x2 − y2 + 2jxy (C.9)
Par identiﬁcation entre (C.6) et (C.9) :

 x









x = − 4y |Z1|Z2
























On pose Y = y2. 

x = − 4y |Z1|Z2
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Finalement, δ s’écrit :































































































Une propriété sur la soustraction des racines permet d’écrire que
µ− λ = δ (C.21)























































Calcul matrice quadripôle prenant
en compte la résistance RDS
Dans cette annexe, on démontre l’établissement de la matrice [ABCD] du modèle de l’interrup-
teur du FET à l’état OFF prenant en compte RG, COFF et RDS (ﬁgure D.1).






Z2 = RG (D.2)
Z3 = RDS (D.3)
(D.4)
On remarque que, si on considère d’une part le quadripôle avec COFF et RG et d’autre part
le quadripôle avec RDS , le quadripôle global correspond à la mise en parallèle de ces deux
quadripôles plus simples. Or, dans ce cas, la matrice Y du quadripôle global correspond à la
somme des matrices Y des quadripôles plus simples. Dans un premier temps, on pose donc les
matrices Y des quadripôles simples avant de les sommer. La matrice Y résultante sera ensuite
transformée en matrice [ABCD].
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∆Z = Z12 + 2Z1Z2 (D.6)









































































2 + 2Z1Z2 + Z2Z3 (D.11)
Annexe E
Transformation du modèle du FET à
l’état OFF à l’aide du théorème de
Kennelly
Cette méthode est une façon analytique de transformer le réseau du quadripôle représentant
le schéma équivalent d’un FET à l’état OFF en un autre réseau en T, donc simpliﬁé. L’ex-
pression de la matrice ABCD d’un réseau en T étant simple, il est avantageux d’utiliser cette
simpliﬁcation qui garantit l’exactitude de l’équivalence.
La ﬁgure E.1 détaille le cheminement de la simpliﬁcation. Le réseau en T (ou étoile) constitué
de Z1, Z1 et Z2 est transformé en réseau en π (ou triangle). Les impédances parallèles Z3 et ZB
sont fusionnées. La transformation inverse est ensuite eﬀectuée (π vers T) pour retourner à un
réseau en T dont l’expression de la matrice ABCD est simple.
Figure E.1: Transformation du modèle d’un interrupteur à l’état OFF avec la résistance RDS
à l’aide du théorème de Kennelly.
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Équations des impédances d’entrées
des condensateurs variables
F.1 TC
Figure F.1: Quadripôle simpliﬁé de l’interrupteur basé sur un FET unitaire (NT = 1) à l’état
OFF pour déterminer les paramètres de la matrice ABCD.
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L’étape suivante est l’ajout du condensateur d’impédance ZC (TC avec RF- à la masse) :








F.1.2 TC avec RF+ à la masse
ZTC+ = Z ′1 +
(ZC + Z ′1)Z
′
2
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ZTCT = Z ′1 +
Z ′2
(
Z ′1 + ZC + Zsw(n)
)
Z ′1 + Z
′
2 + ZC + Zsw(n)
∣∣∣∣∣∣
n=NT /2
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Calcul des résistances pour un
facteur de qualité à l’état OFF donné
1e hypothèse : RC << ROFF (s)
QOFF =
(ROFFω)2(COFF + C)COFF + 1
ROFFCω
(G.1)
Sous cette hypothèse, on peut exprimer ROFF en fonction de QOFF , ce qui permet donc de





(CQOFF )2 − 4(C + COFF )COFF
2ω(C + COFF )COFF
)
(G.2)
2e hypothèse : RC du même ordre de grandeur que ROFF (s) :
QOFF =
(ROFFω)2(COFF + C)COFF + 1
[ROFF +RC(1 + (ROFFCOFFω)2)]Cω
(G.3)
Pour exprimer ROFF en fonction d’un QOFF ﬁxé à partir de (G.3), on utilisera l’équation du
second degré suivante :
ROFF
2a+ROFF b+ c = 0 (G.4)
avec 

a = COFFω2 (QOFFCCOFFωRC − (C + COFF ))
b = QOFFCω
c = QOFFCωRC − 1
(G.5)
En posant le déterminant ∆ROFF de cette équation du second degré, on peut repérer le terme
ROFF nécessaire :
∆ROFF = b2 − 4ac (G.6)
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Dans les deux cas, on utilise (2.58) pour déterminer l’une ou l’autre des résistances RG ou RDS









NT (3RG −NTROFF ) (G.9)
Annexe H
PDI exprimé en paramètres Y
Les calculs ci-après détaillent l’établissement de l’expression du PDI avec les paramètres Y.





(1 + Y11ZS)(1 + Y22ZL)− Y12Y21ZSZL (H.1)















Formule générale de S22 :
S22 =
(1 + Y11ZS)(1− Y22ZL∗) + Y12Y21ZSZL∗
(1 + Y11ZS)(1 + Y22ZL)− Y12Y21ZSZL (H.4)
Formule de S22 pour ZS = ZL = RS = RL = Rref :
S22 =
(1 + Y11Rref )(1− Y22Rref ) + Y212Rref 2
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Le développement donne :
PDI =
4Rref 2|Y21|2
|(1 + Y11Rref )(1− ΓL + (ΓL + 1)Y22Rref )− (ΓL + 1)Y212Rref 2|2
(H.7)
Annexe I
Mesure des temps de commutation
de l’antenne avec le condensateur
variable Renton
Les ﬁgure I.1a et ﬁgure I.1b montrent les chronogrammes mesurés à partir desquels est déterminé
le temps de montée pour chaque branche qui passe de l’état OFF à ON tandis que les autres
restent dans un état ﬁxé.
Les ﬁgure I.2a et ﬁgure I.2b montrent les chronogrammes mesurés à partir desquels est déterminé
le temps de descente pour chaque branche qui passe de l’état ON à OFF tandis que les autres
restent dans un état ﬁxé.
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(a)
(b)
Figure I.1: Mesure des temps de montée (a) à 800 MHz (b) aux fréquences adaptées à la
résonance.
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(a)
(b)
Figure I.2: Mesure des temps de descente (a) à 800 MHz (b) aux fréquences adaptées à la
résonance.
Annexe J
Calcul de la résistance série
équivalente d’un condensateur
variable
On étudie la valeur de la résistance série en tout-ON ou tout-OFF. Soient RSn et RPn respec-
tivement la résistance série de la branche n et la transformation parallèle de cette résistance. À






Si le facteur de qualité Q est identique pour toutes les branches, la résistance parallèle totale

























1− qNB = RS1
1− q
1− qNB (J.4)
où RS1 est la résistance série de la branche 1 (LSB).
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Annexe K
Amplitude maximale admissible aux
bornes du condensateur variable
La tension maximale admissible aux bornes du condensateur variable en fonction du nombre de
transistors empilés, des capacités C et COFF (u)
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