The aim of this paper is to compute the Hochschild cohomology groups of particular classes of algebras associated to partially ordered sets. © 2002 Elsevier Science Inc. All rights reserved.
Hochschild cohomology groups of an incidence algebra vanish if the associated poset does not contain crowns, that is, full subcategories of the form where the intersection of the convex hull of {x i , y i } and the convex hull of {x i , y i−1 } is {x i } (resp. the intersection of the convex hulls of {x i , y i } and {x i+1 , y i } is {y i }) for 1 i n, with y 0 = y n , x n+1 = x 1 , n 2.
Therefore we are interested in those algebras whose associated posets contain crowns. In particular we consider the algebras A j qn+s , q 0, n 3, 0 s < n and 0 < j < n, associated to posets P j qn+s which are defined in the following way . . , m}, and the partial order is defined by (l, t) < (l + 1, t) and (l, t) < (l + 1, t + 1) with (l, n) = (l, 0). Observe that the poset P qn+s is a superposition of qn + s crowns of the same width n.
The purpose of this paper is to compute the Hochschild cohomology groups of the incidence algebras A j qn+s , 1 j n − 1. In order to do this we use an inductive method due to Happel [8] and the results obtained in [5] for the incidence algebras A qn+s = I (P qn+s ) and for the algebras associated to posets with a unique maximal element.
The article is organized in two sections. In the first one, we briefly recall the definitions and results that will be needed throughout this paper. The second section is devoted to compute the Hochschild cohomology groups of the algebras A j qn+s .
Preliminaries

Notation
Throughout this paper k denotes a fixed algebraically closed field. By an algebra is meant an associative, finite dimensional k-algebra with an identity. We assume, without loss of generality, that A is basic and connected. For more details on this subject we refer to [1] .
We recall that a quiver Q is defined by the set of vertices Q 0 , its set of arrows Q 1 , and two maps s, t : Q 1 → Q 0 associating with each arrow its starting and ending points respectively. For an algebra A we denote Q A the ordinary quiver of A. It is well-known that for every basic algebra A there exists a surjective k-algebra mor- We denote by mod A the category of finitely generated left A-modules. If A = kQ/I , then modA is equivalent to the category of all bound representations of (Q, I ). We may thus identify a module M with the corresponding representation
We say that an algebra B is a convex subcategory of A = kQ/I if there is a path closed full subquiver Q of Q such that B = kQ /I ∩ kQ . This means that any path in Q with source and end in Q lies entirely in Q .
The following known fact will be necessary in the sequel.
For x ∈ Q 0 , we denote by S x the corresponding simple A-module and by P x the projective cover of S x . It can be seen that Hom A (P x 
, M) M(x).
An incidence algebra A is a subalgebra of the algebra M n (k) of square matrices over k with elements (x ij ) ∈ M n (k) satisfying x ij = 0 if i j , for some partial order defined in the poset P = {1, . . . , n}. In this case, we denote A = I (P ). The ordinary quiver associated to an incidence algebra I (P ) is given as follows: the set of vertices Q 0 = P , and there is an arrow i → j in Q 1 whenever i > j and there is no s ∈ P such that i > s > j. We say that two paths are parallel if they have the same starting and ending points. Then I (P ) = kQ/I , where I is the ideal generated by differences of parallel paths.
Given an A-module M, the support suppM of M is the set {x ∈ Q 0 : M(x) / = 0}. Consider the following conditions:
Hochschild cohomology
We recall the construction of the Hochschild cohomology groups H i (A) of an algebra A. Consider the A-bimodule A and the complex C • = (C i , d i ) defined by:
is the ith Hochschild cohomology group of A with coefficients in A, see [2, 9, 11] . The Hochschild cohomology groups of a given algebra are generally hard to compute by using the definition. For this reason, one often tries to find alternative methods for computing these groups. For example, we can use an inductive method to compute the Hochschild cohomology groups when we are dealing with triangular algebras.
Let A = kQ A /I be an algebra. A vertex i in Q A is called a sink if there is no arrow α in Q A starting at i and a source if there is no arrow α ending at i.
If A is a triangular algebra then the quiver has sinks and sources, and this allows us to describe A as a one-point extension (co-extension) algebra.
Let x be a source in Q A . The full convex subcategory B of A consisting of all objects except x has as quiver Q B obtained from Q A by deleting x and all arrows starting at x. Any presentation (Q A , I v ) yields (by restriction) an induced presentation (Q B , I v ) of B. The A-module M = radP x has a canonical B-module structure, and A is isomorphic to the one-point extension algebra
where the operations are the usual addition of matrices and the multiplication is induced by the B-module structure of M.
The next theorem due to Happel [8] is useful for the computation of the Hochschild cohomology groups of the algebras considered in this article.
Theorem 1.3 [8]. Let A = B[M] be a one-point extension of B by a B-module M. Then there exists a long exact sequence of k-vector spaces connecting the Hochschild cohomology of A and B:
We now recall some known results about Hochschild cohomology of incidence algebras that will be very useful for our computations. Theorem 1.5 [5] . If P is a poset with a unique maximal (minimal) element, then
The following theorem computes the Hochschild cohomology groups of incidence algebras associated to posets P qn+s , for q 0, n 3, 0 s < n, where
. These posets are superposition of qn + s crowns of the same width n. Theorem 1.6 [5] . Let A qn+s (n 3, q 0, 0 s < n) be the incidence algebra associated to the poset P qn+s . Then
otherwise.
Hochschild cohomology computations
Let A j qn+s be the incidence algebra associated to the poset P j qn+s = P qn+s ∪ {(qn + s + 1, p) : 1 p j } with partial order defined by (l, t) < (l + 1, t) and (l, t) < (l + 1, t + 1), where (l, n) = (l, 0). Then A j qn+s has the following quiver
We compute the Hochschild cohomology groups of this particular classes of incidence algebras using the long exact sequence in Theorem 1.3. Hence we have to compute Ext i B (M, M) for some algebras B and some B-modules M, and we do this by constructing a projective resolution of M. In order to do this we need the following notation. Given x in a poset P we define the subset x ↓ of P as follows
In particular, the elements in the poset P qn+s associated to the incidence algebra A qn+s satisfy
and
for all m ∈ N such that x + m qn + s. Moreover, the partial order in P qn+s can be described as follows.
Lemma 2.1. Let (x, y), (l, t) ∈ P qn+s . Then (x, y) (l, t) if and only if
Proof. If l − x n − 1, let r be such that t ≡ y + r(mod n) with 0 r < n.
On the other hand, if the elements
Conversely, suppose that (x, y) (l, t). If (x, y), (l, t) do not verify (a) then 0 l − x < n − 1. Let r = l − x. By induction over r we will prove that t ≡ y + u(mod n) for some u = 0, . . . , r. If r = 0 it is clear. Assume that r > 0 and that the result holds for any r such that 0 r < r < n − 1. By hypothesis r = l − x > 0, so x < l. Therefore (x + 1, y) (l, t) or (x + 1, y + 1) (l, t) since (x + 1, y) and (x + 1, y + 1) are the immediate successors of (x, y). Note that l − (x + 1) = r − 1 < r. Then using the induction thesis we infer that t ≡ y + u(mod n) or t ≡ y + 1 + u(mod n) for some u = 0, . . . , r − 1. Now we are in a position to prove the next lemma, that will be used to construct the projective resolutions we need. Lemma 2.2. In P qn+s , for every p, j such that 0 p q and 1 j n − 1, we have
Proof. We only consider (i) since (ii) can be proved in an analogous way. Suppose
Then it is clear that x < pn + s. We will consider three cases:
(1) Observe that in this case 0 pn + s − 1 − x < n − 2 . Using the fact that 
The other inclusion follows directly applying Lemma 2.1.
Now we are in a position to compute Ext i B (M, M) for some convenient algebras B and B-modules M.
Lemma 2.3. Let M = M (j ) , 1 j < n, be the following A qn+s -module
M(l, t) = k if (l, t) ∈ (qn + s, j − 1) ↓ ∪ (qn + s, j ) ↓ , 0 otherwise, M(α) = id k if s(α) ∈ (qn + s, j − 1) ↓ ∪ (qn + s, j ) ↓ , 0 otherwise. Then (i) if s = 0 and q / = 0 Ext i A qn (M, M) =    k if i = 0, k if i = 2q, 0 otherwise; (ii) if 0 < s < n − 1 Ext i A qn+s (M, M) = k if i = 0, 0 otherwise; (iii) if s = n − 1 Ext i A qn+n−1 (M, M) =    k if i = 0, k if i = 2q + 1, 0 otherwise.
Proof. In order to compute the groups Ext i A qn+s
(M, M) we consider, for all 0 p q, the following short exact sequences in modA qn+s
where M −n+s = 0. The corresponding representations of these modules are
is the projective cover of the simple module corresponding to the vertex (pn + s, j ), 
The short exact sequences above allow us to construct projective resolutions for M s and K n+s . We observe that pdimM s 1 and pdimK n+s 2, and hence Ext In the remaining theorems we compute the Hochschild cohomology groups of A j qn+s , 1 j n − 1, using the description of the cohomology groups of convenient algebras. Theorem 2.4. Let n 3, 1 j n − 1, q 0 and 0 < s < n − 1. Then 
otherwise. 
Proof. Note that
We consider the case when j = 1 and we prove that H i (A 1 qn+n−1 ) = 0 for all i > 0. Then, using this result we can compute, by recurrence over j , all the groups H i (A j qn+n−1 ). In order to prove that H i (A 1 qn+n−1 ) = 0 for all i > 0 we consider the algebra A 1 qn+n−1 as one-point extension of a factor algebra and we iterate this procedure until we get a subcategory of A 1 qn+n−1 whose ordered quiver has a unique maximal element. We do this by eliminating all the vertices (l, t) ∈ (Q 1 qn+n−1 ) 0 such that (qn + 2, 2) (l, t), and we do it in the following order Using this result in the exact sequence 
qn ) → 0 is exact. As in the previous case (s = n − 1), even using the fact that we know the groups H i (A qn ), we can not compute directly the groups H 2q (A 
Proof.
As we mentioned before the statement of the present theorem, we know that
qn ) for all i / = 2q, 2q + 1 and An algebra A is said to be rigid if any one-parameter deformation is isomorphic over k to the trivial one, see [6] . It is known that if H 2 (A) = 0 then A is rigid. Moreover, if H 3 (A) = 0, the converse is also true. 
