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Abstract 
Previously, we proposed a new method to identify fabric pilling and objectively measure fabric 
pilling intensity based on the two-dimensional dual-tree complex wavelet reconstruction and neural 
network classification. Here we further evaluate the robustness of the method.  Our results indicate 
that the pilling identification method is robust to significant variation in the brightness and contrast 
of the image, rotation of the image, and 2i (i is an integer) times dilation of the image.  The pilling 
feature vector developed to characterize the pilling intensity is robust to brightness change but is 
sensitive to large rotations of the image. As long as all fabric images are adjusted to have the same 
contrast level and the sample is illuminated from the same direction, the pilling feature vectors are 
comparable and can be used to classify the pilling intensity.  
Key word: Objective fabric pilling evaluation, Wavelet transform, Neural network classifier, 
Robustness, Image variation.  
INTRODUCTION 
The visual fabric pilling assessment is subjective and prone to individual bias [1]. It is desirable to 
develop an objective and accurate method to evaluate the pilling intensity. Researchers worldwide 
have been exploring digital image processing techniques that are effective for objective fabric 
pilling grade assessment [2-13].  
In an earlier work [14], we have presented a method for objective evaluation of fabric pilling based 
on the two-dimensional dual-tree complex wavelet transform (2DDTCWT). A pilled fabric image
 consists of multiscale brightness variation information such as high frequency noise, random fiber 
structure (nonwoven fabrics), base texture (woven and knitted fabrics), fuzz and pills, fabric surface 
unevenness and background illumination variance. The content of a pilled image at different scales 
can be separated into different reconstructed detail and approximation images by using 2DDTCWT 
to reconstruct one-scale only non-aliasing detail or approximation images. The pilling information 
was identified by inspecting the reconstructed detail images. The identified pilling information is 
fuzz and pills of different sizes over a fused and smoothed background of gray value zero at 
different scales (see Figure 1). The positive and negative maximum gray values of the reconstructed 
detail image represent the highest point of pilling and the deepest point of the pilling shadow 
respectively. This pilling identification method accurately detects the position, height, size and 
shape of the fuzz and pills. 
The energies of the given scale’s six direction detail sub-image that capture the pilling information 
were proposed as a quantitative measurement of pilling volumes of different sized pills in six 
directions. The energies were used as elements of the pilling feature vector to characterize the 
pilling intensity. The energy of a reconstructed detail sub-image is defined as: 
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Where M×N is the size of the detail sub-image,  jiDks ,  are the pixel gray-scale values of detail 
sub-image in scale s and direction k. 
Initial investigations based on standard pilling test image sets suggested that pilling was 
successfully identified by the reconstructed detail images and the proposed pilling feature vector 
had the ability to discriminate between different grades of pilling intensity.  
  
  
Figure 1. 3D mesh plot of (1). WoolMark® SM50 Grade 1 woven fabric; (2). Identified pilling; (3). 
Identified pilling at scale 5; (4). Identified pilling at scale 6. 
 
In this paper, we further evaluate the method to investigate its robustness to rotation and dilation of 
the image, and to variations in the brightness and contrast of the image being analyzed. The 
investigation is based on real knitted fabric samples supplied by a commercial textile testing 
laboratory for which customers have requested pilling tests to be performed.   
 Robustness to image rotation  
The six direction selectivity of the 2DDTCWT renders it nearly rotation invariant [15]. Figure 2 
shows the images obtained by reconstruction from only scale 4 detail coefficients of the real two-
dimensional discrete wavelet transform (2DDWT) and 2DDTCWT for a test image with a sharp 
round edge. The 2DDTCWT  and  2DDWT were performed using the wavelet software from 
Brooklyn Polytechnic University, NY [16] and Matlab® Wavelet Toolbox [17, 18]. The aliasing and 
ringing artifacts in the 2DDWT reconstructed images that change with the edge orientation are not 
present in the 2DDTCWT reconstructed image (see Figure 2). This means that the pilling 
identification method, which identifies pilling from reconstructed detail images, is also nearly 
rotation invariant.  
 
Figure 2. Reconstructed scale 4 detail images (1) by 2DDWT with wavelet DB1 (length 2); (2) by 
2DDWT with wavelet COIF5 (length 30); (3) by 2DDTCWT with length 10 filters[19]; and (4) 
Original image. 
 
To evaluate the above assumption, an image of 10241024 pixels was rotated about the centre of 
the image at 3º, 6º, 9º, 12º, and 15º, and at each step, a new image was created by cropping a 
512512 pixel area from the centre of the rotated image. The image preparation was performed 
using the Matlab® Image Processing Toolbox [20]. Figure 3 presents a subset of rotated images of 
0º, 3º, 6º, and 9º. Figure 4 shows images cropped from those rotated images.  
  
Figure 3. 10241024 pixel images with 0º, 3º, 6º, 9º rotation 
 
 
Figure 4. Cropped 512512 pixel images with 0º, 3º, 6º, 9º rotation 
 Figure 5 shows the identified background texture and pilling of images with rotation of 0º, 3º, 6º, 9º, 
12º and 15º. These results support the proposition that the pilling identification method is nearly 
rotation invariant. 
The proposed pilling feature vector was extracted from the 2DDTCWT six direction (15º, 45º, 
75º) detail sub-images at the two scales that capture the pilling features. What the detail images 
capture is the brightness variations caused by pilling, which is strongly dependent on the 
illumination direction. Because the pilling information is anisotropic, the pilling feature vector 
should be rotation sensitive. Table 1 shows the pilling feature vectors obtained from those rotated 
images. The results suggest the pilling feature vector is sensitive to image rotation of more than 30 
degrees. Since the rotation changes the pilled area along the image edges, the variations among the 
pilling feature vectors of images for rotation 0º, 3º, and 6º are acceptable. Hence, the pilling feature 
vector is not sensitive to a small rotation of the image.    
Based on above discussion, all images to be analyzed should be arranged with the illumination 
coming from the same direction.   
Scale 4 5 
Direction -75º -45º -15º 15º 45º 75º -75º -45º -15º 15º 45º 75º 
0º 2.89 2.13 2.49 2.71 2.42 3.01 2.89 1.65 1.77 1.99 1.93 2.89 
3º 2.90 2.13 2.47 2.74 2.42 2.93 2.82 1.72 1.93 1.98 1.97 2.86 
6º 2.99 2.17 2.43 2.74 2.39 2.92 2.83 1.70 1.92 1.89 1.86 2.79 
9º 3.05 2.16 2.48 2.79 2.39 2.89 3.02 1.70 2.02 1.73 1.75 2.79 
12º 3.03 2.17 2.47 2.89 2.39 2.87 2.99 1.71 2.06 1.64 1.67 2.67 
15º 3.03 2.17 2.49 2.96 2.32 2.93 3.05 1.78 2.01 1.58 1.63 2.69 
30º 3.09 2.17 2.63 2.52 3.11 2.88 3.04 2.06 2.26 1.68 1.35 2.50 
45º 2.95 2.30 2.76 2.46 4.23 2.57 2.77 2.42 2.45 2.07 1.23 2.21 
75º 2.70 2.23 3.02 2.68 1.96 2.92 2.36 1.98 3.06 2.37 1.71 1.61 
90º 2.70 2.42 3.00 2.88 2.12 2.50 1.99 1.93 2.89 2.91 1.65 1.78 
Table 1. Pilling feature vectors for images with varying rotations 
 
  
Figure 5. Reconstructed base texture from scales 2 and 3 detail images (left column), pilling from 
scales 4 and 5 detail images (middle column), and scales 2 to 5 detail images (right column) for 
images with varying rotations, 0º, 3º, 6º, 9º, 12º and 15º. 
 Robustness to image dilation 
To evaluate the robustness of the method to image dilation, a 10241024 pixel image was resized to 
a 512512 pixel image using the Matlab function B=imresize(A,m) [20], which returns an image B 
that is m times the size of A, using nearest-neighbor interpolation. When m is equal to 0.5, the 
nearest-neighbor interpolation is an operation to keep every second pixel. The wavelet transform 
decomposes an image at a resolution step equal to two. Therefore, the details of the new image at 
scale n correspond to the details of the original image at scale n+1，as observed in Figures 6 and 7.  
Figure 6 is the reconstructed detail and approximation images at scales 1 to 7 of the resized 
512512 pixel image. Figure 7 is the reconstructed detail and approximation images at scales 1 to 7 
of the original 10241024 pixel image. The pilling information at scales 3 and 4 in Figure 6 is 
translated to scales 4 and scale 5, respectively, in Figure 7. The pilling images identified from those 
detail images are identical as shown in Figure 8. The pilling feature vectors are also nearly the same 
(see Table 2). The small difference is probably due to the interpolation process. So the method is 
effectively dilation invariant if the image size is dilated by 2i (i=±1, ±2, ±3,…).  
When the dilation step is not equal to an integer multiple of the decomposition resolution step, the 
details of the original image at scale n will not translate to scale n±i (i=1,2,3,…) details of the 
dilated image and may be separated into two adjacent scales.  So the method is sensitive to image 
size variation of non-integer multiple of two. 
Normally, the size of the obtained image is dependent on the size of the pilled area, the distance 
between the fabric sample and the imaging system, and the magnification of the imaging system. 
When they are fixed, the size of the image is also constant.   
 
 
 
 Direction -75º -45º -15º 15º 45º 75º -75º -45º -15º 15º 45º 75º 
Original 
Scale 4 Scale 5 
3.10 2.11 2.53 2.66 2.29 3.12 2.97 1.80 1.89 1.91 1.84 2.84 
Resized 
Scale 3 Scale 4 
3.19 2.30 2.68 2.77 2.44 3.19 3.01 1.88 1.98 1.98 1.94 2.88 
Table  2. Pilling feature vectors from original image and resized image 
 
 
Figure 6. Reconstructed scales 1 to 7 detail images and scale 7 approximation image of 512512 
pixel pilled fabric image. 
 
  
Figure 7. Reconstructed scales 1 to 7 detail images and scale 7 approximation image of 10241024 
pixel pilled fabric image. 
 
 
Figure 8. Reconstructed pilling images from Figure 7 scales 4 and 5 detail images (left) and from 
Figure 6  scales 3 and 4 detail images (right). 
 
 Robustness to image brightness variation  
It was noticed that the image brightness variations caused by fabric surface unevenness and 
background illumination are the lowest frequency parts of an image and usually represented by the 
deeper scale detail and approximation images. The pilling information is represented by initial scale 
details (higher frequency bands). When the brightness of an image is adjusted by adding a constant 
value to each pixel (positive value to brighten and negative value to darken), a zero frequency 
component is added to the image. It only affects the last scale approximation image and not the 
detail images. The method should be robust to variation in the brightness of the image.  
By adding 30 and subtracting 30 to each pixel gray-scale value of the original image, two images 
were created, one is brighter and the other one is darker as shown in the first row of Figure 9. The 
second row of Figure 9 is their associated pixel histogram distributions. For an 8-bit gray image, the 
histogram x-axis will span the values from 0 to 255, and the y-axis will give the frequency of each 
x-axis pixel value in the image. When the resultant pixel value, following brightness adjustment, 
exceeds the span 0 to 255, the negative values are truncated to 0 and the overflow values to 255. 
When this happens, the pixel counts will accumulate at the edges of the histogram as shown in the 
second row in Figure 9.  
Scale 4 5 
Direction -75º -45º -15º 15º 45º 75º -75º -45º -15º 15º 45º 75º 
-30 2.88 2.13 2.49 2.71 2.42 3.01 2.89 1.65 1.77 1.99 1.93 2.88 
original 2.89 2.13 2.49 2.71 2.42 3.01 2.89 1.65 1.77 1.99 1.93 2.89 
+30 2.88 2.12 2.48 2.70 2.41 3.00 2.88 1.65 1.76 1.98 1.92 2.88 
Table 3. Pilling feature vectors of images with variant brightness 
 
  
Figure 9. Different brightness images and their pixel histogram distributions. 
 
 
Figure 10. Last scale approximation images and identified pilling images from (left column) 
darkened image, (middle) original image, and (right) brightened image. 
 
The results in Figure 10 (second row) show that the pilling identified from images with different 
brightness is identical, which is confirmed by the extracted pilling feature vectors in Table 3. The 
 brightness variation of these three images is captured in the last scale approximation images as 
shown in the first row of images in Figure 10.  
The above results suggest the method is brightness invariant. 
Robustness to image contrast variations 
To evaluate the method’s robustness to contrast variance, two images with increasing and 
decreasing contrast from the base image were created by using Matlab function 
J=Imadjust(I,[low_in high_in],[low_out high_out]) [20]. The function maps the values in an 8-bit 
gray scale image I to new values in J such that values between low_in and high_in match values 
between low_out and high_out. Values below low_in and above high_in are clipped.  
The high-contrast gray scale image is obtained by function J=imadjust(I,stretchlim(I),[0 1]), 
where stretchlim(I) [20] finds the [low_in high_in] intensity pair by adjusting the image contrast 
until 1% of pixels are saturated at low and high intensities. For the base image, the [low_in high_in] 
values were equal to [0.17 0.86]. By remapping the pixel intensity values between 43 and 222 to fill 
the entire intensity range [0, 255], the contrast of the base image is increased (see Figure 11 right-
hand column images). The low-contrast gray-scale image was obtained by remapping the pixel 
intensity between 43 and 222 [0.17 0.86] to a narrower range of [2550.3 2550.7], which is shown 
as the left-hand column images of Figure 11. 
The third row of Figure 11 shows the pilling information identified from the above three images 
with variant contrast by reconstructing scales 4 and 5 detail images. These images are displayed as a 
gray scale intensity image. The lowest value of the bar below displays in black; the highest value 
displays in white. Values in between are displayed in intermediate shades of gray, using the 256 
gray levels. The three pilling images are identical except for their intensity ranges. Therefore, the 
pilling identification method is contrast invariant. This would be expected because the change in the 
 image contrast does not affect the frequency and spatial distribution of the information contained in 
an image.  
As the detail images detect the brightness variation or contrast at different scales, the identified 
pilling image is also a representation of the contrast caused by the pilling. When the contrast of the 
image is changed, the contrast between the pilling and its surrounding is also changed. Because the 
intensity value of the reconstructed pilling images was taken as an indication of the height and size 
of the fuzz and pill, and it was used to calculate the pilling features, the change in the image 
contrast will have an impact on the pilling features. Table 4 shows the pilling feature vectors 
extracted from the reconstructed pilling images for the low-contrast image ([0.3 0.7]), original base 
image ([0.17 0.86]) and high-contrast image ([0 1]). These pilling feature vectors are the same 
vector multiplied by different magnitude/ratios. The ratio is in direct proportion to the difference in 
contrast between the images.  
The above results suggest that the change in the image contrast does not affect the pilling 
identification and the pilling feature vector’s direction in the pilling feature space, and as long as all 
images are adjusted to have the same contrast level, their pilling feature vectors are comparable and 
can be used as a measurement of their pilling intensity.   
  
Figure 11. Different contrast images, their histogram distributions and identified pilling. 
 
Scale 4 5 
Direction -75º -45º -15º 15º 45º 75º -75º -45º -15º 15º 45º 75º 
[0.3 0.7] 1.64 1.21 1.42 1.54 1.38 1.71 1.65 0.94 1.01 1.13 1.1 1.64 
Ratio 1.76 1.76 1.75 1.76 1.75 1.76 1.75 1.76 1.75 1.76 1.75 1.76 
[.17 .86] 2.89 2.13 2.49 2.71 2.42 3.01 2.89 1.65 1.77 1.99 1.93 2.89 
Ratio 1.42 1.42 1.43 1.42 1.42 1.42 1.42 1.42 1.42 1.42 1.42 1.42 
[0 1] 4.1 3.03 3.55 3.86 3.44 4.28 4.11 2.35 2.52 2.83 2.74 4.11 
Table  4. Pilling feature vectors of images with different contrast 
  
 CONCLUSION 
This work has further evaluated the robustness of the earlier method based on the two-dimensional 
dual-tree complex wavelet decomposition and reconstruction to identify fabric pilling and 
objectively measure the pilling intensity. The results suggest that the pilling identification method is 
robust to significant variation in the brightness and contrast of the image, rotation of the image, and 
2i (i is an integer) times dilation of the image.  The pilling feature vector developed to characterize 
the pilling intensity is robust to the brightness change and sensitive to large rotations of the image. 
It requires all images be arranged such that the illumination is coming from the same direction. The 
variance in the contrast of the image does change the magnitude of the pilling feature vector, but not 
the direction of the pilling feature vector. As long as all images are adjusted to have the same 
contrast level, the pilling feature vector provides an objective measurement of the pilling volume. It 
can be used to classify the pilling intensity. 
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