Monitoring the Topography of a Dynamic Tidal Inlet Using UAV Imagery by Long, Nathalie et al.
Monitoring the Topography of a Dynamic Tidal Inlet
Using UAV Imagery
Nathalie Long, Bastien Millescamps, Benoˆıt Guillot, Fre´de´ric Pouget, Xavier
Bertin
To cite this version:
Nathalie Long, Bastien Millescamps, Benoˆıt Guillot, Fre´de´ric Pouget, Xavier Bertin.
Monitoring the Topography of a Dynamic Tidal Inlet Using UAV Imagery. Remote




Submitted on 1 Jul 2016
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
remote sensing  
Article
Monitoring the Topography of a Dynamic Tidal Inlet
Using UAV Imagery
Nathalie Long 1,*, Bastien Millescamps 1, Benoît Guillot 2, Frédéric Pouget 1 and Xavier Bertin 1
1 Littoral, Environnement et Sociétés, Université de la Rochelle—CNRS, 2 rue Olympe de Gouges,
La Rochelle 17000, France; bastien.millescamps@univ-lr.fr (B.M.); frederic.pouget@univ-lr.fr (F.P.);
xavier.bertin@univ-lr.fr (X.B.)
2 Environnements et Paléoenvironnements Océaniques et Continentaux, Université de Bordeaux—CNRS,
Allée Geoffroy Saint-Hilaire, Pessac 33615, France; benoit.guillot@u-bordeaux.fr
* Correspondence: nathalie.long@univ-lr.fr; Tel.: +33-05-4650-7633
Academic Editors: Deepak R. Mishra, Richard W. Gould Jr. and Prasad S. Thenkabail
Received: 31 December 2015; Accepted: 27 April 2016; Published: 6 May 2016
Abstract: Unmanned Aerial Vehicles (UAVs) are being increasingly used to monitor topographic
changes in coastal areas. Compared to Light Detection And Ranging (LiDAR) data or Terrestrial
Laser Scanning data, this solution is low-cost and easy to use, while allowing the production of a
Digital Surface Model (DSM) with a similar accuracy. Three campaigns were carried out within a
three-month period at a lagoon-inlet system (Bonne-Anse Bay, La Palmyre, France), with a flying
wing (eBee) combined with a digital camera. Ground Control Points (GCPs), surveyed by the
Global Navigation Satellite System (GNSS) and post-processed by differential correction, allowed
georeferencing DSMs. Using a photogrammetry process (Structure From Motion algorithm), DSMs
and orthomosaics were produced. The DSM accuracy was assessed against the ellipsoidal height of a
GNSS profile and Independent Control Points (ICPs) and the root mean square discrepancies were
about 10 and 17 cm, respectively. Compared to traditional topographic surveys, this solution allows
the accurate representation of bedforms with a wavelength of the order of 1 m and a height of 0.1 m.
Finally, changes identified between both main campaigns revealed erosion/accretion areas and the
progradation of a sandspit. These results open new perspectives to validate detailed morphological
predictions or to parameterize bottom friction in coastal numerical models.
Keywords: UAV photogrammetry; coastal monitoring; tidal inlet; sandspit
1. Introduction
Due to their exposure to both marine and terrestrial natural processes as well as anthropogenic
activities, coastal environments can exhibit fast morphological changes. To improve the knowledge
about these processes, a first step is often to perform repetitive topographic surveys. In particular,
the morphology of small estuaries and inlets evolves very quickly and can change drastically within
several weeks only. Therefore, accurate data with a high temporal frequency are often required [1–4]
and several solutions have emerged over the last decade. Satellite images were used to delineate
coastal landforms and to demonstrate their temporal changes [5–8]. Digital Surface Models (DSM)
can also be generated from tri-stereo images, as was recently achieved with Pleiades images [9,10].
Light Detection and Ranging (LiDAR) and Terrestrial Laser Scanning (TLS) allow the generation of
accurate DSMs in coastal areas with a comparable spatial resolution [11–13]. However, the availability
of satellite images is not guaranteed under bad weather conditions while the high cost of LiDAR and
TLS acquisition can limit the number of campaigns.
Atlantic European coasts are exposed to winter storms that can induce coastal damage [14,15].
In France, the retreat of the coastline can reach several tens of meters per year [16] and impact
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infrastructure located on the beachfront, with significant socio-economic consequences. To monitor
these rapid and substantial morphological changes, an Unmanned Aerial Vehicle (UAV) combined
with a digital camera appears as an attractive solution. Indeed, several studies have demonstrated
the performance of this technique in coastal areas, with a vertical accuracy of the DSM of the order of
˘10 cm [17–19]. While UAVs are limited by meteorological conditions (wind speed has to be typically
lower than 70–80 km/h along with no rain) and the size of the study area (typically of the order of
1 km²), they are able to collect images that allow the generation of a three-dimensional (3D) point cloud
and DSM by a process of photogrammetry. The accuracy of the resulting DSM was already shown
to be similar to that of LiDAR data [20]. Several types of UAVs with different on-board sensors are
available, adapted for each type of environment [21,22]. Compared to other methods discussed above,
UAVs combine several advantages that were summarized by Gonçalves and Henriques [17]: (1) a high
level of automation of photographic survey; (2) a very low operating cost; (3) a high repeatability of the
survey; (4) the possibility to obtain aerial photography with centimetric resolution. In addition, UAV
mapping methods are evolving quickly and are subjected intense developments. Thus, Jutzi et al. [23]
combined a camera and an active sensor (lightweight laser-scanner line) to produce DSMs in complex
environments without ground control points. Other innovations concern visualizing data from UAVs
in 3D on a virtual globe, both in real time and after landing [24].
This study aims at assessing the applicability of photogrammetry from UAV to a lagoon-inlet
system, to generate high resolution DSMs and provide a detailed description of the morphological
changes that the inlet experienced over a three-month summer period.
2. Study Area
The study area corresponds to the Bonne-Anse Lagoon-Inlet system, located at the mouth of
the Gironde Estuary, in the central part of the Bay of Biscay (Atlantic coast, La Palmyre, France).
This lagoon-inlet was selected because of the fast evolution of this system, mostly intertidal under
spring tides. The mouth of the bay is 2 km long and 1.5 km wide. This tidal inlet is composed
of well-developed flood and ebb deltas and a main channel, which allows navigation to the small
recreational harbor of La Palmyre City (Figure 1). The shape of the inlet itself evolves very quickly,
moving from a convex to a concave shape. Over the past 15 years, the main channel migrated to the
southeast at a mean rate of 93 m¨year´1 with a maximum value of 193 m¨year´1 [7,8].
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Figure 1. Location of the study area (A) on the Atlantic coast of France; (B) the Bonne-Anse 
Lagoon-Inlet; and (C) the study area (Lambert 93 Projection). 
Figure 1. Location of the study area (A) on the Atlantic coast of France; (B) the Bonne-Anse Lagoon-Inlet;
and (C) the study area (Lambert 93 Projection).
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3. Materials and Methods
3.1. UAV Characteristics
The UAV data used in this study were obtained using the eBee flying wing, developed by the
SenseFly Company (Cheseaux-sur-Lausanne, Switzerland). This flying wing is a very light UAV
(700 g with the camera) and its wingspan is 96 cm (Figure 2). eBee is an autonomous UAV with an
on-board artificial intelligence system, which analyzes data from an Inertial Measurement Unit (IMU)
and an on-board GPS to optimize every aspect of its flight. The main advantage of this flying wing
compared to a multicopter is the size of the overflow area per flight but the wind speed has to be
lower than 40 km/h. A lithium polymer battery provides at least 50 min of continuous operation.
A radio linked (2.4 GHz) by a modem allows communications between the software/pilot and the
UAV up to a distance of 3 km. The flight is operated with the eMotion® software, provided with
the eBee. This software allows planning the flight before the mission and to interact with the UAV
during the flight. All the parameters, such as the height of the flight, the overlap between the images
or the images’ spatial resolution, are user-specified before each flight. A flight simulation, where a
fixed wind speed and direction are considered, allows verifying the overflow area and the autonomy
of the UAV (or if several flights are needed). The number of photos, the flying time and the surface
of the covered area are also computed through this simulation. After the flight, the same software
is used to georeference all the images according to the flight effectively performed recorded by the
onboard GNSS.
The UAV is equipped with a CANON Powershot ELPH110 HS RGB camera with a resolution
of 16.1 Mpixel. Its focal length ranges from 4.3 mm and 21.5 mm, which for a flight height of 150 m,
for example, yields a ground sampling distance of 4.69 cm.
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Figure 2. eBee UAV during a field campaign, in flight and the hardware.
3.2. Photogrammetry Process
To monitor coastal topography, a 3D analysis is required. For a 3D reconstruction,
a photogrammetry process is used, based on the Structure From Motion (SFM) algorithm.
The photogrammetry is a technique which allows reconstructing a relief from several stereoscopic
images of the same object. Basically, the SFM algorithm allows reconstructing a 3D scene geometry
from a set of images of a static scene by matching features on multiple images. A 3D point cloud
is generated and georeferenced using ground control points (hereafter GCP). The SFM algorithm is
based on a multi-view of the scene and the redundancy of the information allows the success of this
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process [25–27]. Mancini et al. [19] have compared the accuracy of the DSMs generated from TLS data
and UAV data using the SFM algorithm and showed that the elevation accuracies were similar.
The SFM algorithm is available in several softwares to generate DSMs and orthomosaics. Free or
open-source software such as Cloud Compare, Mic-Mac [28] or Opensource Photogrammetry can
also be used. We have chosen the Agisoft Photoscan® Professional Edition software (version 1.1.6),
which is well suited to UAV image processing [29]. The workflow proposed by Photoscan to generate
a DSM is divided into different steps and uses a well-known photogrammetric approach (Figure 3).
The first stage is the image alignment. At this stage, common points on images are identified and
matched, as well as the position of the camera for each image. The camera calibration parameters are
refined. The values for the initial camera parameters are taken from the EXIF (EXchangable Image file
Format) header:
‚ fx, fy: focal length in x- and y-dimensions measured in pixels,
‚ cx, cy: principal point coordinates, i.e., coordinates of lens optical axis interception with
sensor plane,
‚ skew: skew transformation coefficient,
‚ k1, k2, k3: radial distortion coefficients,
‚ p1, p2: tangential distortion coefficients.
GCPs are introduced in the model to perform the image alignment. Each GCP is manually
assigned to one image where the target is visible and recognizable, and then automatically assigned to
every other image that contains the same GCP. This step is concluded by a last optimization image
alignment. The possible non-linear deformations of the model can be removed by optimizing the
estimated point cloud and camera parameters based on the known reference coordinates. During this
optimization, estimated point coordinates and camera parameters are adjusted to minimize the sum of
reprojection errors and reference coordinate misalignment errors.
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Figure 3. General overview of methods, starting with the preparation of overflight drone campaigns
until the determination of DSM and orthomosaic accuracy by GNSS data (profile and ICPs).
Then, a dense point cloud is co puted, georeferenced in a real- orld coordinate syste , and a
triangular mesh is built. Lastly, the mosaic of images is draped on the mesh to produce an orthomosaic.
The results (DSM and orthomosaic) are exported according to a selected projection system and a
spatial resolution.
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3.3. Field Campaigns and Data Acquisition
3.3.1. Image Acquisition
To study the spatial variability of the topography of the Bonne Anse Lagoon-Inlet, three campaigns
were executed in June, September and October 2015. The same flight plan was used: three flights were
necessary to cover the whole area. Campaigns 1 (16 June 2015) and 2 (28 September 2015 and 2 October
2015) cover the whole study area (three flights per campaign). On the 2 October 2015, an additional
flight was realized at a lower altitude (50 m) over the flood delta (campaign 3), in order to provide a
higher spatial resolution (Figure 3). The height of the flights was about 149 m above the ground level
(AGL) on average for the two first campaigns, which yields images with a 4.6 cm spatial resolution.
For the third campaign, the 50 m AGL yielded a spatial resolution of 2 cm. The latitudinal overlap was
60% and the longitudinal overlap was 75%. The flight plans were prepared on the eMotion® software
and the mission area was saved in order to repeat the same mission from one campaign to another.
Only the direction of the flight was adapted to the wind direction, considering that the UAV has to fly
against the wind to provide better-quality images. Around 700 photos were recorded to cover this area
of about 400 ha (Figure 3).
The meteorological conditions and the tidal level varied between the three campaigns:
for campaign 1, the wind was very irregular with strong gusts; the UAV lost its trajectory several times
and had to come back on the right trajectory. For campaigns 2 and 3, the wind speed was moderate
but regular, and in October, the wind speed was very low so the flights occurred without any problem.
The tidal range was slightly different: 3.95 m for campaign 1 against 4.75/4.10 m for campaigns 2 and 3
(Table 1).
Table 1. Meteorological conditions, tidal ranges and tidal levels with respect to marine charts datum
for the three campaigns.
Date Wind Speed (m/s) Wind Direction (˝) Tidal Range (m) Tidal Level (m)
16 June 2015 5–7 20 3.95 1.15
28 September 2015 9–11 70 4.75 0.80
2 October 2015 2 70 4.10 1.15
3.3.2. GNSS Surveys
GCPs are required for the georeferencing. In natural environments in general and in coastal areas
in particular, a few time-invariant objects can usually be identified. Therefore, artificial targets were
also used: white sheets of paper were deployed on the ground and were partially buried because of the
wind. These artificial targets were placed and their coordinates were surveyed, just before low tide, to
realize the flight before the rising tide. Forty-six and 56 targets were placed and surveyed using GNSS
receivers for the two first campaigns, respectively. For the third campaign, 24 GCPs were acquired
(Figure 3). GCPs were roughly equally dispatched with two GNSS receivers (Figure 4). For campaign
2, a 677 m GNSS profile with 529 points was also surveyed, crossing the flood delta in front of the
harbor entrance (Figure 4b). Then, to evaluate vertical and horizontal errors, complementary GNSS
measurements were carried out in February 2016 on stable areas of the study site (sea promenade, bike
path and parking lot). A total of 25 independent check points (ICPs) were surveyed (Figure 4a,b).
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fixed station was performed for all the observations obtained on the ground. The first GNSS receiver
used was a GeoXH (Trimble) decametric GNSS and it was used only for campaign 1. The data was
post-processed following a Post-Processing Kinematic (PPK) method, with the base station of “Royan”
(at a distance of 13 km to the southeast of the study area), using the GPS Pathfinder (Trimble) software.
This base station is a permanent GNSS station, part of the French Geographical Institute GNSS Network
(IGN-RGP). Considering the extension of the surveyed area, a second GNSS receiver, a Topcon Hiper
Pro, was used to complete the topographic acquisitions. The data acquired with this receiver was
post-processed with the same PPK method. The software used for this post-processing was RTKLib,
an open-source software [30]. The measuring time was 2 min for each point, with a time step of 1 s.
The respective heights of the GNSS antenna and the base were measured for each campaign and
used for the post-processing. All field data were acquired in WGS84. Applying this methodology, an
interruption of the radio connection between the base and the receiver does not disturb the survey and
allows a guaranteed vertical absolute precision better than 8 cm and an horizontal absolute precision
around 1 cm, according to comparisons previously performed by our group at several geodetic points.
3.4. Vertical and Horizontal Discrepancy
To assess the vertical accuracy of UAV-derived DSMs, the arithmetic average discrepancy and the
root mean square discrepancy (RMSD) were calculated based on the difference between the ellipsoidal
height measured with GNSS (ICPs and profile) and extracted from DSMs at these coordinates (Figure 3).
These data were also compared against LiDAR data, originating from a topographic survey performed
from 16 June 2010 to 13 October 2010 by the French Geographical Institute (IGN) using an airborne
laser. The digital terrain model is in the form of a regular grid with a cell size of 1 m ˆ 1 m, derived
from LiDAR points.
To assess the horizontal accuracy, the distance between the location of ICPs determined with
GNSS and the position given by orthomosaics (white markings on the ground) was measured.
This assessment was made possible thanks to the high spatial resolution of orthomosaics (4.6 cm/pix).
3.5. Spatial Analysis
The DSMs and the orthomosaics were analyzed within a geographical information system (GIS)
based on the ArcGIS® software 10.2 (Esri Company, Redlands, CA, USA). The results were exported
in a Lambert 93 projection. First, the difference between the DSMs of the first two campaigns was
computed and the areas of erosion and accretion were quantified. In order to perform a consistent
comparison between both DSMs, a mask was produced to keep only surfaces that were emerged for
both campaigns. Changes in the volume of the sandspit located to the south of the study area were also
quantified. Finally, a profile was extracted at the end of the sandspit to illustrate the potential of the
UAV solutions to quantify detailed morphological changes. This spatial analysis was first performed
on a large scale (400 ha), in order to identify the main morphological changes. A finer-scale analysis
was also performed over a smaller area (33 ha) to highlight small 3D morphological features that are
hardly identifiable from satellite images or other data.
4. Results
The first two campaigns were composed of three flights per campaign, which were processed all
at once (Figure 5). The last campaign was composed of one flight. The following section presents the
DSM and orthomosaic results and their accuracy, evaluated against the GNSS profile and ICPs.
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Figure 5. Illustration of the different stages of the photogrammetric process at the flood delta sand bank:
alignment of images, creation of point cloud, creation of dense point cloud, creation of model texture.
4.1. Image Processing
For each flight, images were georeferenced using the Post-flight Manager tool of the
eMotion software. All bright surfaces and water surfaces were masked to avoid error during the
photogrammetry process. Image alignment was performed with “high” accuracy and “reference” pair
preselection options of Photoscan software (Figure 5). A higher-accuracy setting helps to obtain more
accurate image position estimates. In the “reference” preselection mode, the photos overlapping pairs
were selected based on the measured image locations. The GCPs were imported, correctly assigned
on each image manually and the orientation process was optimized. Optimizing images during the
photogrammetric process resulted in small changes of camera parameters (Table 2).









fx 3212.47 3272.45 3274.76 3267.49
fy 3212.47 3273.17 3275.59 3268.28
cx 2304 2334 2334.12 2333.6
cy 1728 1805.71 1808.93 1811.37
skew 0 1.44195 1.36224 1.19702
k1 0 ´0.0418731 ´0.0422142 ´0.0409088
k2 0 0.0426406 0.0424654 0.0421629
k3 0 ´0.0220919 ´0.0217889 ´0.0223425
k4 0 0 0 0
p1 0 0.00422248 0.00434259 0.00435362
p2 0 0.00256945 0.00258894 0.00246941
The resulting residual error computed on GCPs is very close between the three campaigns and
around 0.3 pixel on average, with one outlier at 0.97 pixel for the first campaign (Table 3). However,
the error di tribution ranges from 0.1 and 1 for campaign 1 with a modal class at 0.3 pixel; for the
seco campaign, the ror distribution is narrower and center d on the v lue of 0.4 pixel. For the
ird campaign, the modal class is 0.2 pixel (Figure 6). The adverse weather conditions in June
first campaign may explain the outlier of campaign 1.
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filt i ti s of Photoscan. These settings help to reduce processing time when d aling with a large
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Figure 8 shows the DSMs obtained for each campaign. Except in areas where not enough tie
points were found or water coverage differed between campaigns 1 and 2, the overlap between the
two full DSMs is good. Outside the anthropized area, the ground is relatively flat and smooth and
its height ranges from 45 and 47 m, except at the end of the sandspit where some dunes reach 49 m.
In order to demonstrate the relevance of this high spatial density of data, a DSM was generated on the
central sand bank with a grid size of 2 cm and several levels of zoom are shown in Figure 8c. The first
two levels of zoom in the left panels show the development of tidal dunes with a wavelength of the
order of 10 m and a height of 0.3 m. The third zoom level in the right panel shows the development of
superimposed bedforms with a wavelength of the order of 1 m and a height of 0.10 m.
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Figure 8. DSMs obtained from the three campaigns: (a) campaign 1; (b) campaign 2; and (c) campaign 3.
The spatial resolutions are 20 cm for (a) and (b) and 2 cm for (c). Isolines computed over 5-m-resolution
DSMs were superimposed every 0.5 m to improve the representation of the morphology on figures a–c.
Grey areas correspond to lack of tie points. White areas correspond to no data (inside the sand banks).
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4.2.2. Vertical Accuracy of Digital Surface Models
‚ With the GNSS profile
To assess the vertical accuracy of the DSMs, the ellipsoidal heights of the GNSS profile surveyed
during campaign 2 (Figure 4) were compared against the heights of the points extracted from the DSM
at the same coordinates (Figure 9a). The DSM heights are close to that of the GNSS profile, although
with a slight positive bias of the order of 10 cm. Some larger differences appear at the beginning of the
profile (first 100 meters) and correspond to the trough of bedforms where water was still present and
caused disturbance in the photogrammetry process. The histogram of the height difference between
the DSM and the GNSS profile shows that the main part of the vertical errors ranges from 5 to 15 cm
(Figure 9b). The arithmetic average discrepancy is 6.78 cm and the root mean square discrepancy is
9.44 cm. The precision of the GNSS surveys and the precision of the DSM were added to produce
a conservative cumulative error of ˘20 cm. Since the GNSS profile has only been surveyed during
campaign 2, this cumulative error is only valid for this campaign.
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‚ With independent control points
To determine the vertical accuracy of DSMs for the entire study, error calculations were made
on the ICPs. ICPs were surveyed within the whole anthropized area located to the north of the study
area. Those ICPs consist of ground markings that can be considered as invariant between campaigns
(Figure 4).
The scatter plot of the ICPs’ ellipsoidal height between DSM data and GNSS data (Figure 10)
shows firstly that the scatter is small and comparable for the three datasets considered (campaigns
1, 2 and LiDAR). The root mean square discrepancy (RMSD) is 17 cm for campaign 1 and 16 cm for
campaign 2, with a slight negative bias of ´0.08 m and ´0.07 m, respectively. The LiDAR data are
slightly less accurate, with a RMSD of 0.21 m and a slight positive bias of 0.08 m. Here, we referred to
discrepancy rather than error because GNSS data have their own errors. Since the same GNSS were
used to position GCPs used in the photogrammetry process, the errors associated with DSM and GNSS
data are not strictly independent, and therefore the computation of total error is not a trivial task.
Alternatively, we adopted a conservative approach where we linearly summed the error estimation of
the GNSS data and the RMSD of the DMS data described above. This process resulted in a cumulative
error of ˘27 cm. Because ICPs were surveyed on stable areas in time, and therefore used in all DSMs,
this cumulative error is used to define a vertical accuracy of UAV-derived DSMs.
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Figure 11. Horizontal differences between rtho osaics from campaigns 1 and 2.
The horizontal error given for the GNSS receiver (1 cm) and the operator error when measuring
the difference between ICPs and orthomosaics (2 pixels which is 9.2 cm) must be added to the first error,
which results in a xy cumulative error f ˘23 cm. Because ICPs were surveyed on stable areas used in
all orthomosaics, this cumulative er or was used to define a horizontal a curacy of the orthomosaics.
4.4. Morphological Changes
At the scale of the whole tidal inlet, the comparative study of these DSMs shows that significant
changes are restricted to a few areas only, while the main part of the system remained stable within the
accuracy of our method (Figure 12). Among the areas where significant changes occurred, the terminal
portion of the sandspit of Bonne-Anse Bay progressed by about 100 m while it significantly eroded
updrift. Around the inlet main channel, a new channel appeared, cutting the ebb delta sand bank.
Also, the main channel globally enlarged over the studied period.
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A first result of this analysis is the loss of sediment upstream and the gain of sediment 
downstream. The sedimentary budget of the sandspit area is positive, with a gain of about 13,000 m3. 
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Figure 12. Ellipsoidal height difference during the studied period (from campaign 1 to campaign 2).
The results are presented on the orthomosaic of the campaign 2. The shade of red corresponds to areas
where erosion occurred and the shade of green corresponds to areas where accretion occurred. Light
grey means that the changes are not significant according to the margin of error computed previously.
Dark grey areas correspond to lack of tie points and white areas to no data. The arrow corresponds to
the location of the topographic profile plotted on Figure 13.
Over the main part of the study area, changes are included within the error interval (˘0.27 m)
(Figure 12), which shows that the mouth of the bay remained globally stable between June and October
2015. The largest morphological changes took place at the sandspit, with vertical differences ranging
from ´1.77 to + 2.27 m.
A first result of this analysis is the loss of sediment upstream and the gain of sediment downstream.
The sedimentary budget of the sandspit area is positive, with a gain of about 13,000 m3. Erosive areas
(yellow, orange and red in Figure 12) lost about 37,300 m3, while areas in accretion (shades of green)
earned about 50,300 m3. The cross-shore profile of Figure 13 illustrates that this sediment accretion
reached about 1.6 m vertically over a distance of 115 m.
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5. Discussion
The morphological changes of a lagoon-inlet system were monitored over a three-month
period for the first time by means of UAV-based photogrammetry. Compared to similar studies
realized in a coastal environment [17,19], our UAV solution was deployed over a larger surface area
(400 ha vs. a few tens of ha) and repetitively, which allowed characterizing topographic changes with
a high resolution and quantifying erosion/accretion patterns. This section discusses the relevance
of our method compared to classical LiDAR and GNSS methods and also provides an example of
interpretation of the observed morphological changes.
5.1. Relevance of the UAV Method Compared to GNSS and LiDAR
The vertical accuracy of the method presented in this study was shown to be of the order of
17 cm, which is comparable to LiDAR or TLS surveys but slightly less accurate than GNSS-based
surveys [19,31]. Compared to LiDAR surveys, the method proposed here is several orders of magnitude
cheaper, while providing two orders of magnitude finer spatial resolution [11–13]. Compared to GNSS
surveys, the new method is much faster while providing much denser spatial information, although
with a slightly lesser accuracy [31]. This vertical accuracy was calculated from ICPs located in the
limit of the area covered by the UAV flight where the number of images decline to values between
two and four (Figure 7): it is thus expected that our error estimate is conservative. Furthermore,
the strong crosswind during the campaign in June generated oblique images unusable during the
photogrammetric process. In the next field missions, it will be important to extend the flight plan in
order to have a better recovery of peripheral areas. The comparison between DSMs of the two main
campaigns and LiDAR from 2010 confirms the quality of the DSMs derived from the UAV images
(Figure 10).
Lagoon-inlet systems correspond to particular environments where access is difficult due to the
presence of many channels. The solution used in this study allows computing a DSM at very high
resolution while being non-intrusive. In addition, classical LiDAR and GNSS topographic surveys,
which usually allow computing DSMs with a spatial resolution in the range of 1–10 m, would offer a
very rough representation of the largest tidal dunes imaged with our UAV solution (Figure 8) while
the smallest bedforms would not be represented at all. This decisive improvement would, for instance,
allow investigating residual sediment transport, which is indicated by the slip face of the dunes.
Another perspective would be to improve the parameterization of bottom friction in hydrodynamic
numerical models based on the dimension of these bedforms.
5.2. Interpretation of the Morphological Changes at the Sandspit
As shown in the previous section, the main morphological change during the surveyed period
concerns the development of the sandspit by more than 100 m. Even if GCPs are absent close to the
erosion area (to the south of the sandspit, shade of red color on Figure 12), it can be assumed that the
accuracy of the DSM in this area is similar to that computed previously. Indeed, the image recovery on
this area is up to six images for both campaigns, suggesting that the photogrammetry process was
accurate. This sediment accretion roughly balances the erosion that occurred updrift, although the
sediment balance remains positive over this three-month period. While the development of sandspits
is well documented and explained by the presence of longshore currents driven by the breaking of
oblique waves, the amount of sand moved for a summer period remains exceptional for the study
area. Indeed, Chaumillon et al. [7] showed that, during the summer period, offshore swells tend to be
smaller, of shorter period and originate from the northerly direction so that the study area was exposed
to residual waves with significant height in the range of 0.1–0.5 m. Such small waves would not be
energetic enough to move volumes of sand of the order of 50,000 m3. In order to better understand
this surprising behavior, we analyzed a time series of wave height measured offshore of the study area
(Figure 1, 1.83˝W; 45.91˝N, water depth = 50 m) over 2014–2015. Figure 14a reveals the occurrence
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of several events inducing wave heights larger than 5 m in August and September, which is rather
uncommon for the study area and corresponds to winter conditions [16]. To evaluate the local effect of
these uncommon storm waves in summer, we extended the wave hindcast presented in Chaumillon et
al. [7] up to December 2015. This computation revealed firstly the occurrence of two events in August
and September, characterized by waves of significant height exceeding 1.5 m in front of the inlet, which
usually occurs in winter. We also forced the simple Coastal Engineering Research Center (CERC) [32]
longshore transport formula with wave parameters at breaking extracted from this hindcast and
followed the methodology described in Bertin [33] (Figure 14b). The cumulated longshore transport
was estimated to be 31,000 m3 over the studied period, which is about three times larger compared
to classical summers. Indeed, the cumulated longshore transport over the studied period represents
about 20% of the yearly value, while the summer contribution of the yearly longshore transport is
usually less than 10% considering the 36-year hindcast of Bertin [33]. However, morphological changes
are controlled by the divergence of sand fluxes and not the potential longshore transport as computed
here. In the present case, our computation can only explain that the sediment accretion that occurred
at the tip of the sandspit results from a combination of the longshore transport that takes place along
the whole spit and the erosion area that developed immediately updrift. The physical processes
responsible for these morphological changes will have to be analyzed in detail using the process-based
modeling system under development in our lab [34]. The detailed morphological changes evidenced
from our UAV image mapping will be of great help to validate our modeling system.
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dense spatial information (4.6 cm horizontal resolution). From three campaigns spanning a 
three-month period, DSMs and orthomosaics were produced. GCPs were used to georeference the 
DSMs and the comparison with GNSS data (profile and ICPs) demonstrated the good accuracy of 
our method, with a root mean square discrepancy lower than 17 cm, which is slightly better than 
that of the LiDAR data acquired in this area in 2010. Based on this accuracy, a differential map was 
computed, which revealed that the main part of the study area remained stable, although the inlet 
channel tended to enlarge and the sandspit prograded by more than 100 m. The very detailed 
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this sandspit accretion. In addition, our method allows for the mapping of tidal dunes up to a 
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6. Conclusions
This study demonstrated the potential of UAV methods using a photogrammetry approach (SFM
algorithm) to onitor tidal inlet environments. This solution allows surveying inter- and supra-tidal
topography with a non-intrusive method, over a large geographic area (400 ha) with very dense
spatial information (4.6 cm horizontal resolution). From three ca paigns spanning a three-month
period, DSMs and orthomosaics were produced. GCPs were used to georeference the DSMs and the
comparison with GNSS data (profile and ICPs) demonstrated the good accuracy of our method, with a
root ean square discrepancy lower than 17 cm, which is slightly better than that of the LiDAR data
acquired in this area in 2010. Based on this accuracy, a differential map was computed, which revealed
that the main part of the study area remained stable, although the inlet channel tended to enlarge and
the sandspit prograded by more than 100 m. The very etailed orphological changes reveale by our
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method will be very useful to further analyze the causes for this sandspit accretion. In addition, our
method allows for the mapping of tidal dunes up to a wavelength of the order of 1 m and a height of
0.1 m, which opens new perspectives to understanding residual sand fluxes on sand banks and also to
better parameterize bottom friction in process-based models.
The methodology developed here was shown to be suitable for such a coastal area subjected
to a strong tidal influence, which promotes the development of bedforms almost everywhere.
These bedforms provides a large density of visual landmarks on most images, which optimizes
the generation of tie points in the SFM algorithm. The efficiency of this methodology will therefore
have to be verified for wave-dominated beaches or eolian dunes where lower contrast and fewer
landmarks may be found. A possible improvement would be to pre-process images in order to
increase their contrast and therefore enhance the photogrammetric process. Also, an algorithm will
be developed to identify and automatically mask water areas, a process that was done manually in
this study.
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