In this paper, we 1. The scaled ABS class. Abaffy, Broyden and Spedicato (1984), in a paper where the solution of linear algebraic equations was considered via the so called ABS unscaled or basic class. That class was later generalized to the so called scaled ABS class and then applied also to the solution of linear least squares, nonlinear algebraic equations and optimization problems. For a full presentation of the main results in the ABS field see the monographs of Abaffy and Spedicato (1989) and of Zhang, Xia and Feng (1999). There are presently almost 400 papers dealing with ABS methods, see for a partial list the bibliography in the Appendix 2. In this review we restrict our attention to ABS methods for linear determined or underdetermined algebraic systems and their application to some optimization problems. We begin by giving our notation and the steps of the scaled ABS class.
6. If i = m, then stop (x m+1 solves the system), otherwise give v i+1 ∈ R m arbitrary linearly independent from v 1 , . . . , v i , increase i by one and go to (2).
Matrices H i are generalizations of oblique projectors. They were first introduced in literature apparently by Wedderburn (1934) and have been used in several papers of Egervary that in fact introduced ABS methods ante litteram. They have been denoted as Abaffian matrices at the First International Conference on ABS Methods (Luoyang, China, 1991) and this name will be used here.
The above recursions define a class of algorithms. A particular method is obtained by a choice of the parameters H 1 , v i , , z i , w i . The basic ABS class is obtained by setting v i = e i , e i being the i-th unit vector in R m . Parameters w i , z i , H 1 were introduced respectively by Abaffy, Broyden and Spedicato, from whose initials the class name is obtained. One can show that the scaled ABS class is a complete realization of the so called Petrov-Galerkin principle for solving a linear system, where the iteration has the form x i+1 = x i − α i p i with α i , p i such that r T i+1 v j = 0, j = 1, . . . , i, where vectors v j are arbitrary linearly independent. It appears that all methods proposed in the literature for solving a linear system in a finite number of steps are special cases of the ABS class. Indeed even the Quasi-Newton methods of the Broyden's class for nonlinear systems, which are known to have finite termination under mild conditions in no more that 2n steps on linear systems, have been shown recently to be imbeddable in the ABS class, see Adib, Mahdavi Amiri and Spedicato (1999) , in the sense that the approximation to the solution of index 2i − 1 generated by Broyden method is identical with the approximation of index i of a certain ABS algorithm, when both algorithms start from a same initial point.
The recursions of the scaled ABS class can be derived in different ways. For instance, let us consider the basic ABS class, which has the property that the approximation x i+1 solves the first i equations of the system Ax = b. This property is obtained by a suitable choice of the stepsize and the search vector in the update x i+1 = x i − α i p i . Choosing α i by formula (7) makes the i−th equation a T i x = b i to be satisfied by x i+1 . Choosing p i by (4) with H i updated by (8) makes the previous i − 1 equations to remain satisfied in the new point, since a simple induction argument shows that this is true if H i a j = 0 for j < i, a property that characterizes update (8). Conditions (5) and (9) guarantee that the process is well-defined (no division by zero). Condition (5) has a precise geometrical justification, implying that the i−th search vector intersects the linear variety containing all solutions of the i−th equation at a finite point (the vector a i being orthogonal to such a variety). The recursions of the scaled ABS class are obtained from those of the basic ABS class by applying them on the system V T Ax = V T b, where V = (v 1 , . . . , v m ), which is equivalent in the sense of possessing the same set of solutions, if V is nonsingular.
Referring for proofs to the monograph of Abaffy and Spedicato (1989) , we recall now some properties of the scaled ABS class. For simplicity we assume that rank(A) = m.
• Define V i = (v 1 , . . . , v i ), W i = (w 1 , . . . , w i ). Then H i+1 A T V i = 0, H T i+1 W i = 0, hence vectors A T v j , w j , j = 1, . . . , i span respectively N ull(H i+1 ) and N ull(H i+1 ) T .
• Vectors H i A T v i , H T i w i are zero iff a i , w i respectively linearly depend on a 1 , . . . , a i−1 , w 1 , . . . , w i−1 .
• Define P i = (p 1 , . . . , p i ) and A i = (a 1 , . . . , a i ). Then we have the implicit factorization
, with L i nonsingular lower triangular. Hence for m = n we get a semiexplicit factorization of the inverse of A, i.e. with
For several choices of V , matrix L is diagonal, hence formula (10) gives an explicit factorization of the inverse, a bonus freely provided by the ABS procedure. One can moreover show that all possible factorizations of a matrix can be obtained by suitable choices of the ABS parameters, another completeness result.
• Define S i and R i as S i = (s 1 , . . . , s i ), R i = (r 1 , . . . , r i ), where
and vectors s i , r i and p i can be built by a generalized GramSchmidt iteration using 2i vectors. This alternative formulation is computationally convenient in term of storage when m < n/2. There is also an alternative formulation using n − i vectors.
• One can write the Abaffian as follows, in term of the parameter matrices
Setting V = V m , W = W m , one can prove that H 1 , V, W are admissible (i.e. condition (9) is satisfied) iff matrix Q = V T AH T 1 W is strongly nonsingular (i.e. Q is LU factorizable).
• If m < n the general solution of Ax = b can be written as follow, with q ∈ R n arbitrary
It was observed that the scaled ABS class can be obtained by applying the unscaled ABS class to the scaled system V T Ax = V T b. This scaled system can be viewed also as a left preconditioned system. Hence the scaled ABS class includes also all possible left preconditioners, which are defined in the ABS context implicitly and dynamically.
Some subclasses and methods
Here we consider some subclasses and special methods in the scaled ABS class.
(a) The conjugate direction subclass. This subclass is given by the choice v i = p i and is well defined under the sufficient but not necessary condition that A is symmetric positive definite. All methods in this subclass have search directions that are A-conjugate and conversely any method that generates A-conjugate directions is a member of the subclass. If x 1 = 0 then x i+1 is the vector of least energy norm (i.e. A-weighted Euclidean norm) in the linear variety x 1 + Span(p 1 , . . . , p i ) and moreover the solution is approached monotonically in such a norm. The subclass contains the ABS reformulation of the Choleski algorithm and of the methods of Hestenes-Stiefel and of Lanczos.
(b) The orthogonally scaled subclass. This subclass is obtained by the choice v i = Ap i and is well defined if A has full column rank; it is also well defined even if m > n, in which case the iteration can be performed for n steps and will stop in a least squares solution. The subclass generates scaling vectors that are orthogonal and search directions that are A T A-conjugate. If x 1 = 0 then x i+1 minimizes the Euclidean norm of the residual in the linear variety x 1 + Span(p 1 , . . . , p i ), implying that the solution is monotonically approached from below in the residual norm. This subclass contains the ABS formulation of the QR and GMRES methods.
(c) The optimally stable subclass. This subclass is obtained by the choice v i = A −T p i , the inverse disappearing in the actual recursion formulas. The class is well defined without conditions on the matrix (assumed to be square nonsingular, a condition that can be relaxed). The search vectors in the subclass are orthogonal. If x 1 = 0 then x i+1 is the vector of least Euclidean norm that solves the first i equations, implying that the solution is monotonically approached from below in the Euclidean norm. The name of the subclass derives from the fact that a condition is satisfied which guarantees the least propagation of a single error introduced in the sequence x i . This subclass contains the Huang algorithm, see the following paragraph, and the ABS version of the Craig algorithm.
(d) The Huang method. This method belongs to both the basic ABS class and the optimally scaled subclass. It can be obtained by the parameter choices
A mathematically equivalent, in the sense of generating the same iterates in exact arithmetic, but numerically more stable form is the modified Huang method, based upon
The Huang method generates orthogonal search vectors. If x 1 = 0 then x i+1 is the solution of least Euclidean norm of the first i equations and the solution x + of least Euclidean norm of the system is approached monotonically and from below from sequence x i . Zhang (1995a) has shown that using the active set strategy of Goldfarb and Idnani (1983) the Huang algorithm can solve a system of general linear inequalities where in a finite number of steps it either establishes that no feasible point exists or it finds the solution of least Euclidean norm. If one takes as initial matrix a symmetric positive definite matrix B −1 , then all above properties remain valid with respect to the B-weighted Euclidean norm.
Extensive numerical experiments, see Spedicato, Bodon and Luksan (2000) have shown that a certain version of the modified Huang algorithm is very accurate, being comparable on extremely ill conditioned problems with the LAPACK implementations of the rank revealing QR factorization or the SVD factorization. It provides usually the same estimate of the numerical rank as these LAPACK codes. Its computational times are up to over one hundred times lower on problems with 2000 variables.
(e) The implicit LU method. This method is obtained by the choices H 1 = I, z i = w i = v i = e i , which are well defined iff A is strongly nonsingular (otherwise column pivoting is needed, or row pivoting if m = n). The parameter choices imply the following structure for the Abaffian, with K i ∈ R n−i,i
From (13) we get that the last n−i components of p i are zero, while the i-th component equals one, hence, if x 1 = 0, the sequence x i consists of special basic vectors. Moreover P i is upper triangular with units on diagonal, hence the associated implicit factorization is of the LU type, justifying the name. If m = n, then n 3 /3 multiplications are required, plus lower order terms. Main storage is for K i , which is at most n 2 /4. Hence the algorithm can be considered more efficient than classical Gaussian elimination or LU factorization, since it requires the same number of multiplications but has a lower storage need (in the case that A cannot be overwritten).
(f ) The implicit LX method is given by choices
If A has full rank, then there exists at least one index k i such that (14) is satisfied. For stability we usually choose
Then we have:
• Vector p i has n − i zero components; the k i -th component equals one
have zero components in j-th position, with j ∈ B i .
• At i-th step i(n − i) multiplications are required to compute H i a i and i(n − i) to update the non trivial part of H i . Hence the operation cost is the same as for the implicit LU algorithm (i.e. n 3 /3), but pivoting is not required.
• Storage is again the same as for the implicit LU algorithm, i.e. at most n 2 /4.
It follows from the above that the implicit LX algorithm can be considered as the most efficient general solver for a linear system not of the Strassen type, since it has the same operation cost of Gaussian elimination, requires less storage (when A is not overwritten) and requires no condition on the matrix. It should also be remarked that numerical experiments by Mirnia (1996) have shown that it provides a very accurate estimate of the solution, usually better than by the implicit LU methods or the classical LU factorization as implemented by MATLAB or LAPACK.
Other ABS algorithms and numerical experiments
For most algorithms proposed in the literature their ABS reformulation has been obtained, leading, in view of the several existing alternative formulations of the ABS linear algebra, to new formulations in many cases with better computation cost, storage requirement, numerical stability and possibility of vectorization and parallelization. The reprojection technique used in the modified Huang algorithm with success, based on the identities
, valid for any vector q if H 1 = I, has been used to improve substantially the stability of the methods of Hestenes-Stiefel and of Craig. Moreover the classical iterative refinement can be reformulated in the ABS context using the previous search vectors. Experiments by Mirnia (1996) have shown that such refinement coupled with residual computation in double precision provides usually a fully accurate single precision solution in just one or two refinement steps.
For structured systems one can develop special ABS methods exploiting the problem structure; often the Abaffian matrix reflects the structure of A. For instance if A is banded, so is the Abaffian generated by implicit LU, implicit QR and Huang methods, albeit with a larger band width. If A is symmetric positive definite with a Nested Dissection structure, so is the Abaffian generated by the implcit Choleski algorithm, whose storage turns out to be, for n going to infinity, infinitesimal with respect to the storage required for the corresponding special implementation of the classical Choleski method. For matrices having the KT (KuhnTucker) structure, large classes of ABS methods have been derived, many of them having up to one order less storage or number of operations than the classical methods based upon LU or QR factorization or the Aasen process, see Spedicato, Chen and Bodon (1996) . Moreover testing of some of such ABS methods has also shown that they are usually more accurate, see Spedicato, Bodon and Luksan (2000) .
For matrices with a general sparsity pattern little is known about the fill-in structure of the Abaffian. We have however found that by clever use of BLAS4 routines the performance of the full version is greatly improved and becomes competitive with the performance of codes like MA28 minimizing the fill-in in LU factors, at least for n not too large.
There are also block formulations of the ABS procedure, which do not lead to accuracy deterioration and provide reduction in number of operations and, in particular, faster implementations on vector or parallel computers. The special case of the two-block has been investigated by Adib and Mahdavi-Amiri (2000) , with good numerical results.
Finally ABS methods can be used to generate large classes of iterative methods for linear systems via two approaches. The first is based upon restarting the iteration after k < m steps and using the vector formulation instead of the full Abaffians, so that the storage is only of order 2k vectors. The second approach is based upon the truncation idea. The vector formulation contains summations, at the i−th step from 1 to i. Thus we only keep p terms in such summations, typically the last p terms, so that storage is of order p vectors. Global convergence at a Q-linear rate has been established for large subclasses of the scaled ABS class, including the conjugate direction, the orthogonally scaled and the optimally stable subclasses, under mild conditions on the parameter choices, following the technique of Dennis and Turner (1987) . The obtained class of iterative methods includes such classical methods as the Krylov space methods, the Gauss-Seidel, the De La Garza and Kackmartz methods, see Spedicato and Li (2000) .
A project named ABSPACK is now under development aiming at producing documented software for solving linear and nonlinear algebraic equations and some optimization problems using ABS methods. In the course of 1999 algorithms have been implemented for solving full linear underdetermined, determined and overdetermined (in the least squares sense) and KT systems. Comparisons have been made with other commercial packages, including LINPACK, LAPACK, MATLAB, UFO, showing that the produced codes are competitive in terms of both accuracy and timing (better results in timing are expected with the use of the block formulations, currently under development). In the Appendix some results are given, taken from Spedicato, Bodon and Luksan (2000) .
ABS solution of linear Diophantine equations
The ABS algorithm has been recently applied to solve linear Diophantine systems, where it determines if the system has an integer solution, computes a particular solution and provides a representation of all integer solutions. The ABS algorithm is a generalization of a method proposed by Egervary (1955) for the particular case of a homogeneous system. Let Z be the set of all integers and consider the Diophantine linear system of equations
We recall some results from number theory. Let a and b be integers. If there is integer γ so that b = γa, then we say that a divides b and write a|b, otherwise we write a | b. If a 1 , . . . , a n are integers, not all being zero, then the greatest common divisor (gcd) of these numbers is the greatest positive integer δ which divides all a i , i = 1, . . . , n and we write δ = gcd(a 1 , . . . , a n ). We note that δ ≥ 1 and that δ can be written as an integer linear combination of the a i , i.e. δ = z T a for some z ∈ R n . One can show that δ is the least positive integer for which the equation a 1 x 1 + . . . + a n x n = δ has an integer solution. Now δ plays a main role in the following
Fundamental Theorem of the Linear Diophantine Equation
Let a 1 , . . . , a n and b be integer numbers. Then the Diophantine linear equation a 1 x 1 + . . . + a n x n = b has integer solutions if and only if gcd(a 1 , . . . , a n )| b. In such a case if n > 1 then there is an infinite number of integer solutions.
In order to find the general integer solution of the Diophantine equation a 1 x 1 +. . .+a n x n = b, the main step is to solve a 1 x 1 +. . .+a n x n = δ, where δ = gcd(a 1 , . . . , a n ), for a special integer solution. There exist several algorithms for this problem. The basic step is the computation of δ and z, often done using the algorithm of Rosser (1941), which avoids a too rapid growth of the intermediate integers, and which terminates in polynomial time, as shown by Schrijver (1986) . The scaled ABS algorithm can be applied to Diophantine equations via a special choice of its parameters, originating from the following considerations and Theorems.
Suppose x i is an integer vector (we begin with x 1 an integer vector). Since 
is an integer matrix. Conditions for the existence and determination of the general solution of the Diophantine system are given in the following theorems, generalizing the Fundamental Theorem, see Esmaeili, Mahdavi-Amiri and Spedicato (1999) .
Theorem 1
Let A be full rank and suppose that the Diophantine system (15) 
The scaled ABS algorithm for Diophantine equations is now stated.
The ABS Algorithm for Diophantine Linear Equations
(1) Choose x 1 ∈ Z n , arbitrary, H 1 ∈ Z n×n , arbitrary unimodular. Let i = 1.
= r i and go to step (5) (the ith equation is redundant). If (s i = 0 and τ i = 0) then Stop (the ith equation and hence the system is incompatible).
(4) {s i = 0} Compute δ i = gcd(s i ) and p i = H T i z i , where z i ∈ Z n is an arbitrary integer vector satisfying z T i s i = δ i . If δ i |τ i then Stop (the system is integerly inconsistent),
where w i ∈ R n is an arbitrary integer vector satisfying w T i s i = δ i .
(5) If i = m then Stop (x m+1 is a solution) else let i = i + 1 and go to step (2).
It follows from Theorem 2 that if there exists a solution for system (15), then x = x m+1 + H T m+1 q, with arbitrary q ∈ Z n , provides all solutions of (15).
Application of ABS methods to unconstrained optimization
A direct application of ABS methods to the problem minf = f (x), x ∈ R n can be made via the iteration x i+1 = x i − α i H T i z i , where H i is reset after n or less steps and z i is chosen to satisfy the descent condition, i.e. g T i H T i z i > 0, with g i the gradient of f (x) in x i . If f (x) is quadratic with Hessian A, we may identify matrix A in update (8) with such Hessian. Defining x ′ = x i − βv i with β a small scalar and noticing that on quadratic functions one has g ′ = g − βAv i , update (8) can be written without use of A as
with y i = g ′ − g i , while the stepsize takes the form
The above defined class has termination in at most n steps on quadratic functions and on general functions has local convergence at n-step Q-quadratic rate. It is related to a class of so called projection methods defined by Pschenichny and Danilin (1978) . Numerical experience with such methods is not yet available.
Derivation of general Quasi-Newton updates
ABS methods allow to determine the general solution of the Quasi-Newton equation, even in presence of additional linear conditions as symmetry and sparsity. Moreover they provide insight into the problem of keeping positive definiteness. Notice that while the general solution of the Quasi-Newton equation was known since a paper of Adachi (1971), the ABS explicit solution for the problem with sparsity and symmetry was not obtained before. Let us consider the Quasi-Newton equation defining a new approximation to the Jacobian (for a nonlinear system, g(x) = 0) or to the Hessian (for an optimization problem, min f (x), with g(x) the gradient of f (x)), here given in the transpose form
where d = x ′ − x, y = g ′ − g. We can notice that (18) is a set of n underdetermined linear systems, each one having just one single equation and differing only in the right hand side. Thus one step of the ABS procedure is enough to get a special solution and a representation of all solutions via formula (12). By suitable choice of the parameters the general solution can be put in the following form, see Spedicato and Xia (1993) 
with Q ∈ R n,n arbitrary and s ∈ R n arbitrary save that s T d = 0. Formula (19) is the same formula derived by Adachi (1971) . The condition that some elements of B ′ are zero or have a constant value and the condition of symmetry can be written as the following additional linear equations, where b ′ i is the i-th
where η ij = 0 implies sparsity, η ij = costant implies constant value and η ij = η ji implies symmetry. The above conditions can be dealt with by the ABS algorithm, see Spedicato and Zhao (1993) , obtaining an explicit solution, by successive columns in the case of symmetry. By requiring that the first n − 1 diagonal elements are sufficiently large, then we obtain formulas where B ′ is almost positive definite or almost diagonally dominant (i.e. its (n − 1)-th principal submatrix is positive definite or diagonally dominant). It is not possible in general to have B ′ positive definite, since the last column is completely defined by the n − 1 symmetry conditions and the Quasi-Newton equation.
The simplex method via the implicit LX algorithm
The implicit LX algorithm has a natural application in reformulating the simplex method for the LP problem in standard form:
The suitability of the implicit LX algorithm derives from the fact that the algorithm, when started with x 1 = 0, generates basic type vectors x i+1 , which are vertices of the polytope defined by the constraints of the LP problem if the components not identically zero are nonnegative.
The basic step of the simplex method is moving from one vertex to another according to certain rules and reducing at each step the value of c T x. The direction of movement is obtained by solving a linear system, whose coefficient matrix A B , the basic matrix, is defined by m linearly independent columns of A, called the basic columns. This system is usually solved via the LU factorization method or also via the QR factorization method. The new vertex is associated with a new basic matrix A ′ B , obtained by substituting one of the columns of A B with a column of the matrix A N that comprises the columns of A not belonging to A B . One has then to solve a new system where just one column has been changed. If the LU factorization method is used, then the most efficient way to recompute the modified factors is the steepest edge method of Forrest and Goldfarb (1992) , that requires m 2 multiplications. This implementation of the simplex method has the following storage requirement: m 2 for the LU factors and mn for the matrix A, that has to be kept to provide the columns needed for the exchanges.
The reformulation of the simplex method via the implicit LX method, due to Xia (1995c) , Zhang and Xia (1995) , Zhang (1997), Feng et al. (1997) , exploits the fact that in the implicit LX method the exchange of the j-th column in A B with the kth column in A N corresponds to exchanging previously chosen parameters z j = w j = e j B with new parameters z k = w k = e k B . In term of the implied modification of the Abaffian this operation is a special case of a general rank-one modification of the parameter matrix W = (w k 1 , . . . , w km ). The modified Abaffian can be efficiently evaluated using a general formula of Zhang (1995d) , without explicit use of the k-th column of A N . Moreover all information needed to build the search direction (the polytope edge) and to implement the (implicit) column exchange is contained in the Abaffian matrix. Thus there is no need to keep the matrix A. Hence storage requirement is only that needed in the construction and keeping of the matrix H m+1 , i.e. respectively n 2 /4 and n(n − m). For m close to n storage, it is about 8 times less than in the Forrest and Goldfarb implementation of the LU method. For small m storage is higher, but there is an alternative formulation of the implicit LX method that has a similar storage, see .
We now give the main formulas for the simplex method in the classical and in the ABS formulation. The column in A N that substitutes a column in A B is usually taken as the column with least relative cost. In the ABS approach this corresponds to minimize with respect to i ∈ N m the scalar η i = c T H T e i . Let N * be the index so chosen. The column in A B to be exchanged is often chosen with the criterion of the least edge displacement that keeps nonnegative the basic variables. Defining ω i = x T e i /e T i H T e N * with x the current vertex, then the above criterion is equivalent to minimize ω i with respect to the set of indices i ∈ B m such that e
Notice that H T e N * = 0 and that an index i such that (20) be satisfied always exists, unless x is a solution.
The update of the Abaffian after the exchange of the obtained unit vectors is given by the following simple rank-one correction
The displacement vector d, classically obtained by solving system A B d = −Ae N * , is obtained at no cost by d = H T m+1 e N * . The relative cost vector, classically given by r = c − A T A −1 B c B , with c B comprising the components of c with indices corresponding to those of the basic columns, is given by formula r = H m+1 c.
It is easily seen that update (21) requires no more than m(n − m) multiplications. Cost is highest for m = n/2 and gets smaller as m gets smaller or closer to n. In the method of Forrest and Goldfarb m 2 multiplications are needed to update the LU factors and again m 2 to solve the system. Hence the ABS approach via formula (21) is faster for m > n/3. For m < n/3 similar costs are obtained using the alternative formulation of the implicit LX algorithm described in . For m very close to n the advantage of the ABS formulation is essentially of one order and such that no need is seen to develop formulas for the sparse case.
There is an ABS generalization of the simplex method based upon a modification of the Huang algorithm which is started by a certain singular matrix, see Zhang (1997) . In such generalization the solution is approached via a sequence of points lying of the faces of the polytope. If one of such points happens to be a vertex, then all successive iterates are vertices and the standard simplex method is reobtained.
ABS unification of feasible direction methods for linearly constrained minimization
ABS methods allow a unification of feasible direction methods for linearly constrained minimization, of which the LP problem is a special case. Let us first consider the problem with only equality constraints min f (x), x ∈ R n subject to
Let x 1 be a feasible initial point. If we consider an iteration of the form x i+1 = x i − α i d i , then the sequence x i consists of feasible points iff
The general solution of (22) can be written using the ABS formula (12)
In (23) matrix H m+1 depends on parameters H 1 , W and V and q ∈ R n can also be seen as a parameter. Hence the general iteration generating feasible points is
The search vector is a descent direction if d T ∇f (x) = q T H m+1 ∇f (x) > 0. This condition can always be satisfied by a choice of q unless H m+1 ∇f (x) = 0, implying, from the structure of N ull(H m+1 ), that ∇f (x) = A T λ for some λ, hence that x i+1 is a KT point with λ the vector of Lagrange multipliers. If x i+1 is not a KT point, then we can generate descent directions by taking
with Q symmetric positive definite. We obtain therefore a large class of methods with four parameter matrices (H 1 , W, V, Q). Some well-known methods in the literature correspond to taking in (25) W = I and building the Abaffian as follows. To deal with linear inequality constraints there are two approaches in literature.
• The active set method. Here the set of equality constraints is augmented with some inequality constraints, whose selection varies in the course of the process till the final set of active constraints is determined. Adding or cancelling a single constraint corresponds to a rank-one correction to the matrix defining the active set. The corresponding change in the Abaffian can be performed in order two operations, see Zhang (1995c) . For an efficient ABS reformulation of the well-known active set method of Goldfarb ande Idnani see Xia, Liu and Zhang (1992) and Xia, Zhang and Liu (1995) .
• The standard form approach. Here one uses slack variables to put the problem in the following equivalent standard form
with the constraints Ax = b, x ≥ 0.
If x 1 satisfies the above constraints, then a sequence of feasible points is generated by the following iteration
where α i may be chosen by a line search along vector H m+1 ∇f (x), while β i > 0 is chosen to avoid violation of the nonnegativity constraints. If f (x) is nonlinear, then H m+1 can usually be determined once for all at the first iteration, since generally ∇f (x) changes from point to point, allowing the determination of a new search direction. However if f (x) = c T x is linear, in which case we obtain the LP problem, then to get a new search direction we have to change H m+1 . We already observed in section 7 that the simplex method in the ABS formulation is obtained by constructing the matrix H m+1 via the implicit LX method and at each step modifying one of the unit vectors used to build the Abaffian. One can show, see Xia (1995b) , that the Karmarkar method (to be found in a previous paper by Evtushenko (1974) ), corresponds to Abaffians built via a variation of the Huang algorithm, where the initial matrix is H 1 = Diag(x i ) and is changed at every iteration (whether the update of the Abaffian can be performed in order two operations is still an open question). Xia (1995b) discusses several questions related to the class of interior feasible point methods obtained via such a generalization of Huang algorithm.
Other results and conclusion
Here we recall very briefly a few other results of ABS methods applied to optimization.
• The computation of inertia of KT matrices is important in several algorithms recently proposed for quadratic programming. It can be done efficiently using a variation of the Huang algorithm, see Zhang (1999) .
• The LC problem can be reformulated with advantage using the implicit LX algorithm, see Feng et al. (1997) .
• ABS methods provide a new computationally interesting approach to concave programming, see Xia and Zhang (1999) .
• Explicit solution of some classes of integer linear inequalities and LP problems can be provided via the ABS algorithm for Diophantine equations, see Esmaeili and MahdaviAmiri (2000) .
Future work on ABS methods will not only deal with theoretical problems where ABS methods can provide a fresh approach (e.g. the eigenvalue problem or even combinatorial problems), but will be concentrated on the development of software, in the framework of the ABSPACK project.
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