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ABSTRACT 
We determine the maximum spectral radius for (0, l)-matrices with k” and k” + 1 
l’s, respectively, and for symmetric (O,l)-matrices with zero trace and e = 
(graphs with e edges). In all cases, equality is characterized. 
1. INTRODUCTION 
We are concerned with two problems of the following type. If the number 
of l’s in a (0, l)-matrix A is a specified integer d, give an upper bound on the 
spectral radius p(A). More specifically, let g( d ) be the largest spectral radius 
of such an A. As we point out in Section 3, it is easy to see that g(k2) = k, 
and that it is attained precisely when M is zero except for a k X k principal 
submatrix of 1’s. This suggests g( k2 + 1) = k, attained only when a useless 
additional 1 is put anyplace else. We prove in Section 3 that g( k2 + 1) = k, 
but for k = 2 and for k = 1, there is another A with p(A) = k. 
In Section 2 we restrict ourselves to symmetric (O,l)-matrices with zero 
diagonal i.e. adjacency matrices of graphs. Let f(e) be the largest spectral 
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radius of (the adjacency matrix of) a graph with e edges. We prove in Section 
2 that 
=k-1, 
and that this is attained precisely when G is a complete graph of k vertices 
with possible additional isolated vertices. This then furnishes a bound for the 
spectral radius of a weighted graph in terms of the maximum weight and the 
sum of the weights, but independent of the number of its vertices. 
In Section 4 we make some further observations and pose related prob- 
lems. Our work is motivated by a fundamental theorem of B. Schwarz [4], 
who proved that if n” nonnegative numbers are given, then the largest 
spectral radius of a matrix whose entries are these given numbers can be 
found among those matrices where the entries in each row and each column 
are nonincreasing. In our case the n2 numbers are taken to be O’s and 1’s. 
Other work on the spectral radius of (O,l)-matrices can be found in Doob, 
Cvetcovic, and Sachs [I]. 
2. SYMMETRIC CASE 
Let n and e be positive integers with 
By 9’( n, e) we mean the set of all n X n symmetric (O,l)-matrices having 
zero diagonal and exactly e l’s above the main diagonal. Let Sp *( n, e) denote 
the subset of sP( n, e) consisting of those matrices A = [ u,~] such that 
whenever i < j and aij = 1, then akl = 1 for all k < 1 with k < i and 1~ j. 
For instance, the matrix 
I 0 1 0 1 0 1 0 1 0 1 1 
is in Y*(5,7). Each matrix A E sP( n, e) can be identified as an adjacency 
matrix of a graph G with n vertices and e edges. We seek a bound on the 
spectral radius p( A ) of A [or the spectral radius p( G ) of the graph G] which 
depends only on the number e of edges (and not on the number of vertices 
n). 
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Let 
f(n,e)=max{p(A):AEY(n,e)}, 
and let 
f*(n,e)=max{p(A):AE,Y*(n,e)}. 
The inequality part of following result is a symmetric analogue of a result 
of Schwarz [4]. We state it only for the case of (0, I)-matrices, although a more 
general version is possible. 
THEOREM 2.1. LetAE,Y(n,e). Then 
with equality only if there exists a permutation matrix P such that PAP’ E 
Y*( n, e). In particular, 
f*(n,e)= f(n,e). 
Proof. Let A=[aii]~.Y(n,e)withp(A)=f(n,e).Fromthetheoryof 
nonnegative matrices [2] we know that p(A) is an eigenvalue of A and has an 
associated nonnegative eigenvector x = (x1,. . . , x,,)’ with xx’ = 1. Because 
simultaneous row and column operations do not change eigenvalues, we may 
assume that x1 3 x, >, . . . > x, >, 0. Suppose A G Y’*(n, e). First suppose 
there exist integers p and q with p < q such that a pv = 0 and aP, r, _ , = 1. 
Let B = [ bi j] be the matrix obtained from A by switching aPq and aP, y_ I 
and switching a4,, and a,,& 1. P. Then 
x’Bx - x/Ax = 2x,(x, - x,_r) > 0. 
From the theory of symmetric matrices [3] it follows that p(B) > p(A) with 
strict inequality if x&x4 - xCli, ) + 0. Since p(A) = p( n, e). we conclude that 
xp(x,,-xgJ=o’ 
Suppose x,, # 0. Then x4 = xqL1, and x’Rx = p(A). Hence Rx = p( A )x. 
But 
(Rx), = (Ax), + xv’ (Ax),,, 
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a contradiction. We conclude that xP = 0, and hence that x, > 0 = x,~+ 1= 
. . . = x, for some integer s < p - 1. Since p(A) = f( 72, e), it now follows that 
the leading s x s principal submatrix A’ of A has all l’s off its main diagonal 
and p(A) = p( A’). But it follows from the theory of nonnegative matrices that 
f(n,e)>,p(A”)>p(A’), where 
1 
0 
A ------I 0 -1 0 ... 0 0 7 
and we have another contradiction. 
Now suppose there exist integers p and 9 with p + 1 < 9 such that 
a P4 = 0 and 9P+l,q = 1. Let B be the matrix obtained from A by switching 
a pq and ap+1,q and switching a 9p and a4 p+ 1. Then 
x’Bx - X’AX = 2(x, - xPi r)~,. 
It follows as above that Bx = p(A)x and (xP - xP+r)x4 = 0. If xP = xP+ 1, 
then 
p( A)x, = (Bx), = (Ax), + xq = p( A)x, + x,,. 
Hence we must have xq = 0 and thus xq = . . . = x, = 0. This results in a 
contradiction as above, and the lemma follows. n 
For nonsymmetric matrices the analogue of the equality condition in 
Theorem 2.1 does not hold. For instance, consider all n x n (O,l)-matrices 
with d 1’s. Then by Schwarz’s theorem (see Lemma 3.1) the maximum 
spectral radius is attained by a matrix with the property that in no row or 
column does a 0 precede a 1. But it may also be attained by matrices not 
having this property. For instance, when 12 = 3 and d = 7, the maximum 
spectral radius is 1-t fi and it is attained by each of the matrices 
Let 1: denote the k x k matrix with O’s on the main diagonal and l’s off 
the main diagonal. The spectrum of Jf is readily computed to be k - 1, 
-l,..., - 1. 
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e= k 
i i 2 . 
Then 
f(n,e)=k-1. 
Moreover, for A E Y(n, e), p(A) = k - 1 if and only if there exists a 
permutation matrix P such that PAP’ has the form 
[ I I/y 0 0 0 (2.1) 
Proof. Let A E Y*(n, e). By Theorem 2.1, it suffices to show that 
p(A) 6 k - 1 and that p(A) = k - 1 implies A has the form (2.1). Suppose 
a12= ... =a,_,,,=a,,,+, =I and a,,,,,+,= 0. Since AE Y*(n,e), A 
has the partitioned form 
J,o Al 
[ 1 A’ 1 0 ’ (2.2) 
where the first column of A, is all 1’s. Note that r 6 k - 1. Let U be an 
orthogonal matrix which brings J,” to diagonal form, and let V = U@Z,, or. 
Then 
B=VAV’= 
r-l 0 
-1 
0 -1 
B: 
Bl 
0 
> B, = UA,. 
Let C be the matrix obtained from B by replacing the - l’s on the main 
diagonal with 0’s. Then for each nonzero vector X, x ‘Bx < x’Cx and hence 
p(B) d p(C). Let D = [dij] be the matrix obtained from C by replacing the 
entries of B, and Z?i with their absolute values. From the theory of nonnega- 
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tive matrices, it follows that p(C) d p(D). Since D is a nonnegative matrix, it 
has a nonnegative eigenvector x = (x,, . . . , x,)’ corresponding to the eigen- 
value p(D). We may take X’X = 1. For i = r + 1,. . . , n, let (Y~ equal the length 
of column i of D (which is the same as the length of column i of I?). Then let 
E= 
r-l 0 
0 
0 0 
%+I ... % 
0 
0 
We show that p(D) G p(E). Let 
Then y’y = X’X = 1, and 
n T 
x’Dx=(r-l)xB+Z C C x,dijxj 
j=r+l i=l 
=(r-l)~f+Z 2 xj 
j=r+l 
+-1)x;+2 i 
j=r+l 
=(r-l)xf+2 2 Xi 
j=r+l 
<(V-l) k x:+2 2 xi 
i=l j=rll 
It follows that p(D) < p(E), and hence that p(A) < p(E). We now compute 
P(E). 
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From the form of E, it follows that p(E) equals the largest root of 
X2+-1)X- k (Yp=o. (2.3) 
i=r+l 
Since Z7 is a unitary matrix, the lengths of columns T + 1,. . . , n of D are the 
same as the lengths of the columns of A,. But since A, has exactly e - i 
( 1 
l’s, the sum of squares of the lengths of its columns is e - 
becomes 
x2-(r-1)x-[e-(i)]=O, 
and 
P(E) = 
r-l+ 2k”-r”--2k+l 
2 
An easy calculation now shows that p(E) < k - 1, with equality if and only if 
k-r=(k-r)2. Hence p(A)<k-1. Suppose p(A)=k-1; then p(E) 
= k - 1 and, since r d k - 1, we have r = k - 1. Since e = 
i ’ 
5 ,, (2.2) can be 
repartitioned to take the form (2.1). This completes the proof of the theorem. 
From the previous results we can also obtain an upper bound on the 
spectral radius of a nonnegative symmetric matrix with zero trace, depending 
only on its maximum entry and the sum of its entries. We state it for the case 
where the maximum entry is 1. 
COROLLARY 2.3. Let A be a nonnegative symmetric mntrin with zero 
trace and maximum entry equal to 1. Let 2e he the sum of the entries of A, 
zchere 
Then p(A) < k - 1, with equality if and only if there is (I permutation mntris 
P such that PAP’ has the form (2.1). 
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Proof, k Without loss of generality we may assume e = 2 . We prove the 
i 1 
theorem by induction on the number m of nonzero entries. If m = e, then A 
is a (O,l)-matrix, and the result follows from Theorem 2.2. Now suppose 
m > e. Let (Y be the smallest positive entry of A; thus (x < 1. Let G be a 
symmetric matrix obtained from A by replacing 2e symmetrically placed 
positive entries of A with l’s, including one equal to (Y. Then 
A=aG+(l-cw)H, 
A-cuG H=_ 
l-LX 
where H has more O’s than A, has maximum entry equal to 1, and has sum of 
entries equal to e. By Theorem 2.2, p(G) d k - 1, and by induction, p(H) 6 
k - 1. Hence by a theorem of Weyl (see [3]), 
,o(A)=p(aG+(l-a)H)<ap(G)+(l-a)p(H)<k-1. (2.4) 
Suppose p(A) = k - 1. Then we must have equality throughout (2.4) and 
hence p(G) = k - 1, p(H) = k - 1, and G and H have a common eigenvec- 
tor for the eigenvalue k - 1. It follows from Theorem 2.2 that 
e= 
and that after simultaneous row and column permutations we may assume 
that G has the form (2.1). Since x = (1,. . . , LO,. . . ,O)t, where there are k l’s, 
is the unique (up to scalar multiples) eigenvector of G for k - 1, then 
Hx = (k - 1)x now implies that H also has the form (2.1). Therefore A has 
the form (2.1) which means m = e. n 
3. NONSYMMETRIC CASE 
Let n and d be positive integers with d 6 n2, and let J%‘( 12, d) denote the 
set of all n x n (0, 1)-matrices with exactly d 1’s. Let A*( n, d) denote the 
subset of JZ( n, d ) consisting of those matrices ‘having the property that in 
each row the l’s are to the left of the O’s and in each column the l’s are above 
the 0’s. Let 
g(n,d)=max{p(A):AE&(n,d)}, 
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and let 
g*(n,d)=max{p(A):AE&‘*(n,d)}. 
The following lemma is a special case of a theorem of Schwarz [4]. 
LEMMA~.~. g(n,d)=g*(n,d). 
We evaluate g( n, d ) in two special cases. Let Jk be the k x k matrix of all 
1’s. 
THEOREM 3.2. For k a positive integer, 
g(n, k2) = k. 
Moreover, for A E JJV( n, k2), p(A) = k if and only if there exists a permuta- 
tion matrix P such that 
PAP’= ; ; , [ 1 
Proof. Let AEJf(n, k”), and let the eigenvalues of A be h,,...,X,,. 
Then by Schur’s inequality, 
lh112-t ... + lht,12 <k”, 
with equality if and only if A is normal. Hence p(A) < k, with equality if and 
only if A is normal and has rank 1. But the nonzero rows of a (O,l)-matrix 
with rank 1 are identical, and the theorem now readily follows. n 
To evaluate g( n, k2 + l), we need the following lemma. The eigenvalues 
of a matrix 2 in order of decreasing magnitude are denoted by 
X,(Z),..., h,(Z). 
LEMMA 3.3. Let A be an n x n matrix, and let B be a submatrix of A 
with at least 3 rows. Then 
p(A)<\litr(AA’)-A,(BB’)-A,(BB’). 
Proof. Since for permutation matrices P and Q, (PAQ)( PAQ)’ = 
PAA’P’, there is no loss of generality in the argument to be given in assuming 
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A=[; ;I=[;]. 
Then 
AA’= [“*“I :]I XX’ = BB’ + CC’, 
and 
A’L4 = X’X + Y’Y. 
Since CC’ is positive semidefinite, the eigenvalues of XX’ are respectively 
greater than or equal to the corresponding eigenvalues of RB’. Similarly, since 
1’ ’ 2’ is positive semidefinite, the eigenvalues of A’A are respectively greater 
than or equal to the corresponding eigenvalues of X’X. Since XX‘ and X’X 
have the same eigenvalues except for O’s, 
h2(A’A)+h:j(A’A)>h2(X’X)+h;~(X’X) 
= h,(XX’)+h:,(XX’) 
> h,( H?‘)+ A:,(W). 
It is well known that [ p( A )] ’ < h I( ArA). Since 
h,( A’A)+ . . . + A,,( A’A) = tr(A’A), 
we have 
< tr( A’A) - )\,(RR’) - A:,( BR’). 
Thus the lemma holds. 
THEOREM i3.4. For k n pmitiw integw, 
g(n,iF+l)=k. 
Mcwwcer, for A E .M(n, k’ + l), p(A) = k if ancl only if there exists n 
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permutation matrix P such that PAP’ hus the form 
[ 1 lk * * * ’ 
(i.e. a single 1 somerchere in the nsterisketi region) or 
(k = 2), 
i -+ O1 0 0 110 0 I (k=l). 
(3.1) 
(:3.3) 
Proof. That g( n, k” + 1) > k follows trivially; indeed, if ‘4 has the form 
(3.1) or (3.2), p(A) = k. Let A E A( n, k” + 1). &‘e need to how p(A) d k 
and to verify the cases of equality. 
In order to verify p(A) < k, we may assume by Lemma :3.1 that -4 E 
A@‘*( n, k” + 1). Next, suppose that the row sunrs of A take on at least 3 
distinct nonzero values. If A does not contain 4 nonzero columns at most two 
of which have the same sum, then apart from O’s, 
1 1 1 
A= [ 
1 1 0. 
1 0 0 1 
Since 6 is not 1 more than a square, A contains -I columns, at most 2 with the 
same sum. Choosing 4 such columns, we may obtain a submatrix B equal to 
one of 
For each of these, elementary arguments show that A,( RH’ ) T A,;( BB’ ) > 1. 
Hence by Lemma 3.3, 
~(A)<,‘(k”+l)-1 =k. 
\Ve may now suppose that the row sums of .4 have at nrost tuo distinct 
nonzero values, and by transposition, the column ~IIIS have at most t\vo 
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distinct nonzero values. If A has a principal submatrix equal to J,., the 
theorem holds. If not, it follows from Schwarz’s theorem that p(A) does not 
exceed p(C), where 
J J J J t, 
JJOO b 
[ I C=JJOO c (3.4) 0 0 0 0 <I 
II h c rl 
for some choice of a, b, c, and d satisfying (a + b)’ + 2ac + bc + ad = k2 + 1, 
a + b >, 1. A simple calculation shows that 
P(C) = 
a+b+ (a+b) +4ac 7 
2 
and that 
p(C)<k isequivalentto (a+b)(a+b+c-k)+ad>l. (3.5) 
If a + b + c < k, then it follows from (3.4) that p(C) < k. Hence we may 
supposethat a+b+c>k. 
First assume that a + b + c > k. Then using (3.5) we see that p(C) G k 
and that equality implies 
a+b=l, c= k, and ad =O. (3.6) 
Hence p(A) < k, with equality only if (3.6) holds. Suppose (3.6) holds. Then 
k’+l=k+l (n=O, b=l, c=k) 
or 
k2+1=2k+l (a=l, b=O, c=k, d=O). 
It follows that k = 1 or k = 2. It now follows easily that PAP’ has one of the 
forms (3.2) for some choice of permutation matrix P. 
Now assume a + b + c = k. Then it follows, from (3.4) and the fact that C 
has k2 + 1 l’s, that ad > 1. Hence using (3.5) we see that p(C) < k, with 
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equality implying nd = 1. Hence p(A) < k, with equality only if r( = (1 = 1. 
Suppose p(A) = k and a = d = 1. Then it follows that c = 0, and that the 
nonzero row sums of C, and hence of A, are k + 1 (once), k (k times). Since 
p(A) = k, it follows from the Perron-Frobenius theory of nonnegative matrices 
that A has a p x p irreducible component with k l’s in each row and 
column. Since A has only k” + 1 l’s, either PAP’ has the form (3.1) for some 
permutation matrix P, or k = 1, in which case PAP’ has the second form in 
(3.2). 
This completes the proof of the theorem. W 
4. CONCLUDING REMARKS 
When the number of l’s is a square or 1 more than a square, we have 
determined the pattern of l’s to achieve the largest spectral radius. More 
generally, given an integer d, one can ask for an arrangement of (1 l’s to 
maximize the spectral radius. If d = k” + t, where t < 2k, we had once 
conjectured that the maximum spectral radius is achieved by a matrix which 
has as principal submatrix the matrix 
(4.1) 
Theorems 3.2 and 3.4 establish this for t = 0 and 1. However when d = 12 
and d = 32, Don Coppersmith, using an APL program, has shown that the 
matrices 
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have larger spectral radii than the corresponding matrices given by (4.1). 
In a forthcoming interesting paper, Friedland [5] gives an alternative 
proof of Theorem 3.4 and establishes the conjecture when t = 2k and also for 
any fixed t provided the order of the matrix is large enough. 
For symmetric (O,l)-matrices with zero trace and e l’s above the main 
diagonal, we make the following conjecture: If 
e= +s, where sck, 
the maximum spectral radius of a graph G with e edges is attained by taking 
the complete graph K, with k vertices and adding a new vertex which is 
joined to s of the vertices of K,. Friedland has also used his technique to 
prove this conjecture provided the number of vertices of the graph is large 
enough. 
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