Eye movements can be recorded by using a wide variety of methods [1] [2] and are extremely informative as a data source for analysis of human cognition. Eye movements are used as one of the rich source of information in information processing. There are broadly two types of eye movements' namely voluntary and involuntary movements of the eyes. Some of the interfaces used for detecting eye movements are listed in Table 1 .
MATERIALS AND METHODS

Electrooculograph (EOG) Signals
Electrooculograph Signals relates to several research communities such as Human Computer Interaction, Activity Recognition, Visualization and Data Mining.
Eye movements and EOG
The EOG may be detected with the eye in total darkness and/or with the eyes closed. It is quite unrelated to light incentive. Emil du BoisReymond observed that the cornea of the eye is electrically positive relative to the back of the eye, and described eye as a fixed dipole with positive pole at the cornea and negative pole at the retina. An electrooculograph is a device that measures the voltage between two electrodes placed on the face of a subject so it can detect eye movements. Electrooculography (EOG) is a technique for measuring the resting potential of the retina, and the resulting signal is called the Electrooculogram. 
EOG in HCI
For instance, researchers have studied eye movements to understand user behaviour in basic interface tasks, to reveal how clients encode and process information, and to infer user intent in real-time interfaces. However, with notable exceptions 3 , Eye movements can be recorded by using several methods, some of them are listed in Table 1 . Eye movements are extremely informative as a data source for analysis of human cognition.
The use of EOG signals as control signal for HMI/HCI plays a vital role in understanding characterization and classification of eye movements. These signals can be applied to wide range of applications including virtual mouse, key board control electric power wheelchairs and industrial assistive robots.
The 
Activity Recognition and eye movements
Most of the researches in activity recognition have focused on gait, posture, and gesture. The recognition of activities such as reading and writing are investigated during stationary and mobile settings using different eye tracking techniques. Eye movements are linked to a number of cognitive processes of visual perception such as visual memory, learning or attention. Eyes are therefore called a window to mind and brain. The cognitive aware systems are able to sense and adapt to a person's cognitive state 13 . Activity recognition has become an important topic for a broad range of real-life applications. In surveillance systems, patient monitoring systems and a variety of systems that involve interactions between persons and electronic devices such as human-computer interfaces activity recognition places a significant role. A rich source of information for activity recognition is the movement of the eyes 14 . This work demonstrates the machine recognition of reading and writing activities using EOG signals and reduces the computational complexity which mainly occurs during the feature selection. Methodology EOG signal classification is mapping EOG signals into predefined classes.
The characterization includes some essential principles such as representation where features of the signals are extracted, generalization which is training and evaluating the classifier. The vital role of classification is feature extraction and feature selection. In this paper, two different feature selection techniques (mRMR, CBFS) have been utilized to represent EOG signals. Fig. 3 : illustrates basic EOG signal classification framework.
EOG Data Collection
The initial process is data collection. The data used in this study are collected from the Andreas Bulling "RECOGNITION OF OFFICE ACTIVITIES"1 data set. The data collection of this work included two major offices-based activities -reading a printed paper, taking handwritten notes. The columns of data found in 
Preprocessing
The median filter performed denoising best; it preserved edge steepness of eye movements, retained EOG signal amplitudes, and did not present any artificial signal changes. For baseline drift removal this work employed level nine 1-D wavelet decomposition using Daubechies wavelets. Fig. 4 outlines the EOG signal after using median filtering and removing base line drifts.
Feature Extraction
The job of feature extraction is to obtain the most useful information from the original data. Feature Selection represents the information in a fewer dimension space. This work concentrate on improving the feature extraction (in EOG signals) stage by selecting efficient subset of features. 13 features from a database of EOG signals are extracted. These features are used in efficient identification of reading and writing Activity. This work used Minimum Redundancy Maximum Relevance (mRMR) 15 and Clearness Based Feature Selection (CBFS) [16] [17] techniques to select the features and also recommend good features for recognizing activities.
Basic Eye Movement Characteristics
Basic CBFS calculates the distance between the target sample and centroid of each class, and so compares the class of the closest centroid with the class of the target sample (Seo 2012 ). The matching ratio of all samples in a feature turns into a clearness value for the feature.
Clearness based feature selection (CBFS) algorithm which can be classified as a filter method. Clearness means the separability between classes in a feature. If (clearness of feature f2) > (clearness of feature f1), then f2 is more advantageous to classification than f1.
Step 1:
The centroid for read and write is calculated by average operation. It is the median point of a class. Med (fi, j) denotes the median point of class j in the feature fi, which is computed by (2):
Where k is a number of samples of class j.
Step 2:
For each xij in sample predicted class label is calculated. After calculating the distance between xij and Med (fj,ci) for all classes, this work takes the nearest centroid Med(fj, s) and s is a predicted class label for xij. The length between xij and Med(fj, t) is computed by (3):
Step 3:
Calculate n × m matrix M2 which contains a matching result of predicted class label and correct ... (4) Step 4: Calculate CScore (fi).initially we calculated CScore (fi) by (5): ... (5) The range of CScore (fi) is [0, 1]. If CScore (fi) is close to 1, this shows that classes in feature fi are clustered well and elements in fi can be clearly classified. The Table 2 list all the features with its clearness score.
The Table 3 list the score for selected features by CBFS feature selection and mRMR feature selection.
CScore (fi) measures the clearness of the feature whereas the mRMR scores the features based on mutual information. The selected features by CBFS, mRMR feature selection algorithm is shown in Table 2 with its CScore. The selected features alone can clearly classify the activities such as read and write in EOG signals effectively and efficiently. This is shown by few traditional classifiers. The accuracy is used as a function of the feature subset size evaluation using few traditional classifiers in Weka. The time complexity for CBFS is: The figure 5 describes the average classification accuracies using SVM classifier on EOG data set by CBFS, mRMR feature selection algorithms and respective number of selected features when the best accuracies are achieved. The overall performance of CBFS, find out the feature subset with minimum number of features (3) and stronger classification accuracy. The highest accuracy obtained by CBFS is 78% when 3 features are selected.
Classification
Classification plays an important role in many real time applications. It is important to automate the classification process since hand processing is often not a viable option 18 . The goal of EOG signal classification is to identify an input pattern with a category or class, which is a set of patterns grouped together based on similarity measures 19 . The similarity depends on the concept of interest: it may be abstract that is detecting all patterns produced by same event or more quantitative that is matching an EOG signal pattern with a prototype.
RESULTS AND DISCUSSION
The Table 4 shows the average precision and recall, and the corresponding True Positive, False Positive Rate of features selected for each activity (read/write). The number of features used is only three. The mean True Positive Rate for the task Write is higher than the task read. This shows that the eye movement EOG signals varied much in writing compared to reading. The task of writing may easily be identified than the other task such as reading. The overall average performance of SMO classifier is higher than other two classifiers. Though the precision, recall, F-measure for SMO (a SVM based classifier) is same that of Multilayer Perceptron, the ROC Area is high for SMO. Hence among the three classifiers the Sequential Minimal Optimization algorithm with SVM classifier performs better than others. The existing method used mRMR feature selection with different set of features. The proposed method with CBFS feature selection algorithm the SMO, a SVM based classifier performance is 84.4% precision and 78.6% recall. Thus the classifier performance is improved by using CBFS feature selection algorithm. This work shows that various task like normal and subnormal may be identified by eye movements using EOG signals and CBFS plays vital role in classification.
CONCLUSIONS
This work recommends good features for recognizing reading and writing in EOG signals
and analyze the recognition accuracy as a function of the feature subset size using conventional classifiers. CBFS CScore evaluates each feature based on degree of condensation of samples to the centroid of the class such as read and write, and reduces the validation errors. From the results it's clear that CBFS fastest, reduces processing time and produces high classification accuracy. Additional eye movement characteristics that are potentially useful for activity recognition are still worth investigating in the future as they may carry information that can contribute more in the current work. This work can be extended in various directions such as to explore a line of research that focuses on comparison of different feature selection methods with different set of features from EOG signals of various activities.
