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Abstract
We discuss the initial-boundary value problem of General Relativity.
Previous considerations for a toy model problem in electrodynamics mo-
tivate the introduction of a variational principle for the lapse with several
attractive properties. In particular, it is argued that the resulting ellip-
tic gauge condition for the lapse together with a suitable condition for
the shift and constraint-preserving boundary conditions controlling the
Weyl scalar Ψ0 are expected to yield a well posed initial-boundary value
problem for metric formulations of Einstein’s field equations which are
commonly used in numerical relativity.
To present a simple and explicit example we consider the 3 + 1 de-
composition introduced by York of the field equations on a cubic domain
with two periodic directions and prove in the weak field limit that our
gauge condition for the lapse and our boundary conditions lead to a well
posed problem. The method discussed here is quite general and should
also yield well posed problems for different ways of writing the evolution
equations, including first order symmetric hyperbolic or mixed first-order
second-order formulations. Well posed initial-boundary value formula-
tions for the linearization about arbitrary stationary configurations will
be presented elsewhere.
1 Introduction
A common approach to numerical relativity is to find solutions of Einstein’s
field equations on a cylinder of the form I × Σ, where I = [0, T ] is a time
1
interval and Σ is a three-dimensional compact manifold with smooth boundary
∂Σ. The initial-boundary value problem (IBVP) consists in finding solutions
with specified (initial) data on the “bottom” of this cylinder (i.e. on {0} × Σ)
and boundary data on the set T ≡ I × ∂Σ. The exact form of the boundary
data depends on the nature of T ; in this article we consider the case where T is
timelike. This excludes the case of inner black hole excision boundary conditions
where T is spacelike or null, and the case where spacetime is compactified in
such a way that T is a null surface.
For timelike T , boundary conditions must be specified with care. First, they
should be stable in the mathematical sense of well posedness of the resulting
IBVP which means that one can guarantee local in time existence of solutions
which lie in an appropriate normed function space and which depend uniquely
and continuously on the initial and boundary data. Second, the boundary con-
ditions should be constraint-preserving which means that they must guarantee
that a solution to the IBVP with constraint-satisfying initial data automati-
cally satisfies the constraints everywhere on I × Σ. Third, the boundary data
should enable control over the gravitational flux through the boundary, at least
in some approximate sense. This is a difficult question since in General Rela-
tivity there are no meaningful local expressions for quantities representing the
energy density of the gravitational field. This is related to the fact that locally,
the gravitational field can always be transformed away. Finally, it would be
desirable that boundary conditions could be specified in such a way to control
part of the geometry of T .
A well posed IBVP of Einstein’s vacuum field equations addressing all the
above points has been presented in [1]. This work is based on the use of tetrad
fields in a gauge adapted to the boundary T and casting the evolution equa-
tions into a first order symmetric hyperbolic system for the tetrad fields, the
connection coefficients and the components of the Weyl tensor. Furthermore,
the evolution equations in [1] imply that the constraint propagation system, de-
scribing the evolution of the constraint fields, has the form of a hyperbolic system
which on T contains only derivatives tangential to T . As a consequence, the
satisfaction of the constraint-preserving property is automatic. The only fields
with non-trivial characteristic speeds at the boundary are the Weyl scalars Ψ0
and Ψ4 that can be interpreted as describing in- and outgoing gravitational
radiation, at least in some approximate sense. (Notice that our definition of
Ψ0 and Ψ4 differs from the one in [1].) By specifying data to Ψ0 or a suitable
combination of Ψ0 and Ψ4, the work in Ref. [1] obtains a well posed IBVP for
Einstein’s vacuum field equations by applying standard theorems on symmetric
hyperbolic equations with maximally dissipative boundary conditions [2, 3, 4].
On the other hand, most numerical codes are based on formulations of
Einstein’s equations which use metric variables and not tetrad fields. For
such formulations, the problem of obtaining a well posed IBVP is open. One
of the major obstacles stems from the fact that compatibility with the con-
straints yields boundary conditions which have the form of differential equations
on the boundary for which no standard mathematical theorems are known.
Despite several partial results [5, 6, 7, 8, 9, 10], the derivation of necessary
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conditions for well posedness [11, 12, 13, 9, 14] and numerical experiments
[15, 16, 5, 6, 13, 17, 18, 19, 20, 7], a full understanding of the IBVP for metric
formulations has not yet been achieved.
In this article, we reconsider the IBVP for Einstein’s field equations by com-
bining the ideas of Ref. [1] with new ideas developed in [21] for a model problem
in electrodynamics. These new ideas, which are reviewed in Sect. 2, are based
on separate estimates for the constraint fields, the curvature fields and the im-
position of an appropriate gauge condition which allows an estimate for the
remaining, gauge-dependent fields. Boundary conditions on the constraint and
curvature fields are an essential part in obtaining these estimates. In the electro-
magnetic case, the curvature fields are the electric and magnetic fields which are
gauge-invariant. In General Relativity, the curvature field is described by the
Riemann tensor which can be decomposed into the Ricci tensor and the Weyl
tensor. Motivated by the model problem in [21] we consider a gauge condition
for the lapse that is obtained by minimizing a simple functional representing the
norm squared of the time derivative of the extrinsic curvature. The minimiza-
tion principle, which yields a fourth order elliptic boundary value problem for
the lapse, possesses several useful properties. One of them is that the functional
is positive semi-definite and zero if and only if the components of the extrinsic
curvature are time-independent. Therefore, the gauge condition should be well
adapted to stationary configurations or small deviations thereof. In Sect. 2.6
we summarize the boundary conditions, the gauge conditions and the evolution
system considered in this article and write down the resulting IBVP. In Sect. 3
we examine the variational principle for the lapse in the weak field limit, estab-
lish its well posedness in Theorem 1, and give a physical interpretation for it as
a gauge-fixing procedure for the extrinsic curvature. In Lemma 1 we also derive
some key estimates for the extrinsic curvature which are valid in this gauge.
The main result of this article is derived in Sect. 4. There, we consider
the linearized Einstein vacuum field equations in the 3 + 1 decomposition as
described in Ref. [22] and couple them to the fourth order elliptic gauge condi-
tion for the lapse. We prove in Theorem 3 that this elliptic-hyperbolic system,
together with constraint-preserving boundary conditions controlling a suitable
combination of the Weyl scalars Ψ0 and Ψ4 leads to a well posed IBVP. The
proof is based on casting the evolution system into an abstract Cauchy problem
on an appropriate Hilbert space and verifying that the evolution vector field
generates a strongly continuous semigroup. Possible generalizations to other
formulations of the linearized Einstein equations and future work are discussed
in the conclusions, Sect. 5. Appendix A summarizes standard results from
Fredholm theory used in the discussion of the gauge condition for the lapse, and
Appendix B contains technical proofs of some of the statements made in Sect.
4.
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2 Main ideas
In this section we sketch some ideas for obtaining a priori estimates in the IBVP
of Einstein’s field equations. We start in Sect. 2.1 by reviewing the electromag-
netic toy model problem analyzed in [21] and showing that the gauge condition
used in that work can be obtained by variation of a simple functional. In Sect.
2.2 we decompose Einstein’s field equations into evolution and constraint equa-
tions. Next, in Sect. 2.3, the constraint propagation system describing the
evolution of the constraint fields is derived and a boundary condition which
yields estimates for these fields is constructed. In Sect. 2.4 we discuss how
estimates for the curvature fields can be obtained. The curvature tensor can be
decomposed into the Ricci tensor and the Weyl tensor. The Ricci tensor can be
estimated through Einstein’s equations provided suitable estimates on the mat-
ter fields are available. Therefore, it remains to estimate the Weyl tensor. In
order to do so, we analyze its propagation and explain the idea for constructing
boundary conditions and deriving estimates for the Weyl tensor following the
lines of Ref. [1]. Next, in Sect. 2.5, the first and second fundamental forms
are estimated. For this, an appropriate gauge condition for the lapse is needed.
Such a condition will be derived by introducing a functional in analogy with the
electromagnetic case. Finally, the resulting IBVP for Einstein’s vacuum field
equations is summarized in Sect. 2.6. The well posedness of this problem in the
weak field limit is proven in the subsequent sections.
In the following, we assume that Σ is an open bounded subset of R3 with
C∞ boundary ∂Σ. The spacetime metric on [0, T ]×Σ has signature (−,+,+,+)
and is denoted by g and the unique metric-compatible, torsion-free connection
by ∇. The induced three-metric and connection on Σ are denoted by h and D,
respectively. The indices a, b, c, d, e, f denote spacetime indices running from 0
to 3 while i, j, k, l denote spatial indices running from 1 to 3. We shall use the
notation =ˆ for equalities holding on ∂Σ or on [0, T ]× ∂Σ. The unit outward
normal one-form to ∂Σ is denoted by Ni and γi
j =ˆ δi
j −NiN j is the projector
onto the tangent space of ∂Σ.
2.1 The electromagnetic case
In [21] Maxwell’s equations are written as a first order system for the magnetic
potential Aj , the electric field Ej and the derivatives of the magnetic potential,
Wij = DiAj . In the source-free case, this system is
∂tAj = Ej +Djφ, (1)
∂tEj = D
iWij − (1 + σ)DiWji + σhklDjWkl , (2)
∂tWij = DiEj +
τ
2
hijD
kEk +DiDjφ, (3)
subject to the constraints C ≡ DiEi = 0 and Cij ≡ Wij −DiAj = 0. Here, φ
denotes the electrostatic potential, hij the components of the Euclidean metric
and σ and τ are nonvanishing constants having the same sign.
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A well posed IBVP for this system is obtained in the following way: First, the
constraint propagation system describing the time evolution of the constraint
fields C and Cij is analyzed. It is given by
∂tCij =
τ
2
hijC, (4)
∂tC = −σDiCi , (5)
∂tCi = −τ DiC, (6)
where Ci ≡ DjCij − hklDiCkl. By imposing, for instance, the boundary con-
dition N iCi =ˆ 0 one obtains an L
2 estimate for the constraint fields. Next,
using this, the physical energy of the system and the radiative-type boundary
condition
γ ji Ej −N j(Wij −Wji) =ˆ gi , (7)
where gi is a given vector field on the boundary satisfying N
igi =ˆ 0, one obtains
L2 bounds for the electric and magnetic fields, Ei and W[ij], respectively. The
remaining difficulty is to estimate the symmetric, gauge-dependent, part ofWij .
It turns out that the simplest gauge choice, the temporal gauge φ = 0, does not
lead to such an estimate. This can be seen by means of the following family of
electrostatic solutions [21]
Aj = tDjf,
Ej = Djf, (8)
Wij = tDiDjf,
where f is a smooth, time-independent, harmonic function. This family solves
the evolution and constraint equations and the radiative-type boundary condi-
tion with boundary data gi =ˆ γi
jDjf . A problem is the time-dependence of
the magnetic potential which implies that for t > 0 the solution depends on
second derivatives of f while the initial and boundary data depends only on
first derivatives of f . This violates the expected energy estimate in L2.
For this reason, in [21], a different gauge condition was introduced which
can be obtained by minimizing the functional
IEM [φ] =
1
2
∫
Σ
hij(∂tAi)(∂tAj)
√
h d3x =
1
2
∫
Σ
hij(Ei +Diφ)(Ej +Djφ)
√
h d3x
over the space H1(Σ) consisting of square-integrable functions φ on Σ which
have square-integrable first order spatial derivatives. Therefore, this gauge con-
dition minimizes the L2 norm of the time-deformation of the magnetic potential
over all possible electrostatic potentials φ for which this norm is defined. Here
and in the following,
√
h and hij denote, respectively, the determinant and
the inverse of the three-metric. In the above example, where Ej = Djf , the
minimum of IEM is zero and yields φ = −f which in turn implies that Aj is
time-independent. Therefore, this gauge condition precludes the above coun-
terexample. Furthermore, it was shown in [21] to yield a well posed IBVP. A
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straightforward generalization of IEM is the family of functionals
IEM,µ[φ] =
1
2
∫
Σ
[
µ2φ2 + hij(∂tAi)(∂tAj)
]√
h d3x
parametrized by a nonnegative constant µ. The extra term, µ2φ2, in the inte-
grand plays the role of a penalty term which prevents |φ| from becoming “too
large” and might be useful for numerical simulations. Variation of IEM,µ with
respect to φ yields the elliptic boundary value problem
(−µ2 +DiDi)φ+DiEi = 0 on Σ, (9)
N i(Diφ+ Ei) =ˆ 0 on ∂Σ. (10)
Notice that for µ > 0 the solution of this boundary value problem is unique
while for µ = 0 the solution φ is only unique up to an additive constant which
might cause problems in an elliptic solver. The important point here is the
boundary condition (10) which allows to set the normal component of the mag-
netic potential to zero at the boundary: N jAj =ˆ 0. This boundary condition
in turn allows to estimate the L2 norm of A and its first order spatial deriva-
tives in terms of the divergence and the curl of A. The divergence of A can be
estimated by taking the divergence of Eq. (1) and using Eq. (9). The curl of A
is known since it corresponds to the magnetic field W[ij] for which an estimate
has been obtained.
Using the methods of Ref. [21] one can show that the IBVP described by
the evolution equations (1,2,3) for σ τ > 0, the boundary conditions (7) and
N iCi =ˆ 0 and the gauge condition (9,10) is well posed. The interesting point is
that one still obtains a well posed problem in the limiting case σ = τ = 0 where
the evolution equations are weakly hyperbolic [23]. In this case, the constraints
propagate tangentially to the boundary, and the boundary condition N iCi =ˆ 0
has to be dropped.
2.2 Einstein’s field equations
Next, we discuss how the ideas above can be applied to the IBVP of General
Relativity. In the remaining part of this section, we consider the full nonlin-
ear Einstein equations with matter fields and draw particular attention to the
propagation of the constraint fields, the propagation of the Weyl tensor and the
gauge conditions. An IBVP for the nonlinear case is mentioned at the end of
this section. In the next two sections, we prove that this problem is well posed
in the weak field regime.
We start with Einstein’s field equations in the 3 + 1 formulation of Ref.
[22]. This is done for simplicity; as discussed in the conclusions, other 3 +
1 formulations might serve as a starting point. Assume spacetime (M, g) is
globally hyperbolic, i.e. there exists a globally defined time function t :M → I
such thatM is foliated by spacelike hypersurfaces Στ = {p ∈M : t(p) = τ}. Let
na = −α∇at be the future-pointing unit normal to these slices (we choose the
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time orientation such that the lapse function, α, is strictly positive). The three-
metric hab and extrinsic curvature kab (first and second fundamental forms) are
defined by
hab = gab + nanb , (11)
kab = −∇anb − naab , (12)
respectively, where ab = n
a∇anb = Db(logα) is the acceleration field. The 3+1
form of Einstein’s equations yield the evolution equations
Lnhab = −2kab , (13)
Lnkab = Rab − 1
α
DaDbα+ kkab − 2kadkbd − κsab , (14)
and the constraints
H ≡ 1
2
(
habRab + k
2 − kabkab
)− κρ = 0, (15)
Ma ≡ Dak −Dbkab + κja = 0, (16)
where here and in the following, Da and Rab denote, respectively, the covariant
derivative and the Ricci tensor compatible with the three-metric hab, k = h
abkab
is the trace of the extrinsic curvature, κ = 8πG where G is the gravitational
constant, and where in terms of the stress-energy tensor Tab the source terms
ρ, ja and sab are given by
ρ = nanbTab ,
ja = −hacndTcd ,
sab = (ha
chb
d − 1
2
habg
cd)Tcd .
For consistency with the Bianchi identities, the stress-energy tensor must be
divergence-free which translates into the conditions
Lnρ+ 1
α2
Da
(
α2ja
)− 2kρ− (kab − khab)sab = 0, (17)
Lnja + 1
α2
Da
(
α2ρ
)− kja + 1
α
Db
(
αsab − αhabhcdscd
)
= 0. (18)
A well-known property of the evolution system (13,14) is that the Ricci opera-
tor, hab 7→ Rab, is not elliptic. In particular, this implies that simple algebraic
gauge choices yield a weakly hyperbolic system for which there are no general
well posedness results and standard discretizations lead to unstable numerical
schemes [24, 25, 26]. A possible remedy to this problem is to adopt differ-
ent gauge conditions, like the full harmonic gauge [27], in which the evolution
equations become manifestly hyperbolic.
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2.3 Estimates for the constraint fields
Independent on what gauge is chosen, the evolution system (13,14) has the
property that it induces “nice” evolution equations for the constraint fields: As
a consequence of the (twice contracted) Bianchi identity, the evolution equa-
tions (13,14) and the consistency conditions (17,18) one finds that H and Ma
propagate according to the simple symmetric hyperbolic system
LnH = 1
α2
Da
(
α2Ma
)
+ 2kH, (19)
LnMa = 1
α2
Da
(
α2H
)
+ kMa , (20)
which closely resembles a wave equation written in first order form. By speci-
fying suitable boundary conditions for this system, estimates for the constraint
fields H and Ma can be obtained. In the following, we shall assume that the
timelike boundary T is such that naνa ≥ 0 everywhere on T , where νa denotes
the outward unit normal1 to T . As can be seen by a simple energy argument
(cf. Lemma 2 below), the boundary condition
νaMa =ˆ 0 (21)
guarantees that H = 0 and Ma = 0 everywhere on [0, T ]× Σ provided H = 0
andMa = 0 on the initial surface {0}×Σ. Furthermore, the boundary condition
(21) yields an L2 estimate for the constraint fields H and Ma. As we will see
shortly, it turns out that we need more regularity and also need an L2 estimate
for the first spatial derivatives of H and Ma. It will be shown in the linearized
case that this can be achieved using the boundary condition (21).
Before we proceed, we make two comments. First, we stress that the evo-
lution equations derived by Arnowitt-Deser-Misner [28] differ from the one dis-
cussed here by the addition of the Hamiltonian constraint to the evolution equa-
tions for kab. As a consequence, in the former case, the resulting constraint
propagation system is only weakly hyperbolic which makes it much more dif-
ficult to control the constraint fields. (See Ref. [29] for the details on this
important difference.) Second, we would like to mention that if naνa =ˆ 0 and
in the absence of matter fields, the boundary condition (21) corresponds to one
of the four Einstein boundary conditions νaGab =ˆ 0, where Gab denotes the
Einstein tensor, proposed in Ref. [30]. (In vacuum Eq. (21) is equivalent to
νanbGab =ˆ 0.) However, the imposition of all four Einstein boundary conditions
can lead to difficulties. For example, imposing the two conditions νanbGab =ˆ 0
and νaνbGab =ˆ 0 overdetermines the constraint propagation system since by
virtue of the evolution equations the second condition is equivalent to setting
H =ˆ 0. Therefore, if the initial data violates the constraints (as is the case in
most numerical simulations), a solution to the IBVP might not even exist.
1Different boundary conditions have to be specified for the case where naνa < 0 everywhere
on T . We do not analyze this case here.
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2.4 Estimates for the Weyl curvature
The next step is to obtain estimates for the Weyl curvature tensor Cabcd. In
terms of the electric and magnetic part of the Weyl tensor, defined by
Ebd ≡ Cabcdnanc, (22)
Bbd ≡ 1
2
naCabef ǫ
ef
d , (23)
where ǫbcd ≡ naǫabcd denotes the natural volume element on (Σt, hab), the
Bianchi identities yield
LnEab = −ǫcd(a(Dc + 2ac)Bdb)
− 3k(adEb)d − 2kd(aEb)d + 2kEab + habkcdEcd + Pab , (24)
LnBab = +ǫcd(a(Dc + 2ac)Edb)
− 3k(adBb)d − 2kd(aBb)d + 2kBab + habkcdBcd +Qab , (25)
where
Pab =
1
2
[
D(aMb) + 2a(aMb) + 2kabH
−κ (Lnsab + k(adsb)d + kabhcdscd)]TF (26)
Qab = −1
2
[
ǫcd(ak
c
b)M
d + κǫcd(aD
csdb)
]
, (27)
and the constraints on E and B
DbEab + 2k
cdǫbdaBcb = Pa , (28)
DbBab − 2kcdǫbdaEcb = Qa , (29)
where
Pa =
1
3
DaH +
1
2
[
ka
bMb − kMa − κ
(
Dbsab − 1
3
hcdDascd
)]
, (30)
Qa = −1
2
ǫa
cd
[
DcMd + κkc
bsdb
]
. (31)
In the above expressions for Pa, Qa, Pab and Qab we have used the constraint
propagation equations (19,20) in order to eliminate the Lie derivatives of the
constraint fields H and Ma with respect to n
a.
Eqs. (24,25) constitute a symmetric hyperbolic system for the fields E and
B which bears a striking resemblance to Maxwell’s equations. Notice that the
source terms Pab and Qab depend on the constraint fields H and Ma and their
first spatial derivatives as well as on first derivatives of the matter terms sab.
This is the reason why more regularity is needed for the constraint fields (and the
matter fields). A well posed IBVP for the subsystem (24,25) can be constructed
using the method in Ref. [1] where suitable combinations of the constraint
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equations are added to the evolution equations (24,25) (see also Sect. 4.2).
Boundary conditions for the resulting linear evolution system for E and B which
lead to a well posed problem in L2 can then be specified in the following form
[1]: Set Na = haiNi and choose for each t ∈ [0, T ] two unit vector fields ea2
and ea3 on {t} × ∂Σ which are mutually orthogonal, such that Na, ea2 , ea3 form
an orthonormal set. Define ma = 2−1/2(ea2 + ie
a
3) and introduce the complex
Newman-Penrose scalars
Ψ0 =ˆ
[
Eab − ǫcdaN cBdb
]
mamb, (32)
Ψ4 =ˆ
[
Eab + ǫcdaN
cBdb
]
m¯am¯b. (33)
Next, let c be a smooth complex-valued function on [0, T ]× ∂Σ with magnitude
smaller or equal than one, and let q be a smooth complex-valued function on
[0, T ]× ∂Σ. Boundary conditions can then be specified in the form [1, 13]
Ψ0 =ˆ cΨ¯4 + q, (34)
where an overbar denotes complex conjugation. The appearance of the com-
plex conjugation in Eq. (34) can be understood as follows: Under a rotation
m 7→ eiϕm of m, Ψ0 7→ e2iϕΨ0 while Ψ4 7→ e−2iϕΨ4. Therefore, if q 7→ e2iϕq,
the boundary condition (34) is invariant with respect to such rotations. Asymp-
totically, Ψ0 and Ψ4 represent, respectively, the amount of in- and outgoing ra-
diation. Therefore, the function c can be interpreted as a reflection coefficient.
2.5 Estimates for the first and second fundamental forms
So far, we have obtained estimates for the constraint fields and the curvature
fields Eab and Bab. It remains to estimate the three-metric hab and the ex-
trinsic curvature kab. For this, we first notice that the electric and magnetic
components of the Weyl tensor can be expressed as
Eab =
1
2
[
Lnkab +Rab + 1
α
DaDbα+ kkab
]TF
, (35)
Bab = ǫcd(aD
ckdb) , (36)
where [...]TF denotes the trace-free part with respect to hab. This allows us to
rewrite the evolution system (13,14) as
Lnhab = −2kab , (37)
Lnkab = Eab − 1
α
DaDbα− kackcb + 2
3
habH
− κ
2
sab +
κ
6
hab
(
4ρ− hcdscd
)
. (38)
Since estimates for Eab andH have already been obtained, and provided suitable
estimates for the matter terms ρ and sab are available, one should therefore
be able to integrate this system and obtain estimates for hab and kab. The
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question here is what precise estimates we need. Since one would like to be able
to estimate the Christoffel symbols, we need to control at least the L2 norm
of the three-metric and its first order spatial derivatives. Such an estimate can
be obtained for fixed shift by integrating Eq. (37) provided a similar estimate
for kab is available. As in the electromagnetic case, one does not expect such
an estimate to exist for any gauge condition for the lapse. Comparing Eq. (1)
with Eq. (38) and making the analogy Ai ↔ kab, Ei ↔ Eab, φ ↔ α between
the electromagnetic case and General Relativity, the functional IEM suggests
the consideration of the following functional over the space H2(Σ) consisting of
square-integrable functions α on Σ with square-integrable first and second order
spatial derivatives,
IGR[α] =
1
2
∫
Σ
hachbd
(
∂tkab
α
)(
∂tkcd
α
)√
h d3x
=
1
2
∫
Σ
hachbd
(
1
α
DaDbα− 1
α
Lβkab − Fab
)
(
1
α
DcDdα− 1
α
Lβkcd − Fcd
)√
h d3x,
where Fab = Rab + kkab − 2kadkbd − κsab and βa is the shift vector field. The
reason for introducing the factor 1/α in front of ∂tkab is that without this factor,
the minimum of IGR is always zero and is attained for α = 0 when Lβkab van-
ishes2. Notice that minima need not be unique: For example, if Lβkab = 0, the
functional is invariant with respect to the rescaling α 7→ λα, where λ is a nonvan-
ishing constant. This rescaling corresponds to the coordinate reparametrization
t 7→ λ−1t. Similarly to the electromagnetic case, the functional IGR can be
generalized to
IGR,µ[α] =
1
2
∫
Σ
[
µ2(α− α0)2 + hachbd
(
∂tkab
α
)(
∂tkcd
α
)]√
h d3x
where here, µ ≥ 0 and α0 is a given, strictly positive function on spacetime. The
penalty term µ2(α− α0)2 might be useful in order to guarantee the uniqueness
of minima and to ensure that the lapse is positive. Below, we analyze the well
posedness of the variational principle associated to IGR,µ in the weak field limit
and show that the resulting condition for the lapse leads to an L2 estimate for
kab and its first order spatial derivatives (see Lemma 1 below).
A similar functional was recently used in [31] in order to construct a new
geometric invariant measuring the amount of radiation contained in a data set
and was also considered in [32]. Functionals very similar to IGR also arise in
the theory of thin elastic plates (see, for instance, [33]).
2This problem could be avoided by requiring an inhomogeneous boundary condition for
the lapse; however, for our key estimate in Lemma 1 it turns out that we need to vary IGR
over the space of all α ∈ H2(Σ).
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2.6 The IBVP for Einstein’s vacuum field equations
With the above considerations we may formulate the following IBVP for the
Einstein vacuum field equations. The generalization to matter fields depends
on the precise model for the matter. For this reason, from now on, we set
Tab = 0.
1. Specify initial data (hij , kij) on a three-dimensional Riemannian compact
manifold with smooth boundary ∂Σ satisfying the Hamiltonian and mo-
mentum constraint equations (15,16).
2. Specify boundary data q(t) on [0, T ]× ∂Σ. The initial and boundary data
must satisfy certain compatibility conditions on the intersection {0}× ∂Σ
of the initial surface with the timelike boundary (see, for example [3, 4]).
3. Choose the shift as an a priori specified vector field βi on [0, T ]× Σ such
that βiNi ≤ 0 everywhere on T . Notice that this inequality is independent
of the (yet unknown) metric.
4. Find a curve t 7→ (hij , kij)(t), 0 ≤ t ≤ T , solution of the evolution equa-
tions (13,14), where in Eq. (14) the lapse is given by minimizing the
functional IGR,µ, such that
(hij , kij)(0) = (hij , kij) (39)
and such that the boundary conditions
N iMi(t) =ˆ 0, Ψ0(t) =ˆ cΨ¯4(t) + q(t), (40)
hold, where Mi, Ψ0 and Ψ4 are defined in terms of (hij , kij) according to
Eq. (16) and Eqs. (32,33,35,36), respectively.
In the following, we analyze the well posedness of this problem under simplifying
assumptions. First, we only consider the weak field regime in which all the
equations are linearized about the flat spacetime solution (hij , kij) = (δij , 0),
α = 1, βi = 0. Second, we assume that the domain Σ = (0, 1) × T 2 is a cube
where the two opposite faces y = const and z = const are identified with each
other (although most of the results below are valid for more general domains).
The main result of this article is the well posedness of the above stated IBVP
under these simplifying assumptions, see Theorem 3 below. Results for more
general cases will be discussed elsewhere [23].
3 Gauge condition for the lapse
In this section we analyze the well posedness of the variational principle for
IGR,µ. As indicated above, for simplicity, we only consider here the case of
linearization about flat spacetime. In this case, it is natural to set α0 = 1, and
we expand α = 1 + f and ignore all terms in IGR,µ which are cubic or higher
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order in f and the perturbed metric and extrinsic curvature. This leads to the
functional Iµ defined in Eq. (41) below where now Fij is equal to the linearized
Ricci tensor.
Before we proceed, we fix some notation: We denote by L2(Σ,R), L2(Σ, V )
and L2(Σ, S) the spaces of square-integrable functions, vector fields and sym-
metric tensor fields, respectively, on Σ. Similarly,Hm(Σ,R), Hm(Σ, V ),Hm(Σ, S)
denote the Sobolev spaces of order m of smooth functions, vector fields and
symmetric tensor fields on Σ and C∞(Σ¯,R), C∞(Σ¯, V ), C∞(Σ¯, S) the space of
functions, vector fields and symmetric tensor fields on Σ¯ which are infinitely
differentiable on Σ and such that all derivatives have a continuous extension on
Σ¯.
Define the bounded linear operator
W : H2(Σ,R)→ L2(Σ, S), f 7→Wijf = DiDjf.
We consider for each µ ≥ 0 and F ∈ L2(Σ, S) the functional
Iµ : H
2(Σ,R)→ R
f 7→ 1
2
∫
Σ
[
µ2f2 +
(
W ijf − F ij) (Wijf − Fij)]√hd3x. (41)
Theorem 1 (Minimum of Iµ) The functional Iµ : H
2(Σ,R) → R has the
following properties:
(i) There exists a global minimum f ∈ H2(Σ,R) of Iµ. For µ > 0 this
minimum is unique; for µ = 0 the minimum is unique up to the addition
of an element in the two-dimensional set
N = {f = a0 + a1x : a0, a1 ∈ R}.
(ii) A global minimum f ∈ H2(Σ,R) of Iµ satisfies
Iµ[f ] ≤ 1
2
‖F‖2L2(Σ,S).
(iii) If µ = 0, a global minimum f ∈ H2(Σ,R) satisfies (F−Wf,Wf)L2(Σ,S) =
0, i.e. F−Wf and Wf are orthogonal.
(iv) If F ∈ C∞(Σ¯, S), all global minima f ∈ H2(Σ,R) automatically lie in
C∞(Σ¯, S) and satisfy the elliptic boundary value problem
µ2f +W ij(Wijf − Fij) = 0 on Σ,
N iN j(Wijf − Fij) =ˆ 0 on ∂Σ,
N i(Dj +Dj)(Wijf − Fij) =ˆ 0 on ∂Σ, (42)
where D denotes the covariant derivative on ∂Σ induced by D.
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Proof. The proof is based on standard arguments from elliptic theory. In a
first step, we set X ≡ H2(Σ,R) and rewrite the functional Iµ in the form
Iµ[f ] = Qµ(f, f)− 2J(f) + 1
2
‖F‖2L2(Σ,S),
for f ∈ X , where the bounded bilinear form Qµ : X × X → R and the linear
functional J : X → R are defined by
Qµ(f, g) =
1
2
[
µ2(f, g)L2(Σ,R) + (Wf,Wg)L2(Σ,S)
]
,
J(g) =
1
2
(F,Wg)L2(Σ,S) ,
for f, g ∈ X . Since for all f, g ∈ X and all ε > 0 we have
Iµ[f + εg]− Iµ[f ]
ε
= 2(Qµ(f, g)− J(g)) + εQµ(g, g). (43)
and since Qµ(g, g) ≥ 0, it follows that f ∈ X is a global minimum of Iµ if and
only if
Qµ(f, g) = J(g) for all g ∈ X. (44)
(i) Therefore, we have to show that there exists f ∈ X such that Eq. (44)
holds. This is done using the theorem in Appendix A which summarizes stan-
dard results from Fredholm theory. In order to apply the theorem, we first
notice that
Qµ(f, f) +
1
2
‖f‖2H1(Σ,R) ≥
1
2
‖f‖2H2(Σ,R)
for all f ∈ X . Next, set Z = H1(Σ,R) and denote by ι : X → Z the inclusion
which is compact since Σ is bounded. Furthermore, we introduce the following
linear bounded operators
M : X → X∗, f 7→ Qµ(f, .),
L : X → X∗, f 7→ Qµ(f, .) + 1
2
(f, .)Z ,
R : Z → X∗, f 7→ −1
2
(f, .)Z .
With this notation, f ∈ X satisfies Eq. (44) if and only if Mf = J , and
M = L + K is the sum of the coercive operator L and the compact operator
K = R◦ι. According to Theorem 4, a solution to this equation exists if and only
if J ∈ (kerM t)⊥, where (M tf)(g) = (Mg)(f) for all f, g ∈ X and (kerM t)⊥
denotes the annihilator of kerM t. In our case, since Qµ is symmetric,
(M tf)(g) = Qµ(g, f) = Qµ(f, g) = (Mf)(g)
for all f, g ∈ X ; hence M t = M . If µ > 0 we have kerM = {0} and so
(kerM t)⊥ = X∗. Therefore, if µ > 0, there exists a unique global minimum
f ∈ X . On the other hand, if µ = 0,
kerM = {f ∈ X :Wijf = 0} = {a0 + a1x : a0, a1 ∈ R}.
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Furthermore, by definition, J ∈ (kerM)⊥. Hence, the existence of global min-
ima follows from Theorem 4.
(ii) Setting ε = 1, g = −f in Eq. (43) we obtain
Iµ[f ] = Iµ[0]−Qµ(f, f) ≤ Iµ[0] = 1
2
‖F‖2L2(Σ,S).
(iii) This follows from Eq. (44) by setting g = f .
(iv) This can be seen by explicitly computing the solution and using inte-
gration by parts.
Theorem 1 has the following physical interpretation: Consider the linearized
extrinsic curvature kij and perform an infinitesimal coordinate transformation
δxa 7→ δxa+Xa parametrized by the vector field (Xa) = (Xt, X i). With respect
to this, the linearized extrinsic curvature transforms according to
kij 7→ kij −Wijf, (45)
where f = Xt. Therefore, given k ∈ L2(Σ, S), the minimization principle
described by Iµ provides a unique way of gauge-fixing k
(GF )
ij ≡ kij −Wijf by
choosing f such that it minimizes
Iµ[f ] =
1
2
∫
Σ
[
µ2f2 + hikhjl(k
(GF )
ij )(k
(GF )
kl )
]√
h d3x.
According to Theorem 1(ii), this defines for each µ ≥ 0 a bounded linear map
P
(GF )
µ : L2(Σ, S) → L2(Σ, S), k 7→ k(GF ) whose operator norm is less or equal
than one. In particular, we have a unique decomposition
kij = k
(GF )
ij +Wijf (46)
for each k ∈ L2(Σ, S), where k(GF ) ≡ P (GF )µ k. For µ = 0 this decomposition is
orthogonal and P
(GF )
0 is an orthogonal projector, i.e. P
(GF )
0 ◦ P (GF )0 = P (GF )0
and (P
(GF )
0 )
∗ = P
(GF )
0 . If k ∈ C∞(Σ¯, S), the same holds for k(GF ) and it
satisfies
µ2f −W ijk(GF )ij = 0 on Σ, (47)
N iN jk
(GF )
ij =ˆ 0 on ∂Σ, (48)
N i(Dj +Dj)k(GF )ij =ˆ 0 on ∂Σ. (49)
One of the key properties of the gauge-fixing operator P
(GF )
µ that will be
crucial in our well posedness proof below is the following: Defining the curl and
momentum operators by
curl : H1(Σ, S)→ L2(Σ, S)
kij 7→ (curl k)ij ≡ εkl(iDkklj) ,
M : H1(Σ, S)→ L2(Σ, V )
kij 7→ (Mk)i ≡ Dik −Djkij ,
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the gauge-fixed linearized extrinsic curvature k(GF ) = P
(GF )
µ k has the property
that its H1 norm is already controlled by its L2 norm and the L2 norm3 of
curl k(GF ) and Mk(GF ):
Lemma 1 Let µ ≥ 0. There exists a constant C = Cµ > 0 such that
‖k‖H1(Σ,S) ≤ C
[‖k‖L2(Σ,S) + ‖curl k‖L2(Σ,S) + ‖Mk‖L2(Σ,V )] (50)
for all k ∈ P (GF )µ C∞(Σ¯, S).
Proof. Set (N i) = (1, 0, 0) and denote by A, B, C, D, E, F indices running
over y and z. Define the quantities
Q ≡ N iN j(curl k)ij = εABDAkBx ,
R ≡ N i(Mk)i = DxkBB −DBkxB ,
V
(+)
A ≡ γAj
[
−1
2
(Mk)j +Niεijk(curl k)klN l
]
= DxkxA −DAkxx ,
V
(−)
A ≡ γAj
[
−1
2
(Mk)j −Niεijk(curl k)klN l
]
= DBkAB −DAkBB ,
qAB ≡ −γAiNjεijk(curl k)klγlB = [DxkAB −DAkxB]tf ,
where [vAB]
tf ≡ vAB− 12δABδCDvCD denotes the trace-free part of a two-tensor
vAB. Using integration by parts, we first find∫
Σ
[
Q2 +R2 + γAB(V
(+)
A +DAk)(V
(+)
B +DBk)
]
d3x
=
∫
Σ
[
(Dxk
B
B)
2 + (DAkBB)(DAk
C
C) + (D
xkxB)(DxkxB)
+(DAkxB)(DAkxB)
]
d3x− 2
∫
T 2
[
(kBB)(D
AkxA)
]1
x=0
dydz. (51)
On the other hand, using the fact that DiDjkij = µ
2f , we find
2
∫
Σ
[
(Dik)(Mk)i − µ2kf
]
d3x
= 2
∫
Σ
(Dik)(Dik)d
3x− 2
∫
T 2
[
kDjkxj
]1
x=0
dydz. (52)
Adding Eqs. (51) and (52) together, and using the boundary conditions kxx = 0,
3Notice that curl k(GF ) = curl k and Mk(GF ) =Mk.
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Djkxj +D
AkxA = 0 on ∂Σ we obtain
∫
Σ
[
(DikBB)(Dik
C
C) + (D
ikxB)(DikxB) + 2(D
ik)(Dik)
]
d3x
=
∫
Σ
[
Q2 +R2 + γAB(V
(+)
A +DAk)(V
(+)
B +DBk) + 2(D
ik)(Mk)i − 2µ2kf
]
d3x
≤
∫
Σ
[
Q2 +R2 + (1 +K1)γ
ABV
(+)
A V
(+)
B +K2(Mk)i(Mk)i
]
d3x
+
(
1
K1
+
1
K2
)∫
Σ
(Dik)(Dik)d
3x+K3‖k‖2L2(Σ,S),
where K1, K2 and K3 are positive constants and where we have used Theorem
1(ii) in the last step in order to estimate µf . By choosing K1 and K2 large
enough such that K−11 +K
−1
2 < 2 it follows that we can bound the H
1 norm of
the components kxx, kxA, k
A
A in terms of the right-hand side of (50).
It remains to bound the H1 norm of kˆAB = kAB − 12δABkCC . For this, we
first notice the identity
εA
C kˆCB = −kˆACεCB
which is valid for any symmetric, trace-less two-tensor kˆAB. This implies
2D[AkˆB]C = εABε
EFDE kˆFC = −εABDEkEDεDC .
Using this, we find
∫
Σ
(DikˆBC)(DikˆBC)d
3x
=
∫
Σ
[
(DxkˆBC)(DxkˆBC) + (D
AkˆBC)(DB kˆAC) + 2(D
AkˆBC)(D[AkˆB]C)
]
d3x
=
∫
Σ
[
(DxkˆBC)(DxkˆBC) + 2(DB kˆ
BC)(DAkˆAC)
]
d3x
=
∫
Σ
γACγBD
[
qAB + (DAkxB)
tf
] [
qCD + (DCkxD)
tf
]
d3x
+
1
2
∫
Σ
γAC
[
2V
(−)
A +DAk
B
B
] [
2V
(−)
C +DCk
D
D
]
d3x.
where we have used integration by parts in the second step. This proves the
statement of the Lemma.
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4 Well posed IBVP for the linearized vacuum
equations
In this section we present a well posed initial-boundary value formulation for
the linearized Einstein vacuum equations when linearized about a flat spacetime.
For simplicity, we also assume that Σ = (0, 1)×T 2 although most of the results
below hold for the general case where Σ ⊂ R3 is an open bounded domain with
C∞ boundary ∂Σ. In the following, let
(N j) = (1, 0, 0), (mj) =
1√
2
(0, 1, i),
such that N j , mj , m¯j form a complex triad adapted to the boundary. We
assume that the linearized shift is exactly zero and fix the gauge for the linearized
lapse by requiring that P (GF )k = k where P (GF ) ≡ P (GF )0 is the gauge-fixing
projection operator introduced in the previous section. The linearized equations
have the form
d
dt
u = Au, (53)
where u = (h,k) denotes the components of the linearized three-metric and
extrinsic curvature and
A
(
h
k
)
=
( −2k
P (GF )Rich
)
, (54)
where Ric is the linearized Ricci operator. The idea is to represent A on an
appropriate Hilbert space H such that A : DH ⊂ H → H generates a strongly
continuous semigroup4 P (t) = exp(tA) on H . The unique solution of the ab-
stract Cauchy problem
d
dt
u = Au, t > 0,
u(t = 0) = u0 , u0 ∈ DH (55)
is then given by u(t) = P (t)u0, t ≥ 0. Furthermore, the semigroup properties
imply the existence of constants a ≥ 1, b ∈ R such that ‖u(t)‖ ≤ a exp(bt)‖u0‖
for all t ≥ 0 and all u0 ∈ H . In particular, the problem is well posed.
Therefore, our task is to find a Hilbert space H and a domain DH ⊂ H such
that A : DH ⊂ H → H generates a strongly continuous semigroup. There are
well-known sufficient and necessary conditions for this to be the case, see for
instance [34] and [35] and references therein for generalizations to quasilinear
operators. In our case, the Hilbert space H is motivated from our general
considerations in Sect. 2 and we will first define A on the space of smooth
tensor fields (h,k) satisfying the boundary conditions (the space D0 below).
4That is, P is a strongly continuous map from [0,∞) to L(H) satisfying P (0) = idH and
the semigroup property P (t+ s) = P (t) ◦ P (s) for all t, s ≥ 0.
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Then, it will be shown that A is quasi-dissipative5 and that it can be extended
(by taking its closure in H) in such a way that the extension generates a strongly
continuous semigroup on H . The following theorem gives the general structure
of our Hilbert space H .
Theorem 2 (Linear constrained evolution systems with curvature map)
Let X,Y, Z be real Hilbert spaces, and let
A : D(A) ⊂ X → X (main evolution vector field), (56)
Aˆ : D(Aˆ) ⊂ Y → Y (constraint evolution vector field), (57)
B : D(B) ⊂ Z → Z (curvature evolution vector field), (58)
be densely-defined linear operators on X, Y and Z, respectively. Further, let
D0 ⊂ D(A) be a dense linear subspace of X and
S0 : D ⊂ X → Y (constraint map), (59)
T0 : D ⊂ X → Z (curvature map), (60)
be closable linear operators such that D0 ⊂ D, A(D0) ⊂ D, S0(D0) ⊂ D(Aˆ),
T0(D0) ⊂ D(B) and such that the following intertwining relations hold
S0Au = AˆS0u, (61)
T0Au = BT0u+ L1S0u+ L0u, (62)
for all u ∈ D0 where L1 : Y → Z, L0 : X → Z are bounded linear maps.
Furthermore, assume the existence of constants a0, a1, a2, aˆ, b ∈ R such that
(u,Au)X ≤ a0‖u‖2X + a1‖S0u‖2Y + a2‖T0u‖2Z for all u ∈ D0,
(c, Aˆc)Y ≤ aˆ‖c‖2Y for all c ∈ D(Aˆ),
(w,Bw)Z ≤ b‖w‖2Z for all w ∈ D(B).
(63)
Then,
(a) The operator R0 : D ⊂ X → Y × Z defined by R0u = (S0u, T0u) for all
u ∈ D, is closable. The domain D(R) of its closure R = R0 is contained in
D(S)∩D(T ) where S = S0, T = T0 and Ru = (Su, Tu) for all u ∈ D(R).
The linear space H = D(R), equipped with the scalar product
(u, v)H ≡ (u, v)X + (Ru,Rv)Y×Z
= (u, v)X + (Su, Sv)Y + (Tu, T v)Z ,
for u, v ∈ H defines a Hilbert space. Furthermore, the restriction of the
operators S and T to H are bounded linear operators from H to Y and Z,
respectively.
5A is called dissipative if (u,Au) ≤ 0 for all u ∈ D(A) and quasi-dissipative if there exists
a constant b ∈ R such that A− b is dissipative.
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(b) If D0 ⊂ H is dense in H, the operator AH : D(AH) ⊂ H → H defined by
D(AH) = D0 , AHu = Au, u ∈ D0 ,
is densely-defined and quasi-dissipative. In particular, AH is closable.
(c) In addition, assume that (λ− AH)D0 is dense in H for some sufficiently
large λ > 0. Then, AH generates a strongly continuous semigroup P :
[0,∞)→ L(H) on H.
(d) If in addition Aˆ generates a strongly continuous semigroup Q : [0,∞) →
L(Y ) on Y , then
SP (t) = Q(t) S|H
for all t ≥ 0. In particular, ker S|H is left-invariant under P (t) for all
t ≥ 0.
Proof. (a) Let un be a sequence in D which converges to zero in X such that
R0un = (S0un, T0un) converges to some (c, w) ∈ Y × Z. Since S0 and T0 are
closable, it follows that c = 0 and w = 0. Therefore, R0 is closable. Next, let
u ∈ D(R). Then, by definition of the closure, there exists a sequence un in D
which converges to u in X such that R0un → Ru. Since R0un = (S0u, T0un), it
follows that u ∈ D(S)∩D(T ) and that Ru = (Su, Tu). Next, it is clear that H
is linear and that (., .)H defines a scalar product on H . The completeness of H
is an immediate consequence of the closedness of R. Finally, the fact that S|H
and T |H are bounded is clear.
(b) According to the assumptions, A(D0) ⊂ H , so AH is a well-defined,
linear operator. Next, let u ∈ D0. Using the intertwining relations (61,62) and
the estimates (63) we obtain
(u,AHu)H = (u,Au)X + (S0u, S0Au)Y + (T0u, T0Au)Z
= (u,Au)X + (S0u, AˆS0u)Y + (T0u,BT0u+ L1S0u+ L0u)Z
≤ a0‖u‖2X + (a1 + aˆ)‖S0u‖2Y + (a2 + b)‖T0u‖2Z
+ ‖L1‖‖T0u‖Z‖S0u‖Y + ‖L0‖‖T0u‖Z‖u‖X
≤ K‖u‖2H
for a sufficiently large constant K > 0 which is independent of u. Since AH is
densely-defined and quasi-dissipative it is closable6.
(c) This is a direct consequence of the Lumer-Phillips theorem7.
(d) For this, we first notice that Aˆ is closable since according to our assump-
tions it is densely-defined and quasi-dissipative. In a next step we show that
SAHu = AˆSu (64)
for all u ∈ D(AH). Let u ∈ D(AH). By definition of the closure, there exists
a sequence un in D(AH) = D0 such that un → u in H and AHun → AHu in
6See Theorem 4.5(c) in chapter 1 of Ref. [34] for a proof.
7See Theorem 5.7 in Ref. [35] for a proof.
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H . Since for all n ∈ N, SAHun = AˆSun and since S|H : H → Y is bounded
so that Sun → Su in Y and SAHun → SAHu in Y , it follows that Su ∈ D(Aˆ)
and that AˆSu = SAHu.
Next, let u ∈ D(AH) and define the curve c : [0,∞)→ Y by c(t) = SP (t)u,
t ≥ 0. Since S|H : H → Y is linear and bounded, c is differentiable on (0,∞)
and
d
dt
c(t) = SAHP (t)u = AˆSP (t)u = Aˆc(t)
for all t > 0. Since c(0) = Su it follows by uniqueness of the Cauchy problem
associated to Aˆ that c(t) = Q(t)Su. Therefore, SP (t)u = Q(t)Su for all u ∈
D(AH). Since D(AH) is dense in H and S|H : H → Y is continuous the
statement of the theorem follows.
In order to apply this theorem to the linearized vacuum equations, we define
the operators A, Aˆ, B, S0 and T0 and the function spacesX , Y and Z as follows.
We start with the definition of the constraint evolution vector field Aˆ.
4.1 The constraint propagation system
Define Y = H1(Σ,R) × {M ∈ H1(Σ, V ) : N iMi =ˆ 0}, and define the operator
Aˆ : D(Aˆ) ⊂ Y → Y by
D(Aˆ) = {(H,M) ∈ C∞(Σ¯,R)× C∞(Σ¯, V ) : N iDiH =ˆ 0, N iMi =ˆ 0},
Aˆ
(
H
M
)
=
(
divM
gradH
)
,
for all (H,M) ∈ D(Aˆ), where here and in the following we use the notation
divM ≡ DiMi and (gradH)i ≡ DiH .
Lemma 2 (Well posedness of the constraint propagation system) The
operator Aˆ is a densely-defined, linear operator on Y with the following proper-
ties:
(i) Aˆ is dissipative, that is, (c, Aˆc)Y ≤ 0 for all c ∈ D(Aˆ).
(ii) For all λ > 0
(λ− Aˆ)(D(Aˆ)) = C∞(Σ¯,R)× {M ∈ C∞(Σ¯, V ) : N iMi =ˆ 0}.
(iii) Aˆ is closable and its closure generates a strongly continuous semigroup
Q : [0,∞)→ L(Y ).
Proof. First, it is clear that Aˆ is linear and that D(Aˆ) is dense in Y .
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(i) Let c = (H,M) ∈ D(Aˆ). Using integration by parts we find
(c, Aˆc)Y =
∫
Σ
[
HDiMi + (D
jH)(DjD
iMi) +M
iDiH + (D
jM i)(DjDiH)
]
d3x
=
∫
Σ
Di
[
HMi + (D
jH)(DjMi)
]
d3x
=
∫
T 2
[
HMx + (D
jH)(DjMx)
]1
x=0
dydz.
Since Mx =ˆ DxH =ˆ 0 the boundary integral vanishes and it follows that Aˆ is
dissipative.
(ii) This follows using general theorems [3] about symmetric linear operators
with maximal dissipative boundary conditions. However, in this particular case,
it is not difficult to give a direct proof: Let λ > 0, and let F ∈ C∞(Σ¯,R) and
G ∈ C∞(Σ¯, V ) with N iGi =ˆ 0. We want to find (H,M) ∈ D(Aˆ) such that
λH −DiMi = F, (65)
λMi −DiH = Gi . (66)
Eqs. (65,66) and (H,M) ∈ D(Aˆ) imply the Neumann boundary-value problem
(λ2 −DiDi)H = λF +DiGi ,
N iDiH =ˆ 0,
which has a unique solution H ∈ C∞(Σ¯,R). Setting M = λ−1(G+ gradH) ∈
C∞(Σ¯, V ) it follows that (H,M) ∈ D(Aˆ) satisfies (λ− Aˆ)(H,M) = (F,G).
(iii) Since C∞(Σ¯,R) × {M ∈ C∞(Σ¯, V ) : N iMi =ˆ 0} is dense in Y this
follows from (i) and (ii) and the Lumer-Phillips theorem8.
4.2 The Weyl propagation system
Next, we analyze the propagation of the Weyl curvature. As discussed in Sect.
2 we describe the evolution of the Weyl tensor by the system constructed in [1].
For this, define Z = L2(Σ, S) × L2(Σ, S), and let B : D(B) ⊂ Z → Z be the
densely-defined linear operator
D(B) = {(E,B) ∈ C∞(Σ¯, S)× C∞(Σ¯, S) : Ψ0[E,B] =ˆ cΨ¯4[E,B]},
B
(
E
B
)
=
( −(curlB)ij +N(iεj)klNk(divB)l
(curlE)ij −N(iεj)klNk(divE)l
)
,
for all (E,B) ∈ D(B). Here, c is a complex constant of magnitude smaller or
equal than one and the maps (E,B) 7→ Ψ0[E,B] and (E,B) 7→ Ψ¯4[E,B] are
8See Theorem 5.7 in Ref. [35] for a proof.
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defined by
Ψ0[E,B] =
[
Eij − ǫkliNkBlj
]
mimj , (67)
Ψ¯4[E,B] =
[
Eij + ǫkliN
kBlj
]
mimj . (68)
As shown in [1], the operator B is symmetric with maximally dissipative bound-
ary conditions. The following lemma is a consequence of general theorems [3].
Lemma 3 (Well posedness of the Weyl propagation system) The oper-
ator B is a densely-defined, linear operator on Z with the following properties:
(i) B is dissipative.
(ii) For all λ > 0
(λ−B)(D(B)) = C∞(Σ¯, S)× C∞(Σ¯, S).
(iii) B is closable and its closure generates a strongly continuous semigroup on
Z.
4.3 The main evolution system
Next, we turn our attention to the main evolution system. Using the gauge-
fixing projection operator P (GF ) ≡ P (GF )0 introduced in the previous section we
define the Hilbert space X = H1(Σ, S)×P (GF )L2(Σ, S) and the dense subspace
D = {(h,k) ∈ C∞(Σ¯, S)× P (GF )C∞(Σ¯, S) : N i(Mk)i =ˆ 0}.
In terms of the linearized Ricci operator Ric : H2(Σ, S)→ L2(Σ, S) defined by
(Rich)ij = D(iD
khj)k − 1
2
(
DkDkhij + δ
klDiDjhkl
)
, h ∈ H2(Σ, S),
the main evolution vector field is given by A : D(A) ⊂ X → X where D(A) = D
and
A
(
h
k
)
=
( −2k
P (GF )Rich
)
,
for all (h,k) ∈ D.
Next, we define the constraint map S0 : D ⊂ X → Y and the curvature map
T0 : D ⊂ X → Z by
S0
(
h
k
)
=
( Hh
Mk
)
, T0
(
h
k
)
=
(
[Rich]TF
curl k
)
,
(
h
k
)
∈ D,
(69)
where the linearized Hamiltonian operator H : H2(Σ, S)→ L2(Σ,R) is defined
by
Hh = 1
2
δij(Rich)ij =
1
2
(
DiDjhij − δijDkDkhij
)
, h ∈ H2(Σ, S).
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Finally, we define the subspace D0 of D as the subspace of X consisting of
smooth fields satisfying the boundary conditions. More precisely,
D0 = {(h,k) ∈ C∞(Σ¯, S)× P (GF )C∞(Σ¯, S) :
N i(Mk)i =ˆ 0, N iDi(Hh) =ˆ 0, Ψ0[T0(h,k)] =ˆ cΨ¯4[T0(h,k)]},
where Ψ0 and Ψ¯4 are the maps defined in Eqs. (67,68) and c is the complex
constant appearing in the definition of D(B). For the proof below, we require
that c 6= −1 which excludes the case of a “conducting boundary” described by
mimjEij =ˆ 0.
In the next Lemma and Propositions 1 and 2 below we show that the as-
sumptions of Theorem 2 are satisfied. This leads to the main result in Theorem
3.
Lemma 4 (i) The operators S0 and T0 are closable.
(ii) A(D0) ⊂ D, S0(D0) ⊂ D(Aˆ), T0(D0) ⊂ D(B) and
S0Au = AˆS0u,
T0Au = BT0u+ L1S0u,
for all u ∈ D0 where L1 : Y → Z is the bounded linear operator defined by
L1
(
H
M
)
=
(
1
2D(iMj) − 16δijDkMk + 12N(iεj)klNk(curlM)l
1
3N(iεj)
klNkDlH
)
.
for all (H,M) ∈ Y .
(iii) There are constants a0, a1, a2 ∈ R such that
(u,Au)X ≤ a0‖u‖2X + a1‖S0u‖2Y + a2‖T0u‖2Z
for all u ∈ D0.
Proof. See Appendix B.
Following Theorem 2 we denote by R the closure of the operator R0 : D ⊂
X → Y × Z defined by R0u = (S0u, T0u) for all u ∈ D and define the Hilbert
space H = D(R) equipped with the scalar product
(u, v)H ≡ (u, v)X + (Su, Sv)Y + (Tu, T v)Z
for u, v ∈ H and define the linear operator AH : D0 ⊂ H → H by AHu = Au,
for u ∈ D0. It remains to prove the following two propositions:
Proposition 1 D0 ⊂ H is dense.
Proposition 2 (λ−A)(D0) = D for all λ > 0.
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For the proof of Proposition 1, we rely on the following two lemmas which
are proven in Appendix B.
Lemma 5 Given ε > 0 and G ∈ C∞(∂Σ,R) there exists h ∈ C∞(Σ¯, S) such
that
N iDi(Hh) =ˆ G
and
‖h‖H1(Σ,S) < ε, ‖Rich‖L2(Σ,S) < ε, ‖Hh‖H1(Σ,R) < ε.
Lemma 6 Given ε > 0 and q ∈ C∞(∂Σ,C) there exists k ∈ C∞(Σ¯, S) such
that
N i(Mk)i =ˆ 0, (curl k)ijmimj =ˆ q
and
‖k‖L2(Σ,S) < ε, ‖curl k‖L2(Σ,S) < ε, ‖Mk‖H1(Σ,V ) < ε.
Proof of Proposition 1. Let u = (h,k) ∈ H and ε > 0 be given. We have
to show that there exists uˆ ∈ D0 such that ‖uˆ− u‖H < ε. In order to do so, we
first notice that D is dense in H and pick u¯ = (h¯, k¯) ∈ D such that
‖u¯− u‖2H <
ε2
2
.
Next, we use Lemma 5 and choose h˜ ∈ C∞(Σ¯, S) such that N iDi(H h˜) =ˆ −
N iDi(H h¯) and
‖h˜‖2H1(Σ,S) <
ε2
12
, ‖Ric h˜‖2L2(Σ,S) <
ε2
12
, ‖H h˜‖2H1(Σ,R) <
ε2
12
.
Next, we notice that the boundary condition Ψ0[E,B] =ˆ cΨ¯4[E,B] is equivalent
to
Bijm
imj =ˆ
1
i
1− c
1 + c
Eijm
imj .
Therefore, we use Lemma 6 and pick k˜ ∈ C∞(Σ¯, S) such thatMk˜ =ˆ 0,
curl [k¯+ k˜]ijm
imj =ˆ
1
i
1− c
1 + c
[Ric (h¯+ h˜)]ijm
imj
and
‖k˜‖2L2(Σ,S) <
ε2
12
, ‖curl k˜‖2L2(Σ,S) <
ε2
12
, ‖Mk˜‖2H1(Σ,V ) <
ε2
12
.
Finally, set uˆ = (h¯ + h˜, k¯ + P (GF )k˜). Noticing that MP (GF )k˜ = Mk˜ and
curlP (GF )k˜ = curl k˜ it follows that uˆ ∈ D0 and that
‖uˆ− u‖2H ≤ ‖uˆ− u¯‖2H + ‖u¯− u‖2H
= ‖h˜‖2H1(Σ,S) + ‖P (GF )k˜‖2L2(Σ,S) + ‖H h˜‖2H1(Σ,R) + ‖Mk˜‖2H1(Σ,V )
+ ‖[Ric h˜]TF ‖2L2(Σ,S) + ‖curl k˜‖2L2(Σ,S) + ‖u¯− u‖2H
< ε2,
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where we have used the fact that P (GF ) is a projector in the last step.
Proof of Proposition 2. Let λ > 0 and F ∈ D. In the following, we
construct u = (h,k) ∈ D0 such that (λ − A)u = F . For this, we first use
Lemma 2(ii) and find (H,M) ∈ D(Aˆ) such that
(λ− Aˆ)
(
H
M
)
= S0F. (70)
Next, using Lemma 3(ii) we find (E,B) ∈ D(B) such that
(λ−B)
(
E
B
)
= T0F + L1
(
H
M
)
. (71)
In a next step, we define the auxiliary variables
Q = divE− 1
3
gradH, P = divB+
1
2
curlM,
and prove that they vanish. Multiplying Q and P by λ and using Eqs. (70,71)
we obtain the system
λ


Qx
QA
Px
PA

 =


−εABDAPB
− 12εABDBPx
εABDAQB
1
2εA
BDBQx

 ,
whereA,B run over y and z. Multiplying both sides from the left with (Qx, 2QA, P x, 2PA)
and integrating over Σ, it follows that P = Q = 0, as claimed.
Next, we set
u =
(
h
k
)
=
1
λ
[
F +
( −2k
P (GF )
(
E+ 23δH
)
)]
.
Since N iDiH =ˆ 0 and Q = 0 it follows that N
iM(E+ 23δH)i =ˆ −N idivEi +
4
3N
iDiH =ˆ 0. Therefore, it follows that u ∈ D. Next, using Eq. (70) and
Q = 0 we find
λ
[(
H
M
)
− S0u
]
=
(
divM− divMk
0
)
which proves that (H,M) = S0u. Finally, Eq. (71), P = Q = 0 and M =Mk
yield
λ
[(
E
B
)
− T0u
]
=
( −curlB+ curl 2k
0
)
which shows that (E,B) = T0u. Therefore, u ∈ D0 and (λ−A)u = F .
To summarize, we have shown:
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Theorem 3 (Main result) Let c ∈ C be such that |c| ≤ 1 and c 6= −1. The
operator A : D0 ⊂ H → H (cf. Eq. (54)) describing the linearized Einstein
evolution equations is closable and its closure generates a strongly continuous
semigroup P : [0,∞) → L(H) on H. In particular, given initial data u0 =
(h,k) ∈ C∞(Σ¯, S)× C∞(Σ¯, S) satisfying the gauge condition P (GF )k = k and
the compatibility conditions
N i(Dik −Djkij) =ˆ 0,
N iDi
(
DkDlhkl − δklDjDjhkl
)
=ˆ 0,
Ψ0[T0(h,k)] =ˆ cΨ¯4[T0(h,k)],
where Ψ0 and Ψ¯4 are the maps defined in Eqs. (67,68) and T0 is the curvature
map defined in Eq. (69), the curve u : [0,∞) → H, t 7→ u(t) ≡ P (t)u0 is
continuous and differentiable on (0,∞) and is the unique solution of the abstract
Cauchy problem (55). Furthermore, if u0 satisfies the constraints, i,e, if S0u0 =
0, the constraints are satisfied for all t > 0, i.e. Su(t) = 0 for all t > 0.
Remarks:
1. For each t > 0 the solution u(t) lies not only in H but in the domain
D(AH) of the closure AH of AH . We do not intend to give an explicit
representation of this space in this article.
2. It should be possible to show that the solution is smooth provided extra
compatibility conditions are required for the initial data.
3. Using Duhamel’s principle9, it is not difficult to generalize the theorem to
inhomogeneous boundary conditions and to the presence of source terms
in the evolution equation.
5 Conclusions
In this article, we have discussed some new ideas for tackling the problem of
obtaining a well posed IBVP for metric formulations of Einstein’s field equations.
These ideas go beyond casting the evolution equations into symmetric hyperbolic
form with maximally dissipative boundary conditions which, except in some
rather restricted situations [5, 6, 8, 9], do not seem to be flexible enough to
be made compatible with the constraints for metric-based formulations. In
particular, we have analyzed a gauge condition for the lapse which is obtained
by minimizing a functional representing the norm squared of the time derivative
of the extrinsic curvature. This leads to a fourth order elliptic boundary value
problem. We have shown that coupling this elliptic problem to the Einstein
evolution equations in the 3 + 1 decomposition introduced in [22] with a zero
shift and imposing constraint-preserving boundary conditions controlling the
Weyl scalar Ψ0 leads to a well posed IBVP in the linearized regime. Despite
9See, for example, Corollary 2.11 in chapter 4 of Ref. [34].
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the fact that the results so far have only been obtained in the weak field regime,
there are several interesting points on which we would like to comment.
First, it is known that when the lapse is frozen or densitized, the evolution
equations we have analyzed are only weakly hyperbolic [36, 37]. For such sys-
tems there are examples of solutions with frequency-dependent exponentially
growing modes [24, 36, 37]. It is therefore a priori not clear that a well posed
IBVP can be obtained for the Einstein evolution equations in [22]. On the other
hand, as discussed in Sect. 2, even though these equations are weakly hyper-
bolic, they induce a “nice” evolution for the constraint and curvature fields.
The well posed initial-boundary value formulation presented in this article is
based on this particular property of the evolution equations and on the imple-
mentation of a fourth order elliptic gauge condition for the lapse instead of a
frozen or densitized lapse. A well posed elliptic-hyperbolic formulation for the
full nonlinear Einstein equations without boundaries was given in [38].
The next point is related to the discretization of the problem. First, our
formulation requires solving a fourth order elliptic equation at each (or each
few) timesteps which might be computationally expensive. In addition to that,
since our well posedness proof relies on the propagation of the constraints, it
is a priori not clear that a “naive” discretization of the problem will lead to
a stable and convergent scheme. It might be the case that one has to choose
very special discretizations techniques such that the estimates in the continuum
case can be mimicked at the discrete level. This may require some constraint
projection mechanism.
Next, we would like to remark that our approach is quite general and should
work for any metric formulation of the Einstein equations for which the con-
straint propagation system can be cast into symmetric hyperbolic form and for
which sufficient regularity for the constraint fields can be shown. In particular,
imposing the same gauge condition as in this article, we expect that a well posed
IBVP can also be derived for families of linearized symmetric hyperbolic first or-
der formulations [39, 40] or linearized mixed first-order second-order hyperbolic
formulations [37, 9] which might be more suitable for numerical discretization.
Finally, the question remains as to what other gauge conditions may work in
our approach. In particular, the geometrical meaning of the boundary surface
obtained (as embedded in the spacetime constructed) must be clarified. This
issue is likely related to the choice of the shift vector. In [31] a functional J(α, βi)
of the lapse α and the shift vector βi was introduced in order to construct
approximate Killing fields for a given data set. For zero shift our functional
IGR[α] is closely related to J . It should be interesting to investigate gauge
conditions that are obtained by varying J with respect to lapse and shift.
These questions, as well as the generalization to linearizations about more
general spacetimes including inner excision boundaries, will be considered in
future work.
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A Compact perturbations of coercive operators
In this appendix we state the following theorem which is a summary of well-
known results.
Theorem 4 Let X be a reflexive Banach space, and let L : X → X∗ be a linear,
bounded coercive operator, i.e. L ∈ L(X,X∗) and there exists δ > 0 such that
L(u)(u) ≥ δ‖u‖2 for all u ∈ X. Furthermore, let K ∈ L(X,X∗) be a compact
linear operator and set M := L + K. Finally, let M t : X → X∗ denote the
bounded linear operator defined by (M tu)(v) = (Mv)(u) for all u, v ∈ X. Then,
(i) L : X → X∗ is invertible with bounded inverse, and ‖L−1‖ ≤ δ−1.
(ii) kerM and kerM t are finite dimensional and have equal dimensions.
(iii) RanM = (kerM t)⊥, where (kerM t)⊥ denotes the annihilator of kerM t.
Proof. Let I : X → X∗∗ denote the map defined by (Iu)(ω) = ω(u) for all
u ∈ X , ω ∈ X∗. Since X is reflexive, I is an isometric isomorphism. Next,
let M∗ ∈ L(X∗∗, X∗) denote the (Banach space) adjoint of M , defined by
(M∗u∗∗)(v) = u∗∗(Mv) for all v ∈ X , u∗∗ ∈ X∗∗. Then, M t =M∗ ◦ I. For the
following, we use the formula10
RanA = (kerAt)⊥ (72)
which holds for any bounded linear operator A : X → X∗ with At = A∗ ◦ I on
a reflexive Banach space X .
(i) The coercivity of L implies that
‖Lu‖ ≥ δ‖u‖ (73)
and
‖Ltu‖ ≥ δ‖u‖ (74)
for all u ∈ X . The first inequality implies that L has trivial kernel and closed
range, the second inequality implies that Lt has trivial kernel. Eq. (72) then
implies that L is bijective. ‖L−1‖ ≤ δ−1 now follows from the inequality (73).
10See, for instance, [41] Sect. III.
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(ii) It follows from (i) that M = L + K is Fredholm with the same index
as L which is zero11. In particular, M has closed range, and dimkerM =
dimkerM t <∞.
(iii) Since M has closed range,
RanM = RanM = (kerM t)⊥. (75)
B Proof of Lemma 4,5 and 6
Proof of Lemma 4. (i) Suppose un is a sequence in D which converges to
zero in X and such that Sun converges to v ∈ Y . We have to show that v = 0.
In order to see this, write un = (h
(n),k(n)) and v = (H,M). Then, h(n) → 0 in
H1(Σ, S), Hh(n) → H in H1(Σ,R) and k(n) → 0 in L2(Σ, S), Mk(n)]→M in
H1(Σ, V ).
Next, take a test function ϕ ∈ C∞0 (Σ,R). Then,
(ϕ,H)L2(Σ,R) = lim
n→∞
(ϕ,Hh(n))L2(Σ,R)
= lim
n→∞
1
2
(Diϕ, δklDih
(n)
kl −Djh(n)ij )L2(Σ,V )
= 0.
Since this holds for all ϕ ∈ C∞0 (Σ,R) it follows that H = 0. Similarly, let
ψ ∈ C∞0 (Σ, V ),
(ψ,M)L2(Σ,V ) = lim
n→∞
(ψ,Mk(n))L2(Σ,V )
= lim
n→∞
(D(iψj), k
(n)
ij − δijδklk(n)kl )L2(Σ,S)
= 0,
which proves that M = 0. Therefore, S0 is closable. The proof that T0 is
closable is similar.
(ii) This follows by direct verification.
(iii) Let u = (h,k) ∈ D0. Then,
(u,Au)X = (h,−2k)H1(Σ,S) + (k, P (GF )Rich)L2(Σ,S)
≤ ‖h‖2H1(Σ,S) + ‖k‖2H1(Σ,S) +
1
2
‖k‖2L2(Σ,S) +
1
2
‖Rich‖2L2(Σ,S)
≤ ‖h‖2H1(Σ,S) + C1
[
‖k‖2L2(Σ,S) + ‖curl k‖2L2(Σ,S) + ‖Mk‖2L2(Σ,V )
]
+ C2
[
‖[Rich]TF‖2L2(Σ,S) + ‖Hh‖2L2(Σ,R)
]
≤ a0‖u‖2X + a1‖S0u‖2Y + a2‖T0u‖2Z,
11See, for instance, [42], Corollaries A.7.2 and A.7.5.
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where C1, C2, a0, a1, a2 are constants independent of u and where we have used
Lemma 1 in the third step.
Proof of Lemma 5. First, we can assume that G vanishes on one of the
boundary components, say on x = 1. Otherwise, one can construct h as a
superposition of two fields each one satisfying the statement of the lemma for
G vanishing on x = 0 and x = 1, respectively. In order to proceed, let ψ ∈
C∞([0,∞),R) be such that
(i) ψ′′′(0) = 1,
(ii) ψ(x) = 0 for all x ≥ 2
and set ψn(x) := n
−3ψ(nx) for all n > 2 and x ∈ [0, 1]. By construction,
ψ′′′n (0) = 1 and ψn(x) = 0 for all x ∈ [2/n, 1]. Next, define for each n > 2
h
(n)
ij (x, y, z) = (2NiNj − δij)ψn(x)G(y, z).
Since ψ′′′n (x) = ψ
′′′(nx) = 0 for all x ∈ [2/n, 1] it follows that
‖h(n)‖2H3(Σ,S) ≤
K
n
for a sufficiently large constant K independent of n. Therefore, the H3-norm of
h(n) can be made arbitrarily small. Furthermore, one finds
Hh(n) = 1
n
ψ′′(nx)G(y, z),
so N iDi(Hh(n))
∣∣
x=0
= G.
Proof of Lemma 6. Similarly to the proof of Lemma 5 we may assume that
q vanishes on x = 1. Next, let Ψ ∈ C∞([0,∞),R) be such that
(i) Ψ(0) = 0,
(ii) Ψ′(0) = 1
(iii) Ψ(x) = 0 for all x ≥ 2
and set Ψn(x) := n
−1Ψ(nx) for all n > 2 and x ∈ [0, 1]. By construction,
Ψn(0) = 0, Ψ
′
n(0) = 1 and Ψn(x) = 0 for all x ∈ [2/n, 1]. Next, define for each
n > 2
k
(n)
kl (x, y, z) = −iΨn(x)q(y, z)m¯km¯l + c.c.
where c.c. denotes the complex conjugate of the previous expression. Since
Ψ′n(x) = Ψ
′(nx) = 0 for all x ∈ [2/n, 1] it follows immediately that there is a
constant K > 0 such that
‖k(n)‖2H1(Σ,S) ≤
K
n
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for all n > 2. Therefore, the H1-norm of k(n) can be made arbitrarily small.
Next, since Ψn depends on x only one finds
(Mk(n))l = iΨnm¯lm¯kDkq + c.c.,
hence Mk(n)∣∣
x=0
= 0 and ‖Mk(n)‖L2(Σ,V ) can be made arbitrarily small. Fi-
nally,
(curl k(n))kl = Ψ
′(nx)m¯km¯lq +Ψn(x)N(km¯l)m¯
jDjq + c.c.
which implies that (curl k(n))klm
kml
∣∣
x=0
=ˆ q.
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