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Introduzione 
 
 
 
Negli ultimi anni le reti radio cellulari hanno avuto uno sviluppo frenetico, sia per l’aumento 
costante del numero d’utenti che ne entrano a far parte e sia per i servizi aggiuntivi che i gestori 
della rete intendono fornire.  
Per motivi interni alla rete stessa, in primo luogo la necessità di utilizzare in modo efficiente tutti i 
canali fisici disponibili, si è imposta una struttura gerarchica. Le celle più ampie servono tutti gli 
utenti “veloci”; inoltre, esse sono divise opportunamente in microcelle atte a servire, invece, gli 
utenti fermi o “lenti”. La struttura stessa della rete richiede, quindi, alla stazione radio base la 
conoscenza accurata della posizione e della velocità di tutti i terminali mobili. Nasce, in questo 
modo, l’esigenza di monitorare la posizione e la velocità del mobile, e si sviluppano gli algoritmi di 
radiolocalizzazione. 
In verità, i primi metodi di localizzazione nascevano per motivi di sicurezza, per rintracciare un 
utente in difficoltà che non conoscesse la propria posizione precisa. Da questa necessità, furono 
emesse delle norme che richiedevano ai gestori della rete di adottare degli algoritmi capaci di 
individuare un utente con un’accuratezza di 25 metri nel 67% dei casi (FCC DOCKET 94-102). 
Con lo sviluppo di queste tecniche, vennero in mente sempre nuove opportunità, quali una 
tariffazione basata sulla posizione del terminale mobile all’interno della cella, oppure dei servizi 
addizionali tipo pagine gialle, con notizie su ristoranti, negozi o hotel più vicini all’utente. 
Attualmente il GPS (Global Positioning System) sembra essere il metodo di radiolocalizzazione 
destinato a primeggiare e ad essere utilizzato nella pratica, data la sua compatibilità ai diversi 
standard delle reti cellulari. Però esso soffre di vincoli molto limitanti, quali la complessità, il costo 
e il consumo del ricevitore GPS, che dovrebbe essere inglobato nel terminale mobile. Inoltre, il GPS 
richiede che ci siano almeno tre satelliti in visibilità con il terminale da localizzare, cosa non sempre 
garantita se l’utente è in un edificio, in un veicolo o, comunque, in uno scenario urbano ricco di 
ostacoli. 
Per questo sono state proposte tecniche che sfruttassero esclusivamente informazioni sul segnale 
ricevuto dalle stazioni radio base: tali informazioni sono date da grandezze fisiche associate al 
segnale, quali la potenza ricevuta, l’angolo di arrivo, il ritardo di propagazione. 
Molte di queste tecniche richiedono la presenza di tre o quattro stazioni base, che da un lato devono 
misurare le grandezze necessarie ed elaborarle per fornire una stima della posizione del mobile, 
dall’altro devono poter comunicare tra loro e scambiarsi informazioni. Sorgono problemi di corretta 
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sincronizzazione e di “hearability”, ovvero capacità da parte del mobile di essere “ascoltato” da più 
stazioni radio base, oltre a quella di appartenenza.  
Queste considerazioni hanno portato allo sviluppo di nuovi algoritmi di radiolocalizzazione che 
utilizzano una sola stazione radio base. Nel corso di questo lavoro faremo riferimento a una 
soluzione di questo tipo. In particolare, la tecnica di localizzazione utilizzata sfrutta le informazioni 
sugli angoli di arrivo e sui ritardi di propagazione delle varie componenti del multipath, misurate 
dall’unica stazione base coinvolta nel processo di stima. 
Il presente lavoro di tesi è organizzato come segue. Il primo capitolo riassume le motivazioni che 
hanno portato alla nascita di algoritmi di radiolocalizzazione. Successivamente, viene descritto 
l’algoritmo di radiolocalizzazione a singola stazione radio base utilizzato. Infine, viene introdotto 
un simulatore deterministico basato sul Ray-Tracing. Tale simulatore verrà utilizzato come 
strumento di validazione dei risultati ottenuti. 
Nei restanti capitoli della tesi si è cercato di risolvere il problema dell’inseguimento (“tracking”) del 
terminale mobile nello scenario urbano. La nostra attenzione si sposta, quindi, dalla localizzazione 
del mobile in un determinato istante, alla stima del tragitto percorso dal mobile nel suo spostarsi 
all’interno della cella. 
Una stima del percorso seguito dal mobile potrebbe nascere dalla successione delle stime della 
posizione ottenute mediante il  metodo di localizzazione proposto nel capitolo 1. A causa degli 
errori di stima sulla posizione introdotti dall’algoritmo di localizzazione, tuttavia, non si ottengono 
risultati accurati. La sequenza di stime, tuttavia, può essere filtrata sfruttando il fatto che il mobile 
deve seguire un percorso continuo.  
Nel capitolo 2 della tesi è presentato, come primo esempio di filtraggio, il filtraggio di Kalman, 
strumento teorico molto potente che conduce allo stimatore a minima varianza. Dopo una 
dettagliata descrizione del filtro di Kalman, saranno mostrati i risultati delle simulazioni; essi 
testano il metodo in due differenti ambienti urbani e per tre diversi percorsi seguiti dal mobile. 
Nel capitolo 3 è presentato, invece, un nuovo algoritmo di tracking, che nasce come evoluzione di 
un algoritmo classico di regressione lineare già presentato in letteratura. In particolare, l’evoluzione 
consiste nel cercare di riconoscere, attraverso criteri opportuni, un utente “veloce” da uno “lento”. 
Alla fine del capitolo saranno proposte le simulazioni. Si farà riferimento agli stessi scenari 
presentati per il filtro di Kalman, in modo da favorire un naturale confronto fra i due algoritmi. 
Il capitolo 4 descrive gli effetti della risoluzione finita nella stima dei parametri di canale. 
Il capitolo 5, infine, indaga sull’effettiva adattatività del decisore a soglia, introdotto nell’ambito 
dello sviluppo del metodo di regressione lineare. In dettaglio, saranno analizzate le prestazioni dello 
strumento proposto in presenza di brusche variazioni di velocità dell’utente mobile. 
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1.   Motivazioni e descrizione dell’algoritmo di  
  radiolocalizzazione utilizzato 
 
 
 
 
In questo capitolo saranno riassunte le principali motivazioni che hanno spinto allo sviluppo di 
tecniche di radiolocalizzazione, capaci di dare una stima accurata della posizione e della velocità 
del terminale mobile. 
In seguito sarà descritto un nuovo algoritmo di radiolocalizzazione [6]: esso sfrutta opportune 
informazioni sul segnale ricevuto da un'unica stazione radio base e riesce a determinare la posizione 
del mobile in tempo reale. Le uscite di tale algoritmo, che presentano un certo errore di 
localizzazione rispetto alla posizione vera del mobile, saranno mandate in ingresso ad un opportuno 
filtro, capace di “ripulire” la sequenza di dati stessa. 
Quale sia il filtro migliore che realizzi questo obiettivo è ciò che si è cercato di scoprire in tutto il 
lavoro di tesi.  
 
 
 
1.1 Motivazioni che spingono alla stima di posizione e 
velocità del mobile 
 
Le reti radio cellulari stanno avendo un notevole sviluppo negli ultimi anni, a causa del numero 
crescente di utenti da soddisfare e, conseguentemente, della crescente domanda di servizi 
aggiuntivi. Dal momento che i canali fisici sono una risorsa limitata per ogni rete, sono state 
sviluppate tecniche di accesso multiplo, quale l’accesso multiplo a suddivisione di tempo (TDMA) 
e l’accesso multiplo a suddivisione di codice (CDMA). Tutto ciò è, in ogni caso, un peso che la rete 
deve poter sopportare. Da qui la necessità di diminuire la potenza in trasmissione e, quindi, l’area di 
 - 6 -
copertura delle celle. Così facendo, però, il numero degli handoff è destinato a crescere e nasce la 
necessità di una loro corretta amministrazione. 
La struttura gerarchica delle celle è un buon compromesso tra lo sfruttamento efficiente dei canali 
disponibili e la necessità di limitare il numero degli handoff. Così i terminali mobili molto veloci 
sono assegnati a celle larghe. Queste celle, poi, sono ulteriormente suddivise in microcelle nelle 
quali sono allocati gli utenti fermi, o che si muovono lentamente. Naturalmente, i canali fisici 
devono essere separati all’interno di aree di celle che si sovrappongono. 
Da tutto ciò deriva che, per un assegnamento efficiente dei canali fisici, la stima della posizione e 
della velocità del mobile deve essere la più accurata possibile. Se da un lato, quindi, è la struttura 
stessa della rete che richiede la conoscenza di tali informazioni, è anche importante rilevare che il 
problema della radiolocalizzazione nasce storicamente per motivi di sicurezza. Come riferito da [5], 
nel 1994 più di diciotto milioni di chiamate di emergenza furono compiute da terminali mobili 
verso il servizio E-911 e in circa il 25% dei casi l’utente in difficoltà non fu in grado di determinare 
la propria posizione. Per questo motivo, la Federal Communication Commission (FCC), attraverso 
la direttiva FCC Docket 94-102, ha imposto ai gestori di telefonia mobile di realizzare un servizio 
che, in situazione d’emergenza, fornisca una stima della posizione dell’utente con una accuratezza 
di 125 metri nel 67% dei casi. Conoscere la posizione attuale di un terminale mobile potrebbe, 
inoltre, permettere di sviluppare tecniche di tariffazione basate sull’area specifica in cui esso si 
trova, oppure servizi aggiuntivi quali la possibilità di offrire informazioni su negozi, hotel o 
ristoranti più vicini, qualora l’utente si colleghi ad un servizio tipo pagine gialle.  
 
 
 
1.2 Descrizione dell’algoritmo di radiolocalizzazione utilizzato 
 
In questo paragrafo si farà riferimento a [6] per quanto riguarda la descrizione dell’algoritmo di 
radiolocalizzazione utilizzato per ottenere le stime della posizione senza filtraggio. Si  rimanda, 
peraltro, a [5] per una dettagliata rassegna delle simulazioni che ne testano la validità in ambiente 
microcellulare urbano. 
L’algoritmo proposto utilizza le informazioni sul segnale ricevute da un’unica stazione base, e non 
richiede alcuna modifica sul terminale mobile, cosa, invece, richiesta da altri sistemi tipo il GPS. Il 
metodo richiede la stima dei parametri di canale. In altri termini, è necessario caratterizzare le varie 
componenti del multipath in termini di ritardi di propagazione e di angoli d’arrivo alla stazione 
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base. Tale operazione di stima, a sua volta, richiede l’utilizzo di schemi di segnalazione a larga 
banda, in combinazione con antenne ad array alla stazione radio base e i rispettivi algoritmi di stima 
dei parametri di canale. 
Supponiamo, quindi, che il vettore degli angoli d’arrivo, α  = [α 1, … , α N], e il corrispondente  
vettore  dei ritardi assoluti di propagazione  (o tempi di arrivo), τ  = [τ 1, … , τ N], siano 
perfettamente noti per un fissato numero N, con N≥3, di componenti del multipath (MPCs). 
In dettaglio, il vettore degli angoli può essere ottenuto dalla stazione radio base con un’antenna ad 
array combinata con un appropriato algoritmo per la stima delle direzioni di arrivo (per esempio 
SAGE, MUSIC e ESPRIT). Il vettore dei ritardi di propagazione, invece, può essere stimato 
attraverso la correlazione fra una sequenza nota (burst) di simboli pilota trasmessa dal mobile con 
quella memorizzata all’interno della stazione radio base.  
L’algoritmo richiede, inoltre, l’introduzione di una “funzione sentinella”, φ(α), definita come la 
distanza Euclidea fra la stazione radio base e il più vicino ostacolo trovato lungo la direzione 
azimutale specificata da α. Tale funzione fornisce informazioni sul clutter immediatamente 
circostante la stazione radio base. Si noti che le informazioni necessarie per la costruzione della 
funzione sentinella possono essere facilmente ricavate da un qualche sistema d’interfaccia 
geografica (GIS), disponibile agli operatori della rete. 
Dopo aver deciso se il terminale mobile è in vista, oppure no, con la stazione radio base, la sua 
posizione viene stimata attraverso due procedure alternative. Quando il mobile è in visibilità con la 
stazione radio base, la posizione è determinata semplicemente dai parametri corrispondenti alla 
prima MPC (α1, τ 1). Invece, in condizioni di non visibilità diretta, la posizione del terminale 
mobile è determinata dalla minimizzazione di un’appropriata funzione costo.  
Il punto chiave dell’algoritmo è quindi una corretta discriminazione fra LOS (line of sight) e NLOS.  
Il criterio di decisione utilizzato parte dal calcolo della distanza percorsa dalla prima MPC ricevuta 
dalla stazione base: 
 
           d1 = 22 )()( 1 MTBS hhc −−τ ,         (1) 
 
dove c è la velocità della luce nel vuoto, τ 1 il ritardo assoluto di propagazione della prima MPC 
ricevuta alla stazione base, hBS e hMT sono le altezze della stazione radio base e del terminale 
mobile, rispettivamente. 
Quindi, la funzione sentinella, φ(α), calcolata lungo la direzione individuata dall’angolo d’arrivo 
della prima MPC, α1, è confrontata con la distanza d1. Se φ(α1)>d1, allora siamo in condizioni di 
LOS e la posizione del terminale mobile è stimata come: 
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Se la precedente condizione, φ(α1)>d1, è falsa, allora si decide che il terminale mobile è in NLOS 
con la stazione radio base. In questo caso, l’algoritmo richiede la conoscenza delle coordinate degli 
scatteratori incontrati lungo le direzioni d’arrivo delle prime N MPCs. Siano X S = [xS1, … , xSN] e 
Y S = [yS1, … , ySN] i vettori contenenti tali coordinate. Questi scatteratori sono i punti dove il 
raggio, associato ad ogni componente del multipath, ha subito l’ultima riflessione o diffrazione 
prima di giungere alla stazione radio base. Conseguentemente, queste coordinate sono calcolate 
come 
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per i = 1, ... , N. 
Dopo l’identificazione della posizione degli scatteratori, l’algoritmo prevede il calcolo del vettore 
τ R = [τ R1, … , τ RN]. Esso contiene i ritardi di propagazione fra il terminale mobile e la stazione 
radio base. Gli elementi di tale vettore sono dati da: 
 
           τ Ri = τ i - φ(αi)/c,          (4) 
 
per i = 1, … ,N. 
A questo punto è introdotta la seguente funzione costo: 
 
           F(x,y) = ∑         con   f
=
N
i
yxfi
1
),(2 i (x,y) =c·τ Ri  - 22 )()( SiSi yyxx −+− .   (5) 
 
Il terminale mobile non può trovarsi più lontano di c·τ 1 dalla stazione base. Pertanto, la posizione 
stimata del mobile è data da: 
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          ( Xˆ MT, Yˆ MT) =    con  D = { (x,y) | minarg
),( Dyx ∈
}{ ),( yxF 22 )()( bsbs yyxx −+− ≤cτ 1}, (6) 
 
ovvero dal punto di minimo della funzione costo all’interno del dominio consentito D.  
Vale la pena notare che la funzione costo che si deve minimizzare è stata scelta simile a quella usata 
nei classici algoritmi di triangolazione ampiamente descritti in letteratura (confronta, ad esempio, i 
riferimenti [7] e [8]). Tali algoritmi prevedono l’utilizzo di almeno tre stazioni radio base e la 
conoscenza dei ritardi di propagazione fra il terminale mobile e ciascuna delle stazioni radio base 
coinvolte nel processo di stima. Siccome noi abbiamo a disposizione un'unica stazione base, la 
funzione costo F(x,y) è ora calcolata attraverso le distanze fra la stazione base e gli scatteratori (xSi, 
ySi) e attraverso i ritardi τ Ri. In altri termini, la procedura di triangolazione utilizzata sfrutta la 
posizione degli scatteratori in luogo della posizione delle stazioni radio base e i ritardi τ Ri al posto 
dei ritardi assoluti. 
In [5], è dimostrato come le prestazioni dell’algoritmo di localizzazione presentato siano molto 
buone in condizioni di visibilità fra il mobile e la stazione radio base e nella maggior parte delle 
regioni in cui manca, invece, la visibilità diretta. Gli errori maggiori vengono osservati quando il 
mobile è in non visibilità diretta e molto lontano dalla stazione radio base. In queste condizioni, 
infatti, le varie componenti del multipath arrivano alla stazione radio base dopo aver subito 
molteplici eventi di riflessione/diffrazione. Di conseguenza, la procedura di triangolazione basata 
sugli scatteratori circostanti la stazione radio base fallisce.  
 
 
 
1.3 Descrizione del simulatore deterministico Ray-Tracing 
 
Per poter valutare l’accuratezza delle stime dell’algoritmo di radiolocalizzazione, è stato utilizzato 
un modello di propagazione deterministico. Tale modello, sviluppato presso l’Università di Pisa, è 
completamente tridimensionale (3D) ed è basato su un algoritmo inverso di ray-tracing. Per ogni 
possibile punto d’osservazione, il campo elettromagnetico è dato dalla somma vettoriale del 
contributo di campo associato a molti raggi. In particolare, il campo riflesso è valutato attraverso 
l’Ottica Geometrica (GO), che riesce a tenere in conto i contributi superiori al terzo ordine dovuti 
alle riflessioni sulle facciate dei palazzi. Le diffrazioni del primo ordine, dovute all’interferenza 
degli spigoli degli edifici, sono valutate attraverso il metodo euristico UTD (Teoria Geometrica 
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Uniforme della Diffrazione), che procede al calcolo dei coefficienti di diffrazione valutando le 
discontinuità delle superfici d’impedenza. 
Per la validazione del nostro algoritmo di radiolocalizzazione, il segnale ricevuto alla stazione radio 
base è valutato come somma di molti contributi, che rappresentano proprio i vari raggi (associati 
alle diverse componenti del multipath) che giungono alla BS dopo riflessioni e diffrazioni. Il 
simulatore riesce a determinare l’ampiezza del campo, gli angoli d’arrivo e i corrispettivi tempi 
d’arrivo per ogni contributo, quindi si presta perfettamente ad essere utilizzato per la stima e lo 
sviluppo delle tecniche di localizzazione [8]. 
Dal momento che sia gli angoli di arrivo che i tempi di arrivo alla stazione base derivano da una 
procedura geometrica (ray-tracing), essi vengono calcolati con una risoluzione infinita, che non è 
possibile avere con i reali dispositivi che stimano i parametri di canale. Tuttavia, gli angoli di arrivo 
e i tempi di arrivo calcolati mediante il simulatore possono in seguito essere quantizzati allo scopo 
di ottenere stime di parametri di canale con risoluzione finita, e quindi più vicine a quelle che 
vengono effettuate nella realtà. Questo problema sarà affrontato nel capitolo 4. 
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2.   Filtro di Kalman 
 
 
 
 
Come primo esempio di algoritmo per il tracking dell’utente mobile, presentiamo in questo capitolo 
il filtraggio di Kalman. In letteratura è data particolare enfasi a tale algoritmo di filtraggio, poiché 
esso conduce allo stimatore a minima varianza. Come messo in evidenza in [4], la sua caratteristica 
fondamentale consiste, essenzialmente, nella possibilità di elaborare segnali, anche non stazionari, 
in forma ricorsiva. In pratica, esso raggiunge l’obiettivo di fornire stime che sono continuamente 
aggiornate man mano che i dati si rendono disponibili, combinando opportunamente sia le stime ai 
passi precedenti che il nuovo dato in arrivo. 
Il primo vantaggio del filtro di Kalman è che esso si basa su un modello di mobilità ben definito, 
che riflette il comportamento fisico reale del terminale mobile. In altri termini, alcune caratteristiche 
tipiche del mobile (velocità media, velocità massima, deviazione standard della velocità, prestazioni 
dello stimatore sulla posizione) devono essere note a priori. L’utilizzo di tali informazioni 
aggiuntive, però, permette di avere, oltre a un adeguato inseguimento del mobile stesso, anche 
un’accurata stima della sua velocità. Inoltre, per la sua natura ricorsiva, il filtro di Kalman risulta 
naturalmente predisposto ad essere implementato su calcolatore. 
In questo capitolo sarà descritto l’algoritmo di Kalman, facendo particolare riferimento a [1], 
soffermandoci sulle condizioni iniziali da imporre e sui parametri che devono essere fissati. In [1], è 
messo in evidenza come si possono ottenere prestazioni molto buone, quando il filtro di Kalman è 
applicato in ambienti rurali o ambienti urbani non troppo ricchi di ostacoli. In tali scenari, infatti, è 
ragionevole supporre che il terminale mobile si muova prevalentemente di moto rettilineo. In questo 
lavoro, invece, saranno presentati risultati numerici relativi a un ambiente microcellulare urbano, in 
cui c’è un’alta probabilità che si frappongano ostacoli fra il terminale mobile e la stazione radio 
base. Negli scenari considerati, inoltre, il terminale mobile si muove non solo su una linea retta, ma 
compiendo anche curve di 90 gradi sia a destra che a sinistra. Come accennato, per la presenza di 
palazzi molto alti, l’utente non è in visibilità diretta con la stazione radio base per gran parte del 
tragitto.  
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Per i motivi sopra elencati è lecito affermare che l’algoritmo di radiolocalizzazione è testato in 
condizioni molto sfavorevoli e, conseguentemente, all’ingresso del filtro è presente una sequenza di 
dati con alta dispersione dovuta a grossi errori derivanti dall’algoritmo di localizzazione. Il 
filtraggio di tali dati è il punto chiave per recuperare una corretta stima della posizione e della 
velocità del mobile e, quindi, per il suo inseguimento. 
 
 
 
2.1 Descrizione dell’algoritmo 
 
Introduciamo preventivamente un modello stocastico, atto a descrivere la natura statistica delle 
misurazioni, y(tk), disponibili alla stazione base. 
Nel seguito il simbolo ´ indicherà il trasposto di un vettore o di una matrice. 
Consideriamo un processo stocastico a quattro - dimensioni (4D), indicato dal seguente vettore:  
 
           X(t) = [X1(t), X2(t), V1(t), V2(t)]´,        (1) 
 
dove (X1(t), X2(t)) denotano le coordinate x e y della posizione del mobile e (V1(t), V2(t)) le 
coordinate x e y del vettore velocità all’istante t. 
E’ importante notare che gli osservati sono presi ad istanti temporali discreti, ovvero tk = t0 + k·∆t 
con k ∈  N0 e ∆t = 0.48 secondi, come accade nei sistemi GSM. 
Assumeremo che X(tk) soddisfi alla seguente ricorsione lineare discreta 
 
           X(tk+1) = Φ·X(tk) + Γ·W(tk),         k ∈  N0,       (2) 
 
dove Φ e Γ sono le matrici seguenti: 
 
           Φ =                        Γ = .     (3) 
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜
⎝
⎛
∆
∆
1000
0100
010
001
t
t
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜
⎝
⎛
∆
∆
t
t
0
0
00
00
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W(tk) = (W1(tk), W2(tk))´ è un vettore di due elementi, che rappresenta un errore casuale 
indipendente; esso è modellato come una variabile aleatoria di tipo gaussiano a valor medio 0 e 
matrice di covarianza Q = σ2 I2, dove I2 è la matrice identità d’ordine 2. 
La relazione (2) è d’immediata interpretazione fisica. Se la stazione mobile è in (X1(tk), X2(tk))´ con 
un vettore velocità (V1(tk), V2(tk))´ all’istante temporale tk, dopo un tempo ∆t si sarà spostato nella 
posizione (X1(tk), X2(tk))´ + ∆t·(V1(tk), V2(tk))´. Gli elementi dell’attuale vettore velocità sono poi 
aggiornati con i valori casuali  ∆t·(W1(tk), W2(tk))´. 
E’ importante rilevare che l’accelerazione casuale dal tempo tk al tempo tk+1 è data da 
 
           A(tk) = ║ (W1(tk), W2(tk))´ ║ = (W12(tk) + W22(tk))1/2.     (4) 
 
Si sa che A(tk) è distribuita secondo Rayleigh con parametro σ2 e aspettazione 
 
           E(A(tk)) = σ· 2/π .          (5) 
 
Ciò vuol dire che per stimare il parametro σ2 si deve avere una stima di E(A(tk)). Assumendo di 
conoscere ā = E(A(tk)), si può prendere σ2 = 2 ā2/π. 
Il problema fondamentale è che X(tk) non può essere osservato direttamente, a causa di disturbi 
casuali dati dal fading e dal mascheramento in zone d’ombra. Per tenere in debito conto questi 
effetti, le posizioni osservate (y1(tk), y2(tk))´ sono modellate sommando errori casuali e indipendenti, 
nel seguente modo: 
 
           Y(tk) = M X(tk) + Uk ,                  k ∈  N0.       (6) 
 
Dove: 
 
           M =         e          U⎟⎟⎠
⎞
⎜⎜⎝
⎛
0010
0001
k ~ N( 0, R ).      (7) 
 
Se x(tk) sono posizioni note nello scenario di riferimento, allora R può essere stimata a partire dai 
valori osservati y(tk). 
Le equazioni (2) e (6) formano un’equazione lineare discreta alle differenze con rumore Gaussiano. 
La posizione all’istante tk è calcolata minimizzando la varianza dell’aspettazione di X(tk) 
condizionata alle precedenti osservazioni di Ŷ(tk) = (Y(t0), … , Y(tk)), ovvero: 
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            Ҳk(tk) = E[X(tk) ׀ Ŷ(tk)].         (8) 
 
Rimandando a [1] per i passaggi matematici, il valore predetto all’istante tk sarà calcolato come: 
 
           Ҳk-1(tk) = Φ·Ҳk-1(tk-1).          (9) 
 
La corrispondente matrice di covarianza sarà indicata Ck(tk) = Cov[X(tk) ׀ Ŷ(tk)]. 
Per la matrice covarianza si dimostra valida la seguente relazione di tipo ricorsivo [1]: 
 
           Ck-1(tk) = Φ·Ck-1(tk-1)·Φ´ + Γ·Q·Γ´.        (10) 
 
Lo stimatore ricorsivo ottimo a minima varianza è ottenuto dal filtro di Kalman-Bucy [2]: 
 
           Ҳk(tk) =  Ҳk-1(tk) + K(tk)·(Y(tk) – M Ҳk-1(tk)).       (11) 
 
Le matrici di covarianza sono stavolta date da: 
 
           Ck(tk) = Ck-1(tk) - K(tk) M Ck-1(tk).        (12) 
 
Con K(tk) s’indica il guadagno di Kalman, definito come: 
 
           K(tk) = Ck-1(tk) M´·(M Ck-1(tk) M´ + R)-1.      (13) 
 
La ricorsione (11) può essere risolta con l’utilizzo delle formule (9), (10), (12) e (13). 
 
Nel seguito sarà riassunto, in modo schematico, l’algoritmo che scaturisce dalle formule esaminate 
in precedenza. 
I valori attuali sono indicati con +, mentre yk rappresenta i valori attuali osservati. 
Ponendo X+ = Ҳ0(t0) e C+ = C0(t0), si giunge alla seguente iterazione: 
 
           X =  X+ 
 
           C = C+     
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            Ĉ = Φ C Φ´ + Γ Q Γ´ 
 
           K = Ĉ M´ (M Ĉ M´ + R)-1         (14) 
 
           C+ = Ĉ – K M Ĉ 
 
           X+  = Φ X + K (yk – M Φ X). 
 
Resta ora da discutere il problema delle condizioni iniziali, ovvero Ҳ0(t0) e C0(t0). 
Una ragionevole scelta per la prima quantità è sembrata essere: 
 
           Ҳ0(t0) = (y0(t0), y1(t0), 0, 0)´,         (15) 
 
dove (y0(t0), y1(t0))´ è la prima posizione stimata dall’algoritmo di radio localizzazione e la velocità 
del mobile è assunta inizialmente pari a zero (utente fermo).  
Per quanto riguarda C0(t0), un ragionevole valore iniziale è: 
 
           C0(t0) = Cov[X(t0) ׀ Ŷ(t0)] = ⎟⎟⎠
⎞
⎜⎜⎝
⎛
⋅ 22 )30(0
0
I
R ,      (15) 
 
con R = (1000·m2) I2.  
I valori scelti in (15) si possono giustificare intuitivamente come segue. La varianza dell’errore tra 
la posizione vera e quella stimata dall’algoritmo di radiolocalizzazione si aggira intorno al valore di 
1000 m2, che corrisponde ad una deviazione standard di circa 30 m. Tali valori scaturiscono dalle 
simulazioni condotte con l’algoritmo di radiolocalizzazione, come messo in evidenza in [5]. Inoltre, 
30 (m/s)2 2 è sembrato un ragionevole limite superiore per la varianza della velocità iniziale del 
mobile, infatti 30 m/s equivalgono a 108 km/h. 
Infine, non resta che stimare in qualche modo Q = σ2 I2. E’ necessario calcolare σ2. Fissando 
un’accelerazione media pari a 1 m/s2 , si ricava σ2 dalla formula (2), ottenendo quindi σ2  = 2/π = 
0.6366. 
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2.2 Risultati numerici 
 
In questo paragrafo saranno mostrati i risultati delle simulazioni, che testano l’algoritmo di Kalman 
negli scenari presi come riferimento: si è considerato uno scenario tipo Manhattan e un ambiente 
microcellulare reale, ovvero un quartiere della città di Viareggio. 
Lo scenario di Manhattan è imposto dalle raccomandazioni ETSI per il servizio di telefonia UMTS 
[3].  
L’utente si muove nello scenario con velocità costante e le curve hanno un angolo di 90 gradi. Dato 
che l’utente può muoversi nello scenario o a piedi o in automobile, si è assunto che la velocità possa 
essere o 3 km/h (utente a piedi) o 40 km/h (utente in automobile). 
Ovviamente, nella realtà, un utente non si muove a velocità costante e soprattutto decelera quando 
si appresta ad affrontare una curva. A causa di questa inerzialità, peraltro, in situazioni reali è lecito 
aspettarsi un’accuratezza migliore di quella presentata nei risultati numerici che seguono. 
I risultati delle simulazioni saranno presentati nel seguente modo:  
 
(a) una Figura di Matlab, che mostra il percorso vero seguito dal mobile, le posizioni stimate 
dall’algoritmo di radiolocalizzazione e il percorso stimato dal filtro di Kalman; 
 
(b) una tabella riassuntiva, che specifica il valor medio, la deviazione standard e il valore 
massimo dell’errore di stima della posizione; 
 
(c) un grafico, che mostra la velocità vera del mobile e quella stimata dal filtro di Kalman; 
 
(d) una tabella riassuntiva, che specifica il valor medio, la deviazione standard e il valore 
massimo dell’errore di stima della velocità. 
 
Per una maggiore chiarezza del grafico della velocità, è stata omessa la rappresentazione della 
velocità calcolata a partire dalle posizioni stimate dall’algoritmo di radiolocalizzazione. Le 
fluttuazioni di tale velocità intorno al valore vero andrebbero, infatti, a mascherare gli scostamenti 
della velocità stimata dal filtro di Kalman. 
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Scenario di riferimento: Manhattan 
 
A: automobile 
 
 
0 50 100 150 200 250 300 350 400
0
50
100
150
200
250
300
350
400
X [m]
Y
 [m
]
true path 
unfiltered
filtered  
 
 
 
 
 
 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Sequenza di 
posizioni stimate  
26.197 22.883 91.212 
Sequenza di 
posizioni filtrate 
29.219 13.575 58.48 
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A: grafico della velocità 
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 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Velocità stimata 21.602 34.637 187.899 
Velocità filtrata 2.258 1.594 11.111 
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B: pedone 
 
 
 
 
 
 
 
 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Sequenza di 
posizioni stimate 
25.952 22.769 91.287 
Sequenza di 
posizioni filtrate 
26.08 21.142 67.77 
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B: grafico della velocità 
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 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Velocità stimata 17.514 28.295 187.82 
Velocità filtrata 0.603 0.955 4.972 
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Scenario di riferimento: Viareggio ( percorso 1 ) 
 
A: automobile 
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 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Sequenza di 
posizioni stimate 
11.555 47.837 424.729 
Sequenza di 
posizioni filtrate 
30.115 32.446 332.405 
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A: grafico della velocità  
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 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Velocità stimata 20.833 101.395 884.782 
Velocità filtrata 5.12 15.712 169.094 
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B: pedone 
 
 
 
 
 
 
 
 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Sequenza di 
posizioni stimate 
10.655 46.281 536.905 
Sequenza di 
posizioni filtrate 
12.195 49.541 527.297 
 
 
 - 24 -
  
 
 
B: grafico della velocità  
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 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Velocità stimata 8.734 60.467 1137.063 
Velocità filtrata 0.951 4.771 56.271 
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Scenario di riferimento: Viareggio ( percorso 2 ) 
 
A: automobile 
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 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Sequenza di 
posizioni stimate 
24.492 44.263 276.775 
Sequenza di 
posizioni filtrate 
28.281 27.283 142.732 
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A: grafico della velocità  
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 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Velocità stimata 51.154 109.91 677.41 
Velocità filtrata 3.87 5.842 32.315 
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B: pedone 
 
 
 
 
 
 
 
 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Sequenza di 
posizioni stimate 
25.391 46.312 291.627 
Sequenza di 
posizioni filtrate 
23.051 34.953 179.812 
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B: grafico della velocità 
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 Valor medio 
dell’errore 
Deviazione standard Errore massimo 
Velocità stimata 21.587 76.179 705.61 
Velocità filtrata 1.151 2.168 17.392 
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2.3 Conclusioni sul filtraggio di Kalman 
 
Le simulazioni precedenti mostrano che l’algoritmo di Kalman ha prestazioni abbastanza buone 
nella stima della sequenza di posizioni che formano il tragitto del mobile. Per un utente “veloce”, il 
valor medio dell’errore di stima è risultato di circa 30 metri, mentre per un utente ”lento” le 
prestazioni sono migliori, con valor medio di circa 20 metri. Questo è dovuto al numero maggiore 
di campioni a disposizione nel caso di utente a piedi. 
I risultati precedenti mostrano un’alta inerzialità del filtro, caratteristica che rende l’algoritmo lento 
a seguire i rapidi spostamenti dell’utente in uno scenario tipico urbano, dove è frequente la 
possibilità che l’utente segua percorsi nei quali affronta curve ad angolo retto. Si ricorda, a tal 
proposito, che tali curve sono affrontate a velocità costante. 
Inoltre, il filtro ben si comporta nella stima della velocità del terminale mobile. Per utenti “veloci”, 
il valor medio dell’errore di stima si aggira intorno ai 4 metri/secondo, mentre per utenti “lenti” 
scende intorno a 1 metro/secondo, dimostrando che la stima della velocità è quasi perfetta. 
E’ importante notare che le prestazioni nella stima della velocità migliorerebbero ancora 
notevolmente se si considerasse solo la situazione di regime, ignorando l’inevitabile transitorio 
iniziale, in cui la stima, partendo da velocità nulla, raggiunge la velocità vera del mobile. 
Ricordiamo che per ipotesi è stata assunta velocità iniziale nulla per il mobile, a cospetto di una 
velocità vera considerata costante. 
Infine si vogliono sottolineare i risultati ottenuti nel quartiere di Viareggio (percorso 2), in cui, 
partendo da posizioni stimate dall’algoritmo di radio localizzazione non corrette, si giunge ad un 
“riaggancio” del mobile, che alla fine permette di individuare il percorso in maniera 
sufficientemente precisa. 
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3.   Regressione lineare  
 
 
 
 
In questo capitolo è presentato un nuovo algoritmo di filtraggio dei dati, che nasce come sviluppo e 
miglioramento della tecnica di regressione lineare classica, presentata per esempio nel riferimento 
[9]. 
Dopo una dettagliata descrizione dell’algoritmo di regressione lineare classico, potenziato 
dall’introduzione di una condizione di proiezione all’interno di una circonferenza il cui raggio tiene 
conto della massima velocità che il mobile può avere, sarà presentata l’innovazione del decisore a 
soglia: tale decisore è capace di discriminare il caso di utente “lento” dal caso di utente “veloce”, 
attraverso l’uso di una corretta stima della velocità del mobile. In questo contesto, si mostreranno i 
parametri sui quali si può agire, e saranno giustificate le scelte da noi fatte. 
La seconda parte del capitolo è, infine, riservata interamente ai risultati delle simulazioni, condotte 
nei due scenari di riferimento già presentati nel capitolo precedente: Manhattan e Viareggio. Tali 
risultati mostreranno la bontà dell’algoritmo proposto e la sua naturale capacità di seguire i rapidi 
spostamenti dell’utente nell’ambiente microcellulare urbano. 
 
 
 
3.1 Descrizione dell’algoritmo di regressione lineare 
 
Immaginiamo di avere a disposizione le posizioni stimate  
 
           xˆ (ti) = [ xˆ 1(ti), xˆ 2(ti)]´                         i = 1, … , N  ,     (1) 
 
ai successivi istanti temporali ti, con i∈N.  
Per i sistemi GSM, si ha ti = 0.48·i secondi, se si normalizza assumendo t0 = 0. 
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Si assume che il moto del mobile possa essere approssimato localmente da un moto rettilineo 
uniforme. Poiché i terminali mobili devono essere localizzati in tempo reale, l’algoritmo di 
filtraggio all’istante ti può utilizzare solo le stime precedenti,quindi agli istanti tj con j  i. ≤
Restringiamo la nostra attenzione su un numero k di stime precedenti, ovvero xˆ (t1), … , xˆ (tk). 
Se il moto del mobile è lineare con un vettore velocità costante, a , e quindi velocità a , allora la 
posizione vera all’istante ti è data da 
 
           battx ii += *)( ,          (2) 
 
dove b  è la posizione all’istante ti = 0. 
I parametri a  e b  nella regressione lineare sono stimati a partire dagli osservati xˆ (t1), … , xˆ (tk), 
risolvendo il seguente criterio ai minimi quadrati: 
 
           minimo ∑
=
+−
k
j
jj battx
1
2
* )()(ˆ       con a  e b  ∈R2.      (3) 
 
Rimandando a [9] per la scomposizione del problema (3) nelle due componenti e per i passaggi 
intermedi, si dimostra che: 
 
           = maˆ
∑
∑
=
=
−
−−
k
j
j
k
j
mjmj
tt
xtxtt
1
2
1
*
)(
])(ˆ[)(
 
             (4) 
           taxb mmm *ˆˆ −=                            con  m = 1,2. 
 
Nelle formule precedenti sono stati introdotti i seguenti parametri: 
 
           ∑ == kj jtkt 1*1 , 
(5) 
           )(ˆ1
1
* jm
k
j
m tx
k
x ∑ ==                       con  m = 1,2. 
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Le formule precedenti consentono il calcolo dei vettori  
 
           )ˆ,ˆ(ˆ 21 aaa = ´ 
             (6) 
           )ˆ,ˆ(ˆ 21 bbb = ´. 
 
I vettori )(ˆ ita e )(ˆ itb denotano la soluzione basata sugli ultimi k osservati e includono l’istante ti, 
ovvero ti-k+1, … ,ti  e  )(ˆ 1+− kitx , … , )(ˆ itx . 
Il valore della posizione attuale del terminale mobile è quindi stimato dalla retta di regressione 
calcolata per t = ti: 
 
           )(ˆ)(ˆ)(ˆˆ * iiii tbtattx += .          (7) 
 
Il filtraggio della sequenza degli osservati produce simultaneamente una stima del vettore velocità 
istantanea all’istante ti, che indichiamo con: 
 
           )(ˆ)(ˆˆ ii tats =         con  i = 1, … , N.        (8) 
 
Il corrispondente valore della velocità è ottenuto come: 
 
           2221 ))(ˆ())(ˆ()(ˆ)(ˆˆ iiii tatatatv +== .        (9) 
 
Il parametro k è preso usualmente piccolo con valori tra 5-20, [9].  
Sono state condotte numerose simulazioni al variare di k, e si è scoperto un valore ottimo di 15. 
Questo numero sembra essere il giusto compromesso fra l’esigenza di avere un numero 
relativamente alto di campioni osservati per le operazioni di media, associate al calcolo del 
coefficiente angolare e dell’intercetta della retta di regressione, e un numero, invece, relativamente 
basso di campioni per poter seguire i rapidi cambi di direzione del mobile nello scenario 
considerato. 
Per calcolare i primi k-1 coefficienti della regressione lineare )(ˆ),(ˆ),...,(ˆ),(ˆ 1111 −− kk tbtatbta  mancano 
le stime della posizione date dall’algoritmo di radiolocalizzazione agli istanti t –k+2, … ,t0. Tali 
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valori iniziali , necessari al filtraggio, sono presi uguali alla prima posizione stimata dall’algoritmo 
di radiolocalizzazione, ovvero si pone: 
 
           )(ˆ)(ˆ....)(ˆ 102 txtxtx k ===+− .         (10) 
 
Finora non abbiamo considerato che un utente mobile si muove con una velocità massima limitata. 
Imponiamo, allora, che esso possa raggiungere una certa velocità massima, vmax. Di conseguenza, se 
il mobile si trova in )(ˆˆ itx all’istante ti, all’istante ti+1 non potrà uscire fuori dalla circonferenza di 
raggio rmax = ·vt∆ max. 
Questa informazione aggiuntiva permette di ottenere delle stime, x~ (ti) e v~ (ti), più “rifinite” della 
posizione e della velocità del mobile, da mandare all’algoritmo di filtraggio in sostituzione delle 
stime date direttamente dall’algoritmo di radiolocalizzazione.  
Immaginiamo di avere stimato al passo n che il mobile si trovi in xˆˆ (tn); l’algoritmo di 
radiolocalizzazione fornisce al passo n+1 la stima xˆ (tn+1); a questo punto è tracciata una 
circonferenza di centro xˆˆ (tn) e raggio rmax; se il valore xˆ (tn+1) è interno a tale circonferenza è 
mandato in ingresso all’algoritmo di filtraggio; in caso contrario è scelto come ingresso il punto 
d’intersezione fra la circonferenza e la retta che unisce il centro della circonferenza stessa con il 
valore xˆ (tn+1), ottenendo così la stima “rifinita”. 
In formule, la condizione di proiezione all’interno della circonferenza si esprime come: 
       
x~ (tn+1) = 
⎪⎪⎩
⎪⎪⎨
⎧
−−− ++
+
)](ˆ)(ˆˆ[
)(ˆ)(ˆˆ
)(ˆˆ
)(ˆ
1
1
max
1
nn
nn
n
n
txtx
txtx
rtx
tx
   
se    max1)(ˆ)(ˆˆ rtxtx nn ≤− +  
                                                                       (11) 
altrimenti 
      
Vale la pena sottolineare che la posizione del mobile al tempo tn+1 è stimata attraverso la 
regressione lineare, ovvero calcolando il coefficiente angolare e l’intercetta della retta di 
regressione, utilizzando ora gli ultimi k valori )(~),(ˆˆ),...,(ˆˆ 12 ++− nnkn txtxtx . 
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3.2 Introduzione del decisore a soglia 
 
Nel paragrafo precedente è stato descritto l’algoritmo di regressione lineare ed è stata introdotta la 
condizione di proiezione all’interno della circonferenza. Il raggio di tale circonferenza è stato 
calcolato come rmax = ·vt∆ max. 
Sono state condotte le simulazioni, testando l’algoritmo negli scenari di riferimento, assumendo 
come velocità massima per il mobile 100 km/h. E’ apparso ragionevole supporre che l’utente non 
possa superare tale limite in un quartiere di piccole dimensioni e con curve ravvicinate. 
I risultati delle simulazioni hanno evidenziato un buon comportamento dell’algoritmo per utenti 
“veloci”, ovvero quando l’utente, in auto, viaggia a velocità vera costante di 40 km/h, ma non per 
utenti “lenti”, ovvero pedoni che si muovono nello scenario a 3 km/h. 
Il motivo dei risultati non soddisfacenti nel caso di utente “lento” è da ricercarsi nella scelta di una 
velocità massima troppo alta. Questa scelta rende il raggio della circonferenza troppo grande e, 
quindi, il filtraggio iniziale della sequenza di posizioni stimate dall’algoritmo di radiolocalizzazione 
sostanzialmente inutile. D’altro canto, immaginare che un pedone possa raggiungere una velocità 
massima di 100 km/h è assurdo. 
Dalla constatazione che l’algoritmo di regressione lineare conduce ad un’apprezzabile stima della 
velocità del mobile, si è pensato di introdurre un decisore a soglia, ovvero uno strumento capace di 
discriminare un utente “veloce” da uno “lento” basandosi esclusivamente sulla stima della sua 
velocità. In altre parole, si introduce una velocità “soglia” opportuna e si afferma che se il mobile 
viaggia a velocità superiore a tale soglia allora sarà sicuramente un’automobile, altrimenti si tratterà 
di un pedone. 
Il valore della soglia è stato fissato a 10 km/h, poiché si è pensato ragionevole che un pedone non 
possa oltrepassare tale limite. Una giustificazione di ciò si può avere pensando che 10 km/h 
equivalgono a 2.77 m/s e, assumendo che ogni passo sia circa un metro, il pedone dovrebbe fare tre 
passi in un secondo. 
Stimato il mezzo con cui si muove l’utente, si è pensato di attribuire una velocità massima di 100 
km/h per mobili “veloci” e di 10 km/h per quelli “lenti” e calcolare il raggio rmax =  · vt∆ max  in 
modo adattativo.  
La scelta di una velocità massima di 100 km/h per un’automobile appare del tutto ragionevole in un 
ambiente microcellulare urbano composto da numerose e ravvicinate curve. Allo stesso modo, la 
scelta di una velocità massima di 10 km/h per un pedone nasce dalle stesse osservazioni che hanno 
in precedenza portato alla determinazione del valore della velocità  “soglia”. Si vuole sottolineare 
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che tutti i parametri fissati in questo contesto non hanno la pretesa di fornire una soluzione 
“ottima”, ma scaturiscono da numerose prove sperimentali effettuate in diversi scenari.  
Per avere una stima migliore della velocità del mobile, si è mandato al decisore a soglia non la 
velocità istantanea, così come viene stimata dal filtro di regressione lineare, ma una sua versione 
ulteriormente mediata su un certo numero di campioni precedenti, in modo da eliminare fluttuazioni 
indesiderate. Questa velocità si trova indicata nei grafici con l’aggettivo “smoothed”. E’ 
ragionevole pensare, infatti, che se un utente è a piedi in un certo momento del percorso, lo era 
anche nel breve lasso di tempo antecedente. 
Sono state affrontate simulazioni con differenti valori del numero di campioni su cui mediare e il 
valore migliore è risultato 15, ovvero lo stesso usato all’interno dell’algoritmo di regressione lineare 
per il calcolo dell’intercetta e del coefficiente angolare della retta di regressione. 
E’ importante osservare che le precedenti assunzioni valgono a regime, quando cioè l’algoritmo 
conduce a stime buone della posizione e della velocità del mobile.  
Nel transitorio iniziale può accadere di stimare bassi valori di velocità, inferiori alla soglia, che 
farebbero pensare di essere di fronte ad un utente “lento”, quando invece si tratta di un mobile 
“veloce”. Questo è un caso critico, perché stimare l’utente a piedi, quando in realtà è in auto, porta a 
restringere il raggio della circonferenza. Si rischia, in questo modo, di filtrare troppo, finendo con il 
perdere l’aggancio con il mobile “veloce”. Il riaggancio successivo potrebbe anche non avvenire 
più, come hanno dimostrato una serie di simulazioni affrontate. Per risolvere questo problema, nel 
transitorio iniziale si è pensato di assumere una velocità massima di 100 km/h qualunque sia la 
stima del “mezzo” con cui l’utente si muove. Le simulazioni condotte hanno dimostrato che il 
transitorio iniziale è, in ogni modo, molto breve. Si è assunto di rientrare nel transitorio iniziale per i 
primi 15 campioni stimati, che corrispondono ad una durata di soli 7.2 secondi.  
Nell’Appendice A si mostra un confronto tra la regressione lineare con e senza l’introduzione del 
decisore a soglia, allo scopo di dimostrare come esso sia effettivamente uno strumento potente che 
migliora le prestazioni del filtro. 
 
 
 
3.3 Risultati numerici 
 
Questa sezione del capitolo è riservata alla presentazione delle simulazioni, condotte nei quartieri di 
Manhattan e Viareggio, per il filtraggio di regressione lineare con il decisore a soglia. 
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I risultati saranno presentati in modo analogo a quanto fatto per il filtro di Kalman, con:  
1. una figura di Matlab che presenta il percorso vero del mobile, le posizioni stimate 
dall’algoritmo di radiolocalizzazione e il percorso filtrato dalla regressione lineare; 
2. una tabella in cui è riportato il valor medio, la deviazione standard e il valore massimo sia 
dell’errore di stima sulla posizione del mobile, sia dell’errore sulla posizione dopo il 
filtraggio dei dati; 
3. un grafico con la velocità vera del mobile e quella stimata dall’algoritmo di regressione 
lineare con successiva operazione di media (“smoothed”); 
4. una tabella che specifica il valor medio, la deviazione standard e il valore massimo, sia 
dell’errore di stima sulla velocità calcolata a partire dai valori di posizione stimati 
dall’algoritmo di radiolocalizzazione, sia dell’errore sulla stima della velocità data dal filtro 
di regressione lineare e successiva media (“smoothed”). 
 
Per una maggiore chiarezza del grafico, si è omessa la rappresentazione della velocità calcolata dai 
valori di posizione stimati dall’algoritmo di radiolocalizzazione, perché le sue fluttuazioni intorno al 
valore vero andrebbero a mascherare i più interessanti scostamenti della velocità filtrata.  
Si ricorda a questo proposito che si è assunta una velocità vera del mobile costante pari a 3 km/h 
(0.83 m/sec) se l’utente è a piedi, e pari a 40 km/h (11.11 m/sec) se, invece, è in automobile. 
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Scenario di riferimento: Manhattan 
 
A: automobile 
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 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Sequenza di 
posizioni stimate 
26.197 22.883 91.212 
Sequenza di 
posizioni filtrate 
24.908 18.742 64.397 
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A: grafico della velocità  
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 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Velocità stimata 21.63 34.676 187.968 
Velocità filtrata 
media 
2.811 1.967 11.041 
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B: pedone 
 
 
 
 
 
 
 
 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Sequenza di 
posizioni stimate 
25.952 22.769 91.287 
Sequenza di 
posizioni filtrate 
23.694 18.611 54.827 
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B: grafico della velocità  
 
 
0 500 1000 1500 2000 2500 3000
0
0.5
1
1.5
2
2.5
3
Position index
S
pe
ed
 (m
./s
ec
.)
true speed           
filtered and smoothed
 
 
 
 
 
 
 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Velocità stimata 17.514 28.295 187.82 
Velocità filtrata 
media 
0.44 0.49 1.728 
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Scenario di riferimento: Viareggio ( percorso 1 ) 
 
A: automobile 
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 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Sequenza di 
posizioni stimate 
11.555 47.837 424.729 
Sequenza di 
posizioni filtrate 
7.745 6.808 29.788 
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A: grafico della velocità  
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 Valor medio 
dell’errore  
Deviazione 
standard 
Errore massimo 
Velocità stimata 20.75 101.424 884.852 
Velocità filtrata 
media 
1.749 1.849 11.041 
 
 
 - 43 -
  
 
 
B: pedone 
 
 
 
 
 
 
 
 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Sequenza di 
posizioni stimate 
10.655 46.281 536.905 
Sequenza di 
posizioni filtrate 
4.414 9.939 98.46 
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B: grafico della velocità 
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 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Velocità stimata 8.734 60.467 1137.063 
Velocità filtrata 
media 
0.308 1.014 9.138 
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Scenario di riferimento: Viareggio ( percorso 2 ) 
 
A: automobile 
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 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Sequenza di 
posizioni stimate 
24.492 44.263 276.775 
Sequenza di 
posizioni filtrate 
18.464 28.911 134.536 
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A: grafico della velocità 
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 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Velocità stimata 51.171 109.939 677.48 
Velocità filtrata 
media 
2.157 2.571 11.041 
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B: pedone 
 
 
 
 
 
 
 
 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Sequenza di 
posizioni stimate 
25.391 46.312 291.627 
Sequenza di 
posizioni filtrate 
17.135 30.852 141.868 
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B: grafico della velocità  
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 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Velocità stimata 21.587 76.179 705.61 
Velocità filtrata 
media 
0.426 0.874 9.468 
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3.4  Conclusioni sulla regressione lineare con decisore a soglia 
 
I risultati delle simulazioni presentati mostrano che l’algoritmo ha un comportamento ottimo nella 
stima del percorso seguito dal mobile. Il valor medio dell’errore di stima è risultato di circa 20 
metri, con deviazione standard intorno a 25 metri, sia per utenti “lenti” che per utenti “veloci”, negli 
scenari di Manhattan e Viareggio (percorso 2). Nel quartiere di Viareggio (percorso 1) le 
prestazioni sono notevolmente migliori, arrivando ad un valor medio dell’errore di soli 7 metri, con 
deviazione standard di 7 metri, per un utente “veloce”, e di 4 metri, con deviazione standard di 9 
metri, per uno “lento”. Il motivo è da ricercarsi nelle ottime prestazioni dell’algoritmo di 
radiolocalizzazione, che funziona bene se il mobile è in LOS con la stazione radio base, cosa che 
avviene per lunghi tratti del percorso. 
Inoltre l’algoritmo presenta prestazioni notevoli anche nella stima della velocità. Il valor medio 
dell’errore è risultato di 2 metri/secondo per un utente ”veloce” e di soli 0.4 metri/secondo per uno 
“lento”. Si può concludere, quindi, che la stima della velocità è perfetta. 
Particolare interesse deve essere accordato per il quartiere di Viareggio (percorso 2). In questo caso, 
infatti, si parte da posizioni stimate dall’algoritmo di radiolocalizzazione non corrette. Come si può 
notare dalle figure di Matlab, in ogni modo il riaggancio con il terminale mobile è molto veloce e il 
mantenimento molto preciso. 
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4.   Effetti della risoluzione finita nelle stime dei 
      tempi e degli angoli di arrivo 
 
 
 
 
Nel capitolo 1 della tesi è stato descritto l’algoritmo di radiolocalizzazione, sviluppato presso 
l’Università di Pisa. Si è già messo in evidenza che il metodo ammette come ingressi le stime dei 
parametri di canale, ovvero i ritardi di propagazione delle varie componenti del multipath e i relativi 
angoli di arrivo alla stazione radio base. Per determinare tali quantità si è utilizzato il simulatore 
deterministico Ray-Tracing. In queste ipotesi, la risoluzione delle stime è infinita e l’algoritmo di 
radiolocalizzazione lavora nelle condizioni ideali, ovvero assumendo una perfetta conoscenza dei 
parametri di canale. 
In questo capitolo ci si vuole discostare dalla situazione ideale, in precedenza descritta, e avvicinarsi 
alla situazione reale, in cui i parametri di canale sono misurati dalla stazione radio base. Gli angoli 
d’arrivo possono essere ottenuti attraverso un’antenna ad array e attraverso appropriati algoritmi di 
stima dei parametri di canale (come SAGE, MUSIC ed ESPRIT). Allo stesso modo, i ritardi 
possono essere calcolati dalla funzione di correlazione fra i simboli pilota ricevuti e quelli 
memorizzati. 
In questa condizione, le stime dei parametri di canale hanno una risoluzione finita. In pratica, 
l’algoritmo di radiolocalizzazione lavora con ingressi quantizzati. Com’è facile immaginare, ci sarà 
un peggioramento delle prestazioni dell’algoritmo, dovuto proprio a un errore di quantizzazione. 
Posizioni del mobile piuttosto vicine fra loro, infatti, sono caratterizzate dagli stessi parametri di 
canale a causa della risoluzione finita. Di conseguenza, l’algoritmo di radiolocalizzazione produce 
per tutte queste posizione una identica stima.  
In un tale contesto, il filtraggio dei dati in uscita all’algoritmo appare indispensabile, al fine di 
ottenere una stima accurata del percorso seguito dal mobile e della sua velocità.  
Nel seguito si descriverà brevemente come sono modellati i vettori degli angoli di arrivo e dei 
ritardi di propagazione nel caso di risoluzione finita; successivamente, saranno presentate le figure 
di Matlab che mostrano le posizioni stimate dall’algoritmo di localizzazione in presenza della 
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quantizzazione sui dati in ingresso, e il relativo filtraggio attraverso gli algoritmi descritti nei due 
capitoli precedenti, ovvero Kalman e la regressione lineare con il decisore a soglia. 
 
 
 
4.1 Modellizzazione degli effetti della risoluzione finita  
 
Come già anticipato, la stima dei parametri di canale, ottenuta dal modello di propagazione 
deterministico, ha una risoluzione infinita, poiché i ToAs, ],...,,[ 21 nττττ = , e gli AoAs, 
],...,,[ 21 nαααα = , sono presi direttamente dalla procedura di Ray-Tracing. 
Nelle situazioni reali, invece, i ToAs e gli AoAs sono stimati alla stazione base con una risoluzione 
finita nota. 
Indichiamo con TQ e α Q le risoluzioni finite per i ToAs e gli AoAs. 
Le stime dei parametri di canale, nel caso reale, ⎣ ⎦nαααα ,...,, 21=  e ⎣ n ⎦ττττ ,...,, 21=   possono 
ottenersi dai vettori α  e τ , uscenti dal simulatore, con un’operazione di quantizzazione, nel 
seguente modo: 
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dove il simbolo  indica l’intero che approssima il rapporto, contenuto fra le parentesi, per difetto, 
ovvero l’intero più vicino verso meno infinito. 
⎣ ⎦*
Nelle simulazioni considerate, TQ è stato assunto uguale alla durata di chip TC, con  
TC = 260 ns nei sistemi 3G W-CDMA; una tale risoluzione può essere ottenuta per esempio se i 
ToAs sono stimati attraverso medie da un ricevitore RAKE alla stazione base. Per quanto riguarda 
la risoluzione degli AoAs, essa dipende dal numero degli elementi dell’array, presente alla stazione 
base, e dall’algoritmo usato per la stima; si assumerà nel seguito Qα  = 4°. 
Nei risultati numerici che seguono, i tempi di arrivo, τ , e gli angoli di arrivo, α , delle varie 
componenti del multipath che giungono alla stazione base sono prima determinati attraverso il 
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simulatore deterministico Ray-Tracing, e successivamente quantizzati in accordo alle formule (1) e 
(2), con TQ = TC e Qα = 4°. I vettori così calcolati, α  e τ , sono poi usati come ingressi per 
l’algoritmo di radiolocalizzazione, il quale produce le stime della posizione del mobile. Tali stime 
sono, quindi, filtrate per poter risalire al tragitto seguito dal mobile. 
 
 
 
4.2 Risultati numerici 
 
Nel paragrafo seguente sono mostrati i risultati delle simulazioni, condotte nei quartieri di 
riferimento di Manhattan e Viareggio, tenendo conto della risoluzione finita nella stima dei 
parametri di canale. L’algoritmo di localizzazione lavora in condizioni peggiori e, quindi, le sue 
uscite presentano una dispersione molto accentuata. Solo attraverso un buon algoritmo di filtraggio 
è possibile risalire al percorso seguito dal terminale mobile ed alla sua velocità. 
Saranno presentati solo i risultati considerati più rappresentativi del problema, sia per il filtraggio di 
Kalman, sia per la regressione lineare. 
Si anticipa, a tal proposito, che l’algoritmo di Kalman non conduce a risultati apprezzabili per 
alcuni scenari di riferimento. Tali scenari sono riportati nell’Appendice B. 
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4.2.a   Filtraggio di Kalman 
 
Scenario di riferimento: Manhattan 
 
A: automobile, con quantizzazione 
 
 
0 50 100 150 200 250 300 350 400
0
50
100
150
200
250
300
350
400
X [m]
Y
 [m
]
true path 
unfiltered
filtered  
 
 
 
 
 
 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Sequenza di 
posizioni stimate 
59.086 38.582 279.329 
Sequenza di 
posizioni filtrate 
59.693 18.237 93.273 
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A: grafico della velocità 
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 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Velocità stimata 53.537 104.262 598.508 
Velocità filtrata 2.311 2.106 11.111 
 
 
 - 55 -
  
Scenario di riferimento: Viareggio ( percorso 1 ) 
 
A: automobile, con quantizzazione 
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 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Sequenza di 
posizioni stimate 
56.989 80.024 576.105 
Sequenza di 
posizioni filtrate 
48.819 63.902 553.078 
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A: grafico della velocità  
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 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Velocità stimata 75.155 172.122 1228.584 
Velocità filtrata 7.593 24.17 199.672 
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Scenario di riferimento: Viareggio ( percorso 2 ) 
 
A: automobile, con quantizzazione 
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 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Sequenza di 
posizioni stimate 
75.38 76.216 473.193 
Sequenza di 
posizioni filtrate 
76.132 67.97 473.193 
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A: grafico della velocità  
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 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Velocità stimata 80.305 138.58 929.799 
Velocità filtrata 11.322 29.058 168.941 
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4.2.b   Regressione lineare con decisore a soglia 
 
Scenario di riferimento: Manhattan 
 
A: automobile, con quantizzazione 
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 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Sequenza di 
posizioni stimate 
59.086 38.582 279.329 
Sequenza di 
posizioni filtrate 
57.167 15.485 80.228 
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A: grafico della velocità 
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 Valor medio 
dell’errore  
Deviazione 
standard 
Errore massimo 
Velocità stimata 53.427 104.337 598.578 
Velocità filtrata 
media 
4.323 2.672 11.041 
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B: pedone, con quantizzazione 
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 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Sequenza di 
posizioni stimate 
57.205 33.761 279.329 
Sequenza di 
posizioni filtrate 
49.762 16.371 90.997 
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B: grafico della velocità 
 
 
 
 
 
 
 
 
 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Velocità stimata 5.701 40.015 608.786 
Velocità filtrata 
media 
0.813 0.506 1.873 
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Scenario di riferimento: Viareggio ( percorso 1 ) 
 
A: automobile, con quantizzazione 
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 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Sequenza di 
posizioni stimate 
56.989 80.024 576.105 
Sequenza di 
posizioni filtrate 
52.035 31.125 121.666 
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A: grafico della velocità 
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 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Velocità stimata 75.155 172.167 1228.654 
Velocità filtrata 
media 
3.531 2.5 11.041 
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B: pedone, con quantizzazione 
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 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Sequenza di 
posizioni stimate 
56.221 77.842 577.966 
Sequenza di 
posizioni filtrate 
40.341 24.418 106.755 
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B: grafico della velocità  
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 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Velocità stimata 14.627 67.843 1238.862 
Velocità filtrata 
media 
0.812 0.474 1.865 
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Scenario di riferimento: Viareggio ( percorso 2 ) 
 
A: automobile, con quantizzazione 
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 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Sequenza di 
posizioni stimate 
75.38 76.216 473.193 
Sequenza di 
posizioni filtrate 
103.689 105.566 473.193 
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A: grafico della velocità 
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 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Velocità stimata 80.237 138.666 929.868 
Velocità filtrata 
media 
4.544 2.935 11.041 
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4.3   Conclusioni sugli effetti della quantizzazione 
 
Il filtro di Kalman conduce alla ricostruzione del tragitto in maniera solo sufficiente. Le simulazioni 
nel quartiere di Manhattan hanno presentato un valor medio dell’errore di stima della sequenza di 
posizioni di 59 metri, con deviazione standard di 18 metri; nel quartiere di Viareggio, invece, il 
valor medio è risultato di circa 60 metri, con deviazione standard di 65 metri. Sulla stima della 
velocità, invece, si comporta abbastanza bene, ammettendo un errore medio di circa 7 
metri/secondo, con deviazione standard intorno ai 25 metri/secondo.  
In altri scenari di riferimento, mostrati nell’Appendice B, Kalman presenta prestazioni molto 
peggiori, con il risultato che il riconoscimento del percorso del mobile è molto difficile. In tutti 
questi casi, il filtro di Kalman si dimostra, pertanto, inadeguato a seguire il mobile. Una possibile 
soluzione a questo problema sarà discussa nell’Appendice B.  
Concentriamoci, ora, sull’algoritmo di regressione lineare con il decisore a soglia. Il valor medio 
dell’errore di stima sul tragitto seguito dal mobile è risultato di circa 50 metri, con deviazione 
standard intorno ai 20 metri, valori più bassi rispetto a quelli riscontrati con il filtro di Kalman. 
Anche la stima della velocità è più accurata, mostrando un valor medio dell’errore di 4 
metri/secondo per utenti “veloci” e soli 0.8 metri/secondo per utenti”lenti”. 
Un discorso a parte merita il caso del quartiere di Viareggio (percorso 2). In esso le prime posizioni 
stimate dall’algoritmo di radiolocalizzazione sono del tutto errate a causa della non visibilità del 
mobile con la stazione radio base e della quantizzazione. Anche in questo caso, comunque, 
l’algoritmo di regressione lineare riesce a favorire il “riaggancio” della stima delle posizioni del 
mobile al percorso vero e il successivo mantenimento. 
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5. Algoritmo di regressione lineare con decisore a soglia. 
      Inseguimento di terminali mobili che esibiscono brusche 
      variazioni della velocità. 
 
 
 
 
Questo capitolo conclusivo del lavoro di tesi è interamente dedicato ad un’approfondita indagine sul 
comportamento e sulle prestazioni dell’algoritmo di regressione lineare con decisore a soglia. Tale 
metodo si è già rivelato molto buono quando l’utente mobile si sposta nello scenario con una 
velocità costante, come è stato evidenziato nei capitoli 3 e 4 della tesi. Buone prestazioni si 
ottengono anche considerando gli effetti della risoluzione finita nella stima dei parametri di canale. 
La tecnica di inseguimento presentata, dopo un breve transitorio iniziale, conduce all’ “aggancio” 
con il terminale mobile: la stima del percorso seguito e della velocità risultano molto buone. 
In questo capitolo si è cercato di scoprire se il filtraggio attraverso la regressione lineare sia in grado 
di seguire terminali mobili che esibiscono brusche variazioni di velocità. Nei risultati numerici che 
seguono, si è fatta l’ipotesi che l’utente percorra una prima parte del tragitto a piedi, per poi 
concluderlo in automobile; si è anche considerato il caso inverso, assumendo che l’utente viaggi in 
un primo momento in automobile, per poi concludere a piedi il suo percorso. Le transizioni delle 
velocità avvengono in modo “brusco”, ovvero le variazioni della velocità vera del mobile sono “a 
gradino”.  
La parte iniziale del capitolo metterà in evidenza una serie di problemi emersi dalle simulazioni 
fatte e le contromisure che è indispensabile predisporre per ottenere un corretto inseguimento del 
mobile e una buona stima della sua velocità. La conclusione del capitolo, infine, sarà dedicata ai 
risultati numerici delle simulazioni condotte nei quartieri di Manhattan e Viareggio. 
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5.1   Problematiche riscontrate nella brusca variazione di velocità 
 
Come già anticipato in precedenza, l’utente percorre il suo tragitto nel quartiere variando 
improvvisamente la sua velocità. Le simulazioni affrontate prenderanno in considerazione due 
possibili alternative: nella prima, l’utente è a piedi all’inizio del percorso, poi sale in automobile e, 
incrementando bruscamente la sua velocità, conclude il suo tragitto; nella seconda, per la prima 
parte del percorso è in auto, poi istantaneamente scende e conclude il tragitto a piedi. 
La variazione della velocità vera del mobile è istantanea: da 40 km/h a 3 km/h o viceversa. 
Naturalmente una tale situazione è puramente teorica e molto lontana dalla realtà, dove è 
ragionevole aspettarsi delle decelerazioni o delle accelerazioni più graduali e anche dei tempi in cui 
l’utente è completamente “fermo”, che corrispondono agli istanti in cui sale o scende 
dall’automobile. Nei casi pratici c’è, quindi, da aspettarsi delle prestazioni migliori, avendo 
l’algoritmo più tempo per adattarsi meglio al cambio di velocità. 
Prendiamo, adesso, in esame le due alternative prima accennate e mettiamo in evidenza i problemi 
che le simulazioni condotte hanno portato alla luce. Nel seguito si farà riferimento al solo quartiere 
di Manhattan, ma le osservazioni che ne scaturiranno avranno validità del tutto generale. 
Consideriamo la situazione in cui l’utente all’inizio del percorso sia in automobile. La sua velocità 
vera è, allora, costante e pari a 40 km/h. Ad un certo momento del percorso l’utente lascia la 
macchina e conclude il suo tragitto a piedi, con una velocità vera costante di 3 km/h. 
Vediamo come si comporta l’algoritmo di regressione lineare con decisore a soglia in questa 
situazione.  
Come visto nel capitolo 3, all’inizio l’algoritmo prevede di considerare i primi campioni che 
arrivano al filtro come facenti parte del transitorio iniziale, ed è assunta una velocità massima, vmax , 
pari a 100 km/h. Si è detto che tale scelta deriva dalla constatazione che durante il transitorio 
iniziale la stima della velocità del mobile è poco attendibile; conviene, quindi, mettersi nelle 
condizioni peggiori ed attendere il raggiungimento di una condizione di regime, in cui la stima della 
velocità del mobile è molto accurata. Passato il transitorio, l’algoritmo si è “agganciato” alla 
velocità vera del mobile di 40 km/h. Siccome questa velocità risulta maggiore del valore della 
soglia (10 km/h), ecco la caratteristica del decisore a soglia porta a considerare come vmax sempre il 
valore di 100 km/h. In questo contesto, l’algoritmo sta utilizzando la condizione di proiezione 
all’interno della circonferenza in maniera poco “stringente”: il raggio della circonferenza è il più 
grande possibile, e si stanno filtrando poco le stime provenienti dall’algoritmo di 
radiolocalizzazione. Quando si verifica la variazione istantanea di velocità, ovvero l’utente scende 
dall’automobile e prosegue a piedi, l’algoritmo si trova nelle condizione ottimali per far fronte ad 
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un nuovo transitorio e riuscire a riagganciarsi alla nuova velocità vera del mobile di 3 km/h. 
Superato questo nuovo transitorio, e raggiunta una nuova condizione di regime, l’algoritmo stima 
perfettamente la velocità dell’utente (3 km/h): essendo tale valore inferiore alla soglia, si assume 
una nuova vmax pari a 10 km/h. Siamo, allora, nella fase in cui l’algoritmo utilizza la condizione di 
proiezione all’interno della circonferenza in maniera molto “stringente”: il raggio della 
circonferenza è il più piccolo possibile. Visto che ora bisogna inseguire un terminale mobile che è 
diventato “lento”, ciò permette di ottenere una buonissima stima della posizione del terminale 
mobile. 
Tutti questi ragionamenti trovano una conferma nelle figure seguenti, che si riferiscono al quartiere 
di Manhattan ed alla transizione considerata (auto-pedone). 
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                   Figura 1. Rappresentazione del percorso seguito dall’utente 
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                   Figura 2. Grafico della velocità del terminale mobile 
 
 
Come è messo in evidenza dalle figure 1 e 2, l’algoritmo di regressione lineare con decisore a soglia 
riesce ad offrire un buon tracking del terminale mobile e una buona stima della sua velocità. 
Passiamo, ora, ad analizzare in dettaglio l’altra alternativa, che si riferisce ad una transizione 
pedone-auto. All’inizio l’utente percorre il tragitto a piedi con una velocità vera di 3 km/h, poi sale 
in auto, e quindi conclude il percorso alla velocità costante di 40 km/h. Durante il transitorio 
iniziale, l’algoritmo fissa la velocità vmax a 100 km/h per permettere il raggiungimento della 
condizione di regime. A regime, le stime della velocità del mobile iniziano ad essere attendibili: ci 
si accorge che si ha a che fare con un utente “lento”, dato che la velocità stimata è al di sotto del 
valore della soglia (10 km/h). L’algoritmo stabilisce, in questo modo, correttamente che l’utente sta 
viaggiando a piedi e la caratteristica del decisore a soglia fissa la vmax a 10 km/h. In questo contesto 
la condizione di proiezione all’interno della circonferenza lavora in modo “stringente”, filtrando 
notevolmente le stime provenienti dall’algoritmo di radiolocalizzazione. Il raggio della 
circonferenza è, infatti, diventato il più piccolo possibile.  
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Purtroppo, questo fatto può rivelarsi un’arma a doppio taglio se si verificano brusche variazioni 
positive di velocità del mobile. Infatti, quando ciò accade, l’utente si trova a viaggiare ad una 
velocità vera di 40 km/h. Le stime della posizione fornite direttamente dall’algoritmo di 
radiolocalizzazione diventano istantaneamente più distanziate, ma la condizione di proiezione le 
riporta tutte molto vicine tra loro in accordo al fatto che la vmax è ancora fissata a 10 km/h, sebbene 
ora l’utente sia “veloce”.  
Se ne conclude che nel caso di brusche variazioni positive (da utente “lento” a utente “veloce”) 
della velocità si può perdere irrimediabilmente l’aggancio con il terminale mobile, e il tracking 
fallisce. In definitiva, ciò è dovuto al fatto che l’algoritmo di regressione lineare con decisore a 
soglia è stato dimensionato in modo tale che l’operazione di filtraggio effettuata è troppo inerziale.  
In riferimento ancora al quartiere tipo Manhattan, saranno mostrati nel seguito alcuni risultati 
numerici per la transizione considerata (pedone-auto). In essi, si osserva un fallimento del tracking 
del terminale mobile. 
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                  Figura 3.  Rappresentazione del percorso seguito dall’utente 
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                   Figura 4. Grafico della velocità del terminale mobile 
 
 
Le figure 3 e 4 mettono in chiara evidenza che l’algoritmo di regressione lineare con decisore a 
soglia non riesce a seguire la brusca variazione di velocità del terminale mobile e, quindi, il tracking 
si rivela pessimo. 
Sottolineiamo ancora una volta che la colpa è da attribuirsi alla eccessiva inerzialità. La condizione 
di proiezione all’interno della circonferenza, quando il decisore a soglia cataloga l’utente come 
“lento”, si rivela infatti troppo stringente. Per risolvere il problema appena presentato, l’unica 
soluzione trovata è “allentare” la condizione di proiezione, ovvero ammettere che la velocità 
massima raggiungibile nel caso di utente “lento” sia superiore a 10 km/h, anche se in realtà un 
utente a piedi difficilmente può raggiungere velocità superiori. Solo allo scopo di riuscire a seguire 
brusche variazioni positive della velocità, si è deciso di fissare il valore della velocità massima 
raggiungibile da un utente “lento” a 20 km/h, anziché 10 km/h. Il valore di 20 km/h è stato scelto in 
maniera completamente euristica e non risponde a nessun criterio ottimo.  
L’aumento della velocità massima raggiungibile da utenti lenti diminuisce l’inerzialità del 
filtraggio. Si migliora così la capacità di inseguire spostamenti anche molto bruschi del mobile. 
 - 76 -
Saranno ora presentati i risultati delle simulazioni, che mostreranno come la modifica apportata alla 
caratteristica del decisore a soglia, ovvero l’aumento della vmax da 10 km/h a 20 km/h nel caso di 
utente “lento”, porta effettivamente a prestazioni significative sia per la stima del percorso seguito 
dal terminale mobile sia per la stima della sua velocità. 
 
 
 
5.2   Risultati delle simulazioni  
 
In questo paragrafo saranno mostrati i risultati delle simulazioni condotte nei quartieri di Manhattan 
e Viareggio. I risultati saranno presentati nel modo consueto, ovvero:  
1. una figura di Matlab che rappresenta il percorso vero dell’utente, il percorso stimato 
dall’algoritmo di radiolocalizzazione e quello filtrato dal metodo di regressione lineare con 
il decisore a soglia “modificato”, in cui è stata aumentata, cioè, la velocità massima 
dell’utente “lento” da 10 a 20 km/h;  
2. una tabella che specifica le statistiche dell’errore di stima della posizione;  
3. un grafico della velocità del terminale mobile (vera e stimata dall’algoritmo di regressione 
lineare); 
4. una tabella che evidenzia le statistiche dell’errore sulla stima della velocità. 
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Scenario di riferimento: Manhattan 
 
A: transizione pedone-automobile 
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 Valor medio 
dell’errore 
Deviazione standard Errore massimo 
Sequenza di posizioni 
stimate 
13.938 21.311 91.287 
Sequenza di posizioni 
filtrate 
16.994 23.116 91.753 
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A: grafico della velocità 
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 Valor medio 
dell’errore 
Deviazione standard Errore massimo 
Velocità stimata 13.193 29.072 193.517 
Velocità filtrata 2.048 2.927 10.833 
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B: transizione automobile-pedone 
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 Valor medio 
dell’errore 
Deviazione standard Errore massimo 
Sequenza di posizioni 
stimate 
31.484 19.205 90.986 
Sequenza di posizioni 
filtrate 
30.407 14.986 63.569 
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B: grafico della velocità 
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 Valor medio 
dell’errore 
Deviazione standard Errore massimo 
Velocità stimata 18.894 30.771 193.517 
Velocità filtrata 2.157 2.367 11.666 
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Scenario di riferimento: Viareggio (percorso 1) 
 
A: transizione pedone-automobile 
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 Valor medio 
dell’errore 
Deviazione standard Errore massimo 
Sequenza di posizioni 
stimate 
41.265 111.684 536.905 
Sequenza di posizioni 
filtrate 
22.127 24.987 112.067 
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A: grafico della velocità 
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 Valor medio 
dell’errore 
Deviazione standard Errore massimo 
Velocità stimata 27.426 142.821 1137.063 
Velocità filtrata 3.015 3.334 11.154 
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B: transizione automobile-pedone 
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 Valor medio 
dell’errore 
Deviazione standard Errore massimo 
Sequenza di posizioni 
stimate 
5.777 34.968 426.457 
Sequenza di posizioni 
filtrate 
4.481 6.104 20.424 
 
 
 - 84 -
  
 
 
B: grafico della velocità 
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 Valor medio 
dell’errore 
Deviazione standard Errore massimo 
Velocità stimata 11.947 75.112 888.451 
Velocità filtrata 1.441 2.5 11.666 
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Scenario di riferimento: Viareggio (percorso 2) 
 
A: transizione pedone-automobile 
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 Valor medio 
dell’errore 
Deviazione standard Errore massimo 
Sequenza di posizioni 
stimate 
58.486 61.031 276.862 
Sequenza di posizioni 
filtrate 
63.222 53.892 154.324 
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A: grafico della velocità 
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 Valor medio 
dell’errore 
Deviazione standard Errore massimo 
Velocità stimata 34.058 92.464 677.649 
Velocità filtrata 3.291 2.768 10.347 
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B: transizione automobile-pedone 
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 Valor medio 
dell’errore 
Deviazione standard Errore massimo 
Sequenza di posizioni 
stimate 
15.646 39.633 276.862 
Sequenza di posizioni 
filtrate 
10.922 22.871 134.536 
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B: grafico della velocità 
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 Valor medio 
dell’errore 
Deviazione standard Errore massimo 
Velocità stimata 27.28 78.895 677.649 
Velocità filtrata 1.908 2.824 11.666 
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5.3 Conclusioni 
 
I risultati numerici presentati in questo capitolo dimostrano che l’algoritmo di regressione lineare 
con il decisore a soglia riesce a seguire variazioni anche brusche di velocità del terminale mobile.  
Grazie all’aumento della velocità massima raggiungibile da un utente “lento” da 10 a 20 km/h e il 
conseguente cambiamento delle caratteristiche del decisore a soglia, il tracking dell’utente mobile  
va a buon fine per tutti gli scenari proposti, e il percorso stimato risulta in ogni caso molto 
attendibile.  
Il valor medio dell’errore sulla posizione oscilla da valori bassi, anche 4 metri per il quartiere di 
Viareggio (percorso 1) ed una transizione di tipo auto-pedone, a valori abbastanza alti, 63 metri di 
valor medio dell’errore per il quartiere di Viareggio (percorso 2) ed una transizione di tipo pedone-
auto. Questo valore alquanto alto è dovuto al fatto che per lo scenario di riferimento considerato le 
prime stime della posizione date dall’algoritmo di radiolocalizzazione sono errate. A fronte di 
questo, comunque, il percorso è, nel complesso, stimato in modo ugualmente preciso. 
Per quanto riguarda la stima della velocità, le simulazioni hanno messo in evidenza che l’algoritmo 
di regressione lineare ha un comportamento soddisfacente. Infatti, il valor medio dell’errore rimane 
sempre inferiore ai 4 metri/secondo, così come la deviazione standard. I grafici della velocità hanno 
evidenziato come per il passaggio auto-pedone l’aggancio con la velocità vera del mobile, che passa 
istantaneamente da 40 a 3 km/h, è molto veloce e preciso.  
Più problematica appare, invece, la transizione pedone-auto, come ampiamente discusso nel 
paragrafo 2 di questo capitolo. Anche in questo caso le statistiche dell’errore di stima sia della 
posizione sia della velocità sono molto buone; purtroppo, però, il grafico della velocità è poco 
preciso. Il motivo è da ricercarsi nel fatto che nel transitorio iniziale si ignora completamente quale 
possa essere la velocità massima del mobile e si deve, pertanto, assumere una velocità massima di 
100 km/h. Nel caso in esame l’utente è a piedi per la prima parte del tragitto e si muove, quindi, a 
velocità di 3 km/h. Quando l’algoritmo raggiunge una prima condizione di regime, uscendo dal 
transitorio, ci si aggancia alla velocità vera di 3 km/h. Si otterrebbero, allora, prestazioni molto 
buone se la velocità vera del mobile si mantenesse costante. Purtroppo, proprio in questo momento 
avviene il cambiamento di “mezzo” e il salto improvviso di velocità (l’utente sale in macchina). A 
questo punto l’algoritmo deve far fronte ad un nuovo transitorio prima di potersi stabilizzare sulla 
nuova velocità vera del mobile (40 km/h). La modifica apportata al decisore a soglia, ampiamente 
discussa, consente effettivamente all’algoritmo di poter superare questo transitorio, consentendogli 
di arrivare alla successiva condizione di regime. L’inseguimento del terminale mobile risulta da ora 
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in poi molto soddisfacente, sia per quello che riguarda la posizione, sia per quello che riguarda la 
velocità.  
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Appendice A:   Confronto fra la regressione lineare con e senza 
                           decisore a soglia 
 
 
 
 
Nel seguito si vuole dimostrare che l’introduzione del decisore a soglia porta a miglioramenti della 
stima del percorso seguito dal mobile. 
Tali miglioramenti sono minimi se si considera il caso di risoluzione infinita nella stima dei 
parametri di canale, poiché le stime dell’algoritmo di radiolocalizzazione sono già buone. 
Ben più rilevanti diventano, invece, nel caso in cui si tenga conto della risoluzione finita nella stima 
dei parametri di canale. In questo caso, infatti, l’algoritmo di radiolocalizzazione ha prestazioni 
peggiori e la sequenza di posizioni stimate presenta una maggiore dispersione. 
Per com’è stato introdotto il decisore a soglia, appare evidente che le simulazioni devono vertere 
solo sul caso d’utente “lento”, poiché per un utente “veloce” i due algoritmi tendono a coincidere 
dato che la velocità è sempre superiore alla soglia e quindi è presa sempre una velocità massima di 
100 km/h, come nel caso di regressione lineare classica. 
Nel caso d’utente “lento”, invece, la sua velocità è inferiore alla soglia, la velocità massima è presa 
di 10 km/h e il raggio della circonferenza si restringe andando a filtrare maggiormente i dati. In 
questo caso i due algoritmi differiscono per le dimensioni del raggio della circonferenza. 
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 Scenario di riferimento: Manhattan 
 
A: pedone 
 
 
 
 
 
 
 
 Valor medio 
dell’errore 
Deviazione standard Errore massimo 
Sequenza di posizioni 
filtrate, senza decisore 
a soglia 
25.053 20.388 67.933 
Sequenza di posizioni 
filtrate, con decisore a 
soglia 
23.694 18.611 54.827 
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 Scenario di riferimento: Viareggio (percorso 2) 
 
A: pedone 
 
 
 
 
 
 
 
 Valor medio 
dell’errore 
Deviazione standard Errore massimo 
Sequenza di posizioni 
filtrate, senza decisore 
a soglia 
18.859 30.344 153.257 
Sequenza di posizioni 
filtrate, con decisore a 
soglia 
17.135 30.852 141.868 
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 Scenario di riferimento: Manhattan 
 
A: pedone, con quantizzazione 
 
 
 
 
 
 
 
 Valor medio 
dell’errore 
Deviazione standard Errore massimo 
Sequenza di posizioni 
filtrate, senza decisore 
a soglia 
52.18 25.076 249.37 
Sequenza di posizioni 
filtrate, con decisore a 
soglia 
49.762 16.371 90.997 
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 Scenario di riferimento: Viareggio ( percorso 1 ) 
 
A: pedone, con quantizzazione 
 
 
 
 
 
 
 
 Valor medio 
dell’errore 
Deviazione standard Errore massimo 
Sequenza di posizioni 
filtrate, senza decisore 
a soglia 
49.812 48.816 375.728 
Sequenza di posizioni 
filtrate, con decisore a 
soglia 
40.341 24.418 106.755 
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Appendice B:   Scenari in cui Kalman si dimostra inadeguato e 
                          possibile soluzione al problema 
 
 
 
 
Saranno presentate di seguito una serie di figure di Matlab, riguardanti gli scenari in cui filtrare le 
stime dell’algoritmo di radiolocalizzazione con Kalman non porta a risultati apprezzabili.  
Rimarchiamo che il filtraggio di Kalman offre cattive prestazioni quando al suo ingresso i dati 
presentano una dispersione troppo accentuata. Ciò accade soprattutto quando i valori dei tempi e 
degli angoli d’arrivo alla stazione base hanno subito un procedimento di quantizzazione, ovvero 
quando si vuole tenere conto del fatto che la stima dei parametri di canale avviene con una 
risoluzione finita. 
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Scenario di riferimento: Manhattan 
 
A: pedone, con quantizzazione 
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 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Sequenza di 
posizioni stimate 
57.205 33.761 279.329 
Sequenza di 
posizioni filtrate 
55.768 31.132 284.523 
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Scenario di riferimento: Viareggio ( percorso 1 ) 
 
A: pedone, con quantizzazione 
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 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Sequenza di 
posizioni stimate 
56.221 77.842 577.966 
Sequenza di 
posizioni filtrate 
56.688 79.798 676.168 
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Scenario di riferimento: Viareggio ( percorso 2 ) 
 
A: pedone 
 
 
 
 
 
 
 
 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Sequenza di 
posizioni stimate 
25.391 46.312 291.627 
Sequenza di 
posizioni filtrate 
23.051 34.953 179.812 
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Per combattere l’elevata dispersione dei dati forniti dall’algoritmo di radiolocalizzazione, si è 
pensato di introdurre un filtraggio in serie (regressione lineare - Kalman): in esso, la sequenza di 
stime della posizione fornita dall’algoritmo di radiolocalizzazione viene prima filtrata mediante 
l’algoritmo di regressione lineare e, successivamente, tramite il filtro di Kalman. In questo modo, il 
filtro di Kalman, che è maggiormente inerziale, ovvero presenta una banda molto più stretta, si 
trova ad operare con una sequenza più “regolare”, perché è già stata trattata con l’algoritmo di 
regressione lineare.  
I risultati delle simulazioni evidenziano che l’introduzione della serie regressione lineare - Kalman 
permette di ottenere risultati migliori rispetto alle prestazioni ottenute con il solo filtro di Kalman, 
ma porta a prestazioni peggiori rispetto all’utilizzo della sola regressione lineare. Come sottolineato 
più volte, la caratteristica del filtro di Kalman di essere inerziale lo rende inadatto a seguire i rapidi 
spostamenti del terminale mobile in scenari urbani di tipo microcellulare. Tuttavia, possono esserci 
situazioni in cui l’inseguimento del terminale mobile deve avvenire prima in ambienti di tipo 
microcellulare, dove l’algoritmo di regressione lineare funziona meglio del filtro di Kalman, e poi 
in ambienti rurali o macrocellulari dove, invece, il filtro di Kalman può comportarsi meglio 
dell’algoritmo di regressione lineare. Per tutti quegli scenari, allora, in cui l’inerzialità richiesta 
all’algoritmo di tracking è variabile, l’uso della serie regressione lineare – Kalman può rivelarsi 
un’utile tecnica di inseguimento proprio perché presenta caratteristiche comuni ai due algoritmi.  
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 Scenario di riferimento: Manhattan 
 
A: pedone, con quantizzazione 
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 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Sequenza di 
posizioni filtrate da 
Kalman 
55.768 31.132 284.523 
Sequenza di 
posizioni filtrate 
dalla serie 
50.474 17.166 95.346 
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 Scenario di riferimento: Viareggio ( percorso 1 ) 
 
A: pedone, con quantizzazione 
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 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Sequenza di 
posizioni filtrate da 
Kalman 
56.688 79.798 676.168 
Sequenza di 
posizioni filtrate 
dalla serie 
40.847 25.403 108.565 
 
 - 103 -
 Scenario di riferimento: Viareggio ( percorso 2 ) 
 
A: pedone 
 
 
 
 
 
 
 
 Valor medio 
dell’errore 
Deviazione 
standard 
Errore massimo 
Sequenza di 
posizioni filtrate da 
Kalman 
23.051 34.953 179.812 
Sequenza di 
posizioni filtrate 
dalla serie 
18.026 31.509 144.237 
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Conclusioni 
 
 
 
 
In questo lavoro di tesi  sono stati presi in esame due algoritmi di filtraggio: Kalman e la 
regressione lineare con decisore a soglia.  
Per entrambi i metodi sono state mostrate, come risultati numerici, delle figure ottenute con Matlab, 
che rappresentano il tragitto vero del terminale mobile e quello stimato, in due differenti scenari: un 
quartiere tipo Manhattan e un quartiere della città di Viareggio. Sono stati presi in considerazione 
tre possibili percorsi differenti, che l’utente poteva affrontare o in automobile (utente “veloce”) o a 
piedi (utente “lento”). Per ogni situazione sono stati mostrati anche risultati numerici relativi alla 
stima della velocità del mobile.  
Nel secondo capitolo è stato evidenziato come il filtro di Kalman abbia prestazioni abbastanza 
buone, anche se soffre della sua intrinseca caratteristica di essere inerziale. Tale proprietà non lo 
rende particolarmente adatto a seguire i rapidi spostamenti dell’utente in molti scenari urbani di tipo 
microcellulare. Ad ogni modo, nel caso di utente “veloce”, i risultati delle simulazioni presentano 
un valor medio dell’errore di localizzazione di circa 30 metri per entrambi gli scenari considerati. 
Per quanto riguarda un utente “lento”, invece, il valor medio dell’errore dipende dallo scenario, 
variando da un minimo di 12 metri ad un massimo di 26 metri. Come è naturale aspettarsi, le 
prestazioni dell’algoritmo di inseguimento dipendono fortemente dall’accuratezza delle stime della 
posizione fornite dall’algoritmo di radiolocalizzazione. E’ anche ragionevole il fatto che le 
prestazioni migliorino quando si inseguono utenti “lenti”: poiché le stime della posizione vengono 
effettuate a intervalli di tempo regolari, le stime da filtrare sono, nel caso di utenti lenti, più 
ravvicinate tra loro (più “dense”). Si hanno, in definitiva, più informazioni per poter capire come è 
fatto il percorso. Per quanto riguarda la stima della velocità, il filtro di Kalman conduce a buoni 
risultati, arrivando a valori medi dell’errore di massimo 5 metri/secondo per utenti “veloci” e di 
massimo 1 metro/secondo per utenti “lenti”. 
Nel terzo capitolo è stato testato l’algoritmo di regressione lineare con decisore a soglia e si è messo 
in evidenza come sia possibile ottenere buone prestazioni con questi algoritmi in scenari di tipo 
microcellulare. Il valor medio dell’errore sulla stima del percorso è risultato di circa 20 metri, con 
deviazione standard intorno a 25 metri, sia per utenti “lenti” che per utenti “veloci”. 
Inoltre l’algoritmo si comporta benissimo anche nella stima della velocità. Il valor medio dell’errore 
è risultato di 2 metri/secondo per un utente ”veloce” e di soli 0.4 metri/secondo per uno “lento”.  
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Entrambi gli algoritmi sono stati, inoltre, testati in quelle condizioni in cui le stime iniziali 
dell’algoritmo di radiolocalizzazione sono non corrette. In questi casi, il compito di un buon 
algoritmo di inseguimento è anche quello di favorire, dopo un certo transitorio, il riaggancio con il 
percorso vero seguito dal terminale mobile. Entrambi i metodi riescono in questo intento ma, come 
mostrato dai risultati numerici, l’algoritmo di regressione lineare è più accurato rispetto al filtro di 
Kalman.. 
Nel quarto capitolo del lavoro di tesi si sono messi alla prova i due metodi di filtraggio quando 
l’algoritmo di radiolocalizzazione tiene conto di una risoluzione finita nella stima dei parametri di 
canale, con conseguente peggioramento nell’accuratezza della stima della posizione del mobile. Il 
ruolo del filtraggio, in questo caso, è determinante.  
Si è mostrato come il filtro di Kalman conduce alla ricostruzione del tragitto in maniera solo 
sufficiente. Sottolineiamo, inoltre, che molti sono stati gli scenari in cui Kalman presentava 
prestazioni pessime, che rendono il riconoscimento del percorso seguito dal mobile molto difficile. 
Prestazioni molto buone, invece, si ottengono con l’algoritmo basato sulla regressione lineare con il 
decisore a soglia. Tale tecnica, inoltre, riesce a favorire il riaggancio e il successivo inseguimento 
del terminale mobile in tutte quelle situazioni in cui le stime iniziali della posizione fornite 
dall’algoritmo di radiolocalizzazione risultano completamente sbagliate. 
Nell’ultimo capitolo della tesi, infine, si è cercato di scoprire se l’algoritmo di regressione lineare 
con il decisore a soglia riesce ad inseguire anche brusche variazioni di velocità dell’utente mobile. 
A tal fine sono stati introdotti scenari in cui si verifica, appunto, un istantaneo cambiamento per 
quello che riguarda la velocità vera del mobile. Sono state considerate due possibili alternative: 
nella prima, l’utente è a piedi per la prima parte del tragitto, poi sale in auto e conclude il percorso 
con velocità costante di 40 km/h; nella seconda, l’utente è in automobile all’inizio del tragitto e poi 
ne scende istantaneamente e conclude a piedi, con velocità di 3 km/h, il percorso. Le simulazioni 
affrontate hanno portato alla luce un problema di notevole interesse: quando si verifica il 
cambiamento di velocità del mobile, l’algoritmo deve essere in grado di sopportare un nuovo 
transitorio, oltre quello iniziale, e riuscire, quindi, a riagganciarsi con la nuova velocità del 
terminale. Ci si è accorti che, nella transizione pedone-auto, la condizione di proiezione agisce in 
maniera troppo “stringente” (come si è evidenziato con dettaglio all’interno del capitolo 5), e il 
tracking del mobile non va a buon fine. Per poter risolvere questo problema, allora, si è modificata 
la struttura del decisore a soglia aumentando la velocità massima consentita per un utente “lento”, in 
modo da diminuire l’eccessiva inerzialità dell’algoritmo di tracking. I risultati delle simulazioni 
hanno dato ragione alla modifica adottata per il decisore a soglia. In base ai risultati numerici, la 
stima del percorso seguito dal mobile è, infatti, molto buona per tutti gli scenari considerati. 
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Prestazioni soddisfacenti si ottengono anche per quello che riguarda la stima della velocità del 
mobile. Ciò dimostra che, effettivamente, il decisore a soglia è uno strumento adattativo. Dopo un 
transitorio di durata relativamente piccola, infatti, esso riesce a decidere se si ha a che fare con 
utenti “lenti” o “veloci”, e stabilisce per ciascuna delle due categorie di utenti un diverso valore per 
la velocità massima raggiungibile. Si ottiene così una tecnica di inseguimento la cui inerzialità varia 
a seconda delle situazioni richieste.   
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