Abstract-Continuing our work on using reinforcement learning for formation control, we present an end-to-end deep learning system which uses only camera images to learn to control the individual system's correct position within the formation.
I. INTRODUCTION
We are interested in solving the problem of formation control using reinforcement learning algorithms. With this approach, we want to create a flexible framework that can autonomously adapt to varying environment conditions and to different agents. We hope to solve problems like formation control of robotic wheelchairs, which are accompanied by human caregivers [1] , or multi-robot formations in shared rescue missions [2] using semi-automatic training instead of an individually tailored solution.
In our previous work [3] , we investigated whether reinforcement learning can be used to let a follower learn to stay in line formation behind its leader. We solved this by employing the GQ(λ) reinforcement learning algorithm. We also introduced an update buffering technique, which allowed a certain degree of asynchronicity between the learning algorithm and the execution of the robots' commands. This technique yields significant performance improvements in simulations and is important for real applications as we have to carefully control timing between different actions and changes of the environment and the learning algorithm itself otherwise.
Our approach also showed some issues, the most important one being that our solution had to carefully observe the specific properties of the considered robots. This becomes most obvious in the state-space we used. Directly using the values of the proximity sensors creates a state-space that cannot be processed anymore (4096 2 ). Therefore, we had to map the raw values from the proximity sensors onto a lower dimensional space. The projected values are than used as an input to our algorithm. The problem is that this mapping already includes knowledge about the meaning of values (e.g. linearity of the sensors, correspondence of values to concrete areas of observation, all possible observation areas have the same size) and it heavily depends on the used distance sensors and the concrete formation we investigated.
Keeping this in mind, we require two characteristics for a new solution: first, it has to either process a high dimensional state-space or infer a suitable lower-dimensional representation on its own. And second, it has to adapt to changes in the environment in a flexible way without requiring manual adjustment of parameters.
Inspired by the work of Mnih et al. ([4] , [5] ), we present an end-to-end deep reinforcement learning approach for formation control that does not depend on specific distance sensors, but uses conventional camera images to learn how to control its movements in order to stay in the desired formation. In contrast to our previous work, the state-space is not hand-crafted for the problem at hand, but approximated internally by a Deep Q-learning Network (DQN).
In the next section, we introduce the specific properties of DQNs that make them suitable for creating end-to-end control systems and how they solve specific problems, which are usually problematic when trying to employ reinforcement learning on a task like ours.
As an explanation of reinforcement learning itself is far beyond the scope of this paper, we stick to explaining the ideas on a conceptual level, which we hope is comprehensible for readers both familiar and unfamiliar with reinforcement learning. For a thorough explanation of the ideas, concepts, and algorithms of reinforcement learning, we refer to Richard Sutton's book [6] on this topic.
After these considerations, we look at the specific formation control experiments we did and how they are performed by such an end-to-end deep learning approach.
II. DEEP Q-LEARNING
In recent years, big improvements in computer vision, speech and text processing (e.g. [7] , [8] , [9] , [10] , [11] ) have been made possible by the usage of deep neural networks and similar techniques which can utilize a lot of parallel computations. They are extremely powerful in regard to feature extraction and classification. Mnih et al. [4] used such a classification network, more precisely a Convolutional Neural Network (CNN), in the core of a framework playing five different Atari 2600 video games in a way very similar to a human player. That is, by reacting to images on the screen instead of depending on some knowledge about the internal state of a game which is what standard artificial opponents in video games are doing.
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In our previous work, we had to quantise the values of two distance sensors into a 9×9 grid, a common technique that is often referred to as tile-coding, to create a state-space which we then used to train a follower to stay within formation. The problem with this approach is that it is highly inflexible and has to be repeated for different robots, different sensors, or changing computational capabilities.
Mnih et al. also had to cope with an extremely large state-space (the dimension of the images) and handled this high dimensional state-space by training a CNN to directly approximate the Q-function (simplified: a mapping between states, actions, and rewards) out of images from the games. In contrast to common CNNs, the networks used for Q-learning do not contain max pooling layers, which are prevalent in classification tasks. In classification tasks, they provide a certain degree of translational invariance, which is very beneficial for classification, but unwanted for state representations. Applied to our case, we do not need information whether the player's avatar or the formation leader can be found in the image at all, but need to infer knowledge about their location in the image for the purpose of our algorithm.
Apart from efficiently coping with large state-spaces, the CNN approach also has another significant advantage: it is highly flexible regarding the composition of the image. Its single requirement is that information about the current state is somehow contained in the image. The algorithm decides by itself which parts of the image are important and which information can be gained out of them.
A straightforward approach on directly training the neural network to approximate the Q-function leads to many problems, the most important one being the huge correlation between consecutive states in a common reinforcement learning process. The huge correlations cause the learning algorithm to get stuck in local maxima and large variances in the updates occur in every time step. Often these problems become so severe that the learning algorithm diverges and does not learn anything useful at all.
To cope with these problems, Mnih et al. introduce experience replay in their algorithm, a technique, which stores previous tuples of state, action and reward into a replay buffer. Instead of using the current observed state, action, and reward to update the Q-function, a uniformly sampled episode from the replay buffer is used instead. This breaks the correlation between states and enables batch training of the neural network. It is also efficient regarding data usage as each episode gets used for multiple updates without requiring the agent to visit the same state again.
In our and Mnih's work, the replay buffer is implemented as a ring buffer, that is, when the replay buffer is full and new experience is added, the oldest one is removed from the buffer. This process does not distinguish between the importance of different samples to the learned knowledge. Assessing this importance would be very difficult, but fortunately, the simple ring buffer approach works well enough and is motivated directly from an implementation perspective.
A minor consideration of using random episodes instead of the current one is that it also limits the choice of the reinforcement learning algorithm to the class of off-policy algorithms as the learned policy is different to the one the agent currently executes. This is why Mnih et al. chose to employ Q-learning, a common off-policy algorithm. Usually, the Q-function maps the current state-action pair to a certain reward, that is, it estimates the quality of a certain state-action pair. From a human perspective, an admissible state is the position of the player's avatar in a video game or the relative position of the leader to the follower in our formation control scenario. The idea behind Deep Q-learning is not to use these hand-crafted state representations but to take the raw sensor data (images) and let the neural network figure out on its own a feasible mapping from pixel values onto an internal state representation. The output of the network represents a quality assessment of every possible action the agent could execute. Due to the connection structures within the network, one training sample not only improves its own action assessment, but the complete prediction of all actions.
Using this Deep Q-learning network, we achieve an approximation to tell the agent which action is feasible to take depending on an image input. Similar to many other reinforcement learning processes, this information is utilized by an -greedy policy to balance between exploration and exploitation. Instead of the action with the highest expected reward, -greedy policies chose a random action with probability instead. This probability is reduced over the learning process, in our case linearly from an initial 0.4 to 0.01 over the first 100 000 steps. The reward estimates are initialized arbitrarily, so we want to ensure a good coverage of the entire state-space and we hence need a broader exploration in the beginning. After some time the estimates become more reliable and following the suggested action leads to a good reward.
Continuously updating the Q-network and using this information in the next time step to decide which action to take leads to an accumulation of errors and the divergence of the whole network [12] . To avoid this problem, the Deep Q-learning algorithm of Mnih et al. uses two networks: a slowly updated target network, which is only used in forward direction to calculate the current Q-values and the resulting loss of the network. And a primary Q-network, which is trained by this loss and whose parameters are copied onto the target network after a certain number of steps.
III. SCENARIO
This section describes the concrete scenario we investigated and what parameters we chose regarding the Deep Qlearning algorithm.
A. Environment, Robots, and Tasks
We consider e-pucks [13] , small tabletop robots, which are simulated in V-REP [14] , a physics simulator designed for robotics. Our simulation includes two robots, the first robot, a leader, which is statically configured to follow a line on the ground (Figure 1 ). Its speed is determined by Fig. 1 . The arbitrary path the leader uses in our experiments. It represents a non-trivial path which could be found in reality. Its closed-loop design allows the experiment to run continuously. multiplying a randomly factor between −0.5 and 1 with the desired velocity. In this way the leader can also go backwards which makes the task harder to solve, but also more robust. This behavior represents a non-trivial and realistic movement pattern which can also be found in reality like a human or a robot with SLAM based navigation planning.
The second robot is the designated follower we want to train. It has a forward-looking camera with an image angle of 45
• and a resolution of 84 × 84 pixels. An example image from this camera can be seen in figure 2 . The resolution of this camera seems very low at first glance, but larger resolutions increase the computational load dramatically and the results from using the same resolution as Mnih et al. did for Atari games are already very satisfying. Fig. 2 . One camera frame from our first trial: An 84 × 84 pixel view from the follower to its leader.
As our approach should allow end-to-end training without requiring changes to hyperparameters, we set up a second experiment to test this capability where we moved the camera to a bird's-eye position above the follower. This camera is placed about 55 cm above the robot (roughly 5 times the size of the robots themselves), looking downwards. An example of this view can be seen in figure 3. The task of the second robot is to stay directly behind its leader at a distance of 15 cm (about three times its own radius). In each episode the robot achieves this goal, the learning algorithm receives a reward of r = 1. The following robot may deviate from this position by up to 6 cm and 20
• , resulting in a lower reward scaled proportionally to the error. If the second robot leaves this region, the current episode will end and a negative reward of −10 is given. It will then be moved back to the optimal position behind the leader (15 cm, 0
• ) and a new episode starts. An illustration of the formation between both robots and the error measures can be seen in Figure 4 .
B. Image Processing and Network Architecture
Before feeding the camera images into the network, we convert the RGB frames to greyscale to reduce the computational demands of the algorithm by a factor of three.
Changes of the leader's position are connected by a chain of movements of the leader. To allow the algorithm to learn these connections and base its decisions on velocity and trajectory while avoiding to feed inputs of arbitrary length into the network, we always take the last four consecutive frames to create one sample. The input to our neural network is therefore an array of four 84 × 84 greyscale images. Our neural network adheres to the original design in [5] and utilizes three hidden convolutional layers and two fullyconnected layers. The first hidden layer convolves the input images with 32 8×8 kernels with stride 4 and uses a rectifier activation function. The second one uses 64 4×4 kernels with Fig. 4 . Illustration of the error measures d and oerr for our leaderfollower scenario (taken from our previous paper [3] ).
stride 2 and also a rectifier function. The final convolutional layer uses 64 3 × 3 kernels with stride 1. The output is reshaped into an array and fed into a fully-connected layer consisting of 512 rectifier units. The mapping onto the 25 different actions is done by the second fully connected layer. Our 25 actions are all possible combinations of 5 different motor speeds for forward and backward movement as well as stopping and 5 different turn rates (chosen in a similar manner). As described in the section about concepts of Deep Qlearning, we use two different networks to improve training stability. The parameter update from the primary Q-network onto the target network happens every 2000 steps.
Our network does not use batch normalization, which makes the batch size an important parameter. In our experiments, we use a batch size of 128 episodes for our initial tests in a synchronous environment and 256 episodes for the asynchronous environment presented here.
IV. RESULTS AND DISCUSSION
The initial learning phase of the algorithm takes around 60 000 steps. We define the initial phase as the period where the algorithm regularly requires the start of a new episode, that is, it loses track of the leader and has to be put back into a starting position from where it can continue. After around 100 000 steps, the overall reduction of the error slows down significantly and converges asymptotically.
The errors of frontal and top-down view show a very similar development, which confirms the flexibility of the approach and which supports its applicability for end-to-end control directly from camera input to motor speeds. The remaining distance error averages around 1-2 mm, which is about 1 % of the required distance and 2 % of the size of the robots. The progression of the maximal encountered error during the simulation is shown in figure 5 . The orientation error usually stays below 1
• after the initial phase and the development of the maximal encountered orientation errors during the experiment can be seen in figure 6 . Although the top-down view allows for a lower overall error, it produces some spikes occurring up until 500 000 steps. The lower total error could be the result of the independence of position and orientation information in the top-down view. A left-right shift by a certain amount of pixels in the frontal facing image corresponds to different orientation errors depending on the size of the robot within the image. This relation does not exist in the top-down view, orientation and distance can be inferred independently of each other and the size of the robots in the image always stays the same.
On the other hand, this could be the reason for the observed error spikes, as the smaller size of both robots in the top-down image leads to a lower resolution of the inferred position and orientation information.
Another explanation for the errors could be the asynchronous update buffering technique, which decouples the learning algorithm from the simulation environment. By slightly delaying the update calculations of the learning algorithm into the time span when the simulator does the calculations for the next time step, we can remove the need to explicitly synchronize both tasks (for details, see our previous paper [3] ). While this allows for a large performance improvement by removing waiting periods, it is based on the assumption that simulation steps are steady and both tasks do not get delayed unexpectedly. If this assumption is violated by a background task or something similar, and the robot following the leader did some corrections at the very moment, its new position might be even worse than before.
For our goal of learning end-to-end formation control, the precise error bound is less important than the fact that the follower is able to reach a phase where it can continue its episode indefinitely. This usually happens after 60 000 steps and works reliable after 100 000 steps. Combined with the comparable results from the experiment with the second position of the camera, this shows the flexibility of our approach.
The next logical step is to extend this approach to different formations. We did some initial experiments on varying the follower's angle which show similar results. But modifying the followers angle also required a lot of tuning to the reward and reset function. Therefore the results cannot be compared to those detailed throughout this section and need thorough investigation on generalizability and quantitative performance.
V. CONCLUSION
Our results show that applying Deep Q-learning to the problem of formation control successfully deals with large input state-spaces. It also removes the tedious work of creating a meaningful representation by hand and is able to adapt to different settings in a flexible way.
