Predicting the price of stock is very helpful and can attract the interest of researchers and investors who make subjective investment judgments based on objective technical indicators. We propose a new hybrid forecasting model utilizing the combined prediction's principle as well as the artificial intelligence'
Introduction
In recent years, numerous studies have been done in the area of forecasting the stock market due to forecasting's commercial applications, high stakes, and attractive benefits (Yazdani-Chamzini et al., 2012; Zavadskas & Turskis, 2011; . Consequently, a variety of predicting algorithms have been proposed. As one of the most important artificial intelligence models, the support vector machine (SVM) method is widely used in stock market predictions (Yang et al., 2002; Tian et al., 2012) . For example (Yu et al., 2009) have studied an evolving least squares support vector machine learning paradigm with a mixed kernel, which is used to predict the trend of the stock market. The artificial neural network -41 -(ANN) is also a widely used method in stock market forecasting (Guresen et al., 2011; Mostafa, 2010; Cheng et al., 2012; Cimpoeru, 2011) . A newly method integrated by the genetic fuzzy systems and the artificial neural networks is presented by (Hadavandi et al., 2010) to forecast stock prices. There are also many other methods that are used to predict the stock market, such as the hidden Markov model (HMM), the probabilistic neural network (PNN) and the autoregressive moving average model (ARMA). (Gupta & Dhingra, 2012) have studied a new method to forecast the stock index using the hidden Markov model. Additionally, the probabilistic neural network (PNN) model is also used to forecast the stock index.
Among all of the stock market predicting methods, the fusion model obtains better forecasts than does the single model (Zhang & Wu, 2009 ). Many studies have tested the performance of fusion models, which yield better results (Hassan, 2009; . A three-stage prediction system of stock market, including the neural networks, the fuzzy type-2 clustering and the multiple regression, is proposed by (Enke et al., 2011) . (Gunasekaran & Ramaswami, 2011) have given a new approach integrating the artificial immune algorithm and adaptive neuro fuzzy inference system to predict the Indian stock market. In this paper, we present a novel model that follows the idea of the fusion model but uniquely utilizes independent model components. We present three different combination models, "ARMA+SVM" fusion model, "ARMA+PNN" fusion model, and back-propagation PNN model. Thus, our model is called the Combination Prediction Model to distinguish it from the fusion model or hybrid model, and we demonstrate its reasonability in this paper. Another feature of our model lies in the design and introduction of intelligent agents (Smeureanu et al., 2012; Sakalas & Virbickaite, 2012) who can reflect the transaction strength and guide operations in a real stock market. As a result, a dynamic combination model will be established and is different from the existing static model.
The new model not only enjoys a high accuracy rate but also has an effect on guiding operations.
The paper proceeds in the following order to present the above work and contributions clearly. Section 2 demonstrates the principle of combining models with the theoretical proofs in detail. Section 3 introduces the three combined models. Section 4 tests the correctness and effectiveness of our model with comparison analysis and multi-agent simulation. Section 5 presents the conclusions.
The Principle of Hybrid Forecasting Model
None of the existing prediction models is omnipotent; therefore, each model has its own merits and demerits, and each model has its own scope of application. To reduce the systematic risk of prediction and employ the role of every adopted model fully, we use a hybrid forecasting model which is based upon the majority voting rule, and the reasons are explained by the following lemma.
[Lemma 1] When we adopt the majority voting rule and n is an odd number, the accuracy rate of the hybrid model's prediction is bigger than that of any single model if the each model's forecasting accuracy rate is no less than 0,5 and the prediction models' results are independent.
Proof. Based on the lemma 1's condition, we can gain (1 ) that   . In fact, we can obtain the following formula according to formula (1).
(1 )
from which we can next have:
(1 ) 1
We can calculate that if  is 1 or 0,5, the result of formula (3) As shown in Table 1 , an example of a hybrid model consisting of three single models is given to explain the rules of the above lemma and corollary. 
Three Single Models Constituting the Hybrid Model
We will introduce the hybrid model which is composed of ARMA + SVM, ARMA + PNN, and BP-PNN (Perry et al., 2001 
In the above formula, AMRA is a linear model, and both PNN and SVM are non-linear models so they are non-linear explainable part. The white noise reflects the random interferences and cannot be explained by the former two parts. In many existing papers, the merits of these combining models are validated, such as the work by (Kim, 2003; Zhang & d Wu, 2009) and others. The mathematical expression of Formula (5) can be written as follows: (1) Single Model 1: ARMA+SVM.
Firstly, ARMA (Wang et al., 2012; Shen & Ding, 2014) is constructed as below;
where tj
) represents the white noise at the time ti  , and the rest parameters in the above equation (7) are identified through fitting the model.
Next, we can obtain t y  which is defined as:
In fact, the
) is the part that cannot be explained by the linear part, ARMA, and forms the input variables of SVM. Then, we can obtain the samples as follows:
where the vector x is the input variables and can be decribed as follows: (Orru et al., 2012; ) is described as follows.
The regression equation can be written as: Next, we introduce the following optimization problem to decide the value of w and b in the Formula (10).
where  represents the precision coefficient, C denotes the penalty coefficient. These two values can be set to gain the best forecasting outcomes by comparing many times. The codes of the model can be obtained in this paper's supplement materials.
(2) Single Model 2: ARMA+PNN.
The part of ARMA is the same to that in the single model 1 and shares the equations (7), (8) and (9). Then, we can obtain the samples described in equation (9).
Next, the non-linear explainable ( t y ) is forecasted by probabilistic neural network, PNN (Sankari & Adeli, 2011; Lin et al., 2013; .
As shown in Figure 1 , the structure of PNN includes an input layer, a pattern layer, a summation layer, and an output layer. The input layer contains six nodes (corresponding to t x ), and one node (corresponding to The two variables, that is, the smooth factor and the weight vector, can be adjusted by the back-propagation algorithm to enhance the prediction accuracy of the formula. We can define a specific error function E which is expressed by input variable and weight vector.
In the formula, F expresses the non-linear operator of the pattern layer node, T denotes attribute matrix from the pattern layer to the summation layer, the vector of correct classification could be represented by 
Comprehensive Predicting Rules Based on Combination Model
The quantitative can not only forecast the outcomes much more correctly, but would also make more moderate investment advices.
Moreover, the Table 2 can also be helpful in designing the intelligences of the Agent in the following section.
Data and Comparison Results
We 
Multi-Agent Simulation
The above section 4.1 only offers a comparison of which models have the highest accuracy rate, and we cannot make investments in a stock market according to it.
Thus, we give a multi-agent simulation (Dion et al., 2011; Li et al., 2010; ) After 100 trading days, the final profits of four agents are shown in Figure 4 , and it is easily found that the profit of the combined agent is the highest one. All in all, the combined agent, which is directed by the hybrid model proposed by our method, get satisfactory profits and do better than other agents. Accordingly, this newly presented forecasting model is practical and meaningful from this viewpoint.
Conclusions
The primary contributions of our research are as follows. Firstly, we present a novel method to integrate the prediction methods. The method through which many hybrid models combine two models is in series, which means the second model's input is the first model's output.
We combine the forecasting methods in parallel rather than in series. Next, a new combined forecast model is presented, the reason for choosing the method of In the comparison with the sole models, we select the real market data and obtain the forecasting accuracy of the three single models and our combined model. Through comparison of the results, the hybrid model gains the highest overall accuracy rate, and the value of the prediction accuracy reaches up to 75,3%. In addition, the multi-agent simulation also demonstrates our hybrid model's superiority. We construct four different types of agents that take advantage of our hybrid model, the qualitative model, the quantitative model, and the random strategy, respectively. The profitability of the hybrid model exceeds 16,7%, which is much higher than the other three agents. All in all, the comparison test and simulation analysis confirm that our hybrid model proposed in this paper can obtain higher prediction accuracy and satisfactory profits and is preferred over other models.
In the field of prediction of a stock composite index, the research on forecasting methods is ongoing and useful, especially on the models' application in the stock market. This paper has some limitations which may be subjects to study in the future. There are many different artificial intelligence methods used to forecast the stock composite index. Therefore, it may be our first questions to answer which models are suitable to combine, and compare the differences of these combined models.
Additionally, the research on utilizing hybrid models to predict the stock price is very rich. It is necessary for us to compare our hybrid models with many other combined models proposed in existing papers, and the two different combining methods may be applied to construct more powerful prediction models. In addition, the research idea of combined models can be used in many other fields such as commodity recommendation models, weather forecasting models, and others. We deeply hope the model proposed in this paper will be helpful in other aspects.
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