Ant colony algorithm is a swarm intelligence population-based algorithm, which is inspired from the foraging behavior of ant colonies. Nowadays, the ant colony algorithm has become a very popular topic, and has been widely used in many fields. Also, in the field of P systems, there are many researchers using ant colony algorithms as subalgorithms in their researches, while ant colony algorithms are not implemented in the form of evolutionary rules. In this paper, we proposed an ant colony P system ACPS based on the pure evolutionary rule. ACPS not only can provide a basic computational framework for the needy P systems researchers, but also can maximally perform the parallelism of ant colony algorithms. An example of solving TSP given in the article illustrates the effectiveness and feasibility of ACPS .
I. INTRODUCTION
Ant colony algorithm is a swarm intelligence populationbased algorithm, which is inspired from the foraging behavior of ant colonies. The earliest ant colony algorithm is named by ant system (AS) [1] which is proposed by Dorigo in 1996 . And in 1997, in order to break though the limitation of AS, Dorigo proposed an improved ant colony algorithm, known as ant colony system (ACS) [2] . ACS has much better performance in dealing with larger problems. Nowadays, ant colony algorithm has become a hot topic in intelligent computing [3] . In theoretical research, the most popular ant colony algorithm models include AS, ACS and Max-Min Ant System [4] . Moreover, based on these models, many researchers have been trying to improve the performance of these models. [5] - [7] . In practical applications, the ant colony algorithms have been widely used in many fields, such as vehicle routing [8] , resource scheduling [9] , data mining [10] , image processing [11] , network routing [12] .
The computational system based on the membrane computing model is called the P system, which is a distributed, large parallel and non-deterministic computing system proposed by Pȃun in 1998 [13] . P system is a new subject in the field of biological computing, and it is also a hot research topic in the fields of computer science, mathematics, economics, biology, artificial intelligence, automatic
The associate editor coordinating the review of this manuscript and approving it for publication was Ran Cheng . control and so on in recent years. Many studies show that the membrane computing model has the same computing capacity as Turing machine [14] - [16] . So far, there have been many researches about using ant colony algorithms in P systems [16] - [22] . However, the ant colony algorithms in these researches are abstract calculation processes (as an algorithm in the sub-membrane of the P system). They assumed that it can use the calculation results input by the ant colony algorithms in the electronic computer model. That is to say, these works do not use a single computational model (ant colony algorithm use the electronic computer model and P system use membrane computing model) to solve problems, which undoubtedly brings more complexity to the solution of problems.
The ant colony P system framework proposed in this paper has two meanings. One is to provide a useful pure rule computing framework in P systems to the works mentioned above, so that they can solve their problems in a single membrane computational model. The other is to maximize the parallelism of the ant colony algorithm by using the features of the membrane computational model. Although there have been many parallel solutions under the electronic computer model [23] - [25] , the ant colony algorithms still have a very limited degree of parallelism. Most of the solutions increase the degree of parallelism of ant colony algorithms by distributed architecture. And in those solutions concurrent computations are more than parallel computations. However, VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ the combination of membrane computing and ant colony algorithm not only can expand the distributed characteristics and parallel of the ant colony search, but also can greatly improve the search efficiency of the ant colony algorithm. Therefore, the ant colony P system may be a better parallel solution for ant colony algorithms. The improved ant colony P system, presented in this paper, is built based on the previous ant colony P system [26] . We improved it in many aspects, such as the strategy of ants choose their next vertex, the rules for pheromone local updates and global updates. These improvements make the ant colony P system more complete and more parallel.
This paper is organized as follows. Section II gives the basic knowledge about ant colony algorithms and P systems. Section III gives the definition of the ant colony P system ACPS . Section IV makes a detailed introduction to the evolutionary rules in ACPS . Section V analyses ACPS from its time cost and parallelism. Section VI gives an instance of ACPS . Section VII makes conclusions for our works in this paper.
II. FOUNDATIONS

A. ANT COLONY ALGORITHM
The earliest ant colony algorithm is proposed by Dorigo in 1992, which is called ant system (AS), and it was first applied to the TSP. Although AS is useful for discovering good or optimal solutions for small TSP problem, the time required to find such results made it infeasible for lager problems. To break through the limitation of AS, Dorigo proposed an improved ant colony algorithm in 1997, which is called ant colony system (ACS) [2] . Algorithm 1 gives a pseudocode description of the ant colony system.
Algorithm 1 The ACS Algorithm
Input: Problem description, parameters Output: Optimal solution Initialize; repeat /* at this level each loop is called an iteration */ Each ant is positioned on a starting vertex; repeat /* at this level each loop is called a step */ Each ant applies a state transition rule to incrementally build a solution; Local pheromone updating rule is applied; until all ants have built a complete solution; A global pheromone updating rule is applied; until End-condition; Return Optimal solution.
The ACS works as follows: m ants are initially positioned on n cities chosen according to some initialization rule (e.g. randomly). Each ant builds a path by repeatedly applying a stochastic greedy rule (the state transition rule). While constructing its path, the ant also modifies the amount of pheromone on the visited edges by applying the local updating rule. Once all ants have terminated their tour, the amount of pheromone on edges is modified again (by applying the global updating rule). In ACS, ants are guided, in building their paths, by both heuristic information (they prefer to choose short edges) and pheromone information. An edge with a high amount of pheromone is a very desirable choice.
In the ACS, the state transition rule is shown as follows: an ant positioned on vertex r chooses the city s to move to by applying the rule given by Eq.1. J k (r) is the set of cities that remain to be visited by ant k positioned on city r, τ (r, u) is the amount of pheromone on edge (r, u), η(r, u) is the heuristic information on edge (r, u), both β and q 0 (0 ≤ q 0 ≤ 1 ) are parameters, q is a random number uniformly distributed in [0. . . 1], and s is random variable selected according to the probability distribution given in Eq.2. The state transition rule makes it easier for the ants to choose the edges with shorter length and more pheromone.
Otherwise
While building a path, ants visit edges and change their pheromone levels by applying the local updating rule of Eq.3, where p and τ 0 are parameters.
where, ρ is a parameter, and τ (r, s) is decided by the parameter τ 0 ( τ (r, s) = τ 0 ). In this paper, we set as the path length produced by the nearest neighbor. And after all the ants finish building the paths, only the globally best ant (i.e., the ant which constructed the shortest path from the beginning of the trail) is allowed to deposit pheromone using the global updating rule of Eq.4.
where α is a parameter, and the value of τ (r, s) is calculated by Eq.5.
where, L gb is the length of the global best path. Ant colony algorithm, on the one hand, has been widely used because of its distributed computing and strong robustness. On the other hand, because of its convergence and global optimization ability, it has been widely studied.
B. CELL-LIKE P SYSTEM
The Ant Colony P System in this paper is based on cell-like P system. Formally, a cell-like P system (of degree m ≥ 1) can be defined as Eq.6 [13] .
where,
(1) O is the alphabet. Each symbol represents one kind of objects in the systems.
(2) µ is a membrane structure with m membrane, labeled by 1, 2,. . . , m;
(3) w i (1 ≤ i ≤ m) is a string over O and represents the multi-set of objects in member i. For example, there are 5 copies of object a and 3 copies of object b in membrane i, then we have w i = {a 5 b 3 }. w i = λ means that there is no object in the membrane j (λ is empty string).
(4) R 1 , R 2 , . . . , R m are finite sets of evolution rules over O associated with the regions 1, 2,. . . , m of µ.
The rules in
means v is remained in the same region, ''out'' means v goes out of the region, and in j means v goes to inner membrane j. δ is a special symbol not in O, and it means that the membrane which includes it will be dissolved and the contents (multiset and membranes) in this membrane will be left in the outer one. Object a is a promoter in rule, this rule can only be applied in the presence of object a.
(5) ρ i (1 ≤ i ≤ m) represents the precedence relation between the rules. If ρ i = {a → b > c → d}, both object a and c are available, the rule a → b will be preferred according to their precedence relation.
(6) i 0 is output region of the system and it saves the final result.
In each membrane, the execution of evolutionary rules will follow the following two principles.
(1) Non-determinism. Suppose n rules compete for the reactants which can only support m(m < n) rules to be applied, then the P system non-deterministically selects m rules to execute in parallel.
(2) Maximal parallelism. All rules that can be executed must be executed at the same time, which means that the execution of these rules is parallel. In particular, the same rule can be executed multiple times at the same time. For example, if there are 5 a objects (denoted as a 5 ) and a rule a → b in membrane m, then all object a will be consumed and 5 b objects will be generated simultaneously in 1 time slice. That is, the rule a → b is executed 5 times in 1 time slice.
III. DESIGN OF π ACPS
SupposeǦ is a weighted complete graph with n vertices. There are m ants in the ant colony system.
A. DEFINITION OF π ACPS
Based on Eq. (6), we propose an ant colony P system framework ACPS , which looks for the solution of TSP inǦ, as shown in Eq.7. where, (1) O is the set of objects, including the initial objects in the main membrane and sub-membranes, as well as the objects that are related to the evolution rules in the main membrane and sub-membranes. Appendix A gives a detailed description for all the objects in ACPS .
(2) µ represents the initial membrane structure of ACPS . As shown in Fig. 1 , there are a main membrane m 0 , n sub-membranes from m 1 to m n , a calculation membrane m cal and an output membrane m o .
The m 0 contains the information ofǦ. The number of sub-membranes is the number of vertices in graphǦ. The sub-membranes contain objects and related rules about the paths constructing for the ants. The output membrane m o is used to store the output objects.
The calculation membrane m cal is very specially. It is used to perfume the numerical calculation in ACPS . Although P systems have already had some researches in terms of numerical calculation, it is still very complicated to perform complex numerical calculation by evolution rules. However, the numerical calculation is not the point of ACPS in this paper, and we abstracted them as a kind of rules, as shown in the following rule form (e). We just need to remember that this kind of rules actually represent the calculation process perfumed by m cal .
(3) ω is the multiple sets of objects in the initial structure of ACPS , ω = ω 0 ω 1 . . . ω n ω p . ω 0 is the multiple sets of objects in m 0 ,
In ω 0 , l ij (1 ≤ i ≤ n, 1 ≤ j ≤ n, i = j) represents the distance object from vertex i to vertex j inǦ, the number of l ij represents the distance from vertex i to vertex j. For example, l 23 is the distance object from vertex 2 to vertex 3, and the distance from vertex 2 to vertex 3 is 5 denoted as l 5 23 . In this paper, we use the symbol ''|x|'' to indicate the quantity of the object x. So, |l 23 | = 5. e ij represents the pheromone object from vertex i to vertex j inǦ. ω i (1 ≤ i ≤ n) is the multiple set in the membrane i composed of the objects v i , δ 1 and δ 2 . w p is the multiple sets of objects in m cal , it includes object α, β, ρ and τ . There are all objects in w p which will be used in calculation processes. The specific meaning of all objects in ω is given in Appendix A.
(4) R is the rule set in ACPS , we will give a detailed description in the Section IV. The rules in ACPS mainly include the following five forms.
, k Where u, v and w are multiple sets of objects, k is the priority of the rule, the smaller the value of k, the higher the priority. Among all the rules satisfying their execution condition at the same time, the rules with the highest priority will be preferentially executed.
Form (a) is the simplest rule form, which means consuming multiple set u and generating multiple set v in the same membrane. The form (b) will be executed only when there is multiple set w. The multiple set w is only used as the rule execution condition, and it is not consumed when the rule is executed. The form (c) and (d) is very similar to the form (a) and (b). But, the difference is that the objects they generate do not stay in the same membrane. The symbol in i indicates that the generated objects will be input into sub-membrane i. The symbol out indicates that the generated objects will be output to the outer membrane. The rules like form (e) abstractly represent the calculation process performed by the calculation membrane m cal . The rule type (e) is not universal, and it is related to the pheromone update method and the probability calculation method for selecting the next vertex.
(5) i o is output region of ACPS . As shown is Fig. 1 , the output region is m o . By the end of the system execution, the best path will be input into m o .
B. PROCESS OF π ACPS
The process of ACPS is based on Algorithm 1. As shown in Algorithm 2, ACPS performs the calculation process of the ant colony algorithm by objects reacting by evolution rules. We set a specific object t i (i ≥ 0) for each process in ACPS as their starting signal. These objects have already marked in Algorithm 2.
Before starting to construct the solution, it is necessary to construct the initial structure of the ACPS instance depending on the problem. ForǦ, there should be n sub-membranes in the main membrane m 0 . And the objects set l ij ( 
in m 0 should also be initialized according to the edge lengths in graphǦ. In addition, the parameter objects in the calculation membrane m cal should be set. These parameters refer to the parameters used in Eq.1 to Eq. 5. See Appendix A for their meaning.
We assume that there are m ants in the ACPS . The object t will start the calculation process. At first, m objects in m 0 react with m objects q i to select their starting vertices. Then the process of selection the next vertex and local updating will be executed cyclically until m selected sub-membranes complete building their paths. Next, the object t 5 will start the global updating. The process of filtering the shortest path and updating the pheromone will be done in m 0 . After global updating, if the number of iterations has not reached the number which was set in the initial structure (there is object θ Algorithm 2 The Calculation Process of ACPS Input: graphǦ with weight Output: optimal path Steps: Initialization: Creating a membrane structure and the object multiset based on graphǦ; repeat //Constructing m solutions in parallel Select starting vertex: m objects w in the membrane m 0 randomly react with m objects q i to select the m starting vertices (t) and m sub-membranes (each ant selects a sub-membrane); repeat for each ant // m ants in parallel Select the next vertex: When the object t 1 appears in the sub-membrane, the next vertex is randomly selected; when the object t 2 appears, the vertex associated with the edge having the largest pheromone is selected as the next vertex; Local updating: When there are m objects t 4 in the membrane m 0 , pheromone local update is performed; until each ant complete building a tours; Global updating: update the pheromone on the path with the minimal path length (when the object t 5 appears in m 0 ); until End-condition is satisfied; Output optimal path: When there is only object t 6 in the membrane m 0 and there is no object θ , the optimal path output is started; Return optimal path. in the main membrane), the object t will be generated to start the next iteration. Otherwise, the object t 6 will be generated to start output. In the process of output, a sub-membrane will be selected to build the optimal path only by the optimal selection (always generate object t 2 in the sub-membrane). Then the objects related to the optimal path will be input into the output membrane m o . After output, the system is ended.
In Section VI, we present a simple instance to illustrate how ACPS works.
IV. RULES IN π ACPS
In this section, we will introduce the rules design of key process of ACPS . All of the rules in ACPS have been list in Appendix B. We call the time cost required by executing a rule in P systems as a time slice.
A. RULES FOR CHOOSE A STARTING VERTEX
In ACPS , object t is used as the starting object for the system, this means that when the object t exists, the system starts running. At the beginning, object w and q i will react with object t as catalyzer, according to the rule r 1 , to generate object q i and input it into sub-membrane i. According to the P system rule execution with maximum parallelism and non-determinism, there will be m objects w react with m objects q i in parallel, which means m ants will choose the starting vertex in parallel. The rule r 2 will be executed at the same time with r 1 to consume the object t. However, because of their priorities, the consumption of t in r 2 will not affect the catalytic condition in r 1 .
According to Eq.1, we have implemented the behavior of ants select the next vertex inǦ. When ants are choosing their next vertex, they donąŕt choose it complete randomly. There is a certain probability to choose the best way, which means the way with shorter distance and more pheromone. The rules for selecting the next node process consist of four parts: obtaining the information of graphǦ, determine the selection method for next vertex, random selection, and optimal selection. 1) Obtaining the information of graphǦ When there is an object q i (generated by r 1 ) in m k , the rule r 39 will be executed to consume object q i and generate objects pi, ui and h ki . Object h ki will be output to m 0 . Among them, object p i is used to mark the vertices visited by the ant, object u i is used to mark the current vertex of the ant.
After the rule r 39 , the object h ki is sent to m 0 to request that the information ofǦ be passed to m k . The rules r 3 -r 5 in m 0 will be executed to input the information of the vertex i into m k . It should be noted that the rule r 4 abstractly represents a numerical calculation whose specific process is performed by the calculation membrane (m cal ). In order to avoid situations in which multiple sub-membranes obtain the wrong information because they request the same vertex at the same time in parallel, we used the lock-like objects a i (1 ≤ i ≤ n) to ensure that for a vertex, there is one and only one sub-membrane at a time to obtain its information. Assuming that there are x(1 ≤ x ≤ m) sub-membranes requesting the same vertex at the same time, then this part of the rules will cost 2x time slices. In an ideal case, that each sub-membrane requests different vertices, it will only cost 2 time slices. r 3 : h ki a i → H ki , 1
2) Determine the selection method for next vertex After m k obtained the vertex information, the ACPS will non-deterministically select one of r 41 or r 42 to execute in order to provide the method of selecting the next vertex (random selection or optimization selection). And at the same time, if there is the object p j , the rule r 43 will be executed to remove object e ij .
r 41 : t 0 δ 1 → t 1 , 2 r 42 : t 0 δ 2 → t 2 , 2 r 43 : e ij → λ| p j , 1 3) Implement of choosing randomly If the rule r 41 was executed, the object t 1 will make m k to choose the next vertex randomly. If there are some vertices have not been visited (r 43 do not clear all the e ij ), the rule r 44 will be executed to randomly consume an object e ij and output objects d kij , f ki and to m 0 . Among these objects, d kij represents that the ant in m k chose path (i, j), f ki and t 4 will be used in the local update. After this, rule r 45 -r 47 will be executed in a time slice to clear the useless objects.
However, if all the vertices have been visited (r 43 cleared all the e ij ), the rule r 48 will be executed to consume object u i and output objects d kik and t 4 to m 0 . After this, the rule r 49 and r 50 will be executed to clear the uesless objects.
r 48 : t 1 v k u i → t 12 v k (d kik t 4 , out), 2 r 49 : p i → λ| t 12 , 1 r 50 : t 12 → λ, 2 4) Choosing the best way If the rule r 42 executes, the object t 2 will make m k to choose the optimal next vertex. If there are some vertices have not been visited, the rule r 51 will be executed to generate object t 21 that will start the process of optimal choice. Otherwise, if all of the vertices have been visited, the rule r 53 will be executed to output objects d kik and t 4 to m 0 .
Rules r 54 and r 56 -r 64 implement a process of select comparison in order to filter the maximum value. The execution of these rules is a little complicated, so we will introduce it from four following cases as listed in Table 1 . And in the table, we separate the rules that are executed in different time slices by dashed line. The execution of the rules in Table 1 is divided into two phases. The first is the rule execution in the first three columns, followed by the fourth column. The rules of the first three columns in Table 1 are divided into three cases: (1) if there is no object s in m k , the rules of column 1 of Table 1 are executed; (2) if there are objects s in m k and the number of objects s is smaller than the number of objects e ij , the rules of column 2 of Table 1 are executed; (3) if there are objects s in m k and the number of objects s is not less than the number of objects e ij , the rules of the third column of Table 1 are executed. The details of these rules execution are as follows. When starting the comparison, it should choose a value (represented by |e ij |) as a candidate value. At the first time slice, the rule r 54 will be executed with an object e ij to generate object z j as a remark for the target value. Then, at the second time slice, because there is no object s, the rules r 58 and r 59 will be executed to translate the objects e ij marked by z j to objects s, so |s| will be the candidate value. At last, because there is no c j , the rule r 62 with the lower priority will be executed to translate z j to c j as a remark for the candidate value. If the target value is greater than the candidate value, it needs to change the candidate value. At the first time slice, the rule r 54 will be executed to choose a target value by generate object z j . Then, because |e ij |>|s|, there are redundant objects e ij that will react by the rules r 58 and r 59 . By this way, the redundant e ij will be translated to s, which means |s|=|e ij |, the candidate value has been changed. At last, the rule r 57 will be executed to translate c i to c j .
Otherwise, if the target value is not greater than the candidate value, it only needs to choose a new target value. As before, the rule r 54 will be executed to choose a target value at the first. Then, because |e ij |≤|s|, there are no object e ij which can reach by the rules r 58 and r 59 . Therefore, the rule r 60 will be executed to generate object t 21 to choose the next target value.
After the rules in the first three columns of Table 1 are executed, m k comes to the end of the comparison, because all of objects e ij have been consumed, the rule r 56 , with the lower priority than r 54 , will be executed to consume object c j and output objects d kij , f kj and t 4 to m 0 . Among them, d kij represents that the ant in m k chose path (i, j), f ki and t 4 will be used in the local update. After that, the rules r 63 and r 64 will be executed to clear the useless objects.
C. RULES FOR LOCAL PHEROMONE UPDATING
As mentioned above (r 44 , r 48 , r 53 , r 56 ), each sub-membrane will output an object t 4 into m 0 after choosing the next vertex. So when all the ants complete choosing their next vertex, there will be m objects t 4 in m 0 . Then, the rules r 6 will be executed to generate object t 41 to begin the local pheromone updating process implemented by r 7 -r 9 . The rule r 8 abstractly represents the numerical calculation whose specific process is performed by m cal . And, similar to the process of obtaining the vertex information, in order to avoid errors caused by the parallel update conflict, we use the lock-like objects a i (1 ≤ i ≤ n) to make sure each pheromone object e ij will be updated correctly. When each path completes the local updating, there will be objects G and g kij generated by r 9 , and g kij will be used in global updating process. r 6 : t m 4 → t 41 , 1 r 7 : d kij a i a j → D kij | t 41 , 1
After all the paths complete their local updating, there will be m objects G in m 0 . Then, the rule r 10 will be executed to generate t 42 , and t 42 will continue to react to decide whether to make m k to choose next vertex (r 11 , r 13 , r 14 ) or start the process of global updating (r 12 ).
D. RULES FOR GLOBAL PHEROMONE UPDATING
The global pheromone update consists of two parts: finding the shortest path and updating the pheromone.
1) FINDING THE SHORTEST PATH
We designed a selection comparison process which similar to the comparison process in obtaining the vertex information. However, the difference is that we now need to filter the minimum value instead of the maximum value. We have embedded rules for calculating path lengths in this process. Table 2 lists the rules used in the four cases of the process, and the chronological order of rule execution is separated by dashed lines. At the beginning of the comparison, it needs to choose candidate value. The rule r 15 is executed to consume object t 51 and a random object g kij and generate object c k , which represents it has chosen the path length in m k as the candidate value. Then, at the next time slice, all the path length objects l ij will react to generate object s to make |s|=|l ij | (rule r 16 ). After that, |s| will be the path length of m k , also the candidate value.
When the target value is not smaller than the candidate value (|L k |≥|s|), it should choose the next target value. At the first time slice, the rule r 18 will be executed to generate object z k , which represents it has chosen the path length in m k as the target value. Then, at the second time slice, similar to the r 16 and r 17 , the rules r 20 and r 21 will be executed to generate objects L k which satisfied |L k | will be the path length of m k . At last, because (|L k |≥|s|), the rules r 22 , r 23 and r 24 will be executed to consume all the objects L k and generate object t 52 to choose the next target value.
When the target value is smaller than the candidate value (|L k |<|s|), it should change the candidate value. The rules execution process of the first two time slices is same as that in the above case of |L k |≥|s|. At the third time slice, because |L k |<|s|, the rules r 22 , r 25 and r 26 will be executed to consume the redundant objects s to make |s|=|L k |. At last, the rule r 27 will be executed to translate objects c j and z k to object c k , and at the same time generate object t 52 to choose the next target value.
At the end of the comparison, because all of the objects g kij are consumed, the rule r 18 cannot be executed. So, the rule r 19 with the lower priority will be executed to translate object t 52 to t 55 to start updating the pheromone.
2) UPDATING GLOBAL PHEROMONE
Global pheromone updating is done by rule r 28 . Just like r 4 and r 8 , the rule r 28 also abstractly represents the numerical calculation process performed by m cal . And the rules r 29 -r 32 will also be executed to clear the useless objects. It is noted that this process does not need to consider parallel conflicts like local updating, because an ant will not choose duplicate paths.
E. RULES FOR OUTPUT
In ACPS , the condition for the end of calculation is that the loop reaches |θ| times. After the global updating, if there are objects θ in m 0 , the rule r 33 will be executed to generate object t to start the new iteration. Otherwise, the rule r 34 will be executed to generate object t 61 to start output. r 33 : θ t 6 → t, 1 r 34 : t 6 → t 61 , 2 1) Searching the best path The first step in the output process is to search for the current optimal path based on the pheromone and heuristic information onǦ. In m 0 , the rule r 35 will be executed to consume objects t 61 and q i and input objects δ 3 and q i into m i . After that, the object q i will make m i to obtain the information of vertex i.
In m k , because the existence of the object δ 3 satisfies the execution condition of rule r 40 , rules r 41 and r 42 are not executed due to their lower priority. Objects t 0 and δ 3 are consumed while objects t 2 and t 3 are generated. The object t 2 start the process of choosing the best way. And at the end of choosing the best way, because of the object t 3 existence and rule priority, only the rule r 52 or r 55 is executed, and r 53 and r 56 cannot be executed. Finally, the objects b ij will be output to m 0 to represent the edges of the best path.
r 40 : t 0 δ 3 → t 2 t 3 , 1 r 52 : t 3 t 2 v k u i → t 12 v k (t 62 b ik , out), 2 r 55 : t 3 t 21 c j u i → t 24 q j (b ij , out), 2 2) Output After searching the best path, the rules r 36 and r 37 will be executed to sent the best path length (represented by |L gb |) and paths (represented by |b ij |) to the output membrane (m o ). Then, the ACPS runs out.
In section IV, we described the implementation of rules in ACPS . And in this section, we will analysis its time complexity and parallel features.
A. TIME COST ANALYSIS FOR π ACPS
The Table 3 lists the execution rules and execution time slice of each process in ACPS . In the table, the execution time represents the number of time slices required for the execution of the process. Among these processes, selecting the next vertex, global updating and output are more complex, we will give detailed explanations in the following. The process of ants selecting the next vertex includes three steps: obtaining the information ofǦ, pseudo-random probability judgment, random selection or optimal selection. Among them, obtaining the information ofǦ is completed by the rules r 3 -r 5 and r 39 , and it will cost 2 time slices. Pseudo-random probability judgment is completed by the rules r 41 and r 42 , and it will cost 1 time slice. Then, if the random selection was executed, the rules r 44 -r 50 will be used and cost 2 time slices in total. Otherwise, if the optimal selection has executed, the rules r 51 -r 64 will be used, and its time cost is related to the number of vertices that have not been visited.
Assuming that x(0 ≤ x < n) vertices have not been visited, if x = 0, only the rule r 53 will be executed which will cost 1 time slice. If x>0, after the execution of r 51 , the process of filtering the max value (r 54 -r 64 ) will be executed. Assuming that there are y times |e ij | > |s| in the comparison process, then it will cost 1 + 3 + 3y + 2(x − y − 1) + 2 = 2x + y + 4 time slices. To sum up, the number of time slices required for the process of selecting the next vertex is shown in Eq.8. where, x is the number of vertices that have not been visited, and y represents there are y times |e ij |>|s| in the comparison process of optimal selecting. The process of global updating includes two steps, filtering the shortest path and updating the pheromone. There is also a comparison process during filtering the shortest path which needs to compare all the paths built by m ants. Assuming that there will be y times |L k |<|s| in the comparison, then it will cost 2 + 3(m − y − 1) + 4y + 1 = 3m + y time slices. Updating the pheromone will only cost 1 time slice because there is no need to consider parallel conflicts. To sum up, the number of time slices required by global updating is T global_update = 3m + y + 1 (1 ≤ y < m) , where m is the number of ants, and y represents there are y times |L k |<|s| during filtering the shortest path.
The process of output also includes two steps, searching the best way and output. As described in chapter 4, searching the best way is based on the optimal selection process. At first, the rule r 35 will be executed to select the start vertex, which will cost 1 time slice. Then the ant will make n times optimal selection. As we know, there will be n−i−1 vertices have not been visited after i times optimal selection. Assuming that y i represents there are y i times |e ij |>|s| in the comparison of ith optimal selection, then n times optimal selection will totally cost n−1 i=1 (2(n − i − 1) + y i + 7) time slices. At last, the rule r 52 will be executed to get back to the start vertex, which will cost 1 time slice. Output to the membrane m o is implemented by rules r 36 -r 38 , which need only 1 time slice. To sum up, the number of time slices required by output is shown as Eq.9.
where, n is the number of vertices, and y i represents there are y i times |e ij |>|s| during the ith optimal selection. We use T start_vertex , T next_vertex , T local_update , T global_update and T output to indicate the number of time slices required by selecting the start vertex, selecting the next vertex, local updating, global updating and output. Assuming that, there are n vertices inǦ, and in ACPS will be m ants to run θ iterations before output. Then we can know from the Algorithm 2, the total time cost of ACPS is shown as Eq.10.
+ T global_update ) + T output (10) And as shown in Table. 3, the time complexity of T start_vertex is a constant value 1. T next_vertex is related to the number of vertices that have not been visited, so its time complexity is O(n). T local_update is decided by the parallel conflicts, which is related to the number of vertices, so its time complexity is also O(n). T global_update is related to the numbers of ants, and its time complexity is O(m). And The time complexity of T output is O(n 2 ). To sum up, the time complexity of ACPS in the above environment is O(θ (n 2 + m)).
B. PARALLEL ANALYSIS FOR π ACPS
During designing the ACPS , we considered using the characteristics of the P system as much as possible to maximize the parallel performance of the ant colony algorithm. The parallelism of ACPS is mainly reflected in two aspects. The first is the parallelism of various ant behaviors. As shown in Fig. 2 , in ACPS , each ant does not interfere with each other in the process of constructing the path, and executes in parallel. However, in the processes of local updating and global updating, we have to use the synchronization behavior to make sure correctness of the system execution due to changes in the share information. The other aspect is the parallelism of rule execution in each process of ACPS . As described in section IV, we make use of the maximal parallelism of P systems as much as possible in the design of the rules, so that as many effective rules as possible are performed in as little time as possible, such as updating the pheromone process, eliminating unwanted substances, and so on. So, ACPS is a computing system that can reflect the parallelism of ant colony algorithm.
VI. INSTANCES
To illustrate the calculation process of ACPS , we will discuss solving a simple TSP as an example. As shown in Figure 3 , there 5 cities (city 1 -city 5) inǦ, the problem is finding a minimal cost closed path that visits each city once. Depending on the problem, there should be 5 (n = 5) sub-membranes in the initial structure of the ACPS , and set L = {|l ij | = distance(i, j)|(1 ≤ i ≤ n, 1 ≤ j ≤ n, i = j)}, where distance(i, j) is the Euclidean distance between city i and city j. In addition, the other parameters in the instance is set as m = 3, α = ρ = 0.1, β = 2, τ = 0.004 (calculated by τ = (nL NN ) −1 , where L NN is the path length produced by the nearest neighbor), and θ = 1, which means it will run 2 iterations. It should be noted that in the instance, we have magnified the path distance and the pheromone value by a factor of 1000, so that these values are conveniently represented as the quantity of the objects. Finally, we set the initial membrane structure of the ACPS instance as Fig. 4 . In the structure, E 0 = {|e ij |= τ |(1 ≤ i ≤ n, 1 ≤ j ≤ n, i = j) represents the initial pheromone on each edges inǦ.
After the system begins, 3 ants select city 1, city 3, and city 5 as their starting vertices. Next, in the first selection, they choose city 2, city 4 and city 4 as the next city. And then, the instances will start local updating. The state of the membrane structure before and after the local updating of the instance is shown in Figure 5 (a) and 5(b). Before the local updating, the pheromone objects set E 1 = E 0 , and after that, because the updating formula (1−ρ)x+ρτ , and x = τ (|e ij | = τ ), E 1 = E 1 , which means the pheromone do not change after the local updating.
After the local updating, the system continues to run. The ants complete building their paths, global updating will be started. The state of the membrane structure before and after the global updating is shown in Figure 6 (a) and 6(b). After the comparison of each path, the global updating will update the pheromone on edges belong to the path built by the ant in m 5 . Before the updating, E 2 = E 0 , after that,E 2 = {e 0.006 12 After the global updating, because the existence of θ , the object t will be generated to start next iteration. The most process in the second iteration is same as the first. However, after the global updating in the second iteration, because there is no object θ , the output process will be started to search the best path and output. The eventually membrane structure of the instance is shown in Figure 7 .
As can be seen from this example, ACPS can effectively solve TSP and has high parallelism.
VII. CONCLUSION
The ant colony algorithm has become a hot topic due to its robustness, global search of solution space, parallel and distributed computing. However, how to implement parallel computing of ant colony algorithm has always been a problem worth studying. This paper attempts to provide a solution for the parallel execution of ant colony algorithm by using the parallelism of P system rule execution. As can be seen from the ACPS , the process of searching and updating each ant solution is performed in parallel. Therefore, ACPS not only provides a general computing framework for the parallel execution of ant colony algorithm, but the analysis of the examples also illustrates the effectiveness and feasibility of this framework.
Based on this paper, further research work includes:
(1) Design a general framework for complex numerical computation P systems to better support the calculations in m cal . [28] discussed the design of arithmetic expression evaluation P system, but the calculation in m cal is more complicated and needs to expand its computing power. The numerical P system [29] is another option for designing m cal , but it is a challenging task to make its computational process purely regular.
(2) Further improve the parallelism of ACPS . In this article, we limit the parallel execution of some rules through some synchronization objects to avoid parallel conflicts.
The synchronization of ACPS occurs in two computational steps: local update and global update of pheromones. When updating locally, it is necessary to prevent multiple ants from simultaneously updating pheromones on the same edge. It is possible to consider the non-determinism of the rule execution of the P system to select the ant that updates the pheromone on the same edge. In the global update, the shortest path can be selected only after m ants have constructed the path. Because each ant may use a different ''next vertex selection'' method during path construction, they may use a different number of time slices. Two strategies can be considered to solve this problem. One is to limit each ant to randomly select the next vertex at the same time, or to optimally select the next vertex. The other is to limit each ant to randomly select the next vertex using the same number of times when building the path (which means they use the same number of times to optimally select the next vertex).
(3) Design and implement the ACPS simulator, then test and analyze it on the TSP benchmark data set. UPSimulator [30] and P-Lingu [31] are currently two better P system simulation tools. It is a better choice to develop simulation platform based on these tools. 
