INTRODUCTION
The genetic architecture of complex phenotypes in agriculture, evolution and biomedicine are generally complex involving a network of multiple genetic and environmental factors that interact with one another in complicated ways [1] . The development of molecular markers makes it possible to identify genetic loci (i.e., quantitative trait loci or QTLs) underlie various traits of interest. Genetic designs with controlled crosses are generally pursued to generate mapping populations aimed to identify QTLs underlying the variation of phenotypes. Statistical method for QTL mapping with experimental crosses dates back to the seminal work of Lander and Botstein [2] . Various extensions have been developed since then [e.g., 3, 4] .
For a diploid organism, the expression products of most functional regions from each one of a chromosome pair are equal. A broken of this equivalence, i.e., nonequivalent genetic contribution of each parental genome to offspring phenotype, can result in genomic imprinting, a phenomenon also called parent-of-origin effect [5] . Since its discovery, imprinting-like phenomena have been commonly observed in mammals and seed plants (reviewed by Burt and Trivers [6] ). However, statistical methods for identifying imprinted genes have not been extensively studied and well developed.
The imprinted inheritance violates the Mendelian theory and brings challenges in statistical modelling. Currently there are two frameworks in mapping imprinted genes. One is based on the random effect model with pedigree-based natural population such as humans. Hanson et al. [7] first proposed a variance components framework by partitioning the additive variance component as two parts, a component due to maternal gene and a component due to paternal gene. The variance component method is developed based on the identical-by-decent (IBD) idea in which the expression of the gene for a pair of individuals is expected to be similar if they share alleles IBD. Liu et al. [8] recently applied the model to map iQTL underlying canine hip dysplasia in a structured canine population. However, the current IBD-based variance components method for mapping imprinted genes assumes non-inbreeding population. Their applications are immediately limited with fully or partially inbreeding population such as the controlled inbreeding design in plants and animals. With inbred mapping population in humans, Abney et al. [9] proposed a method to estimate variance components of quantitative traits. However, the extension of the method to map imprinted gene is not straightforward. No variance components method has been proposed to map imprinted genes with inbred population in the literature.
Another general framework for mapping imprinted genes is based on the fixed-effect model in which the effects of genetic factors are considered as fixed. A number of studies were proposed under this framework for mapping imprinted QTL (iQTL) with controlled crosses of outbred parents [10] [11] [12] . One potential limitation of these methods is that allelic heterozygosity at a locus between two outbred parents could cause confounding effects for genomic imprinting. The genetic differences detected by such a fixed-effect model could be caused by allelic heterozygosity of the parents rather than the imprinted effect of iQTL [13] .
A natural alternative for the mapping population is the inbred lines. Fixed-effect models based on backcross (BC) and F 2 population were recently proposed under the maximum likelihood framework [14] [15] [16] [17] . When inbred lines are used, Xie et al. [18] pointed out that it is more meaningful to inference QTL effect by its variance rather than by the allele substitution effect. The QTL variance is generally calculated conditional on the cross, and it, as a variable, is different from one cross to another [18] . In a single line cross the estimated QTL variance cannot be simply extended to a statistical inference space beyond that [18] . Multiple parental lines are needed for QTL variance inference. A solution to this is to combine data from multiple line crosses [18] . An IBD-based variance component method was proposed by Xie et al. [18] with multiple line crosses. Extension of the IBDbased variance component method with multiple line crosses to iQTL mapping has not been studied.
Motivated by the limitations of current methods aforementioned and by the pressing need for efficient iQTL mapping procedure, in this article, we propose a statistical variance components framework for iQTL mapping by combining data from multiple inbred line crosses. The proposed model is robust in iQTL variance inference by extending the iQTL inference space from single line cross to multiple line crosses. A parent-specific IBD sharing partition method is proposed by considering the inbreeding structure in line crosses. As discussed in Cui [14] , the phenotype of an offspring is not only controlled by its own genetic profiles, but also by maternal genotype. The effect of maternal genotype on the phenotype of her offspring, termed maternal effect, is one potential source of confounding effect in the inference of genomic imprinting. The existence of such parental effect may lead to incorrect interpretations of imprinting when they are not properly accounted for in the analysis. Parameters that model the maternal effect are also included and adjusted when testing imprinting.
With the developed model, we propose an interval-based method for genomewide scan and testing of iQTL. Both maximum likelihood (ML) and restricted maximum likelihood (REML) methods are proposed and compared for parameter estimation and power analysis. 
Statistical Methods

Genetic Design
The dissection of imprinting effects in line crosses depends on appropriate mating designs where the allele parental origin can be traced and distinguished. Most commonly used inbred line crosses are the backcross, F 2 and recombinant inbred line (RIL). Reciprocal backcross design has been proposed in iQTL mapping [14, 16] . Considering parental origin of an allele, we use the subscripts m and f to refer an allele inherited from the maternal and paternal parents, respectively. The merit of a backcross design is that two reciprocal heterozygotes in offsprings, A m a f and a m A f , can be distinguished and their mean effects can be estimated and tested to assess imprinting [14, 16] . While all individuals in an F 2 segregation population share the same parental information, theoretically it is impossible to distinguish the phenotypic distribution of A m a f and a m A f without extra information.
Considering sex-specific recombination rates, Cui et al. [15] recently developed an imprinting model by incorporating this information into an interval mapping framework. No study has been reported to use RILs for iQTL mapping.
The methods proposed in Cui [14] and Cui et al. [16] are fixed-effects QTL models where the effects of an iQTL are considered as fixed. While only four backcross families are considered, when extending to multiple backcross families, the inference of iQTL variance calculation is less efficient. The variance components method, initially proposed in human linkage analysis [19] offers a powerful alternative in assessing genomic imprinting [7] . In this paper, we will extend the variance components method to inbred line populations by combining different backcross lines to map iQTL.
A typical backcross design often starts with the cross between one of the parental lines and their F 1 progeny to create a segregation population. Then large number of offsprings are collected for QTL mapping. When imprinting effect is considered, reciprocal backcrosses are needed. A basic design framework is illustrated in Table 1 in Cui [14] . The two reciprocal backcrosses are treated as the base mapping units. Multiple backcross families are sampled based on these four crosses. For simplicity, we sample equal number of families for each backcross category. For example, a sample of 8 families would require two of each of the four backcrosses. Noted that the variance components method assesses the degree of allele sharing among siblings. When it is applied to inbred line crosses, each backcross population is considered as one family and different families are considered as independent. For fixed total sample size, one issue is to assess whether we should sample large number of families each with small offspring size or small number of families each with large offspring size.
For example, to sample 400 individuals, shall we sample 4 backcross families each with 100 offsprings or 100 families each with 4 progenies or other sampling strategies? The choice of optimal designs is intensively evaluated through simulations.
The mixed-effect variance components model
Suppose there is a putative QTL with two segregating alleles Q and q, located in an interval responsible for the variation of a quantitative trait. The phenotype, y ik , for individual i measured in backcross family k(= 1, · · · , K) can be written as a linear function of QTL, polygene and environmental effects,
where n k is the number of offsprings in the kth backcross family; µ denotes the overall mean; a ik is the random additive effect of the major monogenic QTL assuming normal distribution with mean zero; G ik is the polygenic effect that reflects the effects of unlinked genes and is assumed to be normally distributed with mean zero; and e ik ∼ N (0, σ 2 e ) is the random environmental error uncorrelated to other effects. The phenotypic variance-covariance for the kth family can be expressed as,
where σ 2 a and σ 2 g are the additive and polygene variances; Π k is a matrix containing the proportion of marker alleles shared IBD for individuals in the kth backcross family; Φ g is a matrix of the expected proportion of alleles shared IBD, and I is the identity matrix. The calculation of the IBD sharing matrix with inbred lines can be found in Xie et al. [18] which is based on the Malécot's coefficient of coancestry [20] .
Noted that a backcross offspring with genotype Q m q f may be obtained by the QQ × Qq or the Qq × QQ cross. When there is a significant maternal effect, the mean expression for genotype Q m q f may be different depending on whether its maternal parents carrying QQ or Qq genotype. As described in Cui [14] , maternal effect is one source of potential confounding factor for genomic imprinting. It should be appropriately modeled and adjusted when testing imprinting. Here, we model the cytoplasmic maternal effects as fixed effects, and the overall mean µ is replaced by µ k which models the maternal effect of the kth distinct backcross family.
To accommodate parent-of-origin effects, the QTL additive effect (a) can be partitioned as two terms: (1) a component that reflects the influence of the QTL carried on the maternally derived chromosome (a m ); and (2) a component that reflects the influence of the QTL carried on the paternally derived chromosome (a f ). The model that accommodates the parent-specific effects can be expressed as,
For data vector y in family k, the above model can be re-expressed as,
where X k is an indicator matrix corresponding to the kth backcross family and β contains parameters associated with the three maternal effects; With non-inbreeding mapping population, Hanson et al. [7] expressed the phenotypic variance-covariance for the kth family as,
However, for an inbred mapping population, this IBD-based variance partition method can not be directly applied. New method considering the inbreeding structure is needed. [18] proposed to calculate the IBD value at a QTL as,
with θ ij being the Malécot's coefficient of coancestry [20] . Thus, for an inbred population, π ij is not the actual IBD value between individuals i and j, rather interpreted as twice the coefficient of coancestry [18, 21] . For individuals with itself,
where F i is the inbreeding coefficient for individual i at the QTL. The elements in Φ g matrix are just the expected values of π ij and π ii which are φ ij =5/4 and φ ii = 3/2 [18] .
When allelic parental origin is considered, the IBD sharing matrix can also be calculated based on the coefficient of coancestry. By definition, the coefficient of coancestry is defined as the probability that two randomly drawn alleles from individuals i and j are identical by descent. Fig. 1 
where θ i.j. can be interpreted as the allelic kinship coefficient, i.e., the probability that a randomly chosen allele from individual i is IBD to a randomly chosen allele from individual j. Note that the two terms θ imj f and θ i f jm are not distinguishable. However, their sum is unique and therefore the two terms can be combined as one single term, denoted as
After the manipulation, the coefficient of coancestry for individuals i and j can be expressed as
which is composed of three components.
Following Xie et al. [18] , the alleles shared IBD between individuals i and j can be expressed as,
where π i m j m = For completely inbreeding population, the inbreeding coefficient F i is 1 if alleles inherited from both parents are the same since these alleles can be traced back to the same grandparent. Thus, the proportion of alleles shared IBD can be partitioned as three components for inbreeding sibs, rather than two components considering parent-of-origin effects proposed by
Hanson et al. [7] . Considering the allelic sharing status in a complete inbreeding population, the relationship between the maternal and paternal alleles is no longer independent if the two alleles are in identical form. There exists a covariance term (denoted as σ 2 mf ) due to alleles cross sharing for two inbreeding full-sibs when calculating the phenotypic variance. Corresponding to the partition of the IBD-sharing considering allelic parental origin, the major QTL additive variance component can be partitioned into three components, i.e., σ mf can be interpreted as the covariance due to alleles cross sharing in inbreeding families. Thus, the trait covariance between two individuals i and j can be expressed as,
where I ij is an indicator variable taking value 1 if i = j and 0 if i = j. The variancecovariance matrix for a phenotypic vector in the kth backcross family can then be expressed as,
where the elements of Π m|k , Π f |k and Π m/f |k can be found in Table 1 .
For non-inbreeding sib pairs with random mating, π im/j f = 0 and hence Cov(a m , a f ) = 0.
e , the same as the variance components partition model considering parent-of-origin effects given in Hanson et al. [7] .
Likelihood function and parameter estimation
Assuming multivariate normality, the density function of observing a particular vector of data y for family k is given by,
where
T is a n k x 1 vector of phenotypes for the kth backcross family and n k is the kth backcross family size. The overall log likelihood function for K independent backcross families is give by,
Note that the maternal effect µ k is the same for families with the same maternal genotype. Thus, only three maternal effects need to be estimated. Two commonly used methods can be applied to estimate parameters in a mixed effects model, the ML method and the REML method. Both methods have been applied in genetic linkage analysis in a variance components model framework [19, 22] . In general, ML estimators tend to be downwardly biased given that it does not account for the loss in degrees of freedom resulted from estimation of the fixed effects [23] . The REML is based on a linear transformation of the data such that the fixed effects are eliminated from the model, hence it provides less biased estimators.
Even though standard softwares such as SAS have standard procedures to estimate parameters for a mixed effects model, the estimation for the proposed model can not be directly fitted into a standard software. The estimation procedures for the two methods are detailed here.
The ML estimation
The phenotype vector in the kth backcross family follows a multivariate normal distribution,
and h
is the total phenotypic variance and hence h is the total genetic heritability due to the major QTL, h 2 g is the polygene heritability and
g is the overall heritability. The phenotypic variance-covariance between any two individuals i and j in the kth backcross family can then be re-expressed as:
e ; δ j is defined similarly; and
If there are n k sibs in each backcross family,
) and solve above equations to get the original variance estimates. Now the log-likelihood can be expressed as,
Maximizing likelihood (9) is equivalent to maximize (10). Here, we take an iterated estimation procedure to estimate the parameters contained in Ω. For given values of h
g , we can get the maximum likelihood estimates (MLE) of parameters (β, σ 2 ) by setting the partial derivative of the log-likelihood function (10) to zero, i.e.,
It can be seen thatβ andσ (10), the log-likelihood function can be simplified as,
The simplex algorithm [24] can be applied to maximize the function (11) with respect to
To guarantee a positive definite covariance matrix when searching for these heritability values over the constraint parameter space, a reparameterization technique is adopted [25] . 
The REML Estimation
The REML method was first proposed by Patterson and Thompson [26] . This method has been broadly applied to estimate variance components in a mixed-effect model framework.
Taking Ω = (β, Θ) where Θ=(σ 
k . We can combine all family data together as one N × 1 vector denoted as y where N = K k=1 n k . All the X k and the variance-covariance matrix Σ k corresponding to each family can be combined. The log-likelihood function for the combined data is expressed as, *
where Σ is a block diagonal matrix with the kth diagonal block Σ k corresponding to the kth family and off-diagonal blocks being zeros; P is also a block diagonal matrix with block elements given by P k . The dimension of Σ is N × N . With this combination, we develop the following REML estimation procedure.
We apply the Fisher scoring algorithm to estimate the unknowns, which has the form,
where I(Θ (t) ) is the Fisher information matrix evaluated at Θ
which can be expressed as,
The first-derivative of the log-likelihood function * with respective to each variance components is given by,
The REML estimator of β is the generalized least squares estimator, i.e., 
Hypothesis testing
With the estimated parameters using either the ML or REML method, we are interested in testing the existence of QTLs across the genome and assess their imprinting mechanism.
The first hypothesis is to test the existence of major QTLs, termed overall QTL test, which can be formulated as,
Likelihood ratio (LR) test is applied which is computed between the full (there is a QTL) and the reduced model (there is no QTL) corresponding to H 1 and H 0 , respectively. Let Ω and Ω be the estimates of the unknown parameters under H 0 and H 1 , respectively. The log-likelihood ratio can be calculated as,
When testing the hypothesis, the polygene and the residual variances are nuisance parameters which are constrained to be nonnegative. The three tested genetic variance com-ponents under the null are lied on the boundaries of their alternative parameter spaces.
Following Self and Liang [28] , when the null is true, LR 1 may asymptotically follows a mixture of χ . The theoretical distribution can be used to assess significance in linkage scan. However, since there are many point tests across the genome, the point-wise significance value may not guarantee an appropriate genomewide error rate. Another approach to assess significance is to use nonparametric permutation tests in which the critical threshold value can be empirically calculated on the basis of repeatedly shuffling the relationships between marker genotypes and phenotypes [29] . In simulation studies, we also simulate the null distribution and compare it with the theoretical distribution.
For those detected QTLs, the next step is to assess their imprinting property. An identified QTL can be imprinted, completely imprinted, partially imprinted or not imprinted at
all. These can be tested through the following sequential tests. The first imprinting test is to assess whether a QTL shows imprinting effect, which can be done by formulating the following hypotheses,
Rejection of H 0 provides evidence of genomic imprinting and the QTL is called iQTL. Again likelihood ratio test can be applied in which the log-likelihood ratio test statistics asymptotically follows a χ 2 with one df [7] . We denote the log-likelihood ratio test statistic as LR imp .
If the null is rejected, one would be interested to test if the detected iQTL is completely maternally or paternally imprinted. The corresponding hypotheses can be formulated as,
for testing completely maternal imprinting and
for testing completely paternal imprinting. The likelihood ratio test statistics for the above two tests asymptotically follow a 50:50 mixture of χ 
Multiple QTL model
In reality, more than one QTL may contribute to the phenotypic variation located in one chromosome region or across the whole genome. The polygenic effect in model (3) absorbs the effects of multiple QTLs located on other chromosomes. However, when there are multiple QTLs located on the same linkage group as the tested QTL, if their effects are not properly adjusted, the estimation could be biased due to interference caused by theses QTLs outside of the testing interval [3, [30] [31] [32] . A multiple QTL model that can test the putative QTL effect while adjusting the effects of interference QTLs deserves more attention.
Zeng [32] previously showed that IBD variables share the same property as the indicator variables in which the shared proportion of alleles IBD for a QTL conditional on the IBD of one flanking marker is independent of that of a QTL on the other side of that flanking marker.
Thus, conditional on one flanking marker, the interference of QTLs located on the other side of the marker can be eliminated. By conditional on the IBD of the flanking markers, the IBD sharing of a QTL is uncorrelated with that outside this interval. Xu and Atchley [25] showed that one marker is enough to block the interference caused by other QTLs located on the same linkage group. The authors derived the next-to-flanking markers structure to block additional QTL effects from both sides of testing region in one chromosome. We derive a multiple QTL model adopting a similar idea as Xu and Atchley [25] . Assume there are total S QTLs located on a linkage group. Considering parent-specific allelic effects, the multiple QTL model can be expressed in general as,
In an interval-based linkage scan, only one putative QTL is considered at each testing position conditioning on the effects of all other QTLs. Assuming there are total L and R QTLs located on the left and right side of the putative QTL on a linkage group, model (16) can be modified as,
where a ikl and a ikr are the lth and rth QTL random effects on the left and right side of the putative QTL, respectively. When testing the putative QTL effect, we are only interested in blocking the total effects of QTLs outside of the tested interval. Therefore, in the modified model, the effects of QTLs outside of the tested interval are not partitioned. This however does not affect the inference of the tested QTL.
As shown by Zeng [32] and Jansen [31, 33] , one marker is enough to block the correlation between a locus on its left and a locus on its right. Therefore, only two additional markers flanking the current interval are needed to block interference caused by outside QTLs [25] .
Let M l and M r denote two flanking markers for the tested interval, and L and R denote the two markers next to M l and M l+1 with the marker order L-M l -M l+1 -R. With the modified model given in (17) , the covariance of phenotypes between individuals i and j in the kth backcross family can be expressed as,
where π l|k and π r|k are the IBD values for QTLs located on the left and right side of the putative QTL in the kth backcross family, and can be calculated following (5) and (6) 
doing an interval scan, the covariance function given in (18) between individuals i and j can be re-expressed as,
Instead of estimating individual variance components σ 
Results
Simulation design
To investigate the performance of the proposed models and estimation methods, we conduct intensive computer simulations. We start with the single QTL simulation followed by the multiple QTL analysis. Six evenly spaced markers (M 1 − M 6 ) are simulated. The total length for the simulated linkage group is 100cM. We assume that all the backcross families share the same linkage map constructed using Haldane map function. For simplicity, we assume the sample size for all backcross families is the same (i.e., n k = n). The position of the simulated QTL is assumed to be located at 48cM away from the first marker (M 1 ). The effect of the putative QTL is simulated by assuming different imprinting mechanisms, i,e., no imprinting, completely imprinting and partial imprinting. Once QTL genotypes are simulated, phenotypes can be simulated by randomly drawing multivariate normal distribution with the covariance structure given in (8) with different parameter combinations.
To evaluate the effect of family and offspring size combination on testing power and parameter estimation, we simulate data assuming different sample size combinations. We fix the total sample size as 400 and vary the family and offspring size with different combinations, i.e., 4×100, 8×50, 20×20 and 100×4. The first number for each combination indicates the family size. For example, in the combination 4×100, 4 families each containing 100 offsprings are simulated. For each sib-pair, the IBD value at a putative position at every 2cM along the linkage group is calculated as described in the previous section. For each simulation scenario, 100 simulation replications are recorded and the ML and the REML methods are used to estimate the unknown parameters.
Simulation results
Single QTL analysis
The single QTL model assumes one QTL is located at the third interval in the simulated linkage group, 48cM away from the first marker. Results using both ML and REML estimation methods are summarized in Table 2 . n F denotes the number of families and n k [28] . Results show that the threshold calculated from the theoretical distribution is smaller than the one calculated from the simulation. Thus the testing power based on the theoretical cutoff is greater than the empirical power. The testing powers under different sampling designs are very comparable except for the 100×4 design in which the power is dramatically reduced compared to other designs. No remarkable difference in power for both estimation methods is observed. Fig. 2 shows the log-likelihood ratio test statistic calculated under the four sampling designs across the simulated linkage group by using both ML and REML estimation methods. The plotted LR curve is from averaged LR values out of 100 replications. It is clear that large offspring size always gives large test statistics. As the family size increases from 4 to 100 and so decreased offspring size, we observe a huge LR value decrease. Clearly, the 100×4 design is less powerful than the others. The last column listed in Table 2 shows the type I error for testing genomic imprinting, i.e., H 0 : σ In comparison of the ML and REML methods, the REML method gives smaller estimation biases but larger RMSEs than the ML method does. This reflects the large variability of the REML estimation. In terms of computation speed, the ML method is faster than the REML method. For example, in a single simulation run with the one-QTL model, the ML method takes about 9min to scan the linkage group compared to 26min with the REML method. The difference is more remarkable with the multiple QTL model (e.g., 10min for ML vs 43min for REML). Even though the QTL position estimation is better estimated by using the REML method when family size is small, as family size increases, the REML method performs worse than the ML method (Table 2 ). In checking the LR profile plot in Fig. 2 and the power analysis in Table 2 , we do not observe significant gain in power by using the REML method. The two methods do no dominate each other and are very comparable in power analysis. With large sample size and limited computing resources, one might want to try the ML method first. However, the REML method is suggested when testing imprinting since it has small type I error.
In a short summary of the results listed in Table 2 , the 8×50 and 20×20 designs give better QTL position estimation and testing power. In terms of the type I error for imprinting test, the 20×20 and 100×4 designs provide reasonable type I error. Thus, a practical guidance is to choose the 20×20 design, and one should always avoid designs with extremely large or extremely small family size.
To evaluate the proposed model under different imprinting mechanisms, we simulated data assuming different degree of imprinting. Since the results in Table 2 indicate that a 20×20 design provides relatively reasonable parameter estimation, good power and small type I error rate for imprinting test, the evaluation of imprinting analysis is thus focused on this design. The results for 100 simulation replication are summarized in Table 3 . Three imprinting models are assumed: complete maternal imprinting (σ ). Both ML and REML estimators are reported. Overall, the two estimation methods produce very comparable results with less biased estimations by the REML method as we expected. All the parameters can be properly estimated with reasonable precision. Large imprinting power is observed when the variance difference between the two parent-specific variance components is large. When the difference between the two parent-specific variance components is reduced, the power to detect imprinting is largely reduced. For example, when data are simulated assuming complete paternal imprinting, the power is 0.91(0.86) by using the ML(REML) estimation method. With partially imprinted data, the imprinting power reduces to 0.24(0.09) by using the ML(REML) method, even though it can be increased by increasing the offspring sample size (data not shown).
In reality, whether a QTL is imprinted or not is an unknown prior. When a QTL has Mendelian effect and is not imprinted, is there any power loss by analyzing with the proposed imprinting model? Or when a QTL is actually imprinted, is there any power loss by analyzing with regular variance components approach? To answer these two questions, we simulated data under different scenarios and analyzed with both Mendelian and imprinting models. The first and second column in Table 4 refer to the simulation and analysis models, respectively. The simulation results are summarized in Table 4 When imprinting data are analyzed with the Mendelian model, the major QTL variance is under-estimated and the polygene variance is slightly over-estimated. No remarkable differences are observed for the estimation of the three fixed mean effects and the residual variance under all simulation cases. In any case, the imprinting model performs better or no worse than the Mendelian model in terms of power. In checking the type I error rate based on the theoretical threshold, we find the imprinting model has slightly higher type I error rate compared with the Mendelian model. In real data analysis, it is more important to control the false negatives than the false positives. Thus, it is safe to apply the imprinting model for data with any inheritance pattern in this regard.
Multiple QTL analysis
To see the relative merit of multiple QTL analysis against single QTL analysis when multiple QTLs are located on the same linkage group, two QTLs are simulated with QTL 1 (denoted as Q 1 ) located at the second interval, 28cM away from the first marker (M 1 ) and QTL 2 (denoted as Q 2 ) located at the fourth interval, 68cM away from the first marker. Two simulation scenarios are considered. The first scenario considers two non-imprinted QTLs with equal genetic effects. The second scenario assume Q 1 is imprinted and Q 2 is not imprinted. Simulated parameters for the two QTLs are listed in Table 5 . Data are simulated assuming the 20×20 design. Parameters are estimated by the ML and REML approaches with 100 replicates. Similar phenomenon and issues were also observed and discussed in the literature [3, 25] .
The results of the multiple QTL analysis are summarized in Table 5 . The fixed mean effects, the polygene and residual variance components can be reasonably estimated with small RMSEs, similar results shown in Table 2 for the 20×20 design and hence are not reported here. Only the genetic factors for the two simulated QTLs are reported. It can be seen that both ML and REML methods provide reasonable parameter estimates and are very comparable. Under the first simulation scenario in which both QTLs are not imprinted, the genetic effects are all slightly over-estimated by both methods. This might be due to the interference of the two QTLs in the same linkage group. The multiple QTL model may not completely block the effects of QTLs outside of the tested interval. For the second simulation scenario, an interesting pattern is observed. When one QTL is imprinted (Q 1 ), the maternal and paternal variance components for the second one (Q 2 ) tend to be estimated with bias in the direction as the first imprinted QTL, i.e., σ 2 m tends to be over-estimated and σ 2 f tends to be under-estimated. As we gain accuracy in QTL position estimation, we lose precision for the parameter estimation. These effects are expected as described in Zeng [3] and Xu and Atchley [25] . More investigations are needed in multiple QTL analysis in order to maintain a good balance of QTL position and parameter inference.
Discussion
Statistical methods assuming fixed effect models for iQTL mapping in controlled outbred and inbred lines have been proposed [e.g., 11, [14] [15] [16] . Considering the limitation of fixed-effect models, a random model that estimates the QTL variance by extending single line cross to multiple line crosses should be more powerful in QTL variance inference [18] . The IBD-based variance components method assuming random genetic effect for iQTL mapping has been developed in human linkage analysis [7] . However, no study has been proposed to map iQTL using variance components method with inbred or partially inbred line cross. In this article, we have first time presented an IBD-based variance components framework to search for the existence and distribution of iQTL throughout the entire genome in multiple experimental line crosses. The idea of the method is demonstrated through a backcross design. It can also be extended to multiple F 2 line crosses using the sex-specific recombination information as proposed by Cui et al. [15] .
The key point of the proposed iQTL variance components analysis is to partition the additive genetic variance into parent-specific components. We have proposed a new parentspecific allelic sharing method which characterizes the relatedness of parent-specific alleles between pairs of individuals in a backcross pedigree. The calculation of parent-specific allelic sharing is based on the information of the coefficient of coancestry. More complicated calculation of the coefficient of coancestry can be found at Harris [21] . The quantification of the coefficient of the coancestry proposed by Harris [21] can also be utilized to calculate the parent-specific IBD sharing in an inbred human population, and thus for iQTL mapping in inbred human populations.
There have been extensive studies in the literature about various methods in the estimation of variance components in a mixed-effect model framework. The ML and REML are two commonly applied methods in variance components estimation with less biased estimation by the REML method. Simulations show that the ML method yields high precision in parameter estimation but with relatively large bias than the REML method. Power analysis indicates that the ML method is a little more powerful than the REML method but with large type I error when testing imprinting. In terms of computing speed, the ML method is faster than the REML method. Thus, no single method dominates the other. In terms of overall QTL test, we suggest to use the ML method for the genomewide linkage scan and use the REML method for the imprinting test.
The effect of sampling design is investigated by extensive simulations. Results indicate that one can always achieve large power with large offspring size when the total sample size is fixed. The LR value differences under different sampling designs are shown in Fig. 2 .
However, the combination of small families each with large offsprings gives poor parameter estimation and large type I error for imprinting test ( Table 2) . As the number of families increase, we observe less biased parameter estimates for both fixed and random effects, but with poor QTL position estimation and small power. This information implies that it is necessary to enlarge the number of families to improve precision of parameter estimation.
Meanwhile, a balance of family and offspring size is needed to maintain good QTL detection power and position estimation. Our simulations indicate that for a fixed total sample size (n=400), both 8×50 and 20×20 designs yield comparable results and both designs outperform the other two designs (Table 2) . Moreover, the 20×20 design produces relatively small type I error in imprinting test. With the 20×20 design, results in Table 4 indicate that the imprinting model is better or as good as the regular Mendelian analysis without considering imprinting. In real data analysis, it should be safe to apply the proposed imprinting model for data with any imprinting pattern.
In this study, we have extended the single marker-based analysis to an interval-based mapping for genomewide scan and testing of iQTL effects. Considering the interference of QTLs located on the same linkage group, we have extended the single QTL model to multiple QTL analysis following the derivation of Xu and Atchley [25] . Simulation results indicate the relative merits of the multiple QTL analysis with improved QTL position inference, but with possible power loss (Fig. 3) . This, however, has been a common issue in multiple QTL modelling [see 3, 25] . More investigations are needed in deriving efficient and robust multiple QTL mapping models to improve precision without suffering too much from power loss.
The theoretical distribution for the likelihood ratio test has been a challenging problem in QTL mapping. Dupuis and Siegmund [34] first proposed theoretical properties for LR test statistics in a genomewide linkage scan for QTLs in an interval mapping frameworh with a fixed-effect model. Currently, most linkage analysis using the variance components method assumes that the LR test statistic follows a mixture of chi-square distribution [35] .
The mixture distribution is derived following Self and Liang [28] . With multiple testings and multiple nuisance parameters in a genomewide scan, the assumptions to get the mixture chisquare distribution may not satisfy. Moreover, the multivariate normal assumption for the phenotypic data required to get the mixture distribution may not even valid. No theoretical work has been done to investigate this in a IBD-based variance components linkage mapping.
Our simulations indicate that the theoretical threshold calculated from the mixture chisquare distribution is smaller than the simulated cutoff. Thus, the power calculated with the theoretical threshold is slightly inflated. A modified mixture chi-quare distribution may be more appropriate. More theoretical investigations are needed in this regard. Tables: Table 1 : The IBD sharing coefficients for full-sib pairs in a reciprocal backcross design considering allelic parental origin Offspring Parent-specific IBD sharing Total IBD Backcross genotype The locations of the the QTL is described by the map distances (in cM) from the first marker of the linkage group (100 cM long); The true QTL is located at 48cM; Power 1 is calculated using the empirical distribution through simulation. Power 2 is calculated using the theoretical distribution assuming mixture chi-square distribution. Type I error refers to the imprinting type I error. ipower refers to the imprinting test power corresponding to test (15) .
Achnowledgement
See Table 2 for explanations of other parameters. and Power 2 correspond to the power calculated using the empirical cutoff and the theoretical threshold, respectively. The numbers given in the parenthesis with normal and italic fonts correspond to the RMSEs and standard errors of the parameter estimates, respectively. See Table Table 5 : The MLEs and REMLs of the QTL position and effect parameters estimated based on 100 simulation replicates for data simulated with two QTLs under the 20×20 design. The square roots of the mean squared errors are given in parentheses. The left and right figures correspond to the LR profiles generated using the ML and REML method, respectively.
