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Abstract
We prove the existence of global solutions to the DNLS equation with initial data in a
large subset of H2(R)∩H1,1(R) containing a neighborhood of all solitons. We use the in-
verse scattering transform method, which was recently developed by D. Pelinovsky and Y.
Shimabukuro, and an auto-Ba¨cklund transform in order to include solitons.
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1
1 Introduction
Consider the Cauchy problem for the derivative nonlinear Schro¨dinger (DNLS) equation{
iut +uxx+ i(|u|2u)x = 0,
u|t=0 = u0, (1.1)
on R, where u(x, t) :R×R→C. Subscripts denote partial derivatives. In this paper we will prove
the following global existence result:
Theorem 1.1. There exists an open subset G ⊂H1,1(R) such that if u0 belongs to H2(R)∩G, then
there exists a unique global solution u(·, t) ∈ H2(R)∩G of the Cauchy problem (1.1) for every
t ∈ R.
The spaces used in Theorem 1.1 are defined as follows.
Hk(R) =
{
u ∈ L2(R), ...,∂ kx u ∈ L2(R)
}
, H1,1(R) =
{
u ∈ L2,1(R),∂xu ∈ L2,1(R)
}
,
where the weighted spaces L2,s(R) are defined by the norm
‖u‖L2,s(R) :=
(∫
R
〈x〉2s|u(x)|2dx
)1/2
, 〈x〉 :=
√
1+ x2.
The question of global well-posedness of the DNLS equation (1.1) was an open problem for a long
time. Local solvability in Hs(R) with s > 3/2 was shown in [TF80]. Later in [TF81], the same
authors presented a result on global solvability for u0 ∈ H2(R) under the assumption that the H1
norm of u0 is small. Similar global well-posedness results were proved in [HO92, Hay93], where
the authors work with u0 ∈ H1(R) and assume a small L2(R) norm. More than two decades later
this upper bound on the L2(R) norm of the initial datum could be improved by [Wu13, Wu15].
Only recently the authors of [FHI17] proved that there exist global solutions with any large L2(R)
norm. They showed global existence of solutions for (1.1) with initial datum of the form u0 = e
icxψ
where ψ ∈H1(R) can be arbitrary and c has to be chosen sufficiently large.
None of the so far mentioned articles relies on the fact that the DNLS is formally solvable with the
inverse scattering transform method. This structural property was discovered in [KN78]. The most
extensive analysis of the Cauchy problem (1.1) using inverse scattering tools is certainly given by
the series of papers [LPS16, LPS17, JLPS17]. In their first work the authors establish Lipschitz
continuity of the direct and inverse scattering transform for the DNLS equation in appropriate
function spaces and they prove global solvability for those initial data that are soliton-free. The
second work is devoted to long-time behavior of solutions for soliton-free initial data. Therein it
is proven that the amplitude of those solutions decays like |t|−1/2 as |t| →∞. Using this dispersion
result and including solitons the authors complete their studies in their third paper where they give
a full description of the long-time behavior of the solutions. Moreover, the third paper contains a
proof of global well-posedness under the same assumptions on the initial data as in our Theorem
1.1. Other rigorous works on the inverse scattering transform in the context of the DNLS equation
are given by [PS17] (soliton-free case) and its complementing paper [SSP17] (finite number of
eigenvalues). Whereas in [LPS16] a gauge equivalence of the DNLS with a related dispersive
equation is used, in [PS17] the direct scattering transformation is constructed for the DNLS equa-
tion itself. This technical difference leads to different spaces: H2(R)∩H1,1(R) is appropriate in
[PS17], but in [LPS16] the space H2,2(R) := H2(R)∩L2,1(R) is considered.
In [LPS16, PS17] as well as in the present paper, the assumption u0 ∈ H2(R)∩ G on the ini-
tial datum avoids resonances of the spectral problem (2.1). But in contrast to the soliton-free
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case [LPS16, PS17], the elements in G are allowed to admit eigenvalues of (2.1). The set of
eigenvalues {λ1, ...,λN} then corresponds to a particular multi-soliton, in whose neighborhood
the solution u(x, t) will be located. Since Theorem 1.1 is a natural extension of the main results
in [LPS16, PS17] and, moreover, since our result is already covered by [SSP17] as well as by
[JLPS17], we cannot raise any claim of originality of the result itself. What makes this present
paper new is the way how the existence of the inverse scattering map in the case of solitons is es-
tablished. Whereas in [JLPS17] this technical issue is treated directly, we give a proof by adding
successively more and more eigenvalues, see Lemma 5.3. For that purpose we use a Ba¨cklund
transformation found in [DP11], see (5.5), and show that this transformation can be applied to the
rigorous treatment of the DNLS equation. Technical statements such as Lemma 4.6 and Proposi-
tion 5.2 become necessary and constitute the most original parts of our proof.
It shall be mentioned that a Ba¨cklund transformation is also used in [SSP17]. But therein the
transformation is applied directly to the solution u in order to remove solitons. Then by the solv-
ability results from [LPS16, PS17] and the invertibility of the Ba¨cklund transformation, the global
well-posedness result follows. Hence, compared to [SSP17], the present paper does not only con-
struct global solutions of the DNLS equation for a large class of initial data but also solves the
inverse scattering problem for those initial data.
The paper is organized as follows. Section 2 contains the construction of the Jost functions and
the definition of the scattering data for an initial datum u0 ∈ H2(R)∩G. This section does not
contain new results but follows closely [PS17]. At the end of Subsection 2.2 we formulate the
Riemann–Hilbert problem as the starting point for the inverse scattering which is treated in Sec-
tion 4 and 5. For the convenience of the reader we inserted Section 3 where we shortly describe the
phenomenon of solitary waves. Whereas Section 4 handles pure radiation solutions, in Section 5
we add a pole and obtain solutions in a neighborhood of a soliton. We split this procedure into two
subsections since the cases x > 0 and x< 0 require different Riemann–Hilbert problems. Finally,
in Section 6 we use the local well-posedness theory in [TF80] and [HO92] and our estimates for
the continuity of the inverse scattering to show that local solutions can be continued for all times.
2 Direct scattering transform
For a review of the scattering map for the DNLS equation we are going to follow closely [PS17,
LPS16]. As pointed out in the pioneer work [KN78], the DNLS equation is the compatibility
condition for solutions ψ ∈ C2 of the linear system given by
∂xψ = [−iλ 2σ3+λQ(u)]ψ (2.1)
and
∂tψ = [−2iλ 4σ3+2λ 3Q(u)+ iλ 2|u|2σ3−λ |u|2Q(u)+ iλσ3Q(ux)]ψ , (2.2)
where
Q(u) =
[
0 u(x, t)
−u(x, t) 0
]
, σ3 =
[
1 0
0 −1
]
.
In this context the term compatibility condition is chosen, because if the spectral parameter λ is
independent of x and t, it can be shown that the formal equality of the mixed derivatives, ∂x∂tψ =
∂t∂xψ , is equivalent to the statement that u solves the DNLS equation (1.1).
3
2.1 Jost functions
It is natural to introduce solutions of (2.1) which satisfy the same asymptotic behavior at infinity
as solutions of the spectral problem (2.1) in the case of vanishing potential u≡ 0:
ψ
(−)
1 (λ ;x)∼
(
1
0
)
e−ixλ
2
, ψ
(−)
2 (λ ;x) ∼
(
0
1
)
eixλ
2
as x→−∞
ψ
(+)
1 (λ ;x)∼
(
1
0
)
e−ixλ
2
, ψ
(+)
2 (λ ;x) ∼
(
0
1
)
eixλ
2
as x→+∞.
In order to have constant boundary conditions we introduce the normalized Jost functions by
ϕ±(λ ;x) = ψ
(±)
1 (λ ;x)e
ixλ 2 , φ±(λ ;x) = ψ
(±)
2 (λ ;x)e
−ixλ 2 ,
such that we have
lim
x→±∞ ϕ±(λ ;x) = e1 and limx→±∞ φ±(λ ;x) = e2, (2.3)
where e1 = (1,0)
T and e2 = (0,1)
T . The Jost functions are solutions of the following Volterra’s
integral equations
ϕ±(λ ;x) = e1+λ
∫ x
±∞
[
1 0
0 e2iλ
2(x−y)
]
Q(u(y))ϕ±(λ ;y)dy,
φ±(λ ;x) = e2+λ
∫ x
±∞
[
e−2iλ
2(x−y) 0
0 1
]
Q(u(y))φ±(λ ;y)dy.
(2.4)
It can be shown that (2.4) admit solutions ϕ−(λ ;x) and φ+(λ ;x) for Im(λ 2) > 0 and ϕ+(λ ;x)
and φ−(λ ;x) for Im(λ 2) < 0. Moreover the dependence of λ is analytic in the corresponding
domains where the Jost functions exist. However, due to the presence of λ that multiplies the
matrix Q(u) in the linear equation (2.1), standard fixed point arguments for (2.4) are not uniform
in λ . Therefore, in [PS17] the authors worked out a transformation of the Kaup-Newell type
spectral problem (2.1) to a linear equation of the Zakharov-Shabat type. The idea of that kind
of transformation can already be found in [KN78]. In what follows we are going to present this
transformation and set
T1(λ ;x) =
[
1 0
−u(x) 2iλ
]
, Q1(u) =
1
2i
[ |u|2 u
−2iux−u|u|2 −|u|2
]
, (2.5)
and
T2(λ ;x) =
[
2iλ −u(x)
0 1
]
, Q2(u) =
1
2i
[ |u|2 −2iux−u|u|2
−u −|u|2
]
. (2.6)
Then, it is elementary to check that z= λ 2 and
M±(z;x) = T1(λ ;x)ϕ±(λ ;x), N±(z;x) = T2(λ ;x)φ±(λ ;x) (2.7)
make (2.4) equivalent to
M±(z;x) = e1+
∫ x
±∞
[
1 0
0 e2iz(x−y)
]
Q1(u(y))M±(z;y)dy,
N±(z;x) = e2+
∫ x
±∞
[
e−2iz(x−y) 0
0 1
]
Q2(u(y))N±(z;y)dy.
(2.8)
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Note that the symmetries
ϕ±(λ ;x) =
[
1 0
0 −1
]
ϕ±(−λ ;x), φ±(λ ;x) =
[ −1 0
0 1
]
φ±(−λ ;x) (2.9)
make sure that (2.7) is well-defined. Equations (2.8) are analogues to the integral equations known
from the forward scattering for the NLS equation (see, e.g., [APT04]). If Q1,2(u) ∈ L1(R), then,
(2.4) admit solutions M−(z;x) and N+(z;x) for Im (z)> 0 andM+(z;x) and N−(z;x) for Im(z)<
0. Moreover the dependence on z is analytic in the corresponding domains where the Jost functions
exist.
Remark 2.1. The assumption u ∈ H1,1(R) in Theorem 1.1 is chosen such that Q1,2(u) ∈ L1(R).
Compared to (2.4), in (2.8) there is no λ which multiplies the integral. As a result, the Neu-
mann series for (2.8) converge uniformly in z. By means of the asymptotic expansion for large z of
the Jost functions, the potential u can be reconstructed from M± and N±, respectively (see [PS17,
Lemma 2]). Furthermore, regularity properties of M± and N± are used in [PS17] to prove regular-
ity of the reflection coefficient r+ and r− which we will define in (2.27) in the next subsection on
the Scattering data.
2.2 Scattering data
We recall that ϕ±(λ ;x)e−ixλ
2
and φ±(λ ;x)eixλ
2
are solutions of the spectral problem (2.1) with
boundary condition (2.3). Taking into account tr(σ3) = tr (Q) = 0 we find
lim
x→±∞det[ϕ±(λ ;x)e
−ixλ 2 ,φ±(λ ;x)e+ixλ
2
] = 1 (2.10)
for all λ 2 ∈R and x ∈R. Thus, in particular ϕ+e−ixλ 2 and φ+eixλ 2 are linearly independent and by
ODE theory they form a basis of the space of solutions of the spectral problem (2.1). This enables
us to express the ”−” Jost functions in terms of the ”+” Jost functions for every λ 2 ∈R and x ∈R.
According to that, there exist coefficients α ,β ,γ ,δ which satisfy:
ϕ−(λ ;x)e−ixλ
2
= α(λ )ϕ+(λ ;x)e
−ixλ 2 + β (λ )φ+(λ ;x)eixλ
2
,
φ−(λ ;x)eixλ
2
= γ(λ )ϕ+(λ ;x)e
−ixλ 2 + δ (λ )φ+(λ ;x)eixλ
2
.
(2.11)
The matrix
[
α β
γ δ
]
is referred to as the transfer matrix in the literature and (2.11) is called
scattering relation. By (2.10), we verify that the determinant of the transfer matrix equals one. By
Cramer’s rule we find
α(λ ) = det[ϕ−(λ ;x),φ+(λ ;x)],
β (λ ) = det[ϕ+(λ ;x)e
−ixλ 2 ,ϕ−(λ ;x)e−ixλ
2
].
(2.12)
Making again use of tr (σ3) = tr (Q) = 0, we justify that α and β indeed do not depend on x.
Moreover α can be analytically extended to the first and third quadrant, where Im(λ 2)> 0, which
follows from the analytic properties of the Jost functions ϕ−, φ+ in this domain. Furthermore, from
the symmetry
φ±(λ ;x) =
[
0 −1
1 0
]
ϕ±(λ ;x), (2.13)
which are direct consequences of integral equations (2.4), we can derive from the scattering rela-
tion (2.11) the following conservation law:{ |α(λ )|2+ |β (λ )|2 = 1, λ ∈ R,
|α(λ )|2−|β (λ )|2 = 1, λ ∈ iR. (2.14)
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As pointed out in [PS17] this is indicating that the DNLS equation combines elements of the
focusing and as well of the defocusing cubic NLS equation.
We now continue with the definition of the reflection coefficient:
r(λ ) =
β (λ )
α(λ )
. (2.15)
This definition makes sense for every λ 2 ∈ R, if α admits no zeros on R∪ iR, but we can not
expect generally that α behaves like that. Therefore we define the following set:
R := {u ∈H1,1(R) : ∃A> 0, |α(λ )| > A for every λ ∈ R∪ iR} (2.16)
Zeroes λ ∈ R∪ iR of α are called resonances in [PS17]. Hence, the set R consists of those
potentials, which do not admit resonances of the linear equation (2.1). Let us assume from now
on that u ∈R. Then, we can rewrite the scattering relation (2.11) in the following way:
Φ+(λ ;x) = Φ−(λ ;x)(1+S(λ ;x)), λ 2 ∈ R, (2.17)
where the matrices Φ± and S are given by
Φ+(λ ;x) :=
[
ϕ−(λ ;x)
α(λ )
,φ+(λ ;x)
]
, Φ−(λ ;x) :=
[
ϕ+(λ ;x),
φ−(λ ;x)
α(λ )
]
, (2.18)
and
S(λ ;x) :=

[
|r(λ )|2 r(λ )e−2ixλ 2
r(λ )e2ixλ
2
0
]
, for λ ∈ R,[
−|r(λ )|2 −r(λ )e−2ixλ 2
r(λ )e2ixλ
2
0
]
, for λ ∈ iR.
(2.19)
It is clear from the representation (2.12) that α has an analytic continuation in the first and third
quadrants of the λ plane. Therefore the function Φ+ defined in (2.18) can be continued analytically
in the first and third quadrants, as long as there are no zeros λ0 of the continuation of α with
Im(λ 20 )> 0. Under the same assumption, the function Φ− in (2.18) can be analytically continued
in the second and fourth quadrant. From now on we want to allow that α(λ ) has finite many simple
zeroes. That is α(λk) = 0 and α
′(λk) 6= 0 for a finite number of pairwise different λ1, ...,λN which
are assumed to lie in the first quadrant. Note that, if α(λk) = 0, then also α(−λk) = 0. Henceforth,
the continuations of Φ± are merely meromorphic. They admit simple poles at the zeros of α , since
α ′(λk) 6= 0 for k = 1, ...,N. The prime denotes the derivative with respect to λ . We find:
Res
λ=±λk
Φ+(λ ;x) =
[
ϕ−(±λk;x)
±α ′(λk) , 0
]
.
By (2.12), the meaning of the zeros of α is the following. If α(λk) = 0, then by (2.12) the C
2
vectors ϕ−(λk;x)e−ixλ
2
k and φ+(λk;x)e
ixλ 2k are linear dependent for every x ∈ R. Hence,
ϕ−(±λk;x) =±γk e2ixλ 2k φ+(±λk;x) (2.20)
for some complex constant γk ∈C\{0}. We will refer to γk as the norming constant. The norming
constants do not depend on x. Indeed, differentiating (2.20) with respect to x and using the fact
that ϕ−(λk;x)e−ixλ
2
k and φ+(λk;x)e
ixλ 2k are solutions of the spectral problem (2.1), we easily obtain
∂xγk = 0. Note also that due to the symmetry (2.9) the cases +λk and −λk do have the same
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norming constants upon a minus sign. Combining (2.20) and the above residue calculation we
find
Res
λ=±λk
Φ+(λ ;x) =
[
±γk e2ixλ 2k
α ′(±λk) φ+(±λk;x), 0
]
= lim
λ→±λk
Φ+(λ ;x)
[
0 0
γk e
2ixλ2
k
α ′(λk)
0
]
. (2.21)
Correspondingly, we can compute an analogue relation for the residue of Φ− at ±λ k.
By a theorem of complex analysis (see, e.g., [AF03, Theorem 3.2.8]), the zeroes of α must be
isolated. In addition, by [PS17, Lemma 4] we know α(λ ) → α∞ 6= 0 as |λ | → ∞. Thus, we
conclude that the zeroes of α(λ ) in the first quadrant form a finite set {λ1, ...,λN}. But the essential
assumption α ′(λk) 6= 0 is generally not expectable and give rise to the following definition:
E := {u ∈H1,1(R) : α ′(λk) 6= 0 for all zeroes λk of α with Im(λ 2k )> 0} (2.22)
From now on, additionally to u ∈ R, we assume u ∈ G :=R∩ E . The elements of G are called
generic potentials according to the classical paper [BC84]. As remarked by the authors in [PS17,
Remark 5], we have u ∈ G if
‖u‖2L2 +
√
‖u‖L1(2‖∂xu‖L1 +‖u‖3L3)< 1.
The set G is open and, moreover, dense in H1,1(R). Due to the availability of the transformation
(2.7), this can be deduced from [BC84] as explained in [SSP17, Proposition 4]. However, any
soliton or multi soliton is contained in G. For those explicit solutions, the expression
‖u‖2L2 +
√
‖u‖L1(2‖∂xu‖L1 +‖u‖3L3)
can be arbitrary large.
Using the transformation (2.7) it is shown in [PS17] that for u ∈ H2(R)∩H1,1(R) the following
holds.
Φ±(λ ;x)→Φ∞(x) :=
[
e−
1
2i
∫ +∞
x |u(y)|2dy 0
0 e−
1
2i
∫ x
−∞ |u(y)|2dy
]
as |λ | → ∞. (2.23)
The limit has to be taken along a contour in the corresponding domain of analyticity.
The alternative scattering relation (2.17), the residue condition (2.21) and finally the asymp-
totic behavior (2.23) set up a Riemann–Hilbert problem . Since that Riemann–Hilbert problem
is somewhat unsuitable to show the existence of the inverse Scattering map, we turn again to the
Zhakarov-Shabat type Jost functions M± and N± (see (2.7), which are functions of z, where we re-
call z= λ 2. Due to α(λ ) = α(−λ ), it is alowed to define a(z) := α(λ ). Of course, if ±λk 6= 0 are
(simple) zeroes of α , then zk := λ
2
k is a (simple) zero of a. In order to transfer the jump condition
(2.17) to the Jost functions M± and N±, one more explicit definition is needed:
P±(z;x) :=
1
2iλ
T1(λ ;x)T
−1
2 (λ ;x)N±(z;x) =−
1
4z
[
1 u(x)
−u(x) −|u(x)|2−4z
]
N±(z;x). (2.24)
In [PS17, Lemma 5] it is shown, that there is no singularity in (2.24) and moreover, P±(z;x) satisfy
the following limits as |Im(z)| → ∞ along a contour in the domains of their analyticity:
lim
|z|→∞
P±(z;x) =
(
0
N∞±(x)
)
.
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Now we are ready to define the analogue of (2.18). Instead of λ ∈R∪ iR, now we have z ∈R and
set
pi+(z;x) :=
[
M−(z;x)
a(z)
,P+(z;x)
]
, pi−(z;x) :=
[
M+(z;x),
P−(z;x)
a(z)
]
. (2.25)
These definitions entail the following analogue of (2.17) which can be checked by elementary
calculations:
pi+(z;x) = pi−(z;x)(1+R(z;x)), z ∈ R. (2.26)
Herein the new jump matrix R which includes new reflection coefficients r±, is defined by
R(z;x) :=
[
r+(z)r−(z) e−2ixzr+(z)
e2ixzr−(z) 0
]
.
The new reflection coefficients are given by
r+(z) :=− β (λ )
2iλα(λ )
, r−(z) :=
2iλβ (λ )
α(λ )
, z ∈R. (2.27)
We have the following Lemma [PS17].
Lemma 2.2. If u ∈ H2(R)∩H1,1(R)∩R, then r± ∈H1(R)∩L2,1(R).
Moreover, we found directly from the definition (2.27) that r+ and r− are connected by
r−(z) = 4zr+(z), z ∈ R. (2.28)
Furthermore, r+(z)r−(z) = |r(λ )|2 if z> 0, whereas r+(z)r−(z) =−|r(λ )|2 if z< 0. Additionally,
using (2.14) we obtain 1−|r(λ )|2 = |α(λ )|−2. Thus, we have{
1+ r+(z)r−(z)≥ 1, z> 0,
1+ r+(z)r−(z)≥ c20, z< 0,
(2.29)
where c−10 := supλ∈iR |α(λ )|. The constraint (2.29) is used in [PS17] to obtain a unique solution
to the Riemann–Hilbert problem 2.3 below.
Analytic continuations of pi± in C± exist if there is no z ∈C such that a(z) = 0. Otherwise we
have analogously to (2.20)
M−(zk;x) = 2iλkγk e2ixzk P+(zk;x)
with the same γk as in (2.20). Denoting the meromorphic continuations of pi±(·;x) with the same
letters we can verify the following residue condition:
Res
z=zk
pi+(z;x) = lim
z→zk
pi+(z;x)
[
0 0
2iλkcke
2ixzk 0
]
, (2.30)
where we set ck := γk/a
′(zk). Correspondingly we can compute an analogue relation for the
residuum of pi− at zk. Next, we have
pi±(λ ;x)→ Φ∞(x) as |λ | → ∞,
similarly to (2.23). We obtain our final Riemann–Hilbert problem if we normalize the boundary
condition at infinity:
m(z;x) :=
{
[Φ∞(x)]
−1pi+(z;x), z ∈ C+,
[Φ∞(x)]
−1pi−(z;x), z ∈ C−. (2.31)
The multiplication from the left by the diagonal matrix [Φ∞(x)]
−1 changes neither the analytic
properties of pi± nor the jump or residuum conditions. Therefore, the function m defined in (2.31)
solves the following Riemann–Hilbert problem:
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Riemann–Hilbert problem 2.3. Find for each x ∈R a 2×2-matrix valued function C ∋ z 7→
m(z;x) which satisfies
(i) m(z;x) is meromorphic in C\R (with respect to the parameter z).
(ii) m(z;x) = 1+O
(
1
z
)
as |z| → ∞.
(iii) The non-tangential boundary values m±(z;x) exist for z∈R and satisfy the jump relation
m+ = m−(1+R), where R(z;x) :=
[
r+(z)r−(z) e−2ixzr+(z)
e2ixzr−(z) 0
]
(2.32)
(iv) m has simple poles at z1, ...,zN ,z1, ...,zN with
Res
z=zk
m(z;x) = lim
z→zk
m(z;x)
[
0 0
2iλkcke
2ixzk 0
]
,
Res
z=zk
m(z;x) = lim
z→zk
m(z;x)
[
0 −ck
2iλk
e−2ixzk
0 0
]
.
We will use the notation
S (u) = {r±;λ1, ...,λN ;c1, ...,cN}
and call S the scattering data of u. They consist of the reflection coefficients r± which satisfy the
constraints (2.28) and (2.29), the poles zk := λ
2
k and the norming constants ck = γk/a
′(zk). S is all
information we need to know about u to formulate the Riemann–Hilbert problem 2.3. In the rest of
this paper we treat the problem to define the inverse map {r±;λ1, ...,λN ;c1, ...,cN} 7→ u. Therefore
we will solve Riemann–Hilbert problem 2.3 and apply the following reconstruction formulas:
u(x)ei
∫ x
+∞ |u(y)|2dy =−4 lim
|z|→∞
z [m(z;x)]12 (2.33)
and
e−
1
2i
∫ x
+∞ |u(y)|2dy∂x
(
u(x)e
1
2i
∫ x
+∞ |u(y)|2dy
)
= 2i lim
|z|→∞
z [m(z;x)]21. (2.34)
Both, (2.33) and (2.34), are justified in [PS17] and the key of Inverse Scattering. By [·]i j we denote
the i- j-component of the matrix in the brackets.
The miraculous fact about the forward scattering is the trivial time evolution of the scattering data
if the potential u(x, t) evolves accordingly to the DNLS equation:
Lemma 2.4. Under the assumption that an initial datum u0 ∈ H2(R)∩H1,1(R)∩ G admits a
(local) solution u(·, t) ∈H2(R)∩H1,1(R) to the Cauchy problem (1.1) for t ∈ [0,T ], the scattering
data of u(·, t) are given by
St(u) =
{
r±(z; t) = r±(z;0)e4iz
2t ;λ1, ...,λN ;c1(0)e
4iλ 41 t , ...,cN(0)e
4iλ 4N t
}
, (2.35)
where
S0(u) = {r±(z;0);λ1, ...,λN ;c1(0), ...,cN(0)}
are defined to be the scattering data of u0. In particular, the set G is invariant under the flow of
the DNLS equation, r±(·; t) ∈ H1(R)∩L2,1(R) for every t ∈ [0,T ], and, finally, (2.28) and (2.29)
remain valid.
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The proof of this Lemma is given in [PS17, Section 5] and we skip it here. Plugging the
time dependence (2.35) into the formulas of Riemann–Hilbert problem 2.3 we obtain the dynamic
Riemann–Hilbert problem for the DNLS equation.
Riemann–Hilbert problem 2.5. Find for each (x, t) ∈ R×R a 2×2-matrix valued function
C ∋ z 7→ m(z;x, t) which satisfies
(i) m(z;x, t) is meromorphic in C\R (with respect to the parameter z).
(ii) m(z;x, t) = 1+O
(
1
z
)
as |z| → ∞.
(iii) The non-tangential boundary values m±(z;x, t) exist for z ∈R and satisfy the jump rela-
tion
m+ = m−(1+R), where R(z;x, t) :=
[
r+(z)r−(z) eφ(z)r+(z)
eφ(z)r−(z) 0
]
with φ(z) := 2ixz+4iz2t.
(iv) m has simple poles at z1, ...,zN ,z1, ...,zN with
Res
z=zk
m(z;x, t) = lim
z→zk
m(z;x, t)
[
0 0
2iλkcke
φk 0
]
,
Res
z=zk
m(z;x, t) = lim
z→zk
m(z;x, t)
[
0 −ck
2iλk
eφ k
0 0
]
,
(2.36)
where φk := φ(zk).
Remark 2.6. Without further theory we can observe that if Riemann–Hilbert problem 2.5 is solv-
able, then the solution is unique. In order to show the uniqueness of solutions, we firstly find the
following (trivial) Riemann Hilbert problem for the map z 7→ det(m(z;x, t)):{
det(m(z;x, t)) is an entire function with respect to the parameter z,
det(m(z;x, t))→ 1, as |z| → ∞.
By Liouville’s theorem we conclude
det(m(z;x, t)) ≡ 1, for all x, t ∈ R and z ∈ C. (2.37)
Hence, for a possible solution m of Riemann–Hilbert problem 2.5, [m(z;x, t)]−1 exists for all x∈R
and z ∈ C. If we have a second solution m˜(z;x, t), the ratio m˜(z;x, t)[m(z;x, t)]−1 satisfies{
m˜(z;x, t)[m(z;x, t)]−1 is an entire function with respect to the parameter z,
m˜(z;x, t)[m(z;x, t)]−1 → 1, as |z| → ∞,
such that m˜(z;x, t)[m(z;x, t)]−1 ≡ 1.
We end the subsection mentioning the following symmetry:
m(z;x) =
1
4z
[
w(x) 1
−|w(x)|2−4z w(x)
]
m(z;x)
[
0 1
4z 0
]
, (2.38)
where w(x) := u(x)ei
∫ x
+∞ |u(y)|2dy. The symmetry (2.38) is obtained when one transfers the symme-
try (2.13) to pi± and m, respectively.
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3 Solitons
This section is devoted to the exact solitary wave solutions of the DNLS equation (1.1) which are
known since the 1970s (see, e.g., [Mjø76] and [KN78]). Also more recent works are concerned
with solitons. See for instance [CO06], where orbital stability of solitons is shown. The inverse
scattering machinery admits a simple definition of N-solitons:
Definition 3.1. (Global) solutions u(N-sol)(x, t) of (1.1) such that the initial datum u(N-sol)(·,0)
produces scattering data
S (u(N-sol)) = {r+ ≡ r− ≡ 0;λ1, ...,λN ;c1, ...,cN} ,
are called N-solitons. For N = 1 we just say soliton.
In the case of r+ ≡ r− ≡ 0, the Riemann–Hilbert problem Riemann–Hilbert problem 2.5 reads
as follows:
Riemann–Hilbert problem 3.2. Find for each x ∈R a 2×2-matrix valued function C ∋ z 7→
m(N-sol)(z;x, t) which satisfies
(i) m(N-sol)(z;x, t) is meromorphic in C (with respect to the parameter z).
(ii) m(N-sol)(z;x, t) = 1+O
(
1
z
)
as |z| → ∞.
(iii) m(N-sol) has simple poles at z1, ...,zN ,z1, ...,zN with
Res
z=zk
m(N-sol)(z;x, t) = lim
z→zk
m(N-sol)(z;x, t)
[
0 0
2iλkcke
2ixzk+4itz
2
k 0
]
,
Res
z=zk
m(N-sol)(z;x, t) = lim
z→zk
m(N-sol)(z;x, t)
[
0 −ck
2iλk
e−2ixzk−4itz
2
k
0 0
]
.
Using the ansatz
m(N-sol)(z;x, t) = 1+
N
∑
k=1
{
Ak(x, t)
z− zk +
Bk(x, t)
z− zk
}
we can transfer Riemann–Hilbert problem 3.2 into a purely algebraic system which can be solved
explicitly. Then, the reconstruction formulas (2.33) and (2.34) yield explicit solutions of the DNLS
equation, which are (multi) solitons. For the special case N = 1 we find
uω ,v,x0,γ(x, t) = φω ,v(x− vt− x0)e−iγ+iωt+i
v
2
(x−vt)− 3
4
i
∫ x−vt−x0
∞ |φω,v(y)|2dy, (3.1)
where
φω ,v(x) =
[ √
ω
4ω − v2
{
cosh(
√
4ω − v2x)− v
2
√
ω
}]−1/2
. (3.2)
The parameters (ω ,v) ∈ R2 describe the speed and the width of the soliton and are connected to
the pole z1 by
ω = 4|z1|2, v=−4Re(z1). (3.3)
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Note that v2 < 4ω is automatically fulfilled if z1 ∈ C+. The norming constant c1 influences only
the phase and the spatial position of the soliton. To be precise we have
x0 = 2ln
[ |c1|
2Im (z1)
](√
4ω − v2
)−1
, γ = arg(c1)+
pi
2
+
1
2
arg(z1). (3.4)
Expressions for N-solitons with N ≥ 2 are large and not presented here. If Re(z j) 6= Re(zk) for
j 6= k, then for large |t|, N-solitons break up into N individual solitons of the form (3.1):
u(N-sol)(x, t)∼
N
∑
k=1
uωk,vk ,x±0,k ,γ
±
k
(x, t), as t →±∞. (3.5)
If the real parts of two poles z j and zk coincide, we obtain a solution having two peaks traveling at
the same speed and the separation (3.5) will not occur. Instead, breather phenomena will appear.
4 Inverse scattering without poles
In this section we are dealing with Riemann–Hilbert problem 2.3 in the case where N = 0. Hence,
m has no pole inC\R and is analytic inC\R. We recall the associated Riemann–Hilbert problem:
Riemann–Hilbert problem 4.1. Find for each x ∈R a 2×2-matrix valued function C ∋ z 7→
m(z;x) which satisfies
(i) m(z;x) is meromorphic in C\R (with respect to the parameter z).
(ii) m(z;x) = 1+O
(
1
z
)
as |z| → ∞.
(iii) The non-tangential boundary values m±(z;x) exist for z∈R and satisfy the jump relation
m+ = m−(1+R), where R(z;x) :=
(
r+(z)r−(z) e−2izxr+(z)
e2izxr−(z) 0
)
. (4.1)
For any function h ∈ Lp(R) with 1≤ p< ∞, the Cauchy operator denoted by C is given by
C(h)(z) := 1
2pii
∫
R
h(s)
s− zds, z ∈ C\R.
When z approaches to a point on the real line transversely from the upper and lower half planes,
the Cauchy operator becomes the following projection operators:
P±(h)(z) := lim
ε↓0
1
2pii
∫
R
h(s)
s− (z± ε)ds, z ∈ R.
The following proposition summarizes all properties which are needed to establish the solvability
of Riemann–Hilbert problem 4.1 and furthermore to prove estimates on the solution.
Proposition 4.2. (i) For every h ∈ Lp(R), 1 ≤ p< ∞, the Cauchy operator C(h) is analytic off
the real line.
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(ii) For h ∈ L1(R), C(h)(z) decays to zero as |z| → ∞ and admits the asymptotic
lim
|z|→∞
zC(h)(z) =− 1
2pii
∫
R
h(s)ds, (4.2)
where the limit is taken either in C+ or C−.
(iii) The projection operators P± are linear bounded operators Lp(R)→ Lp(R) for each p ∈
(1,∞). For p= 2 we have ‖P±‖L2→L2 = 1.
(iv) For every x0 ∈ R+ and every r ∈ H1(R), we have
sup
x∈(x0 ,∞)
‖〈x〉P±(r(z)e∓2izx)‖L2z (R) ≤ ‖r‖H1 , (4.3)
where 〈x〉 :=
√
1+ |x|2. In addition,
sup
x∈R
‖P±(r(z)e∓2izx)‖L∞z (R) ≤
1√
2
‖r‖H1 . (4.4)
Furthermore, if r ∈ L2,1(R), then
sup
x∈R
‖P±(zr(z)e∓2izx)‖L∞z (R) ≤
1√
2
‖zr‖L2,1 . (4.5)
(v) (Sokhotski-Plemelj theorem) The following two identities hold:
P+−P− = IdLp(R),
P++P− =−iH, (4.6)
whereH : Lp(R)→ Lp(R) is the Hilbert transform given by
H(h)(z) := lim
ε↓0
1
pi
(∫ z−ε
−∞
+
∫ ∞
z+ε
)
h(s)
s− zds, z ∈ R.
(vi) Let f+ and f− functions defined in the upper (lower) C-plane. If f± is analytic in C± and
f±(z)→ 0 as |z| → ∞ for Im(z)≷ 0, then
P±( f∓)(z) = 0, P±( f±)(z) =± f±(z), z ∈ R. (4.7)
The Cauchy operator is useful to convert Riemann–Hilbert problem 4.1 into an integral equa-
tion. Indeed, the jump condition (4.1) can be written as
(m+(z;x)−1)− (m−(z;x)−1) = m−(z;x)R(z;x).
Applying P+ and P− to this equation yields by (4.7) the following integral equation
m±(z;x) = 1+P±(m−(·;x)R(·;x))(z), z ∈ R, (4.8)
which represents the solution of Riemann–Hilbert problem 4.1 on the real line. The following
Lemma ensures the solvability of Riemann–Hilbert problem 2.3 (see Corollary 6 and Lemma 9 in
[PS17]):
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Lemma 4.3. Let r± ∈H1(R)∩L2,1(R) such that the relation (2.28) and the constraint (2.29) hold.
Then there exists an unique solution m± of the system of integral equations (4.8). Moreover there
exists a positive constant C that depends on ‖r±‖L∞ only such that m± enjoys the estimate
‖m±(·;x)−1‖L2 ≤C(‖r+‖L2 +‖r−‖L2)
for every x ∈ R.
This Lemma yields indeed a solution of Riemann–Hilbert problem 4.1, since the analytic
continuation of m± is found by Proposition 4.2 (ii):
m(z;x) = 1+
1
2pii
∫
R
m−(y;x)R(y;x)
y− z dy, z ∈ C\R. (4.9)
Alternatively we can factorize 1+R= (1+R+)(1+R−) with
R+(z;x) =
(
0 eφ(z)r+(z)
0 0
)
, R−(z;x) =
(
0 0
eφ(z)r−(z) 0
)
. (4.10)
The jump relation (2.32) then becomes m+−m− =m−R++m+R− and applying again P± to this
equation yields us
m(z;x) = 1+
1
2pii
∫
R
m−(y;x)R+(y;x)+m+(y;x)R−(y;x)
y− z dy. (4.11)
In component form, for the non-tangential limits z→ R, we find
m±(z;x) = 1+
[ P± ([m+(z;x)]12r−(z)e2izx)(z) P± ([m−(z;x)]11r+(z)e−2izx)(z)
P± ([m+(z;x)]22r−(z)e2izx)(z) P± ([m−(z;x)]21r+(z)e−2izx)(z)
]
. (4.12)
In the further analysis of Riemann–Hilbert problem 2.3 we will meet expressions of the form
I1(r)(x) :=
1
2pii
∫
R
[m−(y;x)−1]11r(y)e−2iyxdy,
I2(r)(x) :=
1
2pii
∫
R
[m+(y;x)−1]22r(y)e2iyxdy,
(4.13)
where m± are the unique solutions of the system of integral equations (4.8) and r is some given
function.
Proposition 4.4. Suppose that the assumptions of Lemma 4.3 are fulfilled and take r ∈ H1(R)∩
L2,1(R). Then the functionals defined in (4.13) satisfy the bound
‖I1(r)‖H1(R+)∩L2,1(R+) ≤C‖r−‖H1∩L2,1(‖r+‖H1∩L2,1 +‖r−‖H1∩L2,1)‖r‖H1∩L2,1 ,
‖I2(r)‖H1(R+)∩L2,1(R+) ≤C‖r+‖H1∩L2,1(‖r+‖H1∩L2,1 +‖r−‖H1∩L2,1)‖r‖H1∩L2,1
(4.14)
where C is a positive constant.
Proof. For the convenience of the reader we prove this proposition although it is already proven
in [PS17]. We find by (4.12) and integrating by parts
I1(r)(x) =
1
2pii
∫
R
P− ([m+(z;x)]12r−(z)e2izx)(y) r(y)e−2iyxdy
=
−1
2pii
∫
R
[m+(y;x)]12r−(y)e2izxP+
(
r(z)e−2izx
)
(y)dy.
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Using the Ho¨lder inequality and the estimate (4.3), we arrive at
sup
x∈(x0,∞)
|〈x〉2I1(r)(x)| ≤ ‖r−‖L∞‖r‖H1 sup
x∈(x0,∞)
‖〈x〉[m+(y;x)]12‖L2z .
We know supx∈(x0,∞) ‖〈x〉[m+(y;x)]12‖L2z ≤ C‖r+‖H1 by [PS17, Lemma 10] which completes the
proof of I1(r) ∈ L2,1(R+). The assertion ∂xI1(r) ∈ L2(R+) is established by using again the inho-
mogeneous equation (4.12), its x derivative, integration by parts, Ho¨lder inequality, and in the end
estimates (4.3) - (4.5),
sup
x∈(x0,∞)
‖〈x〉[m+(y;x)]12‖L2z ≤C‖r+‖H1
and
sup
x∈R
‖[∂xm+(y;x)]12‖L2z ≤C(‖r+‖H1∩L2,1 +‖r−‖H1∩L2,1).
The latter statement can also be found in [PS17, Lemma 10].
The proposition above yields directly the following fundamental result (see Lemma 11 in
[PS17]):
Corollary 4.5. FixM> 0. Under the assumptions of Lemma 4.3 and if ‖r+‖H1∩L2,1+‖r−‖H1∩L2,1 ≤
M, the potential u reconstructed from the solution m of Riemann–Hilbert problem 4.1 by using
(2.33) and (2.34) lies in H2(R+)∩H1,1(R+). Moreover, it satisfies the bound
‖u‖H2(R+)∩H1,1(R+) ≤CM, (4.15)
where the constant CM does not depend on r±.
Proof. We set
w(x) := u(x)ei
∫ x
+∞ |u(y)|2dy (4.16)
and
v(x) := u(x)e−
1
2i
∫ x
+∞ |u(y)|2dy, (4.17)
such that the following relations hold:
|u(x)| = |v(x)| = |w(x)|
|ux(x)| ≤ |vx(x)|+ 1
2
|v(x)|3
(4.18)
Using the reconstruction formulas (2.33) and (2.34), Proposition 4.2 (ii) and the integral equation
(4.11) we immediately find
w(x) =
2
pii
∫
R
r+(z)e
−2izxdz + 4 I1(r+)(x)
and
e−
1
2i
∫ x
+∞ |u(y)|2dyvx(x) =− 1
pi
∫
R
r−(z)e2izxdz − 2i I2(r−)(x).
In each of these equations the first summand on the right hand side is controlled in H1∩L2,1 since
r± ∈H1∩L2,1. Moreover Proposition 4.4 yields directly w ∈ L2,1(R+) and vx ∈ L2,1(R+) and thus
finally by (4.18) u ∈ H1,1(R+). Proposition 4.4 also leads to
∂x
(
e−
1
2i
∫ x
+∞ |u(y)|2dyvx(x)
)
∈ L2x(R+).
By a straightforward calculation we conclude u ∈ H2(R+). The bound (4.15) is obtained from
application of (4.14). The proof of the Corollary is now complete.
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With regard to the Ba¨klund transformation which we intend to use in the following section in
order to include solitons we need the following Lemma in addition to (4.15). The only purpose in
the repeating of so many details of the inverse Scattering withour poles is to deduce this Lemma
which can not be found in [PS17].
Lemma 4.6. Let the assumptions of Corollary 4.5 be valid and fix z0 ∈C\R. Then for the solution
m(z;x) of Riemann–Hilbert problem 4.1 we have m(z0; ·)−1 ∈H1(R+)∩L2,1(R+) with the bound
‖m(z0; ·)−1‖H1(R+)∩L2,1(R+) ≤CM, (4.19)
where the constant CM depends on z0 and M but not on r±.
Proof. Fix z0 ∈ C\R. We use (4.11) to find
[m(z0;x)]12 =
1
2pii
∫
R
[m−(y;x)]11r+(y)e−2iyx
y− z0 dy=
1
2pii
∫
R
r˜+(z)e
−2izxdz + I1(r˜+)(x),
[m(z0;x)]21 =
1
2pii
∫
R
[m+(y;x)]22r−(y)e2iyx
y− z0 dy=
1
2pii
∫
R
r˜−(z)e2izxdz + I2(r˜−)(x),
(4.20)
where r˜−(z) := r−(z)/(z− z0) and r˜+(z) := r+(z)/(z− z0), respectively. Due to the fact that
‖r˜±‖H1∩L2,1 ≤ c‖r±‖H1∩L2,1 , where the constant c > 0 depends on z0 only, and using Proposition
4.4 we end up with (4.19) for the non diagonal entries m12 and m21. Using again (4.11) we obtain
[m(z0;x)]11 = 1+
1
2pii
∫
R
[m+(y;x)]12r−(y)e2iyx
y− z0 dy,
where we can insert [m+(y;x)]12 = P+([m−(z;x)]11r+(z)e−2izx)(y) from the integral equation
(4.8). Then we integrate by parts and obtain
[m(z0;x)]11 = 1− 1
2pii
∫
R
[m−(y;x)]11r+(y)e−2iyx P−(r˜−(z)e2izx)(y)dy, (4.21)
where we put again r˜−(z) := r−(z)/(z− z0). Furthermore we set
R+(y) := r+(y) P−(r˜−(z)e2izx)(y).
To prove R+ ∈ H1∩L2,1 we recall the continuity property ‖P±‖L2→L2 = 1. One consequence is
that ‖P−(r˜−(z)e2izx)(·)‖L2 ≤ c‖r−‖L2 . Additionally, we find
‖∂zP−(r˜−(z)e2izx)(z)‖L2z ≤ ‖P−(r˜′−(z)e2izx)(·)‖L2z +‖2ixP−(r˜−(z)e2izx)(·)‖L2z ,
where we can apply the bound (4.3) of Proposition 4.2 and again ‖P±‖L2→L2 = 1. Thus, we
are able to control P−(r˜−(z)e2izx)(·) in H1 uniformly for x > 0. Altogether, we have shown
‖R+‖H1∩L2,1 ≤ c‖r+‖H1∩L2,1‖r−‖H1 , which is needed because we want to apply Proposition 4.4.
Therefore we write (4.21) in the form
[m(z0;x)]11−1= 1
2pii
∫
R
R+(y)e
−2iyx dy+ I1(R+)(x).
Analogously, it can be carried out in a similar way, that for R−(y) := r−(y) P+(r˜+(z)e−2izx)(y),
[m(z0;x)]22−1= 1
2pii
∫
R
R−(y)e2iyx dy+ I2(R−)(x).
Combining Fourier theory and the bound (4.14) we have now accomplished the proof of (4.19)
also for the diagonal entries.
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Estimates on the negative half-line can be found by modifying the solutionm(z;x) of Riemann–
Hilbert problem 4.1 in the following way:
mδ (z;x) := m(z;x)
[
δ−1(z) 0
0 δ (z)
]
, (4.22)
where
δ (z) = exp
(
1
2pii
∫
R
log(1+ r+(y)r−(y))
y− z dy
)
. (4.23)
In Proposition 8 in [PS17] it is shown that log(1+r+r−)∈ L2(R) due to (2.29). Hence, the integral
in (4.23) is well-defined and δ solves the following RHP:
Riemann–Hilbert problem 4.7. Find a scalar valued function C ∋ z 7→ δ (z) which satisfies
(i) δ (z) is meromorphic in C\R.
(ii) δ (z) = 1+O
(
1
z
)
as |z| → ∞.
(iii) The non-tangential boundary values δ±(z) exist for z ∈ R and satisfy the jump relation
δ+(z) =
[
1+ r+(z)r−(z)
]
δ−(z). (4.24)
Using the symmetry δ (z) = δ
−1
(z) and the jump condition (4.24) it is an easy exercise to
verify, that the function mδ (z;x) defined in 4.22 is a solution to the following Riemann–Hilbert
problem :
Riemann–Hilbert problem 4.8. Find for each x ∈R a 2×2-matrix valued function C ∋ z 7→
mδ (z;x) which satisfies
(i) mδ (z;x) is meromorphic in C\R (with respect to the parameter z).
(ii) mδ (z;x) = 1+O
(
1
z
)
as |z| → ∞.
(iii) The non-tangential boundary values m±,δ (z;x) exist for z ∈ R and satisfy the jump rela-
tion
m+,δ = m−,δ (1+Rδ ), where Rδ (z;x) :=
[
0 e−2izxr+,δ (z)
e2izxr−,δ (z) r+,δ (z)r−,δ (z)
]
, (4.25)
and r±,δ (z) := δ+(z)δ−(z)r±(z).
The new jump matrix Rδ admits an factorization analogously to (4.10). For
R+,δ (z;x) :=
[
0 0
e2izxr−,δ (z) 0
]
, R−,δ (z;x) :=
[
0 e−2izxr+,δ (z)
0 0
]
, (4.26)
we find m+,δ −m−,δ = m−,δR+,δ +m+,δR−,δ for z ∈ R, such that analogously to (4.11),
mδ (z;x) = 1+
1
2pii
∫
R
m−,δ (y;x)R+,δ (y;x)+m+,δ (y;x)R−,δ (y;x)
y− z dy.
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The following exemplary calculation shows why Riemann–Hilbert problem 4.8 can be studied in
order to extend Lemma 4.6 and Corollary 4.5 to the negative half-line. We have for z0 ∈C\R
[mδ (z0;x)]12 =
1
2pii
∫
R
[m+,δ (y;x)]11r+,δ (y)e
−2iyx
y− z0 dy
=
1
2pii
∫
R
r˜+,δ (y)e
−2iyxdy+ I1,δ (r˜+,δ )
where r˜+,δ (z) := r+,δ (z)/(z− z0) and
I1,δ (r) :=
1
2pii
∫
R
[m+,δ (y;x)−1]11r(y)e−2iyxdy.
The functional I1,δ (r) satisfies the same estimates as in Proposition 4.4 with R+ replaced by R−
because the operators P+ and P− swap their places in comparison with the integral equation (4.8).
Lemma 4.9. Fix M > 0 and z0 ∈ C \R and let the assumptions of Lemma 4.3 be valid. If in
addition ‖r+‖H1∩L2,1+‖r−‖H1∩L2,1 ≤M, then for the solution mδ (z;x) of Riemann–Hilbert problem
4.7 we have mδ (z0; ·)−1 ∈ H1(R−)∩L2,1(R−) with the bound
‖mδ (z0; ·)−1‖H1(R−)∩L2,1(R−) ≤CM,
where the constant CM depends on z0 and M, but not on r±.
With respect to the potential u(x) the two Riemann–Hilbert problems 4.1 and 4.8 are equivalent
in the following sense:
lim
|z|→∞
z [m(z;x)]12 = lim|z|→∞
z [mδ (z;x)]12,
lim
|z|→∞
z [m(z;x)]21 = lim|z|→∞
z [mδ (z;x)]21.
(4.27)
This observation follows directly from the definition (4.22) and leads to the following extension
of Corollary 4.5.
Corollary 4.10. FixM> 0. Under the assumptions of Lemma 4.3 and if ‖r+‖H1∩L2,1+‖r−‖H1∩L2,1 ≤
M, the potential u reconstructed from the solution m of Riemann–Hilbert problem 4.1 by using
(2.33) and (2.34) lies in H2(R−)∩H1,1(R−) and satisfies the bound
‖u‖H2(R−)∩H1,1(R−) ≤CM (4.28)
where the constant CM does not depend on r±.
5 Adding a pole
In this section we want to prove the solvability of Riemann–Hilbert problem 2.3 if N = 1. An
auto-Ba¨cklund transformation will establish a connection between the cases N = 1 and N = 0. All
formulas were found in [DP11] and [CP14], where the Ba¨cklund transformation was used in the
context of the NLS equation.
Assume that a function u(1) ∈ H2∩H1,1 provides scattering data S (1) =
{
r
(1)
± ;z1;c1
}
. We recall
the corresponding Riemann–Hilbert problem (without time dependence):
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Riemann–Hilbert problem 5.1. Find for each x ∈R a 2×2-matrix valued function C ∋ z 7→
m(1)(z;x) which satisfies
(i) m(1)(z;x) is meromorphic in C\R (with respect to the parameter z).
(ii) m(1)(z;x) = 1+O
(
1
z
)
as |z| → ∞.
(iii) The non-tangential boundary values m
(1)
± (z;x) exist for z ∈ R and satisfy the jump rela-
tion
m
(1)
+ = m
(1)
− (1+R), where R(z;x) :=
[
r+(z)r−(z) e−2izxr+(z)
e2izxr−(z) 0
]
. (5.1)
(iv) m(1) has simple poles at z1 and z1 with
Res
z=z1
m(1)(z;x) = lim
z→z1
m(1)(z;x)
[
0 0
2iλ1c1e
2iz1x 0
]
,
Res
z=z1
m(1)(z;x) = lim
z→z1
m(1)(z;x)
[
0 −c1e
−2iz1x
2iλ1
0 0
]
.
(5.2)
By construction, the constraints (2.28) - (2.29) hold. Now we change these data by removing
the pole z1 and modifying the reflection coefficient in the following way:
r
(0)
± (z) := r
(1)
± (z)
z− z1
z− z1 . (5.3)
Obviously, r
(0)
± satisfy (2.28) – (2.29) and moreover, r
(1)
± ∈ H1 ∩ L2,1 implies r(0)± ∈ H1 ∩ L2,1.
Hence, all assumptions of Lemma 4.3 are satisfied and we get an unique solution m(0)(z;x) of
Riemann–Hilbert problem 4.1 with our new data S (0) :=
{
r
(0)
±
}
. This procedure defines a map
u(1)(x) 7→ u(0)(x), where u(0)(x) is defined to be the pure radiation potential which is associated to
m(0)(z;x) by the reconstruction formulas (2.33) and (2.33), respectively.
5.1 Ba¨cklund transformation for x> 0
What we will do in this subsection is to explore the map u(1) ↔ u(0) for x> 0. Therefore we intro-
duce the functions w( j), v( j) for j= 0,1, which are related to u( j) by (4.16) and (4.17), respectively.
Next we define the matrix
A(x) =
[
a11(x) a12(x)
a21(x) a22(x)
]
by (
a11(x)
a21(x)
)
:= m(0)(z1;x)
(
1
− 2iλ1c1e2iz1x
z1−z1
)
,
(
a12(x)
a22(x)
)
:= m(0)(z1;x)
(
c1e
−2iz1x
2iλ 1(z1−z1)
1
)
.
In order to define the Ba¨cklund transformation it is necessary to know that there is no x such that
the determinant of A(x) vanishes.
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Proposition 5.2. The matrix A is invertible for all x∈R. Moreover, if ‖r(1)+ ‖H1∩L2,1+‖r(1)− ‖H1∩L2,1 ≤
M, then
|det(A(x))|−1 ≤CM, for all x> 0, (5.4)
where the constant CM does not depend on x and r±.
Proof. Using the symmetry (2.38) we find(
a12(x)
a22(x)
)
=
[
w(0)(x) 1
−|w(0)(x)|2−4z1 −w(0)(x)
]
m(0)(z1;x)
[
0 −1
4z1
1 0
]( c1e−2iz1x
2iλ 1(z1−z1)
1
)
=
1
4z1
[
−w(0)(x) −1
|w(0)(x)|2+4z1 w(0)(x)
]
m(0)(z1;x)
(
1
2iλ 1c1e
−2iz1x
(z1−z1)
)
=
1
4z1
[
−w(0)(x) −1
|w(0)(x)|2+4z1 w(0)(x)
](
a11(x)
a21(x)
)
.
It follows directly that
det(A(x)) = |a11(x)|2+ 1
4z1
|w(0)(x)a11(x)+a21(x)|2.
The case det(A(x)) = 0 is impossible, since due to Im(z1) 6= 0 it would follow that a11(x) =
a21(x) = 0 and hence
(
1,− 2iλ1c1e2iz1x
z1−z1
)T
∈ ker[m(0)]. This contradicts det(m(0)(z;x)) ≡ 1 (see Re-
mark 2.6). Now we turn to the proof of (5.4). For sake of contradiction we assume that for any
d > 0 we can find x> 0 such that |det(A(x))|< d. Due to Im (z1) 6= 0 and w ∈ L∞ wa can assume
w.l.o.g. |a11(x)|< d and |a12(x)| < d. Using (2.37) we find
1 =
∣∣∣[m(0)(z1;x)]11[m(0)(z1;x)]22− [m(0)(z1;x)]12[m(0)(z1;x)]21∣∣∣
=
∣∣∣∣{a11(x)+ 2iλ1c1e2iz1xz1− z1 [m(0)(z1;x)]12
}
[m(0)(z1;x)]22
− [m(0)(z1;x)]12
{
a21(x)+
2iλ1c1e
2iz1x
z1− z1 [m
(0)(z1;x)]22
}∣∣∣∣
=
∣∣∣a11(x)[m(0)(z1;x)]22− [m(0)(z1;x)]12a21(x)∣∣∣
< d ·
{∣∣∣[m(0)(z1;x)]22∣∣∣+ ∣∣∣[m(0)(z1;x)]12∣∣∣}
≤ d ·C · ‖m(0)(z1; ·)−1‖H1(R+)∩L2,1(R+)
≤ d ·CM.
Here CM is the constant in Lemma 4.6 and it follows that d cannot be arbitrary small. In addition
we also proved the bound (5.4).
Lemma 5.3. For any scattering dataS (1) = {r(1)± ;z1;c1} such that r(1)± ∈ L2,1∩H1 satisfies (2.28)-
(2.29), Riemann–Hilbert problem 5.1 admits an unique solution m(1)(z;x). This solution can be
obtained from m(0)(z;x) by the following:
m(1)(z;x) = A(x)µ(z)A−1(x)m(0)(z;x)µ−1(z), (5.5)
where
µ(z) =
[
z− z1 0
0 z− z1
]
.
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Proof. Let us denote by m˜(z;x) the right hand side of (5.5) and set[
τ11(z) τ12(z)
τ21(z) τ22(z)
]
:= A−1(x)m(0)(z;x).
We find
Res
z=z1
m˜(z;x) = A(x)
[
0 0
(z1− z1)τ21(z1) 0
]
,
Res
z=z1
m˜(z;x) = A(x)
[
0 (z1− z1)τ12(z1)
0 0
]
,
(5.6)
and
lim
z→z1
m˜(z;x)
(
0 0
2iλ1c1e
2iz1x 0
)
= A(x)
[
0 0
2iλ1c1e
2iz1xτ22(z1) 0
]
,
lim
z→z1
m˜(z;x)
(
0 −c1
2iλ1
e−2iz1x
0 0
)
= A(x)
[
0 −c1
2iλ1
τ11(z1)
0 0
]
.
(5.7)
Using detm(0) ≡ 1 it is easy to obtain
τ21(z1) =
1
detA(x)
2iλ1c1e
2iz1x
z1− z1 , τ22(z1) =
1
detA(x)
,
and
τ11(z1) =
1
detA(x)
, τ12(z1) =
−1
detA(x)
c1e
−2iz1x
2iλ 1(z1− z1)
,
and thus it follows from (5.6) and (5.7) that m˜ satisfies (5.2). Now we proceed with the jump on
the real axis and check if point (iii) of Riemann–Hilbert problem 5.1 is satisfied. Using the jump
condition of m(0) (see (2.32)) and the definition (5.3) of r
(0)
± we find for z ∈ R
m˜+(z;x) = m˜−(z;x)µ(z)
(
1+ r
(0)
+ (z)r
(0)
− (z) e−2izxr
(0)
+ (z)
e2izxr
(0)
− (z) 1
)
µ−1(z)
= m˜−(z;x)
(
1+ r
(1)
+ (z)r
(1)
− (z) e−2izxr
(1)
+ (z)
e2izxr
(1)
− (z) 1
)
.
Next we observe
m˜(z;x) =
[
1+
A(x)µ(0)A−1(x)
z
]
m(0)(z;x)
[ z
z−z1 0
0 z
z−z1
]
. (5.8)
It follows that m˜ behaves for |z| →∞ as required in the point (ii) of Riemann–Hilbert problem 5.1.
Since also the point (i) of Riemann–Hilbert problem 5.1 is true, we conclude by the uniqueness
(see Remark 2.6) that m(1)(z;x) ≡ m˜(z;x).
The Ba¨cklund transformation formula (5.5) is an ideal expression to extend Corollary 4.5 and
Lemma 4.6 to the case where the scattering data are involving one pole z1.
Corollary 5.4. Under the assumptions of Lemma 5.3 the potential u(1)(x) reconstructed from the
solution m(1)(z;x) of Riemann–Hilbert problem 2.5 by using (2.33) and (2.34) lies in H2(R+)∩
H1,1(R+). Moreover, if ‖r(1)+ ‖H1∩L2,1 + ‖r(1)− ‖H1∩L2,1 + |c1| ≤ M for some fixed M > 0, then u(1)
satisfies the bound
‖u(1)‖H2(R+)∩H1,1(R+) ≤CM (5.9)
where the constant CM depends on M and z1 but not on r
(1)
± and |c1|.
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Proof. We use (5.8) and the expansion[ z
z−z1 0
0 z
z−z1
]
= 1− µ(0)
z
+O(z−2), as |z| → ∞
in order to find
lim
|z|→∞
z
[
m(1)(z;x)
]
12
= lim
|z|→∞
z
[
m(0)(z;x)
]
12
+
[
A(x)µ(0)A−1(x)
]
12
,
lim
|z|→∞
z
[
m(1)(z;x)
]
21
= lim
|z|→∞
z
[
m(0)(z;x)
]
21
+
[
A(x)µ(0)A−1(x)
]
21
.
Using the notation (4.16) and (4.17), we find by the reconstruction formulas (2.33) and (2.34)
w(1)(x) = w(0)(x)+B1(x), B1(x) :=−8iIm(z1)a11(x)a12(x)
det(A(x))
(5.10)
and
e−
1
2i
∫ x
+∞ |u(1)(y)|2dyv(1)x (x) = e−
1
2i
∫ x
+∞ |u(0)(y)|2dyv(0)x (x)+B2(x),
B2(x) :=
4Im (z1)a21(x)a22(x)
det(A(x))
. (5.11)
As it is easily to derive from the definition of A(x) and Lemma 4.6, we have (A(·)−1)∈ L2,1(R+)∩
H1(R+) (note that Im(z1) > 0 is necessary). In addition, (det(A(·))− 1) ∈ L2,1(R+)∩H1(R+).
These two facts and 5.4 yield B j(·) ∈ L2,1(R+)∩H1(R+) for j = 1,2. If we apply Corollary 4.5
to v(0) and w(0), we end up with w(1) ∈H1,1(R+) and
∂x
(
e−
1
2i
∫ x
+∞ |u(1)(y)|2dyv(1)x (x)
)
∈ L2x(R+),
which is sufficient to conclude u(1) ∈H2(R+)∩H1,1(R+).
Corollary 5.5. Let the assumptions of Lemma 5.3 be valid and fix z2 ∈ C \ (R∪{z1,z1}). Then
for the solution m(1)(z;x) of Riemann–Hilbert problem 2.5 we have m(1)(z2; ·)− 1 ∈ H1(R+)∩
L2,1(R+). Moreover, if ‖r(1)+ ‖H1∩L2,1 +‖r(1)− ‖H1∩L2,1 ≤M for some fixed M > 0, then we also have
the bound
‖m(1)(z2; ·)−1‖H1(R+)∩L2,1(R+) ≤CM, (5.12)
where the constant CM > 0 depends on M, z1, z2 and |c1| but not on r(1)± .
Proof. (5.5) can be written as
m(1)(z2;x) = m
(0)(z2;x)
−2iIm (z1)A(x)
[
0
a21(x)[m(z2;x)]11−a11(x)[m(z2;x)]21
(z2−z1)det(A(x))
a22(x)[m(z2;x)]12−a12(x)[m(z2;x)]22
(z2−z1)det(A(x)) 0
]
.
m(1)(z2; ·)− 1 ∈ H1(R+)∩ L2,1(R+) is now a direct consequence of m(0)(z2; ·)− 1 ∈ H1(R+)∩
L2,1(R+) (see Lemma 4.6), (A(·)−1)∈ L2,1(R+)∩H1(R+), (det(A(·))−1)∈ L2,1(R+)∩H1(R+)
and (5.4).
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5.2 Ba¨cklund transformation for x< 0
We consider the solution m(1)(z;x) of Riemann–Hilbert problem 5.1 provided by Lemma 5.3 and
define
m
(1)
δ (z;x) := m
(1)(z;x)
[
z−z1
z−z1 0
0 z−z1
z−z1
][
δ−1(z) 0
0 δ (z)
]
. (5.13)
The factor
(
z−z1
z−z1
)σ1
swaps the columns where the poles arise. The second factor δ−σ1 has influ-
ence on the structure of the jump matrix. It can be shown by elementary calculations that (5.13)
yields a solution of the following Riemann–Hilbert problem .
Riemann–Hilbert problem 5.6. Find for each x ∈R a 2×2-matrix valued function C ∋ z 7→
m
(1)
δ
(z;x) which satisfies
(i) m
(1)
δ (z;x) is meromorphic in C\R (with respect to the parameter z).
(ii) m
(1)
δ
(z;x) = 1+O
(
1
z
)
as |z| → ∞.
(iii) The non-tangential boundary values m
(1)
±,δ (z;x) exist for z ∈ R and satisfy the jump rela-
tion
m
(1)
+,δ = m
(1)
−,δ (1+R
(1)
δ
), where R
(1)
δ
(z;x) :=
[
0 e−2izxr(1)+,δ (z)
e2izxr
(1)
−,δ (z) r
(1)
+,δ (z)r
(1)
−,δ (z)
]
,
(5.14)
and r
(1)
±,δ (z) := r
(1)
± (z)δ+(z)δ−(z)
(
z−z1
z−z1
)2
.
(iv) m
(1)
δ has simple poles at z1 and z1 with
Res
z=z1
m
(1)
δ
(z;x) = lim
z→z1
m
(1)
δ
(z;x)
[
0
−e−2iz1x[2Im (z1)]2
δ−2(z1)2iλ1c1
0 0
]
,
Res
z=z1
m
(1)
δ
(z;x) = lim
z→z1
m
(1)
δ
(z;x)
[
0 0
2iλ1[2Im (z1)]
2e2iz1x
δ 2(z1)c1
0
]
.
Analogously to the previous subsection we set
r
(0)
±,δ (z) := r
(1)
±,δ (z)
z− z1
z− z1 = r
(1)
± (z)δ+(z)δ−(z)
z− z1
z− z1 ,
and define m
(0)
δ (z;x) to be the unique solution of Riemann–Hilbert problem 4.8 with data S
(0)
δ :={
r
(0)
±,δ
}
. We have r
(0)
±,δ ∈ L2,1∩H1 and hence, the statements of Lemma 4.9 and Corollary 4.10 are
available. Next we want to describe how the solutions m
(1)
δ
(z;x) and m
(0)
δ
(z;x) are connected by a
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Ba¨cklund transformation of the form (5.5). For this purpose we define(
a
(δ )
11 (x)
a
(δ )
21 (x)
)
:= m
(0)
δ
(z1;x)
(
1
2iλ1[2Im (z1)]
2e2iz1x
δ 2(z1)c1
)
,(
a
(δ )
12 (x)
a
(δ )
22 (x)
)
:= m
(0)
δ
(z1;x)
(
−e−2iz1x[2Im (z1)]2
δ−2(z1)2iλ1c1
1
)
,
and A(δ )(x) =
[
a
(δ )
11 (x) a
(δ )
12 (x)
a
(δ )
21 (x) a
(δ )
22 (x)
]
. It turns out that
m
(1)
δ
(z;x) = A(δ )(x)
[
z− z1 0
0 z− z1
][
A(δ )(x)
]−1
m
(0)
δ
(z;x)
[
1
z−z1 0
0 1
z−z1
]
. (5.15)
Due to Im (z1)> 0 we have e
−2iz1x ∈H1x (R−)∩L2,1x (R−). Additionally, (m(0)δ (z1; ·)−1)∈H1(R−)∩
L2,1(R−) and thus we find (A(δ )(·)−1) ∈ H1(R−)∩L2,1(R−). These observation bring us in the
position to extend the results of the previous subsection to the negative half-line.
Corollary 5.7. Let the assumptions of Lemma 5.3 be valid and fix z2 ∈ C \ (R∪{z1,z1}). Then
for the solution m
(1)
δ
(z;x) of Riemann–Hilbert problem 5.6 we have m
(1)
δ
(z2; ·)− 1 ∈ H1(R−)∩
L2,1(R−). Moreover, if ‖r(1)+ ‖H1∩L2,1 +‖r(1)− ‖H1∩L2,1 + |c1| ≤M for some fixed M > 0, then we also
have the bound
‖m(1)
δ
(z2; ·)−1‖H1(R−)∩L2,1(R−) ≤CM, (5.16)
where the constant CM > 0 depends on M, z1 and z2 but not on r
(1)
± and |c1|.
Corollary 5.8. Under the assumptions of Lemma 5.3 the potential u
(1)
δ
(x) reconstructed from the
solution m
(1)
δ (z;x) of Riemann–Hilbert problem 5.6 by using (2.33) and (2.34) lies in H
2(R−)∩
H1,1(R−). Moreover, if ‖r(1)+ ‖H1∩L2,1 +‖r(1)− ‖H1∩L2,1 + |c1| ≤M for some fixed M > 0, then we also
have the bound
‖u(1)
δ
‖H2(R−)∩H1,1(R−) ≤CM (5.17)
where the constant CM > 0 depends on M and z1, but not on r
(1)
± and |c1|.
We finish the section with the following observation which is obvious from the definition:
lim
|z|→∞
z [m(1)(z;x)]12 = lim|z|→∞
z [m
(1)
δ (z;x)]12,
lim
|z|→∞
z [m(1)(z;x)]21 = lim|z|→∞
z [m
(1)
δ (z;x)]21.
It follows that u
(1)
δ
= u(1). In conclusion the Corollaries 5.4 and 5.8 yield the existence of the
mapping
H1(R)∩L2,1(R) ∋ (r(1)− ,r(1)+ ) 7→ u(1) ∈ H2(R)∩H1,1(R). (5.18)
6 Proof of Theorem 1.1
Inductively we can add more and more poles to the Riemann–Hilbert problem 2.3. Using the
Ba¨cklund transformation for x > 0 and x < 0 as described in the previous section we are able to
show the following Lemma.
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Lemma 6.1. For any functions r± ∈H1(R)∩L2,1(R)which satisfy (2.28) - (2.29), for any pairwise
distinct poles λ1, ...,λN with Im(λ
2
k ) > 0 and for any nonzero constants c1, ...,cN , the Riemann–
Hilbert problem 2.3 is solvable. Moreover the function u which can be obtained from m by using
(2.33) and (2.34) lies in H2(R)∩H1,1(R). If, in addition, ‖r(1)+ ‖H1∩L2,1 +‖r(1)− ‖H1∩L2,1 + |c1|+ ...+
|cN | ≤M for some fixed M > 0, then we also have the bound
‖u‖H2(R)∩H1,1(R) ≤CM (6.1)
where the constant CM > 0 is depending on M and λk but not on r± and ck.
Now we argue analogously to [PS17] and assume that a local solution u(·, t) ∈ H2(R)∩
H1,1(R)∩G provided by the results in [TF80] and [HO92] blows up in a finite time. That is
lim
t↑Tmax
‖u(·, t)‖H2(R)∩H1,1(R) = ∞
for a maximal existence time Tmax > 0. By (6.1) we conclude
lim
t↑Tmax
[
‖r+(·, t)‖H1(R)∩L2,1(R)+‖r−(·, t)‖H1(R)∩L2,1(R)+
N
∑
k=1
|ck|
]
= ∞,
which contradicts the time evolution of the reflection coefficient and of the norming constants
given in Lemma 2.4. This argument yields the proof of Theorem 1.1.
References
[AF03] Mark J Ablowitz and Athanassios S. Fokas. Complex Variables: Introduction and
Applications. Cambridge Texts in Applied Mathematics. Cambridge University Press,
2003.
[APT04] Mark J Ablowitz, Barbara Prinari, and A. David Trubatch. Discrete and Continuous
Nonlinear Schro¨dinger Systems. Cambridge University Press, 2004.
[BC84] Richard Beals and Ronald R. Coifman. Scattering and inverse scattering for first order
systems. Communications on Pure and Applied Mathematics, 37(1):39–90, 1984.
[CO06] Mathieu Colin and Masahito Ohta. Stability of solitary waves for derivative nonlinear
schrdinger equation. Annales de l’Institut Henri Poincare (C) Non Linear Analysis,
23(5):753 – 764, 2006.
[CP14] Scipio Cuccagna and Dmitry E. Pelinovsky. The asymptotic stability of solitons in the
cubic NLS equation on the line. Applicable Analysis, 93(4):791–822, 2014.
[DP11] Percy Deift and Jungwoon Park. Long-time asymptotics for solutions of the NLS equa-
tion with a delta potential and even initial data. International Mathematics Research
Notices, 2011(24):5505–5624, 2011.
[FHI17] Noriyoshi Fukaya, Masayuki Hayashi, and Takahisa Inui. A sufficient condition for
global existence of solutions to a generalized derivative nonlinear Schro¨dinger equation.
Anal. PDE, 10(5):1149–1167, 2017.
[Hay93] Nakao Hayashi. The initial value problem for the derivative nonlinear Schro¨dinger
equation in the energy space. Nonlinear Analysis: Theory, Methods & Applications,
20(7):823 – 833, 1993.
25
[HO92] Nakao Hayashi and Tohru Ozawa. On the derivative nonlinear Schro¨dinger equation.
Physica D: Nonlinear Phenomena, 55(1-2):14–36, 1992.
[JLPS17] Robert Jenkins, Jiaqi Liu, Peter A. Perry, and Catherine Sulem. Global well-posedness
and soliton resolution for the derivative nonlinear Schro¨dinger equation. 2017. Preprint,
arXiv:1706.06252.
[KN78] David J. Kaup and Alan C. Newell. An exact solution for a derivative nonlinear
Schro¨dinger equation. Journal of Mathematical Physics, 19(4), 1978.
[LPS16] Jiaqi Liu, Peter A. Perry, and Catherine Sulem. Global existence for the derivative
nonlinear Schro¨dinger equation by the method of inverse scattering. Commun. Part.
Diff. Eqs, 41(11):1692–1760, 2016.
[LPS17] Jiaqi Liu, Peter A. Perry, and Catherine Sulem. Long-time behavior of solutions to
the derivative nonlinear schrdinger equation for soliton-free initial data. Annales de
l’Institut Henri Poincare (C) Non Linear Analysis, In Press, 2017.
[Mjø76] Einar Mjølhus. On the modulational instability of hydromagnetic waves parallel to the
magnetic field. Journal of Plasma Physics, 16(3):321–334, 12 1976.
[PS17] Dimitry Pelinovsky and Yusuke Shimabukuro. Existence of global solutions to the
derivative NLS equation with the inverse scattering transform method. International
Mathematics Research Notices, In Press, 2017.
[SSP17] Yusuke Shimabukuro, Aaron Saalmann, and Dimitry Pelinovsky. The derivative NLS
equation: global existence with solitons. 2017. arXiv:1703.05277.
[TF80] Masayoshi Tsutsumi and Isamu Fukuda. On solutions of the derivative nonlin-
ear Schro¨dinger equation. Existence and uniqueness theorem. Funkcialaj Ekvacioj,
23(3):259–277, 1980.
[TF81] Masayoshi Tsutsumi and Isamu Fukuda. On solutions of the derivative nonlinear
Schro¨dinger equation II. Funkcialaj Ekvacioj, 25:85–94, 1981.
[Wu13] Yifei Wu. Global well-posedness for the nonlinear Schro¨dinger equation with derivative
in energy space. Anal. PDE, 6:1989–2002, 2013.
[Wu15] Yifei Wu. Global well-posedness for the derivative nonlinear Schro¨dinger equation.
Anal. PDE, 8:1101–1112, 2015.
26
