We study the following problem: Given a tree G and a finite set of trees H, find a subset O of the edges of G such that G − O does not contain a subtree isomorphic to a tree from H, and O has minimum cardinality. We give sharp boundaries on the tractability of this problem: The problem is polynomial when all the trees in H have diameter at most 5, while it is NP-hard when all the trees in H have diameter at most 6. We also show that the problem is polynomial when every tree in H has at most one vertex with degree more than 2, while it is NP-hard when the trees in H can have two such vertices.
Introduction
Many graph problems can be formulated as a maximum subgraph problem with respect to some graph property P : Given a graph G, find a subgraph of G that satisfies P and has maximum number of edges. Such problem can also be formulated as a deletion problem: Given a graph G, find a subset O of the edges of G such that G − O satisfies P and O has minimum cardinality among all such sets.
A graph property P is hereditary if for every graph satisfying P , all its vertexinduced subgraphs also satisfy P . Any hereditary graph property P can be characterized by the obstruction set H P of all minimal graphs that do not satisfy P : A graph satisfies P if and only if it does not contain any graph from H P as an induced subgraph.
Many maximum subgraph problems are NP-hard (for example, Maximum Clique and Longest Path). However, when restricting the input graph, some problems become polynomial. In particular, it has been shown that for every hereditary property P with a finite obstruction set, the corresponding maximum subgraph problem can be solved in linear time on series-parallel graphs [16] . This result has been extended to the family of graphs with bounded treewidth and to a larger family of properties [1, 2, 4-6, 9, 13] .
A major problem with the above algorithms is that the constants hidden in the time complexity can be extremely large for some graph properties. In order to evaluate the effect of the property P on the time complexity, we shall consider the property P as part of the input. We will deal with hereditary properties, so define the edges deletion problem as follows: Given a graph G and an obstruction set H, find an edge set O with minimum size such that G − O does not contain an induced subgraph isomorphic to any graph H from H. The edges deletion problem is NP-hard. We will be interested in special cases of the problem that can be solved in polynomial time in the input size. We note that the approach of making P part of the input resembles the research on fixed parameter tractability (cf. [7] ).
In this work we concentrate on the edge deletion problem when all the input graphs are trees. We call this problem the tree-edges deletion problem (TEDP). Using the approach of Takamizawa et al. [16] , the tree-edges deletion problem can be solved in 2
2 O(k) n time, where n is the number of vertices in the graph G and k is the total number of vertices in the graphs in H. Shamir and Tsur [14] gave a 2 O(k 2 / log k) n-time algorithm for TEDP. In this paper we give sharp boundaries on the tractability of TEDP. Let l-TEDP denote the tree-edges deletion problem restricted to instances in which all the trees in H have diameter at most l. We show that 5-TEDP can be solved in polynomial time while 6-TEDP is NP-hard. Furthermore, let TEDP l denote the tree-edges deletion problem restricted to instances in which each tree in H has at most l vertices with degree more than two. We show that TEDP 1 can be solved in polynomial time, while TEDP 2 is NP-hard.
When dealing with approximation, one can consider the maximization version of TEDP, in which the objective function is the number of edges remaining in G − O. This problem is called the maximum subforest problem (MSP). MSP and TEDP are equivalent when seeking an optimal solution. However, their approximability is different: While MSP has a polynomial-time approximation scheme [14] , we show that TEDP is hard to approximate within factor c log k for some constant c. This result holds also for 6-TEDP and TEDP 2 .
Our approach for solving 5-TEDP and TEDP 1 is based on the approach used in previous work: A dynamic programming algorithm computes partial solutions for subtrees of the input graph G. A key ingredient of the algorithm is the definition of an equivalence relation according to the obstruction set H. For each subtree G ′ of G processed by the algorithm, the algorithm finds partial solutions of G ′ from each equivalence class. Consequently, the time complexity of the algorithm depends on the number of equivalence classes. In our approach, we define a quasiorder instead of an equivalence class, and the time complexity of our algorithm depends on the "width" of the quasiorder. While the equivalence relation approach yields an exponential time algorithm to 5-TEDP (as the equivalent relation has exponential number of equivalence classes), our approach gives a polynomial time algorithm.
We note that we do not have a direct application for the tree-edges deletion problem. However, a special case of TEDP can be used as a heuristic for solving the problem of finding the maximum interval subgraph of a bipartite graph, which has an application in computational biology [17, 18] . This special case of TEDP is when H is fixed and consists of the minimum tree which is not an interval graph (this tree consists of a center vertex from which three paths of length 2 start). Our techniques can be used to obtain a linear time algorithm for this special case of TEDP, which is more efficient than previous linear time algorithms for the problem.
Finally, note that the edge deletion problem is a generalization of the subgraph isomorphism problem: Given two graphs G and H, decide whether there is a subgraph of G that is isomorphic to H. The subgraph isomorphism problem is clearly NP-hard. It remains NP-hard even if G is a tree and H is a forest, or if G is a general graph and H is a tree [8] . The subgraph isomorphism problem is solvable in polynomial time if G and H are trees [11] , or if G and H have treewidth at most p for some fixed p and H is p-connected [10] .
The rest of the paper is organized as follows: Section 2 contains definitions. In Section 3 we give a general framework for algorithms for TEDP. In Section 4 we define a simple problem, called the set deletion problem, and give an algorithm that solves this problem. We use this algorithm in Section 5 in order to give polynomial time algorithms to 5-TEDP and TEDP 1 . We show hardness results for 6-TEDP and TEDP 2 (and other restrictions of TEDP) in Section 6. Finally, Section 7 contains concluding remarks and open problems.
Preliminaries
For a graph G, E(G) denotes the set of edges of G, and e(G) = |E(G)|. For a graph G and a set of edges S ⊆ E(G), G − S is the graph obtained from G by deleting the edges from S. For a set of vertices S, G − S is the graph obtained from G by deleting the vertices in S and the edges that are incident with these vertices.
A rooted tree (forest) is a triplet G = (V, E, r), where (V, E) is a tree (forest), and r is some vertex in V which is called the root. We write G r to denote the rooted tree G with root r. Also, for an unrooted tree G, we denote by G r the rooted tree formed by choosing the vertex r to be its root. We denote by G r v the rooted subtree of G r whose vertices are all the descendants of v, and its root is v. For a rooted forest G and a vertex v in G, we use c G (v) to denote the number of children of v in G, and c G to denote the number of children of the root of G.
Let K 1,l be a tree that is composed by taking l vertices and a distinguished vertex called the center, and connecting the center to all other vertices. We also use K 1,l to denote any rooted tree that is isomorphic to the tree K 1,l defined above (this will be true also for the following definitions). A tree K 1,l will be called a star of size l + 1. We denote byK 1,l the rooted tree obtained by taking K 1,l and selecting its center to be the root. We denote byP l the rooted tree formed by taking a path with l vertices and choosing one of the two path endpoints as the root.
We say that two rooted forests G r and H s are isomorphic if there is an isomorphism between G and H which maps r to s. We write H s ⊆ R G r if there is a rooted subforest J r of G r which is isomorphic to H s (note that the subtree J r must have the same root as G r ). For a tree (rooted or unrooted) G and an unrooted tree H, we write H ⊆ G if H is isomorphic to a subtree of G. For a tree G and a set of trees H we write H ⊆ ∃ G if H ⊆ G for some H ∈ H. Note that the relations ⊆ and ⊆ R are transitive.
An l-ary rooted forest operator is a mapping f which acts on l rooted forests and yields a rooted forest. Given G 1 , . . . , G l , the forest f (G 1 , . . . , G l ) is built by taking the forests G 1 , . . . , G l , and then performing some of the following operations:
1. Merging the roots of some of the input forests.
Adding new vertices.
3. Adding new edges, where each endpoint of a new edge is either the root of an input forest or a new vertex.
Finally, the root of f (G 1 , . . . , G l ) is either the root of some input forest or a new vertex. We now give an example for definition of rooted forest operator. For every string s = s 1 · · · s l over the alphabet {0, 1}, define the operator ⊕ s as follows: Given l rooted forests
is the rooted forest obtained by taking G 1 , . . . , G l , adding a new vertex v, connecting the root of G i to v for every i such that s i = 1, and making v the root. See Figure 1 for an example.
For an operator f , let a(f ) denote the number of forests on which f operates. An operator f is a suboperator of an operator f ′ if a(f ) = a(f ′ ) and for every
For an operator f , sub(f ) is the set of all suboperators of f . A set of operators Φ is called closed if sub(f ) ⊆ Φ for every f ∈ Φ. A set of operators Φ is called complete if every rooted Figure 1 : Example for the definition of ⊕ s .
Figure 2: A rooted forest (left) and its composition tree (right). For each internal vertex of the composition tree, the forest associated with the vertex is shown besides the vertex.
forest can be built from the single-vertex rooted tree by a series of applications of the operators in Φ. The set {⊕ s : s ∈ {0, 1} * } is closed and complete. Let Φ be a closed and complete set of rooted forest operators. A composition tree w.r.t. Φ of a rooted forest G is a rooted tree H, where each internal vertex v of H is labeled by an operator f ∈ Φ such that a(f ) is equal to the number of children of v. Each vertex in the tree is associated with a rooted forest: A leaf is associated with the forestP 1 and an internal vertex is associated with the rooted forest formed by applying the vertex' operator on the forests associated with the children of the vertex. The forest associated with the root of the composition tree is isomorphic to G. An example of a composition tree is shown in Figure 2 .
If G r and H s are two rooted forests, then we define G r +H s to be the unrooted forest formed by taking G r and H s and joining their roots by an edge. Let G be a tree and P be a graph property. We define the characteristic function P (G) to have value 1 if G has property P , and 0 otherwise. A set of edges S such that P (G − S) = 1 is called a deletion set of (G, P ) (or a deletion set of G if P is clear from the context). S is called an optimal deletion set of (G, P ) if it is a deletion set of minimum size.
A framework for solving TEDP
In this section we describe a general method for solving tree-edges deletion problems based on decomposition. We will use this method in Section 5 to give polynomial-time algorithms to several restrictions of TEDP. The general idea behind our framework is similar to the one used by Bern el al. [3] and others (e.g., [2, 5] ), although some aspects are different, as will be explained later.
We now describe the basic idea of our algorithm. For convenience we describe an algorithm for solving the maximum subforest problem. Suppose that we have a fixed property P . Let G be the input tree to the maximum subforest problem, and consider some composition tree of G. Let G ′ be a rooted tree that corresponds to some vertex in the composition tree. We want to create a set of candidate subforests of G ′ , such that the optimal solution for G will contain one of these candidates as an induced subgraph. In other words, we want to find all "pieces" within G ′ that may take place in an optimal solution. To do this, we need a way to choose the set. The key to the efficiency of the approach is eliminating as many candidate subforests ("pieces") as possible. The candidate elimination is done by performing pairwise comparisons between candidates and removing candidates according to the results of the comparisons. As an example, consider the tree G ′ in Figure 3 , and the property P of not containing a path of length 5. Suppose that we start with a set C containing all the subforests of G ′ . Clearly, C has the property that there is an optimal solution for the maximum subforest problem on G and P that contains one of the forests of C as an induced subgraph. Now, consider the two subforests G ′ − {a} and G ′ − {b}. If there is an optimal solution G * to the maximum subforest problem such that the subforest of G * induced by the vertices of G ′ is G ′ − {b}, then G * 2 = G * ∪ {b} − {a} is also an optimal solution. Note that the subforest of G * 2 induced by the vertices of G ′ is G ′ − {a}. Hence, if we remove G − {b} from the set C, we still have the property that there is an optimal solution for G that contains one of the forests of C as an induced subgraph. We can therefore say that G − {b} is "no better than" G − {b}. We can continue this process and compare all pairs of candidates. If one candidate is no better than the other, we can remove the former candidate from the set. Note that it is possible to have two candidates such that each one is no better than the other. In this case one candidate is removed arbitrarily.
We now formalize the idea above: We will use quasiorders (recall that a quasiorder is a reflexive and transitive binary relation) to compare candidates for a set. Note that in the discussion above, "no better than" is a quasiorder. We shall define the properties that the quasiorder should have in order to correctly compare candidates. Let ≤ be some quasiorder on rooted forests. We say that 
≤ is preserved by Φ if for every f ∈ Φ, and every
We say that ≤ preserves P with size if ≤ preserves P , and additionally, G ≤ G ′ and P (G) = 1 implies that e(G) ≤ e(G ′ ). A (P, Φ)-order is a quasiorder that preserves P with size, and is preserved by Φ.
For example, let Φ = {⊕ s : s ∈ {0, 1} * } and let P be the property of not containing a path of length 4. For a rooted forest G, let h(G) denote the height of the forest G, namely, the length of a longest path that starts at the root of G. We define a quasiorder
It is easy to verify that ≤ 1 is preserved by Φ. Moreover, ≤ 1 does not preserve P , sinceP 2 ≤ 1 ⊕ 0 (P 5 ), but P (P 2 ) > P (⊕ 0 (P 6 )). The quasiorder ≤ 2 defined by
is a (P, Φ)-order. Let ≤ be a quasiorder. For a rooted tree G, a set C of subforests of G is called a full forests set of G (w.r.t. ≤) if for every subforest G 1 of G there is some G 2 ∈ C such that G 1 ≤ G 2 . A full forests set C that does not contain two comparable forests is called a complete forests set. See Figure 3 for an example. A set C of sets of edges of a rooted tree G is called a complete (full) set of G if {G − O : O ∈ C} is a complete (full) forests set of G.
Suppose that ≤ is a (P, Φ)-order and we have a procedure to compute ≤. The maximum subforest problem with respect to P can be solved by algorithm MaxSubforest that is given in Figure 4 . Building a complete forests set C(G Let G ′ be the tree that corresponds to v. 6
Build a full forests set
Build a complete forests set
if it has property P , and output a forest from C(G r ) that has property P and has maximum number of edges. Figure 4 : Algorithm MaxSubforest(G).
, and then, for every pair of forests
is to take all the subforests of G ′ . Clearly, this approach is inefficient. A more efficient way to build C f (G ′ ) is given in the following lemma.
is a full forests set of G ′ .
Proof. We need to show that for every subforest H of G ′ , there is a subforest
The correctness of algorithm MaxSubforest follows from the definition of a complete forests sets: Let H * be an optimal solution for the maximum subforest problem on the input G and P . From the fact that C(G r ) is a complete forests set of G r , it follows that there is a subforest H ∈ C(G r ) such that H * ≤ H, and since ≤ preserves P with size, it follows that H is an optimal solution. The algorithm returns a forest H ′ from C(G r ) that has property P and has maximum number of edges, and in particular, e(H) ≤ e(H ′ ). Therefore, H ′ is an optimal solution.
Let |≤| denote the size of the largest complete forests set of some rooted tree w.r.t. ≤. Clearly, the time complexity of algorithm MaxSubforest depends on |≤|. Naturally, given P and Φ, our goal will be to a (P, Φ)-order ≤ such that |≤| is as small as possible. Note that if we build complete sets using the approach of Lemma 3.1, the time complexity for building one complete set is Ω(|≤| d ), where d is the maximum degree of the composition tree. In Section 5 we will use special properties of 5-TEDP in order to give a different way for building complete sets, whose time complexity does not have exponential dependency on d.
The difference between the approach we described in this section and the approach of Bern el al. [3] , is that in the latter, an equivalence relation is used instead of a quasiorder, and the time complexity depends on the number of equivalence classes of the relation. For some properties, the number of equivalence classes in the appropriate equivalence relation is large, while the value of |≤| for the appropriate quasiorder is small.
For the rest of this section assume that P is hereditary and that all the graphs in the obstruction set of P are trees. We use the operators set Φ = {⊕ s : s ∈ {0, 1} * }. Our goal is to define a (P, Φ)-order ≤ ′ P . This (P, Φ)-order will be used in our algorithms in Section 5. We will first define a quasiorder ≤ P and show that ≤ P is preserved by Φ. Then, we will use ≤ P to define a quasiorder ≤ ′ P , and we will show that ≤ ′ P is a (P, Φ)-order. Define the quasiorder ≤ P by
To simplify the notation, we define G ∅ to be a special rooted tree such that G + G ∅ = G for every rooted forest G (note that for a "true" rooted tree H, G + H = G). We can now write the definition of ≤ P as follows:
Clearly, ≤ P preserves P . The following lemma shows another property of ≤ P which we need in order to build the (P, Φ)-order ≤ ′ P .
Lemma 3.2. ≤ P is strongly preserved by Φ.
Proof. Let s ∈ {0, 1} * be a string of length l, and let
We now consider the case when the first letter of s is 0. If P (G 1 ) = 0, from the fact that P is hereditary we obtain that P (⊕ s (G 1 , . . . , G l ) + J) = 0, so
Suppose now that P (G 1 ) = 1. As ≤ P preserves P , we have that P (G
where t is the suffix of length l − 1 of s.
For all the cases above we have shown that
Repeating the same argument gives that
The operators set Φ has the following property: For a rooted G ′ that corresponds to some vertex in a composition tree of a tree G, the root of G ′ has at most one neighbor in G which is not in G ′ . Consider the example in Figure 3 . Let e be the edge between the root of G ′ and its parent in G. By the above property, we have that if there is an optimal solution G * such that the subforest of G * induced by the vertices of G ′ is G ′ − {a, b}, then G * ∪ {a} − {e} is also an optimal solution. Hence, only G ′ − {a} will be a candidate in this case. We use this fact to define the (P, Φ)-order. For two rooted forests G and G ′ ,
We consider three cases:
In the following two cases we assume that G ≤
From the fact that ≤ P preserves P and since P (G) = 1, we have that
We now consider the case when
It is easy to verify that
. . , l, and let ⊕ s be some operator from Φ with |s| = l. We need to show that there is a string s ′ of length l such that ⊕ s ′ is a suboperator of ⊕ s (i.e., for every i ≤ l, the i-th letter of s ′ is less than or equal to the i-th letter of s) and
. Let a denote the first letter of s, and let t denote the suffix of s of length l − 1.
Let
We will show that G ≤ P G 0 . Let J be some rooted tree J such that P (G 0 + J) = 0. G 0 + J contains a subforest isomorphic to a tree from the obstruction set of P , and this subforest is contained in one of the connected components of
To implement algorithm MaxSubforest we need an efficient way to decide for two rooted forests G 1 and G 2 , whether
we need to decide whether G 1 ≤ P G 2 . The definition of ≤ P requires computing P (G 1 + J) and P (G 2 + J) for an infinite number of rooted trees J. However, we will show that it suffices to consider a finite number (that depends on P ) of rooted trees, and therefore computing whether G 1 ≤ ′ P G 2 can be done efficiently. Let H P be the obstruction set of the property P . Let F P,0 be a set that contains for every H ∈ H P and every edge e in H which is not incident of a leaf, the two rooted trees obtained by removing e from H and choosing the two endpoints of e as the roots. Let F P be a set that contains of all distinct (i.e., non-isomorphic) rooted trees in F P,0 . Additionally, F P containsK 1,0 (a rooted tree with one vertex) and the rooted tree G ∅ , which we will also denote byK 1,−1 .
The following lemma allows us to compute whether G 1 ≤ P G 2 efficiently.
Lemma 3.4. For two rooted forests G 1 and
Proof. The lemma follows from the fact that for a rooted tree J / ∈ F P , P (G + J) = 1 if and only if J ′ ⊆ R J for some J ′ ∈ F P . Therefore, the values P (G 1 + J) and P (G 2 + J) can be ignored when checking whether G 1 ≤ P G 2 .
Formally, suppose that P (G 1 + J) ≤ P (G 2 + J) for every J ∈ F P . We need to show that for every rooted tree J, P (G 1 + J) ≤ P (G 2 + J). In other words, we need to show that H P ⊆ ∃ G 2 + J implies H P ⊆ ∃ G 1 + J for every rooted tree J. Let J be some rooted tree for which H P ⊆ ∃ G 2 + J. There is a subgraph H of G 2 + J which is isomorphic to a tree from H P . Let J H be the rooted subtree of J which is induced by the vertices of H (if H does not contain vertices from J then J H = G ∅ ). We have that H ⊆ G 2 + J H and therefore H P ⊆ ∃ G 2 + J H . If the root of G 2 is the only vertex from H in G 2 then J H +P 1 is isomorphic to a tree in H P , and we obtain that
The second direction of the lemma follows directly from the definition of ≤ P .
We finish this section by showing a property of the quasiorder ≤ ′ P . This property will be used later in Section 5.
Lemma 3.5. Let C be a complete forests set of a rooted tree G w.r.t. ≤ ′ P . Then, every G ′ ∈ C is a maximum subforest of G with property P .
Proof. Let G * be a maximum subforest of G with property P . We first show that every G ′ in C has property P . Suppose conversely that
In both cases we obtain a contradiction the fact that C is a complete set. Therefore, every G ′ in C has property P .
All the forests in C have the same size, otherwise, if
From the fact that ≤ ′ P preserves P with size it follows that e(G ′ ) = e(G * ). Therefore, every forest in C is a maximum subforest of G with property P .
The set deletion problem
In this section we define a problem on weighted sets which will be used in Section 5 in the algorithms for 5-TEDP and TEDP 1 . A weighted set is a set S of elements with a weight function w : S → N. We will use {a 1 , . . . , a n } to denote a weighted set with n elements, where the weights of the element are a 1 , . . . , a n . A mapping f : P → S between two weighted set is called a weight increasing mapping if f is injective and w(f (p)) ≥ w(p) for every p ∈ P . For two weighted sets P and S, we say that S is larger than P , denoted P S, if there is a weight increasing mapping from P to S. For example, {2, 3, 4} {3, 3, 3, 5, 5}. Clearly, the relation is a partial order. If P is a set of sets, then we write P S if P S for some P ∈ P.
Let S be a weighted set, and P be a set of weighted sets. Let f and g be two mappings that map the elements of S to subsets of P. An element x ∈ S is called a bad element of (S, f, g) if either f (x) S or g(x) S − {x}. A set O ⊆ S is called a deletion set of (S, f, g) if there are no bad elements of (S − O, f, g). Let OPT(S, f, g) denote the minimum size of a deletion set of (S, f, g).
As an example of the definitions above, let S = {a 1 , . . . , a 6 } be a weighted set, where the weights of a 1 , . . . , a 6 are 8, 7, 6, 5, 4, 3, respectively. Let P = {{4, 4}, {4, 4, 4}}, f (x) = {{4, 4, 4}} for all x ∈ S, g(a 5 ) = {{4, 4}}, and g(x) = ∅ for all x = a 5 . In this example, OPT(S, f, g) = 3 as {a 1 , a 2 , a 5 } is a deletion set of (S, f, g), and there are no deletion sets of size less than 3.
A deletion set O of (S, f, g) is called a maximum deletion set of
We will later show that for every l ≥ OPT(S, f, g), a maximum deletion set of (S, f, g) of size l exists. For a weighted set P , define [P ] l be the set obtained from P by deleting an element in P with the maximum weight among the elements with weight less than or equal to l, if there are such elements. For a set of weighted sets P, let [P] l = {[P ] l : P ∈ P} and for a mapping f between a weighted set S to sets of weighted sets, [f ] l is the mapping defined by
We now prove that for every l ≥ OPT(S, f, g), there is a maximum deletion set of (S, f, g) of size l. Our proof is constructive, and moreover, it gives a polynomial time algorithm for finding maximum deletion sets. This also implies that α(S, f, g) can be computed in polynomial time.
We need the following property of the relation .
Proof. We first claim that there is a weight increasing mapping f : T → T ′ such that f (x) = x for every x ∈ T ∩ T ′ . To probe this claim, let g : T → T ′ be some weight increasing mapping. Let x 1 be some element of T − T ′ , and define a sequence x 1 , x 2 , . . . where x i = g(x i−1 ) for i > 1, and the sequence is terminated at an element x k for which x k / ∈ T . Since x 1 / ∈ T ′ , we have that x i = x 1 for every i. Moreover, from the fact g is injective, we obtain that the elements x 1 , x 2 , . . . are distinct, and therefore the sequence terminates. We now define a mapping f : T → T ′ as follows: For x 1 ∈ T − T ′ , let x 1 , . . . , x k be the sequence as defined above, and define f (
It is easy to verify that f is weight increasing function. Now, define f ′ : S −T ′ → S −T as follows: f ′ (x) = x for every x ∈ S −(T ∪T ′ ), and f ′ (x) = f (x) for every x ∈ T − T ′ . It is easy to verify that f ′ is weight increasing function and therefore S − T S − T ′ .
Let s 1 , . . . , s n be the elements of S, where w(s 1 ) ≥ w(s 2 ) ≥ · · · ≥ w(s n ). Consider a simple case when the constraints of f and g are the same for all the elements of S, i.e. f (s 1 ) = f (s 2 ) = · · · = f (s n ) and g(s 1 ) = g(s 2 ) = · · · = g(s n ). In this case, Lemma 4.1 indicates that for every l ≥ OPT(S, f, g), the set {s 1 , . . . , s l } (namely, the l heaviest elements of S) is a maximum deletion set of (S, f, g) of size l. The case of general f and g is not so simple. Consider the example given above, namely S = {a 1 , . . . , a 6 } where the weights of the elements of S are 8, 7, 6, 5, 4, 3, P = {{4, 4}, {4, 4, 4}}, f (x) = {{4, 4, 4}} for all x ∈ S, g(a 5 ) = {{4, 4}}, and g(x) = ∅ for all x = a 5 . We have OPT(S, f, g) = 3, but the set {a 1 , a 2 , a 3 } containing the 3 heaviest elements of S is not a deletion set of (S, f, g).
Even though the set of l heaviest elements may not be a deletion set, it is still desirable to take heaviest elements of S into a deletion set O since these elements will make S −O small w.r.t. the relation and thus S −O will be larger than only few of the sets in P. Moreover, the heaviest elements will make O larger than other deletion sets of the same size as O. Thus, to build a maximum deletion set of (S, f, g) of size l, we take the k heaviest elements of S for some k ≤ l. To these elements, we add l − k elements of S that are needed to make the set a deletion set. As we do not know the value of k, we will try all possible values.
We now formally define the sets that we build. For every i ≤ n, let A i be the set of n − i heaviest elements of S (that is, A i = {s 1 , . . . , s n−i }). Define B 0 = ∅ and
The definition of B i implies that the sets O 0 , . . . , O n are deletion sets of (S, f, g). We will show that for every l ≥ OPT(S, f, g), one of the sets O 0 , . . . , O n is a maximum deletion set of (S, f, g) of size l. To prove this, we need the following lemma. Proof. We prove the lemma using induction on i. The base of the induction is satisfied since O 0 = S and B 0 = ∅. We now prove the lemma for some i > 0. By the induction hypothesis, we have that 
We now prove that B i ⊆ O. Suppose conversely that B i − O = ∅ and let x ∈ B i − O. From the induction hypothesis, B i−1 ⊆ O, so x ∈ B i − B i−1 , namely x is a bad element of (S − (A i ∪ B i−1 ), f, g). It follows from Lemma 4.1 that x is a bad element of (S − O, f, g), contradicting the fact that O is a deletion set.
We now prove the main result of this section. Theorem 4.3. For every l ≥ OPT(S, f, g), one of the sets O 0 , . . . , O n is a maximum deletion set of size l of (S, f, g).
Proof. Fix some l ≥ OPT(S, f, g). We first claim that there is a set among O 0 , . . . , O n of size at most l. Assume conversely that |O 0 |, . . . , |O n | > l, and let O be a deletion set of size l. As A n = ∅, we have O n = B n . By Lemma 4.2 we obtain that B n ⊆ O, hence |O| ≥ |O n | > l, a contradiction. Thus, there is a set among O 0 , . . . , O n of size at most l, and let O i be the first such set.
For every deletion set O of size l, using Lemma 4.2 we get that O O i , and therefore l = |O| ≤ |O i |. It follows that O i is a maximum deletion set of size l.
From Theorem 4.3 we conclude that finding maximum deletion sets can be done in polynomial time. Computing α(S, f, g) can also be done in polynomial time.
Algorithms for 5-TEDP and TEDP 1
In this section we give polynomial time algorithms for 5-TEDP and TEDP 1 . We first give an algorithm for 5-TEDP. We will use algorithm MaxSubforest and the relation ≤ ′ P from Section 3. Before describing the algorithm for 5-TEDP, we give some intuition for the fact that 5-TEDP can be solved in polynomial time, while 6-TEDP is NP-hard. For clarity, some of the statements in the following discussion will not be accurate. A rigorous analysis of 5-TEDP will be given later in this section. Recall that the time complexity of algorithm MaxSubforest depends on the size of the largest complete forests set of some rooted tree w.r.t. ≤ ′ P , which is denoted by |≤ ′ P | . In particular, in order to have a polynomial time algorithm for some variant of TEDP, it is necessary for |≤ ′ P | to be polynomial in the number of vertices in the obstruction set H.
Consider first the simple case when H contains only trees of diameter 4. By Lemma 3.5, we can bound |≤ ′ P | by giving a bound on the maximum number of rooted forests G 1 , . . . , G l such that each G i is maximum subforest of a common rooted tree G r that satisfies P , and each two forests G i and G j are incomparable by the quasiorder ≤ P . By Lemma 3.4, we need to consider the values of P (G i +H) for all i ≤ l and H ∈ F P . We introduce a new definition to simplify the following discussion: For a rooted forestĜ, let
Clearly,Ĝ 1 ≤ PĜ2 if and only if h(Ĝ 1 ) ⊇ h(Ĝ 2 ). Therefore, the sets h(G 1 ), . . . , h(G l ) are pairwise incomparable by the ⊆ relation.
Using Lemma 3.1 and Lemma 3.5, we can assume that c G 1 = c G 2 = · · · = c G l . We now use the fact that for a tree of diameter 4, removing an edge that is not incident with a leaf (and making its endpoint the roots of the two resulting trees) creates two rooted trees, where at least one of the trees is a star. Consequently, we split the set F P into two sets F stars and F non-stars , where F stars is the set of all rooted stars in F P , and F non-stars contains the rest of the trees of F P . For every H ∈ F non-stars , the value of P (Ĝ + H) depends only on cĜ. Therefore,
. Now, consider some rooted star H ∈ F stars . If P (Ĝ + H) = 1, then P (Ĝ + H ′ ) = 1 for every star H ′ ∈ F stars with more vertices than H. Therefore, for two rooted forestsĜ 1 andĜ 2 , one of the sets h(Ĝ 1 ) ∩ F stars and h(Ĝ 2 ) ∩ F stars contains the other set. It follows that l = 1 (otherwise, every two forests from G 1 , . . . , G l are comparable in the quasiorder ≤ P , a contradiction).
The analysis becomes more complicated when H contains trees of diameter 5. A tree of diameter 5 contains an edge (not incident with a leaf) whose removal gives two rooted trees that are not rooted stars. Such edge will be called special. Note that there is exactly one special edge in a tree of diameter 5. The two trees that are obtained by removing a special edge will be called mates. We now partition the set F P into three sets: F special contains the rooted trees that are obtained by removing the special edges in the diameter 5 trees of H, F stars is the set of all rooted stars in F P , and F non-stars = F P −(F special ∪F stars ). The properties of F stars and F non-stars described above also remain true in this case. Moreover, for a tree H ∈ F special , P (Ĝ+H) = 1 if and only if H ′ ⊆ RĜ , where H ′ is a mate of H. Using the fact that all the trees in F special have height 2, we have that P (Ĝ + H) depends only on the number of children of the root ofĜ, and the number of children of each child of the root ofĜ. This fact gives a connection to the set deletion problem (see Claim 5.1 and Lemma 5.2 below). From this connection we obtain that the set {h(G 1 ) ∩ F special , . . . , h(G l ) ∩ F special } is totally ordered by the partial order ⊆, namely h( totally ordered by ⊆ and G 1 , . . . , G l are pairwise incomparable by ≤ P , it follows that h(
Finally, our method does not give a polynomial time algorithm for 6-TEDP: For a tree of diameter 6, a special edge gives two rooted trees, one with height 2 and one with height 3. Due to the height 3 trees, the set {h(G 1 )∩F special , . . . , h(G l )∩ F special } may not be totally ordered by ⊆. Therefore, in this case l can be exponential in |F special |.
We now describe the algorithm for 5-TEDP. We shall use a slightly different formulation of algorithm MaxSubforest. The new formulation uses the fact that a rooted tree G r has a unique composition tree under the operators set Φ. Every vertex u in the composition tree corresponds to some vertex v in G, and the tree associated with u is G r v . It will be more convenient to describe the algorithm using complete sets instead of complete forests sets, namely for each vertex v, the algorithm computes a complete set of G 
The root ofŜ(L) is called the center vertex. We also define S(L) to be the unrooted tree obtained fromŜ(L). As an example, the tree S({2, 3, 4}) is shown in Figure 6 For the rest of this section, we will show how to solve 5-TEDP for some fixed obstruction set H = {H 1 , . . . , H p }. Without loss of generality, we assume that every tree in H contains at most n vertices (if H contains trees with more than n vertices, we can remove these trees from H). We also assume that the trees in H with diameter 5 are
′ . Let L be the set of all the representations of
Recall that for a rooted forestĜ,
We have shown above that the set h(Ĝ) ∩ F star has an important role. This set can be represented by a single number: Define
We also define Figure 6 : An example for the definition of h 1 and h 2 . Suppose that H consists of a single tree H = S({2, 3, 4}) ( figure (a) ). The set figure (b) . For the rooted tree G shown in figure (c) ,
See Figure 6 for an example. Note that
We first show the connection between the quasiorder ≤ ′ P and the set deletion problem from Section 4. LetĜ x be some rooted forest. Define SĜ to be a weighted set whose elements are the edges between the root x ofĜ and its children, and the weight of an edge (x, u) ∈ SĜ is cĜ(u) + 1. We have the following simple connection between subforest isomorphism and the relation on weighted sets: 
For every weighted sets
u and L 1 SĜ − {u}. We now show a connection between the mapping h 2 and the set deletion problem. For a rooted forestĜ x , and a child u of x, let Z u,Ĝ be a weighted set containing h 2 (Ĝ x u ) − 1 elements of weight 1 each. We define two mappings as follows: For every child u of x,
Proof. Before we prove the lemma, consider a special case of the lemma that states that h 2 (Ĝ) = 0 if and only if α(SĜ, f, gĜ) = 0. In other words,Ĝ contains a subtree isomorphic to a tree in H if and only if there is a bad element of (SĜ, f, gĜ). In one direction, ifĜ contains a subtree isomorphic to a tree H ∈ H, then using Claim 5.1 we obtain that L SĜ or L SĜ − {u} for some weighted set L that depends on H. We have that L ∈ f (u) or L ∈ gĜ(u) (since the mappings f and gĜ were designed to contain all the sets L that are obtained from having a subtree ofĜ isomorphic to a tree in H). Therefore, u is a bad element of (SĜ, f, gĜ). The other direction of the statement above also follows from Claim 5.1.
We now give the proof for the lemma. We first show that α(SĜ, f, gĜ) ≤ h 2 (Ĝ). Suppose that h 2 (Ĝ) = l. We need to show that α(SĜ, f, gĜ) ≤ l, namely there is a bad element of (
By the definition of h 2 , there is a subtree H ofĜ +K 1,l−1 which is isomorphic to a tree in H. By the minimality of l, H contains all the vertices ofK 1,l−1 . If the diameter of H is 5 then its two centers are vertices ofĜ. Otherwise, we can choose a representation of H in which the center vertex is a vertex ofĜ.
In the proof we consider two cases, according to whether x is a center vertex of H. If x is a center vertex of H, we consider two sub-cases: If the diameter of H is at most 4, then H = S(L) for some weighted set L. We have thatŜ([L] l ) ⊆ RĜ , and by Claim 5.1, [L] l SĜ. Since L ∈ f (u) for every u ∈ SĜ, it follows that every element of SĜ is a bad element of (
The second sub-case is when the diameter of H is 5.
, where x is the center that corresponds to
If x is not a center vertex of H, then l ≤ 1 (as every vertex of H has distance at most two to a center of H), and there is a child u of x such that every vertex of H is either x, a child of x, a descendent of u, or the single vertex of the star
We now show that h 2 (Ĝ) ≤ α(SĜ, f, gĜ). Suppose that α(SĜ, f, gĜ) = l and let u be a bad element of ( 
We now describe how to perform step 4 of algorithm MaxSubforest. To simplify the notation, we show how to build the set C f v for v = r. Building the set for the other vertices of G is done in the same way. Let u 1 , . . . , u t be the children of v. We use the following idea to build C f v : For each l, we will build a set X l such that h 2 (G − X l ) ≥ l and h 1 (G − X l ) is minimal. To build X l , we split it into two sets A and B, where A contains the edges of X l that are incident with v, and B contains the rest of the edges. Suppose that we already found B and we want to choose A. From Lemma 5.2 we need to take A that is a deletion set of (
. We will show in Lemma 5.3 that taking A to be maximal deletion set of (
The opposite question is how to choose the set B assuming that A was chosen. In Lemma 5.4 we show that we need to choose B such that h 1 (G 
Proof. Fix J ∈ h 1 (G − (A ∪ B) ). Let H be a subtree of (G − (A ∪ B)) + J which is isomorphic to a tree from H, and let G H and J H be the rooted subtrees of G and J, respectively, that are induced by the vertices of H. From the fact that c J H ≤ c J ≤ h 2 (G−(A∪B))−2 we have that J H is not a rooted star. Therefore, the height of G H is at most 2, so G H =Ŝ(L) for some weighted set L. From Claim 5.1 
Proof. Let J be a tree in h 1 (G − (A ∪ B 1 ∪ · · · ∪ B l )), and let H be a subgraph of (G − (A ∪ B 1 ∪ · · · ∪ B l )) + J which is isomorphic to a tree in H. Suppose that u 1 ∈ A. Let H 1 be the rooted tree obtained by taking H, removing the vertices of H that are in G Otherwise,
, so again we have that
We now define C f v = {A 1 ∪ B, . . . , A r ∪ B}, where the sets A 1 , . . . , A r and B will be defined later. The set C f v is ordered according to the indices of the sets A i , namely the order is A 1 ∪B, A 2 ∪B, . . . , A r ∪B. The set C v will also be ordered, and the ordering of its elements will be according to the order of C f v . Since the same process was used by algorithm MaxSubforest for building the sets C u 1 , . . . , C ut , then each set C u i is ordered (recall that algorithm MaxSubforest builds the set C u 1 , . . . , C ut before building C f v ). For i = 1, . . . , t and k = 0, . . . , t, let B k i be the first set from C u i (according to the order of If such set does not exist, we say that A l is undefined. Define r = min(n, max{l : A l is defined}). Note that for every l < r, a deletion set of
Proof. We need to show that for every set O ∈ C ′ there is a set A l ∪ B such that
. We will show this using Lemma 5.3 and Lemma 5.4: We will first take the set O and replace its edges that are not incident with v by the edges of B. Lemma 5.4 will give us that
where O ′ is the new set. Then we will take O ′ and replace the edges of O ′ that are incident with v by the edges of A l . Note that the set we obtain is A l ∪ B. We will get from Lemma 5.
We consider two cases. In the first case, suppose that
We first show that G − O ≤ P G − (A ∪ B) . By Lemma 3.4, it suffices to show that h 1 (G − (A ∪ B) − O i ) ≥ t − j + 2. Therefore, the set B i appears before O i in the order of
Since the previous inequality is true for all i, by Lemma 5.4,
We now show that
, where the mapping g ′Ĝ (for some rooted forestĜ) is defined by g
Furthermore, by Lemma 3.5 all the sets in each set C u i have the same number of edges incident with u i . Thus,
Finally, we show that
. Again, we will show that
By the maximality of A l we get that A A l . Moreover, by Lemma 5.2,
is an optimal deletion set of G, and we have that
. In order to build the set C f v in polynomial time, we need to show how to compute the value of j. The following lemma gives an efficient way for computing this value.
Proof. Let O be some set from C v . From By Lemma 3.5, G − O is a maximum subforest of G with property P . By definition, |O| = j + |B j |. Fix some k ≤ t. From Lemma 5.2, if a set X is a deletion set of (S G−B k , f, g G−B k ), then G − (X ∪ B k ) has property P , so |X| + |B k | ≥ |O| = j + |B j |. By Lemma 3.5, the sets B 0 , . . . , B t have the same size. Therefore, |X| ≥ j and since this is true for all k, we have that min{OPT(S G−B k , f, g G−B k ) : k = 0, . . . , t} ≥ j. Moreover, by Lemma 5.2, OPT(S G−B j , f, g G−B j ) = j, and the lemma follows.
From Lemma 5.5 and Lemma 5.6, the following theorem follows.
Theorem 5.7. The problem 5-TEDP can be solved in polynomial time.
We note that we can give an implementation of the algorithm for 5-TEDP whose time complexity is O(pn 3 ). Using similar ideas, 4-TEDP can be solved in O(pn) time.
We now give the key idea of the algorithm for TEDP 1 . As the algorithm is similar to the algorithm for 5-TEDP, we omit the details.
DefineP ({l 1 , . . . , l d }) = ⊕ 1···1 (P l 1 , . . . ,P l d ), and let P ({l 1 , . . . , l d }) be the unrooted tree formed fromP ({l 1 , . . . , l d }). Every tree with at most one vertex with degree more than 2 has a representation of the form P ({l 1 , . . . , l d }) for some l 1 , . . . , l d . Let L be the set of all the representations of the trees in the obstruction set.
Define
Assume that G v is a rooted tree satisfying H ⊆ ∃ G−v and let u 1 , . . . , u t denote the children of v. Let S G be a weighted set {(v, u 1 ), . . . , (v, u t )}, where the weight of (v, u i ) is the height of G v u i
. We define mappings f and g G by f (u i ) = L and g G (u i ) = {{h 2 (G v u i ) − 1}}. We have that h 2 (G) = α(S G , f, g G ). From this fact, the following theorem follows.
Theorem 5.8. The problem TEDP 1 can be solved in polynomial time.
Hardness of the Tree-Edges Deletion Problem
In this section we prove several hardness results for the on problem. We will show that several variants of TEDP are NP-hard, and moreover, they are hard to approximate. Theorem 6.1. If P = NP, then there is a constant c such that there is no polynomial-time approximation algorithm for TEDP with approximation factor less than c log k. This result holds even under each of the following restrictions of TEDP:
1. G and each tree in H has diameter 6.
2. H consists of one tree with diameter 8.
Furthermore, if P = NP then there is a constant c ′ such that there is no polynomialtime approximation algorithm with approximation factor less than 1 + c ′ for the following restrictions of TEDP: G ′ must contain r, and the isomorphism between H i and G ′ matches v i to r. Each neighbor v of v i is a root of a copy of some tree T j , and is matched by the isomorphism to the root of some T j ′ . Since T j ⊆ R T j ′ for j = j ′ , it follows that j = j ′ , and therefore G ′ = G i . This completes the proof of the claim. Thus, for a set A of edges of G that are incident on r, we have that H i ⊆ G−A iff A contains an edge (r, u j ) for some j ∈ R i . Therefore, given a hitting set U of T 1 , . . . , T m of size k, the set {(r, u i ) : i ∈ U} is a deletion set of (G, H). Conversely, let A be a deletion set of (G, H) of size k, and suppose that A contains an edge e = (u, v) which is not incident on r. Let w be vertex after r on the path from r to u in G. Then, A ∪ {(r, w)} − {e} is also a deletion set of (G, H). By repeating this argument, we obtain a deletion set A ′ of (G, H) such that all the edges in A ′ are incident on r and |A ′ | ≤ |A|. Then, {i : (r, u i ) ∈ A ′ } is a hitting set of T 1 , . . . , T m of size k. The correctness of the reduction follows.
We now deal with case 2. Given subsets R 1 , . . . , R m , we build tree T 1 , . . . , T n where T i = B 2n−2i+m+1,i . Then, we build trees H 1 , . . . , H m using T 1 , . . . , T n as in case 1. We build a tree H by taking a vertex w, and the trees H 1 , . . . , H m , and adding an edge between w and v i for every i ≤ m. Let H = {H}. For every i ≤ m, define H i = H v i w , i.e., H i is the rooted tree formed by taking H, removing the vertices of H i , and choosing w as the root. The tree G is built by taking a vertex named r, the trees T 1 , . . . , T n , and the trees H 1 , . . . , H m and adding edges between r and the roots of T 1 , . . . , T n , H 1 , . . . , H m . Denote by u 1 , . . . u n the roots of T 1 , . . . , T n in G and by w 1 , . . . , w m the roots of H 1 , . . . , H m . See Figure 9 for an example. Note that H has diameter 8 and G has diameter 10.
For each i ≤ m, we denote by G i the subtree induced from G by the vertex r, the vertices of H i , and the vertices of T j for all j ∈ R i . Each subtree G i is isomorphic to H. We claim that no other subtree of G is isomorphic to H. The correctness of the reduction follows from this claim in the same fashion as in the proof of case 1. We now prove the claim: Let G ′ be a subtree of G which is isomorphic to H. We say that a vertex is heavy if its degree is at least m + n + 1. Clearly, the isomorphism between H and G ′ must map a heavy vertex in H to a heavy vertex in G ′ . In H, the heavy vertices are those with distance 2 from w, or in other words, the roots of all the copies of T 1 , . . . , T n in H. In G, the 
Concluding remarks and open problems
We have shown sharp boundaries on the tractability of TEDP: 5-TEDP and TEDP 1 can be solved in polynomial time, while 6-TEDP and TEDP 2 are NPhard.
As described in Section 3, our algorithms are based on quasiorders. Previous papers use the following equivalence relations: For a property P , the equivalence relation ∼ P is defined by G ∼ P G ′ ⇐⇒ P (G + J) = P (G ′ + J) for every rooted tree J.
Let P be the property of not containing a tree from H as an induced subforest, where H consists of trees with diameter at most 5. As discussed in Section 5, we can show that |≤ ′ P | ≤ 2|H| + 1. On the other hand, the number of equivalence classes of ∼ P can be Ω(2 2|H| ) (we omit the details). It would be interesting to find other graph problems for which our technique yields faster algorithms. In other words, are there other graph properties (on bounded treewidth graphs, or on some restricted family of graphs) for which there is a large gap between | ≤ | for some (P, Φ)-order ≤, and the number of equivalence classes in ∼ P ?
