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Abstract
To use neural networks in safety-critical settings
it is paramount to provide assurances on their run-
time operation. Recent work on ReLU networks
has sought to verify whether inputs belonging to
a bounded box can ever yield some undesirable
output. Input-splitting procedures, a particular
type of verification mechanism, do so by recur-
sively partitioning the input set into smaller setE-
quals. The efficiency of these methods is largely
determined by the number of splits the box must
undergo before the property can be verified. In
this work, we propose a new technique based on
shadow prices that fully exploits the information
of the problem yielding a more efficient genera-
tion of splits than the state-of-the-art. Results on
the Airborne Collision Avoidance System (ACAS)
benchmark verification tasks show a considerable
reduction in the partitions generated which sub-
stantially reduces computation times. These re-
sults open the door to improved verification meth-
ods for a wide variety of machine learning appli-
cations including vision and control.
1. Introduction
With the increased deployment of deep neural networks
(DNN) in many domains, it is becoming more and more
pressing to validate said models. While deep learning has
shown great promise in applications such as vision (LeCun
et al., 2015), reinforcement learning (Silver et al., 2017;
Mnih et al., 2013) or speech recognition (Graves et al., 2013;
Kim, 2014), there are still many safety-critical applications,
such as self-driving (Bojarski et al., 2016), that will not
benefit from these advances until models can be effectively
validated.
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A limitation of current verification approaches is that they
can be very slow. It has been shown that the verification
problem for feedforward ReLU networks is NP-Complete
(Katz et al., 2017). Therefore, it is paramount to find ver-
ification methodologies that can improve upon previous
results.
In this paper, we propose an approach to reduce the com-
putational cost of verifying deep ReLU networks without
any loss of generality or approximation. The main contribu-
tion is the use of a more efficient input-splitting algorithm –
using so-called shadow prices – which allows to more intel-
ligently decide how to generate the splits of the input box.
As a result, this algorithm reduces the number of splits used
for verification tasks, and thus the memory footprint and
computational cost of the overall procedure. Experimental
results on the Airborne Collision Avoidance System (ACAS)
standard benchmark demonstrate that our approach signifi-
cantly reduces the number of splits generated and the time
needed to verify properties.
As the number of machine learning applications grows, veri-
fication will become more and more important to guarantee
safe behaviors from the learned models. Our approach is
a small step towards tackling the real-world challenges of
efficiently and reliably verifying deep neural networks.
2. Verification of Neural Networks
We now formalize the verification problem and discuss re-
lated work in this area. We then briefly introduce ReLU
networks and a few of their properties.
2.1. Verification Problem
Given a set of possible inputs and a neural network, the
problem of verifying whether some input will result in an
undesirable output is mathematically analogous to checking
whether a set mapped through a function intersects some
other set. This input set could, for instance, represent a range
of valid operational configurations for the system, whereas
the output set could represent dangerous/undesirable condi-
tions. In reinforcement learning and control, for example,
the DNN could represent a controller, the input set would
be some set of valid states of the system and the output
set could correspond to control actions which are known a
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priori to be unsafe. Hence, given a DNN f(x), input set
B and an output set S, the verification problem seeks to
answer whether the proposition
∀x ∈ B, f(x) /∈ S (1)
is true or false.
2.2. Prior Work
Starting with the works from (Huang et al., 2016; Katz et al.,
2017), the authors use Satisfiability Modulo Theory (SMT)
solvers to answer Equation (1) for ReLU networks and,
more generally, networks containing piece-wise linear acti-
vations. In their approaches, an answer is reached by lever-
aging the finite set of possible activations induced by the
network’s non-linearities. A similar reasoning is found in
(Lomuscio & Maganti, 2017; Tjeng & Tedrake, 2017) using
Mixed Integer Linear Programming (MILP) solvers. Other
approaches inspired by reachability include the work from
(Xiang et al., 2017b), where the structure of the domain
induced by the ReLU non-linearities is exploited to com-
pute the exact set of possible outputs. In contrast, in (Xiang
et al., 2017a), the set of possible outputs is approximated by
gridding the input set.
Of particular interest for this paper are the works of (Ehlers,
2017) and (Kolter & Wong, 2017). Ehlers (2017) introduced
a novel convex relaxation of the ReLU non-linearity in order
to render the problem easier for the SMT solver. Kolter &
Wong (2017) used this relaxation and duality to compute
rapid over-approximations of the set of possible outputs for
the network. In (Raghunathan et al., 2018) they expand on
this duality approach. A new interesting direction which
does not rely on SMT or MILP solvers was presented by
Wang et al. (2018). In this work, a divide and conquer
approach was used to repeatedly partition the input set into
smaller sub-domains and check the property individually
for each partition.
In our work, we build upon the input-splitting technique
from (Wang et al., 2018). We show experimentally that
splits based on input-output gradient metrics are in general
inefficient. We provide a new methodology that substan-
tially reduces the number of splits and the runtime required
to verify a network for a given input set and property.
2.3. ReLU Network: A Piece-wise Affine Function
Let fθ(x) be a ReLU network defined by
zˆi+1 = Wizi + bi , for i = 1, ...,K − 1
zj = max{zˆj , 0} , for j = 2, ...,K − 1
(2)
with Wi ∈ Rni+1×ni , b ∈ Rni+1 , z1 = x ∈ B, where B is
a bounded set in Rn1 which we assume to be a box, and
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Figure 1. (Left) Bounded output of a ReLU node. (Right) Convex
envelope.
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Figure 2. Example of convex over-approximation of the output set.
fθ(x) = zˆK . The set θ = {Wi, bi}i=1,...,K−1 represents
the set of parameters of the network.
From the definition of Equation (2), it is clear that ReLU
networks are piece-wise affine functions.
This follows from the fact that any composition of an affine
function (i.e. linear function plus a bias term) and a piece-
wise affine function results in a piece-wise affine function.
An important aspect that will come into play in later sections,
is that the domain is partitioned into polytopic regions Pi
such that
⋃
i Pi = Rn1 . For a closer look at the properties
of ReLU networks, including the partition of the domain
into polytopic regions, we direct the reader to (Montufar
et al., 2014; Serra et al., 2017; Raghu et al., 2017).
3. Overview of Verification via Input-Splits
We now outline how the verification task is accomplished by
iteratively splitting sections of the input set. First, we intro-
duce the concept of convex relaxations of ReLU networks
to over-approximate the image of the input set as introduced
in (Ehlers, 2017) and in (Kolter & Wong, 2017). Next, we
show how these relaxations can be used to verify properties
of the image, along the lines of the work by Wang et al.
(2018).
3.1. Convex Over-approximation of the Image
To obtain an over-approximation of the image fθ(B), it
suffices to replace the ReLU non-linearity max{z, 0} in
each layer by its convex envelope,
zˆi+1 = Wizi + bi , for i = 1, ...,K − 1
zj ≥ 0 , for j = 2, ...,K − 1
zj ≥ zˆj ,
zj ≤ Dj zˆj + dj .
(3)
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The matrix Dj is diagonal, so that Dj = diag(cj),
where cj is a vector of the form cj,k =
uj,k
uj,k−lj,k and
djk = − uj,klj,kuj,k−lj,k . The terms lj,k and uj,k, which we will
shortly define, denote the lower and upper bounds for the
k-th activation in layer j. For (3), zˆK ∈ PB, where PB is a
bounded convex polytope satisfying fθ(B) ⊆ PB. Figure 1
shows a typical convex envelope. Figure 2 shows how the
convex relaxation results in a polytopic over-approximation
of the image.
Computing the lower and upper bounds lj,k and uj,k, can be
accomplished in a layer-by-layer fashion by solving linear
programs (LPs) from j = 1 to K − 2 of the form
lj,k = min
z
(wj,kz + bj,k) s.t. A˜jz  b˜j ,
uj,k = max
z¯
(wj,kz¯ + bj,k) s.t. A˜j z¯  b˜j ,
(4)
where A˜j and b˜j represent a polytope in a d-dimensional
space, where d =
∑j
l=1 nl. This polytope grows in di-
mension as a result of taking into account upper and lower
bounds of earlier layers. We also implicitly assume for the
remainder of the paper that positive lower bounds or neg-
ative upper bounds are automatically set to 0. The terms
wj,k and bj,k denote the k-th row/entry of Wj and bj . In
Section 4, we study the structure of the constraint set in
Equation (4) in depth.
3.2. Image Verification through Refinements
One of the useful features of this bounded convex over-
approximation is that it provides sufficient conditions to
check whether the property of interest can ever be satisfied
(i.e., from Figure 2, if the property does not hold for the over-
approximation, it can’t hold for the image either). However,
when properties do hold for the over-approximation nothing
can be established with regards to the image.
3.2.1. RECURSIVELY SPLITTING SETS
In Section 3.1, we have explained how to build a convex
over-approximation of the image in a layer-by-layer basis.
Note, that for any split of the input set into two subsets B1
and B2 such that B1 ∪ B2 = B, it holds that
PB1 ∪ PB2 ⊆ PB . (5)
This follows from the fact that splitting the input set reduces
all the feasible regions for the LPs in Equation (4), which
results in greater lower bounds or smaller upper bounds in
the computation of PB1 and PB2 .
Splitting the input set is particularly useful for verification
since it breaks the problem into two sub-problems. Specifi-
cally, and without loss of generality, one of three things may
happen:
Algorithm 1 Recursive Splitting (Depth First Search)
1: procedure VERIFICATION(S,B, θ)
2: PB ← ConvexOverApprox(B, θ)
3: if PB ∩ S = ∅ then
4: return False
5: else
6: if IsExact(PB) then
7: return True
8: B1,B2 ← Split(B)
9: return Verification(S,B1, θ)∨
10: Verification(S,B2, θ)
1. The property does not hold for either PB1 nor PB2 , and
thus the property is not satisfied by the image.
2. The property of interest holds for PB1 but does not
hold for PB2 , in which case B2 can be discarded from
the verification problem.
3. Finally, both PB1 and PB2 satisfy the property and
nothing can be established.
Given these outcomes, a natural algorithm arises for the
verification of the property of interest; starting with B, we
compute the convex over-approximation PB. If the property
does not hold for PB, the property does not hold for the
image and we are done. Otherwise, we can split B in two
halves B1 and B2, and compute PB1 and PB2 . Given the list
of possible outcomes, the algorithm will either: end with the
property being false, be able to discard one of the halves, or,
in the worst case, keep both B1 and B2 for further analysis.
This procedure induces a growing binary tree whose nodes
represent smaller and smaller regions of the input set B.
Algorithm 1 provides the aforementioned procedure for
verifying whether the image of B intersects with a given
set S, which we assume to be a union of a finite number
convex sets. This assumption is required so that in Line 3
the intersection check can be done efficiently via convex
optimization. When the intersection is non-empty, in Line 6,
we check whether the over-approximation is tight/exact or
not. If it is, it must be true that the input set satisfies the
property. If it is not, in line 8 we split the set into two halves
and attempt to solve the verification problem for each half
separately. Sections 3.2.2 and 3.2.3 describe the auxiliary
functions “IsExact” and “Split” in lines 6 and 8.
3.2.2. OVER-APPROXIMATION AND IMAGE
EQUIVALENCE
In the previous section we mentioned that some instances
of PB can be checked for tightness or exactness, that is
PB ≡ fθ(B). From Section 2.3, we know that a ReLU
network sub-divides the domain into convex polytopes Pi,
and that within each polytope the input-output relation is
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affine, i.e. it is a piece-wise affine function. Then the
following must hold:
1.) B ⊆ Pi ⇐⇒ uj,k ≤ 0 or 0 ≤ lj,k ∀j, k
2.) B ⊆ Pi =⇒ PB ≡ fθ(B)
(6)
The first line in Equation (6) follows from the fact that the
boundaries of the polytopes Pi arise from the discontinuity
of the non-linear activations max{z, 0}. The second line
follows from the first one: if lj,k ≤ uj,k ≤ 0 or 0 ≤
lj,k ≤ uj,k for all j and k, then the relaxations of the ReLU
activations will be exact and fθ is just an affine map.
3.2.3. SPLITTING CRITERION
From Algorithm 1, a natural question arises: what is consid-
ered to be a “good” split of the input set? While easy to state,
this question is far from trivial. Picking appropriate splits
has important consequences regarding the time and memory
efficiency of input-splitting verification algorithms. In Fig-
ure 3, an example is provided showcasing this phenomenon.
The horizontal split results in an over-approximation that
guarantees that the image of B does not intersect with S . In
contrast, the vertical split results in an over-approximation
that still intersects S .
To the best of our knowledge, current input-splitting meth-
ods (Wang et al., 2018) use gradient information between
inputs and outputs to decide which axis to split. These
methods leverage the structure of the Jacobian of the ReLU
network to compute bounds on the gradient between inputs
and outputs. In particular, note that for any point in the
domain, the Jacobian for a ReLU network can always be
written as
J = WK−1
K−2∏
i=1
ΣiWi (7)
for Σi = diag(vi) and the Boolean vector vi ∈ {0, 1}ni+1 .
Starting from i = K − 1 going backwards to i = 1, these
methods select appropriate values of vi to compute upper
bounds for ||dfθ(x)dxk ||∞ ≤ Uk for k = 1, ..., n1. Using the
side lengths ∆xk of the box, B is split in half across the axis
with greatest smear value sk = Uk∆xk. Geometrically, this
mechanism tries to reduce in half the box along the axis that
causes most “stretching” for any of the outputs. This reason-
ing, however, can be counterproductive when considering
which splits to make. In particular, the upper bound might
be very loose in practice, and even in cases where Uk can be
achieved, it may be the case that the polytopic region that
achieves this upper bound is very small.
Fundamentally, the over-approximation is caused by the
convex relaxations of the ReLU non-linearities, therefore,
we posit that an effective splitting procedure should leverage
the information of the relaxed nodes (i.e. nodes for which
the convex relaxation is not exact) rather than using bounds
on the gradients between input and outputs. In the next
sections we investigate how to estimate changes in the upper
and lower bounds of any given node given a specific split in
B.
4. Shadow Prices and Bound Rates
We now study the sensitivity of the lower and upper bounds
for a relaxed ReLU node with respect to changes in the
shape of the input box. To that end, we introduce some
useful properties of linear programs and relate them to our
problem at hand.
4.1. Measuring Constraint Sensitivity
For a linear program with non-empty feasible region the
following property holds
p∗ = min
s.t. Azb
wz = wz∗ + (Az∗ − b)Tλ∗ (8)
p¯∗ = max
s.t. Az¯b
wz¯ = wz¯∗ + (b−Az¯∗)T λ¯∗ , (9)
where z¯∗ and z∗ correspond to the primal’s maxi-
mizer/minimizer and λ¯∗  0 and λ∗  0 correspond to
the dual’s minimizer/maximizer. This result follows from
strong duality and complementary slackness (Boyd & Van-
denberghe, 2004). A useful feature of the right-hand sides
of Equation (8) is that they link how small perturbations
of the constraint parameters (A and b) affect the optimal
values p¯∗ and p∗. In the field of economics, the rate of in-
crease/decrease of the optimal value with respect to a certain
constraint is known as the shadow price. In some instances
the shadow prices are the optimal dual variables.
From (8), we can readily study how small changes in the
size of the input box affect the upper and lower bounds of
all nodes in the first layer of the network. In particular, it
follows that for the k-th node in the first layer and the i-th
bias of our constraint set,
dl1,k
db˜1,i
= −λ∗k,i
du1,k
db˜1,i
= λ¯∗k,i. (10)
This result is expected, since the growth of bias terms results
in a bigger box and, thus, in smaller lower bounds and bigger
upper bounds. A nice feature of most modern LP solvers is
that they provide the associated optimal dual variables when
solving the primal problem. These rates can therefore be
computed without any noticeable computational overhead
when generating the convex over-approximations.
To derive the rates of the upper and lower bounds for all
nodes in the network we first need to fully characterize the
constraint sets given by A˜1:K−1 and b˜1:K−1 first introduced
in Section 3.1.
Fast Neural Network Verification via Shadow Prices
B1
<latexit sha1_base64="ma7d4oxCRbN2sauAWeCgozKHQCg=">AAACH3icbVBLTwIxGOziC/GFevT SSEw8kE2XAOKN4MUjJvJI2A3plgIN3UfargnZ7D/x4l/x4kFjjDf+jWUBo+IkTSYz87Vfxw05kwqhmZHZ2Nza3snu5vb2Dw6P8scnbRlEgtAWCXggui6WlDOfthRTnHZDQbHnctpxJzdzv/NAhWSBf6+mIXU 8PPLZkBGstNTPV+30jp4YuU6MTFSp1UrlIjIryLquWkXLRCmS2PawGhPM40bSt5J+vrAKw1UYrsLfpACWaPbzn/YgIJFHfUU4lrJnoVA5MRaKEU6TnB1JGmIywSPa09THHpVOnO6WwAutDOAwEPr4Cqbqz4k Ye1JOPVcn51vKv95c/M/rRWpYc2Lmh5GiPlk8NIw4VAGclwUHTFCi+FQTTATTu0IyxgITpSvN6RLWvrxO2iXTQqZ1Vy7UG8s6suAMnINLYIErUAe3oAlagIBH8AxewZvxZLwY78bHIpoxljOn4BeM2RclZ59 b</latexit><latexit sha1_base64="ma7d4oxCRbN2sauAWeCgozKHQCg=">AAACH3icbVBLTwIxGOziC/GFevT SSEw8kE2XAOKN4MUjJvJI2A3plgIN3UfargnZ7D/x4l/x4kFjjDf+jWUBo+IkTSYz87Vfxw05kwqhmZHZ2Nza3snu5vb2Dw6P8scnbRlEgtAWCXggui6WlDOfthRTnHZDQbHnctpxJzdzv/NAhWSBf6+mIXU 8PPLZkBGstNTPV+30jp4YuU6MTFSp1UrlIjIryLquWkXLRCmS2PawGhPM40bSt5J+vrAKw1UYrsLfpACWaPbzn/YgIJFHfUU4lrJnoVA5MRaKEU6TnB1JGmIywSPa09THHpVOnO6WwAutDOAwEPr4Cqbqz4k Ye1JOPVcn51vKv95c/M/rRWpYc2Lmh5GiPlk8NIw4VAGclwUHTFCi+FQTTATTu0IyxgITpSvN6RLWvrxO2iXTQqZ1Vy7UG8s6suAMnINLYIErUAe3oAlagIBH8AxewZvxZLwY78bHIpoxljOn4BeM2RclZ59 b</latexit><latexit sha1_base64="ma7d4oxCRbN2sauAWeCgozKHQCg=">AAACH3icbVBLTwIxGOziC/GFevT SSEw8kE2XAOKN4MUjJvJI2A3plgIN3UfargnZ7D/x4l/x4kFjjDf+jWUBo+IkTSYz87Vfxw05kwqhmZHZ2Nza3snu5vb2Dw6P8scnbRlEgtAWCXggui6WlDOfthRTnHZDQbHnctpxJzdzv/NAhWSBf6+mIXU 8PPLZkBGstNTPV+30jp4YuU6MTFSp1UrlIjIryLquWkXLRCmS2PawGhPM40bSt5J+vrAKw1UYrsLfpACWaPbzn/YgIJFHfUU4lrJnoVA5MRaKEU6TnB1JGmIywSPa09THHpVOnO6WwAutDOAwEPr4Cqbqz4k Ye1JOPVcn51vKv95c/M/rRWpYc2Lmh5GiPlk8NIw4VAGclwUHTFCi+FQTTATTu0IyxgITpSvN6RLWvrxO2iXTQqZ1Vy7UG8s6suAMnINLYIErUAe3oAlagIBH8AxewZvxZLwY78bHIpoxljOn4BeM2RclZ59 b</latexit><latexit sha1_base64="ma7d4oxCRbN2sauAWeCgozKHQCg=">AAACH3icbVBLTwIxGOziC/GFevT SSEw8kE2XAOKN4MUjJvJI2A3plgIN3UfargnZ7D/x4l/x4kFjjDf+jWUBo+IkTSYz87Vfxw05kwqhmZHZ2Nza3snu5vb2Dw6P8scnbRlEgtAWCXggui6WlDOfthRTnHZDQbHnctpxJzdzv/NAhWSBf6+mIXU 8PPLZkBGstNTPV+30jp4YuU6MTFSp1UrlIjIryLquWkXLRCmS2PawGhPM40bSt5J+vrAKw1UYrsLfpACWaPbzn/YgIJFHfUU4lrJnoVA5MRaKEU6TnB1JGmIywSPa09THHpVOnO6WwAutDOAwEPr4Cqbqz4k Ye1JOPVcn51vKv95c/M/rRWpYc2Lmh5GiPlk8NIw4VAGclwUHTFCi+FQTTATTu0IyxgITpSvN6RLWvrxO2iXTQqZ1Vy7UG8s6suAMnINLYIErUAe3oAlagIBH8AxewZvxZLwY78bHIpoxljOn4BeM2RclZ59 b</latexit>
B2
<latexit sha1_base64="Vobq52mxIOHwHTaV72G1mNDQchM=">AAACH3icbVBLTwIxGOziC/GFevTSS Ew8kE2XAOKN4MUjJvJI2A3plgIN3UfargnZ7D/x4l/x4kFjjDf+jWUBo+IkTSYz87Vfxw05kwqhmZHZ2Nza3snu5vb2Dw6P8scnbRlEgtAWCXggui6WlDOfthRTnHZDQbHnctpxJzdzv/NAhWSBf6+mIXU8PPLZkB GstNTPV+30jp4YuU6MTFSp1UrlIjIryLquWkXLRCmS2PawGhPM40bSLyX9fGEVhqswXIW/SQEs0eznP+1BQCKP+opwLGXPQqFyYiwUI5wmOTuSNMRkgke0p6mPPSqdON0tgRdaGcBhIPTxFUzVnxMx9qSceq5Ozr eUf725+J/Xi9Sw5sTMDyNFfbJ4aBhxqAI4LwsOmKBE8akmmAimd4VkjAUmSlea0yWsfXmdtEumhUzrrlyoN5Z1ZMEZOAeXwAJXoA5uQRO0AAGP4Bm8gjfjyXgx3o2PRTRjLGdOwS8Ysy8m7J9c</latexit><latexit sha1_base64="Vobq52mxIOHwHTaV72G1mNDQchM=">AAACH3icbVBLTwIxGOziC/GFevTSS Ew8kE2XAOKN4MUjJvJI2A3plgIN3UfargnZ7D/x4l/x4kFjjDf+jWUBo+IkTSYz87Vfxw05kwqhmZHZ2Nza3snu5vb2Dw6P8scnbRlEgtAWCXggui6WlDOfthRTnHZDQbHnctpxJzdzv/NAhWSBf6+mIXU8PPLZkB GstNTPV+30jp4YuU6MTFSp1UrlIjIryLquWkXLRCmS2PawGhPM40bSLyX9fGEVhqswXIW/SQEs0eznP+1BQCKP+opwLGXPQqFyYiwUI5wmOTuSNMRkgke0p6mPPSqdON0tgRdaGcBhIPTxFUzVnxMx9qSceq5Ozr eUf725+J/Xi9Sw5sTMDyNFfbJ4aBhxqAI4LwsOmKBE8akmmAimd4VkjAUmSlea0yWsfXmdtEumhUzrrlyoN5Z1ZMEZOAeXwAJXoA5uQRO0AAGP4Bm8gjfjyXgx3o2PRTRjLGdOwS8Ysy8m7J9c</latexit><latexit sha1_base64="Vobq52mxIOHwHTaV72G1mNDQchM=">AAACH3icbVBLTwIxGOziC/GFevTSS Ew8kE2XAOKN4MUjJvJI2A3plgIN3UfargnZ7D/x4l/x4kFjjDf+jWUBo+IkTSYz87Vfxw05kwqhmZHZ2Nza3snu5vb2Dw6P8scnbRlEgtAWCXggui6WlDOfthRTnHZDQbHnctpxJzdzv/NAhWSBf6+mIXU8PPLZkB GstNTPV+30jp4YuU6MTFSp1UrlIjIryLquWkXLRCmS2PawGhPM40bSLyX9fGEVhqswXIW/SQEs0eznP+1BQCKP+opwLGXPQqFyYiwUI5wmOTuSNMRkgke0p6mPPSqdON0tgRdaGcBhIPTxFUzVnxMx9qSceq5Ozr eUf725+J/Xi9Sw5sTMDyNFfbJ4aBhxqAI4LwsOmKBE8akmmAimd4VkjAUmSlea0yWsfXmdtEumhUzrrlyoN5Z1ZMEZOAeXwAJXoA5uQRO0AAGP4Bm8gjfjyXgx3o2PRTRjLGdOwS8Ysy8m7J9c</latexit><latexit sha1_base64="Vobq52mxIOHwHTaV72G1mNDQchM=">AAACH3icbVBLTwIxGOziC/GFevTSS Ew8kE2XAOKN4MUjJvJI2A3plgIN3UfargnZ7D/x4l/x4kFjjDf+jWUBo+IkTSYz87Vfxw05kwqhmZHZ2Nza3snu5vb2Dw6P8scnbRlEgtAWCXggui6WlDOfthRTnHZDQbHnctpxJzdzv/NAhWSBf6+mIXU8PPLZkB GstNTPV+30jp4YuU6MTFSp1UrlIjIryLquWkXLRCmS2PawGhPM40bSLyX9fGEVhqswXIW/SQEs0eznP+1BQCKP+opwLGXPQqFyYiwUI5wmOTuSNMRkgke0p6mPPSqdON0tgRdaGcBhIPTxFUzVnxMx9qSceq5Ozr eUf725+J/Xi9Sw5sTMDyNFfbJ4aBhxqAI4LwsOmKBE8akmmAimd4VkjAUmSlea0yWsfXmdtEumhUzrrlyoN5Z1ZMEZOAeXwAJXoA5uQRO0AAGP4Bm8gjfjyXgx3o2PRTRjLGdOwS8Ysy8m7J9c</latexit>
B1
<latexit sha1_base64="eJshaGfVlhVMEZZ2J/mUfsWR0NI=">AAACH3icbVBLSwMxGMzWV62vVY9 egkXwICUpW9veSr14rGAf0C4lm6ZtaPZBkhXKsv/Ei3/FiwdFxFv/jenjoK0DgWHm+5LJeJHgSiM0szJb2zu7e9n93MHh0fGJfXrWUmEsKWvSUISy4xHFBA9YU3MtWCeSjPieYG1vcjf3209MKh4Gj3oaMdc no4APOSXaSH37tre4oytHnpugQqXqYFy5QQWnhKoVZAgqlp0STpOeT/SYEpHU0z5O+3beWAvATYJXJA9WaPTt794gpLHPAk0FUaqLUaTdhEjNqWBprhcrFhE6ISPWNTQgPlNussiWwiujDOAwlOYEGi7U3xs J8ZWa+p6ZnKdU695c/M/rxnpYcRMeRLFmAV0+NIwF1CGclwUHXDKqxdQQQiU3WSEdE0moNpXmTAl4/cubpFUsYFTAD06+Vl/VkQUX4BJcAwzKoAbuQQM0AQXP4BW8gw/rxXqzPq2v5WjGWu2cgz+wZj8F5p9 D</latexit><latexit sha1_base64="eJshaGfVlhVMEZZ2J/mUfsWR0NI=">AAACH3icbVBLSwMxGMzWV62vVY9 egkXwICUpW9veSr14rGAf0C4lm6ZtaPZBkhXKsv/Ei3/FiwdFxFv/jenjoK0DgWHm+5LJeJHgSiM0szJb2zu7e9n93MHh0fGJfXrWUmEsKWvSUISy4xHFBA9YU3MtWCeSjPieYG1vcjf3209MKh4Gj3oaMdc no4APOSXaSH37tre4oytHnpugQqXqYFy5QQWnhKoVZAgqlp0STpOeT/SYEpHU0z5O+3beWAvATYJXJA9WaPTt794gpLHPAk0FUaqLUaTdhEjNqWBprhcrFhE6ISPWNTQgPlNussiWwiujDOAwlOYEGi7U3xs J8ZWa+p6ZnKdU695c/M/rxnpYcRMeRLFmAV0+NIwF1CGclwUHXDKqxdQQQiU3WSEdE0moNpXmTAl4/cubpFUsYFTAD06+Vl/VkQUX4BJcAwzKoAbuQQM0AQXP4BW8gw/rxXqzPq2v5WjGWu2cgz+wZj8F5p9 D</latexit><latexit sha1_base64="eJshaGfVlhVMEZZ2J/mUfsWR0NI=">AAACH3icbVBLSwMxGMzWV62vVY9 egkXwICUpW9veSr14rGAf0C4lm6ZtaPZBkhXKsv/Ei3/FiwdFxFv/jenjoK0DgWHm+5LJeJHgSiM0szJb2zu7e9n93MHh0fGJfXrWUmEsKWvSUISy4xHFBA9YU3MtWCeSjPieYG1vcjf3209MKh4Gj3oaMdc no4APOSXaSH37tre4oytHnpugQqXqYFy5QQWnhKoVZAgqlp0STpOeT/SYEpHU0z5O+3beWAvATYJXJA9WaPTt794gpLHPAk0FUaqLUaTdhEjNqWBprhcrFhE6ISPWNTQgPlNussiWwiujDOAwlOYEGi7U3xs J8ZWa+p6ZnKdU695c/M/rxnpYcRMeRLFmAV0+NIwF1CGclwUHXDKqxdQQQiU3WSEdE0moNpXmTAl4/cubpFUsYFTAD06+Vl/VkQUX4BJcAwzKoAbuQQM0AQXP4BW8gw/rxXqzPq2v5WjGWu2cgz+wZj8F5p9 D</latexit><latexit sha1_base64="eJshaGfVlhVMEZZ2J/mUfsWR0NI=">AAACH3icbVBLSwMxGMzWV62vVY9 egkXwICUpW9veSr14rGAf0C4lm6ZtaPZBkhXKsv/Ei3/FiwdFxFv/jenjoK0DgWHm+5LJeJHgSiM0szJb2zu7e9n93MHh0fGJfXrWUmEsKWvSUISy4xHFBA9YU3MtWCeSjPieYG1vcjf3209MKh4Gj3oaMdc no4APOSXaSH37tre4oytHnpugQqXqYFy5QQWnhKoVZAgqlp0STpOeT/SYEpHU0z5O+3beWAvATYJXJA9WaPTt794gpLHPAk0FUaqLUaTdhEjNqWBprhcrFhE6ISPWNTQgPlNussiWwiujDOAwlOYEGi7U3xs J8ZWa+p6ZnKdU695c/M/rxnpYcRMeRLFmAV0+NIwF1CGclwUHXDKqxdQQQiU3WSEdE0moNpXmTAl4/cubpFUsYFTAD06+Vl/VkQUX4BJcAwzKoAbuQQM0AQXP4BW8gw/rxXqzPq2v5WjGWu2cgz+wZj8F5p9 D</latexit>
B2
<latexit sha1_base64="8YJMMlp6eLD4JNE94JEdJ6isT1c=">AAACH3icbVBLSwMxGMzWV62vqkcvi 0XwIEtSWtveSr14rGAfsLss2TRtQ7MPkqxQlv0nXvwrXjwoIt76b0wfB20dCAwz35dMxo85kwrCmZHb2t7Z3cvvFw4Oj45PiqdnXRklgtAOiXgk+j6WlLOQdhRTnPZjQXHgc9rzJ3dzv/dEhWRR+KimMXUDPArZkB GstOQVb53FHbYY+W4KrXqjglD9BlqVKmzUoSawXKtUUZY6AVZjgnnayrxy5hVL2lrA3CRoRUpghbZX/HYGEUkCGirCsZQ2grFyUywUI5xmBSeRNMZkgkfU1jTEAZVuusiWmVdaGZjDSOgTKnOh/t5IcSDlNPD15D ylXPfm4n+enahh3U1ZGCeKhmT50DDhporMeVnmgAlKFJ9qgolgOqtJxlhgonSlBV0CWv/yJumWLQQt9FApNVurOvLgAlyCa4BADTTBPWiDDiDgGbyCd/BhvBhvxqfxtRzNGaudc/AHxuwHB2ufRA==</latexit><latexit sha1_base64="8YJMMlp6eLD4JNE94JEdJ6isT1c=">AAACH3icbVBLSwMxGMzWV62vqkcvi 0XwIEtSWtveSr14rGAfsLss2TRtQ7MPkqxQlv0nXvwrXjwoIt76b0wfB20dCAwz35dMxo85kwrCmZHb2t7Z3cvvFw4Oj45PiqdnXRklgtAOiXgk+j6WlLOQdhRTnPZjQXHgc9rzJ3dzv/dEhWRR+KimMXUDPArZkB GstOQVb53FHbYY+W4KrXqjglD9BlqVKmzUoSawXKtUUZY6AVZjgnnayrxy5hVL2lrA3CRoRUpghbZX/HYGEUkCGirCsZQ2grFyUywUI5xmBSeRNMZkgkfU1jTEAZVuusiWmVdaGZjDSOgTKnOh/t5IcSDlNPD15D ylXPfm4n+enahh3U1ZGCeKhmT50DDhporMeVnmgAlKFJ9qgolgOqtJxlhgonSlBV0CWv/yJumWLQQt9FApNVurOvLgAlyCa4BADTTBPWiDDiDgGbyCd/BhvBhvxqfxtRzNGaudc/AHxuwHB2ufRA==</latexit><latexit sha1_base64="8YJMMlp6eLD4JNE94JEdJ6isT1c=">AAACH3icbVBLSwMxGMzWV62vqkcvi 0XwIEtSWtveSr14rGAfsLss2TRtQ7MPkqxQlv0nXvwrXjwoIt76b0wfB20dCAwz35dMxo85kwrCmZHb2t7Z3cvvFw4Oj45PiqdnXRklgtAOiXgk+j6WlLOQdhRTnPZjQXHgc9rzJ3dzv/dEhWRR+KimMXUDPArZkB GstOQVb53FHbYY+W4KrXqjglD9BlqVKmzUoSawXKtUUZY6AVZjgnnayrxy5hVL2lrA3CRoRUpghbZX/HYGEUkCGirCsZQ2grFyUywUI5xmBSeRNMZkgkfU1jTEAZVuusiWmVdaGZjDSOgTKnOh/t5IcSDlNPD15D ylXPfm4n+enahh3U1ZGCeKhmT50DDhporMeVnmgAlKFJ9qgolgOqtJxlhgonSlBV0CWv/yJumWLQQt9FApNVurOvLgAlyCa4BADTTBPWiDDiDgGbyCd/BhvBhvxqfxtRzNGaudc/AHxuwHB2ufRA==</latexit><latexit sha1_base64="8YJMMlp6eLD4JNE94JEdJ6isT1c=">AAACH3icbVBLSwMxGMzWV62vqkcvi 0XwIEtSWtveSr14rGAfsLss2TRtQ7MPkqxQlv0nXvwrXjwoIt76b0wfB20dCAwz35dMxo85kwrCmZHb2t7Z3cvvFw4Oj45PiqdnXRklgtAOiXgk+j6WlLOQdhRTnPZjQXHgc9rzJ3dzv/dEhWRR+KimMXUDPArZkB GstOQVb53FHbYY+W4KrXqjglD9BlqVKmzUoSawXKtUUZY6AVZjgnnayrxy5hVL2lrA3CRoRUpghbZX/HYGEUkCGirCsZQ2grFyUywUI5xmBSeRNMZkgkfU1jTEAZVuusiWmVdaGZjDSOgTKnOh/t5IcSDlNPD15D ylXPfm4n+enahh3U1ZGCeKhmT50DDhporMeVnmgAlKFJ9qgolgOqtJxlhgonSlBV0CWv/yJumWLQQt9FApNVurOvLgAlyCa4BADTTBPWiDDiDgGbyCd/BhvBhvxqfxtRzNGaudc/AHxuwHB2ufRA==</latexit>
B
<latexit sha1_base64="7BVGhyqZx+UqjNoXq5pgrgMrQFc=">AA AB8nicbVDLSsNAFL2pr1pfVZdugkVwVRIRdFnqxmUF+4A2lMl00g6dzISZG6GEfoYbF4q49Wvc+TdO2iy09cDA4Zx7mXNPmAhu0PO+ndLG5 tb2Tnm3srd/cHhUPT7pGJVqytpUCaV7ITFMcMnayFGwXqIZiUPBuuH0Lve7T0wbruQjzhIWxGQsecQpQSv1BzHBCSUia86H1ZpX9xZw14lf kBoUaA2rX4ORomnMJFJBjOn7XoJBRjRyKti8MkgNSwidkjHrWypJzEyQLSLP3QurjNxIafskugv190ZGYmNmcWgn84hm1cvF/7x+itFtkHGZ pMgkXX4UpcJF5eb3uyOuGUUxs4RQzW1Wl06IJhRtSxVbgr968jrpXNV9r+4/XNcazaKOMpzBOVyCDzfQgHtoQRsoKHiGV3hz0Hlx3p2P5Wj JKXZO4Q+czx9x05FY</latexit><latexit sha1_base64="7BVGhyqZx+UqjNoXq5pgrgMrQFc=">AA AB8nicbVDLSsNAFL2pr1pfVZdugkVwVRIRdFnqxmUF+4A2lMl00g6dzISZG6GEfoYbF4q49Wvc+TdO2iy09cDA4Zx7mXNPmAhu0PO+ndLG5 tb2Tnm3srd/cHhUPT7pGJVqytpUCaV7ITFMcMnayFGwXqIZiUPBuuH0Lve7T0wbruQjzhIWxGQsecQpQSv1BzHBCSUia86H1ZpX9xZw14lf kBoUaA2rX4ORomnMJFJBjOn7XoJBRjRyKti8MkgNSwidkjHrWypJzEyQLSLP3QurjNxIafskugv190ZGYmNmcWgn84hm1cvF/7x+itFtkHGZ pMgkXX4UpcJF5eb3uyOuGUUxs4RQzW1Wl06IJhRtSxVbgr968jrpXNV9r+4/XNcazaKOMpzBOVyCDzfQgHtoQRsoKHiGV3hz0Hlx3p2P5Wj JKXZO4Q+czx9x05FY</latexit><latexit sha1_base64="7BVGhyqZx+UqjNoXq5pgrgMrQFc=">AA AB8nicbVDLSsNAFL2pr1pfVZdugkVwVRIRdFnqxmUF+4A2lMl00g6dzISZG6GEfoYbF4q49Wvc+TdO2iy09cDA4Zx7mXNPmAhu0PO+ndLG5 tb2Tnm3srd/cHhUPT7pGJVqytpUCaV7ITFMcMnayFGwXqIZiUPBuuH0Lve7T0wbruQjzhIWxGQsecQpQSv1BzHBCSUia86H1ZpX9xZw14lf kBoUaA2rX4ORomnMJFJBjOn7XoJBRjRyKti8MkgNSwidkjHrWypJzEyQLSLP3QurjNxIafskugv190ZGYmNmcWgn84hm1cvF/7x+itFtkHGZ pMgkXX4UpcJF5eb3uyOuGUUxs4RQzW1Wl06IJhRtSxVbgr968jrpXNV9r+4/XNcazaKOMpzBOVyCDzfQgHtoQRsoKHiGV3hz0Hlx3p2P5Wj JKXZO4Q+czx9x05FY</latexit><latexit sha1_base64="7BVGhyqZx+UqjNoXq5pgrgMrQFc=">AA AB8nicbVDLSsNAFL2pr1pfVZdugkVwVRIRdFnqxmUF+4A2lMl00g6dzISZG6GEfoYbF4q49Wvc+TdO2iy09cDA4Zx7mXNPmAhu0PO+ndLG5 tb2Tnm3srd/cHhUPT7pGJVqytpUCaV7ITFMcMnayFGwXqIZiUPBuuH0Lve7T0wbruQjzhIWxGQsecQpQSv1BzHBCSUia86H1ZpX9xZw14lf kBoUaA2rX4ORomnMJFJBjOn7XoJBRjRyKti8MkgNSwidkjHrWypJzEyQLSLP3QurjNxIafskugv190ZGYmNmcWgn84hm1cvF/7x+itFtkHGZ pMgkXX4UpcJF5eb3uyOuGUUxs4RQzW1Wl06IJhRtSxVbgr968jrpXNV9r+4/XNcazaKOMpzBOVyCDzfQgHtoQRsoKHiGV3hz0Hlx3p2P5Wj JKXZO4Q+czx9x05FY</latexit>
PB
<latexit sha1_base64="ryT67IoKEHUw2N2gPSv8DyCcRs0=">AAACAHicbZDLSsNAFIZPvNZ6i7pw4WawCK5KIoIuS924 rGAv0IYwmU7aoZNJmJkIJWTjq7hxoYhbH8Odb+OkDaKtPwx8/Occ5pw/SDhT2nG+rJXVtfWNzcpWdXtnd2/fPjjsqDiVhLZJzGPZC7CinAna1kxz2kskxVHAaTeY3BT17gOVisXiXk8T6kV4JFjICNbG8u3jQYT1mGCetXL/h5u5b9ecujMTWga3hBqUav n252AYkzSiQhOOleq7TqK9DEvNCKd5dZAqmmAywSPaNyhwRJWXzQ7I0ZlxhiiMpXlCo5n7eyLDkVLTKDCdxYpqsVaY/9X6qQ6vvYyJJNVUkPlHYcqRjlGRBhoySYnmUwOYSGZ2RWSMJSbaZFY1IbiLJy9D56LuOnX37rLWaJZxVOAETuEcXLiCBtxCC9pA IIcneIFX69F6tt6s93nrilXOHMEfWR/fVjmW3g==</latexit><latexit sha1_base64="ryT67IoKEHUw2N2gPSv8DyCcRs0=">AAACAHicbZDLSsNAFIZPvNZ6i7pw4WawCK5KIoIuS924 rGAv0IYwmU7aoZNJmJkIJWTjq7hxoYhbH8Odb+OkDaKtPwx8/Occ5pw/SDhT2nG+rJXVtfWNzcpWdXtnd2/fPjjsqDiVhLZJzGPZC7CinAna1kxz2kskxVHAaTeY3BT17gOVisXiXk8T6kV4JFjICNbG8u3jQYT1mGCetXL/h5u5b9ecujMTWga3hBqUav n252AYkzSiQhOOleq7TqK9DEvNCKd5dZAqmmAywSPaNyhwRJWXzQ7I0ZlxhiiMpXlCo5n7eyLDkVLTKDCdxYpqsVaY/9X6qQ6vvYyJJNVUkPlHYcqRjlGRBhoySYnmUwOYSGZ2RWSMJSbaZFY1IbiLJy9D56LuOnX37rLWaJZxVOAETuEcXLiCBtxCC9pA IIcneIFX69F6tt6s93nrilXOHMEfWR/fVjmW3g==</latexit><latexit sha1_base64="ryT67IoKEHUw2N2gPSv8DyCcRs0=">AAACAHicbZDLSsNAFIZPvNZ6i7pw4WawCK5KIoIuS924 rGAv0IYwmU7aoZNJmJkIJWTjq7hxoYhbH8Odb+OkDaKtPwx8/Occ5pw/SDhT2nG+rJXVtfWNzcpWdXtnd2/fPjjsqDiVhLZJzGPZC7CinAna1kxz2kskxVHAaTeY3BT17gOVisXiXk8T6kV4JFjICNbG8u3jQYT1mGCetXL/h5u5b9ecujMTWga3hBqUav n252AYkzSiQhOOleq7TqK9DEvNCKd5dZAqmmAywSPaNyhwRJWXzQ7I0ZlxhiiMpXlCo5n7eyLDkVLTKDCdxYpqsVaY/9X6qQ6vvYyJJNVUkPlHYcqRjlGRBhoySYnmUwOYSGZ2RWSMJSbaZFY1IbiLJy9D56LuOnX37rLWaJZxVOAETuEcXLiCBtxCC9pA IIcneIFX69F6tt6s93nrilXOHMEfWR/fVjmW3g==</latexit><latexit sha1_base64="ryT67IoKEHUw2N2gPSv8DyCcRs0=">AAACAHicbZDLSsNAFIZPvNZ6i7pw4WawCK5KIoIuS924 rGAv0IYwmU7aoZNJmJkIJWTjq7hxoYhbH8Odb+OkDaKtPwx8/Occ5pw/SDhT2nG+rJXVtfWNzcpWdXtnd2/fPjjsqDiVhLZJzGPZC7CinAna1kxz2kskxVHAaTeY3BT17gOVisXiXk8T6kV4JFjICNbG8u3jQYT1mGCetXL/h5u5b9ecujMTWga3hBqUav n252AYkzSiQhOOleq7TqK9DEvNCKd5dZAqmmAywSPaNyhwRJWXzQ7I0ZlxhiiMpXlCo5n7eyLDkVLTKDCdxYpqsVaY/9X6qQ6vvYyJJNVUkPlHYcqRjlGRBhoySYnmUwOYSGZ2RWSMJSbaZFY1IbiLJy9D56LuOnX37rLWaJZxVOAETuEcXLiCBtxCC9pA IIcneIFX69F6tt6s93nrilXOHMEfWR/fVjmW3g==</latexit>
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Figure 3. The choice of axis along which the set B is split may affect the verification time. In this example, a vertical split (orange) results
in two over-approximations, one of which still intersects with S , whereas the horizontal split (blue) results in tighter over-approximations.
4.2. Constraint Sets Characterization
Thus far we have seen how the rates for the lower and
upper bounds can be computed for the first layer. For this
particular instance, the constraint set is given by A˜1 and b˜1,
and together they represent a box in Rn1 which is provided
to us. The expressions for A˜j and b˜j for the j-th (j ≥ 2)
layer are given by
A˜j =
[
A˜j−1 0
Oj−2 Rj−1
]
, Rj−1 =
 0 −IWj−1 −I
−Dj−1Wj−1 I
 ,
b˜j =
[
b˜j−1
rj−1
]
, rTj−1 = [0
T − bTj−1 (Dj−1bj−1 + dj−1)T ]
(11)
where Oj−2 is a matrix of zeros whose number of columns
is equal to
∑j−2
k=1 nk. Note how the dimensionality of the
constraints given by A˜j and b˜j increases as we try to com-
pute upper and lower bounds for deeper layers. These ex-
pressions can be derived from the inequalities provided in
Equation (3). As examples, we provide the expressions for
A˜2:3 and b˜2:3
A˜2 =

A˜1 0
0 −I
W1 −I
−D1W1 I
 , b˜2 =

b˜1
0
−b1
D1b1 + d1
 ,
A˜3 =

A˜1 0 0
0 −I 0
W1 −I 0
−D1W1 I 0
0 0 −I
0 W2 −I
0 −D2W2 I

, b˜2 =

b˜1
0
−b1
D1b1 + d1
0
−b2
D2b2 + d2

.
(12)
4.3. Forward Computation of the Bound Rates
With the definitions for A˜j and b˜j available and (8), we can
proceed to compute the rates of the upper and lower bounds
with respect to the bias terms of our input box. Denoting
(λ∗j,k, λ¯
∗
j,k) and (z
∗
j,k, z¯
∗
j,k) as the set of primal and dual
optimal variables for the maximization and minimization
problems from (4), we have that
dlj,k
db˜1,i
=
d
db˜1,i
(
b˜Tj λ
∗
j,k
)
− d
db˜1,i
(
(A˜jz
∗
j,k)
Tλ∗j,k
)
duj,k
db˜1,i
= − d
db˜1,i
(
b˜Tj λ¯
∗
j,k
)
+
d
db˜1,i
(
(A˜j z¯
∗
j,k)
T λ¯∗j,k
)
.
(13)
Before proceeding to drive the analytic expression of Equa-
tion (13), it is worth noting that changes in the bias terms
of the input box b˜1,: only affect (through the computation
of the upper and lower bounds) a subset of the entries of
A˜j and b˜j . In particular, given R1:j−1 and r1:j−1 defined
in Equation (11), only entries containing dependencies with
D1:j−1 and d1:j−1 will contribute to the gradient expression
in (13). Hence, focusing our attention to the first term, for
any vector λ
d
db˜1,i
(b˜Tj λ) =
d
db˜1,i
(
b˜T1 λ0 +
j−1∑
l=1
rTl λl
)
= λ0,i +
j−1∑
l=1
d
db˜1,i
(Dlbl + dl)
Tλlˆ
= λ0,i +
j−1∑
l=1
nl∑
t=0
d
db˜1,i
ul,tbl,t − ul,tll,t
ul,t − ll,t λlˆ,t
= λ0,i +
j−1∑
l=1
nl∑
t=0
(
c1
dul,t
db˜1,i
+ c2
dll,t
db˜1,i
)
λlˆ,t
(14)
where c1 =
ll,t(ll,t−bl,t)
(ul,t−ll,t)2 and c2 =
ul,t(bl,t−ul,t)
(ul,t−ll,t)2 and λlˆ, λl
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Algorithm 2 Bound Estimation-based Splitting
1: procedure SPLIT(B, (l, u), (z∗, λ∗), (z¯∗, λ¯∗))
2: dlj,k
db˜1,i
← LBounds(B, (l, u), (z∗, λ∗), (z¯∗, λ¯∗))
3: duj,k
db˜1,i
← UBounds(B, (l, u), (z∗, λ∗), (z¯∗, λ¯∗))
4: i = 1, c = L(1)
5: for k = 2, ..., n1 do
6: if L(k) < c then
7: c← L(k)
8: i← k
9: B1 ← Bi
10: B2 ← B\Bi
11: return B1,B2
correspond to a subset of the entries in λl and λ respectively.
The term bl,t denotes entry t of the bias term in layer l. From
Equation (14) it is clear that the rates of the upper and lower
bounds for layer j depend on all the rates from previous
layers.
The rates for the second term can be derived in a similar
manner. For any vector z and λ,
d
db˜1,i
(A˜jz)
Tλ =
d
db˜1,i
((A˜1z0)
Tλ0 +
j−1∑
l=1
(Rl
[
zl−1
zl
]
)Tλl)
=
j−1∑
l=1
d
db˜1,i
(−DlWlzl−1)T λlˆ
= −
j−1∑
l=1
nl∑
t=0
d
db˜1,i
(wl,tzl−1)ul,t
ul,t − ll,t λlˆ,t
=
j−1∑
l=1
nl∑
t=0
(
cˆ1
dll,t
db˜1,i
− cˆ2 dul,t
db˜1,i
)
λlˆ,t
(15)
where cˆ1 =
ul,t(wl,tzl−1)
(ul,t−ll,t)2 and cˆ2 =
ll,t(wl,tzl−1)
(ul,t−ll,t)2 , and wl,t
corresponds to row t of the weight matrix in layer l.
Using (14) together with (15) we can compute expressions
for (13) in a forward manner using the optimal primal and
dual variables.
5. Bound Estimation and Splitting
With the information provided in Section 4, we have means
to estimate how the lower and upper bounds of our convex
relaxation change as a function of the biases of the input set.
In particular, splitting the box B in half can be viewed as
translating one the facets of the box to its center. Since the
translation of any facet is achieved by reducing the associ-
ated bias term by a certain amount ∆b˜1,i, the estimated new
lower and upper bounds for the resulting set Bi ⊂ B will be
lBij,k ≈ lj,k +
dlj,k
db1,i
∆b˜1,i
uBij,k ≈ uj,k +
duj,k
db1,i
∆b˜1,i .
(16)
Using these estimates, we propose the following metric for
determining which axis to split along:
L(i) = −
K−2∑
j=1
nj∑
k=1
max{0, uBij,k}min{0, lBij,k}. (17)
Whichever axis minimizes L(i) is chosen for splitting. The
max/min terms in the sum ensure that upper and lower
bounds that start close to zero have less contribution in the
overall splitting decision. Note how the cost metric is only
zero whenever all relaxations are tight. We summarize this
splitting procedure in Algorithm 2.
6. Experiments
In this section, we present the experimental results ob-
tained on a set of benchmark verification tasks by our input-
splitting approach based on bound rates. As baseline, we
compare against the input-output gradient-based method
discussed in Section 3.2.3.
6.1. Airborne Collision Avoidance System Verification
The ACAS benchmark verification task comprises a set of
ten properties φ1:10 to be checked on a subset of 45 feed-
forward ReLU networks. All of the neural networks have
the same architecture, with 5 inputs, 5 outputs and 6 hidden
layers with 50 neurons each. The five inputs represent a
specific configuration between two aircraft, one which is
denoted as the ownship, and the other as the intruder. The
inputs are ρ (distance between aircraft), θ (heading angle
of ownship), ψ (heading angle of intruder), vown (speed of
ownship) and vint (speed of intruder). The output corre-
sponds to five scalars: COC (Clear of Conflict), weak left,
weak right, strong left and strong right. The output with
the greatest value is the advice action for the ownship. The
properties φ1:10 specify a box-shaped subset B in the input
space and a set S in the output space. A property is said to
be unsatisfied for a given network if (1) is true, otherwise
the network satisfies the property. Details for each prop-
erty are given in the Appendix. For further details on this
benchmark we direct the reader to (Katz et al., 2017).
6.2. Experimental Details
There are a few technical aspects that need to be clarified
before proceeding to the results. In our implementation, we
did not use any form of parallelism, even though this ap-
proach can be readily extended to a parallel implementation
Fast Neural Network Verification via Shadow Prices
 1
<latexit sha1_base64="2 8NH/mpTLoJn1ZeidGBZCd7O26U=">AAAB73icbVBNS8NA EJ3Ur1q/qh69LBbBU0lE0GPRi8cKpi20oWy2k3bpZhN3N 0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZemAqujet+O6 W19Y3NrfJ2ZWd3b/+genjU0kmmGPosEYnqhFSj4BJ9w43A TqqQxqHAdji+nfntJ1SaJ/LBTFIMYjqUPOKMGit1eumI9 3Nv2q/W3Lo7B1klXkFqUKDZr371BgnLYpSGCap113NTE+ RUGc4ETiu9TGNK2ZgOsWuppDHqIJ/fOyVnVhmQKFG2pCF z9fdETmOtJ3FoO2NqRnrZm4n/ed3MRNdBzmWaGZRssSjK BDEJmT1PBlwhM2JiCWWK21sJG1FFmbERVWwI3vLLq6R1U ffcund/WWvcFHGU4QRO4Rw8uIIG3EETfGAg4Ble4c15dF 6cd+dj0Vpyiplj+APn8wcCQY/v</latexit><latexit sha1_base64="2 8NH/mpTLoJn1ZeidGBZCd7O26U=">AAAB73icbVBNS8NA EJ3Ur1q/qh69LBbBU0lE0GPRi8cKpi20oWy2k3bpZhN3N 0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZemAqujet+O6 W19Y3NrfJ2ZWd3b/+genjU0kmmGPosEYnqhFSj4BJ9w43A TqqQxqHAdji+nfntJ1SaJ/LBTFIMYjqUPOKMGit1eumI9 3Nv2q/W3Lo7B1klXkFqUKDZr371BgnLYpSGCap113NTE+ RUGc4ETiu9TGNK2ZgOsWuppDHqIJ/fOyVnVhmQKFG2pCF z9fdETmOtJ3FoO2NqRnrZm4n/ed3MRNdBzmWaGZRssSjK BDEJmT1PBlwhM2JiCWWK21sJG1FFmbERVWwI3vLLq6R1U ffcund/WWvcFHGU4QRO4Rw8uIIG3EETfGAg4Ble4c15dF 6cd+dj0Vpyiplj+APn8wcCQY/v</latexit><latexit sha1_base64="2 8NH/mpTLoJn1ZeidGBZCd7O26U=">AAAB73icbVBNS8NA EJ3Ur1q/qh69LBbBU0lE0GPRi8cKpi20oWy2k3bpZhN3N 0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZemAqujet+O6 W19Y3NrfJ2ZWd3b/+genjU0kmmGPosEYnqhFSj4BJ9w43A TqqQxqHAdji+nfntJ1SaJ/LBTFIMYjqUPOKMGit1eumI9 3Nv2q/W3Lo7B1klXkFqUKDZr371BgnLYpSGCap113NTE+ RUGc4ETiu9TGNK2ZgOsWuppDHqIJ/fOyVnVhmQKFG2pCF z9fdETmOtJ3FoO2NqRnrZm4n/ed3MRNdBzmWaGZRssSjK BDEJmT1PBlwhM2JiCWWK21sJG1FFmbERVWwI3vLLq6R1U ffcund/WWvcFHGU4QRO4Rw8uIIG3EETfGAg4Ble4c15dF 6cd+dj0Vpyiplj+APn8wcCQY/v</latexit><latexit sha1_base64="2 8NH/mpTLoJn1ZeidGBZCd7O26U=">AAAB73icbVBNS8NA EJ3Ur1q/qh69LBbBU0lE0GPRi8cKpi20oWy2k3bpZhN3N 0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZemAqujet+O6 W19Y3NrfJ2ZWd3b/+genjU0kmmGPosEYnqhFSj4BJ9w43A TqqQxqHAdji+nfntJ1SaJ/LBTFIMYjqUPOKMGit1eumI9 3Nv2q/W3Lo7B1klXkFqUKDZr371BgnLYpSGCap113NTE+ RUGc4ETiu9TGNK2ZgOsWuppDHqIJ/fOyVnVhmQKFG2pCF z9fdETmOtJ3FoO2NqRnrZm4n/ed3MRNdBzmWaGZRssSjK BDEJmT1PBlwhM2JiCWWK21sJG1FFmbERVWwI3vLLq6R1U ffcund/WWvcFHGU4QRO4Rw8uIIG3EETfGAg4Ble4c15dF 6cd+dj0Vpyiplj+APn8wcCQY/v</latexit>
 2
<latexit sha1_base64="Nt3dbhURGps0a4/bv3m3OEP85 RA=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeiF48V7Ae0oWy2m3bpZpPuToQS+ie8eFDEq3/Hm//GbZuDtj4Y eLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z++4lrI2L1iNOE+ xEdKhEKRtFKnV4yEv2sNuuXK27VXYCsEy8nFcjR6Je/eoOYpRFXyCQ1puu5CfoZ1SiY5LNSLzU8oWxMh7xrqaIRN362uH dGLqwyIGGsbSkkC/X3REYjY6ZRYDsjiiOz6s3F/7xuiuGNnwmVpMgVWy4KU0kwJvPnyUBozlBOLaFMC3srYSOqKUMbUcm G4K2+vE5atarnVr2Hq0r9No+jCGdwDpfgwTXU4R4a0AQGEp7hFd6cifPivDsfy9aCk8+cwh84nz8Dxo/w</latexit><latexit sha1_base64="Nt3dbhURGps0a4/bv3m3OEP85 RA=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeiF48V7Ae0oWy2m3bpZpPuToQS+ie8eFDEq3/Hm//GbZuDtj4Y eLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z++4lrI2L1iNOE+ xEdKhEKRtFKnV4yEv2sNuuXK27VXYCsEy8nFcjR6Je/eoOYpRFXyCQ1puu5CfoZ1SiY5LNSLzU8oWxMh7xrqaIRN362uH dGLqwyIGGsbSkkC/X3REYjY6ZRYDsjiiOz6s3F/7xuiuGNnwmVpMgVWy4KU0kwJvPnyUBozlBOLaFMC3srYSOqKUMbUcm G4K2+vE5atarnVr2Hq0r9No+jCGdwDpfgwTXU4R4a0AQGEp7hFd6cifPivDsfy9aCk8+cwh84nz8Dxo/w</latexit><latexit sha1_base64="Nt3dbhURGps0a4/bv3m3OEP85 RA=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeiF48V7Ae0oWy2m3bpZpPuToQS+ie8eFDEq3/Hm//GbZuDtj4Y eLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z++4lrI2L1iNOE+ xEdKhEKRtFKnV4yEv2sNuuXK27VXYCsEy8nFcjR6Je/eoOYpRFXyCQ1puu5CfoZ1SiY5LNSLzU8oWxMh7xrqaIRN362uH dGLqwyIGGsbSkkC/X3REYjY6ZRYDsjiiOz6s3F/7xuiuGNnwmVpMgVWy4KU0kwJvPnyUBozlBOLaFMC3srYSOqKUMbUcm G4K2+vE5atarnVr2Hq0r9No+jCGdwDpfgwTXU4R4a0AQGEp7hFd6cifPivDsfy9aCk8+cwh84nz8Dxo/w</latexit><latexit sha1_base64="Nt3dbhURGps0a4/bv3m3OEP85 RA=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeiF48V7Ae0oWy2m3bpZpPuToQS+ie8eFDEq3/Hm//GbZuDtj4Y eLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z++4lrI2L1iNOE+ xEdKhEKRtFKnV4yEv2sNuuXK27VXYCsEy8nFcjR6Je/eoOYpRFXyCQ1puu5CfoZ1SiY5LNSLzU8oWxMh7xrqaIRN362uH dGLqwyIGGsbSkkC/X3REYjY6ZRYDsjiiOz6s3F/7xuiuGNnwmVpMgVWy4KU0kwJvPnyUBozlBOLaFMC3srYSOqKUMbUcm G4K2+vE5atarnVr2Hq0r9No+jCGdwDpfgwTXU4R4a0AQGEp7hFd6cifPivDsfy9aCk8+cwh84nz8Dxo/w</latexit>
 3
<latexit sha1_base64="R4xNP6wsvvsMyOM67/zprDUovkU=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0 GPRi8cK9gPaUDbbTbt0s0l3J0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGdzO/9cS1EbF6xEnC/YgOlAgFo2ildjcZil52Oe2VK27VnYOsEi 8nFchR75W/uv2YpRFXyCQ1puO5CfoZ1SiY5NNSNzU8oWxEB7xjqaIRN342v3dKzqzSJ2GsbSkkc/X3REYjYyZRYDsjikOz7M3E/7xOiuGNnwmVpMgVWywKU0kwJrPnSV9ozlBOLKFMC3srYUOqKUMbUcmG4C2/vEqaF1XPrXoPV5XabR 5HEU7gFM7Bg2uowT3UoQEMJDzDK7w5Y+fFeXc+Fq0FJ585hj9wPn8ABUuP8Q==</latexit><latexit sha1_base64="R4xNP6wsvvsMyOM67/zprDUovkU=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0 GPRi8cK9gPaUDbbTbt0s0l3J0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGdzO/9cS1EbF6xEnC/YgOlAgFo2ildjcZil52Oe2VK27VnYOsEi 8nFchR75W/uv2YpRFXyCQ1puO5CfoZ1SiY5NNSNzU8oWxEB7xjqaIRN342v3dKzqzSJ2GsbSkkc/X3REYjYyZRYDsjikOz7M3E/7xOiuGNnwmVpMgVWywKU0kwJrPnSV9ozlBOLKFMC3srYUOqKUMbUcmG4C2/vEqaF1XPrXoPV5XabR 5HEU7gFM7Bg2uowT3UoQEMJDzDK7w5Y+fFeXc+Fq0FJ585hj9wPn8ABUuP8Q==</latexit><latexit sha1_base64="R4xNP6wsvvsMyOM67/zprDUovkU=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0 GPRi8cK9gPaUDbbTbt0s0l3J0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGdzO/9cS1EbF6xEnC/YgOlAgFo2ildjcZil52Oe2VK27VnYOsEi 8nFchR75W/uv2YpRFXyCQ1puO5CfoZ1SiY5NNSNzU8oWxEB7xjqaIRN342v3dKzqzSJ2GsbSkkc/X3REYjYyZRYDsjikOz7M3E/7xOiuGNnwmVpMgVWywKU0kwJrPnSV9ozlBOLKFMC3srYUOqKUMbUcmG4C2/vEqaF1XPrXoPV5XabR 5HEU7gFM7Bg2uowT3UoQEMJDzDK7w5Y+fFeXc+Fq0FJ585hj9wPn8ABUuP8Q==</latexit><latexit sha1_base64="R4xNP6wsvvsMyOM67/zprDUovkU=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0 GPRi8cK9gPaUDbbTbt0s0l3J0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGdzO/9cS1EbF6xEnC/YgOlAgFo2ildjcZil52Oe2VK27VnYOsEi 8nFchR75W/uv2YpRFXyCQ1puO5CfoZ1SiY5NNSNzU8oWxEB7xjqaIRN342v3dKzqzSJ2GsbSkkc/X3REYjYyZRYDsjikOz7M3E/7xOiuGNnwmVpMgVWywKU0kwJrPnSV9ozlBOLKFMC3srYUOqKUMbUcmG4C2/vEqaF1XPrXoPV5XabR 5HEU7gFM7Bg2uowT3UoQEMJDzDK7w5Y+fFeXc+Fq0FJ585hj9wPn8ABUuP8Q==</latexit>
 4
<latexit sha1_base64="IotIDwYKI9aA2WnkORFvEDeGcuk=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoMeiF48V 7Ae0oWy2m3bpZpPuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z++4lrI2L1iNOE+xEdKhEKRtFKnV4yEv2sNuuXK27VXYCsEy8nFcjR6Je/eoOYpRFXyCQ1 puu5CfoZ1SiY5LNSLzU8oWxMh7xrqaIRN362uHdGLqwyIGGsbSkkC/X3REYjY6ZRYDsjiiOz6s3F/7xuiuGNnwmVpMgVWy4KU0kwJvPnyUBozlBOLaFMC3srYSOqKUMbUcmG4K2+vE5aV1XPrXoPtUr9No+jCGdwDpfgwTXU4R4a0AQGEp7hFd6cifPivDsf y9aCk8+cwh84nz8G0I/y</latexit><latexit sha1_base64="IotIDwYKI9aA2WnkORFvEDeGcuk=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoMeiF48V 7Ae0oWy2m3bpZpPuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z++4lrI2L1iNOE+xEdKhEKRtFKnV4yEv2sNuuXK27VXYCsEy8nFcjR6Je/eoOYpRFXyCQ1 puu5CfoZ1SiY5LNSLzU8oWxMh7xrqaIRN362uHdGLqwyIGGsbSkkC/X3REYjY6ZRYDsjiiOz6s3F/7xuiuGNnwmVpMgVWy4KU0kwJvPnyUBozlBOLaFMC3srYSOqKUMbUcmG4K2+vE5aV1XPrXoPtUr9No+jCGdwDpfgwTXU4R4a0AQGEp7hFd6cifPivDsf y9aCk8+cwh84nz8G0I/y</latexit><latexit sha1_base64="IotIDwYKI9aA2WnkORFvEDeGcuk=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoMeiF48V 7Ae0oWy2m3bpZpPuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z++4lrI2L1iNOE+xEdKhEKRtFKnV4yEv2sNuuXK27VXYCsEy8nFcjR6Je/eoOYpRFXyCQ1 puu5CfoZ1SiY5LNSLzU8oWxMh7xrqaIRN362uHdGLqwyIGGsbSkkC/X3REYjY6ZRYDsjiiOz6s3F/7xuiuGNnwmVpMgVWy4KU0kwJvPnyUBozlBOLaFMC3srYSOqKUMbUcmG4K2+vE5aV1XPrXoPtUr9No+jCGdwDpfgwTXU4R4a0AQGEp7hFd6cifPivDsf y9aCk8+cwh84nz8G0I/y</latexit><latexit sha1_base64="IotIDwYKI9aA2WnkORFvEDeGcuk=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoMeiF48V 7Ae0oWy2m3bpZpPuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z++4lrI2L1iNOE+xEdKhEKRtFKnV4yEv2sNuuXK27VXYCsEy8nFcjR6Je/eoOYpRFXyCQ1 puu5CfoZ1SiY5LNSLzU8oWxMh7xrqaIRN362uHdGLqwyIGGsbSkkC/X3REYjY6ZRYDsjiiOz6s3F/7xuiuGNnwmVpMgVWy4KU0kwJvPnyUBozlBOLaFMC3srYSOqKUMbUcmG4K2+vE5aV1XPrXoPtUr9No+jCGdwDpfgwTXU4R4a0AQGEp7hFd6cifPivDsf y9aCk8+cwh84nz8G0I/y</latexit>
 5
<latexit sha1_base64="6f21xegA1d3jzzEx3ep+3UZgUsQ=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0WPRi8 cK9gPaUDbbTbt0s0l3J0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGdzO/9cS1EbF6xEnC/YgOlAgFo2ildjcZil52Ne2VK27VnYOsEi8nFchR75W/uv2Y pRFXyCQ1puO5CfoZ1SiY5NNSNzU8oWxEB7xjqaIRN342v3dKzqzSJ2GsbSkkc/X3REYjYyZRYDsjikOz7M3E/7xOiuGNnwmVpMgVWywKU0kwJrPnSV9ozlBOLKFMC3srYUOqKUMbUcmG4C2/vEqaF1XPrXoPl5XabR5HEU7gFM7Bg2uowT3UoQEMJD zDK7w5Y+fFeXc+Fq0FJ585hj9wPn8ACFWP8w==</latexit><latexit sha1_base64="6f21xegA1d3jzzEx3ep+3UZgUsQ=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0WPRi8 cK9gPaUDbbTbt0s0l3J0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGdzO/9cS1EbF6xEnC/YgOlAgFo2ildjcZil52Ne2VK27VnYOsEi8nFchR75W/uv2Y pRFXyCQ1puO5CfoZ1SiY5NNSNzU8oWxEB7xjqaIRN342v3dKzqzSJ2GsbSkkc/X3REYjYyZRYDsjikOz7M3E/7xOiuGNnwmVpMgVWywKU0kwJrPnSV9ozlBOLKFMC3srYUOqKUMbUcmG4C2/vEqaF1XPrXoPl5XabR5HEU7gFM7Bg2uowT3UoQEMJD zDK7w5Y+fFeXc+Fq0FJ585hj9wPn8ACFWP8w==</latexit><latexit sha1_base64="6f21xegA1d3jzzEx3ep+3UZgUsQ=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0WPRi8 cK9gPaUDbbTbt0s0l3J0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGdzO/9cS1EbF6xEnC/YgOlAgFo2ildjcZil52Ne2VK27VnYOsEi8nFchR75W/uv2Y pRFXyCQ1puO5CfoZ1SiY5NNSNzU8oWxEB7xjqaIRN342v3dKzqzSJ2GsbSkkc/X3REYjYyZRYDsjikOz7M3E/7xOiuGNnwmVpMgVWywKU0kwJrPnSV9ozlBOLKFMC3srYUOqKUMbUcmG4C2/vEqaF1XPrXoPl5XabR5HEU7gFM7Bg2uowT3UoQEMJD zDK7w5Y+fFeXc+Fq0FJ585hj9wPn8ACFWP8w==</latexit><latexit sha1_base64="6f21xegA1d3jzzEx3ep+3UZgUsQ=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0WPRi8 cK9gPaUDbbTbt0s0l3J0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGdzO/9cS1EbF6xEnC/YgOlAgFo2ildjcZil52Ne2VK27VnYOsEi8nFchR75W/uv2Y pRFXyCQ1puO5CfoZ1SiY5NNSNzU8oWxEB7xjqaIRN342v3dKzqzSJ2GsbSkkc/X3REYjYyZRYDsjikOz7M3E/7xOiuGNnwmVpMgVWywKU0kwJrPnSV9ozlBOLKFMC3srYUOqKUMbUcmG4C2/vEqaF1XPrXoPl5XabR5HEU7gFM7Bg2uowT3UoQEMJD zDK7w5Y+fFeXc+Fq0FJ585hj9wPn8ACFWP8w==</latexit>
 7
<latexit sha1_base64="dgkkqUhHy0+F9yjBUSXJC3jZ +iQ=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48V7Ae0oWy2m3bpZpPuToQS+ie8eFDEq3/Hm//GbZuDt j4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z++4lrI2L1 iNOE+xEdKhEKRtFKnV4yEv2sNuuXK27VXYCsEy8nFcjR6Je/eoOYpRFXyCQ1puu5CfoZ1SiY5LNSLzU8oWxMh7xrqaI RN362uHdGLqwyIGGsbSkkC/X3REYjY6ZRYDsjiiOz6s3F/7xuiuGNnwmVpMgVWy4KU0kwJvPnyUBozlBOLaFMC3srYS OqKUMbUcmG4K2+vE5aV1XPrXoP15X6bR5HEc7gHC7BgxrU4R4a0AQGEp7hFd6cifPivDsfy9aCk8+cwh84nz8LX4/1< /latexit><latexit sha1_base64="dgkkqUhHy0+F9yjBUSXJC3jZ +iQ=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48V7Ae0oWy2m3bpZpPuToQS+ie8eFDEq3/Hm//GbZuDt j4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z++4lrI2L1 iNOE+xEdKhEKRtFKnV4yEv2sNuuXK27VXYCsEy8nFcjR6Je/eoOYpRFXyCQ1puu5CfoZ1SiY5LNSLzU8oWxMh7xrqaI RN362uHdGLqwyIGGsbSkkC/X3REYjY6ZRYDsjiiOz6s3F/7xuiuGNnwmVpMgVWy4KU0kwJvPnyUBozlBOLaFMC3srYS OqKUMbUcmG4K2+vE5aV1XPrXoP15X6bR5HEc7gHC7BgxrU4R4a0AQGEp7hFd6cifPivDsfy9aCk8+cwh84nz8LX4/1< /latexit><latexit sha1_base64="dgkkqUhHy0+F9yjBUSXJC3jZ +iQ=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48V7Ae0oWy2m3bpZpPuToQS+ie8eFDEq3/Hm//GbZuDt j4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z++4lrI2L1 iNOE+xEdKhEKRtFKnV4yEv2sNuuXK27VXYCsEy8nFcjR6Je/eoOYpRFXyCQ1puu5CfoZ1SiY5LNSLzU8oWxMh7xrqaI RN362uHdGLqwyIGGsbSkkC/X3REYjY6ZRYDsjiiOz6s3F/7xuiuGNnwmVpMgVWy4KU0kwJvPnyUBozlBOLaFMC3srYS OqKUMbUcmG4K2+vE5aV1XPrXoP15X6bR5HEc7gHC7BgxrU4R4a0AQGEp7hFd6cifPivDsfy9aCk8+cwh84nz8LX4/1< /latexit><latexit sha1_base64="dgkkqUhHy0+F9yjBUSXJC3jZ +iQ=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48V7Ae0oWy2m3bpZpPuToQS+ie8eFDEq3/Hm//GbZuDt j4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z++4lrI2L1 iNOE+xEdKhEKRtFKnV4yEv2sNuuXK27VXYCsEy8nFcjR6Je/eoOYpRFXyCQ1puu5CfoZ1SiY5LNSLzU8oWxMh7xrqaI RN362uHdGLqwyIGGsbSkkC/X3REYjY6ZRYDsjiiOz6s3F/7xuiuGNnwmVpMgVWy4KU0kwJvPnyUBozlBOLaFMC3srYS OqKUMbUcmG4K2+vE5aV1XPrXoP15X6bR5HEc7gHC7BgxrU4R4a0AQGEp7hFd6cifPivDsfy9aCk8+cwh84nz8LX4/1< /latexit>
 8
<latexit sha1_base64="vAV4tauc5cE+iuFnPxs20oRjMD8=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEs MeiF48V7Ae0oWy2m3bpZpPuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z++4lrI2L1iNOE+xEdKhEKRtFKnV4yEv2sNuuXK27VXYCsEy 8nFcjR6Je/eoOYpRFXyCQ1puu5CfoZ1SiY5LNSLzU8oWxMh7xrqaIRN362uHdGLqwyIGGsbSkkC/X3REYjY6ZRYDsjiiOz6s3F/7xuimHNz4RKUuSKLReFqSQYk/nzZCA0ZyinllCmhb2VsBHVlKGNqGRD8FZfXietq6rnVr2H60r9No +jCGdwDpfgwQ3U4R4a0AQGEp7hFd6cifPivDsfy9aCk8+cwh84nz8M5I/2</latexit><latexit sha1_base64="vAV4tauc5cE+iuFnPxs20oRjMD8=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEs MeiF48V7Ae0oWy2m3bpZpPuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z++4lrI2L1iNOE+xEdKhEKRtFKnV4yEv2sNuuXK27VXYCsEy 8nFcjR6Je/eoOYpRFXyCQ1puu5CfoZ1SiY5LNSLzU8oWxMh7xrqaIRN362uHdGLqwyIGGsbSkkC/X3REYjY6ZRYDsjiiOz6s3F/7xuimHNz4RKUuSKLReFqSQYk/nzZCA0ZyinllCmhb2VsBHVlKGNqGRD8FZfXietq6rnVr2H60r9No +jCGdwDpfgwQ3U4R4a0AQGEp7hFd6cifPivDsfy9aCk8+cwh84nz8M5I/2</latexit><latexit sha1_base64="vAV4tauc5cE+iuFnPxs20oRjMD8=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEs MeiF48V7Ae0oWy2m3bpZpPuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z++4lrI2L1iNOE+xEdKhEKRtFKnV4yEv2sNuuXK27VXYCsEy 8nFcjR6Je/eoOYpRFXyCQ1puu5CfoZ1SiY5LNSLzU8oWxMh7xrqaIRN362uHdGLqwyIGGsbSkkC/X3REYjY6ZRYDsjiiOz6s3F/7xuimHNz4RKUuSKLReFqSQYk/nzZCA0ZyinllCmhb2VsBHVlKGNqGRD8FZfXietq6rnVr2H60r9No +jCGdwDpfgwQ3U4R4a0AQGEp7hFd6cifPivDsfy9aCk8+cwh84nz8M5I/2</latexit><latexit sha1_base64="vAV4tauc5cE+iuFnPxs20oRjMD8=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEs MeiF48V7Ae0oWy2m3bpZpPuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M7+Z++4lrI2L1iNOE+xEdKhEKRtFKnV4yEv2sNuuXK27VXYCsEy 8nFcjR6Je/eoOYpRFXyCQ1puu5CfoZ1SiY5LNSLzU8oWxMh7xrqaIRN362uHdGLqwyIGGsbSkkC/X3REYjY6ZRYDsjiiOz6s3F/7xuimHNz4RKUuSKLReFqSQYk/nzZCA0ZyinllCmhb2VsBHVlKGNqGRD8FZfXietq6rnVr2H60r9No +jCGdwDpfgwQ3U4R4a0AQGEp7hFd6cifPivDsfy9aCk8+cwh84nz8M5I/2</latexit>
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Figure 4. Horizontal histograms displaying the number of branches of each length generated by each type of splitting procedure. Each
pair of histograms is normalized with the maximum branch length reached for that specific property. For histograms where timeouts occur
we do not report the average branch length, since the associated tree has not finished growing. For property 2 we do report the average
branch length only for networks that could be verified by both IOG and BE procedures.
φ # NNs IOG BE (Ours)U/S/T Search depth U/S/T Search depth
1 45 45/0/0 7.22± 2.11 45/0/0 6.79± 1.90
2 34 0/30/4 17.87± 9.00∗ 0/32/2 14.29± 7.94∗
3 42 42/0/0 4.96± 2.50 42/0/0 2.03± 1.49
4 42 42/0/0 0.92± 1.13 42/0/0 0.85± 1.03
5 1 1/0/0 10.5± 3.65 1/0/0 9.25± 2.79
6 1 0/0/1 N/A 1/0/0 10.1± 2.48
7 1 0/0/1 N/A 0/0/1 N/A
8 1 0/1/0 24.1± 13.40 0/1/0 18.33± 10.05
9 1 1/0/0 9.53± 1.47 1/0/0 9.09± 1.47
10 1 1/0/0 5.96± 0.80 1/0/0 5.34± 0.89
Table 1. Verification results (U: unsatisfied. S: satisfied. T: time-
out) and search depth (mean ± standard deviation) for all proper-
ties of the ACAS benchmark. These results show that our approach
validates the properties as well as, or better than, IOG – even with
a reduced search depth. We use ∗ in property 2 to denote that
the comparison is only for networks where neither IOG nor BE
procedures had a timeout.
similar to (Wang et al., 2018). Each individual network to
be verified was given a maximum execution time of 3 hours,
at which point the verification function halts and a timeout
flag is returned. All verification tasks were performed on a
12 core, 64-bit machine with Intel Core i7-5820K CPUs @
3.30GHz. The experimental setting, and our approach, was
coded in Python using the Gurobi optimization package.
6.3. Comparison of Splitting Procedures
In this section, we provide a side-by-side comparison be-
tween input-output gradient-based splits (IOG) and splits
generated by our approach based on bound estimation (BE).
Table 1 shows the verification results for each of the 10 prop-
erties. The first column enumerates the properties and the
second column shows the number of networks the property
was tested against. The third and fifth columns show the
verification results, which can either be unsatisfied, satisfied
or timeout, for the IOG and BE-based splits, respectively.
Columns four and six show the average depth for the binary
trees generated during the verification procedures. When
timeouts occurred, we did not report the average depth and
standard deviations, as they are misleading metrics repre-
senting partially built binary trees, the only exception being
property 21, for which 30 networks were able to be veri-
fied by both IOG and BE procedures2. In the Appendix we
include an additional graph with timeouts for property 2.
The horizontal histograms in Figure 4 depict the number of
branches (horizontal axis) of a specific length (vertical axis)
for the binary trees generated by the verification tasks. For
each histogram, the distribution on the left (green) corre-
sponds to the distribution generated by BE-based splitting.
The distributions on the right (blue) correspond to IOG-
1Similar to (Wang et al., 2018), we omit networks
{N4,2, N5,3}.
2IOG timeouts: networks {N3,3, N3,4, N3,8, N4,9}. BE time-
outs: networks {N3,3, N4,9}.
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φ # NNs # Nodes tBE/tIOGIOG BE
1 45 5241 4541 0.873
2 34∗ 799† 553† 0.872†
3 43 464 164 0.361
4 43 84 82 0.922
5 1 491 369 0.877
6 1∗ >1808* 1210 <0.682*
7 1∗ >1269* >983* 1.0*
8 1 95 245 1.215
9 1 947 737 0.791
10 1 105 63 0.771
Table 2. Number of nodes for the two split mechanisms (smaller
is better) and the ratio of computational time for the two methods.
We can see that for 8 out of 10 properties our approach (BE) re-
duces the number of nodes generated, as well as the computational
time. ∗ indicates that some verification did not complete within
the allocated time. We use † in property 2 to denote that the com-
parison is only for networks where neither IOG nor BE procedures
had a timeout.
based splits. The dashed red red line in each plot shows the
average depth, which is reported in Table 1. In cases where
timeouts occurred for either type of procedure we include
an exclamation mark.
Table 2 shows a few more important metrics from the verifi-
cation tasks. The first to columns are the same as Table 1.
Columns three and four show the exact number of nodes
that were generated during verification of each task. The
fifth column shows the ratio of times between BE-based
splits and IOG-based splits for a given verification task. Val-
ues below 1.0 imply a strict improvement of BE-splits over
IOG-splits. In cases where timeouts occurred we include an
asterisk symbol.
7. Discussion
As seen in the previous section in Table 1, BE-based splits
are able to prove all properties to be either unsatisfied or
satisfied except for φ7 and for two of the networks in φ2.
These results match the ones found in (Katz et al., 2017),
with the exception of φ1, where we do not timeout3, and
φ2, where we do timeout twice. In contrast, while IOG-
based splits are also able to verify most of the properties,
additional timeouts occur for properties φ2 and φ6. In all
cases, we found the average search depth µBE to be smaller
than µIOG. Along these same lines, Table 2 shows that for
8 out of the 10 properties we get a strict improvement on the
amount of time needed for verification. This improvement
appears to be closely related to the number of nodes that
3Reluplex uses 4h timeout threshold. For property 1, Reluplex
reported 4 timeouts.
were generated during the verification task. In addition,
a reduced number of nodes also decreases the amount of
memory required to store the partition of the input set B.
Note from Table 1 that 6 timeouts occurred for property
φ2: 4 for IOG and 2 for BE. We believe BE-based splits
outperformed IOG-based splits in these instances because
the metric in (17) encourages splits to generate partitions
that lead towards regions of the input space where all ReLU
nodes are either active or inactive (i.e. towards the interior
of the polytopic regions Pi of the domain), which leads
to finding examples faster. In addition, when comparing
networks which were able to be verified by both procedures,
BE still outperformed IOG in the amount of time and nodes
generated as shown in Table 2. While BE-splits did under
perform when verifying property φ8, it is important to note
that this property is only verified against a single network.
In constrast, property φ2 was tested against 30 different net-
works. In the Appendix we include information on property
φ2 including timeouts.
8. Conclusion
In safety-critical application, such as self-driving, it is im-
portant to be able to verify the behavior learned by deep
neural networks. In this paper, we introduced a new tech-
nique for verification of ReLU NNs, that relies on splitting
the input set. Previous work leverages information of the
gradient between inputs and outputs to decide how splits
should be undertaken in order to verify a property of inter-
est. In this work, we showed that by using shadow prices,
a metric representing constraint sensitivity, and estimates
on the bounds, we can substantially improve the amount
of memory and time required to solve verification tasks.
We test our proposed approach on the ACAS benchmark
and provide a side-by-side comparison between both split-
ting procedures. Our results show substantial improvements
both in the amount of memory and time required to solve
these benchmarks. Future work will focus on extending the
verification to more general classes of NNs, as well as input
sets with arbitrary topology.
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A. Appendix
A.1. Property φ2 including timeouts
Here we include the histogram of property φ2 with timeouts.
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Figure 5. Histogram of branch lengths for property 2 including the
timeouts.
The IOG search depth was 26.59± 16.48 with 17619 nodes
generated. The BE search depth was 21.02±7.82 with 6927
nodes generated. The ratio of times tBE/tIOG is 0.56.
A.2. ACAS Benchmark
We now list the 10 properties contained in the Airborne
Collision Avoidance System benchmark.
Property φ1:
• Description: If the intruder is distant and is significantly
slower than the ownship, the score of a COC advisory
will always be below a certain fixed threshold.
• Tested on: all 45 networks.
• Input constraints: ρ ≥ 55947.691, vown ≥ 1145, vint ≤
60.
• Desired output property: the score for COC is at most
1500.
Property φ2:
• Description: If the intruder is distant and is significantly
slower than the ownship, the score of a COC advisory
will never be maximal.
• Tested on: Nx,y for all x ≥ 2 and for all y, except N4,2
and N5,3.
• Input constraints: ρ ≥ 55947.691, vown ≥ 1145, vint ≤
60.
• Desired output property: the score for COC is not the
maximal score.
Property φ3:
• Description: If the intruder is directly ahead and is mov-
ing towards the ownship, the score for COC will not be
minimal.
• Tested on: all networks except N1,7, N1,8, and N1,9.
• Input constraints: 1500 ≤ ρ ≤ 1800, −0.06 ≤ θ ≤
0.06, ψ ≥ 3.10, vown ≥ 980, vint ≥ 960.
• Desired output property: the score for COC is not the
minimal score.
Property φ4:
• Description: If the intruder is directly ahead and is mov-
ing away from the ownship but at a lower speed than that
of the ownship, the score for COC will not be minimal.
• Tested on: all networks except N1,7, N1,8, and N1,9.
• Input constraints: 1500 ≤ ρ ≤ 1800, −0.06 ≤ θ ≤
0.06, ψ = 0, vown ≥ 1000, 700 ≤ vint ≤ 800.
• Desired output property: the score for COC is not the
minimal score.
Property φ5:
• Description: If the intruder is near and approaching from
the left, the network advises “strong right”.
• Tested on: N1,1.
• Input constraints: 250 ≤ ρ ≤ 400, 0.2 ≤ θ ≤ 0.4,
−3.141592 ≤ ψ ≤ −3.141592 + 0.005, 100 ≤ vown ≤
400, 0 ≤ vint ≤ 400.
• Desired output property: the score for “strong right” is
the minimal score.
Property φ6:
• Description: If the intruder is sufficiently far away, the
network advises COC.
• Tested on: N1,1.
• Input constraints: 12000 ≤ ρ ≤ 62000, (0.7 ≤ θ ≤
3.141592) ∨ (−3.141592 ≤ θ ≤ −0.7), −3.141592 ≤
ψ ≤ −3.141592 + 0.005, 100 ≤ vown ≤ 1200, 0 ≤
vint ≤ 1200.
• Desired output property: the score for COC is the min-
imal score.
Property φ7:
• Description: If vertical separation is large, the network
will never advise a strong turn.
• Tested on: N1,9.
• Input constraints: 0 ≤ ρ ≤ 60760, −3.141592 ≤ θ ≤
3.141592, −3.141592 ≤ ψ ≤ 3.141592, 100 ≤ vown ≤
1200, 0 ≤ vint ≤ 1200.
• Desired output property: the scores for “strong right”
and “strong left” are never the minimal scores.
Property φ8:
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• Description: For a large vertical separation and a previ-
ous “weak left” advisory, the network will either output
COC or continue advising “weak left”.
• Tested on: N2,9.
• Input constraints: 0 ≤ ρ ≤ 60760, −3.141592 ≤ θ ≤
−0.75 ·3.141592,−0.1 ≤ ψ ≤ 0.1, 600 ≤ vown ≤ 1200,
600 ≤ vint ≤ 1200.
• Desired output property: the score for “weak left” is
minimal or the score for COC is minimal.
Property φ9:
• Description: Even if the previous advisory was “weak
right”, the presence of a nearby intruder will cause the
network to output a “strong left” advisory instead.
• Tested on: N3,3.
• Input constraints: 2000 ≤ ρ ≤ 7000, −0.4 ≤ θ ≤
−0.14, −3.141592 ≤ ψ ≤ −3.141592 + 0.01, 100 ≤
vown ≤ 150, 0 ≤ vint ≤ 150.
• Desired output property: the score for “strong left” is
minimal.
Property φ10:
• Description: For a far away intruder, the network advises
COC.
• Tested on: N4,5.
• Input constraints: 36000 ≤ ρ ≤ 60760, 0.7 ≤ θ ≤
3.141592,−3.141592 ≤ ψ ≤ −3.141592+0.01, 900 ≤
vown ≤ 1200, 600 ≤ vint ≤ 1200.
• Desired output property: the score for COC is minimal.
