The Journal of Aerospace Information Systems (formerly the Journal of Aerospace Computing, Information, and Communication (JACIC)) is devoted to the applied science and engineering of aerospace computing, information, and communication. Original archival research papers are sought which include significant scientific and technical knowledge and concepts. The Journal publishes qualified papers in areas such as aerospace systems and software engineering; verification and validation of embedded systems; the field known as 'big data,' data analytics, machine learning, and knowledge management for aerospace systems; human-automation interaction and systems health management for aerospace systems. Applications of autonomous systems, systems engineering principles, and safety and mission assurance are of particular interest. Articles are sought which demonstrate the application of recent research in computing, information, and communications technology to a wide range of practical aerospace problems in the analysis and design of vehicles, onboard avionics, ground-based processing and control systems, flight simulation, and air transportation systems.
 Learning with limited data and/or in domains for which obtaining data is expensive or risky
Reinforcement learning and learning-based adaptive control are powerful techniques to perform planning and control for systems with significant model errors and uncertainty. In the computer science community many benchmark types examples have been tackled successfully, showing the advantage of these learning techniques. The goal of this special issue is, however, to assemble high-quality papers that highlight the use of these techniques in more complex aerospace and mechanical engineering applications. In particular, papers are encouraged that demonstrate the use of these learning-based planning and control approaches on physical systems operating in real-world situations with significant disturbances and uncertainties. Classes of uncertainties could include modeling error, uncertainty due to environmental/external effect, hybrid/switched dynamics, sensing/actuation errors, noise, sensing/actuation failures, and structural damage/failures. Model-free and model-based control/planning techniques should highlight online long-term learning through construction and exploitation of (approximate) models of the agent, the environment, value functions, state/action constraints etc. Long-term learning could be characterized by improved tracking, improved missionscore, online generation of optimal policy, predictive ability, and accurate prognosis.
Examples of classes of planning and reinforcement learning techniques include, but are not limited to: approximate dynamic programming, temporal difference learning, adaptive function approximation techniques, planning under uncertainty, intelligent exploration scheme, and learning with risk mitigation.
Examples of classes of control techniques of interest include, but are not limited to: indirect adaptive control, hybrid direct/indirect adaptive control, dual-control, adaptive model predictive control, direct optimal adaptive control using reinforcement learning, learning-focused neuro-adaptive and neurofuzzy control, nonparametric control. In general, papers that leverage exploitation of predictive ability of online learning and adaptation are encouraged, whereas papers that focus on adaptation based on reactive short-term learning would risk being outside the scope of this issue. 
