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Abstract A molecular tagging velocity (MTV) technique
is developed to non-intrusively measure velocity in an in-
tegral effect test (IET) facility simulating a high tempera-
ture helium-cooled nuclear reactor in accident scenarios. In
these scenarios, the velocities are expected to be low, on the
order of 1 m/s or less, which forces special requirements
on the MTV tracer selection. Nitrous oxide (N2O) is iden-
tified as a suitable seed gas to generate NO tracers capable
of probing the flow over a large range of pressure, temper-
ature, and flow velocity. The performance of N2O-MTV is
assessed in the laboratory at temperature and pressure rang-
ing from 295 to 781 K and 1 to 3 atm. MTV signal improves
with a temperature increase, but decreases with a pressure
increase. Velocity precision down to 0.004 m/s is achieved
with a probe time of 40 ms at ambient pressure and temper-
ature. Measurement precision is limited by tracer diffusion,
and absorption of the tag laser beam by the seed gas. Pro-
cessing by cross-correlation of single shot images with high
signal-to-noise ratio reference images improves the preci-
sion by about 10% compared to traditional single shot image
correlations.
Matthieu A. Andre´ and Philippe M. Bardet
Department of Mechanical and Aerospace Engineering
The George Washington University
Washington, DC, USA
E-mail: matandre@gwu.edu
Ross A. Burns
National Institute of Aerospace
Hampton, VA 23666, USA
Paul M. Danehy
NASA Langley Research Center
Hampton, VA 23681, USA
Seth R. Cadell and Brian G. Woods
Department of Nuclear Engineering
Oregon State University
Corvallis, OR 97331, USA
The instrument is then deployed to the IET facility. Chal-
lenges associated with heat, vibrations, safety, beam deliv-
ery, and imaging are addressed in order to successfully op-
erate this sensitive instrument in-situ. Data are presented for
an isothermal depressurized conduction cool-down. Velocity
profiles from MTV reveal a complex flow transient driven by
buoyancy, diffusion, and instability taking place over short
(< 1 s) and long (> 30 min) time-scales at sub-meter per sec-
ond speed. The precision of the in-situ results is estimated at
0.027, 0.0095, and 0.006 m/s for a probe time of 5, 15, and
35 ms, respectively.
Keywords Molecular tagging velocimetry · in-situ
measurement · integral effect test facility
1 Introduction
Molecular tagging velocimetry (MTV) is a time-of-flight ve-
locity measurement technique that relies on locally creating
and tracking molecular tracers (Falco and Chu, 1988; Gen-
drich and Koochesfahani, 1996; Koochesfahani and Nocera,
2007). A first laser pulse (or write pulse) creates these trac-
ers with a predetermined spatial pattern, then one or several
second laser pulses (read pulse), illuminate a cross-section
of the flow with a controlled time interval. The location of
the displaced tracers is recorded for each read pulse with a
camera, ultimately leading to velocity profiles. In gas flows,
radicals are typically created through photo-dissociation of
specific seed molecules, and are tracked with planar laser-
induced fluorescence (PLIF). MTV has been demonstrated
in gas with a variety of tracers created from seed gases such
as N2O (ElBaz and Pitz, 2012), NO (Danehy et al, 2003),
NO2 (Orlemann et al, 1999), O2/N2 (APART technique, Dam
et al (2001)), Kr (Parziale et al, 2015), acetone (Lempert
et al, 2002), biacetyl (Stier and Koochesfahani, 1999), tert-
butyl nitrite (Kru¨ger and Gru¨nefeld, 1999), O2 (RELIEF,
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Miles et al (1989), OTV, Pitz et al (1996)), N2 (FLEET,
Michael et al (2011)), and H2O (Boedeker, 1989). Hall et al
(2017) also demonstrated a technique relying on trace H2O
(∼ 0.1%) or H2 (∼ 1%) in N2 to create NH tracers. MTV
is a non-intrusive technique applicable to a wide variety of
flows ranging from stagnant to hypersonic, from cryogenic
to flame temperature, and over a large range of pressure.
Furthermore, MTV does not rely on particle tracers un-
like particle image velocimetry (PIV) or laser Doppler ve-
locimetry (LDV). Therefore, it is an attractive technique for
measurements in facilities which must not be contaminated
by solid particles or where particles cannot appropriately
seed or follow the flow. For these cases, probes can be de-
ployed, but they are usually point-wise and intrusive (hot-
wire, thermocouple, pressure probe, gas composition probe,...),
whereas MTV is non-intrusive and can be extended to re-
solve 2D velocity or temperature fields (Sa´nchez-Gonza´lez
et al, 2011) even at high repetition rates (Jiang et al, 2010).
However, the in-situ deployment of optical diagnostics
into a large experimental facility, or in the field, presents
several challenges:
– Optical access must be available. Unless the facility has
been specifically designed with optical diagnostics in
mind, this is usually not the case. This requires the de-
sign and installation of optical viewports suited to the ex-
perimental conditions, and transmitting the wavelength
of interest for the diagnostics. In most situations, at least
2 viewports are needed, one for illumination and one for
imaging.
– The environment may be challenging for sensitive op-
tical diagnostics. For instance, excessive heat or cold,
vibrations, smoke, etc. can be detrimental to the opera-
tion of the instruments. Some effects can be mitigated,
for instance, heat loading can be addressed with a cool-
ing system. The operating procedures of the facility may
force remote operation of the instruments.
– Space can also be a constraint in facilities that were not
designed to accommodate external diagnostics.
– The flow of interest or facility may have special limita-
tions, where flow velocities are so low that seed particles
might settle out.
The present work demonstrates the development and de-
ployment of MTV for in-situ measurements in the high tem-
perature test facility (HTTF), an integral effect test (IET)
facility located at Oregon State University designed to study
the thermal-hydraulics of very high temperature helium cooled
nuclear reactors (VHTR) (Schultz et al, 2010). The HTTF
is an electrically heated scaled down facility (quarter scale)
following the General Atomic Modular High Temperature
Gas cooled Reactor (MHTGR) design. It operates at reduced
pressure (1/8th or 8 atm) and prototypical temperature (up to
1 200 K), and aims at simulating depressurized conduction
cooldown (DCC) (Reyes et al, 2010).
In a DCC, the pressure boundary has been ruptured through
a double ended guillotine of the inlet and outlet cross over
ducts, which are concentric pipes with the hot leg enclosed
in the cold leg. At the end of the rapid depressurization,
buoyancy drives air into the reactor pressure vessel (RPV)
from the cavity where the reactor and auxiliary system sit.
The air ingress through the break mayl lead to oxidation of
the graphite in the RPV, and in some conditions, could lead
to fire, loss of mechanical integrity of the core, and release
of radioactive elements (Oh and Kim, 2011; Oh et al, 2011).
Numerical simulation of the buoyancy phase of the DCC
event showed that the expected velocity are very low, typi-
cally below 2 m/s and that the flow stops quickly (∼ 2 min)
(Gutowska, 2015; Utberg Jr, 2013).
Because MTV is a time-of-flight technique, the velocity
is obtained by measuring a displacement over a period of
time:
U = M
∆x
dt
(1)
with ∆x the tracer displacement in pixels recorded by the
camera, dt the probe delay time, and M the magnification.
To obtain a high precision for low speed flow and for low
magnification, a long probe time is needed in order to mea-
sure a significant tracer displacement. Therefore, the tracer
must have a long lifetime. Hydroxyl tagging velocimetry
based on H2O seed gas was investigated (Andre´ et al, 2017)
and was shown to have a useful lifetime of up to 500 µs in
N2 at 1 atm and 373 K, yielding a precision of about 0.1 m/s
at a magnification of 0.0467 mm/pixel. While this technique
would work in the HTTF conditions, concerns were raised
about the water vapor condensing on the electric heaters and
short-circuiting them. Oxidation of graphite at high temper-
ature was also a concern. Therefore, an alternate tracer, ni-
tric oxide (NO) was investigated for this work. N2O was
chosen as the seed gas because it is less toxic than NO2.
The first part of this paper presents the application of
N2O-MTV to low-speed flows in the aforementioned con-
ditions. The second part details the deployment of the di-
agnostics in the HTTF and how the practical challenges are
addressed. Finally, sample results are presented and the per-
formance of the technique is discussed.
2 Characterization of N2O-MTV for low speed flows
This section focuses on NO tracers obtained from N2O seed
gas and demonstrates their use in thermodynamic conditions
approaching that of the HTTF. The velocity measurement
precision, dynamic range, and other aspect aspects of this
technique are discussed.
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2.1 N2O Photo-chemistry
The NO tracers are created from the photo-dissociation of
the N2O seed gas according to the following reactions (El-
Baz and Pitz, 2012):
N2O + hν193nm N2 + O(1D) (R1)
N2O + O(
1D) 2 NO (R2)
where h is the Planck constant and ν193nm the photon fre-
quency. An excimer laser with a 193 nm wavelength is used
for the photo-dissociation (R1), which is quantified by the
following equation:
nd
ni
=
σE
hνA
(2)
where ni is the initial number density of N2O, nd is num-
ber density of dissociated molecules and σ is the photo-
dissociation cross section, equal to 8.95× 10−20 cm2 for
N2O at 302 K for 193 nm (Selwyn et al, 1977). The cross
section increases with temperature, and is equal to 1.18×
10−19 cm2 for N2O at 373 K and 193 nm (Hudson, 1974). E
and A are the beam energy and cross sectional area.
The reaction (R2) occurs over a time scale on the order
of 10 ns, and also requires N2O as a reactant, which means
no NO can be created if all or none of the N2O is reacted in
(R1). ElBaz and Pitz (2012) showed that maximum NO pro-
duction occurs when 50% of the N2O is photo-dissociated in
(R1). At low N2O photo-dissociation ratio (< 10% as is the
case in this study), NO production can be assumed propor-
tional to the N2O photo-dissociation ratio since N2O is not
a limiting reactant in (R2). With chemical kinetics simula-
tions, ElBaz and Pitz (2012) showed that the presence of O2
or H2O has no significant effect on the NO concentration at
later time, although it should be noted that O2 and H2O will
absorb some of the write beam energy, and reduce the (NO)
PLIF signal through collisional quenching. The quenching
cross sections at 300 K are 110, and 26 A˚2 for H2O, and O2,
respectively. Note that N2O also quenches NO fluorescence
with a cross section of 64 A˚2 (Paul et al, 1993).
NO is stable in an inert environment such as helium or
nitrogen, as well as dry and humid air, which enables the
long probe times necessary for measuring low speed flows
with sufficient precision. Ultimately, the probe time is lim-
ited by molecular diffusion of the tracers, as discussed in
Sec. 2.4.3.
2.2 MTV system
The diagnostics relies on several lasers and a camera syn-
chronized together. The N2O seed gas is initially uniformly
mixed in the working fluid. A first laser beam (the write
pulse) is from an excimer laser (GAM Laser EX5) at a wave-
length of 193 nm. Each pulse has a duration of 8 ns and 10
mJ of energy (measured at the laser head). At the George
Washington University Laboratory (GW), this beam is fo-
cused with a 1.5 m focal length spherical lens to a beam
waist diameter of 1.0 mm and photo-dissociates N2O along
its path. Based on the beam fluence, the maximum photo-
dissociation ratio from Eq. 2 is 11% and therefore NO pro-
duction is similar.
The NO molecules form a line within 10 ns, whose loca-
tion is measured subsequently with PLIF. Since a single tag
line was used in this study, only a single component of ve-
locity can be resolved which is sufficient for unidirectional
flows. A tunable dye laser (frequency-doubled Sirah Cobra-
Stretch with Coumarin 2 dye) at a wavelength of 226.186 nm
and energy of 4 mJ/pulse is shaped in a 3-mm thick sheet
and excites the NO tracers (read pulses). The dye laser is
pumped by two Spectra Physics Nd:YAG Lab 170 lasers,
providing dual-pulse capability with arbitrary pulse sepa-
ration in time. The Nd:YAG beams are orthogonally polar-
ized and combined in a Z-fold configuration at their funda-
mental wavelength (1 064 nm) with a polarizing plate. The
beam polarization is then optimized so that the non-linear
frequency tripling process yields equal energy from both
pulses (∼ 180 mJ/pulse at 355 nm). As a consequence of
the frequency conversion, the resulting UV pulses are both
vertically polarized, which is required for pumping the dye
laser. The dye is circulated with high flow rate circulators
from a Sirah Credo laser to minimize dye depletion of the
second pulse.
The lasers are mounted on a cart shown in Figure 1, left.
Images are recorded with a QImaging QIClick CCD camera
coupled with a LaVision IRO image intensifier and a Nikon
UV 105mm f/4.5 lens. The camera has a full resolution of
1392× 1040 pixels at 10 Hz. Resolution was reduced to
1392×400 to operate at 2×10 Hz in frame-straddling mode
with an intensifier gate time of 500 ns and gain of 80% of
maximum. Data are recorded straight to a high capacity hard
drive which permits several hours of continuous recording.
A long-pass filter (230 nm cut-off from Layertec) mounted
on the lens transmits the fluorescent signal and rejects the
scattered laser light.
The velocity is obtained by measuring the displacement
of the tracers using a new double cross-correlation scheme
and knowing the time delay between the two images. In this
method, detailed in Appendix A1, time-averaged reference
images are used to increase signal-to-noise ratio (SNR), and
single shot images are compared to the time-averaged im-
ages to increase precision of the correlations. This method
still accounts for beam wandering (which would cause er-
ror if only delayed images were used in the analysis)as well
as for difference in read pulses intensity and tracer diffu-
sion since correlations are made at identical dt. A draw-
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Fig. 1 Laser system (left). Test section with laser viewport (right).
Note that the viewport is mounted on an ANSI flange that fits on the
HTTF
back would be that in some experiments it is not possible
to record images at zero velocity.
Using the data of Sec. 4, and performing an estimation
of the precision as done in Sec. 4.3, the improvement in
precision with this method is between 5% and 15% (for
dt = 5 and 35 ms) compared to the usual cross-correlation
of single-shot image pairs. As expected, the gain is more
significant at longer dt.
The optics for shaping and focusing the beams used in
the lab at GW were selected to be similar to those that would
be used in the IET facility in an effort to make the laboratory
measurements as representative of the actual in-situ condi-
tions as possible. The camera working distance is also set
to match that of the in-situ geometry. The Nd:YAG lasers
Q-switches and lamps, excimer laser, image intensifier, and
CCD camera are synchronized with a time delay generator
(Berkeley Nucleonics Model 575).
2.3 Laboratory Test Section
A stainless steel pressure vessel was built to investigate the
performances of the diagnostics in conditions as encoun-
tered in a VHTR. This test section, Figure 1, right, is fit-
ted with two UV-transparent fused-silica viewports to allow
transmitting the lasers beam and observing the fluorescent
signal. A 9-mm inner diameter vertical tube ends in the cen-
ter of the test section and generates a well-controlled jet of
nitrogen or helium seeded by a small fraction of N2O. A
National Instruments data acquisition system controls and
monitors pressure, temperature, and gases flow rates.
For the in-situ measurements, nitrogen, helium, and pos-
sibly a mixture of both are the working fluids. Thus both he-
lium and nitrogen were considered in the tests. Preliminary
data showed that the NO signal is slightly stronger in helium
than in nitrogen, which may be explained by the higher fluo-
rescence quenching cross-section of the latter (0.012 versus
0.002 A˚2 at 300 K, Paul et al (1993)). Therefore, in order
to have conservative results, the following tests were con-
ducted in N2, with the assumption that the fluorescent signal
strength would improve when probed in helium. However
molecular diffusion of NO is larger in helium than in nitro-
gen, therefore diffusion of the tracers may make the mea-
surement less precise in helium for long probe times. Tracer
diffusion is quantitatively discussed in Sec. 2.4.4.
2.4 Laboratory results
2.4.1 Tracer excitation spectrum and wavelength selection
To identify the optimum wavelength for the dye laser (read
pulse), the fluorescence excitation spectrum of NO is mea-
sured and analyzed. The fluorescent signal is recorded with
the MTV system, i.e. the NO tracers are created with the
write pulse, while the dye laser scans the read pulse wave-
length, all other parameters such as excimer and dye laser
powers, N2O concentration, or probe time being held con-
stant and equal to 5 mJ/pulse, 4 mJ/pulse, 4% molar, and
10 µs, respectively. The dye laser scans between 225.9 and
226.4 nm with a step of 1.25 pm. For each step 10 frames are
recorded and averaged. The maximum intensity as function
of wavelength is plotted in Fig. 2 for ambient temperature
and three different values of pressure: 1 (ambient), 2, and 3
atm. The excitation spectrum of NO computed by the soft-
ware LIFBASE 2.1.1 (Luque and Crosley, 1999) with the
amplitude scaled to the experimental data is also plotted on
these figures. The peaks location, width, and relative height
show a good agreement with the experimental data.
The strongest signal (highest peak) is obtained at a wave-
length of 226.186 nm, which is the Q-branch band head.
Note that these spectra are plotted with respect to wave-
length in air. The corresponding vacuum wavelength for the
strongest peak is 226.255 nm, as reported by ElBaz and Pitz
(2012). Figure 2 also shows that the peak height decreases
with an increase in pressure due to collisional quenching.
The effects of pressure and temperature are discussed in
more detail in the next section. While pressure and temper-
ature affects the peak height and width through collisional
quenching and broadening, the best signal was still obtained
at the same wavelength, which ensured the dye laser would
not need to be tuned for each pressure or temperature condi-
tion. Therefore in the remainder of the study the read pulses
are at 226.186 nm.
2.4.2 Effect of temperature, pressure, probe time, and N2O
concentration on PLIF signal strength
For the data described in this section the temperature, pres-
sure, and N2O concentration are varied. The tracers are probed
at 10 µs and 1000 µs after being created by the write pulse.
The tracers are probed non-consecutively, with only one probe
pulse. Diffusion between 10 µs and 1000 µs is limited, for
instance in the most unfavorable case (1000 µs, P = 1 atm,
T = 781 K), the tag line width increases by only 24%, see
Sec. 2.4.4.
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Fig. 2 NO excitation spectrum at ambient temperature and 1, 2 and 3
absolute atmospheres. Experiment versus simulation. A laser linewidth
of 3 pm was used in the simulation.
The results are summarized in the plots of Fig. 3 in term
of the SNR averaged over 100 frames. The SNR is calcu-
lated as (Isignal − Ibg)/(4σbg), with Isignal and Ibg the signal
and background intensity, respectively, and σbg the back-
ground standard deviation, following the definition of Ram-
sey and Pitz (2011). This definition is quite conservative due
to the factor 4 intended to approximate peak-to-peak noise
amplitude. As a results, a SNR larger than 4 is considered
good, and can yield a displacement precision of about 0.1
pixel. Below a SNR of 4, precision is reduced, although a
measurement precision of 0.5 pixel can still be achieved for
SNR=1 (Ramsey and Pitz, 2011).
Each sub-figure presents a different combination of pres-
sure and temperature with the first row at ambient temper-
ature, and the first column at ambient pressure. Maximum
temperature and pressure in this study are 781 K (508◦C)
and 3 atm. The N2O concentration is varied between 0.1 and
6% by volume (molar).
The main findings are:
– SNR> 1 at ambient conditions for a concentration of
N2O> 0.5%. The SNR increases with temperature, which
is convenient for VHTR studies since the gases can be at
up to 900◦C. The increase in NO production with tem-
perature was reported by ElBaz and Pitz (2012) for air
due to favorable chemical kinetics. The increase of N2O
absorption cross-section with temperature (Sec. 2.1) likely
contributes to this increase as well.
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Fig. 3 NO signal-to-noise ratio for various combination of tempera-
ture (295, 659, and 781 K), pressure (1 and 3 atm), and N2O seed gas
concentration (0.1, 0.2, 0.5, 1, 2, 3, 4, and 6%)
– The fluorescent signal decreases with increasing pres-
sure. ElBaz and Pitz (2012) also showed a decreased
NO production with increasing pressure for dry air. Col-
lisional quenching is also a possible factor. This can be
problematic at ambient temperature, where the SNR is
insufficient at 1% N2O and equal to 0.5 at 6% N2O for
T = 295 K and P = 3 atm. However, a high temperature
can offset the detrimental effect of pressure as shown for
the T = 659 K, P = 3 atm plot, where a SNR of 2 is ob-
tained. In this sub-figure, no clear dependence on N2O
concentration is observed, which may suggest the N2O
concentration was mistakenly held constant for this par-
ticular case.
– At N2O concentration below 1%, SNR is similar be-
tween dt = 10 and 1000 µs, which confirms the chem-
ical stability of NO over this duration. SNR seems to
decrease for dt = 1000 µs at elevated temperature and
ambient pressure. The high temperature may promote
recombination of NO tracers. Further study of the life-
time showed successful probing of NO for at least 40 ms
with molecular diffusion being the limiting factor, see
Sec. 2.4.4.
– SNR increases with N2O concentration for low concen-
tration (< 2%). The SNR then plateaus or decreases be-
tween 2 to 4%. This is discussed later in more details.
– Although the only N2O measurements reported in lit-
erature used 4% N2O (ElBaz and Pitz, 2012), these re-
sults show that data can still be obtained at sub-one per-
cent concentration. Minimizing the N2O concentration
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is beneficial for cost, safety, and the need to minimally
perturb the working fluid (N2O would affect the gas heat
capacity and adiabatic index for instance).
N2O is efficiently photo-dissociated by the excimer laser
due to its relatively large absorption cross section. However,
this also means that the excimer beam will be attenuated as
it propagates through the gas mixture (N2+N2O) in the test
section to the measurement region. The transmission effi-
ciency is given by the Beer-Lambert law:
E
E0
= e−σniL (3)
with L the path-length of the beam in a gas containing a
concentration ni of N2O. The beam will be mostly absorbed
if the optical depth is large, ie σniL 1. For IET facilities,
the distance L can easily be on the order of meters, which
put stringent limits on the concentration of N2O to minimize
beam attenuation.
By combining Eqs 2 and 3, the optimal N2O concentra-
tion to maximize the amount of dissociated molecules (thus
the amount of NO created as explained in Sec. 2.1) for a
given path-length is nopt = 1/(σL) and the resulting max-
imum number density of photo-dissociated N2O molecules
is nd = E0/ehνAL.
In the present laboratory test, the distance between the
window and the jet is L = 0.30 m. This results in an op-
timum N2O molar concentration of 1.5%, 3.4%, 4.0% for
P = 1 atm and T = 295, 659, and 781 K, respectively. This
is somewhat in agreement with the results of Fig. 3, where
the SNR is observed to reach a maximum near these values
of N2O concentration. Optimum N2O molar concentrations
are 0.5% and 1.1% for P = 3 atm and T = 295 and 659 K,
respectively.
For the in-situ measurements, the beam path inside the
facility up to the measurement region is measured at 1.05 m,
which translates in an optimum N2O seeding concentration
of 0.43% for ambient pressure and temperature.
The present results showed that data can be obtained
with concentration as low as 0.2%, which is the optimal
concentration for a 2.25 m path-length. Longer path lengths
could still be possible with lasers of sufficient power. Al-
ternatively, the beam could also be enclosed in a N2O-free
environment within the test section until it reaches the mea-
surement region (provided this enclosure does not disturb
the flow).
2.4.3 Velocity measurement precision
The precision of the velocity measurement σU can be ex-
pressed as:
σU
U
=
√(
σM
M
)2
+
(
σx
∆x
)2
+
(
σt
dt
)2
(4)
The calibration error, σM , is estimated by taking images of
a calibration target in several parallel planes and measuring
how M varies with the working distance. Assuming the cal-
ibration target can be placed within 2 mm of the laser sheet
planes, the corresponding variation of M is 0.4%. The tim-
ing unit has a resolution of 250 ps, the lasers have a jitter
< 0.5 ns, and each laser pulse has a duration under 10 ns,
thus σt/dt is negligible considering dt is on the order of mil-
liseconds. The main contributor to the error is the precision
on the measured displacement σx/∆x which is a function of
the camera, optics, processing algorithm, and SNR. By ne-
glecting magnification and timing errors, and using Eq. 1,
the velocity precision can be expressed as σU = Mσx/dt.
MTV data are collected on a steady N2 laminar jet (U =
0.042 m/s, Re = 21 ) in the test section described previously
at M = 0.0370 mm/pixel and at ambient temperature and
pressure. The delay between write and read pulses is varied.
The initial tracer line location is recorded in a separate step,
so that only one read pulse is needed to measure the tracer
displacement. For each data point, 100 frames are recorded
and the standard deviation of the measured displacement σx
is calculated at the jet center-line. Due to the low Re the flow
is stable, and σx is solely due the the precision of the tech-
nique. This provides an estimation of the velocity measure-
ment precision σU . The width of the processing window for
the data presented in this section is set at 40 pixels (smallest
size allowed in the algorithm, Sec. 2.2) so that the calculated
precision is conservative. Processing these data with a 160
pixels wide window yields an improvement of precision by
a factor of about 2 (not shown), which is consistent which
the expected factor of
√
160/40 = 2.
Figure 4 presents the measured velocity precision for
four cases with different N2O concentration and write beam
energy as a function of probe time. As discussed in the pre-
vious section, the optimum N2O concentration has been de-
termined to be 0.43% for the beam path length of the in-situ
measurements, therefore tests are run at concentration close
to that value (0.5%). A reduced number of data-points are
also collected at 1% N2O for comparison.
In order to account for the excimer beam absorption in
the IET facility due to the longer beam path than in the labo-
ratory test section (1.05 versus 0.30 m), the energy delivered
by the excimer laser is varied. When operating at full power
(15 kV discharge), the excimer laser delivers 10 mJ/pulse at
the cavity output, as measured with a power-meter (Ophir
F150A-BB-26). This value drops to 3.2 mJ/pulse before the
test section window because of loses from the optics (5 mJ)
and from O2 and H2O absorption in air (2 mJ). Note that
transmitted energy can be improved by purging the beam
path and using coated optics as described in Sec 3.2. For
the laboratory tests, the transmitted energy is sufficient and
allows being conservative for the design of the in-situ exper-
imental campaign.
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Fig. 4 Velocity measurement precision versus probe time for differ-
ent seed gas concentration and write beam energy with a processing
window 40 pixels wide at ambient pressure and temperature in N2. Es-
timate precision from the in-situ measurements are also reported on
this graph, see discussion in Sec. 4.3
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Fig. 5 Displacement standard deviation versus SNR for the data of
Fig. 4. Note that the symbols have a different meaning than in Fig. 4
At reduced power (11 kV discharge), the energy before
the window is 0.9 mJ/pulse. The window transmission is
measured at 92% (the same window was used in the in-situ
measurements) and the transmission through 0.30 m of gas
in the chamber is calculated with Eq. 3 to be 71% and 51% at
0.5% and 1% N2O concentration, respectively. The excimer
beam energy reported in Fig. 4 corresponds to the energy
that is estimated to be delivered at the actual measurement
location.
The dashed line on this figure has a slope of −1 (in log-
log plot) to represent the aforementioned theoretical rela-
tionship σU = Mσx/dt. To analyze the results of Fig. 4, it is
convenient to calculate the SNR for each data-point, which
is plotted against σx in Fig. 5.
The four cases follow the same trend with the expected
decrease of σx with an increase in SNR. At short probe time
(< 4 ms), diffusion is limited and the SNR remains between
0.5 and 2. The variation being due to the difference in N2O
concentration and excimer beam energy. The resulting dis-
placement precision is between 2 and 0.8 pixel and these ex-
perimental data follow the−1 slope trend line in Fig. 4. The
relatively large pixel displacement precision is discussed in
Sec. 2.4.5.
For the same range of dt (< 4 ms), increasing the write
beam power from reduced (0.6 and 0.4 mJ/pulse) to full
power (2.1 and 1.5 mJ/pulse) yields a two-fold improvement
in precision, as visible be the vertical offset between these
two sets of data in Fig. 4.
As dt increases past 4 ms, the velocity precision keeps
improving for all cases, but departs from the theoretical trend
as diffusion becomes more pronounced, as discussed in sec-
tion 2.4.4, leading to a lower SNR. For dt > 10 ms, Fig. 5
shows that the SNR drops below 0.25 and the displacement
standard deviation increases dramatically, up to almost 10
pixels for the worst case scenario. However, the increase in
dt still outweigh the increase in σx, thus σU keeps decreas-
ing slightly. Figure 4 shows that at dt = 40 ms, the best case
scenario (1% N2O and 1.5 mJ) has a precision down to 0.004
m/s. The worst case scenario (0.5% N2O and 0.6 mJ) has a
precision of 0.009 m/s. Therefore the results of Fig. 4 indi-
cate that measurements can be made even at reduced N2O
concentration and write beam energy.
2.4.4 Tracer diffusion
The width of the tag line, w, increases with time due to
molecular diffusion according to the following equation as-
suming a Gaussian profile (Miles et al, 1991):
w =
√
8dtD ln2+w20 (5)
with w0 the initial line width, and D the binary molecular
diffusion coefficient. For NO in N2, Weissman (1964) re-
ported values of 0.198 cm2/s at 273 K and 0.301 cm2/s at
373 K and 1 atm. As D scales with T 3/2/P (Cussler, 2009),
DNO/N2 is equal to 0.22 cm
2/s at 293 K (ambient temper-
ature).The diffusion coefficient of NO in helium is here es-
timated using the Fuller-Schettler-Giddings empirical corre-
lation (Fuller et al, 1966):
DAB =
10−3T 1.75
( 1
MA
+ 1MB
) 1
2
P
[
(∑VA)
1
3 +(∑VB)
1
3
]2 (6)
with Mi and ∑Vi the molecular weight and sum of diffusion
volume of component i. Equation 6 gives DNO/He = 1.58
cm2/s at 293 K. This correlation also predicts DNO/N2 =
0.23 cm2/s at 293 K, in agreement with the value extrapo-
lated from Weissman (1964).
Equation 5 is plotted in Fig. 6 for nitrogen and helium
with an initial line width equal to the excimer beam waist,
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Fig. 6 Calculated diffusion of the NO tracer line in N2 and He at am-
bient pressure and temperature (solid lines), and measured line width
in N2 (symbols)
w0 = 1.0 mm. The tag line width for each data points from
the previous set of experiments is measured as the full width
at half maximum (FWHM) and plotted in this figure.
In nitrogen, the increase of the tag line width measured
experimentally agrees with the diffusion model, equation 5.
Effect of diffusion is small for dt < 10 ms, with a width
increase of up to 50%. It becomes significant at dt = 40 ms,
where the width increase is on the order of 140%. This is
consistent with the observed decrease in precision and SNR
for dt > 10 ms in Fig. 4.
In helium, diffusion on the line width is more pronounced.
For instance at dt = 10 ms, the line width increases by 200%.
Therefore, the precision of measurements in helium will ben-
efit from the stronger signal but will deteriorate at long dt
because of diffusion. Thus there will be an optimal dt that
maximizes the precision. No laboratory data were collected
on diffusion of NO in helium, however, results obtained from
the preliminary in-situ tests, discussed in Sec. 4, confirm this
behavior.
2.4.5 Effect of magnification
The displacement error measured in Sec. 2.4.3 is quite large
by MTV standard, and cannot be explained by the low SNR
alone. With a SNR of 1 and 2, a precision of 1 and 0.75
pixels is attained respectively, which is 2 to 3 times larger
than the values reported by Ramsey and Pitz (2011). Such
discrepancy is attributed to the high magnification and rel-
atively large beam waist of the write laser resulting in a
tag line image about 30 pixels across. The cross-correlation
Gaussian intensity profile is very wide and shallow, thus the
location of its peak cannot be determined with high accuracy
(Gendrich and Koochesfahani, 1996). The effect of vary-
ing the imaging magnification is here analyzed at constant
imaging aperture, i.e. the amount of light collected from
a given region is constant, with the data obtained at 0.5%
N2O, E0 = 2.1 mJ, and dt = 1 ms. The SNR and σx for
that data-point are 1.36 and 0.96 pixels at a magnification of
Table 1 Calculated SNR, tag line FWHM, and displacement standard
deviation for lower magnification imaging.
Binning SNR FWHM σx M σx
[pixel] [pixel] [mm/pixel] [mm]
no 1.36 33.9 0.96 0.037 0.0365
2×2 2.59 17.2 0.52 0.074 0.0382
3×3 3.40 11.7 0.33 0.111 0.0370
4×4 3.93 9.0 0.24 0.148 0.0356
5×5 4.62 7.1 0.20 0.185 0.0370
6×6 4.98 6.6 0.17 0.222 0.0382
10×10 5.72 4.0 0.11 0.370 0.0405
0.0370 mm/pix. 100 lower magnification images are numer-
ically simulated by mathematically binning each raw NO-
PLIF images and running the same processing scheme. The
interrogation window size (initially 40 pixels) is also scaled
down according to the binning factor to maintain an equiva-
lent spatial resolution. Results are presented in Tab. 1. This
binning could have also been done directly with the camera
chip, with the benefit of reduced read-out noise. However,
for consistency and simplicity, the same image datasets were
used and binned numerically.
As expected, the image binning improves the SNR and
decreases the pixel displacement precision σx to values more
representative of the performances of cross-correlation MTV
algorithms. The equivalent magnification is also given in
Tab. 1, with the resulting displacement precision in millime-
ters showed in the last column. The precision in millimeters
is constant at∼ 0.037 mm as the image is down-scaled down
to a 6× 6 binning, where the tag line FWHM is 6.6 pixels.
At larger binning factor such as 10× 10, the line becomes
too thin and information is lost, leading to a decrease in dis-
placement precision. This analysis was done at dt = 1 ms,
which yields a measurement precision of ∼ 0.037 m/s. The
effect of diffusion was assessed by running the same analy-
sis with the data obtained at 0.5% N2O, E0 = 2.1 mJ, with
dt = 10 and dt = 40 ms, yielding a measurement precision
of 0.075 mm (0.0075 m/s) and 0.17 mm (0.0043 m/s), re-
spectively, as long as the tracer line is wider than 7 pixels.
These velocity measurement precision are consistent with
the data reported in Fig. 4, since these correspond to no bin-
ning. Thus, this figure can directly be used to estimate veloc-
ity measurement precision at lower magnification for each
case.
These results demonstrate that the present magnifica-
tion could be decreased to extend the field of view without
loss in actual measurement precision, up to a certain extent
(when the line become thinner than about 6 pixels), while
also maintaining the same spatial resolution.
It should be noted that the lower magnification lens used
for the in-situ measurements (detailed in Sec. 3.2.2) was not
available during these laboratory measurements, underlining
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the importance to predict the effects of magnification on the
measurement precision and resolution.
3 In-situ deployment of N2O-MTV
3.1 HTTF facility
When simulating a DCC in the HTTF, artificial pipe break
and air ingress are simulated with the hot and cold legs dis-
charging from the RPV inside a Reactor Cavity Simulation
Tank (RCST). Figure 7 presents a schematic of the layout
of the facility, with the RPV on the left and the RCST on
the right. The RPV is filled with helium (primary coolant
for VHTR) while the RCST is filled with nitrogen to sim-
ulate air (using air would lead to oxidation of the facility).
To vary the gas density ratio between RPV and RCST, he-
lium/nitrogen mixtures are also used instead of pure gases.
The two vessels are connected by the initially annular
cross-over duct that splits into two separate pipes (hot and
cold leg) that independently enter the RCST. A pneumatically-
controlled full bore ball valve sits in each leg to simulate a
pipe break. The hot leg is a 0.305 m inner diameter straight
pipe that spans the 3.5 meters between the RPV and the
RCST, with the break valve being located 2.0 meters from
the RPV. It is fitted with a 600 mm long extension pipe in
the RCST so that the outlet is aligned with the imaging view-
port, as shown in Fig. 8. In the present work, measurements
are made in the RCST at the outlet of the hot leg in order to
characterize the flow of helium from the RPV to the RCST
and the flow of nitrogen from the RCST to the RPV.
3.2 Optical arrangement
Due to space constraints around the facility, the only pos-
sible location for the laser cart is between the RPV and a
loading bay door, on the opposite side from the RCST, as
shown in red in Fig. 7. The laser viewport is located on
the RCST as shown by the red arrow, and is located 7 m
from the laser cart. This distance poses challenges in terms
of beam steering accuracy, particularly for MTV diagnos-
tics where two laser beams must be precisely overlapped.
The main source of beam wandering is thermal expansion:
alignment is performed when the facility is cold. As the fa-
cility heats up, the various components move with respect
to each other. In particular, the RCST mounts are designed
to allow such expansion with respect to the RPV. It is also
likely that the air surrounding the facility is subject to tem-
perature gradients, resulting in non-uniform refractive index
along the beam path causing additional beam wandering. As
lasers operate for a long time, their internal temperature also
changes, resulting in another source of beam wandering.
RCST
RPV
Laser 
cart
1 m
Fig. 7 Schematic of the HTTF. The hot leg break valve is in red. The
yellow and red arrows on the RCST indicate the camera and laser view-
port, respectively
x
y
z
Fig. 8 Photograph of the inside of the RCST showing the hot leg pipe
with its extension, laser and imaging ports, as well as prism P4 (see
Fig. 9). The tag line beam path is indicated in red. A small tubing used
for preliminary tests is also visible, but was removed during DCC tests.
An additional concern is the absorption of the excimer
beam by ambient molecular oxygen. At 193 nm, the absorp-
tion due to Schumann-Runge bands has a cross section of
about 3× 10−22 cm2 at standard pressure and temperature
(Salby, 2012). Using Eq. 3 with molecular oxygen in air
(n = 5.6× 1018 cm−3), the beam transmission is 85% over
1 meter, and down to 30% over 7 meters. Such losses add to
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Fig. 9 Schematic of beams and optics. Beam dimensions are indicated
in mm: horizontal×vertical. P and FSM corresponds to prism and first
surface mirror
losses in the optics and viewport, as well as absorption by
N2O before the measurement region. It is therefore essential
to maximize the transmitted energy of the write beam.
3.2.1 Laser beam delivery
The overall beam paths and beam profile dimensions are
shown in Fig. 9. The path of the lasers was planned using
a 3D model of the facility to allow checking the dimensions
and making sure the beam path was clear of obstacles. In
the laser cart, each beam is directed towards the test section
using a periscope made of two first surface mirrors (FSM1
and 4 for the dye laser, and FSM2 and 3 for the excimer)
coated for the appropriate wavelength and mounted on com-
puterized linear stages.
The dye laser beam has low divergence (< 0.2 mrad,
which can be adjusted with a beam expander integrated to
the dye laser before the main amplifier dye cell) and does
not require external collimation optics. The beam profile
is rectangular and expands by a factor of about two in the
long direction over the 7 m, while the short dimension stays
almost constant. The excimer laser operates with a stable
resonator and has a similar beam profile, but larger diver-
gence (2 mrad), which causes significant beam expansion
over the distance. Using an excimer laser with unstable res-
onator would offer smaller beam divergence (0.2 mrad). To
allow a better control of the excimer beam size and diver-
gence, a 2× beam expander is placed just after the periscope.
The beam size in the far field is adjustable with the beam ex-
pander.
The beams travel from the cart to the RCST enclosed in
PVC pipes for safety. The tube containing the excimer laser
beam is purged with helium (nitrogen could have been used
as well) to prevent absorption by ambient O2 and H2O. The
tube is sealed at each end with rubber bellows connected
to the beam expander on one side and to the focusing lens
(detailed thereafter) on the other side, Fig. 9. These bellows
also act as check valves, allowing purge gas to vent from the
tube in case of over-pressure. After an initial high flow rate
purge, only a very low flow rate of helium is needed to main-
tain a positive pressure inside the tube and keep the outside
air from entering the pipe through residual leaks. Overall,
the excimer beam travels through air over 0.6 m between
the laser and the beam expander, and 0.3 m between the fo-
cusing lens and the viewport.
A frame made of X95 rails is mounted on the RCST to
support the beam combining optics and the camera. Each
beam is reflected towards the test section by a 50 mm diame-
ter first surface mirror (FSM5 and 6) mounted on that frame.
The excimer mirror can be steered vertically and horizon-
tally by piezo-electric actuators (Thorlabs PIAK10) control-
ling a kinematic mount. Only the horizontal component of
the dye laser is motorized on the corresponding mount, the
vertical components being controlled by a motorized right
angle prism prior to beam combining.
The excimer beam is focused by a plano-convex spheri-
cal lens with a focal length of 1 500 mm, which corresponds
to the distance to the measurement region. The size of the
beam at the spherical lens is adjusted to minimize the beam
waist diameter at the focal point. The latter is inversely pro-
portional to the input beam size, which in turn is limited by
the size of the lens (beam quality decreases away from the
center of the lens due to spherical aberration). The beam di-
mension at the waist is 1.0 mm by 1.5 mm and the Rayleigh
range is 110 mm and 440 mm, in the streamwise and in the
out-of plane direction, respectively. The energy of the ex-
cimer beam before the viewport is measured at 4.0 mJ/pulse,
leading to about 1.1 mJ/pulse in the measurement region,
which according to Sec. 2.4.3 ensures a good precision can
be expected. The dye laser energy is measured at 3 mJ/pulse
at this same location.
The dye laser beam is combined with the excimer beam
just after the focusing lens. A right angle prism (P2 in Fig. 9)
is used to bring the two beams as close to each other as
possible, while avoiding significant beam clipping to max-
imize the length of the overlap region. Note that the over-
lap could have been improved by using a dichroic mirror to
combine the beams. The dye laser sheet thickness is about 4
mm, which allows overlap over the entire 190 mm-long field
of view (field of view is discussed in Sec. 3.2.2). After the
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combining optics, the beams enter the RCST via a fused sil-
ica viewport and are redirected towards the exit of the hot
leg pipe with an uncoated 50 mm right angle prism (P4)
mounted on a sturdy dedicated support. This support strut
and prism are far away from the region of interest that they
do not interfere with the flow. The hot leg pipe exit, prism,
support, laser viewport, and camera viewport are shown in
Fig. 8. This figure shows a small tubing that was used to
create a flow seeded with N2O during the setup of the diag-
nostics. It was removed for the actual tests.
The write beam (excimer) was carefully aligned to be
vertical and intersecting the pipe centerline. It is located
5 mm downstream of the pipe exit to allow measurement
of the flow towards the pipe. This alignment process (and
camera calibration) is done while access to the inside of the
RCST is possible through a manhole. However, the flange is
closed prior to the tests, preventing further access. Therefore
in order to check that the beams are still correctly aligned
and overlapping, a right angle prism (P3 in Fig. 9) is mounted
on a motorized flip-mount (Thorlabs MFF101) and permits
deflection of the write and read beams after the combin-
ing optic, but before the window. The beams are then split
with a beam-splitter and projected on two screens located
at a distance equivalent to that of the measurement region
boundaries. This is shown schematically with dashed line in
Fig. 9. Before closing the RCST the location of the beams on
each screen is recorded and kept as a reference for correct
alignment and overlap. These reference locations are then
used for checking the beams alignment and overlap once the
RCST is closed. The repeatability of the flip-mount mech-
anism was assessed by monitoring the beam position over
several dozens of actuations, and was found adequate. Man-
ufacturer specification for repeatability is 50 µrad, which cor-
responds to a 60 µm deflection 1.2 meters away. Note that
this method does not allow monitoring and recording a test
simultaneously since the beams are totally reflected by the
flip prism. Simultaneous MTV and beam monitoring could
be achieved with a low-reflection beam-splitter (i.e. 10:90 or
less) instead of a prism. This solution was not implemented,
because it was preferable to maximize the laser energy avail-
able for these measurements.
When combined with the linear stages in the laser cart
and motorized mounts on the steering mirrors, this system
gives the possibility to correct for beam wandering caused
by thermal expansion of the facility, or thermal effects in the
lasers.
3.2.2 Imaging
Due to geometrical constraints (the distance from the region
of interest to the window is 480 mm and the window clear
aperture is 65 mm), imaging the full hot leg diameter (305
mm) would require a wide angle lens (focal length < 35
Layertec 230 nm Long pass lter
Cerco 45 mm f/1.8 Lens
Hot mirror
3° wedge (x2)
Fused silica window
Tag line
ICCD Photocathode
z
y
Fig. 10 Optical setup for imaging. Flow is in the out of plane direction
mm). For reference, the Nikon 105 mm f/4.5 UV used in
the laboratory experiments would result in a FOV of only
45 mm in these conditions. There are only a very limited
number of commercially available UV-transmitting lenses,
and while a custom lens could be assembled in the lab it
would not compare in term of image quality to a commercial
lens. The best match for the current application is the Cerco
45 mm f/1.8 lens by Sodern. This lens is chromatically cor-
rected from the UV (200 nm) to the visible, which allows
maintaining the correct focus between calibration with a tar-
get under visible light, and data collection in the UV. The
camera and its housing are mounted on a linear stage to be
able to refine the focus during the run if needed. The cam-
era was rotated to have 1392 pixels in the vertical direction,
producing a field of view 190 mm in height.
CFD simulations of the flow (Gutowska, 2015) indicated
that the flow of helium from the RPV would occupy the up-
per quarter diameter of the hot leg pipe. Since only 190 mm
of the 305 mm of the pipe could be imaged, it was decided
to tilt the camera slightly up to focus on the flow near the
top of the pipe. Figure 10 shows a cross section of the imag-
ing setup. The viewport is recessed into a 250 mm diameter
tube which limits the tilt angle of the camera. The maximum
angle is 4◦ up, which is insufficient to give optical access to
the top of the pipe. To further increase the vertical viewing
angle, two fused silica wedge prisms (3◦ wedge) are placed
between the lens and the window and each deflects the light
by 1.53◦. At a distance of 500 mm, this shifts the field of
view vertically by about 25 mm and allows imaging the top
of the pipe. A third order polynomial mapping function is
used based on a calibration target to correct for the perspec-
tive effects induced by the viewing angle.
The large lens aperture limits the depth of field to 6 mm
and also causes some vignetting. Due to the camera angle,
the top and bottom of the frame will not be perfectly in fo-
cus as the distance to the object plane varies by ± 11 mm.
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This is not too critical for MTV where the image signal is
usually spatially averaged during the processing to reduce
noise. Nevertheless, this will lead to a decrease spatial accu-
racy and velocity precision in these regions.
The aperture of this f/1.8 lens (45/1.8=25 mm) is simi-
lar to that of Nikon 105 mm f/4.5 (105/4.5=23.3 mm) used
in the laboratory test, thus the same amount of light per
area is collected, providing the working distance is identi-
cal. Therefore, the change in magnification is approximately
equivalent to binning the image. The image resolution with
the 45 mm lens is 0.137 mm/pix, which corresponds to a bin-
ning factor of 3.7 compared to the data of Sec. 2.4.5. This
factor is well within the range where the velocity measure-
ment precision is expected to remain constant, providing the
SNR is sufficient.
3.3 Thermal management
The temperature of the cart, lasers, and dye is monitored
with thermocouples connected to a computerized data ac-
quisition system. The dye circulators and Nd:YAG lasers are
water-cooled. The warm air exhaust from the air-cooled ex-
cimer laser is vented outside the cart, and an air conditioning
unit can provide cold air if necessary. The cart can be oper-
ated continuously for several hours while being closed and
near a high temperature source.
The camera and image intensifier are located very close
to the HTTF during the experimental campaign (Fig. 10).
In order to prevent the intense heat from damaging them or
inducing excessive thermal noise, a cooling system was im-
plemented. Camera, intensifier, lens, and filter are enclosed
in an aluminum box that is actively cooled by circulating
chilled water in copper tubings around it. Mineral wool is
wrapped around it and covered with fiberglass fabric for fur-
ther protection. Cooling power has been measured at more
than 5 kW, which should be more than sufficient to protect
from the heat from the HTTF and minimize thermal noise.
A UV-transmitting hot mirror (Edmund Optics # 46-589) is
mounted on the front face of the housing to prevent radiative
heating to the filter and lens assembly.
The combining optics are mounted on a water-cooled
aluminum breadboard (Thorlabs MBC2412) fixed on the X95
frame.
3.4 Remote control and operation
When the facility operates under pressure and at high tem-
perature, operators have to stay in the control room which
is adjacent to the facility. The time required for pressurizing
and warm-up is on the order of hours, thus the diagnostics
has to be remotely operated and monitored from this control
room. The remote operation is achieved as follow:
– One computer is remotely connected via Ethernet to the
workstation located on the laser cart that controls the ex-
cimer laser and the dye laser with dedicated software.
The dye laser has an integrated pyroelectric power-meter,
which allows monitoring the pulse energy and optimiza-
tion of the tuning of the frequency-doubling crystal.
– The Nd:YAG lasers are operated with a wired controller,
whose factory cable is 10 feet (3 m) long. In test condi-
tions, it was possible to operate the lasers with a 50 feet
(15 m) cable, which is long enough to reach the control
room.
– The cooling water loops for the dye circulators, the cam-
era housing, and the breadboard pass through the control
room, allowing adjustment of the flow rate based on the
respective temperature readings.
– All the linear stages (2 per laser in the cart, and 1 for the
camera), piezo-actuators (2 per beam on the breadboard)
and flip-mount are computer-controlled as well. A USB
camera is dedicated to monitoring the 2 beam alignment
targets.
– A CCTV system is deployed to monitor various loca-
tions: one camera for the dye laser and its periscope, one
for the excimer laser and its periscope, one for the beam
combining optics, and one for the laser viewport.
– The image intensifier and CCD camera have cables long
enough to reach the control room, and the images being
recorded can be observed in real time.
– The timing unit is also located in the control room, which
allows adjusting dt in response to the observed tracers
displacement. Time delays due to the long cables are
taken into account when synchronizing the instruments.
3.5 Seed gas injection
The N2O seed gas is injected independently in the RPV and
RCST with the method of partial pressure, and the amount
of gas is monitored with a pressure gage with an accuracy
of ±0.1 kPa. For 100 kPa tests, this gives a 0.5±0.1% N2O
concentration in the RCST. The N2O concentration in the
RPV is set at 1.0±0.1% because the lasers will interact with
the N2O-rich helium only near the top of the pipe, at the
far end of the measurement region, thus absorption is not
an issue, and a stronger signal can be obtained there. The
gas mixture in each vessel is independently homogenized
by recirculating the gas, then each vessel is vented back to
the test pressure (atmospheric pressure for the present test).
Finally, because the hot leg on the RPV side of the break
valve is not part of the circulating loop, N2O is also injected
in this region. This seeded region is not a closed domain
and its volume is not known, thus the N2O concentration in
that region is unknown. The first run allowed refining of this
filling procedure.
Development of N2O-MTV for low-speed flow and in-situ deployment to an integral effect test facility 13
4 Sample results in the IET facility
In this first test, gases were at ambient temperature and pres-
sure, and only the hot leg ball valve was opened. In this test,
the initial gas concentration in the vessels was 70± 5% He
30± 5% N2 in the RPV and 80± 5% N2 and 20± 5% He
in the RCST, for a density ratio of 0.48 between the two
mixtures. For simplicity, the gas mixtures from the RPV and
from the RCST will be referred based on their main compo-
nent, i.e. helium and nitrogen respectively.
At t = 0 s, command to open the valve was issued, which
allowed gases to flow through after t = 5 s. The valve was
fully opened at t = 14 s. Data were recorded up to t = 1,800
s, or 30 minutes. The initial value of dt was chosen to be 5
ms based on preliminary simulations of the flow that indi-
cated velocity up to about 1 m/s for this density ratio. For
such velocity and dt, the displacement is 5 mm or 36 pixels,
and provides sufficient precision on the displacement mea-
surement. It also allows some margin in case the velocity is
larger than expected, as the read pulse illuminates the flow
over a 10 mm-long region. The tracers displacement was
monitored in real-time, and dt was adjusted accordingly.
4.1 NO-PLIF images
Figure 11 shows two N2O-MTV image pairs recorded at 2×
10 Hz around t = 12 s ((a) and (b)), and around t = 123 s
((c) and (d)) with a dt of 5 ms in both cases. Each image is
an average over 10 consecutive frames, and images intensity
has been scaled logarithmically to display the full dynamic
range without clipping. In images (a) and (c), NO tracers
initially form a line. This line is displacement by the flow, as
shown in the images (b) and (d). The flow from the RPV has
moved the tracers to the right in the top part of the second
image. The signal is also brighter there due to the higher
concentration of N2O. Diffusion of the tag line is also visible
from one image to the next.
The SNR is computed and summarized in Tab. 2 for the
first and second read pulse, and in the helium and nitro-
gen region of the flow. Four different intervals in time are
selected to discuss different seeding and dt configurations.
From t = 10 to 25 s, dt = 5 ms and the helium flow is seeded
with the unknown amount of N2O injected in the hot leg.
The signal is very strong (1500 and 900 counts for the first
and second pulse, versus a background noise level of about
11 counts), resulting in a very high SNR for the helium flow
region as shown in Fig. 11 (a) and (b). This bright fluores-
cent signal slightly increases the background noise, which
decreases the SNR of the N2 region compared to the 325-
335 s interval.
After about 60 s, the N2O-rich gas from the hot leg has
flowed to the RCST, and helium is then flowing from the
RPV with a N2O seeding of 1% or less (due to mixing and
Fig. 11 N2O MTV images of the first and second read pulse with dt =
5 ms around t = 12 s ((a) and (b)) and around t = 123 s ((c) and (d)).
Each figure is the average of 10 consecutive frames. Images intensity
has been scaled logarithmically. The exit of the pipe is visible to the
left of the tag line
SNR
t dt Pulse 1 Pulse 2
(s) (ms) N2 He N2 He
15-25 5 0.51 32.1 0.32 19.8
325-335 5 0.57 0.67 0.39 0.40
700-710 15 0.54 0.50 0.48 0.38
1060-1070 35 0.53 0.49 0.23 0.07
Table 2 Average SNR for 100 frames for the first and second read
pulses in helium and nitrogen at various times in the run
diffusion occurring in the RPV between helium and N2), as
shown in Fig. 11 (c) and (d). The SNR is then about constant
for the first pulse in both helium and nitrogen. It decreases
for the second pulse because of diffusion of the tracers.
Except in the helium region in the first 60 seconds, the
SNR is relatively low, between 0.4 and 0.6 which can be ex-
plained by several reasons:
1) The cavity of the excimer laser was misaligned during
transportation. While the maximum power was recovered,
the beam profile and quality could not be restored back to
its previous state, leading to a larger than expected beam
waist diameter (about 1.5 mm in the streamwise direction,
instead of 1 mm).
2) The wedge prisms and hot mirror were not included dur-
ing the laboratory measurements which, on the other hand,
included a 89% reflection mirror. The uncoated wedges and
the hot mirror have a transmission of 83% and 95%, respec-
tively. The resulting transmission for the in-situ data is 12%
lower than for to the laboratory tests.
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3) The laboratory measurement were performed in a reduced
FOV where the write and read beam overlapped ideally. In
the in-situ measurements, the overlap is not ideal near the
edges of the field of view. Nevertheless, such SNR are high
enough for processing the data.
4.2 Velocity profiles
For each image pair, the velocity profile is calculated as de-
scribed in Sec. 2.2. The time history of the velocity is shown
in Fig. 12 at three locations: y =−25, 85, and 130 mm. The
velocity profiles at four different times (t = 1, 15, 100 and
1 000 s) are plotted in Fig. 13. Dotted lines are indicated to
reference the locations/times from one figure to the other.
The flow out of the hot leg appears about 10 s after the
valve starts opening. In this buoyancy-driven phase, helium
and nitrogen velocities peak at 0.9 m/s and -0.2 m/s at y =
130 mm and y = −25 mm respectively. The counter flow
of helium and nitrogen forms a shear layer in the region 60
mm< y < 90 mm which is characterized by a large velocity
gradient and an inflexion point in the velocity profile. This
gives rise to a flow instability that manifest itself on Fig. 12
as quick fluctuations of the velocity for the location y = 85
mm between t = 10 and 50 s. The flow velocity then slowly
decays and mixing coupled with diffusion maintain a density
difference between RPV and RCST; the helium flow is still
measured at 0.2 m/s after 30 min.
The initial dt is 5 ms up to t = 553 s, after which it is
increased to 15 ms to improve precision as the velocity de-
creases. The increase in precision at t = 553 s is visible in
Fig. 12 as a decrease in the fluctuations amplitude. Between
t = 1055 and 1 095 s, dt was set to 35 ms. This value further
improves the precision of the measurement in the low speed
regions, however excessive displacement of the tracers in
the helium flow prevents resolving the flow there. Accord-
ing to Fig. 12, the helium velocity at that time is up to 0.24
m/s, corresponding to a tracers displacement of 8.4 mm for
dt = 35 ms, which is too large to be imaged by the second
read pulse. Diffusion would also make the line about 5 mm
wide (Fig. 6). Thus, no displacement data can be extracted
in helium for dt = 35 ms. This leads to missing velocity
data, as seen on the curve z = 130 mm in Fig. 12 between
t = 1055 and 1095 s. After that, dt was dialed back to 15
ms for the rest of the run. This was the first run and it was
deemed acceptable to lose some data in order to establish
the limits of the present diagnostics in term of dt. During
subsequent runs, dt was kept at 15 ms or less to prevent data
loss. The adaptive interrogation window size algorithm re-
fined the window size based on SNR. Final window sizes for
this test are presented in Appendix 2.
A small offset on the mean value (< 0.02 m/s) is ob-
served in the time-series of Fig. 12 when the value of dt is
changed such as at t = 553 s. This shift may be explained
by the flow not being truly unidirectional. For instance, the
light helium moves upward as it exits the pipe. The error
in streamwise velocity is εU = V ∂U∂y dt, with V the velocity
component parallel to the tag line (Hill and Klewicki, 1996),
and thus changes with dt. ∂U/∂y can be estimated from the
measured velocity, and is negligible in the nitrogen stream
region. V is discussed here based on the densimetric Froude
number Fr =U/
√
g′L with g′ = g(ρRCST −ρRPV )/ρRPV the
modified gravity. The lengthscale L is taken as the tracer
displacement during the probe time. Fr gives the ratio of
inertial forces (assumed in the horizontal streamwise direc-
tion at the pipe exit) to the buoyancy forces (in the vertical
direction after the pipe exit), thus Fr ≈U/V .
In the helium region in the early stage, U = 1 m/s, dt = 5
ms, and L = 4 mm which gives Fr = 4.9, and εU ≈ 0.02
m/s. In the late stage, U = 0.2 m/s, dt = 15 ms, and L =
2.5 mm which gives Fr = 1.2, and εU ≈ 0.01 m/s. These
estimates are on the order of the measured offsets (< 0.02
m/s). Flow visualization and numerical model of the DCC
will help estimating this vertical component more precisely
and correct for it.
4.3 Estimation of precision
The precision of the in-situ measurement is estimated based
on the assumption that after the initial relatively fast helium
flow and shear layer instability, the flow is steady, with only
a long time scale decay of velocity, as visible in Fig. 12 for
t > 100 s. This assumption allows setting an upper bound
on the measurement precision by calculating the RMS (root
mean square) of the fluctuations of the velocity around its
mean value, uRMS. The time history is first split in three do-
mains based on the value of dt: 100 to 500 s for dt = 5 ms,
553 to 1 055 seconds for dt = 15 ms, and 1055 to 1095 s for
dt = 35 ms. Data are then filtered with a high-pass Butter-
worth filter with a time constant of 20 seconds which isolates
the fluctuations of interest against the long time-scale veloc-
ity decrease. The RMS fluctuations are finally computed for
each domain, and plotted in Fig. 14.
The precision for all cases is deteriorated in the top and
bottom 20% of the field of view due to the low SNR there,
as explained when discussing the window size
For dt = 5 ms, away from the image edges, the preci-
sion is around 0.027 m/s in the nitrogen gas region (y < 60
mm). The precision is slightly better in the helium gas region
(0.023 m/s) due to the stronger signal there.
For dt = 15 ms, the precision in the nitrogen stream ve-
locity improves to 0.0095 m/s. The effect of tracer diffu-
sion in helium becomes visible as the RMS fluctuations are
higher there than in the nitrogen stream.
For dt = 35 ms, the precision in the nitrogen stream ve-
locity measurement keeps improving, down to about 0.006
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Fig. 13 Velocity profiles at t = 1, 15, 100 and 1 000 s. y = 0 is the pipe
centerline. Horizontal dotted lines correspond to the locations at which
the profiles of Fig. 12 are taken
m/s. In helium, the signal is lost above y = 90 mm, and no
meaningful uRMS can be reported there.
The estimated precision for the in-situ velocity measure-
ment in the nitrogen stream are reported in Fig. 4 for these
three values of dt. The data-points show that despite the
lower magnification than in the laboratory measurements
(0.0370 versus 0.137 mm/pix), the precision of in-situ mea-
surement is comparable. The equivalent aperture of the light
collection optics, combined with the lower resolution results
in a thinner, brighter image of the tag line image, thus im-
prove the SNR.
The spatial resolution of the in-situ measurement is a
function of the window size and tracer displacement. In the
 u
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Fig. 14 RMS fluctuations of U for dt = 5, 15, and 35 ms.
y direction, it is 1.37 mm and 3.43 mm for a 40 pixels win-
dows and a 100 pixels windows with 75% overlap, respec-
tively. In the x direction (streamwise), the measured velocity
is the average over the tracer displacement, which is on the
order of 1 mm in the nitrogen stream, and up to 4 mm in the
helium stream. In the out of plane direction (z), the spatial
resolution in on the order of the write beam diameter, or 1.5
mm.
The uncertainty on the velocity measurement is com-
puted using Eq. 4. Because σx/∆x dominates this expression
by more than one order of magnitude, the results of Fig. 14
can be used as a good approximation of σU . The results in
the present form also include the error due to the vertical
velocity component, εU , which must then be combined with
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σU . The total uncertainties at 63% confidence interval arre
0.032 m/s and 0.014 m/s for dt = 5 and 15 ms, respectively.
4.4 Laser beams drift
The dual-pulse MTV system has the advantage of account-
ing for possible wandering of the write beam which is poten-
tially an issue in case of vibrations and thermal effects. Over
the 30 minutes run, the average tag line location imaged by
the first read pulse drifts linearly at a rate of 0.7 pixel/hour
or 0.1 mm/hour. For a dt of 5 ms, this drift would add an
bias error of 0.01 m/s in the velocity measurement after 30
minutes, which is non-negligible compared to the measure-
ment precision. This drift may be attributed to the pointing
stability of the excimer laser (20 µrad, which corresponds to
0.2 mm 10 m away. While this test was not heated, there are
still possible temperature changes within the facility build-
ing that could also explain this drift. The standard deviation
of the instantaneous tag line location is 0.29 pixels or 0.040
mm, which is smaller than the displacement measurement
precision (0.135 mm for dt = 5 ms). These fluctuations have
a uniform frequency distribution (between 0 and 5 Hz) and
a Gaussian amplitude distribution, consistent with the white
Gaussian noise that can be expected from the random error
(i.e. precision) in the measurement.
5 Conclusions
N2O-MTV was successfully deployed to an integral effect
test facility and demonstrates a great potential for in-situ ve-
locimetry measurements in such facilities over a large range
of pressure, temperature, and flow velocity.
The technique was first characterized in the laboratory
to replicate the in-situ conditions. The optimum read pulse
wavelength was identified, and data were collected between
295 and 781 K and between 1 and 3 atmospheres with vari-
ous concentration of N2O seed gas. Signal to noise ratio and
velocity measurement precision were analyzed to assess the
performances of the technique for probing low-speed flows.
Diffusion of the tracers becomes the limiting factor for long
probe times (> 20 ms), especially in helium where the bi-
nary diffusion coefficient is greater. In nitrogen, a precision
of 0.004 m/s was achieved with a probe time of 40 ms at
a magnification of 0.037 mm/pixel. Absorption of the write
and read beams was investigated, and showed that the write
beam path needs to be purged with an inert gas outside of the
vessel, and that seed gas concentration must be optimized
for a given path-length inside the vessel.
Significant efforts were devoted to anticipate and miti-
gate potential challenges encountered when operating opti-
cal diagnostics in a large test facility, notably delivering the
lasers beams to the test section, imaging the flow, avoiding
problems caused by thermal loading and vibrations, and op-
erating the diagnostics remotely.
Velocimetry data collected at 10 Hz over 30 minutes are
presented and shed light onto the complex flow encountered
during a depressurized conduction cooldown. The flow is
driven by buoyancy forces which create a counter-current of
helium and nitrogen in the hot leg at velocity up to 0.9 m/s
and -0.2 m/s, respectively. During the first 60 s of the run,
shear layer instability is generated at the gases interface, as
observed by high velocity fluctuations in this region. The re-
sulting mixing, in addition to diffusion, allows a density dif-
ference to persist which sustains low-speed flow (< 0.2 m/s)
over long period of time (> 30 minutes). Such flow has yet
to be predicted by numerical models used for gas-cooled re-
actor design, thus the present data will lead to improvements
of the safety of these reactors. Finally, the MTV technique
could be invaluable to instrument relevant flows in other fa-
cilities.
A 1
Processing for the double cross-correlation scheme is performed as fol-
low :
– Images are first recorded at zero velocity for the first (t = 0) and
second (t = dt) read pulses, and averaged over several hundred
samples. This provides high SNR images to cross correlate with
their respective single shot images.
– The high SNR reference image and the corresponding single shot
image are each averaged in a 160 pixels window along to the tag
line (with an overlap of 75%) in order to reduce noise.
– The resulting intensity profiles are then cross-correlated. The width
of the window is iteratively refined based on the unscaled cross
correlation value. For instance, a high value indicates a strong sig-
nal and well-defined tag line, enabling to decrease the window size
and improve the spatial resolution. The window size is bounded
between 40 and 160 pixels.
– Once the window size has converged, the correlation peak is curve
fitted to a Gaussian curve to extract the displacement at a sub-pixel
level between the single shot image and its reference location.
– The final tracer displacement is obtained by taking the difference
in displacement between the first and second image. This requires
interpolation because data from the two images are on a different
grid as a consequence of the adaptive windowing.
A 2
The adaptive interrogation window size algorithm refined the window
size in the region of high SNR characterized by a high correlation peak.
The window size for the second read pulse as a function of time and
spatial location is shown in Fig. A.1. The window size is larger near the
top and bottom of the frame than near the center for the following rea-
sons: image vignetting, reduced overlap of the read and write beams,
larger diameter of the write pulse beam, and depth of field limited by
the camera angle. The window size reaches the minimum of 40 pixels
in the N2O-rich helium stream from the hot leg pipe after t = 10 s.
After t ∼ 80 s, the N2O concentration of the helium/N2 mixture from
the RPV is lower, and the window size increases to a minimum of 100
pixels for the rest of the run, with the exception of the interval where
dt was set to 35 ms between t = 1055 and 1 095 s.
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