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RESUMO
Em um curto espac¸o de tempo, a computac¸a˜o em nuvem evoluiu de
mais um buzzword do mercado para um paradigma e modelo de servic¸o
e entrega de recursos amplamente consolidado e aceito. Mesmo que
ainda existam lacunas e divergeˆncias sobre conceitos e padro˜es, fato
inega´vel e´ a expansa˜o e utilizac¸a˜o da Nuvem como modelo computa-
cional. Neste contexto novos desafios surgem, entre eles a necessidade
de monitorar tais infraestruturas complexas e heterogeˆneas, de forma a
possibilitar a ana´lise de grandes volumes de dados gerados, para tare-
fas de importaˆncia primordial para este modelo, como faturamento de
recursos utilizados, identificac¸a˜o de falhas e predic¸a˜o de comportamen-
tos. Tendo em vista este universo dinaˆmico e de ra´pidas mudanc¸as, a
presente arquitetura e´ apresentada, propondo um modelo de monitora-
mento na˜o intrusivo, cujo foco esta´ no armazenamento e recuperac¸a˜o
de dados para a construc¸a˜o de sistemas autoˆnomos utilizando aprendi-
zado de ma´quina. Este trabalho visa evoluir o estado da arte ao propor
uma arquitetura autoˆnoma para o monitoramento de Nuvens, tanto
privadas quanto h´ıbridas e pu´blicas.
Palavras-chave: Computac¸a˜o em Nuvem. Computac¸a˜o Autoˆnoma.
Aprendizado de ma´quina. Computac¸a˜o Cognitiva.

ABSTRACT
In a very short timespan, Cloud Computing has evolved from another
market buzzword to a widely accepted and consolidated computing mo-
del. Even though there are still gaps and disagreements about concepts
and patterns, an undeniable fact is the expansion and wide use of the
Cloud as a computing model. In this context there are new challen-
ges, including the need to monitor such complex and heterogeneous
infrastructures, in order to enable the analysis of large volumes of data
generated for tasks of paramount importance like billing, consolidated
reports, detect failures and predict future issues. Given this dynamic
and rapidly changing universe, the proposed architecture is presented,
proposing a non-intrusive monitoring model, whose focus is the infor-
mation storage and retrieval allowing the construction of autonomous
systems using machine learning. This work aims to advance the state
of the art by proposing an autonomous architecture for Clouds moni-
toring.
Keywords: Cloud Computing. Autonomic Computing. Big Data.
Machine Learning. Cognitive Computing.
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1 INTRODUC¸A˜O
A computac¸a˜o em nuvem tornou-se a concre-
tizac¸a˜o de um objetivo buscado ha´ muito tempo
pela indu´stria de TI, da computac¸a˜o como uti-
lidade. Este novo modelo tem a capacidade de
mudar toda a forma de produc¸a˜o e implantac¸a˜o
de software, ale´m de guiar os rumos de como
o hardware e´ desenvolvido e adquirido (ARM-
BRUST et al., 2009)
A atual relevaˆncia e crescimento da adoc¸a˜o da computac¸a˜o em
nuvem e´ o resultado dos avanc¸os da a´rea nas u´ltimas de´cadas conso-
lidando as te´cnicas e modelos que possibilitaram o surgimento do que
chamamos de computac¸a˜o em nuvem.
Desde visiona´rios como John McCarthy que predisse em 1961 que
no futuro, ”a computac¸a˜o seria organizada como uma utilidade pu´blica”
(WEI; BLAKE, 2010), um bem comum, mensurado e faturado de acordo
com a sua utilizac¸a˜o, originando o conceito de computac¸a˜o utilita´ria,
ate´ avanc¸os mais recentes como a massificac¸a˜o da virtualizac¸a˜o, desen-
volvimento das grades computacionais e aumento do poder de proces-
samento de clientes e servidores, entre outros avanc¸os (FOSTER et al.,
2008). Todas estas contribuic¸o˜es foram relevantes na constituic¸a˜o do
paradigma de coputac¸a˜o em nuvem.
Portanto, a computac¸a˜o em nuvem na˜o pode ser considerada
uma tecnologia em si, mas sim um conceito ou paradigma computaci-
onal da mesma forma que as arquiteturas mainframe e posteriormente
a arquitetura PC desempenharam na histo´ria da computac¸a˜o.
Como todo paradigma emergente, o crescimento na adoc¸a˜o e
consolidac¸a˜o da computac¸a˜o em nuvem tem levantado diversos desafios
de pesquisa para satisfazer plenamente os seus conceitos. De acordo
com (MELL; GRANCE, 2011) a computac¸a˜o em nuvem pode ser definida
como um modelo que possibilita acesso em rede ub´ıquo e sob demanda
a um conjunto de recursos computacionais configura´vel (redes, servido-
res, armazenamento, aplicac¸o˜es, servic¸os) que podem ser rapidamente
provisionados e liberados com um esforc¸o mı´nimo de gerenciamento ou
interac¸a˜o do provedor de servic¸os.
Buyya refere-se a` computac¸a˜o em nuvem como a quinta utili-
dade, juntando-se a` utilidades tradicionais como a´gua, eletricidade, te-
lefonia e aquecimento, onde a revoluc¸a˜o e a mudanc¸a de paradigma
proporcionada a indu´stria de TI ira´ afetar toda a forma como se pensa
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e fornece tecnologia (DUNCAN et al., 2009).
1.1 MOTIVAC¸A˜O
Apesar de todo este crescimento e adoc¸a˜o por parte de entida-
des pu´blicas e privadas, a computac¸a˜o em nuvem ainda esta´ na sua
fase inicial, e apresenta diversos to´picos relevantes para pesquisa. Em
(ZHANG; CHENG; BOUTABA, 2010),(ULLAH; ZHENG, 2013) e (MORENO-
VOZMEDIANO; MONTERO; LLORENTE, 2013) va´rios desafios de pesquisa
na a´rea de CN sa˜o analisados, entre eles a necessidade de melhores fer-
ramentas para monitoramento, ana´lise e gerenciamento das nuvens.
Figura 1 – Propriedades de sistemas para o monitoramento de Nuvem.
A necessidade de monitoramento e as caracter´ısticas principais
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de um sistema de monitoramento para a nuvem e´ definido na taxonomia
de (ACETO et al., 2013c), analisando os atuais arcabouc¸os de monitora-
mento e avaliando suas funcionalidades de acordo com as propriedades
ba´sicas a um sistema de monitoramento para a nuvem.
As principais caracter´ısticas definidas por (ACETO et al., 2013c)
esta˜o apresentadas brevemente na Figura 1, e sera˜o explicadas em de-
talhe no Cap´ıtulo 3.
O monitoramento tem historicamente um papel fundamental no
gerenciamento e controle de sistemas computacionais. Com a ra´pida
e ampla adoc¸a˜o da computac¸a˜o em nuvem, atividades de monitora-
mento granular e acurado sa˜o fundamentais para a operac¸a˜o eficiente
do ambiente complexo, heterogeˆneo e multi-camadas que a nuvem tem
se tornado.
Neste contexto, o monitoramento assumiu um papel de ainda
maior relevaˆncia. Se no aˆmbito das redes e administrac¸a˜o de siste-
mas o monitoramento era importante na detecc¸a˜o de problemas como
gargalos de rede, consumo de recursos ou disponibilidade dos servic¸os,
na Nuvem esta importaˆncia e´ ainda maior. Devido a caracter´ısticas
inerentes a` nuvem como o faturamento apenas pelo consumo efetivo e
ampliac¸a˜o ou reduc¸a˜o da capacidade instalada de forma instantaˆnea, o
monitoramento passou a ser vital, tanto para provedores quanto para
seus consumidores, pois o monitoramento dos recursos utilizados passa
a ser fundamental para o faturamento dos recursos e o controle da
utilizac¸a˜o e na tomada de decisa˜o para o gerenciamento de capacidade.
1.2 JUSTIFICATIVA
Conforme (ACETO et al., 2013c) as plataformas e ferramentas
tradicionais para monitoramento, comumente utilizadas para o moni-
toramento de redes na˜o satisfazem as propriedades de um sistema de
monitoramento para nuvens, da mesma forma, as ferramentas e pla-
taformas de monitoramento que se destinam especificamente a nuvens
apesar de apresentar melhor adereˆncia, ainda carecem atender a`s pro-
priedades apresentadas na Figura 1. Ademais, o expressivo crescimento
no volume e complexidade de dados de monitoramento necessita de
tratamento aderente a`s necessidades dos provedores e consumidores da
nuvem, como ana´lise em tempo real de fluxos de dados, minerac¸a˜o e
extrac¸a˜o de informac¸o˜es relevantes ao contexto e construc¸a˜o de conhe-
cimento.
Portanto, o presente trabalho visa abordar este problema, da
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falta de adereˆncia das atuais ferramentas e sistemas de monitoramento
para nuvens ao propor uma arquitetura modular de monitoramento,
partindo de uma abordagem autoˆnoma, avaliando me´tricas de monito-
ramento, armazenamento, recuperac¸a˜o e te´cnicas de ana´lise de grandes
conjuntos de dados para atender a um conjunto maior de proprieda-
des de monitoramento e adequar-se a esta nova realidade onde existe
um nu´mero elevado de provas e um conjunto de dados massivo com
necessidades estritas de tempo para sua ana´lise e apresentac¸a˜o.
1.3 OBJETIVOS
Esta dissertac¸a˜o procura avanc¸ar o estado da arte sobre o pro-
blema do monitoramento no contexto da computac¸a˜o em nuvem: a falta
de adereˆncia das ferramentas e sistemas de monitoramento desenvolvi-
dos em co´digo aberto atuais em relac¸a˜o as propriedades e caracter´ısticas
de um sistema de monitoramento para nuvens . Este problema e´ apre-
sentado por (ACETO et al., 2013c) em sua taxonomia sobre monitora-
mento na nuvem, onde a ana´lise de diversas ferramentas abertas para
monitoramento apresentaram resultados pouco satisfato´rios em relac¸a˜o
a satisfac¸a˜o das propriedades necessa´rias para um sistema ou arquite-
tura de monitoramento para a nuvem.
Propo˜e-se, a definic¸a˜o de uma arquitetura modular baseada em
computac¸a˜o autoˆnoma para o monitoramento de nuvens, com o objetivo
de satisfazer as propriedades de monitoramento propostas por (ACETO
et al., 2013c).
Ale´m de utilizar conceitos de computac¸a˜o autoˆnoma, a arquite-
tura proporcionara´ o uso de te´cnicas de armazenamento e recuperac¸a˜o
de grandes conjuntos de dados e algoritmos para a ana´lise destes da-
dos (comumente conhecido como Big Data) para o processamento e
armazenamento destes conjuntos de dados.
Devido a limitac¸o˜es de escopo, o presente trabalho abrangera´
apenas o conceito de auto-gerenciamento e as etapas de monitoramento
e ana´lise do ciclo autoˆnomo.
1.3.1 Objetivos Espec´ıficos
As principais contribuic¸o˜es deste trabalho sa˜o:
• Apresentar os principais conceitos relacionados com computac¸a˜o
em nuvem, computac¸a˜o autoˆnoma e cognitiva, e trabalhos rela-
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cionados com o monitoramento em CN, abordando o estado da
arte de cada elemento envolvido na arquitetura proposta;
• Definir um modelo de armazenamento que possibilite a recu-
perac¸a˜o e ana´lise de grandes quantidades de dados Big Data;
• Apresentar uma arquitetura-modelo, baseada no ciclo autoˆnomo
para o monitoramento em CN;
• Analisar os dados coletados de acordo com SLAs estabelecidos
para a validac¸a˜o de contratos de servic¸o;
• Propor um modelo de gerenciamento autoˆnomo que valide o es-
tado do sistema de monitoramento e proponha correc¸o˜es.
1.4 ORGANIZAC¸A˜O DA DISSERTAC¸A˜O
A presente dissertac¸a˜o esta´ organizada da seguinte forma:
• Cap´ıtulo 1. Introduz o tema principal da dissertac¸a˜o abordando
o problema, origem, objetivos gerais e espec´ıficos;
• Cap´ıtulo 2. Apresenta os conceitos, teoremas e discorre sobre os
principais temas abrangidos pela dissertac¸a˜o, tais como: carac-
ter´ısticas essenciais, modelos de servic¸o e arcabouc¸os de gerenci-
amento e modelos de implementac¸a˜o da computac¸a˜o em nuvem;
conceitos e ciclo autoˆnomo; computac¸a˜o cognitiva; banco de da-
dos NoSQL e (Big Data);
• Cap´ıtulo 3. Neste Cap´ıtulo e´ apresentada uma revisa˜o do estado
da arte e trabalhos relacionados a monitoramento na Computac¸a˜o
em Nuvem;
• Cap´ıtulo 4. A arquitetura proposta e´ explicada detalhadamente
neste cap´ıtulo;
• Cap´ıtulo 5. Implementa a arquitetura proposta e abrange uma
explanac¸a˜o do ambiente aplicado;
• Cap´ıtulo 6. Conclusa˜o.
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2 FUNDAMENTAC¸A˜O TEO´RICA
2.1 COMPUTAC¸A˜O EM NUVEM
Atrave´s da histo´ria da computac¸a˜o houveram va´rias mudanc¸as
de paradigma. Dos mainframes para minicomputadores, dos minicom-
putadores ao microprocessamento e do microprocessamento aos com-
putadores em rede (GRIMES; JAEGER; LIN, 2009). O advento da com-
putac¸a˜o em nuvem deve ser considerado um fato muito mais complexo e
importante do que simplesmente mais uma tendeˆncia tecnolo´gica, pois
se constitui na mudanc¸a de paradigma na computac¸a˜o, transformando
na˜o apenas a forma como produtos sa˜o entregues e mantidos, mas sim
toda a cadeia produtiva da industria de tecnologia da informac¸a˜o.
Entre os diversos conceitos de computac¸a˜o em nuvem, o conceito
apresentado por (BUYYA et al., 2009), onde a computac¸a˜o em nuvem e´
definida como sendo a quinta utilidade sera´ adotado. Este conceito
apresenta CN como sendo um tipo de sistema paralelo e distribu´ıdo
consistindo em uma colec¸a˜o de recursos virtualizados interconectados
que podem ser dinamicamente provisionados e apresentados como um
ou va´rios recursos computacionais unificados, baseados em contratos
de n´ıvel de servic¸o estabelecidos entre o consumidor e o provedor de
servic¸os (BUYYA et al., 2009).
Adicionalmente a (BUYYA et al., 2009), as definic¸o˜es apresen-
tadas em (MELL; GRANCE, 2011), uma das conceituac¸o˜es mais acei-
tas no contexto acadeˆmico (ACETO et al., 2013c),(HOEFER; KARAGI-
ANNIS, 2010),(KHAJEH-HOSSEINI; SOMMERVILLE; SRIRAM, 2010) sera´
abordada no que tange a explicac¸a˜o das caracter´ısticas e propriedades
de um sistema de nuvem.
2.1.1 Caracter´ısticas Essenciais
As caracter´ısticas principais para que um sistema seja conside-
rado Nuvem de acordo com (MELL; GRANCE, 2011) sa˜o:
• Acesso sob demanda: um consumidor pode provisionar recursos
computacionais sem a intervenc¸a˜o de terceiros, de um provedor
ou de agentes humanos.
• Acesso amplo a rede: os recursos esta˜o dispon´ıveis a partir de re-
des e acess´ıveis de mecanismos padronizados possibilitando acesso
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a uma ampla gama de dispositivos e plataformas clientes.
• Associac¸a˜o de recursos (pooling): os recursos computacionais do
provedor sa˜o associados para servir a mu´ltiplos clientes, em um
modelo multi-tenant, com diferentes recursos f´ısicos e virtuais
associados e desassociados dinamicamente de acordo com a de-
manda do cliente. Existe tambe´m um desprendimento da loca-
lizac¸a˜o geogra´fica do recurso, ficando sob a responsabilidade do
provedor gerenciar e distribuir seus recursos em diferentes regio˜es
geogra´ficas sem a cieˆncia do consumidor.
• Elasticidade: e´ a caracter´ıstica da Nuvem em se expandir rapi-
damente, ou seja, ampliar a capacidade dos recursos, de forma
dinaˆmica ou com mı´nimo esforc¸o de gerenciamento para atender
uma demanda especifica, e da mesma forma desalocar recursos
quando na˜o sa˜o mais necessa´rios.
• Mensura´vel: o monitoramento e a capacidade de mensurar os
recursos dispon´ıveis e alocados e´ uma caracter´ıstica essencial das
Nuvens, pois atrave´s dele atividades como alocac¸a˜o e ampliac¸a˜o
da capacidade sa˜o efetuadas bem como a pro´pria bilhetagem e
cobranc¸a do servic¸o.
2.1.2 Modelos de Servic¸o
A computac¸a˜o em nuvem e´ oferecida em diferentes modelos de
servic¸o. Cada modelo apresenta uma abstrac¸a˜o em relac¸a˜o ao anterior,
visando oferecer recursos de maneira transparente, atrave´s de interfaces
definidas, ocultando aos usua´rios a complexidade que esta´ inclu´ıda no
modelo. As principais camadas oferecidas sa˜o as de IaaS, PaaS e SaaS.
Os modelos de servic¸o nada mais sa˜o que abstrac¸o˜es dos dife-
rentes meios em que a computac¸a˜o em nuvem e´ oferecida, aglutinando
e separando-o em camadas ou modelos que ale´m de definir produtos
e servic¸os inerentes a` sua camada se destinam geralmente a contex-
tos e nichos de mercado diferente. Por exemplo, o foco da camada de
IaaS e´ prover recursos ba´sicos como processamento e armazenamento,
geralmente na forma de instaˆncias virtuais executando algum sistema
operacional ba´sico. Ja´ a camada de PaaS destina-se a proporcionar
uma camada de desenvolvimento ou uma plataforma que suporte certo
tipo de aplicac¸o˜es ou linguagens. O SaaS possibilita ao usua´rio da
aplicac¸a˜o ter acesso a partir da rede aos seus dados e aplicativos em
qualquer local e dispositivo.
33
Tabela 1 – Classificac¸a˜o dos modelos de servic¸o em computac¸a˜o em
nuvem de acordo com (BUYYA; PANDEY; VECCHIOLA, 2009)
.
Categoria Caracter´ısticas Tipo de pro-
duto
Produtos e Fornecedo-
res
SaaS Os consumidores sa˜o pro-
vidos de aplicac¸o˜es que
sa˜o acess´ıveis em qualquer
hora´rio e qualquer lugar.
Aplicac¸o˜es Web
e servic¸os online
(Web 2.0, Strea-
ming, etc)
Salesforce.Com (CRM),
Clarizen.com (Geren-
ciamento de projetos),
GMail, Gdocs (escrito´rio
e e-mail).
PaaS Os consumidores recebem
uma plataforma para
o desenvolvimento de
aplicac¸o˜es hospedadas na
Nuvem.
APIs para pro-
gramac¸a˜o e ar-
cabouc¸os de de-
senvolvimento.
Google AppEn-
gine,Microsoft
Azure,Manjrasoft Aneka.
IaaS Consumidores tem acesso
a hardware ou armazena-
mento virtualizado. No
topo do qual podem cons-
truir sua infraestrutura.
Ma´quinas
Virtuais, ge-
renciamento de
infraestrutura
e de armazena-
mento.
Amazon EC2 e S3, Go-
Grid, Nirvanix.
A Cloud Security Alliance por sua vez, classifica a nuvem em
um modelo de sete camadas, sendo elas, facilidades, rede, hardware,
sistema operacional, middleware, aplicac¸a˜o e usua´rio. Esta classificac¸a˜o
visa dar maior granularidade a`s camadas e auxiliar no monitoramento e
definic¸a˜o de metricas de SLA e SLOs. Neste contexto, (SPRING, 2011)
propo˜e um mapeamento entre as camadas e os modelos tradicionais de
servic¸o (IaaS, PaaS, e SaaS) representado na Tabela 1 com o foco na
delimitac¸a˜o da responsabilidade e esfera de controle de cada camada,
entre o provedor e seus consumidores
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Figura 2 – Nı´veis de oferta da computac¸a˜o em nuvem (SCHUBERT,
2011)
.
Tabela 2 – Mapeamento e esfera de controle das camadas de nuvem
(SPRING, 2011)
.
Camada IaaS PaaS SaaS
Facilidades Provedor Provedor Provedor
Rede Provedor Provedor Provedor
Hardware Provedor Provedor Provedor
S.O. Provedor Provedor Provedor/Consumidor
Middleware Provedor Provedor/Consumidor Consumidor
Aplicac¸a˜o Provedor Consumidor Consumidor
Usua´rio Consumidor Consumidor Consumidor
2.1.3 Modelos de Implantac¸a˜o
De acordo com os modelos de implantac¸a˜o, (MELL; GRANCE,
2011) divide as nuvens em:
• Nuvem privada: a infraestrutura da Nuvem e´ gerida apenas por
uma organizac¸a˜o.
• Nuvem comunita´ria: a infraestrutura da Nuvem e´ compartilhada
por va´rias organizac¸o˜es e suporta uma comunidade espec´ıfica que
possui interesses em comum.
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• Nuvem pu´blica: a infraestrutura da nuvem esta´ aberta e dis-
pon´ıvel para o pu´blico em geral ou um grande grupo industrial e
e´ propriedade de uma organizac¸a˜o responsa´vel por sua comercia-
lizac¸a˜o.
• Nuvem h´ıbrida: a infraestrutura da Nuvem e´ composta por duas
ou mais Nuvens (privadas, pu´blicas, comunita´rias) que perma-
necem entidades separadas pore´m sa˜o interligadas por tecnolo-
gia padronizada ou proprieta´ria possibilitando portabilidade de
aplicac¸o˜es e dados.
2.1.4 Plataformas Na˜o Comerciais de Co´digo Aberto
Com a consolidac¸a˜o de conceitos e caracter´ısticas da computac¸a˜o
em Nuvem, plataformas aderentes a estes novos conceitos foram sendo
desenvolvidas, entre plataformas comerciais de co´digo fechado (por
exemplo, Vmware VCloud) e plataformas de co´digo aberto.
O foco da arquitetura proposta esta´ na utilizac¸a˜o de plataformas
e arcabouc¸os de co´digo aberto, devido a` facilidade de adaptac¸a˜o e com-
partilhamento de conhecimento. De acordo com (LOCKHEED, 2010),
plataformas de co´digo aberto tem impactado a adoc¸a˜o da computac¸a˜o
em nuvem em ageˆncias governamentais (do governo dos Estados Uni-
dos da Ame´rica). Especificamente, a auseˆncia de padro˜es representa
atualmente um dos obsta´culos para a adoc¸a˜o da computac¸a˜o em nu-
vem. Neste sentido soluc¸o˜es de co´digo aberto sa˜o excelentes formas
de facilitar a adoc¸a˜o de padro˜es, pois os desenvolvedores podem resol-
ver problemas de compatibilidade ou falhas de forma mais ra´pida para
suportar os padro˜es, ale´m de possuir uma vasta gama de desenvolve-
dores trabalhando de forma colaborativa. Apenas as plataformas mais
relevantes e ativas sera˜o apresentadas.
2.1.4.1 OpenStack
O Openstack pode ser considerado uma colec¸a˜o de projetos de
software de co´digo aberto que possibilitam a construc¸a˜o de uma Nuvem
completa ou de estruturas separadas de armazenamento, computac¸a˜o,
rede entre outros recursos para empresas ou provedores. Inicialmente
patrocinado pela NASA e Rackspace, o projeto se expandiu rapida-
mente ganhando apoio de grandes empresas e ageˆncias como IBM, Red
Hat, HP entre outras.
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Considerado um sistema operacional em nuvem que controla
grandes conjuntos de recursos computacionais, de armazenamento e
rede atrave´s de centros de processamento, gerenciados atrave´s de uma
interface central que habilita administradores e usua´rios a provisionar
recursos atrave´s de uma interface web (OPENSTACK, 2013). A Figura
3 apresenta a arquitetura do OpenStack com os principais projetos.
Figura 3 – Arquitetura principal do OpenStack (OPENSTACK, 2013).
Sua caracter´ıstica principal e´ a modularidade, fazendo com que
apenas parte da soluc¸a˜o seja implementada, de acordo com as neces-
sidades da organizac¸a˜o. Esta modularidade tambe´m gera uma certa
complexidade na implementac¸a˜o de toda a su´ıte OpenStack.
2.1.4.2 OpenNebula
O projeto OpenNebula foi um dos pioneiros no desenvolvimento
de plataformas para gerenciamento e orquestrac¸a˜o de computac¸a˜o em
nuvem. Seu in´ıcio remonta a um projeto de pesquisa iniciado em 2005
por Ignacio M. Llorente e Rube´n S. Montero, vindo a se concretizar
como software em 2008, evoluindo como um projeto de co´digo aberto
cujas contribuic¸o˜es principais emergem do ambiente acadeˆmico.
A plataforma proporciona uma soluc¸a˜o simples e flex´ıvel, pore´m
rica em funcionalidades para o gerenciamento de centros de processa-
mento virtualizados na construc¸a˜o de nuvens de infraestrutura como
servic¸o. Apresenta uma interface web para instanciac¸a˜o e gerencia-
mento de recursos e uma arquitetura monol´ıtica de configurac¸a˜o.
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Figura 4 – Arquitetura principal do OpenNebula (OPENNEBULA, 2013).
2.1.4.3 Eucalyptus
A plataforma Eucalyptus e´ considerada um modelo de co´digo
aberto que utiliza infraestruturas computacionais e de armazenamento
comumente dispon´ıveis em organizac¸o˜es para prover uma plataforma
modular e aberta a` experimentac¸a˜o e estudo (NURMI et al., 2008).
No design da plataforma treˆs componentes merecem destaque:
• Gerenciador de instaˆncias: controla a execuc¸a˜o, inspec¸a˜o e
terminac¸a˜o de ma´quinas virtuais no hospedeiro onde sa˜o execu-
tadas;
• Gerenciador de grupo: coleta informac¸o˜es sobre as instaˆncias
e controla a execuc¸a˜o de uma instaˆncia em um hospedeiro es-
pec´ıfico, ale´m de gerenciar a rede virtual;
• Gerenciador de nuvem: e´ o ponto de acesso a` Nuvem para
usua´rios e administradores. Coleta informac¸o˜es dos gerenciado-
res de cada nodo na rede, sobre utilizac¸a˜o dos recursos e toma
deciso˜es de alto n´ıvel sobre o agendamento dos recursos, encami-
nhando as deciso˜es aos gerenciadores de grupo.
2.1.4.4 CloudStack
O CloudStack e´ um arbacouc¸o para gerenciamento de infraes-
trutura patrocinado pela Apache Software Foundation e desenvolvido
em Java. Ao contra´rio do OpenStack, o Cloudstack e caracterizado por
uma arquitetura monol´ıtica, ou seja, na˜o e´ disponibilizado em mo´dulos
integra´veis (FOUNDATION, 2014).
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2.2 COMPUTAC¸A˜O AUTOˆNOMA
A computac¸a˜o autoˆnoma foi inicialmente proposta como uma
visa˜o pela IBM no inicio dos anos 2000. Esta visa˜o surgiu do para-
doxo entre a crescente complexidade dos sistemas computacionais e a
necessidade de administrac¸a˜o e tomada de decisa˜o sobre estes sistemas.
Esta crescente complexidade tornou-se um obsta´culo a` limitada capa-
cidade humana de processar informac¸o˜es, tomar deciso˜es e administrar
ambientes heterogeˆneos e integrados com requisitos estritos de tempo,
performance e qualidade da informac¸a˜o apresentada.
Neste contexto de ambientes altamente heterogeˆneos e comple-
xos, a computac¸a˜o autoˆnoma foi apresentada, uma metodologia de
construc¸a˜o de sistemas computacionais dotados de mecanismos de auto-
gerenciamento, dirigido atrave´s de informac¸o˜es de alto n´ıvel e objetivos
proporcionados por um operador humano.
O conceito de um sistema autoˆnomo deriva da analogia ao sis-
tema nervoso autoˆnomo presente nos seres humanos que governa sem
intervenc¸a˜o consciente o funcionamento dos o´rga˜os, como por exemplo
o batimento card´ıaco e a temperatura corporal, liberando a a´rea cons-
ciente do ce´rebro destas atividades fundamentais pore´m de baixo n´ıvel
(KEPHART; CHESS, 2003).
Os sistemas autoˆnomos diferem dos sistemas especialistas essen-
cialmente na forma da tomada de ac¸a˜o, o que na˜o e´ usual em sistemas
especialistas (GUTIE´RREZ; BRANCH, 2011). Os sistemas autoˆnomos
possuem va´rios pontos em comum com sistemas especialista, pore´m
em uma forma menos gene´rica, sendo aplicados no controle e gerenci-
amento de um amplo conjunto de sistemas computacionais, enquanto
os sistemas especialistas sa˜o aplicados de forma mais generalista.
Para atender a` propriedade essencial de auto-gerenciamento, qua-
tro propriedades sa˜o fundamentais a um sistema autoˆnomo: auto-cura,
auto-protec¸a˜o, auto-configurac¸a˜o e auto-otimizac¸a˜o. Ale´m das quatro
auto propriedades, (DOBSON et al., 2010a) apresenta mais quatro atribu-
tos de um sistema autoˆnomo: auto-conhecimento, auto-situac¸a˜o, auto-
monitoramento e auto-ajuste, definidas em (HUEBSCHER; MCCANN,
2008) como:
• Auto-configurac¸a˜o: um sistema autoˆnomo e´ capaz de auto-
configurar-se de acordo com meta-objetivos, ou seja, ao especificar-
se o que e´ desejado, na˜o como o objetivo e´ alcanc¸ado. Isto pode
representar ser capaz de auto instalar-se e adequar-se baseando-se
nas necessidades da plataforma e do usua´rio;
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• Auto-otimizac¸a˜o: um sistema autoˆnomo otimiza o seu uso a re-
cursos. Ele deve ser capaz de decidir e iniciar mudanc¸as proativas
no sistema (ao contra´rio do comportamento reativo) na tentativa
de melhorar a sua performance ou qualidade de servic¸o;
• Auto-cura: um sistema computacional autoˆnomo detecta e di-
agnostica problemas. Os problemas encontrados podem ser in-
terpretados amplamente, de baixo ou alto n´ıvel como correc¸a˜o
de erros de memo´ria ou dados incorretos em uma entrada de di-
reto´rio. O sistema deve ser capaz de corrigir os erros encontrados,
atuando de maneira reativa a falhas e na˜o gerando novos erros.
• Auto-protec¸a˜o: um sistema autoˆnomo protege a si mesmo de
ataques maliciosos e tambe´m de usua´rios finais que de forma inad-
vertida efetuam mudanc¸as de software, por exemplo, ao deletar
um arquivo importante. O sistema protege a si mesmo no que
tange a` seguranc¸a, privacidade e protec¸a˜o de dados. Seguranc¸a
e´ um aspecto importante da auto-protec¸a˜o, na˜o apenas em soft-
ware, mas tambe´m em hardware. Um sistema tambe´m deve ser
capaz de antecipar falhas de seguranc¸a e prevenir a sua ocorreˆncia.
Neste caso, o sistema autoˆnomo age proativamente.
Nas palavras de (STERRITT; BUSTARD, 2003):
O objetivo principal da computac¸a˜o autoˆnoma e´ a criac¸a˜o
de sistemas auto-gerencia´veis; estes sa˜o proativos, robustos,
adapta´veis e fa´ceis de usar. Tais objetivos sa˜o conquista-
dos atrave´s da auto-protec¸a˜o, auto-configurac¸a˜o, auto-cura
e auto-otimizac¸a˜o. Para atingir estes objetivos um sistema
deve ser auto-consciente e compreender o ambiente, o que
significa ter conhecimento sobre o estado atual, tanto o
seu pro´prio estado quanto o do seu ambiente operacional.
Ele deve enta˜o auto-monitorar-se para reconhecer quaisquer
mudanc¸as no seu estado que necessitem de alguma alterac¸a˜o
(auto-ajuste) para cumprir com o seu objetivo principal
de auto-gerenciamento. Mais detalhadamente, isto signi-
fica que um sistema tendo conhecimento dos seus recursos
dispon´ıveis, componentes, suas me´tricas e limiares de per-
formance caracter´ısticos, seu estado atual, e o estado das
interconexo˜es com outros sistemas.
O modelo de refereˆncia proposto pela IBM em (KEPHART; CHESS,
2003) conhecido como o ciclo autoˆnomo, ou MAPE-K apresenta uma
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Figura 5 – Ciclo autoˆnomo - MAPE-K (KEPHART; CHESS, 2003).
proposta para a arquitetura dos elementos autoˆnomos. Esta arquite-
tura e´ detalhada em (HUEBSCHER; MCCANN, 2008) constituindo-se dos
elementos Monitoramento, Analise, Planejamento, Execuc¸a˜o e Conhe-
cimento (Knowledge). A Figura 5 apresenta a estrutura de um sistema
autoˆnomo e as relac¸o˜es entre os elementos do ciclo. A primeira etapa
do ciclo e´ o monitoramento, onde o elemento autoˆnomo percebe o am-
biente ao seu redor, apo´s, os dados coletados sa˜o enviados para a etapa
de ana´lise, seguida pelo planejamento e execuc¸a˜o.
Ale´m dos elementos apresentados temos o gerenciador autoˆnomo,
que monitora o elemento gerenciado e executa ac¸o˜es atrave´s dos agen-
tes executores. O gerenciador autoˆnomo e´ geralmente configurado a
partir de objetivos determinados por um administrador humano e atua
na manutenc¸a˜o destes objetivos e configurac¸a˜o do elemento autoˆnomo,
melhorando ou corrigindo os elementos autoˆnomos para atingir os ob-
jetivos de alto n´ıvel definidos, atrave´s de ac¸o˜es de baixo-n´ıvel em seus
elementos gerenciados.
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2.2.1 Computac¸a˜o em Nuvem Autoˆnoma
O objetivo da computac¸a˜o autoˆnoma e auto-gerenciar sistemas
complexos e heterogeˆneos, onde a tomada de decisa˜o e modificac¸o˜es
sa˜o constantes e onerosas para operadores humanos. A computac¸a˜o
em nuvem enquadra-se perfeitamente nesta descric¸a˜o, devido ao seu
dinamismo, complexidade e larga escala, sendo constitu´ıda por diver-
sas camadas com diferentes n´ıveis de complexidade abrangendo data
centres com milhares de servidores e equipamentos em constante mu-
danc¸a e adaptac¸a˜o.
Em (BUYYA; CALHEIROS; LI, 2012) a computac¸a˜o em nuvem
autoˆnoma e´ apresentada como um importante desafio na obtenc¸a˜o de
infraestruturas em Nuvem confia´veis, seguras e com um custo atrativo.
Ale´m de mencionar a importaˆncia da computac¸a˜o autoˆnoma para as
Nuvens, (BUYYA; CALHEIROS; LI, 2012) tambe´m elenca alguns pontos
chave para a pesquisa:
• Qualidade de servic¸o: provedores de Nuvem necessitam ga-
rantir que a quantidade necessa´ria de recursos da Nuvem sera´
provisionada para que seus consumidores tenham os seus requisi-
tos de qualidade de servic¸o mantidos, mantendo as limitac¸o˜es de
orc¸amento e custo;
• Eficieˆncia energe´tica: inclui o uso eficiente de energia na in-
fraestrutura, evitando utilizac¸a˜o de mais recursos do que o ne-
cessa´rio para as aplicac¸o˜es, minimizando o impacto das emisso˜es
de carbono pela Nuvem;
• Seguranc¸a: alcanc¸ar func¸o˜es de seguranc¸a como confidenciali-
dade, disponibilidade e confiabilidade contra ataques de negac¸a˜o
de servic¸o . Os ataques de DoS sa˜o cr´ıticos pois em um am-
biente de provisionamento dinaˆmico, o aumento no numero de
usua´rios causa um aumento automa´tico nos recursos utilizados
pela aplicac¸a˜o. Em um ataque coordenado a um provedor de
SaaS, um aumento inesperado nas requisic¸o˜es pode ser conside-
rado um caso normal de ampliac¸a˜o na demanda, ampliando a
oferta de recursos para atendeˆ-la. Neste caso isto iria causar um
aumento nos custos da aplicac¸a˜o que seria repassado ao cliente.
Pore´m na base de todos estes desafios esta o monitoramento
eficiente da Nuvem, proporcionando uma base so´lida para ana´lise e
tomada de deciso˜es a partir de elementos autoˆnomos.
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2.3 COMPUTAC¸A˜O COGNITIVA
Apesar de ser considerada uma buzzword a computac¸a˜o cognitiva
reu´ne conceitos interessantes como o encontro da inteligeˆncia artificial
com a inteligeˆncia nos nego´cios (ARTIFICIAL. . . , 2014).
O termo computac¸a˜o cognitiva foi cunhado pela IBM como um
conceito guarda-chuva que engloba diversas disciplinas da computac¸a˜o,
partindo de iniciativas de arquiteturas cognitivas, em complemento a`
tradicional arquitetura de Von Neumann, na construc¸a˜o de componen-
tes e chips, sistemas operacionais e na extrac¸a˜o de informac¸o˜es rele-
vantes em tempo real em grandes bases e conjuntos de dados, seja eles
estruturados ou na˜o e sumarizando o conhecimento atrave´s de sistemas
especialistas. O objetivo final e´ a humanizac¸a˜o da computac¸a˜o, tor-
nando a informac¸a˜o armazenada e coletada em algo inteligente, onde
sistemas possam aprender e na˜o apenas apresentar ou agrupar dados,
mas sugerir ac¸o˜es e ser o elemento atuante caso necessa´rio.
Em (ARTIFICIAL. . . , 2014) o conceito de computac¸a˜o cognitiva e
introduzido como:
Sistemas computacionais cognitivos aprendem e interagem
naturalmente com pessoas para estender o que humanos ou
ma´quinas podem fazer por conta pro´pria. Eles auxiliam
especialistas na tomada de deciso˜es ao penetrar a comple-
xidade do Big Data.
O crescimento do Big Data esta´ acelerando pois cada vez
mais a atividade do mundo e expressada digitalmente, au-
mentando em volume, velocidade e incerteza. A maioria
dos dados gerados atualmente constituem-se em dados na˜o
estruturados como v´ıdeo, imagens, s´ımbolos e linguagem
natural. Um novo modelo computacional e necessa´rio para
processar e extrair sentido disto.
Os sistemas computacionais cognitivos na˜o sa˜o baseados
em programas que predeterminam cada resposta ou ac¸a˜o
necessa´ria para executar uma dada func¸a˜o ou conjunto de
tarefas. Ao inve´s disso, eles sa˜o treinados utilizando in-
teligeˆncia artificial e aprendizado de ma´quina para sentir,
prever, inferir e, de certa forma, pensar. . . . Ao inve´s dos
sistemas especialistas do passado que necessitavam regras
fixas codificadas em um sistema definido por um especi-
alista humano, computadores cognitivos podem processar
linguagem natural e dados na˜o estruturados e aprender por
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experieˆncia, semelhante a` forma que aprendemos. Apesar
de possu´ırem grande domı´nio sobre o domı´nio, ao inve´s de
substituir especialistas humanos, eles ira˜o atuar como siste-
mas de suporte a` decisa˜o, ajudando na tomada de decisa˜o
em domı´nios como financ¸as, sau´de e servic¸os a clientes.
Pode ser afirmado que a computac¸a˜o cognitiva e uma abordagem
contemporaˆnea a` preocupac¸a˜o de tratarmos a incerteza e utilidade agre-
gando novas te´cnicas como aprendizagem de ma´quina e processamento
de linguagem natural, enderec¸ando conceitos da teoria da decisa˜o.
2.3.1 Big Data e Ferramental
Voceˆ na˜o pode gerenciar o que voceˆ na˜o monitora
A expressa˜o acima e´ atribu´ıda a ambos, W. Edward Deming e
Peter Drucker e explica porque a recente explosa˜o de dados digitais e´
ta˜o importante. O avanc¸o do Big Data ira´ transformar o mundo dos
nego´cios e a tomada de deciso˜es em todos os domı´nios onde for utilizado
(MCAFEE; BRYNJOLFSSON et al., 2012).
O crescimento do volume de dados e infraestrutura para suporta´-
lo possibilitou a soluc¸a˜o de novos problemas, envolvendo o armazena-
mento e processamento de quantidades de dados sem precedentes. Ha´
um grande interesse em trazer novas ferramentas para solucionar pro-
blemas antes intrata´veis, derivar produtos e algoritmos totalmente no-
vos, tratar dados brutos e transforma´-los em informac¸o˜es com sentido,
produzindo novas ferramentas anal´ıticas. Estas ferramentas na˜o sa˜o no-
vas, mas baseiam-se no corpus de conhecimento adquirido em de´cadas
de pesquisa em aprendizado de ma´quina e evoluc¸a˜o de armazenamento
e processamento. Isto e´ em resumo a cieˆncia de dados (MCCREARY;
KELLY, 2013).
O termo Big Data vem sendo empregado para representar o vo-
lume cada vez maior de dados digitais gerados pela humanidade, que
veˆm crescendo de forma exponencial nos u´ltimos anos. Segundo esti-
mativas da IBM, este volume alcanc¸ara´ 20 zettabytes em 2020 (KELLY;
HAMM, 2013).
Encontramos uma definic¸a˜o em (MANYIKA et al., 2011), onde
Big data e´ definido como conjuntos de dados cujo tamanho excede
a habilidade de armazenamento, coleta, ana´lise e gerenciamento dos
sistemas gerenciadores de banco de dados tradicionais e seu ferramental
associado.
Um volume expressivo de dados heterogeˆneos, estruturados e
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semi-estruturados tornou as ferramentas tradicionais de ana´lise estat´ıstica
e minerac¸a˜o de dados obsoletas ou limitadas para extrair informac¸o˜es
em tempo ha´bil e da forma correta. Soluc¸o˜es anal´ıticas que mineram
dados estruturados e na˜o estruturados sa˜o importantes ao auxiliar or-
ganizac¸o˜es a adquirir uma visa˜o mais acurada das suas atividades, na˜o
apenas utilizando os seus dados privados, mas tambe´m a partir de da-
dos pu´blicos (ASSUNCAO et al., 2013).
As principais caracter´ısticas do Big data sa˜o consideradas as pro-
priedades V, usualmente variedade, velocidade e volume (ASSUNCAO et
al., 2013), (IBM; ZIKOPOULOS; EATON, 2011), tambe´m incluindo uma
quarta propriedade V, veracidade (KELLY; HAMM, 2013).
A variedade e´ a propriedade que representa a heterogeneidade
dos dados, onde, fontes distintas necessitam ser consideradas ao ana-
lisar um domı´nio. No contexto do monitoramento para a computac¸a˜o
em nuvem, esta heterogeneidade e´ apresentada pelas diferentes pro-
vas ou agentes que coletam ou geram dados, como sistemas de refri-
gerac¸a˜o, dados de tensa˜o e corrente ele´trica, indicadores de falha em
hardware, agentes de software, provas gene´ricas e dados SNMP coleta-
dos, bem como dados de v´ıdeo e a´udio de caˆmeras de monitoramento,
portas eletroˆnicas, controle biome´trico e todos os controles e senso-
res que atuam em um ambiente de centro de processamento de dados.
(KELLY; HAMM, 2013) defende que e´ necessa´ria uma visa˜o hol´ıstica ao
gerenciamento de dados e ana´lise. Pois devem ser combinados diferen-
tes tipos de dados e atuar sobre esses dados com conjuntos diferentes
de ferramentas.
O manuseio e ana´lise destes dados impo˜e diversos desafios pois,
os dados podem ser de diferentes tipos, entre os tipos considerados no
Big data temos os dados estruturados (bancos de dados tradicionais no
modelo relacional), na˜o estruturados, semi-estruturados e mistos. E´ ar-
gumentado que grande parte dos dados gerados atualmente pertencem
ao grupo dos dados semi ou nao estruturados (ASSUNCAO et al., 2013).
O volume de dados e´ uma das caracter´ısticas mais determin´ısticas
do Big data. A definic¸a˜o de qua˜o grande um conjunto de dados deve ser
depende do contexto e da necessidade, podendo ser representado na˜o
apenas por uma unidade de quantidade em bytes, mas por exemplo pelo
nu´mero ou volume de transac¸o˜es, arquivos ou ate´ mesmo tempo, como
por exemplo na necessidade das empresas estadunidenses em manter os
seus registros durante um per´ıodo de sete anos (RUSSOM, 2011). En-
tretanto, o volume de dados apresenta um dos principais desafios do
Big data, pois, enquanto o custo por armazenamento decai consisten-
temente, a quantidade de dados coletada aumenta a uma taxa muito
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maior, fazendo necessa´rio que novas te´cnicas de armazenamento e mo-
vimentac¸a˜o de dados seja necessa´ria.
A movimentac¸a˜o de dados refere-se especialmente a` arquitetura
de Von Neumann, onde os dados encontram-se em unidades separadas
fisicamente do local onde sa˜o processados e existe um custo de tempo
e energia para efetuar esta movimentac¸a˜o, dependendo ainda da loca-
lidade do dado. Existem estudos em andamento para criar sistemas
inteligentes que consigam organizar os dados de forma dinaˆmica, vi-
sando minimizar as movimentac¸o˜es de dados e o custo de tempo nestas
operac¸o˜es (KELLY; HAMM, 2013).
Ale´m do volume e da variedade de dados, a terceira propriedade
trata da velocidade em que estes dados necessitam ser processados e
analisados para extrair valor e informac¸o˜es para a tomada de decisa˜o.
A velocidade depende do contexto dos dados, forma de chegada e neces-
sidade de tempo de processamento. Por exemplo, algumas aplicac¸o˜es
trabalham com batch jobs, outras necessitam de ana´lise em tempo real
e tomada de decisa˜o com base nos dados atuais e histo´rico de desem-
penho.
A taxonomia apresentada por (KELLY; HAMM, 2013) adiciona
uma quarta propriedade, a veracidade, que aborda a questa˜o da confi-
abilidade das fontes dos dados.
2.3.2 Aprendizado de Ma´quina e Sistemas Especialistas
A visa˜o da computac¸a˜o autoˆnoma e, mais recentemente cognitiva
e de modelos como Big Data devem muito ao uso de aprendizado de
ma´quina e sistemas especialistas.
A inteligeˆncia, ou seja, a busca por sistemas que ”pensem”, ou de
alguma forma simulem o comportamento humano faz parte da histo´ria
da computac¸a˜o. Desde o artigo de Alan Turing na revista Mind, em
1950 que a pergunta ”As ma´quinas podem pensar?”tem sido feita (TU-
RING, 1950).
No contexto da computac¸a˜o em nuvem sistemas inteligentes tem
sido propostos como soluc¸o˜es eficientes para alocac¸a˜o de recursos (BO-
DIK et al., 2009), (SCHUBERT, 2011), automac¸a˜o de data centers (ARM-
BRUST et al., 2009), e na predic¸a˜o de violac¸o˜es de SLA e monitoramento
(SCHUBERT; MENDES; WESTPHALL, 2013).
Devido a` extensibilidade e profundidade do tema, para o con-
texto da dissertac¸a˜o apenas uma avaliac¸a˜o entre redes neurais e redes
bayesianas sera´ abordada, com o objetivo de verificar a adereˆncia destes
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modelos para o propo´sito da dissertac¸a˜o.
Conforme (ZHANG; BIVENS, 2007), o uso de aprendizado de ma´quina
tem crescido para o treinamento de modelos a partir de dados de per-
formance coletados por instrumentac¸a˜o/monitoramento. Estas aborda-
gens de aprendizado estat´ıstico na˜o consideram envolvimento humano
e necessitam pequena ana´lise de domı´nio. Apesar de promissoras, estas
abordagens ainda esta˜o em seus esta´gios iniciais, e geralmente execu-
tadas aleatoriamente.
A avaliac¸a˜o entre redes neurais e redes bayesianas apresentadas
por (ZHANG; BIVENS, 2007) faz uma avaliac¸a˜o de adereˆncia e represen-
tatividade destas duas te´cnicas de aprendizado de ma´quina em relac¸a˜o
a uma se´rie de caracter´ısticas, tendo como base acura´cia e velocidade
de execuc¸a˜o. As tabelas 3 e 4 apresentam os resultados obtidos em
relac¸a˜o aos testes efetuados. O escopo da avaliac¸a˜o esta´ na adereˆncia
dos modelos a aplicac¸o˜es e ambientes em escala Web, ou seja, a pos-
sibilidade de representar conhecimento e a predic¸a˜o de varia´veis em
ambientes com conjuntos extensos de dados.
Tabela 3 – Caracter´ısticas de Performance (ZHANG; BIVENS, 2007)
.
Caracter´ısticas Redes Neurais Redes Bayesianas
Acura´cia SIM NA˜O
Velocidade de Validac¸a˜o do Mo-
delo
NA˜O SIM
A Tabela 3 demonstra que as redes neurais possuem maior acura´cia
na representac¸a˜o dos modelos, pore´m perdem em velocidade de va-
lidac¸a˜o. Ja´ a Tabela 4 apresenta demais paraˆmetros na˜o relacionados
diretamente com a performance, onde, aspectos fundamentais como a
incorporac¸a˜o de conhecimento, interpretac¸a˜o do modelo, poder de re-
presentac¸a˜o e formas de validac¸a˜o. Destes aspectos o mais importante
para o trabalho e´ a capacidade de incorporac¸a˜o do conhecimento, onde
ambas abordagens mostraram-se satisfato´rias.
2.4 BANCOS DE DADOS NA˜O RELACIONAIS E NOSQL
Os bancos de dados na˜o relacionais e mais recentemente o movi-
mento NoSQL vieram para suprir necessidades espec´ıficas em situac¸o˜es
onde a garantia das propriedades ACID (Atomicidade, Consisteˆncia,
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Tabela 4 – Caracter´ısticas na˜o relacionadas a Performance (ZHANG;
BIVENS, 2007)
.
Caracter´ısticas Redes Neurais Redes Bayesianas
Incorporac¸a˜o do conhecimento
do domı´nio
SIM SIM
Interpretac¸a˜o do Modelo SIM NA˜O
Poder de representac¸a˜o NA˜O SIM
Diferentes formas de validac¸a˜o
do modelo
SIM NA˜O
Isolamento e Durabilidade), caracter´ıstica principal dos bancos de da-
dos relacionais, na˜o e estritamente necessa´ria.
Essencialmente, os bancos de dados NoSQL destinam-se ao ra´pido
e eficiente processamento de grandes conjuntos de dados, com foco em
performance, confiabilidade e agilidade (MCCREARY; KELLY, 2013). A
Tabela 5 apresenta os diferentes tipos de bancos de dados NoSQL.
Tabela 5 – Tipos e armazenamento de dados NoSQL - as quatro catego-
rias principais de sistemas NoSQL com produtos exemplo (MCCREARY;
KELLY, 2013)
.
Tipo Uso T´ıpico Exemplos
Incorporac¸a˜o do conhecimento
do domı´nio
SIM SIM
Interpretac¸a˜o do Modelo SIM NA˜O
Poder de representac¸a˜o NA˜O SIM
Diferentes formas de validac¸a˜o
do modelo
SIM NA˜O
Uma das caracter´ısticas principais que dos bancos de dados rela-
cionais e´ a garantia das propriedades ACID (Atomicidade, Consisteˆncia,
Isolamento e Durabilidade), em geral, essas propriedades representam
uma regra de tudo ou nada, ou seja, ou todas sa˜o cumpridas ou toda a
transac¸a˜o e´ desfeita.
Ale´m das propriedades ACID, os bancos de dados relacionais tra-
dicionalmente sofrem do problema da escalabilidade: grandes conjuntos
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de dados tornam-se complexos e custosos de serem processados, dadas
as estritas e inflex´ıveis propriedades ACID e componentes arquiteturais
que impedem uma escalabilidade horizontal, ou seja, a distribuic¸a˜o do
processamento em diversos no´s.
Historicamente, os bancos de dados relacionais tem desempe-
nhado um papel essencial, especialmente em organizac¸o˜es que necessi-
tam de total confiabilidade como instituic¸o˜es banca´rias e setores em-
presariais pu´blicos e privados. Pore´m, com o avanc¸o da nuvem e o
crescimento exponencial do volume de dados gerado, bem como a ne-
cessidade de armazenar e processar esses dados tem feito modelos al-
ternativos surgirem.
2.5 CONCLUSA˜O
Este cap´ıtulo teve como objetivo principal introduzir os princi-
pais conceitos teo´ricos, bem como fundamentar a proposta, apresen-
tando as bases utilizadas como fonte para o trabalho.
Ao abordar os conceitos de computac¸a˜o em nuvem, buscou-se
aproximar o leitor, de forma sinte´tica com os conceitos mais importan-
tes do tema. Ao abordar a computac¸a˜o autoˆnoma e cognitiva, onde se
enquadram conceitos importantes ao trabalho como o ciclo autoˆnomo,
as propriedades auto* e conceitos de aprendizado de ma´quina buscou-se
abranger uma visa˜o geral dos conceitos fundamentais da proposta.
Desta forma atendeu-se ao objetivo especifico descrito na sec¸a˜o
1.3 apresentando com rico referencial teo´rico os principais aspectos
teo´ricos abordados pela dissertac¸a˜o, apresentando o estado da arte em
pesquisas nas diferentes a´reas abordadas pelo trabalho.
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3 MONITORAMENTO PARA COMPUTAC¸A˜O EM
NUVEM
O monitoramento e´ uma tarefa de importaˆncia fundamental para
qualquer sistema computacional. A sua importaˆncia para a Nuvem e´
primaz para a pro´pria conceituac¸a˜o de um ambiente como aderente aos
conceitos de computac¸a˜o em nuvem abordados no Cap´ıtulo 2.
Neste contexto va´rios trabalhos enderec¸aram o tema do moni-
toramento em nuvem, em (SPRING, 2011) sa˜o definidas algumas ca-
racter´ısticas e elementos indispensa´veis no monitoramento de Nuvens,
ja´ em (CHAVES; URIARTE; WESTPHALL, 2010) e (CHAVES; URIARTE;
WESTPHALL, 2011) um arcabouc¸o de monitoramento para nuvens pri-
vadas e´ apresentado utilizando ferramentas esta´veis de monitoramento
como o Nagios1 e estendendo-o para proporcionar a necessa´ria inte-
grac¸a˜o e autonomia para a Nuvem
Apesar de va´rios trabalhos abordando o tema de monitoramento,
havia uma lacuna conceitual teo´rica importante. A definic¸a˜o de uma
taxonomia de monitoramento e´ um elemento-chave na computac¸a˜o em
nuvem. Apesar da sua importaˆncia central o monitoramento vem re-
cebendo pouca atenc¸a˜o da comunidade cient´ıfica. Esta taxonomia e´
encontrada em (ACETO et al., 2013a) que buscou avaliar propriedades,
caracter´ısticas e desafios para o completo monitoramento de ambientes
heterogeˆneos e rapidamente varia´veis como a CN.
O monitoramento da nuvem possui uma elevada relevaˆncia tanto
para provedores de servic¸os em Nuvem quanto para consumidores de
servic¸os de Nuvem. Para o primeiro e´ uma ferramenta chave de controle
e gerenciamento de recursos computacionais, tanto hardware quanto
software, para o consumidor proporciona paraˆmetros de performance
tanto para a plataforma quanto aplicac¸o˜es. A monitorac¸a˜o cont´ınua da
Nuvem e de seus SLAs proveˆ informac¸o˜es aos provedores e consumido-
res sobre, por exemplo, a carga gerada nos sistemas ou indicadores de
QoS (ACETO et al., 2013b).
Muitas das atividades essenciais de uma Nuvem dependem de da-
dos e de uma plataforma de monitoramento, que necessita ser aderente
a`s caracter´ısticas essenciais da Nuvem, como a possibilidade de auto-
atendimento por parte de consumidores, escalabilidade e elasticidade
dos recursos, servic¸o mensurado e bilhetagem baseado no consumo.
A computac¸a˜o autoˆnoma, definida brevemente no cap´ıtulo an-
terior apresenta elementos que podem ser adaptados e adotados pela
1www.nagios.org
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Figura 6 – Taxonomia para o monitoramento de computac¸a˜o em nuvem
(ACETO et al., 2013b).
computac¸a˜o em nuvem, como o auto-monitoramento, tornando a com-
putac¸a˜o em nuvem um campo de interesse para a implementac¸a˜o de
sistemas autoˆnomos (BUYYA; CALHEIROS; LI, 2012).
Este cap´ıtulo visa abordar conceitos inerentes ao monitoramento
de Nuvens, proposto por (ACETO et al., 2013b). As principais carac-
ter´ısticas, propriedades, bem como, a necessidade do monitoramento e
linhas de pesquisa, apresentados na Figura 6, sera˜o abordados, devido
a` sua relevaˆncia para a definic¸a˜o do problema e a proposta do presente
trabalho.
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3.1 CONCEITOS DO MONITORAMENTO DE COMPUTAC¸A˜O EM
NUVEM
O monitoramento da Nuvem e´ necessa´rio para mensurar con-
tinuamente e determinar comportamentos de uma infraestrutura ou
aplicac¸a˜o em termos de performance, confiabilidade, consumo de ener-
gia, habilidade de cumprir SLAs, seguranc¸a, entre outros elementos
(KUTARE et al., 2010). A seguir sera˜o brevemente abordados os concei-
tos de camadas da Nuvem, n´ıveis de abstrac¸a˜o e me´tricas adotados por
(ACETO et al., 2013b).
O modelo em camadas adotado por (ACETO et al., 2013b) e´ o
trabalho da Cloud Security Alliance, onde a Nuvem pode ser mode-
lada em sete camadas: facilidades, rede, hardware, sistema operacional,
middleware, aplicac¸a˜o e usua´rio.
• Facilidades: estrutura f´ısica do provedor da Nuvem, abrange os
centros de dados, abastecimento de energia, refrigerac¸a˜o, segu-
ranc¸a f´ısica e demais elementos que compo˜em o cena´rio f´ısico de
um provedor.
• Rede: considera os caminhos de dados na Nuvem e entre a Nuvem
e seus usua´rios.
• Hardware: equipamentos de processamento e rede.
• Sistema operacional: consideram-se aqui os sistemas operacionais
hospedeiro e sistemas operacionais em instaˆncias virtuais.
• Middleware: e´ a camada entre o sistema operacional (hospedeiro
ou virtual) e a aplicac¸a˜o de usua´rio. Geralmente presente em
provedores de plataforma e software como servic¸o.
• Aplicac¸a˜o: e´ a aplicac¸a˜o executada pelo usua´rio da Nuvem.
• Usua´rio: usua´rio final que acessa a Nuvem.
No contexto da computac¸a˜o em Nuvem, estas camadas constituem-
se nos alvos para os agentes de monitoramento. Ale´m das camadas de
monitoramento, temos as me´tricas, que se dividem em me´tricas de sis-
tema e me´tricas de cliente, no contexto de me´tricas internas e me´tricas
externas a um sistema em Nuvem.
Ainda sobre me´tricas, tem-se as cla´ssicas me´tricas baseadas em
processamento e as me´tricas baseadas em entrada e sa´ıda (I/O bound)
ou mais especificamente rede.
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3.2 PROPRIEDADES DE MONITORAMENTO EM NUVEM
Para o correto monitoramento em um sistema complexo e hete-
rogeˆneo como a Nuvem, um sistema de monitoramento distribu´ıdo e
que contemple agentes e provas em va´rias camadas e me´tricas necessita
atender a um conjunto de propriedades.
• Escalabilidade: um sistema de monitoramento e´ escala´vel se ele
pode comportar um grande nu´mero de agentes e provas. Tal
propriedade e muito importante na computac¸a˜o em nuvem devido
ao elevado nu´mero de paraˆmetros e o grande conjunto de recursos
a ser monitorado. Esta importaˆncia e´ ampliada com a adoc¸a˜o da
virtualizac¸a˜o, onde ao inve´s de apenas uma instaˆncia f´ısica tem-se
varias instaˆncias virtuais com caracter´ısticas e aplicac¸o˜es distintas
(ACETO et al., 2013b).
• Elasticidade: um sistema de monitoramento e´ ela´stico se ele pode
se adaptar a mudanc¸as dinaˆmicas nas entidades monitoradas, de
forma que recursos criados e destru´ıdos sejam corretamente men-
surados, adicionados e removidos do sistema de monitoramento.
• Adaptabilidade: a capacidade de um sistema de monitoramento se
adaptar a variac¸o˜es nos recursos e na carga de rede e computaci-
onal, de forma a na˜o ser invasivo, ou seja, afetar o funcionamento
da Nuvem, degradar performance de aplicac¸o˜es de usua´rios ou
alocar recursos em excesso, reduzindo a func¸a˜o de lucratividade
do provedor.
• Pontualidade (timeliness): um sistema de monitoramento e´ pon-
tual (o termo timeliness tambe´m pode ser traduzido como con-
formidade ou exatida˜o) se os eventos detectados esta˜o dispon´ıveis
a tempo do seu uso proposto.
• Autonomia: um sistema de monitoramento autoˆnomo e´ capaz
de auto-gerenciar seus recursos distribu´ıdos reagindo automatica-
mente a mudanc¸as imprevistas, enquanto abstrai de consumidores
e provedores a complexidade intr´ınseca.
• Compreensividade: um sistema de monitoramento compreensivo
e´ aquele que consegue suportar diferentes tipos de recursos, dis-
tintos tipos de dados de monitoramento e va´rios fornecedores.
• Extensibilidade: um sistema e´ extens´ıvel se o seu suporte pode
ser estendido facilmente.
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• Intrusividade: um sistema de monitoramento e´ intrusivo se a sua
implementac¸a˜o exigir considera´vel modificac¸a˜o na Nuvem.
• Resilieˆncia: um sistema de monitoramento e´ resiliente quando a
persisteˆncia do servic¸o entregue e´ confia´vel em face a mudanc¸as.
• Confiabilidade: e´ a capacidade de executar uma dada tarefa sob
condic¸o˜es espec´ıficas durante um dado per´ıodo de tempo.
• Disponibilidade: um sistema de monitoramento e´ dispon´ıvel se
ele proveˆ os servic¸os de acordo com a sua especificac¸a˜o quando
requisitado.
• Acura´cia: um sistema e´ considerado acurado quando as medi-
das que ele proveˆ sa˜o acuradas, ou seja, elas representam o mais
pro´ximo poss´ıvel da realidade.
3.3 PLATAFORMAS DE MONITORAMENTO
Ale´m das propriedades, (ACETO et al., 2013c) tambe´m avalia as
principais plataformas de monitoramento para computac¸a˜o em nuvem,
tanto comerciais quanto de co´digo-aberto.
O objetivo da avaliac¸a˜o das ferramentas foi a verificac¸a˜o da
adereˆncia a`s caracter´ısticas de um sistema de monitoramento para a
Nuvem listadas na sec¸a˜o anterior. Diversas plataformas de monitora-
mento atualmente utilizadas tambe´m na computac¸a˜o em nuvem surgi-
ram como ferramentas de monitoramento para redes tradicionais, na˜o
possuindo, por especificac¸a˜o caracter´ısticas intr´ınsecas de sistemas em
Nuvem, como elasticidade e escalabilidade, entre outras.
As figuras 7 e 8 apresentam os resultados da avaliac¸a˜o de sis-
temas de monitoramento para a Nuvem efetuado por (ACETO et al.,
2013c). Podemos verificar claramente que tanto as plataformas comer-
ciais quanto as de co´digo aberto na˜o apresentam adereˆncia significativa
ao modelo da Nuvem.
3.4 CONCLUSA˜O
Este cap´ıtulo buscou apresentar o estado da arte no monitora-
mento de nuvens, apresentando alguns trabalhos referenciais na a´rea e
algumas abordagens ao monitoramento de nuvens.
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Figura 7 – Plataformas de co´digo aberto para o monitoramento da
Nuvem (ACETO et al., 2013b).
Ao avaliar as lacunas apresentadas pelos sistemas atuais de mo-
nitoramento e as caracter´ısticas propostas por Aceto et al., verifica-se
a baixa adereˆncia das plataformas atuais a`s novas demandas proporci-
onadas pela computac¸a˜o em nuvem no que tange ao volume de dados
de monitoramento, tomada de decisa˜o, apresentac¸a˜o de relato´rios e ins-
tantaˆneos (snapshots) do estado da Nuvem e demais caracter´ısticas.
As caracter´ısticas de um sistema de monitoramento sera˜o avalia-
das a seguir, de acordo com os problemas encontrados nas plataformas
atuais.
• Escalabilidade: os sistemas atuais baseiam-se em mecanismos
tradicionais de armazenamento de dados e recuperac¸a˜o da in-
formac¸a˜o, o que limita o volume e o per´ıodo histo´rico armaze-
nado.
• Elasticidade: a remoc¸a˜o e adic¸a˜o de elementos em tempo real
sem intervenc¸a˜o humana mantendo o histo´rico para controle e
faturamento. Neste contexto a integrac¸a˜o com as plataformas de
nuvem e´ fundamental, para a detecc¸a˜o e remoc¸a˜o de instaˆncias.
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Figura 8 – Plataformas comerciais de monitoramento para a Nuvem.
• Adaptabilidade: para na˜o ser invasivo o sistema deve possuir um
auto-gerenciamento, ou seja, poder monitorar os recursos que esta´
consumindo e evitar que eles sobrecarreguem a nuvem.
• Pontualidade (timeliness): a demora e lateˆncia da entrega dos
dados de monitoramento podem ocasionar a falta de informac¸o˜es
no momento necessa´rio para formar o instantaˆneo da nuvem.
• Autonomia: existe a necessidade de transposic¸a˜o dos sistemas
atuais monol´ıticos e sem inteligeˆncia agregada para sistemas autoˆnomos
que percebam a si mesmos e consigam inferir e se adaptar ao di-
namismo da nuvem.
• Compreensividade: os sistemas atuais sa˜o geralmente implemen-
tados para suportar um conjunto definido de modelos e marcas,
ou sa˜o ta˜o gene´ricos que necessitam desenvolvimento adicional a
um esforc¸o elevado para se adaptar com novos dispositivos.
• Extensibilidade: a auseˆncia de APIs que sejam simples e em for-
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matos abertos como SOAP, REST ou WSDL fazem da extensi-
bilidade em va´rios sistemas um problema elevado na adaptac¸a˜o
para as particularidades da nuvem. A padronizac¸a˜o e criac¸a˜o de
tais APIs sa˜o fundamentais para facilitar a extensa˜o mantendo
uma camada de abstrac¸a˜o.
• Intrusividade: o uso de agentes nas instaˆncias virtuais ou plata-
formas sob o controle do consumidor sa˜o elementos intrusivos; a
necessidade de modificac¸o˜es na nuvem para se adequar a` plata-
forma de monitoramento tambe´m constitui um problema se´rio na
implantac¸a˜o de novas ferramentas de monitoramento.
Dessa forma conclui-se este cap´ıtulo apresentando os principais
problemas e caracter´ısticas necessa´rias na construc¸a˜o de arcabouc¸os
de monitoramento para a Computac¸a˜o em Nuvem, tendo como base a
taxonomia proposta por Aceto e trabalhos relacionados.
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4 PROPOSTA DE UMA ARQUITETURA DE
COMPUTAC¸A˜O AUTOˆNOMA E COGNITIVA PARA
O MONITORAMENTO DE NUVENS
A crescente adoc¸a˜o da computac¸a˜o em nuvem como modelo de
entrega de servic¸os e recursos e´ um fato consolidado. Desde seus
primo´rdios, onde haviam severos questionamentos em relac¸a˜o a` con-
fiabilidade, seguranc¸a e disponibilidade da nuvem, du´vidas sobre sua
adoc¸a˜o no meio acadeˆmico (FOSTER et al., 2008), questionamentos so-
bre ser apenas mais uma onda tecnolo´gica e apenas mais um buzzwor
do mercado, muito se passou e atualmente a computac¸a˜o em nuvem e´
a base para novos saltos que vem transformando a forma como os seres
humanos consomem e se beneficiam da computac¸a˜o.
O pro´ximo grande paradigma a ser superado e´ a efetiva au-
tomac¸a˜o e construc¸a˜o de sistemas heterogeˆneos auto-gerenciados. Con-
forme abordado no Cap´ıtulo 2, essa e´ a visa˜o da computac¸a˜o autoˆnoma,
e, mais recentemente ampliada na visa˜o da computac¸a˜o cognitiva (KEPHART;
CHESS, 2003), (IBM; ZIKOPOULOS; EATON, 2011).
A realizac¸a˜o destas viso˜es passa por avanc¸os na utilizac¸a˜o de
soluc¸o˜es por software para problemas complexos anteriormente resolvi-
dos apenas por hardware, soluc¸o˜es estas facilmente integra´veis e com
interfaces simples para controle. Neste contexto e´ relevante salientar-
mos as redes definidas por software, as SDN, que nada mais sa˜o do que
que a transfereˆncia dos planos de controle do dispositivo de rede para
software, podendo ser controlado e configurado remotamente, de forma
centralizada (ALAETTINOGLU, 2013). Outra contribuic¸a˜o, ja´ abordada
no Cap´ıtulo 2, que vem sendo chamada como Big Data, possibilita
a distribuic¸a˜o do processamento sob grandes conjuntos de dados, uti-
lizando hardware comum e arcabouc¸os espec´ıficos como Map Reduce
(DEAN; GHEMAWAT, 2008).
A presente proposta se insere neste contexto de crescente au-
tomac¸a˜o e construc¸a˜o de sistemas inteligentes, que constituem-se em
uma exigeˆncia para os sistemas distribu´ıdos de larga escala com res-
tric¸o˜es de tempo e necessidade de decisa˜o e reac¸a˜o dinaˆmicas e ins-
tantaˆneas para manter um estado correto (DOBSON et al., 2010a).
A computac¸a˜o em nuvem, com suas diferentes camadas, modelos
de servic¸o e toda a complexidade abstra´ıda do usua´rio final e´ um sis-
tema que sera´ amplamente favorecido por uma arquitetura autoˆnoma
na˜o apenas de monitoramento, mas sim que automatize e auto-otimize
seus recursos (BUYYA; CALHEIROS; LI, 2012).
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Tendo em vista a taxonomia de monitoramento apresentada por
(ACETO et al., 2013b) e abordada no cap´ıtulo anterior, a proposta da
dissertac¸a˜o visa preencher as lacunas na teoria apresentadas e propor
uma arquitetura aderente a`s propriedades de monitoramento inerentes
a` Nuvem. Existe uma considera´vel quantidade de trabalhos desenvol-
vidos na definic¸a˜o de Nuvens auto gerenciadas, pore´m ainda existe um
espac¸o a ser explorado no monitoramento de infraestruturas, visando
predizer poss´ıveis violac¸o˜es de SLA. A maioria dos sistemas dispon´ıveis
sa˜o baseados em grade ou arquiteturas baseadas em servic¸o, o que,
conforme ja´ apresentado na˜o sa˜o compat´ıveis devido a`s diferenc¸as do
modelo de servic¸o (EMEAKAROHA et al., 2012).
Entretanto, o monitoramento e´ apenas uma das etapas do ci-
clo autoˆnomo, abordado no Cap´ıtulo 2. Para a melhor compreensa˜o
e situac¸a˜o do problema abordado, a visa˜o geral de uma arquitetura
autoˆnoma para gerenciamento de nuvens sera´ abordada utilizando um
estudo de caso.
Figura 9 – Visa˜o geral de uma nuvem privada.
A Figura 9 apresenta a visa˜o geral de um ambiente tradicional
de computac¸a˜o em nuvem:
A Representa a nuvem, neste contexto uma nuvem privada contendo
elementos em todas as sete camadas apresentadas no Cap´ıtulo 2,
sendo uma nuvem privada, virtualizada e gerenciada com o aux´ılio
de uma plataforma de nuvem como o Cloudstack, Openstack,
entre outros.
B Representam as provas e agentes de monitoramento instalados nas
instaˆncias f´ısicas e virtuais, que controlam e enviam informac¸o˜es
a uma estac¸a˜o de monitoramento.
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C Representam as informac¸o˜es de monitoramento enviadas a` estac¸a˜o
de monitoramento, consistindo em logs, dados SNMP, dados de
monitoramento da plataforma. Geralmente estes dados sa˜o oriun-
dos e agregados de diversas fontes, e apresentados por va´rias
ferramentas distintas, por exemplo, Nagios1 para monitorar as
instaˆncias, Zenoss2 para monitoramento da plataforma de nu-
vem, Cacti3 para plotar gra´ficos de performance e ferramentas de
analise de logs como Splunk4, Logstash5, Kibana6 entre outros.
Ale´m disso podemos ter tambe´m informac¸o˜es de seguranc¸a, logs
de IDS, IPS e de roteadores e gerenciadores de carga.
D Apresenta o principal agente de tomada de decisa˜o e controle, o
elemento humano. O administrador da nuvem deve permanecer
atento a`s informac¸o˜es de monitoramento, pois devido a` complexi-
dade e tamanho dos ambientes elas sa˜o as principais ferramentas
e muitas vezes as u´nicas para a tomada de decisa˜o e controle do
ambiente.
Em uma arquitetura autoˆnoma, o elemento humano permanece
presente, mas como o gestor definindo objetivos de alto n´ıvel para o am-
biente, de acordo com seu papel. Estes objetivos podem ser represen-
tados por SLOs ou objetivos de maximizac¸a˜o de lucros em detrimento
de manutenc¸a˜o de SLAs se a perda de reputac¸a˜o e multas oriundas da
violac¸a˜o forem menores que o preju´ızo em executar uma ac¸a˜o autoˆnoma
para manter o estado da Nuvem.
A proposta de uma arquitetura autoˆnoma visa remover a maior
parte da intervenc¸a˜o humana do processo de gerenciamento da nuvem,
e prover informac¸a˜o mais acurada sobre o seu estado. A figura 10 apre-
senta a visa˜o geral de uma arquitetura autoˆnoma para gerenciamento
de nuvens.
Conforme pode ser visualizado na Figura 10 os elementos salien-
tados representam:
A Representa a base de monitoramento, foco principal da proposta
e sua inserc¸a˜o na arquitetura autoˆnoma. Seguindo os princ´ıpios
da computac¸a˜o autoˆnoma, cada elemento do modelo MAPE-K
deve ser um elemento autoˆnomo completo auto-gerenciado. A
1http://www.nagios.org/
2http://www.zenoss.com/
3http://www.cacti.net/
4http://www.splunk.com
5http://logstash.net/
6http://www.elasticsearch.org/overview/kibana/
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Figura 10 – Visao geral de uma nuvem privada autoˆnoma.
base de monitoramento apresenta a diferenc¸a dos modelos tradi-
cionais pois ao inve´s de cada ferramenta de monitoramento ter
sua base, na arquitetura autoˆnoma todos os dados de monitora-
mento pertinentes sa˜o armazenados em um u´nico local, ou uma
co´pia e´ enviada ao sistema autoˆnomo de monitoramento.
B Representa as etapas de processamento do ciclo MAPE-K, ou
seja, a Ana´lise, Planejamento e Execuc¸a˜o. De forma geral, a
Ana´lise consiste na avaliac¸a˜o dos dados de monitoramento arma-
zenados no item A, inicialmente na clusterizac¸a˜o e classificac¸a˜o
dos dados, e posteriormente ana´lise com base em regras de nego´cio
da base de conhecimento, validac¸a˜o de SLAs e construc¸a˜o do es-
tado da nuvem. Apo´s a ana´lise, ocorre o planejamento, que recebe
como sa´ıda os resultados da ana´lise, por exemplo, violac¸o˜es de
SLA encontradas e efetua o planejamento das ac¸o˜es conforme re-
gras da base de conhecimento. Apo´s a definic¸a˜o do planejamento,
a etapa de execuc¸a˜o efetivamente aplica as ac¸o˜es no sistema.
C Representam as regras de nego´cio e a base de conhecimento ali-
mentadas pelo agente humano, estas regras podem ser os limiares
de monitoramento, regras de SLA, objetivos da nuvem e crite´rios
de alocac¸a˜o de recursos e desalocac¸a˜o. O sistema e´ autoˆnomo,
pore´m os objetivos e regras para sua operac¸a˜o sa˜o de respon-
sabilidade do operador humano, que e´ quem define como e os
paraˆmetros de operac¸a˜o da nuvem.
D Finalmente, o sistema autoˆnomo executa ac¸o˜es sobre a nuvem,
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finalizando o processo e repassando o feedback da execuc¸a˜o para
a base de conhecimento. Este feedback sera´ avaliado na pro´xima
iterac¸a˜o do sistema, ao comparar se o resultado esperado foi ob-
tido ou se uma nova configurac¸a˜o e´ necessa´ria. Essa ana´lise sobre
os resultados do sistema autoˆnomo constituem a auto-gereˆncia,
tambe´m chamada de meta-gereˆncia, que avalia a acura´cia e a as-
sertividade do sistema autoˆnomo.
Apesar dos considera´veis avanc¸os nos sistemas autoˆnomos, bus-
cando o auto-gerenciamento, a sua completa realizac¸a˜o permanece inal-
canc¸ada. Segundo (DOBSON et al., 2010b) os pesquisadores devem de-
senvolver uma nova abordagem de engenharia de sistemas para desen-
volver sistemas efetivamente compreensivos.
Relembrando a arquitetura autoˆnoma apresentada anteriormente,
o ciclo autoˆnomo MAPE-K esta´ presente. O foco principal da presente
dissertac¸a˜o e´ propor um modelo de monitoramento abrangendo a etapa
de monitoramento, representada pela letra M no ciclo autoˆnomo. A Fi-
gura 11 apresenta uma visa˜o geral da arquitetura proposta.
Inicialmente o objetivo da dissertac¸a˜o era a construc¸a˜o de um
ambiente autoˆnomo completo abordando todas as etapas do ciclo autoˆno
mo (MAPE-K). Pore´m a medida que a pesquisa foi avanc¸ando considerou-
se que a tarefa, apesar de extremamente relevante seria invia´vel pelo
curto espac¸o de tempo dispon´ıvel. Mesmo a definic¸a˜o de um sub-
conjunto, ou seja, a etapa de monitoramento apresenta desafios con-
sidera´veis que na˜o sera˜o abordados. O trabalho ira´ focar e propor um
modelo de arquitetura para o monitoramento e entrara´ na etapa de
ana´lise ao avaliar me´todos de predic¸a˜o e detecc¸a˜o de violac¸o˜es de SLA
e SLOs.
As pro´ximas sec¸o˜es ira˜o aprofundar cada elemento da arquite-
tura, apresentando suas interfaces de comunicac¸a˜o, modelo de dados e
detalhando seu funcionamento interno.
4.1 MONITORAMENTO COGNITIVO
Conforme o Cap´ıtulo 2, onde os conceitos de computac¸a˜o cog-
nitiva sa˜o abordados, o foco da mesma e´ trazer a computac¸a˜o mais
pro´ximo do ser humano, atrave´s de conceitos da cognic¸a˜o humana cons-
truindo informac¸a˜o compreens´ıvel ao ce´rebro humano.
A computac¸a˜o cognitiva refere-se tambe´m a iniciativas de cons-
truc¸a˜o de sistemas inteligentes, a partir do armazenamento de grandes
conjuntos de dados e a sua minerac¸a˜o com o aux´ılio de aprendizado de
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Figura 11 – Visao geral da arquitetura de monitoramento.
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ma´quina e paralelismo.
Com base nestes conceitos o termo monitoramento cognitivo foi
desenvolvido, com o objetivo de transmitir a ideia de um sistema que
colete informac¸o˜es de diferentes fontes, de forma gene´rica e armazene
os dados em um modelo flex´ıvel que possibilite a sua ana´lise por ar-
cabouc¸os e algoritmos de aprendizado de ma´quina, agregac¸a˜o e cluste-
rizac¸a˜o gerando informac¸o˜es relevantes para os agentes e operadores da
Nuvem.
Um aspecto importante a ser observado no monitoramento em
CN e´ a temporalidade intr´ınseca dos dados coletados. Esta carac-
ter´ıstica impo˜e algumas peculiaridades na estrutura de dados e no ar-
mazenamento das informac¸o˜es, da mesma forma que impo˜e desafios na
recuperac¸a˜o da informac¸a˜o (VIEIRA et al., 2014).
4.1.1 Agentes, Provas, Sensores e Fluxos
De forma gene´rica, um agente ou sensor e´ um componente do
sistema que faz a conexa˜o entre o mundo exterior e o sistema de geren-
ciamento (VIEIRA et al., 2014).
No presente contexto, um agente ou prova e´ um elemento cole-
tor de dados em um ponto ou camada espec´ıfico da pilha da nuvem.
Os conceitos entre provas e agentes podem divergir de acordo com a
definic¸a˜o do autor, mas no presente trabalho representam coletores de
dados.
A natureza desses agentes e´ diversa e vai ale´m do escopo desta
dissertac¸a˜o. O universo dos agentes coletores de sistemas em ambientes
de rede ou distribu´ıdos ja´ teˆm sido explorado e encontra-se em um
estado constitu´ıdo.
Em linhas gerais um agente ou prova e´ um elemento coletor de
dados, sem processamento ou transformac¸a˜o de dado intr´ınseco. No
contexto do trabalho os agentes ou provas teˆm por func¸a˜o a coleta de
informac¸o˜es u´teis ao monitoramento da Nuvem, como exemplificado na
Tabela 6.
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Tabela 6 – Dados e me´tricas coletados por provas.
Camada da
Nuvem
Me´tricas (exemplos)
Facilidades Consumo de energia, temperatura, estado dos clima-
tizadores.
Rede Logs de comutadores e roteadores, banda passante
nos links de dados de borda, lateˆncia ate´ roteadores
de borda
Hardware Informac¸o˜es SNMP sobre o hardware, inclusive tem-
peratura, velocidade de ventoinhas, estado dos com-
ponentes.
S.O. Informac¸o˜es SNMP, WMI (Windows) sobre o
sistema (CPU, memo´ria, I/O, capacidade de
disco,etc.), coleta de logs de sistema (arquivos de log
em sistemas Linux, eventos em ambientes Windows).
Middleware Estado do VMM, nu´mero de instaˆncias em execuc¸a˜o.
Aplicac¸a˜o Apenas sob autorizac¸a˜o do usua´rio que define as
me´tricas.
O objetivo e´ possibilitar a inclusa˜o de uma extensa gama de agen-
tes e provas ao modelo a partir de integrac¸a˜o com outras plataformas
e protocolos existentes.
4.1.2 Modelo de Dados
O modelo de armazenamento de dados de monitoramento constitui-
se em um dos elementos centrais da proposta. Este modelo e´ necessa´rio
em virtude do problema do monitoramento da Nuvem, problema este
abordado em (ACETO et al., 2013b), referindo-se especialmente a`s atu-
ais soluc¸o˜es e plataformas existentes para a monitorac¸a˜o de Nuvem.
Neste trabalho vemos tambe´m as propriedades caracter´ısticas de um
sistema em Nuvem, entre elas a escalabilidade, intrusividade e pontu-
alidade que esta˜o ligadas a` forma com que os dados de monitoramento
sa˜o armazenados.
O modelo proposto baseia-se em uma abordagem temporal-intervalar.
Esta abordagem foi adotada devido a` temporalidade presente nos dados
de monitoramento, visto que me´tricas sa˜o coletadas em um espac¸o t de
tempo, a ser definido de acordo com a granularidade da mensurac¸a˜o.
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E´ intervalar pois para diferentes tempos sequenciais de leitura, a in-
formac¸a˜o pode ser a mesma, sendo redundante armazenar dois registros
cuja u´nica variac¸a˜o e´ o tempo de leitura, tendo como requisito ser um
intervalo completo.
Para tal avaliou-se inicialmente as estruturas de armazenamento
das ferramentas de monitoramento de co´digo aberto avaliadas por (ACETO
et al., 2013c). A Tabela 7 apresenta as principais plataformas de moni-
toramento e seus respectivos motores de armazenamento. E´ predomi-
nante a utilizac¸a˜o de bancos relacionais.
E´ com base nos dados coletados e armazenados na base de dados
que as demais etapas da arquitetura autoˆnoma ira˜o se basear como fonte
de dados para a tomada de deciso˜es.
Segundo (ALMEIDA, 2014), cujo trabalho tem como base a pre-
sente proposta, o armazenamento e consulta de dados em se´ries tempo-
rais de forma eficiente e´ algo para o qual o modelo relacional padra˜o na˜o
e´ adequado. O modelo proposto na˜o vai causar a perda de informac¸a˜o,
pois e´ flex´ıvel o suficiente a ponto de armazenar a mesma informac¸a˜o
que tabelas distintas armazenavam sem perda de dados, bem como a
possibilidade de receber dados oriundos de arquivos de registros, fer-
ramentas de monitoramento, dados SNMP entre outros. De acordo
com (KAI et al., 2013), os valores de me´tricas precisam ser armazena-
dos persistentemente para a ana´lise do ciclo MAPE-K. Monitorar este
sistema distribu´ıdo pode produzir uma grande quantidade de valores
de me´tricas. Assim, o sistema de armazenamento deve ser escala´vel e
flex´ıvel, com a capacidade de coletar milhares de me´tricas a partir de
milhares de no´s e aplicativos a uma alta frequeˆncia.
Segundo (ALMEIDA, 2014), uma vez que a maioria dos valores
das me´tricas tem propriedades de se´ries temporais (va´rios valores por
objeto (me´trica) numa dada verificac¸a˜o no tempo), foi adotada a abor-
dagem de se´ries temporais intervalar. Os dados de se´ries temporais
tem caracter´ısticas distintas. Estas propriedades podem ser exploradas
por estruturas de dados customizadas para armazenamento e consultas
mais eficientes. Sistemas relacionais na˜o suportam nativamente esses
tipos de formatos de armazenamento, de modo que essas estruturas sa˜o
muitas vezes serializadas em uma representac¸a˜o bina´ria e armazenados
como uma matriz de bytes na˜o indexados. Operadores personalizados
sa˜o enta˜o obrigados a inspecionar esses dados bina´rios. Os dados ar-
mazenados em um pacote como este e´ comumente chamado de blob
(DIMIDUK et al., 2013).
Ademais, e´ pensado na utilizac¸a˜o de conceitos de computac¸a˜o
autoˆnoma e cognitiva relacionados a` arquitetura de monitoramento pro-
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posta, durante a fase de Ana´lise no ciclo MAPE-K, o que implica em
tomar deciso˜es importantes durantes as consultas de relac¸o˜es tempo-
rais. A atenc¸a˜o a isto e´ necessa´ria para a alocac¸a˜o de recursos e aten-
der requisic¸o˜es de usua´rios, como tambe´m, na otimizac¸a˜o da utilizac¸a˜o
de recursos da nuvem. Por fim, alinhar-se com a aplicac¸a˜o das pro-
priedades de auto-gerenciamento: autoconfigurac¸a˜o, auto-cura, auto-
otimizac¸a˜o e auto-protec¸a˜o, garantindo assim a qualidade de servic¸o
(QoS) e eficieˆncia energe´tica.
A Tabela 7 apresenta os bancos de dados suportados por cada
plataforma.
Pode-se observar que a maioria das ferramentas atuais para mo-
nitoramento de nuvem tem o seu armazenamento de dados em um
modelo relacional. O modelo e os bancos de dados relacionais teˆm
seu fundamento nas propriedades cla´ssicas ACID. Estas propriedades
garantem a durabilidade das transac¸o˜es, consisteˆncia dos dados sob o
risco da perda de performance. Embora estas propriedades sejam vi-
tais para sistemas que necessitem de alta confiabilidade nas transac¸o˜es
e consisteˆncia de dados, existem problemas onde a necessidade maior
e´ por rapidez e performance de leitura e disponibilidade dos dados,
sacrificando a consisteˆncia.
Problemas em que temos grandes volumes de dados semi ou na˜o
estruturados, variados e com necessidade de ra´pido processamento sa˜o
candidatos a problemas big data. Neste sentido uma breve reflexa˜o
sobre os dados de monitoramento de CN faz-se necessa´ria.
• Volume: os dados de monitoramento, sejam eles oriundos de
SNMP, WMI, ou demais instrumentos de fornecimento de in-
formac¸o˜es do sistema, como logs de sistema e aplicativos, ser-
vidores web constituem-se em fonte rica de informac¸o˜es para o
monitor, mas dependendo do tamanho do ambiente podem gerar
quantidades grandes de dados.
• Variedade: as diversas fontes de dados de monitoramento faz com
que seus dados sejam oriundos de va´rias fontes como arquivos
(logs), informac¸o˜es de bibliotecas SNMP, sensores externos, etc.
• Velocidade: um sistema de monitoramento para ser efetivo neces-
sita proporcionar uma visa˜o instantaˆnea do ambiente, ou seja, a
velocidade com que os dados sa˜o coletados, armazenados e ana-
lisados e´ crucial para uma experieˆncia satisfato´ria de monitora-
mento.
Ao avaliar as propriedades acima e os dados de monitoramento,
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Figura 12 – Visa˜o geral do modelo temporal.
podemos identificar a adereˆncia das informac¸o˜es monitoradas ao pro-
blema big data. A partir desta constatac¸a˜o buscou-se modelar um mo-
delo de dados que representasse da melhor forma os dados de monito-
ramento e sua heterogeneidade.
O modelo proposto e´ temporal e intervalar, cujo formato de dado
esta´ apresentado na Figura 12.
Tabela 7 – Mecanismo de armazenamento de dados das ferramentas de
monitoramento de co´digo aberto.
Ferramenta
de Monitora-
mento
Bases de dados
suportadas
Tipo
Nagios Interno, MySQL,
PostgreSQL
Arquivo e Relacio-
nal
OpenNebula SQLITE, MySQL Relacional
CloudStack Ze-
noss
MySQL Relacional
Nimbus SQLITE Relacional
PCMONS Nagios Relacional ou ar-
quivos
DARGOS MySQL Relacional
Hyperic Open
Source
MySQL, Oracle,
PostgreSQL
Relacional
Sensu Redis NOSQL
A Tabela 7 apresenta o mecanismo de armazenamento de dados
de diferentes plataformas de monitoramento de co´digo aberto. Com
excec¸a˜o da plataforma Sensu, que utiliza um banco de dados na˜o re-
lacional, todas as outras plataformas se baseiam no armazenamento
de dados em sistemas relacionais, que, conforme ja analisado anteri-
ormente na˜o possuem a escalabilidade, elasticidade e flexibilidade que
os dados de monitoramento tem, especialmente no contexto crescente
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de necessidade de coleta, armazenamento e ana´lise de dados tendo em
vista modelos cada vez mais autoˆnomos de gerenciamento.
Vale salientar que o Sensu utiliza-se de um modelo NoSQL de
chave valor7, diferente do modelo apresentado pela presente proposta,
que baseia-se no conceito de BigTable, ou seja, um modelo multi-
colunar (multi-row).
Segue uma descric¸a˜o dos elementos do modelo proposto e apre-
sentado na Figura 12:
• Timestamp Inicial: Momento inicial do evento armazenado no
formato UNIS Timestamp, ou seja, segundos desde 01 de janeiro
de 1970, hora de Greenwich8.
• Timestamp Final: Momento final de medic¸a˜o. Pode tambe´m re-
presentar um intervalo, caso a me´trica ja´ tenha sofrido agregac¸a˜o
a priori.
• Origem: nome DNS do elemento monitorado, ou seja, o hostname.
• Data: Dados monitorados, em formato JSON.
• Tag[n...]: Sequeˆncia de colunas de Tag, com um formato chave-
valor.
Figura 13 – Exemplo de entrada de dados do modelo temporal.
A Figura 13 apresenta um exemplo de formato de dado recebido
pelo sistema de monitoramento.
4.1.3 Coleta e Etiquetagem
De acordo com a visa˜o geral apresentada anteriormente, a fase de
coleta e etiquetagem de dados constitui-se na primeira fase do modelo.
7Veja mais em: http://redis.io/
8Veja mais em: http://www.unixtimestamp.com/index.php
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Devido a` caracter´ıstica de na˜o intrusividade, optou-se por na˜o
considerar provas e agentes como elementos internos ao sistema, mas
sim elementos externos pore´m acopla´veis (plugins).
A Figura 14 apresenta a visa˜o geral e os elementos que consti-
tuem a etapa de coleta e etiquetagem.
Figura 14 – Coleta e etiquetagem.
Como pode ser visto na Figura 14 o sistema de coleta recebe as
me´tricas a partir de conectores, que podem ser de provas ou agentes
diretamente (WMI, SNMP, Logs - syslog) ou conectores de plataformas
como Nagios, CloudStack. Estes conectores necessitam ser desenvolvi-
dos tendo em vista o modelo de dados apresentado.
Pore´m devido ao formato simplificado do modelo qualquer me´trica
pode ser facilmente convertida e adaptada. Devido ao escopo na˜o entra-
remos em detalhes sobre a camada de conectores com outras platafor-
mas e coletores, mesmo porque o tema ja´ esta´ consolidado na indu´stria
e academia.
O uso da arquitetura REST deve-se a` sua facilidade de imple-
mentac¸a˜o e fa´cil publicac¸a˜o de dados atrave´s de requisic¸o˜es HTTP, via
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me´todos PUT e POST.
A notac¸a˜o para inclusa˜o de dados segue o formato JSON, e o
formato ba´sico de inserc¸a˜o de dados segue o formalismo abaixo:
{metricaA : valor,metricaB : valor}
Apo´s o recebimento do dado no formato apresentado do modelo
de dados, o dado e´ apresentado ao fluxo de dados da Figura 15. Apo´s
o recebimento do evento, existe uma validac¸a˜o JSON do campo DATA,
do campo ORIGEM e do TIMESTAMP-INICIAL. Apo´s a validac¸a˜o
as tags ba´sicas sa˜o geradas, sendo elas LAYER = camadas do moni-
toramento e METRICA, por exemplo CPU para me´tricas referentes
a` CPU (consumo, nu´mero de threads, ...). Apo´s a gerac¸a˜o de Tags
e´ verificado se ja´ houveram me´tricas inseridas na base com os mes-
mos valores para a mesma ORIGEM em um TIMESTAMP-INICIAL
ou TIMESTAMP-FINAL anterior sem sobreposic¸a˜o de intervalo. Caso
sim, se todos os campos forem ideˆnticos, o valor e´ atualizado com o
TIMESTAMP-INICIAL sendo o TIMESTAMP-FINAL atual do regis-
tro. Caso contra´rio, a entrada e´ considerada nova e inserida na base de
dados.
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Figura 15 – Fluxo de dados.
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4.2 ANA´LISE
A etapa de ana´lise encontra-se inserida no ciclo autoˆnomo, como
a etapa posterior ao monitoramento.
Apo´s a coleta dos dados do sistema e seu armazenamento, a
ana´lise verifica me´tricas relevantes aos diferentes pape´is ou atores de
uma nuvem e extrai concluso˜es do estado do sistema e avalia o estado
de me´tricas relevantes a cada ator.
Existem um conjunto amplo de me´todos anal´ıticos que podem
ser aplicados ao conjunto de dados armazenados no modelo proposto
na fase de monitoramento, com o objetivo de agregar e correlacionar
me´tricas para extrair informac¸o˜es relevantes ao contexto da CN. Den-
tre estes, treˆs tipos de me´todos anal´ıticos foram selecionados para o
monitoramento em CN (VIEIRA et al., 2014):
• Diagno´stico: me´todos que visam sintetizar o fluxo temporal de
eventos originado de sensores em um estado da Nuvem, extraindo
uma visa˜o geral da Nuvem (dashboard).
• Causa-raiz: o objetivo deste tipo de ana´lise e´ determinar quais
eventos sa˜o a causa principal do atual estado da Nuvem.
• Predic¸a˜o: me´todos preditivos visam antecipar os estados futuros
da nuvem a partir de ana´lise probabil´ıstica de eventos com base
no histo´rico, redes neurais ou me´todos de decisa˜o.
Ale´m das considerac¸o˜es sobre os tipos de me´todos anal´ıticos, faz-
se necessa´ria uma reflexa˜o das caracter´ısticas que um me´todo de ana´lise
deve possuir para o monitoramento de CN:
• devem existir me´todos capazes de suprir um subconjunto de me´tricas
representando parte da Nuvem. Por exemplo, possibilitar a cons-
truc¸a˜o de um estado da Nuvem limitado ao escopo de um ele-
mento como uma instaˆncia virtual ou aplicac¸a˜o;
• a incerteza faz parte do comportamento de dados de monitora-
mento, portanto a acura´cia de um me´todo passa pela inclusa˜o da
incerteza em sua modelagem, como, por exemplo utilizando con-
juntos difusos (fuzzy) ou me´todos probabil´ısticos para representar
a incerteza.
• a temporalidade deve ser considerada, geralmente com a uti-
lizac¸a˜o de se´ries temporais;
73
• deve ser multi-crite´rio, ou seja, eventos aparentemente na˜o corre-
lacionados devem ser considerados ao analisar certo fenoˆmeno;
• deve possibilitar a sua ana´lise em tempo real, uma caracter´ıstica
fundamental da CN onde dados sa˜o coletados em per´ıodos de
tempo pequenos e sequenciais, sendo a entrada para que deciso˜es
sejam rapidamente tomadas para atender certa necessidade;
• a ana´lise deve prover me´todos que aprendem do comportamento
histo´rico, e possibilitem prever comportamentos futuros com base
neste passado ou avaliar situac¸o˜es semelhantes. Me´todos adap-
tativos que evoluem de acordo com a mutac¸a˜o do seu ambiente
devem ser considerados.
No contexto do trabalho buscou-se a construc¸a˜o de um modelo
representando o estado da Nuvem.
Segundo (MENDES; WESTPHALL, 2014), o estado do sistema de-
fine a circunstaˆncia em que o sistema se encontra. Isto pode ser feito
a princ´ıpio pela medic¸a˜o de paraˆmetros de configurac¸a˜o ou varia´veis
de monitoramento. Apesar do estado ser proveniente de uma visa˜o
esta´tica, ele em si na˜o e esta´tico, podendo se alterar durante o tempo
ou com a adic¸a˜o de nova informac¸a˜o, uma vez que pode na˜o se tratar
de um estado simples.
Este estado constitui-se em um instantaˆneo atual, onde cada
elemento e ∈ E, elementos estes podendo ser uma ma´quina f´ısica, um
ativo de rede ou uma instaˆncia virtual e´ representado por todas as
ocorreˆncias relacionadas na base de monitoramento, construindo-se um
vetor de ocorreˆncias Ale = (al1, t1, al2, t2, · · · , aln, tn), contendo todas
as ocorreˆncias alx no tempo tx. Este vetor de ocorreˆncias e´ enta˜o
correlacionado e a sa´ıda e´ exibida em um formato visualiza´vel de forma
intuitiva.
Na fase de ana´lise, te´cnicas cognitivas de aprendizado de ma´quina
e extrac¸a˜o de conhecimento sa˜o utilizadas para extrair informac¸o˜es re-
levantes de causa-raiz e potenciais violac¸o˜es de servic¸o ou vulnerabili-
dades.
Neste contexto partiu-se para a avaliac¸a˜o de me´todos proba-
bil´ısticos e de aprendizado de ma´quina para avaliar e predizer violac¸o˜es
de SLA, levando a determinac¸a˜o do estado do elemento analisado em
relac¸a˜o a me´trica analisada.
Um importante aspecto acerca das me´tricas e avaliac¸o˜es acerca
do estado, e´ que elas devem estar associadas a algum tipo de visa˜o ou
atributo de interesse, como por exemplo, a verificac¸a˜o da violac¸a˜o ou
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na˜o de um SLO relacionado a um SLA, por exemplo, a disponibilidade
de um sistema no atendimento a` requisic¸o˜es. Buscou-se avaliar a vi-
abilidade de utilizac¸a˜o de redes neurais, redes bayesianas e me´todos
h´ıbridos adicionando-se a incerteza a partir de conjuntos difusos, na
detecc¸a˜o de violac¸o˜es de SLOs simples, como por exemplo, a disponi-
bilidade de uma instaˆncia virtual e a carga deseja´vel de uma aplicac¸a˜o.
Partindo de um escopo limitado, algumas me´tricas espec´ıficas
foram analisadas e extra´ıdas e seus resultados avaliados. Os resulta-
dos bem como especificac¸a˜o dos experimentos encontram-se no cap´ıtulo
destinado a` implementac¸a˜o.
4.3 PLANEJAMENTO
A fase de planejamento e´ a fase onde ocorre a tomada de deciso˜es
com base nas informac¸o˜es obtidas na fase de ana´lise (estado do sistema,
violac¸a˜o de SLAs, etc.) sa˜o analisadas com informac¸o˜es contidas na
base de conhecimento que armazena objetivos e contratos alimentados
pelo administrador da nuvem.
Devido a` amplitude do tema, o foco aqui sera´ apenas na dis-
sertac¸a˜o de algumas possibilidades analisadas para esta etapa.
Conforme (BOUTILIER; DEAN; HANKS, 1999), o planejamento sob
incerteza e um problema central de estudo na automac¸a˜o sequencial do
processo de decisa˜o, sendo abordado por va´rios pesquisadores em va´rios
campos do conhecimento, incluindo planejamento em inteligeˆncia arti-
ficial (IA), ana´lise de decisa˜o, pesquisa operacional, teoria econoˆmica e
de controle.
Dentre esses arcabouc¸os para a tomada de decisa˜o, destaca-se
o processo Markov, comumente chamado de Markov Decision Process
(MDP).
De acordo com (VIEIRA et al., 2014), o funcionamento do MDP
consiste, em:
• um conjunto de estados S do sistema, no presente contexto, o
produto do diagno´stico realizado na fase de ana´lise;
• um conjunto A de poss´ıveis ac¸o˜es a ser tomadas no sistema;
• uma probabilidade da func¸a˜o de transic¸a˜o P : S×A×S → R que
expressa a probabilidade do sistema no estado s, dada uma ac¸a˜o
a, de ser conduzido ao estado s′, neste ponto, a func¸a˜o de proba-
bilidade sera o produto das predic¸o˜es providas pelos me´todos de
ana´lise;
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• uma func¸a˜o de recompensa R : S × A × S → R que valida a
recompensa de tomar a ac¸a˜o a no estado s e conduzir o sistema
ao estado s′.
Existem outras formas de descrever MDP, pore´m este e´ o modelo
mais interessante para o nosso objetivo, do gerenciamento de monito-
ramento em Computac¸a˜o em Nuvem.
E´ importante observar que MDP e´ conhecido por na˜o funcionar
em sistemas com informac¸a˜o incompleta. Para seguir esta abordagem,
certos requisitos devem ser considerados:
1. a etapa de monitoramento ira´ prover toda a informac¸a˜o necessa´ria
ao MDP atrave´s da utilizac¸a˜o de um modelo de dados aderente e
representativo e da utilizac¸a˜o de te´cnicas de Big Data para extrair
a informac¸a˜o relevante no momento necessa´rio;
2. o conjunto dos estados poss´ıveis e´ finito e trata´vel;
3. existe um nu´mero suficiente de me´todos anal´ıticos para suprir as
necessidades de predic¸a˜o para atender a` func¸a˜o de probabilidade;
4. existe um nu´mero suficiente de me´todos anal´ıticos para suprir
as necessidades da validac¸a˜o de estado e suporte a` func¸a˜o de
recompensa.
Em conjunto com MDP pode-ser implementar e utilizar a teoria
da utilidade esperada para definir qual ac¸a˜o devera´ ser tomada, com
base na decisa˜o ou peso da utilidade de cada ac¸a˜o. A teoria da utilidade
esperada define que o tomador de decisa˜o escolhe entre possibilidades de
risco ou incerteza a partir da comparac¸a˜o dos seus valores de utilidade
esperada, isso significa, a soma ponderada obtida a partir da soma
dos valores de utilidade esperada multiplicados pelas probabilidades do
evento (MONGIN, 1997), (MEYER, 1987).
Ale´m da utilidade esperada e MDP, outros modelos e teoremas
podem ser aplicados no planejamento de ac¸o˜es a ser tomadas com base
em modelos anal´ıticos e preditivos. Este estudo vai ale´m do propo´sito
do trabalho, servindo como base para trabalhos futuros.
4.4 EXECUC¸A˜O
A execuc¸a˜o e´ a u´ltima etapa do ciclo autoˆnomo, e segue-se como
passo imediatamente posterior ao planejamento. Seu propo´sito, como
sua pro´pria definic¸a˜o diz, e´ executar no ambiente as ac¸o˜es planejadas.
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Um dos desafios inerentes a` execuc¸a˜o e´ o agendamento de execuc¸a˜o
das ac¸o˜es planejadas. A execuc¸a˜o necessita manter um conjunto de
ac¸o˜es cronologicamente enfileirados e garantir o gerenciamento de con-
flitos de ac¸o˜es. Problemas de escalonamento de recursos e execuc¸a˜o sa˜o
um aspecto de estudo a ser levado em conta em uma implementac¸a˜o
completa da proposta.
Para exemplificar, um exemplo pra´tico sera´ abordado. Uma dada
instaˆncia apresentou falha de rede, tornando-se inalcanc¸a´vel no seu
domı´nio. O sistema de monitoramento detectou uma falha e armaze-
nou na base de monitoramento a informac¸a˜o que a instaˆncia estava inal-
canc¸a´vel. A etapa de ana´lise, ao buscar o estado da instaˆncia localizou,
no espac¸o temporal de ana´lise que os u´ltimos eventos relacionavam-se
a` indisponibilidade da instancia. O me´todo de validac¸a˜o de SLAs, por
sua vez, detectou que a falha gerou ou podera´ gerar uma violac¸a˜o de
SLA, visto que o limiar aceita´vel de tempo indispon´ıvel foi, ou podera´
ser ultrapassado em breve. O planejamento, por sua vez, tendo por
base a poss´ıvel violac¸a˜o tomou por decisa˜o remediar a situac¸a˜o, pois
a utilidade de recuperar a instaˆncia e´ maior do que a multa ou dano
gerado pela na˜o recuperac¸a˜o, e, por fim, o me´todo de execuc¸a˜o rea-
liza a reinicializac¸a˜o da instaˆncia defeituosa em outro hypervisor, sendo
que na pro´xima ana´lise dos dados de monitoramento, a instaˆncia sera´
considerada novamente dispon´ıvel, removendo este alarme da lista de
problemas.
4.5 META-GEREˆNCIA
A meta-gereˆncia tem por objetivo o monitoramento e otimizac¸a˜o
do pro´prio sistema autoˆnomo. De forma simplista e´ o monitoramento
da plataforma de monitoramento. A meta-gereˆncia abrange a auto-
percepc¸a˜o do sistema autoˆnomo, ou seja, a conscieˆncia de seus meta-
objetivos e de seus componentes.
No presente trabalho sera´ adotada como modelo de auto, ou
meta-gereˆncia um modelo simplificado da arquitetura cognitiva H-Cogaff
(SLOMAN, 2001). Este modelo e´ apresentado em (KENNEDY, 2008),
como uma meta arquitetura para sistemas autoˆnomos.
De forma simplificada, a arquitetura H-Cogaff esta representada
na Figura 16. Ela apresenta um agente e sua estrutura em duas cama-
das contendo um n´ıvel de objeto e um n´ıvel meta. O n´ıvel de objeto
O1 exerce tarefas prima´rias no mundo exterior ao elemento, como co-
leta de dados do estado do sistema de monitoramento, no contexto do
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trabalho.
Figura 16 – Um agente cognitivo com meta-gerenciamento (KENNEDY,
2008).
KE representa o conhecimento do mundo externo e inclui um
modelo do seu funcionamento correto, podendo ser um modelo predi-
tivo (envolvendo regras do funcionamento correto, ou meta-objetivos de
operac¸a˜o, por exemplo, limites na utilizac¸a˜o de recursos pelo sistema
de monitoramento), possibilitando uma simulac¸a˜o interna ao avaliar
cena´rios hipote´ticos. O1 inclui uma camada reativa, representada pela
seta vermelha, capaz de efetuar ac¸o˜es imediatas no mundo exterior (a
plataforma de monitoramento), sem ser necessa´rio uma meta repre-
sentac¸a˜o de alto-n´ıvel.
O n´ıvel de meta-gerenciamento representado na Figura 16 por
M1 monitora o processo cognitivo e as ac¸o˜es de O1 e avalia a quali-
dade das ac¸o˜es e predic¸o˜es de acordo com um objetivo originado no
mundo exterior (agente humano, papeis envolvidos na nuvem). O co-
nhecimento do agente sobre si mesmo e representado pelo s´ımbolo K1,
que conte´m um mapa dos componentes em n´ıvel de objeto, seus esta-
dos atuais e comportamento esperado. Um log das ac¸o˜es e´ guardado
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e analisado em relac¸a˜o ao comportamento esperado e operac¸a˜o normal
dos componentes para validar o processo de aprendizado e a qualidade
de tal conteu´do.
A arquitetura H-Cogaff auxilia na construc¸a˜o de elementos cog-
nitivos, na garantia das propriedades auto (definidas no Cap´ıtulo 2),
especialmente a auto-percepc¸a˜o do sistema. Algumas propriedades de-
finidas por (ACETO et al., 2013b) em sua autonomia, sa˜o relacionadas
intrinsecamente com a meta-gereˆncia, sendo que uma breve ana´lise so-
bre a aplicabilidade das mesmas e´ abordada.
No contexto de um sistema autoˆnomo de monitoramento as pro-
priedades auto* esta˜o ligadas as propriedades de intrusividade, adap-
tabilidade e elasticidade, onde um sistema deve ser capaz de:
1. perceber a sua existeˆncia (recursos alocados) e expandir-se ou re-
duzir seu tamanho para atender aos requisitos de monitoramento
da Nuvem - elasticidade;
2. na˜o ferir ou entrar em concorreˆncia por recursos primariamente
alocados a consumidores - intrusividade;
3. com base no monitoramento da plataforma (mundo exterior),
em seus meta-objetivos e na qualidade das predic¸o˜es da fase de
ana´lise, ser capaz de se adaptar e redefinir me´tricas e instantaˆneos
- adaptabilidade.
4.6 CONCLUSA˜O
A presente proposta lanc¸a as bases, ao propor um modelo de mo-
nitoramento autoˆnomo, para os problemas apresentados na Introduc¸a˜o,
e expandidos no Cap´ıtulo 3, onde a adereˆncia dos atuais arcabouc¸os de
monitoramento na˜o se alinha satisfatoriamente a`s propriedades da CN
e os desafios de apresentar me´tricas relevantes com rapidez sem perder
informac¸a˜o.
A seguir a Tabela 8 apresenta a soluc¸a˜o proposta para as carac-
ter´ısticas de um sistema de monitoramento para CN.
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Tabela 8 – Concluso˜es a partir das propriedades do monitoramento em
CN.
Propriedade Soluc¸a˜o Apresentada
Escalabilidade A plataforma pode ser expandida e reduzida
conforme a demanda de me´tricas e dados a se-
rem processados grac¸as a sua construc¸a˜o uti-
lizando elementos como sistemas de arquivos
distribu´ıdos e processamento paralelo.
Elasticidade Por sua arquitetura distribu´ıda e paralela, o
sistema pode ser expandido e reduzido con-
forme a demanda de dados e me´tricas a serem
processadas e armazenadas.
Adaptabilidade A adaptabilidade e´ uma caracter´ıstica que
atua na reconfigurac¸a˜o de me´tricas, como por
exemplo, reduc¸a˜o da frequeˆncia das consultas
a uma dada informac¸a˜o em um momento de
alto uso do recurso.
O sistema proposto e´ adapta´vel ao possibilitar
o recebimento de me´tricas em diferentes inter-
valos de tempo (na˜o exercendo controle ativo
sobre os intervalos de monitorac¸a˜o).
Pontualidade Pela sua construc¸a˜o baseando-se em elementos
distribu´ıdos e processamento paralelo, espera-
se obter pontualidade nos resultados. Propri-
edade carece validac¸a˜o.
Autonomia A sua modelagem em si e´ autoˆnoma, sendo
um elemento de uma arquitetura completa que
busca implementar o ciclo autoˆnomo, MAPE-
K.
Compreensividade O modelo e´ compreensivo ao suportar diferen-
tes tipos e fontes de dados, armazenando-os
em um formato semi-estruturado.
Extensibilidade Atrave´s de um modelo simples de armazena-
mento e APIs REST pode ser facilmente es-
tendido.
Intrusividade O sistema na˜o e intrusivo, pois baseia-se no
presente estado na utilizac¸a˜o de provas e agen-
tes de terceiros, sendo facilmente acoplado a
uma nuvem ja´ existente.
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Confiabilidade A arquitetura nativa do HDFS e Hadoop pro-
porcionam confianc¸a de que os dados podera˜o
ser consultados em virtude de falhas de no´s.
O sistema pore´m na˜o e confia´vel em relac¸a˜o a
faltas bizantinas, ou seja, considera os dados
como sendo sempre verdadeiros.
Disponibilidade Sua arquitetura Big Data utilizando Hadoop
e HDFS e´ por projeto tolerante a` falhas e de
alta disponibilidade.
Acura´cia Na˜o aplica´vel.
A proposta apresentada atendeu aos objetivos espec´ıficos apre-
sentados ao definir um modelo de armazenamento para o monitora-
mento em CN, com uma abordagem temporal-intervalar, visando a
persisteˆncia de dados e riqueza na construc¸a˜o da informac¸a˜o, possibi-
litando trabalhar com dados completos ao inve´s de amostras, muitas
vezes pouco representativas do todo analisado, como no caso de ambi-
entes altamente dinaˆmicos como e´ a esseˆncia da CN.
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5 IMPLEMENTAC¸A˜O E ANA´LISE DE
EXPERIMENTOS
Apo´s a definic¸a˜o da plataforma buscou-se uma implementac¸a˜o
parcial mı´nima como proto´tipo inicial. Para maior compreensa˜o do
porqueˆ certos elementos da arquitetura foram implementados em de-
trimento de outros uma breve nota histo´rica merece ser explicada.
A presente arquitetura foco do presente trabalho e´ o resultado
de pesquisas anteriores no aˆmbito da ana´lise e predic¸a˜o de SLAs no
contexto do monitoramento de computac¸a˜o em nuvem.
Com a evoluc¸a˜o da pesquisa identificou-se que existia uma lacuna
nas plataformas de monitoramento, onde a extrac¸a˜o de informac¸o˜es ou
era incompleta para o domı´nio pesquisado, ou carecia de flexibilidade
no armazenamento e recuperac¸a˜o de informac¸o˜es. Neste sentido surge
a proposta de modelar-se um mecanismo de armazenamento utilizando
bancos de dados na˜o convencionais (NoSQL) e a definic¸a˜o de uma ar-
quitetura onde a ana´lise e predic¸a˜o de SLA na˜o fosse mais um elemento
isolado, mas sim, parte integrante de um sistema autoˆnomo onde sua
sa´ıda seria refletida em um processo de planejamento e execuc¸a˜o coor-
denado.
Desta forma, a implementac¸a˜o da proposta foi guiada pela ne-
cessidade de se analisar alguns elementos principais da arquitetura.
Devido ao escopo teo´rico e abrangeˆncia de temas e complexidade ine-
rente, na˜o objetivou-se uma implementac¸a˜o completa, mas sim, optou-
se na validac¸a˜o do modelo NoSQL de dados e na escolha de me´todos
anal´ıticos de aprendizado de ma´quina e sistemas probabil´ısticos es-
tat´ısticos adicionando-se a incerteza.
Apesar de uma prototipac¸a˜o parcial, esforc¸os foram realizados
no sentido de construir a arquitetura apresentada na Figura 17, cujos
elementos sera˜o explicados posteriormente.
A Figura 17 apresenta um cluster executando o arcabouc¸o Ha-
doop, que apresenta dois principais componentes, o sistema de arquivos
distribu´ıdo e altamente redundante HDFS (Hadoop File System) e o
arcabouc¸o de programac¸a˜o distribu´ıda MapReduce, que possibilita a
distribuic¸a˜o e paralelizac¸a˜o de trabalhos de ana´lise em grandes conjun-
tos de dados. Em conjunto com o Hadoop, abstra´ıdo da representac¸a˜o
temos o banco de dados NoSQL HBase, que possui integrac¸a˜o com o
Hadoop e ferramentas adicionais de manipulac¸a˜o de dados (Pig, Hive,
ZooKeeper). Este cluster e´ alimentado por um no´ de coleta de dados,
que por sua vez possui uma extensa˜o desenvolvida com o objetivo de
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Figura 17 – Visa˜o geral do proto´tipo.
coletar me´tricas da plataforma de Nuvem Privada Cloudstack.
O restante do cap´ıtulo ira´ abordar a implementac¸a˜o e testes do
mecanismo de armazenamento, apresentado na Figura 17, e a com-
parac¸a˜o entre me´todos de ana´lise de dados para predic¸a˜o de eventos
com base no comportamento histo´rico de um ambiente de testes.
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5.1 IMPLEMENTAC¸A˜O DO MODELO DE ARMAZENAMENTO DE
DADOS
Conforme apresentado no Cap´ıtulo 4, especificamente na sec¸a˜o
4.1.1, uma base de monitoramento deve aderir as propriedades da ta-
xonomia apresentada no Cap´ıtulo 3 e possuir um grande poder de re-
presentac¸a˜o.
Devido a estas propriedades, deciso˜es de projetos foram adota-
das na direc¸a˜o de uma arquitetura distribu´ıda, baseada em modelos
de armazenamento na˜o convencionais e bancos de dados na˜o relacio-
nais. Mais especificamente, optou-se por utilizar-se uma infraestrutura
distribu´ıda baseada no arcabouc¸o Apache Hadoop, para assegurar a
durabilidade dos dados atrave´s da replicac¸a˜o e de um sistema de arqui-
vos redundante (HDFS) e possibilitar a ana´lise distribu´ıda dos dados
a partir do arcabouc¸o MapReduce. Esta arquitetura esta´ brevemente
explicada na Figura 17.
Para a efetiva implementac¸a˜o do modelo de dados, optou-se por
uma soluc¸a˜o NoSQL, devido a`s limitac¸o˜es dos modelos relacionais, ja´
abordada anteriormente. Neste sentido, o banco de dados baseado em
colunas (column-store) Apache Hbase foi adotado.
A partir da escolha do banco de dados NoSQL uma se´rie de
deciso˜es de implementac¸a˜o foram adotadas, visando adaptar e viabilizar
o modelo proposto. Neste sentido alguns desafios surgem.
Para validar o modelo proposto, definiu-se como experimento, a
importac¸a˜o dos dados ja´ contidos nas plataformas de monitoramento
utilizadas na nuvem de pesquisa do LRG, atualmente sendo a ferra-
menta de monitoramento nativa do arcabouc¸o de gerenciamento de
nuvens Cloudstack e o complemento de monitoramento Zenoss1. Am-
bas soluc¸o˜es baseiam-se em bancos de dados relacionais MySQL, e a
tarefa principal esta´ na denormalizac¸a˜o das suas tabelas e conversa˜o
dos dados para o modelo proposto NoSQL.
A Figura 18 apresenta o modelo relacional a ser importado, onde
visualizamos a parcela do banco de dados de controle do Cloudstack
referente ao monitoramento de eventos (tabela event)e alertas (tabela
alerts).
Segundo (ALMEIDA, 2014), a escolha da chave de linha e esquema
para o HBaseTM e´ uma das tarefas essenciais para a definic¸a˜o de um
bom modelo, a chave de linha, nada mais e´ do que a chave prima´ria
de acesso a` tabela. O primeiro problema a se pensar antes de definir
1http://www.zenoss.com/
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Figura 18 – Tabelas alert e event, conforme obtidas do banco de dados
de monitoramento do Apache CloudStack (ALMEIDA, 2014).
a chave de linha e´ o caso de me´tricas onde muitas informac¸o˜es sa˜o ne-
cessa´rias a serem armazenadas apenas em uma linha, o qual e´ chamado
de overhead da linha (GEORGE, 2011). Portanto para adequar a reali-
dade de va´rias tabelas de um esquema relacional ao HBase e´ necessa´rio
realizar a denormalizac¸a˜o de todas as tabelas do banco relacional, para
na˜o gerar uma linha com um nu´mero de colunas que extrapole o limite
de 50MB presente no Hbase (DIMIDUK et al., 2013), e no fim gerarmos
outros problemas como, por exemplo baixa performance na busca de
informac¸o˜es.
Em linhas gerais, as ac¸o˜es adotadas para a implementac¸a˜o do
modelo foram:
1. Denormalizac¸a˜o do banco relacional. Para evitar a criac¸a˜o de li-
nhas extremamente grandes devido a` modelagem inicial (n tags),
gerando problemas de limite e performance, duas tabelas sa˜o cri-
adas no HBase, uma contendo as informac¸o˜es das tags, e outra
contendo os demais dados.
2. Escolha da chave de linha para acesso aos dados. Neste caso
optou-se pelo padra˜o OrigemTimestampTag.
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Figura 19 – Mapeamento da tabela alert do Cloudstack para o modelo
proposto (ALMEIDA, 2014).
3. O mapeamento de campos do modelo proposto na sec¸a˜o 4.1 do
cap´ıtulo 4 e´ executado conforme apresentado nas figuras 18 e 19.
A figura 18 apresenta o modelo relacional, ou seja, as tabelas
contidas no banco de dados relacional utilizado pelo Cloudstack.
Ja´ a figura 19 apresenta o modelo NoSQL Hbase.
4. Implementac¸a˜o do modelo NoSQL utilizando o Hbase.
5. Populac¸a˜o da base HBase com dados reais da base relacional
MySQL do Cloudstack e Zenoss.
6. Teste de performance, comparativo entre modelos (relacional e
NoSQL).
5.1.1 Ana´lise de Performance
Apo´s a implementac¸a˜o do modelo, construiu-se um pequeno ex-
perimento para avaliar a performance obtida com a implementac¸a˜o
86
NoSQL em relac¸a˜o ao modelo tradicional em MySQL. Para detalhes
e co´digo-fonte dos clientes utilizados referir-se a (ALMEIDA, 2014).
O experimento realizado visa avaliar a performance de leitura
(READ), escrita (WRITE) e remoc¸a˜o (DELETE) de registros, nos
modelos relacional e NoSQL. O ambiente controlado constituiu-se em
duas instaˆncias virtuais de igual capacidade e poder de processamento.
Tanto o Hadoop quanto o MySQL foram mantidos em verso˜es standa-
lone, ou seja, apenas uma instaˆncia, sem replicac¸a˜o ou distribuic¸a˜o do
processamento.
A execuc¸a˜o do experimento e´ realizada a partir de clientes imple-
mentados em Java utilizando APIs espec´ıficas e drivers para a comu-
nicac¸a˜o com MySQL e HBase. Estes clientes, por sua vez efetuam 1000
operac¸o˜es em cada uma das suas bases. Os modelos relacional e NoSQL
utilizados sa˜o os apresentados nas Figuras 18 e 19, respectivamente.
Utilizou-se como dados as informac¸o˜es ja contidas na base MySQL,
de eventos gerados pela Nuvem de pesquisa do LRG. Os mesmos dados
foram exportados para o modelo NoSQL.
Os gra´ficos apresentados nas Figuras 20, 21 e 22 apresentam os
resultados das operac¸o˜es em ambos os modelos.
Figura 20 – Resultados de Leitura (ALMEIDA, 2014).
A Figura 20 apresenta os resultados de leitura (READ) obtidos
nas implementac¸o˜es relacional e NoSQL. A linha azul representa os re-
sultados obtidos com o MySQL, enquanto a linha laranja os resultados
obtidos com o HBase. A escala apresenta o tempo em milissegundos
(ms) de cada uma das 1000 execuc¸o˜es.
Apesar do pequeno volume de dados, o que de acordo com (DI-
MIDUK et al., 2013) e (MCCREARY; KELLY, 2013) podem prejudicar a
performance do Hadoop e HBase chegando a perder performance em
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relac¸a˜o a modelos relacionais, e´ percept´ıvel a regularidade nas leitu-
ras no modelo implementado no HBase em relac¸a˜o ao MySQL. Esta
constatac¸a˜o demonstra a adereˆncia do modelo NoSQL a propriedade
da pontualidade, onde o dado esta´ dispon´ıvel quando necessa´rio, e sua
recuperac¸a˜o e´ ra´pida.
Figura 21 – Resultados de Escrita (ALMEIDA, 2014).
Na Figura 21 os resultados de inserc¸a˜o sa˜o apresentados. Nova-
mente vemos que a variabilidade das inserc¸o˜es no MySQL sa˜o consisten-
temente maiores do que no HBase, mesmo considerando um conjunto
pequeno de dados. Ale´m disso, nota-se que a lateˆncia das inserc¸o˜es sa˜o
maiores com o MySQL, pondendo ser explicada devido a`s propriedades
ACID que necessitam ser garantidas na inserc¸a˜o.
Figura 22 – Resultados de Remoc¸a˜o (ALMEIDA, 2014).
Ja´ a Figura 22 apresenta os resultados das remoc¸o˜es de registros
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em ambos modelos. Novamente a consisteˆncia do HBase mostrou-se
muito superior ao MySQL, da mesma forma a lateˆncia. Conforme
abordado, esta alta lateˆncia do MySQL pode ser explicada pelas ve-
rificac¸o˜es de consisteˆncia necessa´rias na remoc¸a˜o de registros em um
modelo relacional ACID. Por outro lado vemos um registro que apre-
sentou tempo de resposta bastante elevado no Hbase. Considera-se
um ponto discrepante, resultado de alguma operac¸a˜o concorrente na
instaˆncia no momento da execuc¸a˜o.
5.2 IMPLEMENTAC¸A˜O DE MODELOS PREDITIVOS PARA VIOLAC¸A˜O
DE SLA
Esta sec¸a˜o visa abordar o problema da ana´lise de dados de mo-
nitoramento, direcionando a um escopo preditivo na detecc¸a˜o de vi-
olac¸o˜es de SLA com base em me´tricas de monitoramento. Buscou-se
avaliar diferentes me´todos estat´ısticos e de aprendizado de ma´quina
com o objetivo de detectar violac¸o˜es de SLA com base no comporta-
mento histo´rico de uma dada aplicac¸a˜o e regras fixas de violac¸o˜es de
SLA e objetivos de garantia de servic¸o - SLOs.
Neste intuito treˆs soluc¸o˜es foram avaliadas, sendo elas redes neu-
rais multi-camada (MLP), redes bayesianas e sistemas h´ıbridos utili-
zando redes neurais e conjuntos difusos.
Para os treˆs casos foram expostos os mesmos conjuntos de da-
dos de monitoramento, com os objetivos de detectar a violac¸a˜o de SLA
de acordo com regras pre´-estabelecidas; avaliar a qualidade do treina-
mento dos sistemas de aprendizado; verificar a acura´cia na detecc¸a˜o e
provisionamento de recursos (na˜o aplica´vel ao sistema bayesiano, onde
buscou-se apenas a validac¸a˜o da detecc¸a˜o de SLA).
5.2.1 Implementac¸a˜o do Modelo utilizando Redes Neurais Multi-
Camada e Redes Neurais Difusas
Segundo (CARVALHO, 2009), o desenvolvimento de uma aplicac¸a˜o
em redes neurais deve seguir as etapas de coleta de dados e separac¸a˜o
em conjuntos, configurac¸a˜o da rede, treinamento, teste e integrac¸a˜o.
De acordo com o trabalho anterior (SCHUBERT, 2011), a topo-
logia da rede contara´ conforme a Figura 23 com seis entradas, sendo
elas os requisitos na˜o funcionais de QOS mais os indicadores do estado
do sistema representados pelo load (carga) do sistema, uso de memo´ria
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e de disco. A sa´ıda da rede contara´ com o resultado dos volumes de
memo´ria, nu´cleos de processamento e disco para o provisionamento,
ale´m do valor para o SLA, este valor e´ representado por uma varia´vel
booleana que determina se o SLA foi violado.
Figura 23 – Modelo neural multi-camada (SCHUBERT, 2011).
As entradas da rede sera˜o os atributos de qualidade de servic¸o e
o estado dos recursos de performance do sistema avaliado. Estes atribu-
tos que atuam sobre os recursos do sistema foram definidos levando-se
em conta os valores que teˆm influeˆncia direta na performance e na
disponibilidade do sistema. Atributos definidos como entrada da rede
neural:
• Taxa de requisic¸o˜es: a taxa de requisic¸o˜es e´ a quantidade de re-
quisic¸o˜es por unidade de tempo. No caso a me´trica utilizada foi
requisic¸o˜es por segundo (rps).
• Requisic¸o˜es concorrentes: e´ o volume de requisic¸o˜es simultaˆneas
que o ambiente esta´ recebendo em um momento.
• Tempo de requisic¸a˜o: e´ o tempo necessa´rio para a requisic¸a˜o ser
processada e exibir seu retorno. Mensurada em segundos.
• Consumo de memo´ria: e´ o volume de memo´ria dinaˆmica vola´til
(RAM) consumida pelas requisic¸o˜es no sistema em um momento
espec´ıfico. Exclui a memo´ria utilizada pelo sistema operacional.
• Load do processador: o load de processador e´ o uso da capacidade
de processamento. Os processos em um sistema ficam em espera
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ou em execuc¸a˜o. O load representa portanto, a soma de todos
os processos que esta˜o atualmente em execuc¸a˜o mais os processos
que esta˜o aguardando na fila de execuc¸a˜o para serem executados.
O load pode variar de 0 (sem processos rodando ou em fila) a 1.0,
ou seja, a fila de execuc¸a˜o esta´ cheia, mas na˜o existem processos
aguardando o te´rmino de um processo para sua execuc¸a˜o e valores
maiores que 1.0 para o load significam que a fila de execuc¸a˜o esta´
cheia e existem processos aguardando execuc¸a˜o.
• Consumo de disco: consumo em megabytes das requisic¸o˜es sobre
o espac¸o de armazenamento do sistema.
Apo´s o mapeamento das entradas do sistema, faz-se necessa´rio
efetuar a definic¸a˜o das sa´ıdas esperadas. Com o intuito de assegurar o
SLA e demonstrar o provisionamento de recursos de forma dinaˆmica, as
sa´ıdas devem avaliar as entradas e sa´ıdas devem demonstrar se houve
quebra ou na˜o do SLA, e caso houver sugerir os recursos necessa´rios
para que um novo ambiente seja criado e instanciado paralelamente ao
que na˜o atende mais aos requisitos de SLA.
• Nu´cleos: determina a quantidade de nu´cleos de processamento
que devem ser alocados para a nova instaˆncia - ou instaˆncias -
virtuais.
• Memo´ria: determina a quantidade de memo´ria a ser alocada para
o novo ambiente.
• Disco: informa a quantidade de disco que deve ser alocada ao
novo ambiente.
• SLA: valor booleano (verdadeiro ou falso) que determina se o SLA
foi violado (verdadeiro) ou na˜o (falso).
Com as entradas e sa´ıdas definidas, a primeira ana´lise teve seu
foco em redes neurais multi-camada. Para treinar a rede, dados re-
presentando a entrada atual e a sa´ıda desejada foram utilizados (um
valor booleano indicando se o estado operacional - SLA - foi violado,
o nu´mero de processadores, memo´ria e armazenamento necessa´rio para
acomodar o novo estado). Para obter os dados de entrada, scripts em
PHP, Shell e Perl foram configurados em um servidor Web Apache e
submetido a testes de carga sob diferentes aspectos. O per´ıodo obser-
vado foi de 30 dias. Maiores detalhes sobre a implementac¸a˜o e cena´rios
sa˜o encontrados em (ROLIM et al., 2012), (SCHUBERT, 2011) e (SCHU-
BERT, 2009).
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A partir dos dados coletados, uma rede neural foi constru´ıda
utilizando-se a ferramenta MatLab com seu conjunto de ferramentas
para redes neurais. Para testar e validar o poder de generalizac¸a˜o do
modelo proposto, foi utilizado o me´todo de validac¸a˜o cruzada em 10
vezes (10-fold cross-validation), construindo uma matriz de confusa˜o
apo´s o processo.
Figura 24 – Treinamento rede neural multi-camada (ROLIM et al., 2012).
A melhor topologia constituiu-se em uma rede neural artificial
com 6 no´s de entrada, duas camadas intermedia´rias com 7 e 12 no´s
respectivamente e a tangente hiperbo´lica como func¸a˜o de ativac¸a˜o, e fi-
nalmente 4 sa´ıdas representando os valores preditos. A taxa de aprendi-
zado utilizada foi 1e−3. Com esta configurac¸a˜o o erro me´dio quadrado
(MSE) foi de 0.0188 (RMSE=0.1371) apo´s 500 e´pocas de treinamento,
representado pelo gra´fico da Figura 24.
Para construir o modelo neuro-fuzzy, o mesmo conjunto de da-
dos de entrada e sa´ıda utilizado para o modelo neural multi-camada foi
utilizado. Este me´todo utilizou o modelo multi adaptativo de infereˆncia
(MANFIS), onde os paraˆmetros internos da rede sa˜o configurados auto-
maticamente na ferramenta MatLab. Entretanto, o construtor da rede
ainda necessita selecionar o melhor me´todo de partic¸a˜o dos dados de
entrada (ROLIM et al., 2012).
No caso da MLP, a melhor configurac¸a˜o foi atingida com um raio
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de agregac¸a˜o (cluster radius) de 0.15 para SLA, memo´ria e processa-
mento, e 0.5 para a armazenamento. Para propo´sitos de comparac¸a˜o,
utilizamos um conjunto de treinamento com 500 e´pocas em ambos os
casos (MLP e MANFIS). Com esta configurac¸a˜o, o RMSE resultante
da MANFIS e´ de 0.0707, Figura 25 em contraste com um RMSE de
0.1371 no MLP.
Figura 25 – Treinamento rede MANFIS (ROLIM et al., 2012).
Ademais, em relac¸a˜o ao RMSE menor do modelo MANFIS em
relac¸a˜o ao MLP, se observarmos a convergeˆncia dos gra´ficos vemos que
a convergeˆncia do modelo MANFIS ocorre a uma velocidade maior do
que MLP em seu treinamento. No modo de treinamento foi poss´ıvel
concluir que o modelo MANFIS apresenta um poder maior de predic¸a˜o
devido ao seu baixo RMSE. Para validar o poder das duas abordagens
no contexto do monitoramento de CN, um cena´rio de teste foi adotado.
A Tabela 9 apresenta os cena´rios de teste utilizados, estes cena´rios
conte´m, basicamente, os valores de entrada e sa´ıda esperados a partir
de mecanismos de predic¸a˜o sob diferentes cena´rios simulando a carga de
um servidor real em situac¸o˜es de normalidade e excesso de capacidade.
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Tabela 9 – Cena´rios de teste de acordo com (ROLIM et al., 2012).
Me´trica Cena´rio
I
Cena´rio
II
Cena´rio
III
Requisic¸o˜es Concorrentes 85 287 958
Requisic¸o˜es por Segundo 225 163 328
Tempo por requisic¸a˜o 62 193 230
Uso de Memo´ria 64.2 287 434
Uso de Armazenamento 85 287 434
Carga do Sistema 0.8 3.8 10.4
SLA Esperado 0 1 1
Memo´ria Provisionada Esperada 0 347.84 562.56
Armazenamento Provisionado Espe-
rado
0 4383 5054
Nu´cleos Provisionados 0 4 10
Estes cena´rios foram gerados a partir de dados histo´ricos obtidos
do ambiente de testes para as entradas e as sa´ıdas foram obtidas com
base nas func¸o˜es de alocac¸a˜o:
MAl = 128MB + MpReq
SAl = 4096MB + SpReq
CAl = Reqs ∗ 0.02
A func¸a˜o MAl representa a memo´ria a ser alocada e e´ constitu´ıda
por 128 MB representando a instaˆncia base (sistema operacional e pro-
cessos ba´sicos) mais a quantidade de memo´ria necessa´ria para atender o
nu´mero de requisic¸o˜es. A func¸a˜o SAl, por sua vez, representa a func¸a˜o
de armazenamento, onde 4096 MB representam o armazenamento base
da instaˆncia mais espac¸o para cada requisic¸a˜o, ja a func¸a˜o CAl e´ res-
ponsa´vel pela alocac¸a˜o de nu´cleos, onde cada requisic¸a˜o, apo´s ana´lise
feita representa um incremento de 0.02 no carga do sistema. As cons-
tantes MPReq e SPReq foram fixadas arbitrariamente em 1MB.
Os valores de entrada da Tabela 9 foram utilizados como en-
tradas das redes neurais (MLP e MANFIS). As sa´ıdas obtidas esta˜o
apresentadas na tabela da Figura 26.
Os resultados apresentados na tabela da Figura 26, possibilitam
algumas ana´lises:
• Cena´rio I: os valores obtidos da predic¸a˜o mostram um servidor
com carga normal, sem violac¸o˜es de SLA. As predic¸o˜es obtidas
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Figura 26 – Resultados obtidos dos diferentes cena´rios (ROLIM et al.,
2012).
com a MLP e MANFIS sa˜o aceita´veis tendo em vista uma pe-
quena margem de precisa˜o.
• Cena´rio II: os atributos de SLA violado e armazenamento cujos
valores foram preditos corretamente por ambas abordagens. Na
abordagem MLP, o nu´mero de CPUs foi arredondado para baixo,
e a memo´ria predita 23% acima do esperado, por outro lado, a
rede MANFIS teve uma previsa˜o de 15% a mais para processa-
dores e a memo´ria 1% acima do esperado.
• Cena´rio III: ambas abordagens previram corretamente a violac¸a˜o
de SLA. Entretando, a MLP errou no nu´mero de nu´cleos, a
memo´ria foi predita 27% abaixo do esperado e o armazenamento
aproximadamente 10% a menos do esperado. Na abordagem
MANFIS, memo´ria, armazenamento e CPUs foram preditos com
1% a mais do esperado, o que na˜o constitui uma variac¸a˜o rele-
vante e demonstra uma maior acura´cia do modelo MANFIS.
Em resumo, ambas abordagens mostraram-se satisfato´rias na
previsa˜o da violac¸a˜o de SLA, pore´m a abordagem MANFIS, devido
ao tratamento eficiente da incerteza ao abordar o hibridismo difuso,
mostrou-se mais eficiente na proposta de alocac¸a˜o de recursos.
5.2.2 Implementac¸a˜o do Modelo utilizando Redes Bayesianas
Tendo em vista a necessidade de um modelo que avalie o estado
atual da instaˆncia e detecte flutuac¸o˜es no SLA, propo˜e-se um modelo
que utilize redes bayesianas como mecanismo de diagno´stico e detecc¸a˜o
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de violac¸o˜es das cla´usulas dos SLAs.
As redes bayesianas foram escolhidas pois, a aleatoriedade con-
tida no problema das violac¸o˜es de SLAs sera´ abordada, pois, efetiva-
mente, dependem da atenc¸a˜o e disposic¸a˜o humana em diagnosticar e
dar consequeˆncia a`s violac¸o˜es. Ainda, as redes bayesinas disponibili-
zam um robusto ferramental matema´tico para propagac¸a˜o das crenc¸as
bem como servem para implementac¸a˜o para sistemas autoˆnomos, per-
mitindo inclusive, a utilizac¸a˜o de te´cnicas de aprendizagem de ma´quina
aprendizagem da topologia e probabilidades a priori (FRIEDMAN; NA-
CHMAN; PEE´R, 1999).
Figura 27 – No´s da rede bayesiana (SCHUBERT; MENDES; WESTPHALL,
2013).
A tabela da Figura 27 apresenta as entradas da rede. Os no´s de
entrada sa˜o MEMO´RIA, PROCESSAMENTO, ARMAZENAMENTO,
CONSUMO DE BANDA e HOST. A coluna Estado apresenta os limi-
ares permitidos para a detecc¸a˜o de uma violac¸a˜o de SLA. Ja´ o limiar
delimita os intervalos aceita´veis para cada estado.
A rede bayesiana foi constru´ıda utilizando o arcabouc¸o de desen-
volvimento de redes bayesianas Netica, uma das principais ferramentas
para a construc¸a˜o de sistemas de infereˆncia probabil´ısticos, segundo
(HOPE; NICHOLSON; KORB, 2002).
O treinamento da rede se deu a partir da utilizac¸a˜o de um con-
junto de 100 casos que representam o monitoramento constante de uma
instaˆncia virtual, contendo os dados em fatias de tempo de 5 minutos e
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em situac¸o˜es simuladas de processamento e disponibilidade. Relato´rios
obtidos a partir do treinamento baseado em Gradiente Descendente
(BALDI, 1995) e apresentados na Tabela 10.
Tabela 10 – Iterac¸o˜es de treinamento da rede.
Iterac¸a˜o Probabilidade Mudanc¸a %
0 6,50737
1 5,89169 9,4613
2 5,73948 2,9229
3 5,58664 2,3226
4 5,56284 0,4260
5 5,53936 0,4221
6 5,52387 0,2797
7 5,51191 0,2165
8 5,51007 0,0335
9 5,5082 0,0338
10 5,50659 0,0294
11 5,5058 0,0142
12 5,50542 0,0069
13 5,50533 0,0016
14 5,50526 0,0013
15 5,50522 0,0007
16 5,5052 0,0003
17 5,50516 0,0007
18 5,50516 0,0001
19 5,50516 0,0001
20 5,50516 0,0001
21 5,50514 0,0000
22 5,50515 -0,0000
A diferenc¸a no ca´lculo de probabilidades atingiu 0.0 pontos apo´s
22 ciclos de treinamento, ou seja, o estado o´timo. A partir deste ponto
a continuac¸a˜o no treinamento na˜o trara´ melhorias na performance da
rede. Probabilidades iniciais calculadas com base no treinamento esta˜o
detalhadas na Tabela 11.
Apo´s a construc¸a˜o e treinamento da rede bayesiana, um conjunto
de infereˆncias sera´ realizado para validar a rede. A Tabela 11 repre-
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Tabela 11 – Probabilidades dos no´s da rede.
No´ Estado Limiar
MEMO´RIA
OK 0.34
WARNING 0.32
CRITICAL 0.34
PROCESSAMENTO
OK 0.36
WARNING 0.36
CRITICAL 0.28
ARMAZENAMENTO
OK 0.33
WARNING 0.34
CRITICAL 0.33
CONSUMO DE BANDA
OK 0.34
WARNING 0.35
CRITICAL 0.31
HOST
UP 0.8
DOWN 0.2
SLA
VIOLADO 0.4311
MANTIDO 0.5890
SLA GERAL
VIOLADO 0.4400
MANTIDO 0.5600
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senta a matriz de regras contendo as regras de infereˆncia e o resultado
esperado dados os valores de entrada nos no´s. As regras de infereˆncia
da Tabela 11 representam as definic¸o˜es dos SLAs para a instaˆncia.
Tabela 12 – Matriz de confusa˜o.
Caso Memoria Processamento Armazenamento Banda Host SLA Geral
1 WARNING CRITICAL WARNING WARNING UP MANTIDO
2 OK OK OK OK DOWN VIOLADO
3 OK WARNING CRITICAL CRITICAL UP VIOLADO
4 CRITICAL CRITICAL WARNING OK UP MANTIDO
5 WARNING WARNING WARNING WARNING UP MANTIDO
Com base na matriz de confusa˜o apresentada na Tabela 11, foram
efetuadas infereˆncias sobre a rede bayesiana implementada. A Tabela
12 apresenta os resultados obtidos a partir da simulac¸a˜o dos valores da
matriz de confusa˜o.
Tabela 13 – Resultados dos casos de teste da Matriz de Confusa˜o
Caso SLA Geral Mantido % Violado %
1 MANTIDO 66,2 33,8
2 VIOLADO 19,6 80,4
3 VIOLADO 28,2 71,8
4 MANTIDO 84 16
5 MANTIDO 75,5 24,5
A partir dos resultados pode-ser perceber que apesar de ter cor-
retamente predito todos os casos, as probabilidades associadas com os
eventos de manutenc¸a˜o ou violac¸a˜o apresentaram variac¸o˜es, especial-
mente no caso 1.
5.3 CONCLUSA˜O
Este cap´ıtulo apresentou a validac¸a˜o pra´tica de elementos rele-
vantes da proposta. Em primeiro lugar buscou-se a implementac¸a˜o da
base de monitoramento, onde os dados sa˜o armazenados.
Os testes e resultados apresentados demonstraram-se va´lidos na
construc¸a˜o de um modelo NoSQL e sua superioridade performa´tica em
relac¸a˜o a modelos tradicionais relacionais.
Na etapa de ana´lise, varios trabalhos anteriores foram coleta-
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dos e resumidos visando apresentar soluc¸o˜es para a predic¸a˜o de SLA e
alocac¸a˜o de recursos na CN.
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6 CONCLUSA˜O
A adoc¸a˜o e o uso massivo da CN tornou-se uma realidade. A
transformac¸a˜o causada pelo seu advento e consolidac¸a˜o tem transfor-
mado a cadeia produtiva e de pesquisa, apresentando novos desafios e
possibilitando a execuc¸a˜o de processos antes invia´veis computacional
ou economicamente.
A presente dissertac¸a˜o buscou abordar, a automac¸a˜o de todo o
processo de monitorac¸a˜o, ana´lise, planejamento e execuc¸a˜o de tarefas
tendo como base a computac¸a˜o autoˆnoma, e a extrac¸a˜o de informac¸o˜es
da mir´ıade de sensores e pontos de coleta de dados existentes.
Como apresentado, o monitoramento tem um papel essencial na
CN. Seu papel vai muito ale´m da visa˜o tradicional de um sistema de
alertas ou diagno´stico reativo. Em sua taxonomia, (ACETO et al., 2013c)
apresentou uma se´rie de propriedades inerentes ao monitoramento em
CN, detalhadas na Sec¸a˜o 3.2, os quais buscou-se atingir com a presente
proposta.
O trabalho buscou contribuir com o avanc¸o no estado da arte
ao propor uma abordagem autoˆnoma, utilizando os conceitos da com-
putac¸a˜o cognitiva, te´cnicas de armazenamento NoSQL e temporalidade
para abordar o problema do monitoramento em nuvem.
Devido a` complexidade do tema e a` abrangeˆncia, buscou-se focar
no armazenamento e acesso aos dados, e a persisteˆncia destes dados de
forma resiliente e redundante. O paralelismo foi abordado ao utilizar
uma plataforma compat´ıvel com computac¸a˜o distribu´ıda (Apache Ha-
doop, HBase e o arcabouc¸o Map Reduce). Ademais, foi integrada a`
fase de ana´lise trabalhos anteriores de validac¸a˜o e predic¸a˜o de violac¸o˜es
de SLA utilizando redes bayesianas e um comparativo entre redes baye-
sianas, redes neurais e redes neuro-fuzzy.
A amplitude do tema dificultou a definic¸a˜o de um escopo que
satisfizesse aos requisitos para propor um modelo aderente a` taxono-
mia de Aceto (ACETO et al., 2013c) ao mesmo tempo possibilitando um
detalhamento adequado. Optou-se portanto na definic¸a˜o de uma ar-
quitetura e de um modelo de dados geral, agregando a ele me´todos de
ana´lise de dados avaliados em trabalhos anteriores. A implementac¸a˜o
de um proto´tipo completo tornou-se invia´vel devido ao limite de tempo
e recursos dispon´ıveis.
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6.0.1 Principais Contribuic¸o˜es
Conforme sera´ abordado na sec¸a˜o de Trabalhos Futuros, que
aborda as inu´meras possibilidades acadeˆmicas e de nego´cio poss´ıveis a
partir deste modelo, o presente modelo apresentou uma visa˜o e propoˆs
soluc¸o˜es para o problema do monitoramento em ambientes de com-
putac¸a˜o em nuvem. As principais contribuic¸o˜es foram:
• Abordar o estado da arte no monitoramento de computac¸a˜o em
nuvem.
• Apresentar os conceitos e a visa˜o da computac¸a˜o cognitiva e
ana´lise de grandes conjuntos de dados (Big Data).
• Propor uma arquitetura autoˆnoma de monitoramento e gerencia-
mento de CN, como evoluc¸a˜o dos atuais sistemas e infraestruturas
como servic¸o.
• Apresentar um modelo de dados para armazenamento de dados
e me´tricas de monitoramento
• Apresentar um modelo aderente a`s propriedades de monitora-
mento de CN propostas por Aceto (ACETO et al., 2013c).
• Propor uma arquitetura de monitoramento aderente ao ciclo autoˆnomo
MAPE-K
• Efetuar uma avaliac¸a˜o entre me´todos de aprendizado de ma´quina
e sistemas especialistas para a predic¸a˜o e detecc¸a˜o de violac¸o˜es
de SLA.
Considera-se que a presente dissertac¸a˜o contribuiu satisfatoria-
mente com o avanc¸o do estado da arte, a partir da avaliac¸a˜o da pro-
posta apresentada, os estudos preliminares alcanc¸ados e o amplo leque
de possibilidades para trabalhos futuros apresentados.
Pore´m, e´ noto´rio salientar que o tema e´ extenso, e em cada
etapa do monitoramento, sejam elas definic¸a˜o de agentes, configurac¸a˜o
e ajuste de me´tricas, coleta e agregac¸a˜o de fontes, armazenamento e
posterior ana´lise, existem desafios e temas ainda na˜o explorados exaus-
tivamente que necessitam ser atacados com o devido rigor cient´ıfico.
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6.1 TRABALHOS FUTUROS
A partir da proposta apresentada surgem diversas possibilidades
de extensa˜o e aprimoramento do modelo.
• Implementar o modelo de dados como parte dos projetos CloudS-
tack e (ou) OpenStack, como complemento ao dashboard de mo-
nitoramento atual
• Desenvolver extenso˜es para coleta de dados de diferentes fontes
(SNMP, WMI) e logs de aplicativos (formato de Logs do Apache,
Tomcat).
• Concluir o ciclo autoˆnomo, implementando as fases de ana´lise,
planejamento e execuc¸a˜o, juntamente com a definic¸a˜o da base de
regras de nego´cio, onde os objetivos gerais sa˜o gerenciados.
• Criar o meta gerenciamento e a garantia da integridade das pro-
priedades auto do modelo autoˆnomo.
• Tratar a coleta de dados e o processamento de fluxos com estru-
turas mais eficientes do que filas (como por exemplo o mecanismo
Kinesis (AMAZON. . . , 2014)).
Estes sa˜o apenas alguns desafios para trabalhos futuros baseados
na presente proposta.
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