Let C be the union of several plane affine curves with one place at infinity each, and let π be the minimal resolution of the curve C at infinity. We consider multi-index filtrations on the ring of polynomials in two variables defined by orders of poles of a polynomial along some exceptional divisors of the modification π and defined by orders of poles of a polynomial on branches of the curve C. We compute Poincaré series of these filtrations. For that we prove some special properties of the minimal resolution of a curve with one place at infinity. The Poincaré series of the filtration defined by branches of the curve appears to be connected with the zeta-function of the monodromy transformation of the equation of the curve at infinity.
Introduction
Let (C, 0) ⊂ (C 2 , 0) be a plane curve singularity. Let C = r i=1 C i , where C i are irreducible components of the curve C. The curve (C, 0) defines a multi-index filtration on the ring O C 2 ,0 of germs of holomorphic functions on C 2 at the origin in the following way. Let ϕ i : (C, 0) → (C 2 , 0) be an uniformization of the component C i of the curve C, i.e. Im ϕ i = C i and ϕ i is an isomorphism between C an C i outside of the origin. For a function g ∈ O C 2 ,0 , let v i (g) be the order of the function g • ϕ i : (C, 0) → C at the origin: g • ϕ i (τ ) = aτ v i (g) + terms of higher degree, a = 0 (if g • ϕ i ≡ 0 we suppose v i (g) to be equal to +∞). The collection of the valuations v i : O C 2 ,0 → Z ≥0 ∪ {∞} defines a multiindex filtration on the ring O C 2 ,0 : for v = (v 1 , . . . , v r ) ∈ Z r the corresponding subspace (ideal) J(v) is defined as {g ∈ O C 2 ,0 : v i (g) ≥ v i , i = 1, . . . , r}. (It is sufficient to define J(v) only for non-negative v, i.e. for v ∈ Z r ≥0 , however it is convenient to assume J(v) to be defined for all v from the lattice Z r ). A general multi-index filtration {J(v)} on O C 2 ,0 is defined by several functions v i : O C 2 ,0 → Z ≥0 ∪ {∞}, i = 1, . . . , r, with the property v i (g 1 + g 2 ) ≥ min{v i (g 1 ), v i (g 2 )}. The Poincaré series of this filtration is defined as
(t i − 1)
where
1 · . . . · t vr r (t = (t 1 , . . . , t r ), v = (v 1 , . . . , v r )), 1 = (1, . . . , 1); see [9] , [6] . The Poincaré series is defined if all the factors J(v)/J(v + 1) are finite dimensional. This is equivalent to say that for each v ∈ Z r ≥0 the dimension of O C 2 ,0 /J(v) is finite.
The Poincaré series of the filtration defined by a plane curve singularity (C, 0) ⊂ (C 2 , 0) was computed in [6] . It appears to coincide with the multivariable Alexander polynomial of the link (S 3 ε , S 3 ε ∩ C) corresponding to the curve C. In [7] it was shown that the Poincaré series can be computed as a certain integral with respect to the Euler characteristic over the projectivization PO C 2 ,0 of the space O C 2 ,0 . This gave another (more short and conceptual) proof of the result of [6] . Now let C be an affine algebraic curve in the complex plane C 2 , let C be the corresponding projective curve in the projective plane CP 2 . The normalization C of the curve C has several points out of C, say, r of them. Let (C i , p i ), i = 1, . . . , r, be the corresponding irreducible branches of the curve C at infinity and let τ i be an uniformization parameter of the branch (C i , p i ). The restriction of a polynomial G ∈ C[x, y] to the curve C in a neighbourhood of the point p i can be written as a function of the uniformization parameter τ i as G(τ i ) = aτ
+ terms of higher degree (i.e. terms with degree greater than
One could try to use the functions v i to define a sort of multi-index filtration on the ring C[x, y] of polynomials in two variables. In contrast to the local case such a filtration would be an increasing one. However the main problem is that v i (G) may be both positive and negative. This makes the situation more complicated than in the local case. In particular, it is not clear what should be considered as the Poincaré series of such a filtration.
There is a particular case when one does not meet this difficulty. Suppose that C is a curve with one place at infinity (in the notations above that means r = 1). Then v(G) is non-negative for any polynomial G and one gets an increasing filtration
Remark. It is natural to consider such a filtration in the ring C[x, y]/(F ) of polynomial functions on the curve C = {F = 0} (in particular in this case J 0 will not be infinite dimensional, namely, one will have J 0 ≃ C). However it will be convenient to consider this filtration on the ring C[x, y] itself. This has no influence on the Poincaré series considered below.
The Poincaré series of the filtration 2 is defined as
. For a curve with one place at infinity this Poincaré series was computed in [5] . It appeared to coincide (as a rational function at t) with the zeta function of the monodromy transformation of the polynomial F (the equation of the affine curve C) at infinity. A collection C 1 , . . . , C r of curves with one place at infinity each defines a collection of order functions v i : C[x, y] → Z ≥0 ∪ {−∞} and therefore an increasing multi-index filtration:
The Poincaré series (of r-variables) of such a filtration can be defined in a way similar to (1) (see Section 2). We shall compute this Poincaré series below.
Another example of a multi-index filtration on the ring O C 2 ,0 is the so-called divisorial one. Let π : (X, D) → (C 2 , 0) be a modification of the complex plane (C 2 , 0) by a sequence of s blow-ups. The exceptional divisor D = π −1 (0) of the modification is a normal crossing divisor; all its components E j , j = 1, . . . , s, are isomorphic to the complex projective line CP 1 . For f ∈ O C 2 ,0 , let v j (f ) be the multiplicity of the lifting f • π of the function f to the space X of the modification along the component E j . In the usual way the valuations v j , j = 1, . . . , s, define a multi-index filtration on the ring O C 2 ,0 -a divisorial one. The Poincaré series of such a filtration was computed in [10] . Now let X be a modification of the complex projective plane CP 2 by a sequence of blow-ups at infinity (it does not matter whether they are made at one point of the infinite line CP 1 ∞ or at different ones), π : X → CP 2 is the corresponding map, and let E 1 , . . . , E s be the exceptional divisors of it. It is convenient to consider the infinite line CP However, it appears that if the modification of the complex projective plane CP 2 is the minimal embedded resolution of a collection of several curves, each with one place at infinity, or a modification of such a resolution by blow-ups at intersection points of created divisors, then each polynomial has no zeroes along the exceptional divisors of it. Thus all the functions v i are non-negative valued and one has a multi-index filtration corresponding to them. We shall compute the Poincaré series of this filtration as well.
Polynomial curvettes
Let C = {F = 0}, F ∈ C[x, y], be an affine curve in the complex plane C 2 with one place at infinity, and let Λ = {C λ }, C λ = {F = λ}, λ ∈ C ∪ {∞}, be the corresponding pencil of affine plane curves. Let π : X → CP 2 be a modification of the complex projective plane CP 2 such that π is an embedded resolution of the pencil Λ at infinity (this means that the unique dicritical divisor of Λ is one of the irreducible components of the exceptional divisor of π) and, moreover, such that π is produced from the minimal resolution of the pencil Λ at infinity by a sequence of blow-ups, each one at an intersection point of two previously created divisors or at the intersection point of a previous divisor and the strict transform of the infinite line CP Proof. Let us recall some results of Abhyankar and Moh about the structure and the relation between the semigroup of poles defined by C and the semigroup of values of the singularity ( C, P ∞ ).
We can fix that in suitable projective coordinates F is a monic polynomial in y of degree d, F = y d + terms of smaller degree; thus the only point of the curve C at infinity is P ∞ = (1 : 0 : 0). The local equation of the curve C at the point P ∞ is given by the polynomial f (u,
. Note that f , as a polynomial in w, has degree d and to say that C has only one place at infinity means that f (u, w) = 0 defines an analytic branch; i.e. that f is irreducible as an element of C{u, w}. Let Λ ∞ = {f − λu d = 0}, λ ∈ C ∪ {∞}, be the corresponding pencil of analytic curves at the point P ∞ .
Let S be the semigroup of values of the singularity of the curve C at the point P ∞ , i.e.
Here ν(h) is the order of the function h • p : (C, 0) → C at the origin for a local uniformization (parametrization) p : (C, 0) → (P 2 , P ∞ ) of the curve C at the point P ∞ . Consider also the semigroup Γ of poles along the curve C of polynomials in the affine plane C 2 at the point P ∞ , i.e.
Abhyankar-Moh theorem (see [1] , [2] ) gives a relation between these semigroups and a description of them. Let s 0 , s 1 , . . . , s h be the elements of the semigroup S defined (recursively) by s 0 = d, s j := min{m ∈ S − {0}| gcd(s 0 , s 1 , . . . , s j−1 , m) < gcd(s 0 , s 1 , . . . , s j−1 )} for j ≥ 1; here gcd stands for the greatest common divisor. Let d j = gcd(s 0 , s 1 , . . . , s j−1 ) and let δ 0 , δ 1 , . . . , δ h be defined by δ 0 = s 0 = d,
. . , δ j−1 ) for j ≥ 1 and the semigroup W is generated by δ 0 , δ 1 , . . . , δ h . One has the following additional property of the semigroups S and W . Let
Z ≥0 δ i ) and therefore each element n ∈ S (respectively m ∈ W ) in a unique way can be written in the form:
with t ≥ 0 (resp. t ′ ≥ 0) and 0 ≤ i j < n j (resp. 0 ≤ k j < n j ) for 1 ≤ j ≤ h. In fact, the coefficients i 1 , . . . , i h (resp. k 1 , . . . , k h ) give the only solution to the equation
Lemma 1 Let j ∈ {1, . . . , h} and let n j s j = j−1 i=0 k j s j be the unique decomposition of n j s j ∈ S with k 0 ≥ 0 and 0 ≤ k i < n i for i = 1, . . . , j − 1. Then
Proof. By using the equation (3) for i = 1, . . . , j − 1 and taking into account that d 0 := d = s 0 , one gets:
Now, equation (3) can be written as d 2 /d j+1 = n j s j + n j δ j and therefore
The right hand side of this equation is congruent to 0 modulo d and, since n j δ j ∈ W , must be greater or equal than 0. Therefore the same is true for the left hand side, i.
3) above is better understood by means of the following beautiful result (which in fact is the key to show it): there exists polynomials G 1 , . . . , G h ∈ C[x, y] with one place at infinity which satisfy the following properties:
is the local equation of the curve {G i = 0} at infinity).
For the sake of completeness we put also G 0 = x and g 0 = u; so −ν(G 0 ) = ν(g 0 ) = d. Moreover, if we fix j ∈ {1, . . . , h} then the curves G 0 , . . . , G j−1 play with respect to G j the same role as all the set G 0 , . . . , G h with respect to F . Notice that the semigroup of values S j (respectively the semigroup W j of orders of poles of polynomials) of the curve {G j = 0} is generated by
The dual graph (or resolution graph) of the curve C = {F = 0} could contribute to a better understanding of the geometrical meaning of the sequence of polynomials G 0 , . . . , G h (it reproduces the configuration of the exceptional locus of the minimal resolution of the singularity of the curve C at infinity). Vertices α of the resolution graph correspond to irreducible components (pro- The shape of the dual graph of the resolution of the curve C at infinity is different for the two possible values of the degree d:
Case (A): The degree d is a multiple of the multiplicity of the curve C at the point P ∞ . The dual graph of the resolution π : X → CP 2 for this case is shown in Fig.1 . Here h − 1 is nothing but the number of Puiseux pairs of (the germ of) the curve C (see, e.g., [4] ). In this case {β i := s i+1 : i = 0, . . . , h − 1} is the minimal set of generators of S. Moreover the strict transform of the curve {G i = 0} is smooth and transversal to • D at the divisor marked by a i−1 (i.e. is a curvette at some point of the divisor E a i−1 ).
Case (B): The degree d is not a multiple of the multiplicity of the curve C at the point P ∞ . The dual graph of the resolution π : X → CP 2 for this case is shown in Fig.2 . Note that in this case one has that h is the number of Puiseux pairs of the germ ( C, P ∞ ). The set of integers {β 0 , . . . ,β h } defined asβ 0 := s 1 , β 1 := s 0 = d andβ i := s i for i ≥ 2 is the minimal set of generators of the semigroup S. Moreover {G i = 0} is a curvette at some point of the component E a i , i = 2, . . . , h (of course {G 0 = 0} and {G 1 = 0} are also curvettes at the divisors corresponding to the vertices a 1 and a 0 respectively).
In order to construct the minimal resolution of the pencil {F=c} we can start from the minimal embedded resolution of the curve ( C,
Let us prove Theorem 1 for the components E σ such that b g < σ < b g+1 . For an element g ∈ O CP 2 ,P∞ = C{u, w}, let ν σ (g) be the multiplicity of the lifting g • π of the function g to the space X along the divisor E σ (i.e. ν σ is the divisorial valuation defined by the component E σ ). For a polynomial G ∈ C[x, y], −ν σ (G) = −ν σ (G(1/u, w/u)) is the order of the pole of the lifting G • π of the function G to the space X of the modification.
Let s
. Let L σ = {ϕ = 0} be a curvette at the divisor E σ . The set {s 
Let ns
for all λ ∈ C ∪ {∞} and as a consequence E σ is the only dicritical divisor of Λ and moreover has degree one. Thus for any point p ∈
• Eσ there exists an unique
is a curvette at the point p. Notice that g λ σ ∈ C[u, w]. In order to finish the proof it suffices to show that deg(g
In fact, if this is the case, we can consider G λ σ = x dn g λ σ (1/x, y/x) which is a polynomial of degree dn, G λ σ ∈ C[x, y]. Moreover the curve {G λ σ = 0} has only one branch at infinity and defines a polynomial curvette with the required conditions.
Proof. Since the degree of
This equation is the same as the one in Lemma 1 but for the data s . Thus, since the proof of that Lemma is purely arithmetical, we need only to show that δ
This inequality is obvious for i ≤ h. Moreover for
by using property 2 above. Now, let us finish the proof of Theorem 1. Let E σ be a component of D and let j ∈ {0, 1, . . . , h + 1} be the minimal k such that σ < a k . Note that the case j = h + 1 is the one treated before. If j < h + 1, the curve {G j = 0} has only one place at infinity and has exactly the same properties as F . Thus the proof is finished if one could prove that the unique dicritical divisor for the pencil {G j − c = 0} is greater or equal to the component a j (here we assume that we make, if it is necessary, additional blow-ups in order to have the pencil {G j −c = 0} resolved). Let ℓ+1 be the number of blow-ups needed to create the divisor E a j starting from E b j−1 . Then n j−1 s j−1 +ℓd j < s j < n j−1 s j−1 +(ℓ+1)d j and so the equality d 2 /d j = s j + δ j gives us
is the number of supplementary blow-ups needed to resolve the pencil {G j − c = 0}. This finishes the proof. 
As in the introduction, for G ∈ C[x, y], let v σ (G) be the multiplicity of the pole of the lifting G • π of the function G to the space X of the resolution along the component E σ (if by chance G has zero along the component E σ , v σ (G) is supposed to be negative). Lemma 3 For the described resolution, v σ (G) is non-negative for any G ∈ C[x, y], G = 0.
Proof. Suppose that v σ (G) < 0, i.e. G has zero along the component E σ . By Theorem 1 there exists a curvette L p at a (generic) point p ∈ E σ . In this case the function G on the projective curve L p has no poles and has a zero at infinity. This cannot take place.
Let us choose several (say, s) divisors E 1 , . . . , E s from the set {E σ } with the only restriction that the set of choosen divisors does not consist of one divisor dicritical for one of the functions
. . , s, define an increasing multi-index filtration on the ring C[x, y]:
Definition: The Poincaré series of the filtration {J(v)} is the power series
Remark. For the described (divisorial) filtration, for v / ∈ Z s ≥0 one has d(v) = 0 and therefore L(t) is a power series in t (and can be restored from the Poincaré series P (t) in the obvious way). However we write the definition not taking into account this property in order not to have to write another one for the filtration defined by an affine curve below.
Consider 
Proof. For I ⊂ I 0 = {1, 2, . . . , s}, let #I be the number of elements in I, and let 1 I be the element of Z r ≥0 , whose i-th component is equal to 1 (respectively to 0) if i ∈ I (respectively if i ∈ I),
(we take into account that the Euler characteristic of the projectivization of a finite-dimensional complex vector space is equal to its dimension). Therefore
On the other hand
This completes the proof. Let (E σ • E σ ′ ) be the intersection matrix of the divisors E σ on the (smooth) surface X: E σ • E σ is the self intersection number of E σ and for σ = σ ′ the number E σ • E σ ′ is equal to 1 if the components E σ and E σ ′ intersect (at a point) and is equal to 0 otherwise.
All entries m σσ ′ of the matrix M are nonnegative and the meaning of it is as follows. Let L σ = {G σ = 0} be a curvette at a point of the divisor E σ . Then
For i = 1, . . . , s, let σ(i) be the index marking the corresponding divisor:
Proof. Let V ∈ Z s ≥0 be as big as we like and let us prove the equation of Theorem 2 up to terms of degree greater or equal than V . Making as many additional blow-ups at intersection points of the divisors E σ as it is necessary, we can suppose that for any polynomial G with v(G) ≤ V , the strict transform of the curve {G = 0} intersects the exceptional divisor D only at smooth points (i.e. points of Remark. Here we essentially use the following fact which will be also important for filtrations defined by collections of curves with one place at infinity each. Namely, each divisor of the resolution for a collection of such curves is at the same time a divisor of the resolution of one of them. This follows from the fact that if a divisor E σ is the last one in the resolution of a pencil {F i − c = 0} (i.e. if it is dicritical for F i ), then there are no curves except {F i = c} with one place at infinity which intersect this divisor. This is so because otherwise one of the functions F i = c has no poles on such a curve and has at least one zero (at infinity).
Lemma 6 For any
V is an affine space. 
. This gives the statement.
Lemmas 5 and 6 imply that
for any V ∈ Z s ≥0 and therefore
Using the formula
C i be the union of several affine curves C i with one place at infinity each. Let ( C i , P i ) be the local branches of these curves at infinity and let τ i be uniformization parameters for them. For a polynomial G ∈ C[x, y], let w i be the order of the pole of the restriction of the function G to the curve C i at P i with respect to the uniformization parameter: Let π : X → CP 2 be the minimal resolution of the curve C at infinity. Let E σ , σ ∈ Σ be components of the exceptional divisor of the resolution plus the infinite line CP 
In this integral t −∞ i
should be considered as zero, i.e. the corresponding parts of PO C should not be taken into account. To compute de Poincaré series up to terms of degree V ∈ Z r ≥0 , we can compute the corresponding integral over PO C;N for N large enough. Thus we can write (mod t V ) P C (t) = The right hand side of this equation can be computed almost in the same way as the corresponding integral in Theorem 2. The only difference is the following. We cannot blow-up intersection points of a divisor with the strict transform of a curve C i as many times as we would like and have curvettes at all new born divisors. Therefore we should consider polynomials G such that the strict transform {G = 0} of the zero level curve {G = 0} intersects D at some smooth points p j (i.e. points of • D ) and also at least at one point of intersection of the divisor E σ(i) with the strict transform of the curve C i . For i = 1, . . . , r, let ℓ i be the intersection numbers of {G = 0} with E σ(i) at the point if intersection of E σ(i) and C i . Let us consider polynomials with fixed points p j and fixed numbers ℓ i . Consider the pencil of polynomials
For all c ∈ C except exactly one, the strict transform of the curve {G c = 0} intersects the exceptional divisor D at the same points as {G = 0} with the same multiplicities. In this way we cut the space of such polynomials into parts with the same w and with the Euler characteristic equal to zero. Therefore they could be ignored. This completes the proof.
For a polynomial G ∈ C[x, y], let ξ ∞ G (t) be the zeta-function of the monodromy transformation of the polynomial G at infinity (see, e.g., [11] ). The A'Campo style formula ([3] , [11] ) for the zeta-function at infinity leads to the following statement. Corollary. Let k i be positive integers, i = 1, . . . , r, and let
i . One has ξ ∞ F k (t) = P C (t k 1 , . . . , t kr ) .
