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1. Introduction
The Grassmann algebra, E, generated by an inﬁnite dimensional vector space, L, and its Z2-graded
polynomial identities play an important role in Kemer’s structure theory on varieties of associa-
tive algebras with polynomial identities [10,11]. More precisely, Kemer proved that any associative
P.I.-algebra over a ﬁeld, F , of characteristic zero is P.I.-equivalent to the Grassmann envelope of a ﬁnite
dimensional associative superalgebra. Moreover the matrix algebras Mm(E) over E and its certain
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subalgebras Mp,q(E) (p + q = m), together with the matrix algebras over the ground ﬁeld, generate
the only non trivial prime varieties, as Kemer pointed out in his works.
At the light of this it seems a natural and interesting problem to investigate more closely the
structure of the (graded) polynomial identities of these algebras. The complete description of these
polynomial identities is known in very few cases only. A classical theorem of Krakowski and Regev
gives the codimension sequence and a basis of the polynomial identities of the Grassmann algebra
(see [12]). Later, its cocharacter sequence was determined in [13]. Also the structure of the Z2-graded
polynomial identities of E with respect to its natural Z2-grading is well known, see for instance [8].
In this paper we study the graded polynomial identities of E with respect any Z2-grading such
that the underlying vector space L is an homogeneous subspace. This is equivalent to consider a basis
B = {e1, e2, . . .} of L and the Z2-grading induced on E by any ﬁxed map ‖ · ‖ : B → Z2. More pre-
cisely if w = ei1ei2 . . . eik is an element of the basis of E then we deﬁne its Z2-degree by ‖w‖ =‖ei1‖ + · · · + ‖eik‖, hence the even component of Ewith respect this grading is the subspace spanned
by the elements w such that ‖w‖ = 0 and the odd component is linearly generated by the elements
w such that ‖w‖ = 1. Clearly the natural Z2-grading of E comes from themap | · | : B → Z2 given by|ei| = 1 for any ei ∈ B. On theotherhand, given themap‖ · ‖wecanconsider the linear automorphism
ϕ : L → L induced by
ϕ(ei):=
{
ei if ‖ei‖ = 0,−ei if ‖ei‖ = 1
andwe can extend it to an automorphismacting on thewholeGrassmann algebra E. Sowe can consider
the 〈ϕ〉-polynomial identities of E. Notice that, if A is a given algebra and G = 〈ϕ〉 is the cyclic group
generated by an automorphism of A of order 2, then there exists a well known duality between G-
identities and Z2-graded identities, see for example [8]. In this case the even component of A is the
eigenspace associated to the eigenvalue 1 and the odd component comes from the eigenspace related
to −1. In our case, L = L1 ⊕ L−1 where the subspaces L1 and L−1 are the eigenspaces of the linear
map ϕ. More precisely, L1 = {v ∈ L | ϕ(v) = v} is the subspace spanned from the vectors ei such that‖ei‖ = 0 while L−1 = {v ∈ L | ϕ(v) = −v} is spanned from the vectors ei such that ‖ei‖ = 1. In [1],
Anisimovdetermined the explicit value of theG-codimension sequences cn(E,ϕ) associated to the 〈ϕ〉-
polynomial identities of the algebra (E,ϕ) in the case when the subspace L1 is inﬁnite dimensional.
On the other hand, if dim L1 = k he proved that cn(E,ϕ) = 4n− 12 if n k while
2n−1
k∑
t=0
(
n
t
)
 cn(E,ϕ) 2n
k∑
t=0
(
n
t
)
when k< n. Very recently, see [15], the second author of this paper found the exact value of cn(E,ϕ)
for the unique open case, by using the algorithm described by Anisimov in his paper.
Herewe adopt the language ofZ2-graded polynomial identities.We are able to determine explicitly
a generating set for the Z2-graded polynomial identities of the superalgebra (E, ‖ · ‖). We describe
the relations between the space of multilinear graded polynomial identities of (E, ‖ · ‖) and that of
ordinary identities of the algebra E. Moreover, we compute the decomposition of the graded cochar-
acter associated to (E, ‖ · ‖) in its irreducible components and as a consequence we obtain the results
about theZ2-graded codimensions c
Z2
n (E, ‖ · ‖) in a different way from Anisimov [1] and da Silva [15].
2. Graded cocharacters and codimensions of superalgebras
Let F be a ﬁeld and let A be a unitary associative F-algebra. We say that A is a superalgebra, or
a Z2-graded algebra, if A = A0 ⊕ A1 where A0, A1 are F-subspaces of A satisfying AiAj ⊆ Ai+j for all
i, j ∈ Z2. We call Ai the i-homogeneous component of A, and we shall write |a| = i to denote the Z2-
homogeneous degree of the homogeneous element a ∈ Ai. A subspaceW ⊆ A is homogeneous if and
only ifW = (W ∩ A0) ⊕ (W ∩ A1). If A, B are superalgebras, an algebra homomorphism ϕ : A → B is
a Z2-graded homomorphism if ϕ(Ai) ⊆ Bi for all i ∈ Z2.
One deﬁnes a free object in the class of superalgebras by considering the free F-algebra over the
disjoint union of two countable sets of variables, Y and Z , whose elements are regarded as even and
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odd respectively. This means that the |yi| = 0 and |zi| = 1. We shall denote this free superalgebra by
F〈Y ∪ Z〉. Its even part is the space spanned by those monomials in which the elements of Z occur in
even number. The remaining monomials span the odd component of F〈Y ∪ Z〉.
A polynomial f (y1, . . . , yl , z1, . . . , zm) in F〈Y ∪ Z〉 is called a Z2-graded polynomial identity for a
superalgebraA if it is in thekernel of allZ2-gradedhomomorphismsϕ : F〈Y ∪ Z〉 → A. In otherwords,
f is a graded polynomial identity for A if it vanishes under all possible substitutions of the variables by
elements of Awith the same parity: the yi’s are replaced by ai ∈ A0 and the zi’s by bi ∈ A1. One often
calls these substitutions admissible substitutions for the superalgebra A.
The set T2(A) of all graded polynomial identities of A is an ideal of the free superalgebra invari-
ant under all graded endomorphisms of F〈Y ∪ Z〉. It is called the T2-ideal of (the graded polynomial
identities of) A. It is very large in general, and it is more convenient to study the Z2-graded multilinear
polynomials lying in it. A natural way of deﬁning Z2-graded multilinear polynomials is the following:
Deﬁnition 1. For n ∈ N, the vector space
VZ2n :=spanF〈xσ(1)xσ(2) . . . xσ(n) | σ ∈ Sn, xi ∈ {yi, zi}〉
is called the space of Z2-graded multilinear polynomials of degree n.
Since the characteristic of the ground ﬁeld F is zero, a standard process of multilinearization shows
that T2(A) is generated, as a T2-ideal, by the subspaces V
Z2
n ∩ T2(A). Actually, it is more efﬁcient to
study the factor space
VZ2n (A):=
VZ2n
V
Z2
n ∩ T2(A)
·
An effective tool to this end is provided by the representation theory of the symmetric group.
Indeed, one can notice that VZ2n is a Sn-module with respect to the natural left action, and V
Z2
n ∩
T2(A) is a Sn-submodule, hence the factor space V
Z2
n (A) is a Sn-module, as well. We shall denote by
χZ2n (A) its character (thenthZ2-gradedcocharacter ofA) andby c
Z2
n (A) itsdimension (thenthZ2-graded
codimension of A).
Actually, the studyof the structureofVZ2n (A) canbe furthermore simpliﬁedby considering “smaller”
spaces of multilinear polynomials. To be more precise, for ﬁxed l,m, set
Vl,m :=spanF
〈
wmonomials of V
Z2
l+m
∣∣∣ y1, . . . , yl , zl+1, . . . , zl+m occur in w
〉
.
Setting n:= l + m, and Sl × Sm = Sym({1, . . . , l}) × Sym({l + 1, . . . , l + m}) Sn, the space Vl,m is a
Sl × Sm-module, and the subspace Vl,m ∩ T2(A) is a submodule. Therefore one can form the factor
Sl × Sm-module
Vl,m(A):= Vl,m
Vl,m ∩ T2(A) ·
We shall denote by χl,m(A) its Sl × Sm-character, and by cl,m(A) its dimension.
We brieﬂy recall that if H is a subgroup of a group G andM is an H-module, we can turnM into a G-
module by considering the induced G-module structure. In other words, one setsMG :=F[G] ⊗F[H] M.
This is the so-called G-module induced byM. The relation between the Sn-structure of V
Z2
n (A) and the
Sl × Sm-structure of Vl,m(A) is then displayed by the following result (see [2,6]):
Theorem 2. Let A be a superalgebra. Then for all n ∈ N
VZ2n (A)
∼=
n∑
m=0
(
Vn−m,m(A)
)Sn
as Sn-modules. In particular,
cZ2n (A) =
n∑
m=0
(
n
m
)
cn−m,m(A).
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In thisway the study of the Sn-structure ofV
Z2
n (A) is reduced to the study of themodulesVn−m,m(A).
We remark that the knowledge of the Sn−m × Sm-character of this module is equivalent to the knowl-
edge of the structure of the space VZ2n (A) under the action of the hyperoctahedral group Hn (see
[8,9]).
Throughout this paper, with a light abuse of notation, we shall consider Vl,m as spanned by the
multilinearmonomials in the letters y1, . . . , yl , z1, . . . , zm. In this case, Sl × Sm will denote the product
of the symmetric groups Sl and Sm acting on y1, . . . , yl and on z1, . . . , zm, respectively.
We give a small account on the representation theory of the groups Sl × Sm (l + m:=n). The irre-
ducible Sl × Sm-characters are in one-to-one correspondencewith thepairs of partitions (λ,μ)of l and
m respectively; in this case wewrite λ  l,μ  m, and |λ| = l, |μ| = m. More precisely, if χν denotes
the irreducible S|ν|-character associated to the partition ν , then the irreducible Sl × Sm-character
associated to (λ,μ) is χλ,μ = χλ ⊗ χμ.
In order to simplify the notation, we shall often identify the irreducible character χν of the sym-
metric group with the corresponding partition ν = (ν1, . . . , νr). So, for instance, we shall write
χl,m(A) =
∑
λl
μm
mλ,μ λ ⊗ μ
for some multiplicitiesmλ,μ = mλ,μ(A) 0.
3. Z2-gradings on E
Let F be a ﬁeld of characteristic zero and L be an inﬁnite dimensional vector space over F . Let E be the
Grassmann algebra generated by L, let B = {e1, e2, . . .} be a linear basis of L and let E = {ei1ei2 . . . ein |
n ∈ N, ei1 < ei2 < · · · < ein} be the basis of the Grassmann algebra E generated by L. In this paper we
consider the Z2-gradings of E deﬁned as in the ﬁrst section. More precisely, let
‖ · ‖ : B → Z2
be a ﬁxed map, if w = ei1ei2 . . . ein ∈ E then the set Supp(w):={ei1 , ei2 , . . . , ein} is the support of w
and we deﬁne the Z2-grading of w by
‖ei1ei2 . . . ein‖ = ‖ei1‖ + · · · + ‖ein‖. (1)
When, for all ei ∈ B, one has ‖ei‖ = |ei| = 1 ∈ Z2 then we obtain the natural Z2-grading on E, that
is:
∣∣ei1ei2 . . . ein
∣∣:=
{
0 if n is even
1 otherwise.
In this case, let E0 be the homogeneous component of Z2-degree 0 and let E1 be the component of
degree 1. It is well known that E0 = Z(E) is the center of E and ab + ba = 0 for all a, b ∈ E1. Thismeans
that E satisﬁes the following graded polynomial identities:
[y1, y2], [y1, z1], z1z2 + z2z1.
Now, let us consider on E the Z2-gradings induced by the maps
‖ · ‖k ‖ · ‖k∗ and ‖ · ‖∞
deﬁned respectively by:
‖ei‖k =
{
0 for i = 1, . . . , k,
1 otherwise,
(2)
‖ei‖k∗ =
{
1 for i = 1, . . . , k,
0 otherwise
(3)
and
‖ei‖∞ =
{
0 for i even,
1 for i odd.
(4)
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Note that, in order to characterize the graded polynomial identities of E and determine its codimension
and cocharacter with respect any Z2-grading (E, ‖ · ‖), it is enough to study them for these gradings.
In our paper, we write
(Gk , ‖ · ‖ ), (Gk∗ , ‖ · ‖ ) and (G∞, ‖ · ‖ )
instead of
(E, ‖ · ‖k), (E, ‖ · ‖k∗) and (E, ‖ · ‖∞),
respectively. Moreover we adopt the following notation in order to distingue the elements of the basis
of L with respect their Z2-degree:
• in the superalgebra Gk we put ηi :=ei for i = 1, . . . , k and i :=ek+i, for all i = 1, 2, . . .;• similarly, in the superalgebra Gk∗ we write ηi :=ek+i for all i = 1, 2, . . . and i :=ei, for i =
1, . . . , k;
• ﬁnally, in the superalgebra G∞ we put ηi :=e2i and i :=e2i−1 for all i = 1, 2, . . .
4. Graded PI of Gk∗ and G∞
Since in this section also ordinary polynomial identities occur, let us consider the space Vn of
multilinear polynomials in the free associative algebra F〈X〉. With obvious meaning we can consider
the ideal, T(E), of ordinary polynomial identities of the Grassmann algebra E, and the ordinary Sn-
modules Vn(E) = VnVn∩T(E) · We shall denote by χn(E) the character of the Sn-module Vn(E), and by
cn(E) its dimension. In this ordinary case, it has been proved in [12,13] that
• T(E) is generated as T-ideal of F〈X〉 by the polynomial [x1, x2, x3];• cn(E) = 2n−1;
• χn(E) = ∑n−1i= 0 νi,
where νi = (n − i, 1i)  n is the hook partition of nwith leg i.
The following is an easy criterion in order to establish if a givenmultilinear polynomial f (x1, . . . , xn)
is a polynomial identity for E.
Lemma 3. Let f (x1, . . . , xn) ∈ Vn. Then f ∈ T(E) ⇔ for anyweightmapw : {1, . . . , n} → Z2 there exist
a1, . . . , an ∈ E with pairwise disjoint supports such that, for all i, |ai| = w(i) ∈ Z2 and f (a1, . . . , an) = 0.
We obtain a similar result for the graded identities of E with respect to its standard Z2-grading.
Lemma 4. Let f (y1, . . . , yl , z1, . . . , zm) ∈ Vl,m. Then f ∈ T2(E) ⇔ there exist a1, . . . , al , b1, . . . , bm ∈ E
with pairwise disjoint supports such that ai ∈ E0, bi ∈ E1 and f (a1, . . . , al , b1, . . . , bm) = 0.
The following result establishes some relations between the Sl × Sm-modules Vl,m(G∞), Vl,m (Gk∗)
and Vl+m(E).
Proposition 5. Let n = l + m and let ψl,m : Vn → Vl,m be the linear isomorphism induced by the map
xi →
{
yi for i = 1, . . . , l
zi−l otherwise . Then
(a) For all l,m ∈ N
ψl,m (Vn ∩ T(E)) = Vl,m ∩ T2(G∞)
and so Vn(E) and Vl,m(G∞) are Sl × Sm isomorphic modules;
(b) If m k then
ψl,m (Vn ∩ T(E)) = Vl,m ∩ T2 (Gk∗)
and so Vn(E) and Vl,m (Gk∗) are Sl × Sm isomorphic modules.
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Proof. Letm k andassumethatψl,m(f (x1, . . . , xn)) = f (y1, . . . , yl , z1, . . . , zm) is amultilineargraded
polynomial identity for the superalgebra Gk∗ . Letw : {1, . . . , n} → Z2 be any ﬁxedmap, if i lwe put
ai =
{
η2i−1η2i if w(i) = 0,
η2i otherwise,
while, for i = l + 1, . . . , n, we consider the following elements in Gk∗ :
bi−l =
{
εi−lη2i−1 if w(i) = 0,
εi−l otherwise.
Then f (a1, . . . , al , b1, . . . , bm) = 0since f (y1, . . . , yl , z1, . . . , zm) ∈ T2 (Gk∗), andso,byLemma3, f (x1, . . . , xn)
is a polynomial identity for the Grassmann algebra E, proving the second point of our statement.
Similarly we obtain a proof for the ﬁrst point. 
As a consequence we have:
Corollary 6. The graded codimension sequences of the superalgebras G∞ and Gk∗ are:
(a) cZ2n (G∞) = 4n−
1
2
(b) cZ2n (Gk∗) = 2n−1
∑k
t=0
(
n
t
)
.
Proof. ByTheorem2, onehas cZ2n (G∞) =
∑n
m= 0
(
n
m
)
cn−m,m(G∞). Byprevious lemma cn−m,m(G∞) =
cn(E) for allm n and so theﬁrst point is an immediate consequenceof the valueof cn(E) = 2n−1 given
in [12]. Let us consider now the superalgebra Gk∗ . In this case the polynomial z1 · · · zk+1 is a graded
identity of Gk∗ . Hence, cn−m,m (Gk∗) = 0 for all m k + 1 and so, by the previous lemma, we ob-
tain: cZ2n (Gk∗) =
∑n
m= 0
(
n
m
)
cn−m,m (Gk∗) = ∑min{k,n}m= 0
(
n
m
)
2n−1 = 2n−1 ∑kt=0
(
n
t
)
since
(
n
t
)
= 0 for
t > n. 
We also have the following description of the cocharacter sequences.
Corollary 7. Let λs = (l − s, 1s)  l and μt = (1 + t, 1m−t−1)  m be the hook partitions of l and m
with leg s and arm t respectively. Let k ∈ N, then the graded cocharacter sequences of the superalgebras
G∞ and Gk∗ are the following:
(a) • χl,0(G∞) = ∑l−1s= 0 λs ⊗ ∅ (l 1);
•χ0,m(G∞) = ∑m−1t = 0 ∅ ⊗ μt (m 1);
•χl,m(G∞) = ∑l−1s= 0 ∑m−1t = 0 2 (λs ⊗ μt) (l,m 1);
(b) • χl,0 (Gk∗) = ∑l−1s= 0 λs ⊗ ∅ (l 1);
•χ0,m (Gk∗) = ∑m−1t = 0 ∅ ⊗ μt (1m k);
•χl,m (Gk∗) = ∑l−1s= 0 ∑m−1t = 0 2 (λs ⊗ μt) ( l 1, 1m k);•χl,m (Gk∗) = 0 ( l 0, m k + 1).
Proof. Let n = m + l, ifm k + 1 then, as we said above, Vl,m (Gk∗) = 0. In the other cases, by Prop-
osition 5, the spaces Vn(E), Vl,m(G∞) and Vl,m (Gk∗) are Sl × Sm-isomorphic modules. Hence the result
follows from a straightforward computation using the decomposition of χn(E) = ∑n−1i= 0
(
n − i, 1i
)
given in [13] and the representation theory of the symmetric group. More precisely, it follows by
Branching Rule (see Section 2.8 of [14]) that when we restrict the irreducible representation νi =(
n − i, 1i
)
of Sn to its subgroup Sl × Sm then its Sl × Sm-irreducible components are λs ⊗ μt for some
λs = (l − s, 1s)  l and μt =
(
1 + t, 1m−t−1
)
 m. By Frobenius Reciprocity Law the multiplicity of
λs ⊗ μt in the previous decomposition equals the multiplicity cis,t = cνiλsμt of νi in the induced repre-
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sentation (λs ⊗ μt)Sn . By the Littlewood-Richardson rule (see Section 4.9 of [14]), cis,t is the number of
semistandard tableau T such that T has shape νi/λs, contentμt andmoreover the rowword of T ,πT , is
a reverse lattice permutation. Since νi and λs are both hook partitions then the skew shape νi/λs has
at most 2 connected components. The ﬁrst one is a row of length n − i − (l − s) = m − (i − s), the
second is a column of height i − s. By the previous conditions on the semistandard tableau T we obtain
that entries in the row are all 1 while the entries in the column constitute a standard tableau T ′. If 1
does not appear in T ′ then 1 + t = m − (i − s), on the other hand if one (the ﬁrst) entry of T ′ is 1 then
t = m − (i − s). Therefore cis,t is non zero if and only if either i − s + t = m − 1 or i − s + t = m, in
both cases one has cis,t = 1 since the semistandard tableau T is uniquely determined. As a consequence
we obtain the desired conclusion on the decomposition ofχl,m(E, ‖ · ‖). More precisely, its irreducible
component λs ⊗ μt comes from the irreducible components νs+m−1−t and νs+m−t of χn(E). 
Let us recall the following remarkable fact:
Remark 8. Since the polynomial [x1, x2, x3] is an ordinary polynomial identity of the Grassmann alge-
bra E then T2(E, ‖ · ‖) contains the polynomials [u1, u2, u3] for all ui ∈ Y ∪ Z . Moreover, as in the proof
of Lemma 1.4.2 of [4] it follows that the polynomials [u1, u2][u3, u4] + [u1, u3][u2, u4] are graded
polynomial identities of (E, ‖ · ‖) for any choice of ui in {yi, zi}, (i = 1, . . . , 4).
Let us consider the T2-ideal generated by the previous polynomials. We give:
Deﬁnition 9. Let I be the T2-ideal of F〈Y ∪ Z〉 generated by the polynomials [u1, u2, u3] for any choice
of ui in {yi, zi}, (i = 1, . . . , 3).
By the previous remark we have I ⊆ T2(E, ‖ · ‖), moreover if σ ∈ Sn then
[uσ(1), uσ(2)] · · · [uσ(n−1), uσ(n)] = (−1)σ [u1, u2] · · · [un−1, un] (mod I), (5)
where (−1)σ is the signum of the permutation σ .
Now we are able to ﬁnd the generators for the graded polynomial identities of our superalgebra
(E, ‖ · ‖) when the eigenspace L1 = {v ∈ L | ‖v‖ = 0} is inﬁnite dimensional. As we said above it is
enough to ﬁnd them for the superalgebras (E, ‖ · ‖∞) = (G∞, ‖ · ‖) and (E, ‖ · ‖k∗) = (Gk∗ , ‖ · ‖).We
have:
Theorem 10. Let T2(Gd) be the T2-ideal of the graded polynomial identities for the superalgebra (Gd, ‖ · ‖),
d = ∞, k∗. Put U = Y ∪ Z , then
(a) T2(G∞) is generated by the set of the following polynomials:
• [u1, u2, u3]
(b) T2 (Gk∗) is generated by the set of the following polynomials:
• [u1, u2, u3]• z1z2 · · · zk+1.
Proof. Let Ik be the T2-ideal of F〈Y ∪ Z〉 generated by I together with the monomial z1z2 · · · zk+1.
Clearly Ik ⊆ T2 (Gk∗) and so it sufﬁces to prove that Vl,m ∩ T2 (Gk∗) ⊆ Vl,m ∩ Ik in order to get
Ik = T2 (Gk∗). Let f (y1, . . . , yl , z1, . . . , zm) ∈ Vl,m ∩ T2 (Gk∗), since z1z2 · · · zk+1 lies in Ik we can as-
sume that m k. By Proposition 5, f (x1, . . . , xn) is a polynomial identity of E, hence f (x1, . . . , xn) =∑h
i= 1 ai[bi, ci, di]gi for some polynomials ai, . . . , gi ∈ F〈X〉. Since f (x1, . . . , xn) is multilinear we can
assume that each of these elements is a monomial in F〈X〉 and aibicidigi ∈ Vn for all i. So, we have
f (y1, . . . , yl , z1, . . . , zm) = ψl,m(f (x1, . . . , xn)) = ∑hi= 1 ψl,m(ai[bi, ci, di]gi) = ∑hi= 1 a¯i[b¯i, c¯i, d¯i]g¯i,
where a¯i, . . . , g¯i are monomials in F〈Y ∪ Z〉 and a¯ib¯ic¯id¯ig¯i ∈ Vl,m for all i. Therefore any summand
is in the T2-ideal Ik since it contains the polynomials [u1, u2, u3]. This proves the second point of our
theorem. Clearly, a similar argument holds in the ﬁrst case and we are done. 
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In order to ﬁnd the generators for T2(Gk) and describe its cocharacter and codimension sequences
we need some preliminary results involving the notion of Y-proper polynomials.
5. Y-proper polynomial identities of Gk, some reductions
Proper polynomials were brought up for the ﬁrst time byMalcev and Specht in 1950, and constitute
a valuable tool when working with polynomial identities of unitary algebras. Drensky in [3] started
using them in a quantitative approach to the study of T-ideals of free algebras, developing an idea used
by Volichenko [16]. Here we recall brieﬂy some definitions and results.
Let R be any ring, and let r1, r2 ∈ R. The commutator of r1 and r2 is the element [r1, r2]:=r1r2 −
r2r1. If k 3 one writes inductively [r1, r2, . . . , rk]:=[r1, . . . , rk−1]rk − rk[r1, . . . , rk−1], a left-normed
commutator of length k.
When dealing with Z2-graded algebras the free algebra is F〈Y ∪ Z〉 and one speaks of Y-proper
polynomials (see [5, Section 2; 7, Section 2]). These polynomials are the elements of the unitary F-
subalgebra B generated by the elements of Z and by all non trivial commutators. Roughly speaking, a
polynomial f ∈ F〈Y ∪ Z〉 is Y-proper if all the y ∈ Y occurring in f appear in commutators only. Notice
that if f ∈ F〈Z〉 then f is Y-proper.
It is well known (see, for instance, Lemma 1 Section 2 in [7]) that all graded polynomial identities
of a superalgebra A follow from the Y-proper ones. This means that the set T2(A) ∩ B generates the
whole T2(A) as a T2-ideal. Let us denote B(A):=B/
(
T2(A) ∩ B
)
.
We shall denote Γl,m the set of multilinear polynomials of Vl,m which are Y-proper. It is not difﬁcult
to see that Γl,m is a left Sl × Sm-submodule of Vl,m and the same holds for Γl,m ∩ T2(A). Hence the
factor module
Γl,m(A):= Γl,m
Γl,m ∩ T2(A)
is a Sl × Sm-submodule of Vl,m(A). We shall denote by ξl,m its character (aZ2-graded proper cocharacter
of A) and by γl,m(A) its dimension.
The next result relates the structure of Vl,m(A) with the structure of Γl,m(A) (see [7] Proposition 1
Section 2). Here and in the following we adopt the notation
((l − r) ⊗ (λ ⊗ μ))Sl×Sm := ((l − r) ⊗ λ)Sl ⊗ μ,
where λ  r and μ  m. With this notation, we have:
Proposition 11. Let A be a unitary superalgebra, and let ξr,m(A) be the sequence of proper cocharacters of
A. Then
χl,m(A) =
l∑
r=0
(
(l − r) ⊗ ξr,m(A))Sl×Sm .
Moreover,
cl,m(A) =
l∑
r=0
(
l
r
)
γr,m(A).
Using Eq. (5) we easily obtain:
Lemma 12. If l ≡ 0 (mod 2) then Γl,m is generated modulo I by the polynomials
zi1 . . . zim [y1, y2] . . . [yl−1, yl]
That is: for any f ∈ Γl,m there exists g ∈ Γ0,m such that
f (y1, . . . , yl , z1, . . . , zm) ≡ g(z1, . . . , zm)[y1, y2] . . . [yl−1, yl] (mod I).
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In a similar way we obtain:
Lemma 13. If l ≡ 1 (mod 2) and m 1 then Γl,m is generated modulo I by the polynomials
zi1 . . . zim−1 [zim , y1][y2, y3] . . . [yl−1, yl]
That is: for any f ∈ Γl,m there exists g ∈ Γ1,m such that
f (y1, . . . , yl , z1, . . . , zm) ≡ g(z1, . . . , zm, y1)[y2, y3] . . . [yl−1, yl] (mod I).
In the even case we also have:
Lemma 14. Let l ≡ 0 (mod 2) and f ∈ Γl,m.
(a) if l k + 1 then f ∈ T2(Gk),
(b) if l k then f ∈ T2(Gk) ⇐⇒ g ∈ T2(Gk−l),
In the odd case we obtain:
Lemma 15. Let l ≡ 1 (mod 2),m 1 and f ∈ Γl,m.
(a) if l k + 1 then f ∈ T2(Gk);
(b) if l k then f ∈ T2(Gk) ⇐⇒ g ∈ T2(Gk−l+1).
The above lemmas leads us to study just Γ0,m ∩ T2(Gh) and Γ1,m ∩ T2(Gh) for all h.
6. The structure of Γ0,m(Gh)
First we give an upper bound for the proper graded codimension γ0,m(Gh). Using the results in
Remark 8 and Eq. (5), it is easy to see Γ0,m is generated, modulo I, by the polynomials
zi1 . . . zir
[
zj1 , zj2
]
. . .
[
zjt−2 , zjt
]
,
where t is even, r + t = m and
• i1 < i2 < · · · < ir;• j1 < j2 < · · · < jt .
Let T = {j1, . . . , jt} ⊆ {1, . . . ,m} and let us denote the previous polynomial by fT (z1, . . . , zm).
Therefore any element of Γ0,m is, modulo I, a linear combination of polynomials fT , that is
f ≡ ∑
T
αT fT (mod I)
for some αT ∈ F .
Deﬁnition 16. Form 2 let
gm(z1, . . . , zm) =
∑
T
|T| even
(−2)− |T|2 fT ,
moreover put
g1(z1) = z1.
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By previous definition we obtain:
Lemma 17. In the free superalgebra F〈Y ∪ Z〉 the following equivalences hold:
(a) gm+1 (z1, . . . , zm+1) ≡ z1gm (z2, . . . , zm+1) − 1
2
[z1, z2] gm−1 (z3, . . . , zm+1)
−1
2
m−1∑
i=2
z2z3 · · · zi [z1, zi+1] gm−i (zi+2, . . . , zm+1) − 1
2
z2 · · · zm [z1, zm+1] (mod I).
(b) gm+1(z1, . . . , zm+1) ≡ gm(z1, . . . , zm)zm+1 − 1
2
gm−1(z1, . . . , zm−1)[zm, zm+1]
−1
2
m−2∑
i=1
gi(z1, . . . , zi)zi+2 · · · zm[zi+1, zm+1] − 1
2
z2 · · · zm[z1, zm+1] (mod I).
Proposition 18. The polynomial gh+2(z1, . . . , zh+2) is a Z2-graded polynomial identity for Gh.
Proof. Let S be any ﬁnite subset of N∗ and let ϕS : F〈Y ∪ Z〉 → F〈Y ∪ Z〉 be the endomorphism
induced by ϕS(yi):=y|S|+i for all i 1, and
ϕS(zi):=vi =
{
yi if i ∈ S,
zi if i /∈ S.
Notice that, if T2(E) denotes the T2-ideal of the natural Z2-grading on E induced by the map | · |, then
a multilinear polynomial f (z1, . . . , zm) ∈ F〈Z〉 is a graded polynomial identity for the superalgebra Gh
if and only if ϕS(f ) ∈ T2(E) for all S ⊆ {1, . . . ,m}with |S| h. So we will prove by induction on h that
ϕS(gh+2) ∈ T2(E) for all S such that |S| h.
Clearly, if h = 0 then ϕS(gh+2) = ϕ∅(g2) = g2(z1, z2) = z1z2 − 12 [z1, z2] = 12 (z1z2 + z2z1) and
this polynomial belongs to the T2-ideal T2(E).
Let us consider h 1 and ﬁx a subset S of {1, . . . , h + 2} of cardinality at most h. Although ϕS is not
a Z2-graded endomorphism of the free superalgebra, the T2-ideal I (given by Definition 9) is invariant
under the action of this endomorphism.
Assume that h + 2 ∈ S. Since T2(E) contains the T2 ideal I and the polynomials [zi, yh+2], [yi, yh+2],
thenby (b)ofLemma17weobtainϕS(gh+2(z1, . . . , zh+2)) ≡ ϕS(gh+1(z1, . . . , zh+1))yh+2 (modT2(E)).
Let S′ = S \ {h + 2}, so
ϕS(gh+1(z1, . . . , zh+1)) = ϕS′(gh+1(z1, . . . , zh+1)) ∈ T2(E)
by inductive hypothesis.
Now, we suppose that h + 2 /∈ S. Let k be the maximum in {1, . . . , h + 1} \ S, so
(v1, . . . , vh+2) = (v1, v2, . . . , vk−1, zk , yk+1, . . . , yh+1, zh+2).
If i = 0, . . . , k − 2, since the cardinality of the set S ∩ {i + 2, . . . , h + 2} is atmost h − i − 1, by induc-
tive hypothesis we obtain ϕS(gh+1−i(zi+2, . . . , zh+2)) ∈ T2(E). If i = k − 1, then we get
ϕS(gh+2−k(zk+1, . . . , zh+2)) = gh+2−k(yk+1, . . . , yh+1, zh+2)
≡ yk+1 · · · yh+1zh+2 (mod T2(E)).
Finally, if i = k, . . . , h, then ϕS([z1, zi+1]) = [v1, yi+1] ∈ T2(E). Therefore, by using (a) of Lemma 17
we get
ϕS(gh+2(z1, . . . , zh+2)) ≡ − 1
2
v2 · · · vk−1[v1, zk]yk+1 · · · yh+1zh+2
−1
2
v2 · · · vk−1zkyk+1 · · · yh+1[v1, zh+2] (mod T2(E)).
Since T2(E) contains the polynomials [yi, zj] and zjzt + ztzj , we conclude our proof. 
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Deﬁnition 19. Let Jh be the T2-ideal of the free superalgebra F〈Y ∪ Z〉 generated by I and the polyno-
mial gh+2(z1, . . . , zh+2).
As a consequence of the previous result we obtain Jh ⊆ T2(Gh), moreover we have:
Lemma 20. In the free superalgebra F〈Y ∪ Z〉 we have:
(a) z1z2 · · · zh+2 ≡ ∑ T /=∅|T|even −(−2)
− |T|
2 fT (mod Jh)
(b) z2 · · · zh+2[z1, zh+3] ≡ ∑T ′ βT ′ fT ′ (mod Jh)
for some βT ′ ∈ F and T ′ ⊆ {1, . . . , h + 3},moreover if |T ′| = 2 then 1 /∈ T ′.
Proof. The proof of (a) follows immediately by the previous definitions since the polynomial gh+2
is in Jh. Therefore, modulo Jh, the monomial z1 · · · zh+2 is a linear combination of the polynomials fT
corresponding to the non-empty subsets of {1, . . . , h + 2} with even cardinality. Hence
[z1 . . . zh+2, zh+3] ≡
∑
T
αT [fT , zh+3] (mod Jh)
for some αT ∈ F , T /= ∅. Moreover, if fT = za1 · · · zar [zb1 , zb2 ] · · · [zbt−1 , zbt ], then, modulo I, we have
[fT , zh+3] ≡
r∑
s=1
βTs za1 · · · zas−1zas+1 · · · zar [zas , zh+3][zb1 , zb2 ] · · · [zbt−1 , zbt ]
and also
[z2 . . . zh+2, zh+3] ≡
h+2∑
s=2
z2 . . . zs−1zs+1 . . . zh+2[zs, zh+3].
This implies
z2 · · · zh+2[z1, zh+3]
≡ −
h+2∑
s=2
z1 . . . zs−1zs+1 . . . zh+2[zs, zh+3]
+ ∑
T /=∅
|T|even
αT
r∑
s=1
βTs za1 · · · zas−1zas+1 · · · zar [zas , zh+3][zb1 , zb2 ] · · · [zbt−1 , zbt ].
By Eq. (5), modulo I one has
[zas , zh+3][zb1 , zb2 ] · · · [zbt−1 , zbt ] ≡ ±[zc1 , zc2 ] · · · [zct+1 , zct+2 ],
where c1 < · · · < ct+2. Since I ⊆ Jh we are done. 
Proposition 21. For all m 1,Γ0,m is spanned modulo Jh by
∑h
s=0
(
m − 1
s
)
polynomials.
Proof. Aswesaidabove,Γ0,m is spannedmodulo I bythepolynomials fT = zi1 . . . zir [zj1 , zj2 ] . . . [zjt−1 , zjt ]
where T = {j1, . . . , jt}, |T| = t is even, r + t = m, i1 < i2 < · · · < ir and j1 < j2 < · · · < jt . By using
the results of previous lemma, ifm h + 2 then,modulo Jh, anypolynomial fT is a linear combinationof
polynomials fS where s :=m − |S| h + 1.Moreover, ifm ≡ h + 1 (mod 2) and s = m − |S| = h + 1
thenwe can assume that 1 /∈ S. Let us denote by dm = dm(h) the number of such polynomials fS . Using
the formula
(
m
s
)
=
(
m − 1
s
)
+
(
m − 1
s − 1
)
we get the following value for dm:
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• Ifm ≡ h (mod 2) then dm = ∑h+1s=0
m−s even
(
m
s
)
= ∑hs=0
(
m − 1
s
)
• Ifm ≡ h + 1 (mod 2) then dm =
(
m − 1
h
)
+∑h s=0
m−s even
(
m
s
)
= ∑hs=0
(
m − 1
s
)
.
Clearly, ifm h + 1 we get∑m s= 0
m−s even
(
m
s
)
= ∑m−1s=0
(
m − 1
s
)
generators for Γ0,m modulo Jh, and we
are done because
(
m − 1
s
)
= 0 for all sm. 
In order to ﬁnd the exact value for γ0,m(Gh) we examine the structure of the Sm-module Γ0,m(Gh).
We give
Deﬁnition 22. Set lm, and deﬁne
pl(z1, . . . , zm):=
∑
σ
Stl(zσ(1), z2, . . . , zl)zσ(l+1) . . . zσ(m),
where Stl(u1, . . . , ul) denotes the standard polynomial of degree l.
Remark 23. The polynomial pl corresponds to the standard Young tableau of the hook partition
(m − l + 1, 1l−1) = (1 + b, 1m−b−1). Thismeans thatpl generatesan irreducibleSm-moduleofdimen-
sion
(
m − 1
l − 1
)
=
(
m − 1
b
)
.
Lemma 24. If b:=m − l h then pl is not a graded identity for Gh.
Proof. Since b h there exist b central elements of odd degree in Gh with pairwise disjoint supports,
more precisely we put ai = l+iηi for i = 1, . . . , b.
First we assume that l is even: then Stl(ai, 2, . . . , l) = 0 for all i 1 while Stl(1, 2, . . . , l) =
l!1 · · · l . In this case
pl(1, . . . , l , a1, . . . , am−l) = l!b!1 · · · la1 · · · am−l /= 0.
If l is odd then Stl(ai, 2, . . . , l) = aiStl−1(2, . . . , l) = (l − 1)!ai2 · · · l , for all i 1. Hence, we
obtain
pl(1, . . . , l , a1, . . . , am−l)
= l!b!1 · · · la1 · · · am−l +
b∑
i=1
(l − 1)!b!ai2 · · · l1a1 · · · ai−1ai+1 · · · am−l
= (l + b)(l − 1)!b!1 · · · la1 · · · am−l /= 0. 
In the following result we summarize our results about the structure of Γ0,m(Gh).
Proposition 25. Let m 1 then
(a) Γ0,m(Gh) = Γ0,m(Jh)
(b) γ0,m(Gh) = ∑hs=0
(
m − 1
s
)
(c) ξ0,m(Gh) = ∑hs=0 ∅ ⊗ μs,
where μs =
(
1 + s, 1m−s−1
)
 m.
Proof. Since Jh ⊆ T2(Gh)we obtain by Proposition 21 γ0,m(Gh) dm(h) = ∑hs=0
(
m − 1
s
)
. On the other
hand, the irreducible module generated by the polynomial pl determines an irreducible component
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of Γ0,m(Gh) of dimension
(
m − 1
l − 1
)
=
(
m − 1
b
)
for all l such that m − l = b h. Since these irreducible
components are all distinct we obtain γ0,m(Gh)
∑h
b=0
(
m − 1
b
)
and we are done. 
More generally, in the even case we obtain
Corollary 26. Let l ≡ 0 (mod 2) and m 1, if l k then:
(a) γl,m(Gk) = ∑k−ls=0
(
m − 1
s
)
(b) ξl,m(Gk) = ∑k−ls=0 λl ⊗ μs,
where λl = (1l)  l and μs = (s + 1, 1m−1−s)  m.
Proof. By Lemma 14 we have a linear isomorphism between Γl,m(Gk) and Γ0,m(Gk−l) and this proves
the ﬁrst statement. The second one follows from Eq. (5) and the decomposition given in Proposition
25. 
We ﬁnish this section by studying the exceptional case when l is even andm = 0. We have:
Proposition 27. Let l ≡ 0 (mod 2), if l k then:
(a) γl,0(Gk) = 1;
(b) ξl,0(Gk) = λl ⊗ ∅,
where λl = (1l)  l.
7. The structure of Γ1,m(Gk)
As in the even case we obtain that Γ1,m is spanned modulo I by the following polynomials:
f ′T (z1, . . . , zm, y) = zi1 · · · zir [zj1 , zj2 ] · · · [zjt−2 , zjt−1 ][zjt , y],
where T = {j1, . . . , jt} ⊆ {1, . . . ,m}, |T| = t is odd, r + t = m and
• i1 < i2 < · · · < ir;• j1 < j2 < · · · < jt .
In this case Gh satisﬁes the following polynomial identities:
• [gh+1(z1, . . . , zh+1), y],• gh+1(z1, . . . , zh+1)[zh+2, y].
As a consequence of these graded polynomial identities of Gh, by using similar arguments to those
given in the proofs of Lemma 20 and Proposition 21, we obtain:
Proposition 28. Let J′h be the T2-ideal generated by I and the polynomials [gh+1(z1, . . . , zh+1), y],
gh+1(z1, . . . , zh+1)[zh+2, y], then, for all m 1,Γ1,m is spanned modulo J′h by
∑h−1
s=0
(
m − 1
s
)
polynomials.
More precisely the generators of Γ1,m(J
′
h) are the polynomials
f ′T = zi1 · · · zir [zj1 , zj2 ] · · · [zjt−2 , zjt−1 ][zjt , y],
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where i1 < i2 < . . . < ir and j1 < j2 < . . . < jt , T = {j1, . . . , jt} runs over all the subsets of {1, . . . ,m}
such that |T| = t is odd, r = m − t  h, and 1 /∈ T if r = h.
Let us consider the following polynomials in Γ1,m:
Deﬁnition 29. Set lm, and deﬁne
• ql(y, z1, . . . , zl):= ∑σ (−1)σ [y, zσ(1)]zσ(2) · · · zσ(l)
• p′l(y, z1, . . . , zm):=
∑
σ ql(y, zσ(1), z2, . . . , zl)zσ(l+1) . . . zσ(m).
Remark 30. The polynomial p′l corresponds to the pair of standard Young tableaux (λ1,μm−l) where
λ1 = (1)  1 and μm−l is the hook partition (m − l + 1, 1l−1) of m. This means that p′l generates an
irreducible S1 × Sm-module of dimension
(
m − 1
l − 1
)
.
We have:
Lemma 31. If b:=m − l h − 1 then p′l is not a graded identity for Gh.
Proof. Sincem − l = b h − 1 there exist b central elements a1, . . . , ab of odd degree inGh with pair-
wise disjoint support and such that η = ηh /∈ supp(ai) for all i 1. More precisely we put ai = l+iηi
for i = 1, . . . , b.
First we assume that l is odd: then ql(η, ai, 2, . . . , l) = 0 for all i 1 while ql(η, 1, 2, . . . , l) =
2 · l!η1 · · · l . In this case
p′l(η, 1, . . . , l , a1, . . . , am−l) = 2 · l!b!η1 · · · la1 · · · am−l /= 0.
If l is even then ql(η, ai, 2, . . . , l) = −2 · (l − 1)!ηai2 · · · l , for all i = 1, . . . , b. Hence,we obtain
p′l(η, 1, . . . , l , a1, . . . , am−l)
= 2 · l!b!η1 · · · la1 · · · am−l −
b∑
i=1
2 · (l − 1)!b!ηai2 · · · l1a1 · · · ai−1ai+1 · · · am−l
= 2 · (l + b)(l − 1)!b!η1 · · · la1 · · · am−l /= 0. 
As a consequence we obtain the description of Γ1,m(Gh).
Proposition 32. Let m 1 then
(a) Γ1,m(Gh) = Γ1,m(J′h).
(b) γ1,m(Gh) = ∑h−1s=0
(
m − 1
s
)
.
(c) ξ1,m(Gh) = ∑h−1s=0 λ1 ⊗ μs,
where λ1 = (1)  1 and μs = (1 + s, 1m−s−1)  m.
Proof. Since J′h ⊆ T2(Gh)weobtain by Proposition 28γ1,m(Gh)
∑h−1
s=0
(
m − 1
s
)
. On the other hand, the
irreduciblemodulegeneratedby thepolynomialp′l determinesan irreducible componentofΓ1,m(Gh)of
dimension
(
m − 1
l − 1
)
=
(
m − 1
b
)
for all l such thatb = m − l h − 1. Since these irreducible components
are all distinct we obtain γ1,m(Gh)
∑h−1
b=0
(
m − 1
b
)
and we are done. 
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As in the even case we also obtain:
Corollary 33. Let l ≡ 1 (mod 2) and m 1, if l k then:
(a) γl,m(Gk) = ∑k−ls=0
(
m − 1
s
)
(b) ξl,m(Gk) = ∑k−ls=0 λl ⊗ μs,
where λl = (1l)  l and μs =
(
s + 1, 1m−1−s
)
 m.
Proof. By Lemma 15 we have a linear isomorphism between Γl,m(Gk) and Γ1,m(Gk−l+1) and this
proves the ﬁrst statement. The second one follows from the Eq. (5) and the decomposition given in
Proposition 32. 
Remark 34. Clearly, if l is odd and m = 0 then Γl,0(Gk) = 0 because, by Remark 8, any Y-proper
polynomial of odd degree in F〈Y〉 is a graded polynomial identity of Gk .
8. The main result on T2(Gk)
Let us recall that (Gk , ‖ · ‖) denotes the pair (E, ‖ · ‖k), where E is the Grassmann algebra generated
by an inﬁnite dimensional vector space L over the ﬁeld F of characteristic zero and ‖ · ‖k induces on E
the Z2-grading deﬁned in Eqs. (1) and (2).
We set
e(k) =
{
k if k is even
k − 1 if k is odd
and we obtain the following decomposition for the graded cocharacter sequences of Gk .
Proposition 35. Letλa = (l − a, 1a)  l andμb =
(
1 + b, 1m−b−1
)
 mbe the hook partitions of l and
m with leg a and arm b respectively. The graded cocharacter sequences of the superalgebra (Gk , ‖ · ‖) are
the following:
• χl,0(Gk) = ∑l−1a= 0 λa ⊗ ∅ (l k)
• χl,0(Gk) = ∑e(k)a= 0 λa ⊗ ∅ (l k + 1)
• χ0,m(Gk) = ∑m−1b= 0 ∅ ⊗ μb (m k)
• χ0,m(Gk) = ∑kb= 0 ∅ ⊗ μb (m k + 1)
• χl,m(Gk) = ∑l−1a= 0 ∑m−1b= 0 ma,b (λa ⊗ μb) (l,m 1)
where the multiplicities ma,b of the irreducible Sl × Sm-character λa ⊗ μb satisfy the following
equalities:
(i) ma,b = 2, if a + b k − 1.
(ii) ma,b = 1, if a + b = k.
(iii) ma,b = 0, otherwise.
Proof. Let r be the Sr-irreducible character associated to the partition (1
r) of r, then by the Young-
rulewe obtain ((l − r) ⊗ r)Sl = λr−1 + λr , for 1 r  l − 1. Therefore the ﬁrst and the second point
follows from Propositions 11, 27, Lemma 14 and Remark 34. Clearly, χ0,m(Gk) = ξ0,m(Gk) and so we
obtain the other two cases from Proposition 25. Finally, we consider the case when l,m 1. Then, as
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above, χl,m(Gk) = ∑lr=0 ((l − r) ⊗ ξr,m(Gk))Sl×Sm . Using the Young-rule and looking to the decom-
positions of ξr,m(Gk) obtained in the previous sections, we have that the irreducible components of
χl,m(Gk) are of type λa ⊗ μb for some a, b 0. Clearly the multiplicity ma,b of λa ⊗ μb is non-zero
if and only if either the irreducible character a ⊗ μb appears in the decomposition of ξa,m(Gk) or
a+1 ⊗ μb occurs in the decomposition of ξa+1,m(Gk).
At the light of Corollaries 26, 33, this provides the values of the multiplicities as stated. 
About codimension sequences of Gk , we start with a preliminary result about sums of certain
binomial coefﬁcients.
Lemma 36. Let l, k, q 0 then
k∑
r = 0
(
l
r
) k−r∑
s= 0
(
q
s
)
=
k∑
t = 0
(
l + q
t
)
.
Proof. First, we notice that if k> n = l + q then
k∑
t = 0
(
l + q
t
)
=
n∑
t = 0
(
l + q
t
)
= 2n
and
k∑
r = 0
(
l
r
) k−r∑
s= 0
(
q
s
)
=
l∑
r = 0
(
l
r
) q∑
s= 0
(
q
s
)
= 2l2q = 2n,
since k> l and for each r = 0, . . . , l one has k − r  k − l> q.
Therefore the result follows by induction on n over all triple (k, l, q) such that k n = l + q. 
The main result about codimensions of Gk is:
Proposition 37. The graded codimension sequences of the superalgebra (Gk , ‖ · ‖) are the following:
• cn−m,m(Gk) = ∑kt = 0
(
n − 1
t
)
(m 1)
• cn,0(Gk) = ∑e(k)t = 0
(
n − 1
t
)
• cZ2n (Gk) =
⎧⎪⎪⎨
⎪⎪⎩
2n
∑k
t = 0
(
n − 1
t
)
if k is even,
2n
∑k
t = 0
(
n − 1
t
)
−
(
n − 1
k
)
if k is odd.
Proof. By Proposition 11 we have cn−m,m(Gk) = ∑n−mr=0
(
n − m
r
)
γr,m(Gk). Notice that γr,m(Gk) = 0 if
r  k + 1, hence cn−m,m(Gk) = ∑kr=0
(
n − m
r
)
γr,m(Gk). Therefore, ifm 1, the result follows from Cor-
ollaries 26, 33 and Lemma 36.
Whenm = 0, then γr,0(Gk) = 0 for all odd values of r. Thus by Proposition 27we obtain cn,0(Gk) =∑k
r=0
(
n
r
)
γr,0(Gk) = ∑kr=0
r even
(
n
r
)
and this proves the second point of our statement. Finally, we have
cZ2n (Gk) =
∑n
m=0
(
n
m
)
cn−m,m(Gk) and by previous steps we are done. 
Finally, we can prove the main result of this section:
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Theorem 38. Let T2(Gk)be the T2-ideal of the gradedpolynomial identities for the superalgebra (Gk , ‖ · ‖).
Put U = Y ∪ Z , then T2(Gk) is generated by the set of the following polynomials:
(a) [u1, u2, u3];
(b) [y1, y2] · · · [yk−1, yk][yk+1, uk+2] if k is even;
(c) [y1, y2] · · · [yk−2, yk−1][yk , yk+1] if k is odd;
(d) gk−l+2(z1, . . . , zk−l+2)[y1, y2] · · · [yl−1, yl] (∀ l k, l even);
(e) [gk−l+2(z1, . . . , zk−l+2), y1][y2, y3] · · · [yl−1, yl] (∀ l k, l odd);
(f) gk−l+2(z1, . . . , zk−l+2)[zk−l+3, y1][y2, y3] · · · [yl−1, yl] (∀ l k, l odd).
Proof. LetPk be the T2-ideal of F〈Y ∪ Z〉 generated by the polynomials listed above accordingly to the
parity ofk.Moreover, let I, Jh, J
′
h be the T2-ideals deﬁned in theprevious sections (h ∈ N). Clearly I ⊆ Pk
and it is easy to verify that Pk ⊆ T2(Gk). Hence it is enough to show that Γl,m ∩ T2(Gk) ⊆ Γl,m ∩ Pk .
Assume ﬁrst that k and l are both even and let f (y1, . . . , yl , z1, . . . , zm) be a Y-proper graded poly-
nomial identity of Gk . Since l is even then, by Lemma 12, there exists g(z1, . . . , zm) ∈ Γ0,m such
that f ≡ g[y1, y2] · · · [yl−1, yl] (mod I). Since I ⊆ Pk the same conclusion holds (mod Pk). Since[y1, y2] · · · [yk−1, yk][yk+1, uk+2] ∈ Pk we can assume that l k and so by Lemma 14 we obtain that
g(z1, . . . , zm) is a graded polynomial identity of the superalgebra Gk−l . Put h = k − l, then by Proposi-
tion25wehave that g belongs to the T2-ideal Jh. Hence, there exist certainmonomials vi,wi ∈ F〈Y ∪ Z〉
and some graded endomorphisms ϕi of the free superalgebra such that g ≡ ∑i viϕi(gh+2)wi (mod I).
Since the commutators [u1, u2] are central elements in the superalgebra F〈Y∪Z〉I we obtain:
f ≡ g[y1, y2] · · · [yl−1, yl] ≡
∑
i
viϕi(gh+2)[y1, y2] · · · [yl−1, yl]wi (mod I).
Since gh+2(z1, . . . , zh+2) and [y1, y2] · · · [yl−1, yl] are polynomials in disjoint sets of indeterminates
we can assume that ϕi(yj) = yj for all i, j. This implies that each summand in the previous sum is an
element of the T2-ideal generated by the polynomial gk−l+2(z1, . . . , zk−l+2)[y1, y2] · · · [yl−1, yl]which
is one of the generators of Pk . Since I ⊆ Pk we have the desired conclusion f ∈ Pk . Similar arguments
hold for the remaining cases and we are done. 
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