We study a graph partitioning problem motivated by the simulation of the physical movement of multi-body systems on an atomistic level, where the forces are calculated from a quantum mechanical description of the electrons. Several advanced algorithms have been published in the literature for such simulations that are based on evaluations of matrix polynomials. We aim at efficiently parallelizing these computations by using a special type of graph partitioning. For this, we represent the zero-nonzero structure of a thresholded matrix as a graph and partition that graph into several components. The matrix polynomial is then evaluated for each separate submatrix corresponding to the subgraphs and the evaluated submatrix polynomials are used to assemble the final result for the full matrix polynomial. The paper provides a rigorous definition as well as a mathematical justification of this partitioning problem. We use several algorithms to compute graph partitions and experimentally evaluate their performance with respect to the quality of the partition obtained with each method and the time needed to produce it.
Introduction
Molecular dynamics (MD) simulations study the physical movements of multi-body systems on an atomistic level. The interatomic movements take place at the femtosecond (10 −15 second) time scale and are integrated in a simulation for a pre-specified period of time, typically in the pico to nanosecond (10 −12 to 10 −9 second) range. In quantum-based molecular dynamics (QMD) simulations, the interatomic forces are calculated from an underlying quantum mechanical description of the electronic structure.
Several QMD methods are available for a variety of materials systems. The main computational effort in the density functional based self-consistent tight-binding theory [5] , one of the most efficient and widely used approaches, is the diagonalization of a matrix, the so-called Hamiltonian matrix. The Hamiltonian matrix encodes the electronic energy of the system which is needed in order to construct the density matrix, which describes the electronic structure of the system. The selfconsistent construction of the density marix is performed at each time step in a QMD simulation, prior to each force evaluation. Using diagonalization, the construction of the density matrix requires a runtime of O(N 3 ), where N is the dimension of the Hamiltonian, and is only suitable for systems of small size. A number of reduced complexity algorithms have been developed during the last two decades with a runtime which scales only linearly, O(N ), with the system size.
One such recent approach was proposed in [13] and relies on a recursive polynomial expansion representation of the density matrix. In contrast to diagonalization methods, the sparse-matrix second-order spectral projection (SM-SP2) algorithm scales linearly with the system size for nonmetallic systems and competes or outperforms regular diagonalization schemes in both speed and accuracy using dense or sparse matrices [12] . In this method, the density matrix D is computed from the Hamiltonian H using the formula
where the initial matrix X 0 is a linearly modified version of H and f i (X i ) is a quadratic function (either X 2 i or 2X i − X 2 i , depending on the value of the trace of X i or X i+1 ). It is usually sufficient to perform no more than 20 − 30 iterations in order to obtain a close approximation of D. In order to reduce the computational complexity, thresholding is applied, where small nonzero elements of the matrix (typically between 10 −5 to 10 −7 ) are replaced by zeroes.
The computational cost of the SM-SP2 algorithm is dominated by the cost of computing a matrix polynomial P , determined by the cost of squaring sparse matrices. In order to keep the wall-clock time low for large systems, given the large number (10 4 − 10 6 ) of time steps needed in a typical QMD simulation, it is necessary to parallelize the evaluation of the matrix polynomials. Several parallel algorithms to achieve linear scaling complexity in each individual matrix-matrix operation based on thresholded blocked sparse matrix algebra have recently been proposed [2, 3, 12, 17] . Our graph-based approach provides an alternative formulation that reduces communication overhead and allows scalable parallelism.
In this paper we focus on the computational aspects of an alternative approach for evaluating the matrix polynomial, denoted G-SP2, which parallelizes the SP2 algorithm using a decomposition of a graph representation of the density matrix into partitions. (See [14] for a discussion of the physics aspects of the approach.) We represent the Hamiltonian (or density) matrix as a graph that models the zero/nonzero structure of the matrix. Our approach works by dividing the graph into parts/partitions in such a way that a suitable cost function is minimized.
For this approach to produce accurate results, it is necessary to consider partitions with overlapping parts (or halos). Clearly, the greater the overlap, the greater the computational overhead will be. In order to minimize the overall computational cost, the aim of this work is thus to investigate partitioning schemes which, in contrast to traditional approaches minimizing edge cuts, attempt to minimize the cost of the corresponding polynomial evaluation, which is related to the sizes of the halos. We will formalize those objectives as a graph partitioning problem and experimentally study several algorithms for its solution.
The goal of our partitioning approach is to enable fast calculation of the density matrix. Thresholding of the matrix elements as mentioned above is required, justified by the physics of the underlying application; without it the resulting matrix would quickly become dense due to fill-in. Communication between processors can be avoided after each iteration in (1) until the entire polynomial is evaluated. Our approach achieves this: the initial matrix is partitioned and distributed across processors, then each processor computes independently the polynomials on its assigned submatrices, and the resulting submatrices are used to assemble the final output.
Partitioned Evaluation of Matrix Polynomials
In this section we propose an algorithm for a partitioned evaluation of a matrix polynomial and define the cost function for the corresponding graph partitioning problem. (The appendix contains more details and the proofs.)
Let, for any symmetric matrix X = {x ij }, G(X) denote the graph, called sparsity graph of X, that encodes the zero-nonzero structure of X. Specifically, for the i-th row (column) of X there is a vertex i in G(X), and there is an edge between vertices i and j if and only if x ij = 0. Let A be a symmetric n × n matrix. We define a generalization of a matrix polynomial in formula (1) . We define a thresholded matrix polynomial of degree m = 2 s to be a superposition of operators of the type
where P i is a polynomial of degree 2 and T i is a thresholding operation. Formally, T i is a graph operator associated with a set of edges E(T i ) such that, for any graph I, T i (I) is a graph with a vertex set V (I) and an edge set E(I) \ T i . Denote by P (A) the application of a superpositioned operator P as defined above, consisting of polynomials P i and thresholding operations T i , to a matrix A of appropriate dimension. In the motivating SM-SP2 application, A corresponds to the Hamiltonian and P (A) corresponds to the density matrix.
Let P(G) describe the worst-case zero-nonzero structure of P (A) that ignores the possibility of coincidental zeros resulting from cancellation (adding opposite-sign numbers). We assume that all diagonal elements of A are non-zero and that no E(T i ) contains a loop edge.
Let Π = {Π 1 , . . . , Π q }, where Π i is a union of vertex sets U i called core and W i called halo. We call Π a CH-partition (or core-halo partition), if the following conditions are satisfied:
(ii) W i is the set of all neighbors of vertices in U i that are not in U i .
Let H = P(G) and denote by H U i the subgraph of H induced by all neighbors of U i in H. Denote by A U i the submatrix of A consisting of all rows and columns that correspond to vertices of V (H U i ). The following main result of this section shows that P (A) can be computed on submatrices of the Hamiltonian and hence justifies the parallelized evaluation of a matrix polynomial. One can prove the following. Lemma 1. For any v ∈ U i and any neighbor w of v in P(G), the element of P (A) corresponding to edge (v, w) of P(G) is equal to the element of P (A U i ) corresponding to edge (v, w) of H i .
When the matrix A is a Hamiltonian matrix used in a QMD simulation, we can assume that P (A) will have a sparsity structure very similar to the structure of the density matrix D from the previous QMD simulation step. When computing the halos we can then use G(D) instead of H = P(G), since the latter graph is not known until P (A) has been computed. In practice, the current H can also be used to contribute to the halo.
Using H = G(D), this allows us to construct the following algorithm for computing P (A):
(i) Divide V (G) into q disjoint sets {U 1 , . . . , U q } and define a CH-partition Π = {Π 1 , . . . , Π q }, where Π i has core U i and halo N (U i , H) \ U i ;
(ii) Construct submatrices A U i , i = 1, . . . , q;
(iii) Compute P(A U i ) for all i independently, using dense matrix algebra;
(iv) Define P(A) as a matrix whose i-th row has nonzero elements equal to the corresponding elements of the j-th row of P(A U k ), where U k is the set containing vertex i and j is the row in A U k corresponding to the i-th row in A. Lemma 1 shows that such an algorithm computes P (A) accurately.
The computational complexity of computing P (A) by the proposed algorithm is dominated by the complexity of step (iii), that is the computation of P(A U i ) for all i, dominated by a dense matrix-matrix multiplication.
If c i and h i are the size of the core and the halo of Π i , then, by formula (2), computing P(A U i ) takes s(c i + h i ) 3 operations, where s is the number of superpositioned operators (see formula (2)). Here we exclude those operations needed to threshold some elements of the matrices (which are quadratic in the worst case, but usually linear in c i + h i ). Since the parameter s is independent of Π, a CH-partition that minimizes the computational cost of computing P (A) will minimize
Hence, we will be looking at the following CH-partitioning problem. Let G be an undirected graph and q ≥ 2 be an integer. Find a CH-partition of G into q parts Π 1 , . . . , Π q , where Π i has core U i and halo N (U i , G) \ U i of sizes c i and h i , respectively, that minimizes
Proposed Partitioning Algorithms
We investigate several approaches to compute CH-partitions with the aim of minimizing the objective function (3) using existing graph partitioning packages as well as our own heuristic algorithm. We chose METIS and hMETIS for our experiments due to their widespread use and KaHIP because of its good performance demonstrated at the 10th DIMACS Implementation Challenge [1] .
Using Standard Graph Partitioning
Observe that if we were to take sums without the cubes in the objective function (3), we would obtain |V (G)| + i h i . In other words, if we ignore the cubes, we will need to minimize the sum of the halo nodes over all parts.
One can easily establish a correspondence between regular graph partitions and CH-partitions. Given a regular partition P , we can define a CH-partition Π that has cores corresponding to the parts of P and halos defined as the adjacent vertices of the corresponding core vertices, but not in those cores themselves. Then, if (v, w) is a cut edge of P , one of v or w is a halo vertex. Conversely, if v is a halo vertex of some part in Π, then there exists a core vertex w such that (v, w) is a cut edge. So, clearly, the set of the cut edges of P and the set of halo nodes in Π are related, but they are clearly also different. However, tools like METIS allow also optimization with respect to the total communication volume, which exactly corresponds to the sum of halo nodes. Hence, we want to study, by ignoring the cubes in (3), how well regular graph partitioning tools can be used to produce CH-partitions. As an alternative approach, we propose later in this section a heuristic to improve the solution obtained by standard graph partitioning tools. We consider the following approaches:
is a popular heuristic multilevel algorithm to perform graph partitioning based on a three-phase approach: (i) The input graph is coarsened by generating a sequence of graphs G 0 , G 1 , . . . , G n starting from the original graph G = G 0 and ending with a suitably small graph G n (typically less than 100 vertices). (ii) G n is partitioned using some other algorithm of choice. (iii) The partition is projected back from G n to G 0 through G n−1 , . . . , G 1 . As each of the finer graphs during the uncoarsening phase contains more degrees of freedom than the multinode graph, a refinement algorithm such as Fiduccia-Mattheyses' [6] is used to enhance the partitioning after each projection. METIS has multiple tuning parameters including the size of G n , the coarsening algorithm, and the algorithm used for partitioning G n .
KaHIP
KaHIP [16] is a family of graph partitioning programs, including several multilevel graph partitioning algorithms. Like METIS, KaHIP contracts a given graph, computes partitions on each contraction level and uses local search methods to improve a partitioning induced by the coarser level. It offers various heuristics such as local improvements based on max-flow/min-cut [7, 15] , repeatedly applied Fiduccia-Mattheyses calls [6] or F-cycles [15] .
Using hypergraph partitioning
In the hypergraph formulation, the set of all neighbor vertices of each vertex is defined as the single hyperedge corresponding to that vertex. Using hyperedges has the advantage that, by minimizing edge-cut with respect to hyperedges, either all vertices or no vertex for a particular set of neighbor nodes are included in a partition, thus taking care of the halo nodes by itself.
For hypergraph partitioning we use hMETIS [10] , which is the hypergraph partitioning analog of METIS.
Simulated Annealing Refinement
Since standard graph and hypergraph partitioning algorithms use an objective function (the size of the edge or hyperedge cut) which differs from the objective function (3), we designed an algorithm that explicitly minimizes (3).
The simulated annealing (SA) optimization approach [11] is a standard (probabilistic) tool in optimization. SA is a gradient-free method that iteratively improves an objective function by proposing a sequence of random modifications to an existing solution. Modifications that minimize the current best solution are always accepted, while all other moves may be accepted with a certain acceptance probability which depends on two quantities: first, the acceptance probability of any move is proportional to the magnitude of the (unfavorable) increase in the objective function resulting from the proposed modification, and second it is antiproportional to the runtime, meaning that modifications are more likely to be accepted at the start of each run (the exploration phase of the SA algorithm). The latter property is implemented with the help of a so-called temperature function which is decreased after each iteration.
Our implementation (the pseudo-code is given as Algorithm 1 in Appendix B) starts with a CHpartition Π, which is either randomly generated, or produced by another algorithm (for instance by METIS or any other partitioning tool). At the i-th iteration, a random edge joining a core vertex v and a halo vertex w from the same part Π i of Π is randomly chosen. Next, a partition Π is created out of Π by moving w from the halo to the core of π. The proposed modified partition Π is evaluated by computing the change ∆ in the objective function (3) between Π and Π. The modification Π is accepted with probability p, where p = 1 if ∆ < 0, i.e., Π is better than Π, and p < 1 if ∆ ≥ 0. Specifically, in the latter case, we set the probability of accepting a modification that increases the objective function to p = exp (−∆/t(i)). If the modification is accepted, then we set Π = Π and repeat the iteration.
We choose t(i) = 1/i as the temperature function. The stopping criterion of our simulated annealing method was the maximal number of iterations, set to N = 100.
Summary of Experimental Results
In this section we compare the quality of the CH-partitions computed by the algorithms presented in Section 3 with respect to three measures: the magnitude of the objective function (3), the time needed to compute the partitioning, and the scaling behavior of the G-SP2 algorithm for one of these systems as a function of both the number of MPI ranks and threads. Instead of using simulated (random) graphs as test systems, we derive graphs from representations of actual molecules.
Choice of Parameters and Experimental Setup
We employed METIS and hMETIS with the following parameters obtained through a grid search over sensible values. The best set of parameters (where "best" is understood as the best performance on average for all systems considered in this section) provided below is kept fixed throughout the section.
METIS was run using the default multilevel k-way partitioning and the default sorted heavyedge matching for coarsening the graph. The k-way partitioning routine of METIS allows the user to choose to minimize either with respect to the edge-cut or the total communication volume of the partitioning. In particular, the definition of the "total communication volume" of METIS precisely corresponds to what we defined as the "sum of halo nodes" (Section 2). Therefore, it makes sense to choose to minimize with respect to the total communication volume.
For hMETIS, we found the recursive bisectioning routine to perform better than the k-way partitioning when using the following parameters (see the hMetis manual [8] for the meaning of these parameters): the vertex grouping scheme Ctype was set to 1 (hybrid first-choice scheme HFC), the refinement heuristic was set to 1 (Fiduccia-Mattheyses), and the V -cycle refinement scheme was set to 3 to perform a V -cycle refinement on each intermediate solution.
We tested all sequential implementations on a MacBook Pro laptop running OS X Yosemite. Our implementations were written in C and our executables were compiled for a 64-bit architecture.
Test cases motivated by physical systems
We evaluate all algorithms considered in this study (Section 3) on a variety of physical test systems. These systems are chosen in such a way as to cover a representative set of realistic scenarios where graph partitioning can be applied to MD simulations. We give insights into the physics of each test system that gave rise to the density matrix and how the structure of the graph affects the results (Section 4.3).
As an example, Figure 1 (left) shows a dendrimer molecule composed of 22 covalently bonded phenyl groups with C and H atoms only. It has 262 atoms and 730 orbitals, meaning that the resulting graph consists of 730 vertices. The Hamiltonian matrix (showing absolute values of elements) for this system is shown in Figure  1 (middle). Applying the SM-SP2 algorithm to the Hamiltonian results in the density matrix on the right of Figure 1 which encodes its physical properties.
To convert the density matrix into a graph in order to find meaningful physical components via graph partitioning, the density matrix is thresholded by 10 −5 .
We apply the above procedure to all the systems summarized in Table 1 in order to obtain adjacency matrices. The table shows the name of the molecule system in the first column, together with its number of vertices n and edges m.
Evaluation of the partitioning algorithms on a variety of real systems
We partition each graph into 16 parts using six methods: (i) METIS used with the parameters given in Section 4.1; (ii) METIS followed by simulated annealing (SA); (iii) hMETIS ; (iv) hMETIS in combination with SA; (v) KaHIP ; (vi) KaHIP plus SA. The effectiveness of the methods are evaluated using the sum of cubes (3) criterion. Results of our experiments are summarized in Figures 2 and 3 . The immediate observation is, except for the first two systems, all algorithms perform well, even though METIS and KaHIP are considerably faster than hMETIS. The usage of SA as a post-processing step seems favorable as it is able to improve the solution returned by existing methods considerably in almost all cases at negligible additional runtime.
hMETIS seems to be somewhat unsuited for this flavor of the partitioning problem as its solutions are usually worse in quality than those of the other two methods. Also, its runtime greatly exceeds other methods, making it unsuited for QMD simulations over longer time intervals, the ultimate goal of this work. The explanation of the exceptionally bad behavior for the first two systems needs to be investigated further.
KaHIP yields very good solutions in terms of the sum of cubes. Nevertheless, it is outperformed by the usage of METIS and a SA post-processing step, which often yields considerably better results and, moreover, has a shorter combined computational runtime.
The sparsity of the graph for a physical system seems to be of importance for the behavior of the algorithms. Whereas for denser systems METIS outperforms hMETIS, this is not the case for sparser ones. Moreover, SA seems to be able to further improve solutions especially well in the more dense cases. This can easily be explained as dense cases offer more possibilities to move and optimize edges after partitioning than sparse ones. For example, the dendrimer is very dense considering its small number of vertices and hence the combination METIS+SA performs very well (details given in Appendix C, Table 2 ).
Parallel G-SP2
Instead of relying on the sum of cubes criterion (3) we also measured the quality of the CHpartitions through the speed-up obtained when parallelizing the G-SP2 algorithm and applying it to real physical systems. We used CH-partitions obtained by the METIS and METIS+SA methods on a large protein system (labeled "polyalanine 259" in Table 1 with n = 41, 185 vertices and m = 21, 827, 256 edges). The experiments were carried out on the Wolf IC cluster of Los Alamos National Laboratory. Each computing node has 2 sockets housing an 8-core Intel Xeon SandyBridge E5-2670 with a total of 16 cores per computing node. Parallelism was achieved by OpenMPI (for parallelism across nodes) and OpenMP (for parallelism across cores within a node). Figure 4 shows how the sum of cubes measure and the computing time varies as we increase the number of CH-partitions for the large protein system. According to the left plot, the total effort of the G-SP2 algorithm, measured in terms of the sum of cubes criterion, decreases steadily as the number of partitions and parallelized subproblems increases.
Corresponding to the left plot of Figure 4 , the right plot shows the effort for the graph partitioning step alone, measured in terms of computing time. As expected, the total effort increases with an increasing number of partitions. Noticeable are the steps in the plot occurring at 65, 129, 257 etc. partitions. These are due to the fact that the multilevel implementation of METIS bisects the partitioning problem into one more (recursive) layer each time the number of partitions surpasses a power of two. Moreover, Figure 4 (right plot) demonstrates that the additional effort added by employing the SA post-processing step is minimal in comparison to the actual graph partitioning. Given the improvements achieved by post-applying SA to the edge-cut optimized partitions computed by a conventional algorithm, its usage seems very sensible. Overall, Figure 4 visualizes that despite the increasing effort to compute a partitioning, the total effort of the G-SP2 algorithm decreases in a parallelized application. Figure 5 shows the runtime for a parallel G-SP2 run across 1-32 nodes and compares the runtime against a threaded single node implementation of SM-SP2 for the polyalanine 259. We use a single node for SM-SP2 since, in a multi-node implementation, the communication overhead exceeds the gain offered by the extra computing power; which issue is the main motivation for developing G- Figure 6 : Normed number of operations, defined as the value of (3) divided by n 3 , the complexity of dense matrix-matrix multiplication, where n is the number of vertices found with METIS and average degree m/n for all the systems in Table 1 . Fractions of (max − min)/n are shown in brackets. Similar trends would be expected for the METIS + SA algorithm.
Comparison of SM-SP2 on a single node to parallel G-SP2
SP2. As before, we employed METIS with parameters specified in Section 4.1 together with a SA post-processing step. As visible from Figure 5 the G-SP2 runtime decreases both with the numbers of nodes as well as with the numbers of partitions used. This is as expected. The decrease is most prominent when only few nodes are used for parallelization since then, increasing the number of parallel nodes causes the runtime to drop sharply. The curves somewhat flatten out for higher number of nodes.
Interestingly, for low numbers of nodes (up to between 4 and 16 nodes depending on the number of partitions used) the overhead from the parallel G-SP2 computation causes the partitioned run to be slower than the SM-SP2 computation on a single node. As more nodes are used, the runtime decreases and falls below the one of a single node implementation: Figure 5 shows that for this particular physical system at least 4 nodes need to be used to observe a speed-up in computation.
Partitioning-system relationship
It is interesting to note that, in general, there is no correlation between the average degree (connectivity) and the normalized number of operations (NNO) obtained as a result of the partitioning ( Figure 6 ). An example of the latter is observed for the polyethylene dense crystal case where the average degree is large and the normalized number of operations stays low, similar to other molecules with smaller average degree.
For 1D systems such as the polyethylene linear chain and the polyethylene sparse crystal (regular agglomerate of polyethylene chains aligned along a particular direction with a large chain-to-chain distance [4] ), the algorithm finds the lowest NNO. The latter is probably due to the high order combined with the sparsity of the system. Systems that can be viewed as regular (polyethylene linear chain, polyethylene sparse crystal, polyethylene dense crystal and urea crystal) do not seem to have any advantage over the rest of the systems in terms of NNO obtained values.
Phenyl dendrimer is a special case where the molecule has an assotiated graph with a fractal-like structure and as shown by the NNO values it represents a difficult case for graph partitioning. The combination of METIS and SA seems to yield a large improvement as can be seen from Table 2 .
The case of proteins (solvated polyalanines) seems to have large NNO which could be attributed to the large average of node degree when compared to peptides (small proteins). Furthermore, there seems to be a correlation between the maximum and minimum partition norm difference (MMPN) computed as (max − min)/n and the NNO. 
Conclusion
This paper considers graph partitioning as a means to parallelize (and hence to speed up) the computation of the density matrix in MD simulations. The graphs to be partitioned are obtained from representations of the density matrices underlying physical systems.
The main focus of this article is to study a version of the graph partitioning problem in which partitions are minimized with respect to both the parts' core sizes as well as the number of their neighbors in adjacent partitions (halos), which has not been studied previously to the best of our knowledge. We called this flavor of graph partitioning the CH-partitioning (core-halo partitioning).
The contributions of this work are twofold. First, it provides a mathematical description and justification of the CH-partitioning problem under consideration. Importantly, we derive a sufficient condition ensuring that a partitioned evaluation of a matrix polynomial yields the same result as the evaluation of the original (unpartitioned) matrix. Second, we investigate several approaches to compute CH-partitions and evaluate them using three error criteria, namely the total computational effort, the maximal effort per processor, and the overall computational runtime. We pay special attention to a modified SA approach which is used to post-optimize partitions computed by conventional graph partitioning algorithms.
Our experiments show that standard graph partitioning packages can be used to solve our flavor of the partitioning problem, and that SA proves to be well suited to post-optimize partitions obtained through them. As a recommendation, we conclude that METIS with a SA post-processing step is the best approach as it is significantly faster than competing methods while giving the best results on average. 
A Proofs for Section 2
Let, for any symmetric matrix X = {x ij }, G(X) denote the graph, called sparsity graph of X, that encodes the zero-nonzero structure of X. Specifically, for the i-th row (column) of X there is a vertex i in G(X), and there is an edge between vertices i and j if and only if x ij = 0. For any graph G, we denote by V (G) and E(G) the sets of the vertices and edges of G, respectively. Let A be a symmetric n × n matrix. We first define a generalization of a matrix polynomial in formula (1) . We define a thresholded matrix polynomial of degree m = 2 s to be a superposition of operators of the type
Define the structure class M(A) of A as the set of all matrices B such that G(A) = G(B), meaning that all matrices in this class have the same zero-nonzero structure as A. Let P be a thresholded matrix polynomial and G = G(A). Define P(G) as the minimal graph with the same vertices as G such that, for any matrix B ∈ M(A) and any v, w such that P (B)| vw = 0, there is an edge (v, w) ∈ E(P (G)).
Informally, P(G) describes the worst case zero-nonzero structure of P (A) that ignores the possibility of coincidental zeros resulting from cancellation (adding opposite-sign numbers). We assume that all diagonal elements of A are non-zero and that no E(T i ) contains a loop edge; therefore, there is a loop edge associated with each vertex of G and P(G).
For any graph I and vertex v of I, the neighborhood of v in I is the set N (v, I) = {w ∈ V (I) | (v, w) ∈ E(I)}. Let H = P(G), v be a vertex of G, and H v denote the subgraph of H induced by N (v, H) . For the following lemmas we assume that T i ∩ E(H) = ∅ for all i, i.e., none of the edges in H = P(G) are thresholded. We have the following properties.
, the last relation, and the fact that all vertices of H have loops, (v, w) ∈ E(P(H v )). Hence, w ∈ N (v, P(H v )). Now we prove that N (v, P(H v )) ⊆ N (v, P(G)). Let w ∈ N (v, P(H v )). Since P(H v ) and H v have the same vertex sets, then w ∈ N (v, H v ). Furthermore, since H v is a subgraph of H, w ∈ N (v, H) = N (v, P(G)).
The lemma shows that v has the same neighbors in P(G) and P(H v ), i.e., their corresponding matrices have nonzero entries in the same positions in the row (or column) corresponding to v. We will next strengthen that claim by showing that the corresponding nonzero entries contain equal values.
Let X v be the submatrix of A defined by all rows and columns that correspond to vertices of V (H v ). We will call vertex v the core and the remaining vertices halo of V (H v ). We define the set {V (H v ) | v ∈ G} a CH-partition (from core-halo) of G. Note that, unlike other definitions of a partition used elsewhere, the vertex sets of CH-partitions (and, specifically, the halos) can be, and typically are, overlapping.
Lemma 3. For any v ∈ V (G) and any w ∈ N (v, P(G)), the element of P (A) corresponding to edge (v, w) of P(G) is equal to the element of P (X v ) corresponding to edge (v, w) of P(H v ).
Proof. Let m = 2 s be the degree of P . We will prove the lemma by induction on s. Clearly, the claim is true for s = 0 since the elements of both A 1 and X 1 are original elements of the matrix A. Assume the claim is true for s − 1.
By the inductive assumption, the corresponding elements in he matrices A = P (A) and X = P (X) have equal values. We need to prove the same for the elements of A 2 and X 2 .
Let (v, w) ∈ E(P(G)). By Lemma 2, (v, w) ∈ E(P(H v )). For each vertex u of P(H v ) let u denote the corresponding row/column of X. We want to show that P (A)(v, w) = P (X)(v , w ).
By definition of matrix product,
, where the summation is over all u such that (v, u), (u, w) ∈ E(P(G)). Similarly, X 2 (v , w ) = X (v , u )X (u , w ), where the summation is over the values of u corresponding to the values of u from the previous formula, by Lemma 2. By the inductive assumption,
Lemma 3 implies the following algorithm to compute P(A) given we know its sparsity structure in H v :
(i) Construct a CH-partition Π of G into n parts such that each part consists of a vertex (core) and its adjacent vertices in H v (halo);
(ii) For the i-th part Π i of Π that has core the i-th vertex of G(A), construct a submatrix A i containing the rows and columns of A corresponding to the vertices of Π i ;
(iii) Compute P(A i ) for all i;
(iv) Define P(A) as a matrix whose i-th row has nonzero elements corresponding to the i-th row of P(A i ) (subject to appropriate reordering).
Clearly, in many cases it will be advantageous to consider CH-partitions whose cores contain multiple vertices. We will next show that the above approach for CH-partitions with single-node cores can be generalized to the multi-node core case.
We will generalize the definitions of N (v, P(G)) and N (v, P(H v )) for the case where vertex v is replaced by a set U of vertices of G. For any graph I, we define N (U, I) = v∈U N (v, I). Furthermore, we define by H U the subgraph of H induced by N (U, H).
Suppose the sets {U i | i = 1, . . . , q} are such that i U i = V (G(A)) and U i ∩ U j = ∅. In this case we can define a CH-partition of G = G(A) consisting of q sets, where for each i, U i is the core and N (U i , H) \ U i is the halo of Π i .
The following generalizations of Lemma 2 and Lemma 3 follow in a straightforward manner. Denote by A U i the submatrix of A consisting of all rows and columns that correspond to vertices of V (H U i ). The following main result of this section shows that P (A) can be computed on submatrices of the Hamiltonian and hence justifies the parallelized evaluation of a matrix polynomial.
Lemma 5. For any v ∈ U i and any w ∈ N (v, P(G)), the element of P (A) corresponding to edge (v, w) of P(G) is equal to the element of P (A U i ) corresponding to edge (v, w) of H i .
B Pseudocode of the Simulated Annealing Algorithm
Algorithm 1 (Simulated Annealing). Table 2 provides the raw data of the various experiments described in Section 4.3. Figure 7 shows how different methods compare with respect to the maximum size of CH-partitions obtained for the various test systems.
C Experimental Study Results
The table visualizes the performance of the six partitioning schemes given in column "methods", measured in four different ways: Column 3 ("sum") shows the sum of cubes criterion (3) which is a measure of the total matrix multiplication cost of a step of the SP2 algorithm. Since the matrix multiplication consumes most of the computation time in SP2, this is measure of the computational effort of SP2. The smallest and largest size of any CH-partition given in columns 4 ("min") and 5 ("max") is a measure of the spread of partition sizes created by the algorithm: ideally, all partitions should be of roughly equal size. If this is not the case, the nodes or processors in a parallel implementation of the SP2 algorithm will have very unequal computational loads which is undesirable in practice. The last column ("time") shows the average computation time for each partitioning algorithm measured in seconds. Table 2 : Different partition schemes applied to various test systems. The first column is the name of the test system, the second column is algorithmic method used, and the next columns are the corresponding result values (sum of cubes (3), the sum of size and halo for the smallest CHpartition (min), biggest CH-partition (max), and the overall time to compute the CH-partitioning respectively). For each test system, the number of vertices n, the number of edges m and the number of partitions p are displayed. 
