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Abstract
Given a positive integer p and a graph G with degree sequence d1, . . . , dn, we define
ep(G) =
∑n
i=1 d
p
i . Caro and Yuster introduced a Tura´n-type problem for ep(G): Given a
positive integer p and a graphH , determine the function exp(n,H), which is the maximum
value of ep(G) taken over all graphs G on n vertices that do not contain H as a subgraph.
Clearly, ex1(n,H) = 2ex(n,H), where ex(n,H) denotes the classical Tura´n number. Caro
and Yuster determined the function exp(n, Pℓ) for sufficiently large n, where p ≥ 2 and
Pℓ denotes the path on ℓ vertices. In this paper, we generalise this result and determine
exp(n, F ) for sufficiently large n, where p ≥ 2 and F is a linear forest. We also determine
exp(n, S), where S is a star forest; and exp(n,B), where B is a broom graph with diameter
at most six.
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1 Introduction
For standard graph-theoretic notation and terminology, the reader is referred to [1]. All
graphs considered here are finite, undirected, and have no loops or multiple edges. Let G
and H be two graphs. The degree of a vertex v ∈ V (G) and the maximum degree of G are
∗Corresponding author
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denoted by dG(v) and ∆(G). We use G ∪H to denote the disjoint union of G and H, and
G + H for the join of G and H, i.e., the graph obtained from G ∪ H by adding all edges
between G and H. Let kG denote k vertex-disjoint copies of G. For U ⊂ V (G), let G[U ]
denote the subgraph of G induced by U . Let Kt, Et and Pt denote the complete graph, the
empty graph, and the path on t vertices, respectively. Let Sr denote the star with maximum
degree r. Let Mt be the graph on t vertices with a maximum matching (i.e., ⌊ t2⌋ independent
edges).
Given a graph H, we say that a graph G is H-free if G does not contain H as a subgraph.
The classical Tura´n number, denote by ex(n,H), is the maximum number of edges in a H-
free graph on n vertices. Tura´n’s classical result [14] states that ex(n,Kr+1) = e(Tr(n))
for n ≥ r ≥ 2, where Tr(n) denotes the r-partite Tura´n graph on n vertices. Given a
graph G whose degree sequence is d1, . . . , dn, and a positive integer p, let ep(G) =
∑n
i=1 d
p
i .
Caro and Yuster [5] introduced a Tura´n-type problem for ep(G): Determine the function
exp(n,H), which is the maximum value of ep(G) taken over all H-free graphs G on n vertices.
Moreover, characterise the extremal graphs, i.e., the H-free graphs G on n vertices with
ep(G) = exp(n,H). Clearly, we have ex1(n,H) = 2ex(n,H).
This Tura´n-type problem has attracted significant interest from many researchers. Caro
and Yuster [5] proved that exp(n,Kr+1) = ep(Tr(n)) for p = 1, 2, 3. The same result does
not hold if r is fixed, and p and n are sufficiently large. For example, if G is the complete
bipartite graph with class sizes ⌊n2 ⌋− 1 and ⌈n2 ⌉+1, then we have e4(G) > e4(T2(n)). Hence,
we see that the parameter p does play a role in the value of exp(n,Kr+1) and the extremal
graphs. Bolloba´s and Nikiforov further studied the function exp(n,Kr+1), where they allowed
p > 0 to be real. In [2], they proved that for n sufficiently large, exp(n,Kr+1) = ep(Tr(n))
for 0 < p < r, and exp(n,Kr+1) > (1+ ε)ep(Tr(n)) for p ≥ r+ ⌈
√
2r⌉ and some ε = ε(r) > 0.
In [3], they proved a result which gives an extension of the Erdo˝s-Stone Theorem by using
ep(G) instead of the number of edges.
When considering cycles as the forbidden subgraphs, Caro and Yuster [5] proved that
ex2(n, C) = e2(Fn) for sufficiently large n, where C denotes the family of cycles with even
length (notice the natural extension of the definition of exp to families of graphs), and Fn
is the friendship graph on n vertices, i.e., Fn is obtained by taking a star on n vertices and
adding a maximum matching on the set of leaves. They also showed that Fn is the unique
extremal graph, and remarked that the same result also holds for p > 2. Nikiforov [12] proved
that exp(n,C2k+2) = (1 + o(1))kn
p, where Ct denotes the cycle of order t, and this settled a
conjecture of Caro and Yuster. Gu et al. [10] proved that for p ≥ 1, there exists a constant
c = c(p) such that the following holds: If exp(n,C5) = ep(G) for some C5-free graph G of
order n, then G is a complete bipartite graph with class sizes cn+ o(n) and (1− c)n+ o(n).
A linear forest (resp. star forest) is a forest whose connected components are paths
(resp. stars). There are many known results about the function exp(n, F ) where F is a
linear forest. For the case of the classical Tura´n number ex(n, F ), one of the earliest results is
the case when F = Pℓ is a path. Erdo˝s and Gallai [7] proved in 1959 that ex(n, Pℓ) ≤ ( ℓ2−1)n
for ℓ ≥ 2, and if ℓ− 1 divides n, then equality holds only for the graph with vertex-disjoint
copies of Kℓ−1. Motivated by this result, Erdo˝s and So´s [6] in 1963 made the conjecture
that the same result holds for any tree, i.e., if T is a tree on t ≥ 2 vertices, then we have
ex(n, T ) ≤ ( t2−1)n. This long-standing conjecture remains open, and many partial results are
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known. The result of Erdo˝s and Gallai was also sharpened by Faudree and Schelp [8], when
they determined the function ex(n, Pℓ) exactly as well as the extremal graphs. When F has
more components, Erdo˝s and Gallai [7] also proved that ex(n, kP2) =
(k−1
2
)
+(k−1)(n−k+1)
for k ≥ 2 and sufficiently large n, where the unique extremal graph is Kk−1 +En−k+1. Very
recently, this result was extended by Bushaw and Kettle [4], who determined the function
ex(n, kPℓ) for k ≥ 2, ℓ ≥ 3 and sufficiently large n. Their result was further generalised by
Lidicky´ et al. [11], who determined the function ex(n, F ) for an arbitrary linear forest F and
sufficiently large n. In these two results, the extremal graph is unique. Lidicky´ et al. [11]
also determined the function ex(n, S) for an arbitrary star forest S and sufficiently large n,
and characterised the extremal graphs.
On the other hand, Caro and Yuster [5] determined the function exp(n, Pℓ) for p ≥ 2, ℓ ≥ 3
and sufficiently large n. The extremal graph is again unique, and is significantly different to
the extremal graphs of ex(n, Pℓ) obtained by Faudree and Schelp [8]. They also determined
the functions exp(n, Sr) and exp(n, S
∗
r ), and their extremal graphs, where S
∗
r is the graph
obtained by attaching a pendent edge at a leaf of Sr.
This paper will be organised as follows. In Section 2, we will state precisely the previously
known results about the function exp(n, F ), for various forests F . In Sections 3 and 4, we
will determine the function exp(n, F ) when F is a linear forest, a star forest, and a broom
with diameter at most 6 (A broom is a path with a star attached at one end). Our results
can be regarded as extensions to many of these previously known results from [4, 5, 7, 11].
Unless otherwise stated, we assume that n is always sufficiently large, and we will make no
serious attempt to minimise the lower bound on n. Without going into details, we remark
that every large lower bound on n depends only on the forest F , and not the parameter p.
2 Known results
In this section, we will review many of the known results about the function exp(n, F ), for
various forests F . Some of these results will also be helpful for us to present our results in
Sections 3 and 4. First, we collect the results where F is a single component. When F is a
path, Caro and Yuster [5] observed that for p ≥ 1, we have
exp(n, P2) = 0, and exp(n, P3) =
{
n− 1 if n is odd,
n if n is even.
(1)
Moreover, the unique extremal graph for exp(n, P3) is Mn, the graph on n vertices with a
maximum matching. For F = Pℓ, Erdo˝s and Gallai [7] proved the following result, as we
have mentioned in the introduction.
Theorem 1. [7] For ℓ ≥ 2, we have ex(n, Pℓ) ≤ ( ℓ2 − 1)n. Moreover, if ℓ− 1 divides n, then
equality holds only for the graph with vertex-disjoint copies of Kℓ−1.
Inspired by Theorem 1, Erdo˝s and So´s [6] made the conjecture that the same result holds
for any tree: If T is a tree on t ≥ 2 vertices, then ex(n, T ) ≤ ( t2 − 1)n. This long-standing
conjecture remains open, and many partial results are known. Theorem 1 was subsequently
sharpened by Faudree and Schelp [8], when they managed to determine ex(n, Pℓ) exactly, as
well as all the extremal graphs.
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Theorem 2. [8] Let ℓ ≥ 2 and n = a(ℓ− 1) + b, where a ≥ 0 and 0 ≤ b < ℓ− 1. We have
ex(n, Pℓ) = a
(
ℓ− 1
2
)
+
(
b
2
)
.
Moreover, the extremal graphs are:
• aKℓ−1 ∪Kb,
• a′Kℓ−1 ∪
(
Kℓ/2−1 + Eℓ/2+(a−a′−1)(ℓ−1)+b
)
, where ℓ is even, a > 0, b = ℓ2 or b =
ℓ
2 − 1
and 0 ≤ a′ < a.
Caro and Yuster [5] determined the function exp(n, Pℓ) for p ≥ 2, ℓ ≥ 4, and sufficiently
large n, and they showed that the extremal graph is unique. To state their result, we define
the graph H(n, ℓ) as follows. Let b = ⌊ ℓ2⌋ − 1. Then H(n, ℓ) = Kb + En−b if ℓ is even, and
H(n, ℓ) is Kb + En−b with an edge added to En−b if ℓ is odd.
Theorem 3. [5] Let p ≥ 2, ℓ ≥ 4, and n ≥ n0(ℓ) be sufficiently large. Then
exp(n, Pℓ) = ep(H(n, ℓ))
=
{
b(n− 1)p + (n − b− 2)bp + 2(b+ 1)p if ℓ is odd,
b(n− 1)p + (n − b)bp if ℓ is even,
where b = ⌊ ℓ2⌋ − 1. Moreover, H(n, ℓ) is the unique extremal graph.
They remarked that the extremal graph H(n, ℓ) for exp(n, Pℓ), with p ≥ 2, is very different
from the extremal graphs for ex(n, Pℓ) in Theorem 2. This is because H(n, ℓ) has large
maximum degree, which plays a role in making the value of ep(H(n, ℓ)) large, when p ≥ 2.
When F = Sr is a star, Caro and Yuster [5] made the observation that exp(n, Sr) is
attained by a graph L on n vertices which is an extremal graph for ex(n, Sr). Clearly if
n ≤ r − 1, we have L = Kn. For n ≥ r, we have L is an (r − 1)-regular graph if (r − 1)n is
even, and L has n−1 vertices of degree r−1 and one vertex of degree r−2 if (r−1)n is odd.
We call such a graph L a near (r−1)-regular graph, since L is as close to being (r−1)-regular
as possible. It is well-known and easy to show that such graphs L exist. Note that we have
e(L) =
⌊ (r−1)n
2
⌋
. Thus, the observation of Caro and Yuster is the following.
Proposition 4. [5] Let p ≥ 1, and let Sr be the star with maximum degree r ≥ 1.
(a) If n ≤ r − 1, then exp(n, Sr) = n(n− 1)p. Moreover, the unique extremal graph is Kn.
(b) If n ≥ r, then
exp(n, Sr) =
{
(n− 1)(r − 1)p + (r − 2)p if (r − 1)n is odd,
n(r − 1)p if (r − 1)n is even.
Moreover, the extremal graphs are the near (r − 1)-regular graphs on n vertices.
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For ℓ ≥ 4 and s ≥ 0, let Bℓ,s be the graph on ℓ+ s vertices, obtained by adding s pendent
edges to a penultimate vertex v of Pℓ. Such a graph Bℓ,s is a broom, and v is the centre of
the broom.
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Figure 1. The broom graph Bℓ,s
It is interesting to study Tura´n-type problems for brooms, because a broom may be con-
sidered as a generalisation of both a path and a star. Sun and Wang [13] determined the
function ex(n,B4,s) for s ≥ 1, as follows.
Theorem 5. [13] Let s ≥ 1 and n ≥ s+4. Let n = a(s+3)+b, where a ≥ 1 and 0 ≤ b < s+3.
We have
ex(n,B4,s) =


(a− 1)
(
s+ 3
2
)
+
⌊(s + 1)(s+ 3 + b)
2
⌋
if s ≥ 3 and 2 ≤ b ≤ s,
a
(
s+ 3
2
)
+
(
b
2
)
otherwise.
Roughly speaking, in Theorem 5, the value of ex(n,B4,s) is attained as follows. If b is
close to either 0 or s + 3, then we would take the graph aKs+3 ∪Kb. Otherwise, we would
take a graph (a− 1)Ks+3 ∪ L, where L is a near (s+ 1)-regular graph on s+ 3 + b vertices.
Sun and Wang also determined the function ex(n,B5,s) for s ≥ 1 and n ≥ s+5. However,
their result is complicated to state in full. A key result that they proved is the following.
Theorem 6. [13] Let s ≥ 1 and n ≥ s+5. Let n = a(s+4)+b, where a ≥ 1 and 0 ≤ b < s+4.
We have
ex(n,B5,s) =


(a− 1)
(
s+ 4
2
)
+ ex(s + 4 + b,B5,s) if 1 ≤ b ≤ s,
a
(
s+ 4
2
)
+
(
b
2
)
if b ∈ {0, s + 1, s + 2, s + 3}.
Similarly, in Theorem 6, the value of ex(n,B5,s) is attained by aKs+4 ∪Kb if b is either 0
or close to s+4. Otherwise, we would take a graph (a− 1)Ks+4 ∪L, where L is an extremal
graph for B5,s on s+ 4 + b vertices.
Caro and Yuster [5] determined the function exp(n,B4,s), for p ≥ 2 and sufficiently large
n. They remarked that the result is very different to Proposition 4, even though B4,s is very
close to being a star.
Proposition 7. [5] Let p ≥ 2, s ≥ 1, and n > 2(s + 4). Then exp(n,B4,s) = ep(Sn−1) =
(n− 1)p + (n− 1). Moreover, Sn−1 is the unique extremal graph.
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Now we consider the case when the forest F has more than one component. When F =
kP2, the classical Tura´n number ex(n, kP2) was determined by Erdo˝s and Gallai [7].
Theorem 8. [7] Let k ≥ 2 and n > 5k2 − 1. We have ex(n, kP2) =
(k−1
2
)
+(k− 1)(n− k+1).
Moreover, Kk−1 + En−k+1 is the unique extremal graph.
For n ≤ 5k2 − 1, Erdo˝s and Gallai also determined ex(n, kP2) and the extremal graphs,
which are different from those in Theorem 8. For the function ex(n, kP3), Yuan and Zhang
[15] obtained the following result.
Theorem 9. [15] Let k ≥ 2 and n > 5k − 1. We have ex(n, kP3) =
(k−1
2
)
+ (k − 1)(n − k +
1) + ⌊n−k+12 ⌋. Moreover, Kk−1 +Mn−k+1 is the unique extremal graph.
In fact, Yuan and Zhang completely determined ex(n, kP3) and the extremal graphs for
all n, which solved a conjecture of Gorgol [9]. Bushaw and Kettle [4] had previously proved
the case of Theorem 9 for n ≥ 7k.
Next, there are results for the case when F =
⋃k
i=1 Pℓi is a linear forest, where k ≥ 2, and
we may assume that ℓ1 ≥ · · · ≥ ℓk ≥ 2. To describe the results, we define the graph H(n, F )
as follows. Let b =
∑k
i=1⌊ ℓi2 ⌋ − 1. Then, H(n, F ) is Kb + En−b with a single edge added to
En−b if all ℓi are odd, and H(n, F ) = Kb + En−b otherwise. Note that H(n, F ) is F -free.
Indeed, if H(n, F ) contains F , then the path in F of order ℓi must use at least ⌊ ℓi2 ⌋ vertices
of the Kb. But this cannot happen for every path in F , by the definition of b.
In the case when F = kPℓ, we write H(n, k, ℓ) for H(n, F ). We have already seen the
results for ex(n, kPℓ) when ℓ = 2, 3 (Theorems 8 and 9). For ℓ ≥ 4, Bushaw and Kettle [4]
proved the following result.
Theorem 10. [4] Let k ≥ 2, ℓ ≥ 4, and n ≥ 2ℓ+ 2kℓ(⌈ ℓ2⌉+ 1)
( ℓ
⌊ ℓ
2
⌋
)
. We have
ex(n, kPℓ) = e(H(n, k, ℓ)) =
(
k⌊ ℓ2⌋ − 1
2
)
+
(
k
⌊ ℓ
2
⌋
− 1
)(
n− k
⌊ ℓ
2
⌋
+ 1
)
+ c,
where c = 1 if ℓ is odd, and c = 0 if ℓ is even. Moreover, H(n, k, ℓ) is the unique extremal
graph.
This result was extended by Lidicky´ et al. [11], who determined ex(n, F ) for an arbitrary
linear forest F 6= kP3.
Theorem 11. [11] Let k ≥ 2, and F = ⋃ki=1 Pℓi be a linear forest, where ℓ1 ≥ ℓ2 ≥ · · · ≥
ℓk ≥ 2 and ℓi 6= 3 for some i. Let n ≥ n0(F ) be sufficiently large. We have
ex(n, F ) = e(H(n, F )) =
(∑k
i=1⌊ ℓi2 ⌋ − 1
2
)
+
( k∑
i=1
⌊ℓi
2
⌋
− 1
)(
n−
k∑
i=1
⌊ℓi
2
⌋
+ 1
)
+ c,
where c = 1 if all ℓi are odd, and c = 0 otherwise. Moreover, H(n, F ) is the unique extremal
graph.
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Finally, Lidicky´ et al. [11] determined the function ex(n, F ), when F is a star forest and n
is sufficiently large. Let F =
⋃k
i=1 Sri , where r1 ≥ · · · ≥ rk ≥ 1. To describe their result, we
define a graph G(n, F ) as follows. Let i, r ≥ 1, and L be a graph on n− i+1 vertices which is
an extremal graph for Sr. Thus L is a near (r−1)-regular graph, and e(L) = ⌊ r−12 (n−i+1)⌋.
Let G(n, i, r) = Ki−1 + L. Now, let G(n, F ) be any graph G(n, i, ri) where e(G(n, i, ri)) is
maximised over 1 ≤ i ≤ k. Note that each of G(n, i, ri) and G(n, F ) can be one of many
possible graphs.
Observe that G(n, i, ri) is F -free for all 1 ≤ i ≤ k. Indeed, if G(n, i, ri) = Ki−1 + L as
defined and contains a copy of F , then each star Sr1 , . . . , Sri−1 must have at least one vertex
from the Ki−1, and Sri is not a subgraph of L.
Lidicky´ et al. [11] proved that the graphs G(n, F ) are extremal for F .
Theorem 12. [11] Let k ≥ 2, and F = ⋃ki=1 Sri be a star forest, where r1 ≥ · · · ≥ rk ≥ 1
are the maximum degrees of the components. Let n ≥ n0(F ) be sufficiently large. We have
ex(n, F ) = e(G(n, F ))
= max
1≤i≤k
{
(i− 1)(n − i+ 1) +
(
i− 1
2
)
+
⌊ri − 1
2
(n− i+ 1)
⌋}
.
Moreover, the extremal graphs are the graphs G(n, F ).
3 Linear and star forests
We now study the function exp(n, F ), where F is a linear forest or a star forest, p ≥ 2, and n
is sufficiently large. We assume throughout this section that F has at least two components,
since the single component case is covered by (1), Theorem 3, and Proposition 4.
We first consider the case when F is a star forest. Recall that Sr is the star with maximum
degree r. Let F =
⋃k
i=1 Sri , where r1 ≥ · · · ≥ rk ≥ 1. Our first result is the following. It
turns out that exp(n, F ) is attained by the graphs G(n, k, rk).
Theorem 13. Let k, p ≥ 2, and F = ⋃ki=1 Sri be a star forest, where r1 ≥ · · · ≥ rk ≥ 1 are
the maximum degrees of the components. Let n ≥ n0(F ) be sufficiently large. We have
exp(n, F ) = ep(G(n, k, rk)).
Moreover, the extremal graphs are the graphs G(n, k, rk).
Proof. Since G(n, k, rk) does not contain a copy of F , we have exp(n, F ) ≥ ep(G(n, k, rk)).
To prove the theorem, it suffices to show that any F -free graph G on n vertices with G 6=
G(n, k, rk) satisfies ep(G) < ep(G(n, k, rk)).
It is easy to calculate that
ep(G(n, k, rk)) =


(k − 1)(n − 1)p + (n− k + 1)(rk + k − 2)p
if one of rk − 1 and n− k + 1 is even
(k − 1)(n − 1)p + (n− k)(rk + k − 2)p + (rk + k − 3)p
if rk − 1 and n− k + 1 are odd
= (k − 1)np + o(np). (2)
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We may assume that there exists a subset U ⊂ V (G) of order k−1 such that every vertex
v ∈ U has degree dG(v) ≥
∑k
i=1 ri + k. Otherwise, if G has at most k− 2 such vertices, then
using p ≥ 2 and (2), we have
ep(G) < (k − 2)np + (n− k + 2)
( k∑
i=1
ri + k
)p
< (k − 1)np + o(np)
= ep(G(n, k, rk)).
Now, we prove that G ⊂ G(n, k, rk), which implies that ep(G) < ep(G(n, k, rk)). Recall
that G(n, k, rk) = Kk−1 + L, where L is a graph on n − k + 1 vertices which is an extremal
graph for Srk . Thus by identifying U with Kk−1 and G−U with L, we have G ⊂ G(n, k, rk)
if we can show that G− U is Srk -free. Suppose that there is a copy of Srk in G− U . Then,
using the fact that dG(v) ≥
∑k
i=1 ri+ k for every v ∈ U , we can find vertex-disjoint copies of
Sr1 , . . . , Srk−1 , using vertices in U as their centres, and with their neighbours in G − U , not
using the vertices of the Srk , as leaves. This gives a copy of F in G, a contradiction.
Now, we consider the case when F is an arbitrary linear forest. Let F =
⋃k
i=1 Pℓi , where
k ≥ 2 and ℓ1 ≥ · · · ≥ ℓk ≥ 2. For the case when F = kP3, we can set r1 = · · · = rk = 2
in Theorem 13 to obtain the following result, which can be considered as an extension to
Theorem 9.
Corollary 14. Let k, p ≥ 2 and n ≥ n0(k) be sufficiently large. We have exp(n, kP3) =
ep(Kk−1 +Mn−k+1). Moreover, Kk−1 +Mn−k+1 is the unique extremal graph.
Now, let F 6= kP3. We shall prove the following result, which can be considered as an
extension to Theorem 11.
Theorem 15. Let k, p ≥ 2, and F = ⋃ki=1 Pℓi be a linear forest, where ℓ1 ≥ ℓ2 ≥ · · · ≥ ℓk ≥ 2
and ℓi 6= 3 for some i. Let n ≥ n0(F ) be sufficiently large. We have
exp(n, F ) = ep(H(n, F )).
Moreover, H(n, F ) is the unique extremal graph.
In particular, if F = kPℓ and ℓ 6= 3, then
exp(n, kPℓ) = ep(H(n, k, ℓ)).
Moreover, H(n, k, ℓ) is the unique extremal graph.
Before we prove Theorem 15, we first recall a lemma of Caro and Yuster [5].
Lemma 16. [5] Let b ≥ 1 and p ≥ 2 be integers. Let G be a graph on n vertices such that
e(G) ≤ (b + 12)n. Let d1 ≥ · · · ≥ dn be the degree sequence of G. Then, if db ≤ 0.65n, we
have ep(G) ≤ cnp +O(np−1) for some constant c with 0 < c < b.
Although Lemma 16 is not stated explicitly in [5], it can be seen easily in the proof of
Lemma 3.5 in [5].
8
Proof of Theorem 15. Since H(n, F ) is F -free, we have exp(n, F ) ≥ ep(H(n, F )). Hence,
it suffices to show that any F -free graph G on n vertices with G 6= H(n, F ) has ep(G) <
ep(H(n, F )). Assume the contrary, and let G be an F -free graph on n vertices, that is
maximal in the sense that ep(G) = exp(n, F ) ≥ ep(H(n, F )) and G 6= H(n, F ).
Let b =
∑k
i=1⌊ ℓi2 ⌋ − 1 ≥ 1. By the definition of H(n, F ), it is easy to calculate that
ep(H(n, F )) =
{
b(n − 1)p + (n− b− 2)bp + 2(b+ 1)p if all ℓi are odd
b(n − 1)p + (n− b)bp otherwise
= bnp + o(np). (3)
According to Theorem 11, we have
e(G) ≤
(
b
2
)
+ b(n − b) + 1 ≤ bn. (4)
Let d1 ≥ · · · ≥ dn be the degree sequence of G. Let X ⊂ V (G) be the set of vertices
with degrees d1, . . . , db, and Y = V (G) \ X. By Lemma 16 and using (3) and (4), we may
assume that db > 0.65n. Let A ⊂ Y be the set of vertices that have a neighbour in X, and
B = Y \ A. Note that any two vertices u, v ∈ X have at least 2(0.65n − 1)− (n − 2) = 0.3n
common neighbours in G, and hence at least 0.3n − (b − 2) > 0.29n common neighbours in
A. This means that for any set Y ′ ⊂ Y with |Y ′| depending only on ℓ1, . . . , ℓk (and hence
|Y ′| is much smaller than n), u and v have a common neighbour in A \ Y ′. Likewise, any
vertex of X has a neighbour in A \ Y ′. We now prove a series of claims.
Claim 17. If ℓi is odd for all i, then G[Y ] does not contain a copy of P3 with an end-vertex
in A. If ℓi is even for some i, then G[Y ] does not contain an edge with an end-vertex in A.
Proof. Suppose first that ℓi is odd for all i, and that G[Y ] contains a path c1c2a1 with
a1 ∈ A. Let y1 ∈ X be a neighbour of a1, and y2 ∈ X \ {y1}. Then, y1 and y2 have
a common neighbour a2 ∈ A \ {c1, c2, a1}. Repeating this procedure, we can obtain a path
c1c2a1y1a2y2 . . . yb−1abybab+1, whereX = {y1, . . . , yb} and a2, a3, . . . , ab+1 ∈ A. This path has
2b+3 = ℓ1+
∑k
i=2(ℓi−1) vertices, and so it contains vertex-disjoint paths Pℓ1 , Pℓ2−1, . . . , Pℓk−1
with c1 in the Pℓ1 . Note that each of the paths Pℓ2−1, . . . , Pℓk−1 has an end-vertex in X, and
so we can extend each Pℓi−1 to Pℓi by taking a neighbour of the end-vertex in X. By choosing
the k − 1 neighbours to be distinct vertices in A \ {c1, c2, a1, . . . , ab+1}, we obtain a copy of
F in G, a contradiction.
Now, let Q = {1 ≤ i ≤ k : ℓi is even} 6= ∅, and suppose that G[Y ] contains an edge ca1 with
a1 ∈ A. As before, we can obtain a path ca1y1a2y2 . . . yb−1abybab+1, where X = {y1, . . . , yb}
and a2, a3, . . . , ab+1 ∈ A \ {c, a1}. This path has 2b + 2 =
∑
i 6∈Q(ℓi − 1) +
∑
i∈Q ℓi vertices.
We obtain vertex-disjoint paths Pℓi−1 for i 6∈ Q, and Pℓi for i ∈ Q, such that the path using
c is Pℓj , for some j ∈ Q. Extending each Pℓi−1 to Pℓi for i 6∈ Q, we again have a copy of F
in G, a contradiction.
Claim 18. G[B] does not contain a copy of Pℓk .
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Proof. Suppose that G[B] contains a copy of Pℓk . Let Q0 = {1 ≤ i ≤ k − 1 : ℓi is even} and
Q1 = {1 ≤ i ≤ k−1 : ℓi is odd}. We can find a path a1y1a2y2 . . . abyb, where X = {y1, . . . , yb}
and a1, . . . , ab ∈ A. This path has 2b ≥
∑
i∈Q0
ℓi+
∑
i∈Q1
(ℓi−1) vertices, and hence contains
vertex-disjoint paths Pℓi for i ∈ Q0, and Pℓi−1 for i ∈ Q1. Extending each Pℓi−1 to Pℓi for
i ∈ Q1, we have a copy of F in G, a contradiction.
Claim 19. B = ∅.
Proof. Suppose that B 6= ∅. If ℓk = 2, then note that Claims 17 and 18 imply that G[Y ]
does not contain any edges. This means that G is a subgraph of H(n, F ), and we have
ep(G) < ep(H(n, F )), a contradiction. Now, let ℓk ≥ 3. We will derive a contradiction by
constructing a new F -free graph G′ such that ep(G
′) > ep(G).
Note that by Claim 17, every vertex of B has at most one neighbour in G lying in A. Since
Claim 18 implies that G[B] is Pℓk -free, by Theorem 1, G[B] contains at most (
ℓk
2 −1)|B| edges.
Hence, there exists a vertex v ∈ B with at most ℓk − 2 neighbours in G[B]. Now in G, in
view of Claim 17, one of the following holds.
(i) dG(v) = 1, with the only neighbour of v, say u, lying in A.
(ii) 0 ≤ dG(v) ≤ ℓk − 2, with all neighbours of v lying in B.
Delete all edges adjacent to v in G, connect v to all vertices of X, and denote the new
graph by G′. We claim that G′ is also F -free. Indeed, if G′ contains a copy of F , then exactly
one path of F , say Pℓj , must use an edge vy1, for some y1 ∈ X. If v is not an end-vertex of
such a Pℓj , then the Pℓj also contains another neighbour y2 ∈ X of v. We can find a common
neighbour v′ ∈ A of y1 and y2 in G which is not used in the copy of F . If v is an end-vertex
of the Pℓj , then we take v
′ ∈ A to be any neighbour of y1 not in the copy of F . Replacing v
with v′ on the Pℓj , we obtain a copy of F in G, a contradiction.
We now show that ep(G
′) > ep(G). Consider the effect of the transformation from G to G
′
on the degree sequence. The degrees of the vertices of X have increased by one. The degree
of v has not decreased, since dG′(v)− dG(v) ≥ b− (ℓk − 2) ≥ (2⌊ ℓk2 ⌋ − 1)− (ℓk − 2) ≥ 0. The
degrees of the neighbours of v in G have decreased by 1. Since every vertex of X has degree
at least 0.65n, the total increase in ep(G
′)− ep(G) contributed by the vertices of X is at least
b((0.65n + 1)p − (0.65n)p) = bp(0.65n)p−1 + o(np−1).
Also, db > 0.65n implies that |B| < 0.35n. If (i) holds, then Claim 17 implies that in G, u
has no neighbours in A, and hence dG(u) < 0.35n+b < 0.36n. The decrease in ep(G
′)−ep(G)
contributed by u is at most
(0.36n)p − (0.36n − 1)p = p(0.36n)p−1 + o(np−1).
Suppose that (ii) holds. Then in G, every neighbour of v (lying in B) cannot have a
neighbour in A, in view of Claim 17. Hence, every neighbour of v has degree at most 0.35n
in G. The total decrease in ep(G
′)− ep(G) contributed by the neighbours of v is at most
(ℓk − 2)((0.35n)p − (0.35n − 1)p) ≤ (ℓk − 2)p(0.36n)p−1 + o(np−1).
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Hence,
ep(G
′)− ep(G) ≥ p(b(1.8)p−1 − ℓk + 2)(0.36)p−1np−1 + o(np−1) > 0.
By Claim 19, we may assume that A = Y for the rest of the proof.
Claim 20. If ℓi is odd for all i, then G[Y ] contains at most one edge. If ℓi is even for some
i, then G[Y ] does not contain an edge.
Proof. The latter assertion follows immediately from Claim 17 and the fact that A = Y .
Now, assume that ℓi is odd for all i. Then, since we do not have ℓ1 = · · · = ℓk = 3, we have
ℓ1 ≥ 5. Assuming the contrary, Claim 17 implies that the subgraph G[Y ] is a set of at least
two independent edges and isolated vertices. We consider three cases.
Case 1.
• Either ℓ1 = 5, and there are two edges c1c2, c3c4 in G[Y ], with c2, c3 having a common
neighbour in X;
• Or ℓ1 ≥ 7, and there are two edges c1c2, c3c4 in G[Y ], with c2, c3 having distinct neigh-
bours in X.
Let q = ⌊ ℓ12 ⌋ − 1. For ℓ1 = 5, let c2, c3 have a common neighbour y1 ∈ X, so that
c1c2y1c3c4 is a copy of P5. For ℓ1 ≥ 7, let c2, c3 have distinct neighbours y1, yq ∈ X. Then, as
before, we can find a copy of Pℓ1 in the form c1c2y1a2y2 . . . aqyqc3c4, where y2, . . . , yq−1 ∈ X
and a2, . . . , aq ∈ Y . In both cases, we can again find a path aq+1yq+1aq+2yq+2 . . . abyb,
where X = {y1, . . . , yb} and aq+1, aq+2, . . . , ab ∈ Y \ {c1, c2, c3, c4, a2, . . . , aq}. This path has
2(b − q) = ∑ki=2(ℓi − 1) vertices, and so contains vertex-disjoint copies of Pℓ2−1, . . . , Pℓk−1.
As before, we can extend these to copies of Pℓ2 , . . . , Pℓk so that we have a copy of F in G, a
contradiction.
Case 2. ℓ1 = 5, and no two vertices from distinct edges in G[Y ] have a common neighbour
in X.
We shall prove that ep(G) < ep(H(n, F )), which will contradict the choice of G. Recall
that H(n, F ) is Kb + En−b with an edge uv added to the empty class, and note that b ≥
⌊52⌋ + ⌊32⌋ − 1 = 2. Let dH(z) denote the degree of a vertex z in H(n, F ). Clearly, for
every z ∈ X and every vertex z′ in the Kb, we have dG(z) ≤ n − 1 = dH(z′). Now, let
u1u2, . . . , u2s−1u2s be all the independent edges in G[Y ], for some s ≥ 2, and let Γi be the
set of vertices in X that are adjacent to at least one of u2i−1 and u2i, for i = 1, . . . , s. We
may assume that |Γ1| ≥ · · · ≥ |Γs| ≥ 1. Note that the Γi are pairwise disjoint subsets of
X, so that |Γ2| ≤ b2 . Also, since u3 has a neighbour in X, we have |Γ1| ≤ b − 1. Hence,
dG(uj) ≤ b < dH(u) = dH(v) for j = 1, 2; dG(uj) ≤ b2 + 1 ≤ b = dH(z′) for j = 3, . . . , 2s; and
dG(z) ≤ b = dH(z′) for z ∈ Y \ {u1, . . . , u2s} and z′ 6= u, v in the En−b. The degree sequence
of H(n, F ) strictly majorises that of G, and therefore, we have ep(G) < ep(H(n, F )).
Case 3. ℓ1 ≥ 7, and all vertices of the edges of G[Y ] are connected to a single vertex of X.
Let y1 ∈ X be this single vertex, and note that ℓ1 ≥ 7 implies that b ≥ 3. We construct
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an F -free graph G′ on n vertices such that ep(G
′) > ep(G), which contradicts the choice of
G. Let y2 ∈ X \ {y1}, and let Y ∗ denote the set of non-isolated vertices in G[Y ]. Observe
that |Y ∗| ≥ 4 and no vertex of Y ∗ is adjacent to any vertex of X \ {y1}. We construct G′ as
follows: delete the |Y
∗|
2 independent edges of G[Y ], and join y2 to each vertex of Y
∗.
Similar to Claim 19, we see that G′ is an F -free graph. Indeed, if G′ contains a copy of
F , then exactly one path, say Pℓj , must use an edge vy2, for some v ∈ Y ∗. If v is not an
end-vertex of such a Pℓj , then the other neighbour of v in the Pℓj is y1. Now in G, we can
find a common neighbour v′ ∈ Y of y1 and y2 which is not used in the copy of F . If v is an
end-vertex of the Pℓj , then we can take v
′ ∈ Y to be any neighbour of y2 not in the copy of
F . Replacing v with v′ on the Pℓj , we obtain a copy of F in G, a contradiction.
However, the degree sequence of G′ strictly majorises that of G, since the degree of y2 has
strictly increased, and all other degrees have not changed. Hence ep(G
′) > ep(G), which is
the required contradiction.
By Claim 20, G is a spanning subgraph of H(n, F ). Hence ep(G) < ep(H(n, F )), which
contradicts the choice of G. The proof of Theorem 15 is complete.
4 Brooms
In this section, we shall consider the function exp(n,Bℓ,s), where Bℓ,s is a broom graph, p ≥ 2,
ℓ ≥ 4, s ≥ 0, and n is sufficiently large. As we have already seen, Theorems 5 and 6 appear
to suggest that the determination of the Tura´n function ex(n,Bℓ,s) and the corresponding
extremal graphs may be a complicated problem, in the sense that the potential results may
be difficult to state. Somewhat surprisingly, we shall see here that the same problem for
exp(n,Bℓ,s), where p ≥ 2, may possibly be more manageable. Since the case ℓ = 4 is covered
in Proposition 7, we consider ℓ ≥ 5. Here, we will provide the answers for the cases ℓ = 5, 6, 7,
and present a conjecture for the case of general ℓ. The case ℓ = 5 turns out to be a rather
special case. Although the case s = 0 is covered by Theorem 3, we will include this case here
since we will obtain some explicit lower bounds for n.
Theorem 21. Let p ≥ 2, s ≥ 0, and n > (2s + 10)2. We have
exp(n,B5,s) =
{
ep(H(n, 5)) if s = 0,
ep(K1 +Mn−1) if s ≥ 1.
Moreover, the unique extremal graph is H(n, 5) if s = 0, and K1 +Mn−1 if s ≥ 1.
Theorem 22. Let p ≥ 2, s ≥ 0, and n > (2s + 12)2. We have
exp(n,B6,s) = ep(H(n, 6)).
Moreover, H(n, 6) is the unique extremal graph.
Theorem 23. Let p ≥ 2, s ≥ 0, and n > (3s + 31)2. We have
exp(n,B7,s) = ep(H(n, 7)).
Moreover, H(n, 7) is the unique extremal graph.
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In view of Theorems 22 and 23, we believe that the following assertion may be true.
Conjecture 24. Let p ≥ 2, ℓ ≥ 6, s ≥ 0, and n ≥ n0(ℓ, s) be sufficiently large. We have
exp(n,Bℓ,s) = ep(H(n, ℓ)).
Moreover, H(n, ℓ) is the unique extremal graph.
That is, Conjecture 24 claims that if n is sufficiently large, then exp(n,Bℓ,s) is exactly the
same as exp(n, Pℓ), with the same unique extremal graph H(n, ℓ). If Conjecture 24 is true,
then it can be considered as an extension to Theorem 3.
Before we prove Theorems 21 to 23, we first prove some auxiliary lemmas. We also prove
a proposition which simplifies a possible proof of Conjecture 24.
Lemma 25. Let p ≥ 2, n1, n2 ≥ ℓ, and n = n1 + n2.
(a) If ℓ = 5, then ep(K1 +Mn1−1) + ep(K1 +Mn2−1) < ep(K1 +Mn−1).
(b) If ℓ ≥ 5, then ep(H(n1, ℓ)) + ep(H(n2, ℓ)) < ep(H(n, ℓ)).
Proof. (a) Let ℓ = 5. Then
ep(K1 +Mn1−1) + ep(K1 +Mn2−1) ≤ (n1 − 1)p + (n1 − 1)2p
+ (n2 − 1)p + (n2 − 1)2p
< (n − 1)p + (n− 2)2p < ep(K1 +Mn−1).
(b) Let ℓ ≥ 5, and b = ⌊ ℓ2⌋ − 1 ≥ 1. Since
ep(H(n1, ℓ)) + ep(H(n2, ℓ)) ≤ b(n1 − 1)p + (n1 − b− 2)bp + 2(b+ 1)p
+ b(n2 − 1)p + (n2 − b− 2)bp + 2(b+ 1)p,
ep(H(n, ℓ)) ≥ b(n− 1)p + (n − b)bp,
it suffices to prove that
b(n− 1)p > b[(n1 − 1)p + (n2 − 1)p] + 4(b+ 1)p − (b+ 4)bp. (5)
Clearly, n ≥ 2ℓ ≥ 4b+ 4. We have
b(n − 1)p > b(n− 2)p + bp(n− 2)p−1
> b[(n1 − 1)p + (n2 − 1)p] + 2b(4b+ 2)p−1,
which implies (5), since it is easy to verify that 2b(4b + 2)p−1 > 4(b+ 1)p − (b+ 4)bp.
Lemma 26. Let p ≥ 2, s ≥ 0, ℓ ≥ 5. Let G∗ be a graph on h∗ > 0 vertices with ∆(G∗) ≤
d = d(ℓ, s). Let n = h+ h∗ > (ℓ+ s+ d)2 for some h ≥ ℓ.
(a) If ℓ = 5, then ep(K1 +Mh−1) + ep(G
∗) < ep(K1 +Mn−1).
(b) If ℓ ≥ 5, then ep(H(h, ℓ)) + ep(G∗) < ep(H(n, ℓ)).
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Proof. (a) Let ℓ = 5. We have
ep(K1 +Mh−1) + ep(G
∗) ≤ (h− 1)p + (h− 1)2p + h∗dp,
ep(K1 +Mn−1) > (n − 1)p + (n− 2)2p.
Since (n− 2)2p ≥ (h− 1)2p, and
(n− 1)p − (h− 1)p > (n− h)(n − 1)p−1 > h∗d2p−2 ≥ h∗dp,
it follows that ep(K1 +Mh−1) + ep(G
∗) < ep(K1 +Mn−1).
(b) Let ℓ ≥ 5, and b = ⌊ ℓ2⌋ − 1 ≥ 1. Since
ep(H(h, ℓ)) + ep(G
∗) ≤ b(h− 1)p + (h− b− 2)bp + 2(b+ 1)p + h∗dp,
ep(H(n, ℓ)) ≥ b(n− 1)p + (n− b)bp,
and (n− b)bp > (h− b− 2)bp, it suffices to prove that
b[(n − 1)p − (h− 1)p] > 2(b+ 1)p + h∗dp.
Clearly ℓ+ s ≥ ℓ ≥ 2b+ 2. We have
b[(n− 1)p − (h− 1)p] > (n − h)(n− 1)p−1 ≥ h∗(ℓ+ s+ d)2p−2
≥ h∗(2b+ 2 + d)p > h∗(2b+ 2)p + h∗dp
> 2(b + 1)p + h∗dp,
as required.
Before we prove the next lemma, we make some definitions. Let C be a connected graph,
and v, x ∈ V (C).
• For y ∈ V (C − {v, x}), the edge e = xy ∈ E(C) is an x-pendent edge if x is the only
neighbour of y in C.
• Let y, y′ ∈ V (C − {v, x}) where xy, xy′, yy′ ∈ E(C), and y, y′ do not have any other
neighbours in C. The subgraph T = C[{x, y, y′}] is an x-pendent triangle.
• Let z, y, y′ ∈ V (C − {v, x}) where xy, xy′, zy, zy′, yy′ ∈ E(C), and z, y, y′ do not have
any other neighbours in C. The subgraph D = C[{x, z, y, y′}] is an x-pendent diamond.
• For some t ≥ 2, let z, y1, . . . , yt ∈ V (C − {v, x}) where xyk, zyk ∈ E(C) (resp. xyk, zyk,
xz ∈ E(C)) for every 1 ≤ k ≤ t, and z, y1, . . . , yt do not have any other neighbours
in C. The subgraph S = C[{x, z, y1, . . . , yt}] (resp. S+ = C[{x, z, y1, . . . , yt}]) is an
x-pendent spindle (resp. x-pendent spindle+).
Lemma 27. Let p ≥ 2, s ≥ 0, and ℓ ≥ 5. Let C be a connected Bℓ,s-free graph, and v ∈ V (C)
where dC(v) = ∆(C) ≥ ℓ+ s− 1. Let C ′ be a graph that can be obtained from C with any of
the following operations.
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(i) Delete an x-pendent edge e = xy, and add the edge vy.
(ii) Delete the three edges of an x-pendent triangle T = C[{x, y, y′}], and add the edges
vy, vy′.
(iii) Delete the five edges of an x-pendent diamond D = C[{x, z, y, y′}], and add the edges
vz, vy, vy′.
(iv) Delete the 2t edges of an x-pendent spindle S = C[{x, z, y1, . . . , yt}] (for some t ≥ 2),
and add the edges vz, vy1, . . . .vyt.
(v) Delete the 2t + 1 edges of an x-pendent spindle+ S+ = C[{x, z, y1, . . . , yt}] (for some
t ≥ 2), and add the edges vz, vy1, . . . .vyt.
Then C ′ is also Bℓ,s-free, dC′(v) = ∆(C
′) ≥ ℓ+ s− 1, and ep(C) < ep(C ′).
Proof. Clearly we have dC′(v) = ∆(C
′) ≥ ℓ + s − 1, since in the transformation from C to
C ′, the only vertex whose degree has increased is v.
Next, let V1 be the set of neighbours of v in C. Suppose that C
′ contains a copy of Bℓ,s,
and we are in case (iv) or (v). Then for some u1, . . . , um ∈ {z, y1, . . . , yt} where 1 ≤ m ≤ t+1,
the edges vu1, . . . , vum must be used by the Bℓ,s, with u1, . . . , um being leaves. Note that
|V1 ∪{v, y1, . . . , yt, z}| ≥ ℓ+ s+ t+1, and this means that there are vertices w1, . . . , wm ∈ V1
which are not used in the Bℓ,s. Thus we obtain a copy of Bℓ,s in C by replacing vu1, . . . , vum
with vw1, . . . , vwm, a contradiction. Similar arguments hold if we are in the other three cases,
in view of |V1 ∪ {v, y}| ≥ ℓ+ s+ 1; |V1 ∪ {v, y, y′}| ≥ ℓ+ s+ 2; |V1 ∪ {v, z, y, y′}| ≥ ℓ+ s+ 3
for (i), (ii), (iii), respectively. Therefore, C ′ is Bℓ,s-free.
It remains to prove that ep(C) < ep(C
′) for each case.
(i) Going from C to C ′, we see that the degree of v is increased by 1, and the degree of x
is decreased by 1. Since dC(v) ≥ dC(x) ≥ 2, we have
ep(C
′)− ep(C) = (dC(v) + 1)p − dC(v)p + (dC(x)− 1)p − dC(x)p
≥
∑
1≤j≤p, j odd
(
p
j
)
(dC(v)
p−j − dC(x)p−j) +
(
p
2
)
(dC(v)
p−2 + dC(x)
p−2)
> 0.
(ii) Going from C to C ′, we see that the degree of v is increased by 2, the degree of x
is decreased by 2, and the degrees of y, y′ are each decreased from 2 to 1. Since dC(v) ≥
dC(x) ≥ 3 and dC(v) ≥ ℓ+ s− 1 ≥ 4, we have
ep(C
′)− ep(C) = (dC(v) + 2)p − dC(v)p + (dC(x)− 2)p − dC(x)p + 2(1p − 2p)
≥
∑
1≤j≤p, j odd
(
p
j
)
(dC(v)
p−j − dC(x)p−j)2j
+
(
p
2
)
(dC(v)
p−2 + dC(x)
p−2)22 + 2(1− 2p)
> 4(4p−2 + 3p−2)− 2p+1 ≥ 0.
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(iii) Going from C to C ′, we see that the degree of v is increased by 3, the degree of x
is decreased by 2, the degree of z is decreased from 2 to 1, and the degrees of y, y′ are each
decreased from 3 to 1. Since dC(v) ≥ dC(x) ≥ 3 and dC(v) ≥ ℓ+ s− 1 ≥ 4, we have
ep(C
′)− ep(C) = (dC(v) + 3)p − dC(v)p + (dC(x)− 2)p − dC(x)p
+ (1p − 2p) + 2(1p − 3p)
≥ p(3dC(v)p−1 − 2dC(x)p−1) +
(
p
2
)
(9dC(v)
p−2 + 4dC(x)
p−2)
+
∑
3≤j≤p, j odd
(
p
j
)
(dC(v)
p−j3j − dC(x)p−j2j) + 3− 2p − 2 · 3p
≥ 2 · 4p−1 + 9 · 4p−2 + 4 · 3p−2 + 3− 2p − 2 · 3p > 0,
since 2 · 4p−1 + 9 · 4p−2 + 3 > 4p + 3 > 2 · 3p and 4 · 3p−2 ≥ 2p.
(v) Going from C to C ′, we see that the degree of v is increased by t+ 1, the degree of x
is decreased by t+1, the degree of z is decreased from t+1 to 1, and the degrees of y1, . . . , yt
are each decreased from 2 to 1. Since dC(v) ≥ dC(x) ≥ t+ 1, we have
ep(C
′)− ep(C) = (dC(v) + t+ 1)p − dC(v)p + (dC(x)− t− 1)p − dC(x)p
+ 1p − (t+ 1)p + t(1p − 2p)
>
∑
1≤j≤p, j odd
(
p
j
)
(dC(v)
p−j − dC(x)p−j)(t+ 1)j
+
(
p
2
)
(dC(v)
p−2 + dC(x)
p−2)(t+ 1)2 − (t+ 1)p − t · 2p
≥ 2(t+ 1)p − (t+ 1)p − t · 2p = (t+ 1)p − t · 2p > 0.
(iv) This follows from (v), since we can obtain the graph C ′′ from C by adding the edge
xz, so that ep(C) < ep(C
′′) < ep(C
′).
Proposition 28. Conjecture 24 holds if the following statement is true: Let p ≥ 2, ℓ ≥ 6,
and s ≥ 0. Then there exists d = d(ℓ, s) ≥ ℓ + s such that, for all connected Bℓ,s-free graph
C with c ≥ d = d(ℓ, s) vertices and ∆(C) ≥ d− 1, we have ep(C) ≤ ep(H(c, ℓ)), with equality
if and only if C = H(c, ℓ).
Similarly, Theorem 21 holds if the following statement is true: Let p ≥ 2 and s ≥ 0. Then
for all connected B5,s-free graph C with c ≥ s+ 5 vertices and ∆(C) ≥ s+ 4, we have
ep(C) ≤
{
ep(H(c, 5)) if s = 0,
ep(K1 +Mc−1) if s ≥ 1, (6)
with equality if and only if C = H(c, 5) for s = 0, and C = K1 +Mc−1 for s ≥ 1.
Proof. Suppose that the first assertion in Proposition 28 holds. We prove that Conjecture 24
holds for n > (ℓ + s + d)2. Clearly the graph H(n, ℓ) is Bℓ,s-free. Now, let G be a Bℓ,s-free
graph on n vertices and G 6= H(n, ℓ). Then the assertion of Conjecture 24 follows if we can
prove that ep(G) < ep(H(n, ℓ)).
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Suppose first that ∆(G) ≤ d− 2. Then since n− 1 > (d+ 1)2, we have
(n− 1)p = (n− 1)(n − 1)p−1 > (n− 1)(d+ 1)2p−2
> (n− 1)[d2p−2 + (2p− 2)d2p−3]
> (n− 1)d2p−2 + 2d2p−1 > n(d− 2)p,
so that
ep(G) ≤ n(d− 2)p < (n− 1)p < ep(H(n, ℓ)). (7)
Now, let ∆(G) ≥ d − 1. Let G∗ ⊂ G be the subgraph consisting of the components with
maximum degree at most d− 2, so that ∆(G∗) ≤ d− 2. We have G = C1 ∪ · · · ∪Ct ∪G∗ for
some t ≥ 1, where C1, . . . , Ct are the components of G with maximum degree at least d− 1.
Let ci = |V (Ci)| ≥ d. By the assertion in Proposition 28, for every 1 ≤ i ≤ t, we have
ep(Ci) ≤ ep(H(ci, ℓ)), (8)
with equality if and only if Ci = H(ci, ℓ). We apply (8) to every Ci, and then apply Lemma
25(b) repeatedly t− 1 times, and finally Lemma 26(b), if |V (G∗)| > 0. We find that ep(G) <
ep(H(n, ℓ)), since G 6= H(n, ℓ) by assumption.
By a similar argument, using Lemmas 25(a) and 26(a), and setting ℓ = 5, d = s + 5, we
see that the second assertion implies Theorem 21 for n > (2s+10)2. Note that the analogous
inequality to (7) would be
ep(G) ≤ n(s+ 3)p < (n− 1)p < ep(H(n, 5)) < ep(K1 +Mn−1).
We are now ready to prove Theorems 21, 22 and 23. The arguments in all three proofs are
similar. In outline, it suffices to verify the statements in Proposition 28 for ℓ = 5, 6, 7. Let C
be a connected Bℓ,s-free graph on c vertices as defined in the proposition. We may assume
that C does not contain any of the pendent subgraphs, otherwise we may apply Lemma 27 to
obtain another Bℓ,s-free graph C
′ with ep(C) < ep(C
′), so that we could consider the argument
for C ′ instead of C. Under this assumption, we then show that ep(C) ≤ ep(K1 +Mc−1) for
ℓ = 5, s ≥ 1, and ep(C) ≤ ep(H(c, ℓ)) otherwise. In each case, equality occurs if and only if
C is the corresponding extremal graph.
Proof of Theorems 21. It suffices to verify the second statement in Proposition 28. Let C be
a B5,s-free connected graph with c ≥ s + 5 vertices, and v ∈ V (C) with dC(v) = ∆(C) ≥
s + 4. By Lemma 27, we may assume that C does not contain an x-pendent edge xy where
x, y ∈ V (C − v). Otherwise, we may delete xy and add vy to obtain the B5,s-free graph C ′
with ep(C) < ep(C
′) and dC′(v) = ∆(C
′), and consider the graph C ′ instead of C.
For i ≥ 1, let Vi be the set of vertices of C at distance i from v. Note that |V1| = dC(v) ≥
s+ 4. Also, we have the following properties.
(i) Vi = ∅ for i ≥ 3.
(ii) C[V2] does not contain an edge.
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(iii) Every vertex of V2 has exactly one neighbour in V1.
(iv) C[V1] contains at most one edge if s = 0, and C[V1] does not contain a copy of the path
P3 if s ≥ 1.
Otherwise, suppose that (i) is false. Then we have a copy of B5,s, where the path P5 in B5,s
is x3x2x1vy1 with xi ∈ Vi for i = 1, 2, 3, y1 ∈ V1, and the remaining s vertices of the B5,s are
all in V1 \ {x1, y1}. Properties (ii) to (iv) also hold for similar reasons. If V2 6= ∅, then we
must have an edge xy ∈ E(C) with x ∈ V1 and y ∈ V2. It follows from (i) to (iii) that xy is
an x-pendent edge. Therefore, we may assume that V2 = ∅. From (iv), we can now easily see
that C ⊂ H(c, 5) if s = 0; and C ⊂ K1 +Mc−1 if s ≥ 1, since C[V1] consists of independent
edges and isolated vertices. Consequently (6) holds, as well as the cases of equality.
Proof of Theorem 22. It suffices to verify the first statement in Proposition 28 for ℓ = 6,
with d = s + 6. Let C be a connected graph with c ≥ s + 6 vertices, and v ∈ V (C) with
dC(v) = ∆(C) ≥ s + 5. We may assume that C does not contain an x-pendent edge or
an x-pendent triangle, where x ∈ V (C − v). Otherwise in either case, we may obtain the
B6,s-free graph C
′ as described in Lemma 27 with ep(C) < ep(C
′) and dC′(v) = ∆(C
′), and
consider the graph C ′ instead of C.
For i ≥ 1, let Vi be the set of vertices of C at distance i from v. Note that |V1| = dC(v) ≥
s+ 5. Also, we have the following properties.
(i) Vi = ∅ for i ≥ 4.
(ii) C[Vi] does not contain a copy of the path P5−i, for i = 1, 2, 3.
(iii) Every vertex of V3 has exactly one neighbour in V2.
Otherwise if any of (i) to (iii) is false, then we can easily find a copy of B6,s with centre v.
By (i) to (iii), we may assume that V3 = ∅, otherwise we have an x-pendent edge xy ∈ E(C)
where x ∈ V2 and y ∈ V3. Next, suppose that we have an edge yy′ ∈ C[V2]. If y and y′ have
distinct neighbours in V1, then we can again easily find a copy of B6,s with centre v in C. It
follows from (ii) with i = 2 that y and y′ must each have exactly one neighbour in V1, which
is a common neighbour x ∈ V1, and therefore C[{x, y, y′}] is an x-pendent triangle. Thus, we
may assume that C[V2] does not contain an edge. Since no x-pendent edge xy exists where
x ∈ V1, y ∈ V2, this means that every vertex of V2 must have at least two neighbours in V1.
This implies that any two vertices y, y′ ∈ V2 cannot have a common neighbour in V1, otherwise
we can again easily find a copy of B6,s in C. Therefore, if V2 6= ∅ with V2 = {y1, . . . , yq} for
some q ≥ 1, then for 1 ≤ k ≤ q, if Γk ⊂ V1 is the set of neighbours of yk in V1, we have
|Γk| ≥ 2, and the sets Γk must be disjoint. Let X = V1 \
⋃q
k=1 Γk. Note that if we have an
edge e in C[V1], then e must either be within X, or e connects the two vertices of some Γk
with |Γk| = 2, otherwise we can again find a copy of B6,s in C. Together with (ii) with i = 1,
we see that C[V1 ∪ V2] does not contain a copy of the path P4 (whether V2 6= ∅ or V2 = ∅).
Therefore, we can easily deduce that C[V1 ∪ V2] is a subgraph whose components are stars
and triangles.
Let C∗ be the graph obtained from C by adding all edges from v to V2. Note that by
replacing C∗− v with the star of the same order, we obtain the graph H(c, 6). We shall show
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that this operation does not decrease the value of ep. Consider the following operations.
(A) Suppose that C∗ − v contains two star components, say with centres x and y, and
the leaves at y are y1, . . . , ym for some m ≥ 0. We delete the edges yy1, . . . , yym and add the
edges xy, xy1, . . . , xym. The increase in the value of ep is
(dC∗(x) +m+ 1)
p − dC∗(x)p + 2p − (m+ 1)p > 2p > 0.
(B) Suppose that C∗ − v contains at least two triangle components, say with vertices
x1, . . . , x3m for some m ≥ 2. We delete the edges of the triangles, and connect x1 to
x2, . . . , x3m. The increase in the value of ep is
(3m)p − 3p + (3m− 1)(2p − 3p) = (mp − 3m)3p + (3m− 1)2p > 0.
(C) Suppose that C∗ − v contains a star and a triangle component, exactly one of each.
Let x be the centre of the star, and note that since |V (C∗ − v)| = c − 1 ≥ s + 5 ≥ 5, we
have dC∗(x) ≥ 2. We delete the edges of the triangle and connect x to its three vertices. The
increase in the value of ep is
(dC∗(x) + 3)
p − dC∗(x)p + 3(2p − 3p).
If p = 2, then the increase is 6dC∗(x)− 6 > 0. If p ≥ 3 and dC∗(x) = 2, then the increase is
5p + 2p+1 − 3p+1 > 0. Otherwise if p ≥ 3 and dC∗(x) ≥ 3, then the increase is at least
3pdC∗(x)
p−1 + 3(2p − 3p) ≥ 3p+1 + 3(2p − 3p) > 0.
Therefore where possible, we apply operation (B), followed by successive applications of
operation (A), and finally operation (C). We obtain ep(C) ≤ ep(C∗) ≤ ep(H(c, 6)). Equality
occurs if and only if C = C∗ and C∗−v is itself a star. That is, if and only if C = H(c, 6).
Proof of Theorem 23. It suffices to verify the first statement in Proposition 28 for ℓ = 7,
with d = 2s + 24. Let C be a connected graph with c ≥ 2s + 24 vertices, and v ∈ V (C)
with dC(v) = ∆(C) ≥ 2s + 23. We may assume that C does not contain an x-pendent edge,
triangle, diamond, spindle, or spindle+, where x ∈ V (C − v). Otherwise, we may obtain the
B7,s-free graph C
′ as described in Lemma 27 with ep(C) < ep(C
′) and dC′(v) = ∆(C
′), and
consider the graph C ′ instead of C.
For i ≥ 1, let Vi be the set of vertices of C at distance i from v. Note that |V1| = dC(v) ≥
2s+ 23. Also, we have the following properties.
(i) Vi = ∅ for i ≥ 5.
(ii) C[Vi] does not contain a copy of the path P6−i, for i = 1, 2, 3, 4.
(iii) Every vertex of V4 has exactly one neighbour in V3.
Otherwise if any of (i) to (iii) is false, then we can easily find a copy of B7,s with centre v.
Proceeding exactly the same way as we did in Theorem 22, by avoiding a copy of B7,s, or an
x-pendent edge or triangle for some x ∈ V (C − v), we can obtain the following facts.
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• We may assume that V4 = ∅.
• We may assume that C[V3] does not contain an edge, and that every vertex of V3 has
at least two neighbours in V2. If V3 6= ∅, with V3 = {y1, . . . , yq} for some q ≥ 1, and
Γk ⊂ V2 is the set of neighbours of yk in V2, we have |Γk| ≥ 2, and the sets Γk must be
disjoint. For X = V2 \
⋃q
k=1 Γk, if we have an edge e in C[V2], then e must either be
within X, or e connects the two vertices of some Γk with |Γk| = 2.
Now for any Γk, any two vertices y, y
′ ∈ Γk cannot have two distinct neighbours in V1,
otherwise we can find a copy of B7,s. Thus, the vertices of Γk must have one common
neighbour xk ∈ V1, so that C[Γk∪{xk, yk}] is either an xk-pendent diamond or an xk-pendent
spindle. Therefore, we may further assume that V3 = ∅.
By (ii) with i = 2, we see that the components of C[V2] are stars and triangles. Suppose
that we have a star component in C[V2] with centre z and leaves y1, . . . , yt, for some t ≥ 2.
Then no two of the yk can have distinct neighbours in V1, otherwise we can find a copy of
B7,s. Thus, the vertices yk must have one common neighbour x ∈ V1. If z has a neighbour
x′ ∈ V1 \{x}, then we have a copy of B7,s with centre v, where the P7 is y1xy2zx′vx′′ for some
x′′ ∈ V1 \ {x, x′}, and the s leaves are in V1 \ {x, x′, x′′}. Therefore, x must be the unique
neighbour of z in V1, and C[{x, z, y1, . . . , yt}] is an x-pendent spindle+.
Thus, we may assume that the components of C[V2] are triangles, and single edges and
isolated vertices. We consider the behaviour of the edges that connect these components to
V1, keeping in mind that we should avoid creating a copy of B7,s.
• If y1, y2, y3 ∈ V2 form a triangle in C[V2], then y1, y2, y3 must have a unique common
neighbour in V1, and they do not have any other neighbours in V1.
• Let y1y2 be a single edge in C[V2]. If y1, y2 have exactly one common neighbour x ∈ V1,
then exactly one of y1, y2 has at least one neighbour in V1 \{x}, otherwise C[{x, y1, y2}]
is an x-pendent triangle or there is a copy of B7,s. If y1, y2 have exactly two common
neighbours x1, x2 ∈ V1, then both y1, y2 cannot have a neighbour in V1 \{x1, x2}. Also,
y1, y2 cannot have at least three common neighbours in V1. The remaining possibility
is that y1, y2 have no common neighbour in V1.
• If y is an isolated vertex in C[V2], then y must have at least two neighbours in V1,
otherwise there is an x-pendent edge xy, for some x ∈ V1.
Let C˜ = (C − v) − E(C[V1]), i.e., C˜ is the subgraph on V1 ∪ V2, with the edges of C[V1]
deleted. Then, when considering the components of C˜, these components are the subgraphs
as shown in Figure 2(a). We refer the subgraphs illustrated as Type 1 to Type 5.
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Figure 2. (a) Types 1 to 5 subgraphs; (b) How Type 1 and Type 5 subgraphs intersect
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For two such subgraphs S, S′, we see that, in order to avoid creating a B7,s with centre v,
we would need to have V (S)∩V (S′)∩V1 = ∅ in most cases. The only exceptions are when S
and S′ are of Type 1 and meeting at one vertex in V1, or they are of Type 5 with order 3 and
meeting at exactly two vertices in V1. Indeed, we may have at least two subgraphs meeting
in V1 in these two exceptional cases, as shown in Figure 2(b). We next eliminate these two
possibilities.
Suppose first that we have x ∈ V1, with exactly m ≥ 2 Type 1 subgraphs meeting at x.
Let y1, . . . , y3m ∈ V2 be the vertices of the triangles in V2. We delete the 4m edges of the
Type 1 subgraphs, and add the edges vy1, . . . , vy3m. Then the degree of v is increased by
3m, the degree of x is decreased by 3m, and the degrees of the yk are decreased from 3 to 1.
Since dC(v) ≥ dC(x) > 3m, the increase in the value of ep is
(dC(v) + 3m)
p − dC(v)p + (dC(x)− 3m)p − dC(x)p + 3m(1p − 3p)
>
∑
1≤j≤p, j odd
(
p
j
)
(dC(v)
p−j − dC(x)p−j)(3m)j
+
(
p
2
)
(dC(v)
p−2 + dC(x)
p−2)(3m)2 − 3m · 3p
> 18m2(3m)p−2 −m · 3p+1 = 2mp · 3p −m · 3p+1 ≥ 4m · 3p −m · 3p+1 > 0.
Next, suppose that we have x1, x2 ∈ V1, with exactly m ≥ 2 Type 5 subgraphs of order 3
meeting at x1, x2. Let y1, . . . , ym ∈ V2 be the vertices of these subgraphs in V2. Note that the
neighbours of x1 (resp. x2) are precisely v and the yk, and possibly x2 (resp. x1), otherwise
there is a copy of B7,s. Thus dC(x1), dC(x2) ∈ {m+1,m+2}. Suppose first that m ≤ s+1.
Note that dC(v) ≥ 2s + 23 > 2(m + 2) ≥ dC(x1) + dC(x2). We delete the 2m edges of the
Type 5 subgraphs, and add the edges vy1, . . . , vym. Then the degree of v is increased by m,
the degrees of x1, x2 are decreased by m, and the degrees of the yk are decreased from 2 to
1. The increase in the value of ep is
(dC(v) +m)
p − dC(v)p + (dC(x1)−m)p − dC(x1)p + (dC(x2)−m)p
− dC(x2)p +m(1p − 2p)
>
∑
1≤j≤p, j odd
(
p
j
)
(dC(v)
p−j − dC(x1)p−j − dC(x2)p−j)mj
+
(
p
2
)
(dC(v)
p−2 + dC(x1)
p−2 + dC(x2)
p−2)m2 −m · 2p
> ((2m)p−2 + 2mp−2)m2 −m · 2p = (2p−2 + 2)mp −m · 2p > 0.
Secondly, let m ≥ s+2. Suppose that there is an edge x′y′ where either x′ ∈ V1 \ {x1, x2}
and y′ ∈ (V1 ∪ V2) \ {x1, x2, y1, . . . , ym}, or x′ = x2 and y′ ∈ V1 \ {x1, x2}. Then there
is a copy of B7,s with centre x1, where the P7 is y
′x′vx2y2x1y1 or wvy
′x2y2x1y1 for some
w ∈ V1 \ {x1, x2, y′}, and the s leaves are y3, . . . , ys+2. Similarly, we cannot have an edge
x1y
′ for every y′ ∈ V1 \ {x1, x2}. It follows that all the edges of C are those connecting v
to V1, and all edges between {x1, x2} and {y1, . . . , ym}, and possibly x1x2. Now, let C ′ be
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the graph obtained by deleting the edges x2y1, . . . , x2ym and adding the edges vy1, . . . , vym.
Since dC(v) ≥ dC(x2), the increase in the value of ep is
(dC(v) +m)
p − dC(v)p + (dC(x2)−m)p − dC(x2)p
≥
∑
1≤j≤p, j odd
(
p
j
)
(dC(v)
p−j − dC(x2)p−j)mj +
(
p
2
)
(dC(v)
p−2 + dC(x2)
p−2)m2 > 0.
Moreover, we see that the degree sequence of C ′ is majorised by the degree sequence of
K2 + Ec−2, by identifying {v, x1} with K2, and the remaining vertices of C ′ with Ec−2. It
follows that ep(C) < ep(C
′) ≤ ep(K2 + Ec−2) < ep(H(c, 7)).
Therefore, we may assume that no two of the subgraphs as shown in Figure 2(a) meet in
V1. For such a subgraph S, let [S] denote the component of C− v containing S. We consider
the structure of [S], so as to avoid a copy of B7,s. Clearly if S is of Type 1, then [S] = S. If
S is of Type 2, 3 or 4, then either [S] = S, or |V (S) ∩ V1| = 2, and the edge connecting the
two vertices of V (S)∩V1 is in [S]. Finally, let S be of Type 5, with V (S)∩V1 = {x1, . . . , xt}
for some t ≥ 2. It is easy to check that any additional vertices and edges in [S] are as follows.
If t = 2, then we may possibly have the edge x1x2, and either x1 and x2 are connected to
another vertex of V1 \ {x1, x2}, or only one of x1, x2 is connected to some other vertices of
V1 \ {x1, x2}. If t = 3, then we may possibly have any number of the edges x1x2, x1x3, x2x3,
or none of these three edges and only one of x1, x2, x3 is connected to some other vertices
of V1 \ {x1, x2, x3}. If t ≥ 4, then we may either have exactly one edge in {x1, . . . , xt},
or no edge in {x1, . . . , xt} and only one of x1, . . . , xt is connected to some other vertices of
V1 \ {x1, . . . , xt}.
We see that all such components [S] can be classified into exactly one of three types:
(I) A subgraph of K4.
(II) A H(c′, 5) for some 5 ≤ c′ ≤ c − 1 (i.e., a star on c′ vertices with an edge connecting
two leaves).
(III) A double star with at least five vertices (i.e., two disjoint stars with an edge connecting
their centres). A star itself is a special case of a double star.
Moreover, by (ii) with i = 1, we see that if Y = V1\
⋃
V ([S]), where the union is taken over all
such subgraphs S in Figure 2(a), then C[Y ] is P5-free. It is easy to show that the components
of C[Y ] must also be one of the types (I), (II) or (III). Consequently, if we connect v to all
vertices of V2 to obtain the graph C
∗, then the components of C∗ − v are of the types (I),
(II) or (III). Note that by replacing C∗ − v with the graph H(c− 1, 5), we obtain the graph
H(c, 7). We shall show that this operation does not decrease the value of ep. Consider the
following operations.
(A) Suppose that C∗ − v has a double star component with at least five vertices, which
is not a star. Let the centres be x, y, and the leaves at y be y1, . . . , ym, for some m ≥ 1.
We may assume that dC∗(x) ≥ dC∗(y) = m + 2. We obtain the star with the same order
by deleting the edges yy1, . . . , yym, and adding the edges xy1, . . . , xym. If m ≥ 2, then the
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increase in the value of ep is
(dC∗(x) +m)
p − dC∗(x)p + 2p − (m+ 2)p > pdC∗(x)p−1m− (m+ 2)p
≥ 2(m+ 2)p−1m− (m+ 2)p ≥ 0.
If m = 1, then we have dC∗(x) ≥ 4. In this case, the increase in the value of ep is
(dC∗(x) + 1)
p − dC∗(x)p + 2p − 3p > pdC∗(x)p−1 + 2p − 3p ≥ 2 · 4p−1 + 2p − 3p > 0.
(B) Suppose that we have two components C1, C2 ⊂ C∗− v with c1 and c2 vertices, where
c1 ≥ c2 ≥ 5, and C1 (resp. C2) is either a star or the graph H(c1, 5) (resp. H(c2, 5)). If
C1 is a star, we add an edge to create H(c1, 5), and likewise for C2, so that we have the
graphs H(c1, 5) and H(c2, 5). We then delete all edges of the H(c2, 5), and connect all of its
vertices to the universal vertex of the H(c1, 5), thus obtaining the subgraph H(c1 + c2, 5).
The increase in the value of ep is at least
(c1 + c2)
p − cp1 + 2p − cp2 + 2(2p − 3p) > pcp−11 c2 − 2 · 3p > 0.
Let R be the subgraph of C∗− v consisting of the components which are subgraphs of K4.
We have dC∗(y) ≤ 4 for all y ∈ V (R). Let |V (R)| = r.
(C) Suppose r ≥ 16. We replace R with the star of order r, with centre x ∈ V (R). The
increase in the value of ep is
rp − dC∗(x)p +
∑
y∈V (R−x)
(2p − dC∗(y)p) > rp − r · 4p ≥ r(16p−1 − 4p) ≥ 0.
(D) Suppose that 1 ≤ r ≤ 15, and the subgraph C∗− ({v}∪V (R)) is H(c1, 5). Recall that
|V (C∗ − v)| = c− 1 ≥ 2s + 23 ≥ 23, and thus c1 ≥ 8. We delete all edges of R, and connect
all vertices of R to the universal vertex of the H(c1, 5), to form a copy of H(c − 1, 5). Since
c1 + r = c− 1, the increase in the value of ep is
(c− 1)p − cp1 +
∑
y∈V (R)
(2p − dC∗(y)p) ≥ (c1 + r)p − cp1 + r(2p − 4p)
> pc
p−1
1 r − r · 4p ≥ r(2 · 8p−1 − 4p) ≥ 0.
Therefore where possible, we apply operation (C), then apply operation (A) to all double
stars in C∗[V1], followed by successive applications of operation (B), and finally operation
(D). We obtain ep(C) ≤ ep(C∗) ≤ ep(H(c, 7)). Equality occurs if and only if C = C∗ and
C∗ − v is the graph H(c− 1, 5). That is, if and only if C = H(c, 7).
The proof of Theorem 23 is now complete.
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