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Povzetek
V magistrski nalogi sem raziskal različne pristope izbora spremenljivk in napove-
dovanja v primeru visokorazsežnih in neuravnoteženih podatkov, torej primere,
kjer imamo zelo veliko število spremenljivk (dimenzij) in imamo različno fre-
kvenco razredov v podatkih (v primeru uvrščanja). Taki podatki se pojavijo npr.
v rezultatih genskih ekspresij, kjer imamo zelo pogosto tudi majhne vzorce. Cilj
je izluščiti pomembne spremenljivke iz podatkov, tj. take spremenljivke, ki so
zares povezane z izidom in napovedati pripadnost razredu za nove enote.
Osredotočil sem se na metodo naključnih gozdov oz. v splošnem na od-
ločitvena drevesa v kombinaciji z zankanjem ali ojačevanjem. Ker v osnovi na-
ključni gozdovi ne izvajajo izbora spremenljivk, sem predlagal nekaj različnih
načinov, kako bi lahko to izvedli v sklopu obstoječih modelov. Dodatno sem
preveril, ali ponovno grajenje modela nad izbranimi spremenljivkami izboljša na-
povedi končnega modela.
Poleg tega sem raziskal dva glavna načina, kako uspešno napovedovati v pri-
meru neuravnoteženih podatkov. Večina metod v tem primeru ne deluje dobro
zaradi pogosto uporabljenih t.i. nepravih mer oz. zaradi neprilagojenih kriterij-
skih funkcij. Predstavil sem nekaj pravih mer in pokazal prednosti teh. Izbral sem
eno pravo mero, ki se mi je zdela najbolj obetavna s takimi podatki in rezultate
primerjal z ostalimi metodami, ki uporabljajo neprave mere.
Za ovrednotitenje vseh pristopov/modelov sem izvedel simulacijo, kjer sem
generiral realistične visokorazsežne in neuravnotežene podatke. Zaradi velike
računske zahtevnosti sem izbral zgolj eno kombinacijo parametrov za simulacijo,
ki je bila zahtevna z vidika napovedovanja. V podatkih je bila prisotna visoka
korelacija v bločni strukturi. Vse modele sem ovrednotil tudi na pravih podatkih
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iz DNK mikromrež.
Rezultati kažejo, da moje predlagane metode za izbor spremenljivk izberejo
precej manj napačnih spremenljivk v primerjavi z ostalimi metodami, a hkrati
izberejo tudi precej manj spremenljivk v celoti. Z uporabo prave mere in prila-
gojene funkcije izgube sem uspel izboljšati rezultate v primerjavi z večino ostalih
metod.
Ključne besede: naključni gozdovi, visokorazsežni podatki, neuravnoteženi po-
datki, izbor spremenljivk, napovedna točnost, funkcija izgube
Abstract
In the Masters thesis I researched various approaches to perform variable selection
and prediction in the case of high-dimensional and unbalanced data, that is when
we have a lot of variables (dimensions) and we have different class frequencies in
the data (for classification). Such a scenario arises for ex. when dealing with gene
expression data, also common in such cases is a very small sample size. The goal
is to identify the important variables from the data, i.e. variables which are truly
associated with the outcome and to assign a class-membership for new samples
for which the class is unknown.
In my work I focused on random forests, more specifically on decision trees
in combination with bootstrapping or boosting. Because random forests do not
perform variable selection by default I suggested a couple of approaches how we
could achieve this in the context of the existing models. Additionally I verified
whether rebuilding a model using the selected variables improves the predictive
ability of the final model.
I also researched two main approaches of predicting new cases with unbalanced
data. Most methods do not work well with such data because of the commonly
used improper scoring rules and unadjusted loss functions. I presented a couple of
proper scoring rules and showed their advantages. I chose one scoring rule which
is used with such data and I compared the results with other methods which use
improper scoring rules.
To evaluate all the approaches / models I performed a simulation where I gen-
erated high-dimensional unbalanced data in structure similar to gene expression
data. Due to a very large computational burden, I chose only one combination
of parameters for the simulation, which was difficult enough for the purpose of
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class-prediction. The data was generated with high between variable correlations
in a block structure. All the models were also evaluated on real data from DNA
microarrays.
The results show that my proposed methods for variable selection select far
fewer uninformative variables in comparison with the other methods, they also
choose far fewer variables in total. Using proper scoring rules and an adjusted
loss function I managed to improve the results compared to most other methods.
Key words: random forests, high-dimensional data, unbalanced data, variable
selection, predictive accuracy, loss function
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drugo iteracijo modela. . . . . . . . . . . . . . . . . . . . . . . . . 37
3.7 Primerjava FDR med izbranimi metodami za izbor spremenljivk.
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2.1 Vse možne kombinacije za izbor spremenljivk. . . . . . . . . . . . 25
2.2 Vse možne kombinacije za napovedno točnostjo. . . . . . . . . . . 26
2.3 Vse testirane kombinacije modelov in metod. . . . . . . . . . . . . 28
3.1 Rezultati na pravih podatkih. . . . . . . . . . . . . . . . . . . . . 47
xiii
xiv Seznam tabel
Seznam uporabljenih kratic
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Natančnejši pomen kratic je pojasnjen v spremljajočem besedilu, kjer je kra-
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1 Uvod
V genetiki se srečujemo z visokorazsežnimi podatki, kjer imamo zelo veliko spre-
menljivk (in pogosto krat tudi zelo malo enot). S takimi podatki imamo pogosto
težave z različnimi statičnimi metodami zaradi pojava, ki se imenuje preklet-
stvo dimenzij (angl. curse of dimensionality), kjer imamo zaradi prevelikega
števila spremenljivk (dimenzij) zelo razpršene podatke v visoko dimenzionalnem
prostoru. Posledično so vse enote približno enako oddaljene od vseh ostalih in
ne moremo najti dobrih pravil, na podlagi katerih bi zgradili dober model za
uvrščanje.
Dodatno težavo nam predstavlja dejstvo, da so lahko podatki zelo neurav-
noteženi (v primeru uvrščanja), kar pomeni, da nimamo enakega števila enot v
vseh razredih. Neuravnoteženost podatkov privede do velikih težav v večini sta-
tističnih metod, saj metode niso bile mišljene za take podatke oz. niso pravilno
uglašene za take primere. Pogost pojav pri takih podatkih je, da statistična me-
toda uvršča veliko večino primerov (ali vse primere) v večinski razred. S tem
bomo dobili navidezno dober model, čeprav bo ta neuporaben (t.i. angl. accu-
racy paradox), saj nas ponavadi zanimajo še posebej napovedi enot v manjšinskih
razredih.
Pričakovano je, da velika večina spremenljivk predstavlja šum, zgolj majhen
del le-teh pa predstavljajo spremenljivke, ki so resnično pomembne za napovedo-
vanje (različno izražene spremenljivke). Identifikacija resnično različno izraženih
spremenljivk je ključna tudi z vidika lažje interpretacije.
V diplomski nalogi sem raziskal uporabnost in učinkovistost treh glavnih mo-
dernejših metod, ki se uporabljajo v statistiki / strojnem učenju: linearna regre-
sija z L1 penalizacijo (angl. Least Absolute Shrinkage and Selection Operator
1
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- LASSO [1]), naključni gozdovi (angl. Random Forests - RF [2]) in metoda
najbližjega skrčenega centroida (angl. Nearest Shrunken Centroids - NSC [3]).
Raziskal sem njihovo uporabnost za izbor spremenljivk (angl. variable selection)
- torej izbor pomembnih spremenljivk za model / napovedi, in napovedno točnost
(angl. predictive accuracy) - torej njihovo zmogljivost napovedovanja pripadnosti
razredu za nove enote. V diplomski nalogi sem uporabljal naključne gozdove zgolj
v osnovnih oblikah in jih bom sedaj bolj temeljito raziskal in prilagodil.
V nalogi bom preučil, kako lahko uporabimo naključne gozdove za identifi-
kacijo različno izraženih spremenljivk. Potencialna prednost tovrstnega pristopa
pred klasičnim (univariatnim) filtracijskim postopkom je, da upošteva morebi-
tno/verjetno koreliranost/interakcijo med spremenljivkami ter nelinearne vplive.
Omejil se bom zgolj na primer dveh razredov (angl. binary classification) in
na metodo naključnega gozda (od zdaj naprej RF), saj se je izkazala za najbolj
obetavno in prilagodljivo v diplomski nalogi. Obstaja veliko različnih implemen-
tacij RF, ki delujejo na istem osnovnem principu. Metoda temelji na zankanju
(angl. bootstrap oz. bootstrap aggregating [4]), kar lahko privede do boljših
rezultatov, ko imamo zelo malo podatkov ali zelo neuravnotežene podatke, saj
bomo z metodo temeljito raziskali podatke. Obstajajo tudi različice RF, ki delu-
jejo na principu ojačevanja (angl. boosting), najbolj znan primer je XGBOOST
(angl. eXtreme Gradient BOOSTing [5]).
RF temelji na zankanju v dveh nivojih: zankanje enot in zankanje spremen-
ljivk (angl. feature bagging). Za vsako drevo v gozdu naključno vzorčimo enote,
ki jih bomo uporabili med grajenjem drevesa. Dodatno, v vsakem vozlišču dre-
vesa naključno vzorčimo spremenljivke, ki jih bomo uporabili za izbor najboljše
spremenljivke za uporabo v vozlišču. To naredimo iz dveh razlogov: izogib multi-
kolinearnosti in zato, da omogočimo vsem spremenljivkam možnost biti izbrane v
gozdu. Namreč, če imamo nekaj spremenljivk, ki imajo zelo močan vpliv na izid,
bomo izbirali večinoma te spremenljivke v vseh drevesih. S takim postopkom
omilimo ta pojav.
Zankanje spremenljivk ima pozitiven učinek na gozd kot celoto in na modelske
napovedi, vendar bomo s takim postopkom imeli veliko uporabljenih spremenljivk
v gozdu in zato RF sama po sebi ni metoda, ki bi bila namenjena oz. bi izvajala
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izbiro spremenljivk. To je pomanjkljivost RF, ki pa je v osnovi rešena na drug
način, in sicer RF izračuna t.i. mero pomembnosti spremenljivk (angl. variable
importance - VI), ki meri, kako pomembna je vsaka spremenljivka za napoved (v
primerjavi z ostalimi spremenljivkami).
Mera se izračuna na sledeč način: s pomočjo izgrajenega modela ocenimo mo-
delsko napovedno točnost z OOB enotami (angl. Out-Of-Bag), to so vse enote, ki
so bile izpuščene v zankanem vzorcu pri izgradnji vsakega posameznega drevesa.
Nato vsaki spremenljivki naključno permutiramo vrednosti in ponovno ocenimo
napovedno točnost. Če se napovedi po permutaciji zelo malo spremenijo, potem
je spremenljivka nepomembna za napoved oz. ima zelo majhen vpliv (majno VI
oceno), če pa se napovedi zelo spremenijo po permutiranju vrednosti spremen-
ljivke, potem je ta spremenljivka pomembna za napoved in zato bo imela visoko
VI oceno.
Ko postopek opravimo za vsako spremenljivko, dobimo VI ocene spremenljivk
in te lahko uporabimo, da izberemo pomembne spremenljivke. To kar še ostane
nejasno je, kako izbrati pomembne spremenljivke med vsemi VI ocenami. Pogosto
je porazdelitev VI ocen taka, da imamo nekaj spremenljivk, ki imajo zelo močan
vpliv na izid, in veliko ostalih, ki imajo zelo majhen vpliv. V nalogi bomo skušali
odgovoriti na vprašanje, kako določiti prag v VI ocenah, zato da izberemo samo
relevantne spremenljivke.
1.1 Izbor spremenljivk
Za visokorazsežne podatke je korak izbire spremenljivk še posebej pomemben.
Namreč, ko imamo opravka s tolikšnim številom spremenljivk (več tisoč oziroma
deset tisoč), bomo že po samem naključju dobili vsaj nekaj spremenljivk, ki bodo
izgledale pomembno povezane z izidom. Vse nepomembne spremenljivke nam
predstavljajo šum, katerega bi se radi znebili. Pričakujemo zelo majhen delež
takih spremenljivk, ki so zares povezane z izidom. Izločiti nepomembne spre-
menljivke nam dodatno otežuje dejstvo, da imamo majhen vzorec. Pomembne
spremenljivke hočemo identificirati iz več razlogov: ker pridobimo novo znanje
o problematiki za nadaljne analize, ker si poenostavimo model in pridobivanje
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novih podatkov, ker zmanjšamo dimenzionalnost podatkov, kar privede do bolj
stabilnih modelov in lažje interpretacije.
Obstajajo različni pristopi, ki se uporabljajo za izbor spremenljivk, glede na
to, kdaj in na kakšen način izvedemo izbor. V splošnem jih lahko razvrstimo v
tri skupine [6]: filtrirne (angl. filter), ovojne (angl. wrapper) in vgrajene (angl.
embedded) metode.
Filtrirne metode so neodvisne od modela, ki ga bomo uporabili za napoved.
Izbor spremenljivk izvedemo v postopku priprave podatkov, torej pred izračunom
modela. Pogosto se uporabljajo enostavne statistične metode, kot so: korelacijski
koeficient, t-test, ANOVA, itd.. Na podlagi prejšnjih rezultatov se odločimo,
katere spremenljivke bomo obdržali v podatkih in katere bomo izločili iz nadaljnih
analiz (npr. izločimo najmanj zanimive spremenljivke). Pomankljivost takih
pristopov je, da ne zaznavajo dobro interakcije in predpostavljajo neodvisnost
med spremenljivkami. Lahko se zgodi, da dve spremenljivki sami po sebi nimata
velikega vpliva na izid, skupaj pa imata močnejši vpliv na izid. Pogosto se zgodi,
da bomo s takimi metodami izbrali veliko nepomembnih spremenljivk, ki imajo
navidezen vpliv na izid, ki pa je zgolj vpliv naključja (zaradi problema večkratnega
testiranja).
Z ovojnimi metodami vključimo izbor spremenljivk v napovedni model tako,
da večkratno analiziramo podatke na podvzorcih in se na podlagi inferenc v podv-
zorcih (vpliva na napoved) odločamo, ali bomo obdržali spremenljivke v naslednji
iteraciji modela. Primeri metod: postopno izbiranje (angl. forward selection),
vzvratno odstranjevanje (angl. backward elimination), rekurzivno izbiranje spre-
menljivk (angl. recursive feature selection - RFE, ki je identična vzvratnemu
odstranjevanju), itd.. Prednost metod je, da lahko zaznajo netrivialne povezave
med spremenljivkami in izidom. Slabosti pa je veliko, saj se lahko zelo hitro pre-
prilegamo podatkom in nad pridobljenimi modeli ne moremo izvajati statističnega
sklepanja; poleg tega so metode računsko zahtevne.
Vgrajene metode vključujejo izbor spremenljivk v sam napovedni model, torej
je izbira spremenljivk del modela. S takimi metodami skušamo združiti prejšnji
dve metodi in jih izboljšati. Metode, ki spadajo v to skupino, so pogosto pove-
zane s penalizacijo: penalizirana regresija, penalizirano gručenje, regularizirana
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drevesa, itd..
1.2 Napovedna točnost
Z napovedno točnostjo ocenjujemo, kako dobro se je model iz uporabljenih po-
datkov naučil napovedovati nove podatke. Obstaja veliko mer, ki jih lahko upo-
rabljamo za ocenjevanje napovedne točnosti modela, klasični primer je točnost
(angl. accuracy), torej delež pravilno uvrščenih enot (po tem, ko smo kategorizi-
rali verjetnostne napovedi, če model vrača verjetnostne napovedi). Vse podobne
mere delujejo na istem principu, torej na podlagi verjetnosti, ki jih dobimo iz
modela (verjetnost pripadnosti enote določenemu razredu) se odločimo, v kateri
razred bomo uvrstili enoto.
Opomba: ločimo med napovedjo in uvrstitvijo, napovedi so rezultat modela,
medtem ko uvrstitev ni del modela, ampak je odločitev, ki je vezana na napoved.
Obstajajo modeli, ki ne vračajo verjetnostne napovedi ampak zgolj uvrstitev, kot
so npr. SVM (angl. Support Vector Machine), kNN (angl. k Nearest Neighbours),
NSC (angl. Nearest Shrunken Centroids), odločitvena drevesa, itd.. Tudi iz takih
modelov v ozadju dobimo neke vrste zvezne ocene pripadnosti enote, ki je mi sicer
ne vidimo, saj model avtomatično uvrsti za nas. Npr. za SVM je to razdalja do
marže (angl. margin), za kNN in NSC je to delež sosedov, ki pripadajajo v
najpogostejši razred, za odločitvena drevesa je to delež najpogostejšega razreda
v listu, itd..
Vse mere, ki računajo ujemanje uvrstitve na podlagi uvrstitev (in ne verjetno-
sti) so t.i. neprave mere (angl. improper scoring rules). Pogosto se jih uporablja
za uvrstiti enote v naprej (slabo) definirane razrede (npr. rakav ali nerakav
pacient, brez druge možnosti) zaradi navidezne lažje interpretacije. Pravilneje
bi bilo uporabljati t.i. strogo pravilna pravila točkovanja (angl. strictly proper
scoring rules), ki optimizirajo verjetnostne napovedi modela namesto uvrstitve.
Uvrstitve so zgolj kategorizacija zvezne spremenljivke in ko kategoriziramo zve-
zno spremenljivko, izgubimo pomembne informacije in s tem optimiziramo slabo
mero. Trenutno večina obstoječih uvrstitvenih modelov še vedno optimizira ne-
prave mere, katere uporabnik ne more enostavno spremeniti.
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1.3 Neuravnoteženost
Obstajata dva glavna pristopa, kako opraviti z neuravnoteženostjo v podatkih:
ponovno vzorčnje (angl. resampling) ali stroškovno-občutljivo učenje (angl. cost-
sensitive learning, z uporabo pravih mer). Pristopa nista bila temeljito raziskana
in trenutno ne obstaja dokončnega odgovora, kateri pristop je boljši oz. manj
nepravilen. V nadaljevanju bom povzel ključne ugotovitve iz [7].
Pomankljivosti ponovnega vzorčenja so: arbitrarno spreminjanje stroška
(funkcije izgube) napačnega uvrščanja, npr. če spremenimo porazdelitev razre-
dov iz 1:1 v 2:1 smo s tem priredili razredu 1 dva krat večji strošek v primerjavi
z razredom 2; s podvzorčenjem odstranjujemo potencialno pomembne podatke; z
nadvzorčenjem ustvarjamo identične kopije in s tem privedemo do lažjega prepri-
leganja podatkom, poleg tega zvišujemo število enot v vzorcu in torej čas učenja
modela.
Pomankljivosti stroškovnega učenja so: večina algoritmov trenutno jih ne pod-
pira oz. ne obstajajo alternativne različice; v primeru, ko imamo zelo velike
podatke, je vseeno potrebno odstraniti delež podatkov, zato da je učenje sploh
možno; neznani stroški napačnega uvrščanja.
Težava ni v neuravnoteženih podatkih, vendar je v uporabljenih nepravih me-
rah in modelih, ki niso bili narejeni za take podatke. Bolj pravilno bi bilo upora-
bljati prave mere. Pogosto se v praksi uporabljajo metode ponovnega vzorčenja,
ker so te bolj enostavne za uporabo.
V primeru, ko imamo neuravnoteže podatke, so v literaturi pogosto omenjene
napovedne mere, kot so: F-ocena (angl. F-score), geometrijska sredina (angl. ge-
ometric mean - GM), Cohenov Kappa, Youdenov indeks, MCC (angl. Matthews
correlation coefficient), AUROC (angl. Area Under the Receiver Operating Cha-
racteristic curve), AUPR (angl. Area Under the Precision-Recall curve), itd.. V
osnovi večina mer skuša ”popraviti”neuravnoteženost podatkov tako, da utežijo
oz. normalizirajo ocene posameznih razredov, zato da bodo vsi razredi imeli po-
doben vpliv na končni rezultat. V diplomski nalogi se je med vsemi preizkušenimi
merami izkazala kot najbolj enostavna in učinkovita GM ocena.
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1.3.1 Uravnoteženje
Pristopi, ki se pogosto uporabljajo z neuravnoteženimi podatki, so razne spre-
membe samih podatkov, da dobimo bolj “uravnotežene” podatke, torej podobno
število enot v vseh razredih. Klasične metode uravnoteženja so nadvzorčenje
(angl. oversampling) manjših razredov, podvzorčenje (angl. undersampling)
večjih razredov, kombinacija pod/nadvzorčenja, ali pa metode, ki temeljijo na
modelih, kot je SMOTE (angl. Synthetic Minority Over-sampling Technique [8]),
ki ustvarja nova sintetična podatkovja, ki so podobna originalnim podatkom, s
tem da lahko generirajo poljubno število enot v vsaki skupini. Bolj specifično,
novo ustvarjene enote s SMOTE so linearna kombinacija dveh ali več naključno
izbranih enot iz določenega razreda.
Opomba 1: s SMOTE pristopom ne pridobivamo novih informacij, saj so
generirane sintetične enote zelo podobne obstoječim enotam, cilj je uravnotežiti
podatke. Metoda ima pomankljivosti, saj v primeru višje neuravnoteženosti ne
bomo veliko pridobili s takim postopkom, saj se ne bomo znebili osnovne težave,
da nimamo veliko informacije v manjših razredih.
Opomba 2: take metode so pogosto uporabljene zato, da lahko uporabljamo
neprave mere, kot je točnost, saj v takem primeru ni potrebno spreminjati modela
in neprave mere, ki jih uporablja model za optimizacijo.
1.3.2 Strogo pravilna pravila točkovanja
Pomembno je razlikovati med napovedjo in uvrstitvijo. Uvrstitev združuje ver-
jetnosti in odločitvena pravila za diskretizacijo napovedi. Uvrstitev je prisiljena
odločitev / izbira. Napovedi so neodvisne od odločitvenih pravil in so lahko
uporabljene za poljubna odločitvena pravila.
V literaturi so pogosto omenjene naslednje prave mere, ki optimizirajo model
na podlagi verjetnostnih napovedi: logaritemska funkcija izgube (angl. logari-
thmic loss oz. cross entropy v splošnem), kvadratična funkcija izgube (angl.
quadratic loss) oz. Brier ocena (angl. Brier score) in sferična funkcija izgube
(angl. spherical loss). Spodaj so predstavljene enačbe omenjenih mer za binarne
8 Uvod
probleme.
Enačba logaritemske funkcije izgube je sledeča
L(yi, pi) = −
N∑︂
i=1
[yi ln(pi) + (1− yi) ln(1− pi)]
kjer je yi resnična vrednost enote i in pi je verjetnostna napoved enote i.
Končna vrednost funkcije je seštevek po vseh enotah i. Enačba izhaja iz defi-
nicije entropije v teoriji informacij (angl. Cross Entropy - CE) in je povezana
s Kullback–Leibler divergenco/razhajanje. Funkcijo lahko bolj kompaktno za-
pišemo kot
L(pti) = −
N∑︂
i=1
ln(pti)
kjer je
pti =
⎧⎨⎩pi če yi = 11− pi sicer
Enačba Brier ocene je sledeča
B(yi, pti) =
N∑︂
i=1
(yi − pti)2
Enačba sferične funkcije izgube je sledeča
S(pti) =
N∑︂
i=1
pti
√︂
(1− 2pti + 2p2ti)
V vseh enačbah želimo minimizirati kriterijsko funkcijo oz. funkcijo izgube
(angl. loss function).
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Prednost omenjenih mer je, da jih računamo na zveznih spremenljivkah, to-
rej v izračunu upoštevamo stopnjo napake / negotovosti v napovedi. Primer:
če imata dve enoti verjetnostno napoved 0.52 in 0.7 (za razred 1) in pripadata
v razredu 1 (in torej želimo verjetnost, ki bo > 0.5), z logaritemsko funkcijo iz-
računamo izgubo 0.65 in 0.36. Prvo napoved bolj kaznujemo (ima višjo vrednost),
saj smo manj gotovi v to napoved, čeprav smo obe enoti pravilno uvrstili, torej še
obstaja možnosti za izboljšavo. Na sliki 1.1 so prikazane vse 3 zgoraj omenjene
mere.
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Slika 1.1: Logaritemska funckija izgube, Brier ocena in sferična funkcija izgube
za različne vrednosti pt za neko enoto, ki pripada razredu 1. Opazimo, da bolj
napačne napovedi (bližje 0) bolj penaliziramo kot bolj pravilne napovedi (bližje
1), to je še najbolj razvidno iz logaritemske funkcije.
Sicer tudi s takimi pravimi merami bomo še vedno imeli težave v primeru
visoke neuravnoteženosti podatkov, saj bodo aditivni učinki večinskega razreda
prevladovali nad učinki manjšinskega razreda, čeprav bodo ti imeli visoke vre-
dnosti. V takem primeru moramo ustrezno prilagoditi mere za obvladovanje
neuravnoteženosti. Dve možni rešitvi sta: uravnotežena logaritemska funkcija
izgube (angl. Weighted/Balanced Cross Entropy - BCE) in Focal Loss [9] (od
zdaj naprej FL).
Enačba za BCE je sledeča
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BCE(αt, pti) = −
N∑︂
i=1
αt ln(pti)
kjer je αt ∈ [0, 1] uteževalni parameter
αt =
⎧⎨⎩α če yi = 11− α sicer
Pogosto se ta določi s porazdelitvijo razredov v vzorcu (v primeru dveh razre-
dov n0
n
ali
√︁
n0
n
, kjer je n0 število enot v prvem razredu in n je skupno število enot)
ali s prečnim preverjanjem (angl. cross validation - CV). Primer dveh uteženih
funckij izgube je prikazan na sliki 1.2.
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Slika 1.2: Neutežena logaritemska funkcija izgube in dve uteženi logaritemski
funkciji izgube s parametroma α = 0.7 in α = 0.3 za oba razreda. Krivulje,
ki naraščajo na levi strani slike (pt → 0), prikazujejo vrednost funkcije za prvi
razred, medtem ko krivulje, ki naraščajo na desni strani slike (pt → 1), prikazujejo
vrednost funkcije za drugi razred.
FL je nadgradnja osnovne različice CE, kjer kaznujemo / zmanjšamo vpliv
na kriterijsko funkcijo tistim enotam, za katere imamo visoko verjetnost oz. smo
1.4 Odklon 11
precej gotovi v napovedi (za katerikoli razred). Delež penalizacije je odvisen
od verjetnosti. S tem “obdržimo” v optimizaciji samo tiste enote, ki jih težko
napovedujemo in se osredotočimo na te, zato da izboljšamo napovedi tem enotam.
Enačba je sledeča
FL(pti) = −
N∑︂
i=1
(1− pti)γ ln(pti)
kjer je (1−pti)γ dodaten člen (angl. modulating factor), ki določa penalizacijo
enot, glede na verjetnosti. Ko je γ = 0 je FL ekvivalenten CE, ko zvišujemo γ
zvišujemo penalizacijo. Ko je pti blizu 1, torej ko smo precej gotovi v napoved,
bo celoten faktor dobil majhno vrednost in bodo take napovedi imele majhen
doprinos v kriterijski funkciji. Dodatno avtorji priporočajo uporabljati α-uteženo
različico FL
FL(pti, αt) =
N∑︂
i=1
−αt(1− pti)γ ln(pti)
Primer FL z različnimi parametri γ je prikazan na sliki 1.3. Drugi moderni
pristopi / funkcije izgube, ki se uporabljajo v podobne namene, so: Dice loss [10],
Tversky loss [11] ali kombinacija več funkcij izgub.
1.4 Odklon
Odklon (angl. deviance) je mera prileganja modela, ki se pogosto računa kot
odklon naučenega modela od nasičenega / popolnega modela (popolnoma prile-
ganega podatkom). V linearnih modelih je odklon ekvivalenten vsoti kvadriranih
nepojasnjenih odklonov (angl. residual sum of squares - RSS), ki se pogosto upo-
rablja za grajenje modela, torej za optimizacijo modela - minimizacijo RSS. V
tem primeru imamo dve meri, ki se uporabljata za dva različna namena, ki pa
sta ekvivalentna in predstavljata podoben koncept.
Enačba odklona za uvrstitvena odločitvena drevesa je sledeča
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Slika 1.3: Focal loss funkcija izgube za drugi razred in 3 različne parametre γ = 1,
γ = 2 in γ = 4. Višje vrednosti predstavljajo višjo kaznovanje bolj gotovih
napovedi
Di = −2
∑︂
k
nik log(pik),
za vsako vozlišče i, k je število razredov. V vsakem vozlišču imamo vzorec
velikosti nik in porazdelitveno funkcijo razredov pik. Odklon drevesa je vsota
odklonov po vseh listih drevesa.
Enačba odklona za regresijska odločitvena drevesa je sledeča
Di =
∑︂
j
(yj − µi)2
kjer je µi povprečje i-tega vozlišča.
Opazimo podobnosti med odklonom v primeru uvrstitve in logaritemske kri-
terijske funkcije in med odklonon v regresiji in Brier oceno.
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1.5 Uvrstitev
Nekateri modeli ne vračajo verjetnostne napovedi ampak zgolj uvrstitev ali pa
vračajo zelo konzervativne verjetnosti (take, ki so bližje sredini), kot so npr. SVM
(angl. support vector machine), kNN (angl. k nearest neighbors), ojačena drevesa
(angl. boosted trees), itd..
Obstaja nekaj metod s katerimi lahko pridobimo verjetnosti (ali neko mero
podobno verjetnostim) iz uvrstitev, kot so: t.i. Platt scaling [12] (ki je prvi
opisal postopek v kontekstu SVM), izotonična regresija ali kalibracija zlepkov
(angl. spline calibration [13]).
S Platt scaling pridobimo verjetnosti iz uvrstitev z uporabo logistične regre-
sije, kjer napovedujemo pravi razred na podlagi uvrstitve našega modela. Metoda
predpostavi sigmoidno obliko relacije med napovedanimi razredi ter pravimi ra-
zredi. Če ta predpostavka ne velja, metoda ne deluje dobro.
Izotonična regresija je neparametrična metoda, ki skuša izboljšati Platt sca-
ling, saj ne predpostavlja sigmoidne oblike relacije med pravimi in napovedanimi
vrednosti, kjer modeliramo odsekoma-konstantno nepadajočo funkcijo.
S kalibracijo zlepkov prilagajamo kubični zlepek na rezultatih in skušamo še
dodatno izboljšati rezultate izotonične regresije.
1.6 Pregled Literature
Obstaja več različic RF, ki v osnovi že izvajajo izbor spremenljivk.
VarSelRF [14, 15] je ovojna metoda, ki na začetku vključi vse spremenljivke v
model in nato iterativno izpušča določen delež spremenljivk z najnižjo VI oceno
iz modela. VI ocene so izračunane samo enkrat na začetku, zato da se ne bi pre-
prilegali podatkom. Na koncu izberemo model z uporabo pravila ene standardne
napake [16], kjer izračunamo standardno deviacijo vseh CV ocen (standardno
napako) in izberemo model, ki ima najmanj parametrov t.j. najbolj enostaven
(angl. parsimonious) model, ki je še v eni standardni deviaciji od modela, ki je
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dosegel najnižjo OOB oceno.
RRF [17, 18, 19] je regularizirana različica RF, kjer stopnjo penalizacije do-
ločimo na podlagi VI ocen iz začetnega RF modela. V prvem koraku zgradimo
RF model z vsemi spremenljivkami zato, da pridobimo VI ocene. Nato ponovimo
grajenje gozda, kjer uporabimo VI ocene iz prejšnjega modela za uteževanje spre-
menljivk. Spremenljivke, ki so imele visoko VI oceno, bodo z višjo verjetnostjo
izbrane med grajenjem drevesa (v postopku zankanja spremenljivk).
Boruta [20] je ovojna metoda, ki izloča nepomembne spremenljivke z uporabo
t.i senčnih spremenljivk (angl. shadow variables). Postopek je sledeč: v prvem
koraku podvojimo vse spremenljivke v podatkih in jih dodamo kot nove spremen-
ljivke, nato jim permutiramo vrednosti (te predstavljajo senčne spremenljivke).
Nato zgradimo RF model nad novimi podatki in izberemo najvišjo VI oceno med
senčnimi spremenljivkami (MZSA). To vrednost primerjamo z vsemi originalnimi
spremenljivkami. Tiste originalne spremenljivke, ki imajo precej višjo oceno od
MZSA razglasimo za pomembne, tiste, ki imajo precej nižjo, pa razglasimo za
nepomembne, tiste, za katere se ne moremo enostavno odločiti, uporabimo dvo-
stranski test enakosti. S tem določimo, katere spremenljivke bodo ostale v modelu
v naslednji iteraciji. Nato odstranimo vse senčne spremenljivke in ponovimo po-
stopek, dokler ne moremo več odstranjevati spremenljivk.
Pogojno inferenčna drevesa (angl. conditional inference trees [21, 22, 23]) so
različica RF, ki vključuje izbor spremenljivk z uporabo statističnih testov. V
vsakem koraku grajenja drevesa testiramo ničelno domnevo o neodvisnosti spre-
menljivk in izida. Če te domneve ne moremo zavrniti, ustavimo grajenje drevesa,
sicer nadaljujemo z grajenjem in izberemo spremenljivko, ki ima najmočnejšo
povezavo z izidom (p-vrednost iz parcialne ničelne domneve med spremenljivko
in izidom).
Evolucijska drevesa (angl. evolutionary trees [24]) delujejo na principu evolu-
cijskih algoritmov in skušajo najti globalni optimum kriterijske funkcije. S takimi
algoritmi skušamo izboljšati pomankljivost standardnih algoritmov za grajenje
dreves, ki uporabljajo lokalno optimizacijo v grajenju dreves (kot npr. CART -
Classification And Regression Trees [25], ki je daleč najbolj uporabljena metoda
za grajenje dreves). Sicer so se algoritmi, ki temeljijo na lokalni optimizaciji,
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kot je npr. CART, izkazali za dobro hevristiko / aproksimacijo globalnega op-
timuma. Evolucijski algoritmi iščejo globalni optimum kriterijske funkcije, sicer
tudi ti spadajo v skupino meta-hevrističnih algoritmov, saj nimamo zagotovi-
tve, da bomo našli globalni optimum. Metoda v prvem koraku inicializira par
naključnih dreves, nato z uporabo mutacijskih in križnih operacij spreminja struk-
turo obstoječih dreves. Po vsaki spremembi uporabimo selekcijski mehanizem za
izbor najbolj ustreznih kandidatov za naslednjo iteracijo. Postopek nadaljujemo
dokler ne najdemo boljših rešitev.
Druge metode za izbor spremenljivk, ki niso vezane na RF in se jih pogo-
sto uporablja v prvem koraku procesiranja podatkov, zato da zoožamo število
spremenljivk, še posebej v primeru visokorazsežnih podatkov, temeljijo na raznih
metodah za zmanjšanje dimenzije in na raznih metrik. Primer: večdimenzijsko
skaliranje (angl. multidimensional scaling - MDS [26]), isomap [27], nenega-
tivna faktorizacija/razcep matrik (angl. non-negative matrix factorization - NMF
[28, 29]).
Izbor spremenljivk z uporabo bločne zasnove [30] je filtrirna metoda, ki je v
osnovi podobna metodi delno uravnotežene nepopolne bločne zasnove (angl. par-
tially balanced incomplete block designs [31]). Vse spremenljivke spravimo v več
dimenzionalni objekt (hiperkocko), kjer je vsaka dimenzija hiperkocke manjša ali
enaka 15 (po priporočitvi avtorjev). V primeru tridimenzionalne hiperkocke bomo
testirali vsako spremenljivko tri krat s tremi različnimi množicami naključnih
spremenljivk in določili, katere spremenljivke bomo obdržali v podatkih. V pri-
meru, da nam ne uspe odstraniti dovolj spremenljivk z eno hiperkocko, postopek
lahko nadaljujemo poljubno mnogo krat z manj dimenzionalni hiperkockami, do-
kler ne odstranimo dovolj spremenljivk.
Na začetku poglavja sem omenil pojav, ki je znan kot prekletstvo dimenzij,
kjer so vse točke približno enako oddaljene od ostalih v visoko-dimenzionalnih
problemih. Avtorji v [32] so raziskali uporabnost različnih Lk norm in zaključili,
da norme z nižjimi k-ji bolje razločajo podatke v primerjavi z višjimi k-ji. To-
rej Manhattan razdalja bolje razloči podatke v primerjavi z Evklidsko razdaljo.
Poleg tega so raziskali Lk norme, kjer je k ≤ 1, in ugotovili, da so te še boljše
za razlikovanje, sicer take norme niso več prave razdalje, saj kršijo trikotniško
neenakost, če je to nekaj, kar je pomembno za naš problem.
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2 Metode
Naključni gozdovi so ustaljena metoda v statistiki / strojnem učenju, ki združuje
odločitvena drevesa in zankanje (angl. bootstrap) ali ojačevanje (angl. boosting)
z namenom izboljšanja (znižanju variance) dreves. Z zankanjem pridobimo nekaj
dodatnih statističnih rezultatov, ki jih sicer ne dobimo z odločitveni drevesi.
Preprileganje (angl. overfitting) je pojav, ki se lahko pojavi med učenjem in
grajenjem modela, če se “preveč” naučimo iz učnih podatkov. Pogosto se mo-
del nauči šum, ki je prisoten v učnih podatkih in ni del procesa, ki je generiral
podatke. Preprilegan model bo kvečjemu deloval slabše od nepreprileganega mo-
dela, saj se bo tak model naučil specifične vzorce v podatkih, ki veljajo zgolj za
našo učno množico in niso prisotne v populaciji. Do podprileganja (angl. un-
derfitting) pride, če se “premalo” naučimo iz podatkov, kar pogosto pomeni, da
skušamo zgraditi preenostaven model za proces, ki je generiral podatke. V takem
primeru bomo imeli več nepojasnjenega / nerazjasnjenega v modelu, kot bi ga
sicer imeli, kar je tudi nekaj, čemur bi se rad izognili. Dober model ima pravo
ravnotežje med podprileganjem in preprileganjem.
Odločitvena drevesa ustvarjajo hierarhična pravila, ki so enostavna za inter-
pretacijo vendar so nagnjena preprileganju podatkom. V izogib temu pogosto
uporabljamo obrezovanje (angl. pruning), zato da odstranimo nepomembna vo-
zlišča v drevesu. Vozlišča za obrezovanje določimo s prečnim preverjanjem. Če
je drevo pregloboko, se verjetno model preprilega podatkom, če pa je drevo pre-
plitko, se verjetno model podprilega podatkom.
Z zankanjem (enot in spremenljivk) izboljšujemo učenje dreves. Preprileganju
in podprileganju se skušamo izogniti s tem, da zgradimo več dreves, ki jih nato
združimo v celoto. Drevesa načeloma gradimo do konca brez obrezovanja (v kla-
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sični različici RF), torej vsako drevo posebej se bo preprilegalo podatkom, vendar
skupek vseh dreves bo izničil ta efekt, s tem znižujemo varianco celotnega gozda.
Če bi gradili drevesa na istih podatkih, bi verjetno dobili zelo podobne rezultate
med drevesi, zato uporabimo zankanje spremenljivk za dekoreliranje dreves. Gra-
jenje gozda nam omogoča oceniti t.i. OOB oceno (angl. Out-of-Bag) modela, na
podlagi vseh izpuščenih enot v vsakem drevesu. OOB ocena nadomešča CV oceno
modela. S permutacijami lahko ocenimo pomembnost spremenljivk za napoved.
Po zgrajenemu modelu napovedujemo na podlagi vseh dreves v gozdu z večinsko
volitvijo (angl. majority class voting) za uvrščanje oz. s povprečjem za regresijo.
Opomba: obstaja več različnih metod za ocenjevanje pomembnosti spremen-
ljivk. Dve pogosto uporabljeni meri sta Gini mera (angl. Gini importance) in
permutacijska mera (angl. permutation importance). Gini mera ima poman-
kljivosti, saj nanjo zelo vpliva kardinalnost spremenljivk, torej spremenljivke, ki
imajo velik razpon možnih vrednosti oz. kategorialne spremenljivke, ki imajo
veliko nivojev, bodo pridobile višje ocene in bodo preferirane nad ostalimi spre-
menljivkami (zaradi problema večkratnega testiranja). Permutacijska mera v
veliki meri reši to težavo, vendar pa v primeru visokih korelacij med spremenljiv-
kami pride do pristranskosti visoko korelanih spremenljivk, te bodo preferirane
nad ostalimi, v ta namen lahko uporabimo pogojno permutacijsko mero (angl.
conditional permutation importance [33]).
Avtorji v [33] so zaključili, da sta meri, ki sta pogosto uporabljeni v RF (Gini
in permutacijska mera), lahko pristranski zaradi dveh razlogov: različna kardi-
nalnost spremenljivk in vzorčenja (enot) z vračanjem. Če ima neka spremenljivka
veliko možnih razcepnih točk, potem bo bolj verjetno, da bomo našli dobro razce-
pno točko zgolj zaradi naključja oz. če ima neka kategorialna spremenljivka veliko
nivojev, potem bomo to spremenljivko (oz. nivoje te spremenljivke) večkrat izbi-
rali med zankanjem spremenljivk (torej bodo večkrat prisotne v drevesih in zato
navidezno bolj pomembne).
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2.1 Različice
V tem razdelku bodo predstavljene različne implementacije RF, ki bodo upora-
bljene v nalogi.
randomForest [34] (v nadaljevanju RF). Klasičen algoritem RF, kot je
bil predstavljen v prejšnjih poglavjih (za podrobnosti glej [2]).
randomUniformForest [35] (v nadaljevanju RUF). Razcepno točko
spremenljivke (v nekem vozlišču) izberemo naključno med grajenjem drevesa.
S tem skušamo zmanjšati korelacijo med drevesi in dobiti bolj natančno mero
pomembnosti spremenljivk. Vzorčenje spremenljivk opravimo z vračanjem, kar
povzroča višjo tekmovanje med vozlišči za zmanjšanje variance.
wsrf [36] (v nadaljevanju WSRF). Weighted Subspace RF skuša izboljšati
vzorčenje spremenljivk še posebej v primeru visokorazsežnih podatkov. Za vsako
spremenljivko izračunamo utež z uporabo korelacijskega koeficienta, t-testa in
ANOVE. Spremenljivke z višjo utežjo bodo bolj verjetno izbrane med grajenjem
drevesa.
partykit [21, 22, 23] (v nadaljevanju PARTY). Pogojno inferečna dre-
vesa (angl. conditional inference trees) uporabljajo statistične teste in testne
statistike za določitev, kdaj ustavimo grajenje dreves.
xgboost [37] (v nadaljevanju XGB). Kjer uporabimo ojačevanje namesto
zankanja za grajenje dreves. Metoda zgradi veliko enostavnih / šibkih dreves,
ki skupaj tvorijo močan model. Ko posamezna drevesa dodajamo v gozd, jih
utežimo glede na njihovo napovedno učinkovitost. Enotam, ki smo jih napačno
uvrstili, priredimo višjo utež, medtem ko enotam, ki smo jih pravilno uvrstili,
znižamo utež. Naslednja drevesa se bolj osredotočijo na enote z višjimi utežmi,
za katere imamo večjo napako.
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2.2 Izbor spremenljivk
Za izbor spremenljivk bi si želeli metodo, ki ni odvisna od implementacije algo-
ritma. Ker od vseh implementacij RF dobimo VI oceno za vsako spremenljivko,
bomo to skušali uporabiti za izbor spremenljivk. V nadaljevanju bom predstavil
3 metode: relaxed, shrinkage in stacking.
Med predlaganimi metodami zgoraj le shrinkage metoda izvaja strogi izbor
spremenljivk. Ostali dve metodi sta namenjeni bolj odstranjevanju nepomembnih
spremenljivk, vendar bomo s tema metoda še vedno izbirali nekaj nepomembnih
spremenljivk v modelu zgolj zaradi naključja in zaradi samega postopka zankanja
spremenljivk. Posledično bom v teh primerih uporabil enostaven in hiter po-
stopek na podlagi linearnega modela, ki bo dodatno odstranjeval vse take nizko
frekvenčne nepomembne spremenljivke.
Metoda deluje na sledeč način: na podlagi zgrajenega modela dobimo koefici-
ente pomembnosti vseh spremenljivk, te uredimo po absolutni velikosti in ocenimo
linearen model nad to urejeno vrsto (presečišče in naklon). Na podlagi ostankov
modela izberemo spremenljivke, ki imajo velike ostanke, kot je predstavljeno v
algoritmu 1 in prikazano v sliki 2.1.
Algoritem 1 Ostanki linearnega modela
1: pridobimo po absolutnih vrednosti urejeno vrsto pomembnosti spremenljivk
2: ocenimo linearen model na urejeni vrsti
3: izberemo spremenljivke, ki imajo ostanek višji od c (konstanta)
Opomba: metodo sem izbral zaradi enostavnosti in smiselnosti, sicer bi lahko
uporabili drugo poljubno metodo za enostavno filtriranje podatkov.
Spodaj so predstavljene tri metode za izbor spremenljivk, ki jih bom uporabil
in ocenil v nalogi.
Relaxed
Obstaja nadgradnja izvirne LASSO metode z imenom relaxed LASSO [38], kjer
skušamo izboljšati končne ocene koeficientov in izbor spremenljivk tako, da dva-
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Slika 2.1: Po VI urejena vrsta spremenljivk, črna premica predstavlja ocenjeno
linearno enačbo, ostanki modela so prikazani z barvo.
krat zaženemo model; prvič bolj na grobo, zato da izločimo čim več spremenljivk,
drugič zato, da čim bolje ocenimo koeficiente. Namreč, če imamo veliko število
spremenljivk, model ne bo nujno najbolje deloval oz. dobro ocenil koeficiente,
saj imamo preveč šuma v podatkih, kar bo oviralo optimizacijo modela. V po-
dobnem slogu lahko pripravimo postopek za RF, kjer s prvim modelom skušamo
odstraniti čim več nepomembnih spremenljivk (spremenljivke, ki imajo pomemb-
nost enako 0 ali blizu 0) in nato ocenimo drugi model, kjer skušamo čim bolje
oceniti pomembnost preostalih spremenljivk.
Metoda spada v razred ovojnih metod, kar pomeni, da moramo biti pazljivi,
saj se lahko s takim postopkom zelo hitro preprilegamo podatkom, zato se bom
omejil zgolj na 2 iteraciji (2 modela) in bom skušal zgraditi različna drevesa
v iteracijah (s spreminjanjem vzorčenja spremenljivk), kot je predstavljeno v
algoritmu 2.
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Algoritem 2 Relaxed
1: zgradimo RF model nad vsemi podatki z visokim številom naključno izbranih
spremenljivk med grajenjem
2: pridobimo po pomembnosti urejeno vrsto spremenljivk
3: izračunamo ostanke spremenljivk na podlagi linearnega modela
4: ohranimo spremenljivke z visokimi ostanki
5: zgradimo RF model nad izbranimi podatki z nizkim številom naključno iz-
branih spremenljivk med grajenjem
Shrinkage
S shrinkage metodo bom zgradil zaporedje modelov z različnim številom spre-
menljivk (npr. prvi model bo vseboval 0 spremenljivk, drugi jih bo vseboval 5,
naslednji 10, itd..) in bom na podlagi CV (oz. OOB) ocen izbral najboljši mo-
del. Vse uporabljene spremenljivke v izbranemu modelu predstavljajo naš izbor
spremenljivk.
Bolj specifično, pridobil bom po pomembnosti urejeno vrsto vseh spremenljivk
z uporabo začetnega RF modela. Nato bom generiral 20 prelomnic za koeficiente
pomembnosti spremenljivk na podlagi pridobljene urejene vrste tako, da bom ge-
neriral 20 številk med najmanjšim in najvišjim koeficientom z enakim razmikom,
s tem bom pridobil 20 številk za število spremenljivk, ki jih bom vključil v model.
V vsaki iteraciji bom zgradil model s prvimi m spremenljivkami iz urejene vrste.
Na koncu bom izbral model, ki je pridobil najboljšo CV oceno in bom izbral vse
spremenljivke v modelu, kot je predstavljeno v algoritmu 3.
Algoritem 3 Shrinkage
1: zgradimo RF model nad vsemi podatki
2: pridobimo po pomembnosti urejeno vrsto spremenljivk
3: for m← zaporedje števil od 0 do p do
4: zgradimo RF model s prvimi m spremenljivkami iz urejene vrste
5: shranimo OOB oceno modela
6: end for
7: izberemo vse spremenljivke v optimalnem modelu
S tem postopkom bomo še preizkusili učinkovitost pravila “ene standardne
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napake”, torej bomo testirali dva pristopa izbora končnega modela, 1) model, ki
je dosegel najnižjo OOB oceno na učnih podatih, in 2) model, ki je v 1 standar-
dni deviaciji od optimalnega modela in je najbolj enostaven (torej ima najmanj
spremenljivk).
Stacking
V strojnem učenju obstaja postopek z imenom zlaganje (angl. stacking, pogosto
uporabljen v tekmovanjih), kjer skušamo izboljšati končne napovedi modela eno-
stavno tako, da zgradimo več različnih modelov, z vsakim napovemo nove enote,
in nato povprečimo ali agregiramo napovedi vseh modelov za končno napoved. V
splošnem postopek izboljša napoved v primerjavi z napovedi enega samega mo-
dela. Podoben princip lahko uporabimo za naš namen izbora spremenljivk, torej
izračunamo več mer pomembnosti spremenljivk z različnimi modeli, ki jih nato
združimo z namenom izboljšanja izbora spremenljivk.
Za naš primer bomo uporabili samo dve meri pomembnosti za poenostavitev
(in pohitritev kode), prva mera bo na podlagi RF modela in torej permutacijska
mera, druga mera bo na podlagi filtrirne metode, in sicer ločena ROC analiza za
vsako spremenljivko z izidom. Ocene obeh mer bomo združili (povprečili) in na
podlagi teh izbrali pomembne spremenljivke, kot je predstavljeno v algoritmu 4.
Algoritem 4 Stacking
1: ocenimo mero pomembnosti spremenljivk z uporabo filter metode
2: ocenimo mero pomembnosti spremenljivk z uporabo RF modela
3: oceni pomembnosti združimo in povprečimo
4: izračunamo ostanke spremenljivk na podlagi linearnega modela
5: ohranimo spremenljivke z visokimi ostanki
2.3 Simulacije in pravi podatki
Vse metode sem preveril na simuliranih in na pravih podatkih. Za simulacijo
podatkov sem izbral in uporabil le 1 scenarij (eno kombinacijo parametrov), ki je
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dovolj težek za uvrščanje in sem ga uporabil tudi v diplomski nalogi. S tem bom
skušal ugotoviti delovanje metod v “najslabšem primeru”.
V simulacijah bom generiral učne množice s 100 enotami in visoko neuravno-
teženostjo, 10 enot bo v pozitivnem (drugem) razredu in 90 jih bo v negativnem
(prvem) razredu. Skupno bom generiral 1000 spremenljivk in 100 izmed teh bodo
informativne (povezane z izidom), ostale bodo nepovezane z izidom (neinforma-
tivne spremenljivke). Testna množica bo vsebovala 1000 enot in bo uravnotežena.
Simulacije bodo ponovljene 1000 krat. V podatkih bo prisotna korelacija v bločni
korelacijski strukturi, torej spremenljivke znotraj bloka bodo imele visoke kore-
lacije (ρ = 0.8) in spremenljivke izven bloka bodo neodvisne, skupaj 100 blokov.
Podatki bodo generirani iz multivariatne normalne porazdelitve, povprečna raz-
lika med razredi za informativne spremenljivke bo enaka 1, standardna deviacija
bo povsod enaka 1.
Učni podatki bodo uporabljeni za izbor spremenljivk in izbor najboljšega
modela, medtem ko bodo testni podatki uporabljeni za ocenjevanje napovedne
točnosti.
Vsak model bom pognal tudi v default nastavitvah, torej v privzeti obliki,
če predpostavimo, da nimamo neuravnoteženih podatkov (za SMOTE je to že
privzeta opcija), za primerjavo z mojimi predlaganimi metodami.
Poleg tega bom vsak model ocenil dvakrat, prvi model bom zgradil nad vsemi
podatki, drugi model pa samo nad izbranimi spremenljivkami iz prvega modela.
S tem bom ocenil, ali bo model, ki vsebuje samo spremenljivke, ki sem jih raz-
glasil za pomembne, deloval enako v primerjavi s prvotnim modelom, kjer sem
vključil vse spremenljivke. Torej preizkušal bom, kako izločanje nepomembnih
spremenljivk vpliva na končno napoved modela.
Uporabil bom še prave cDNA podatke mikromrež iz [39]. V podatkih je 99
enot, 34 v pozitivnem razredu, 65 v negativnem razredu in 7650 spremenljivk.
Vse spremenljivke so numerične in predstavljajo ekspresijo gena, torej količino
molekul, ki so se vezale na posamezno sondo, ki identificira gen. Spremenljivke so
bile predhodno normalizirane z logaritmom, ker so bili izvirni podatki asimetrični
(angl. skewed, kar je pogost pojav pri podatkih iz genskih ekspresij). Ker so v
podatkih prisotni manjkajoči podatki, bom te imputiral z mediano, imputacijo z
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mediano sem izbral zgolj zaradi enostavnosti in smiselnosti glede narave podatkov.
Modele bom ocenjeval z LOOCV (angl. leave-one-out cross-validation), torej v
vsaki iteraciji bom izračunal število izbranih spremenljivk in verjetnostno napoved
za vsako izpuščeno enoto. Končno število izbranih spremenljivk bom izračunal
kot povprečno število izbranih spremenljivk v vseh iteracijah, saj ni znano, katere
spremenljivke so zares informativne. Napovedno točnost bom ocenil na podlagi
vseh verjetnostnih napovedi izpuščenih enot.
Vsi izračuni bodo izpeljani v R jeziku za statistično programiranje (verzija
4.0.0).
Izbor spremenljivk
Spodaj so predstavljene vse mere, ki bodo uporabljene za ocenjevanje izbora
spremenljivk.
• INFO (informativne spremenljivke): število skupno izbranih spremenljivk,
ki so bile razglašene za informativne;
• FDR (angl. false discovery rate): število izbranih neinformativnih spremen-
ljivk, deljeno s skupnim številom izbranih spremenljivk; v primeru, da ne
izberemo niti ene spremenljivke, bo ta enaka 0.
Resnica
Spremenljivka
je informativna
Spremenljivka
ni informativna
Napoved
Spremenljivka
je informativna
V S
Spremenljivka
ni informativna
U T
Tabela 2.1: Vse možne kombinacije za izbor spremenljivk.
Vsi možni izidi za izbor spremenljivk so predstavljeni v tabeli 2.1. Na podlagi
tabele lahko formalno definiramo prejšnjo mero:
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FDR =
S
V + S
Napovedna točnost
Spodaj so predstavljene vse mere, ki bodo uporabljene za ocenjevanje napovedne
točnosti (uvrstitve) končnih modelov. Izmed naštetimi merami nobena ni prava
mera razen za AUROC [40], katero se razvrsti v delno pravilna pravila točkovanja
(angl. semi proper scoring rule). V simulacijah bomo preverjali samo rezultate
GM ocen, medtem ko za prave podatke bomo prikazali vse rezultate.
• natančnost (v nadaljevanju PA, angl. accuracy): delež pravilno uvrščenih
enot;
• občutljivost (v nadaljevanju PA1, angl. sensitivity): delež pravilno
uvrščenih enot v prvem razredu;
• specifičnost (v nadaljevanju PA2, angl. specificity): delež pravilno
uvrščenih enot v drugem razredu;
• geometrijska sredina (v nadaljevanju GM, angl. geometric mean): geome-
trijska sredina med občutljivostjo in specifičnostjo;
• AUROC (angl. Area Under the Receiver Operating Characteristic curve):
površina pod občutljivost-specifičnost krivuljo; mera nam pove, kako dobro
model razlikuje med razredi z različnimi pragi kategorizacije verjetnostnih
napovedi.
Resnica
Razred 1 Razred2
Napoved
Razred 1 TP FP
Razred2 FN TN
Tabela 2.2: Vse možne kombinacije za napovedno točnostjo.
Vsi možni izidi za napovedno točnost so predstavljeni v tabeli 2.2. Na podlagi
tabele lahko formalno definiramo prejšnje mere:
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PA =
TP + TN
TP + FP + FN + TN
PA1 =
TP
TP + FN
PA2 =
TN
FP + TN
GM =
√
PA1 · PA2
Uravnoteženje
Neuravnoteženost v podatkih bom skušal “popraviti” na dva načina: s t.i.
STRATA pristopom in s SMOTE metodo. S STRATA pristopom bom spremenil
način vzorčenja v modelih tako, da bom (stratificirano) vzorčil na podlagi števila
enot v manjšinskem razredu - vzorčil bom enako število enot iz obeh razredov z
vračanjem. Torej vsak nov vzorec bo vseboval dva krat število enot, ki jih imamo
v manjšem razredu. S SMOTE metodo bom uporabil SMOTE za ustvariti sinte-
tične uravnotežene podatke, kjer bom generiral 50 enot v obeh razredih, skupaj
100 enot kot v originalnem vzorcu.
SMOTE metoda bo vedno možna, saj je neodvisna od modelov in jo upora-
bimo pred samim grajenjem modela, medtem ko STRATA pristop ne bo vedno
možen, saj mora model omogočati možnost spreminjanja vzorčenja. V mojem
primeru, tega pristopa ne bo mogoče uporabiti pri XGB metodi.
Prave mere
Dodatno bom skušal odpraviti težave povezane z neuravnoteženostjo z upo-
rabo Focal loss kriterijske funkcije, torej ne bom spreminjal podatkov ne z upo-
rabo STRATA pristopa in ne z uporabo SMOTE metode. Edini model izmed
naštetimi, ki nam omogoča spreminjati kriterijsko funkcijo, je XGB. Parametre
funkcije bom določil s CV na učni množici.
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2.4 Načrt
Z upoštevanjem vsega, kar sem predstavil v prejšnjih razdelkih, prikažem vse
testirane kombinacije v tabeli 2.3.
RF RUF PARTY WSRF XGB
Izvirni SMOTE Izvirni SMOTE Izvirni SMOTE Izvirni SMOTE Izvirni SMOTE
default x x x x x x x x x x
strata x x x x
shrinkage x x
stacking x x
relaxed x x
focal x
Tabela 2.3: Vse testirane kombinacije modelov in metod.
Na osnovnem algoritmu RF bom preizkusil vse metode izbora spremenljivk,
tako na izvirnih/nespremenjenih podatkih kot na sintetičnih podatkih pridoblje-
nih s SMOTE, razen za kombinacijo SMOTE/STRATA, saj ta nima smisla (oz. je
enaka default), in focal, ki ne obstaja za RF. Za ostale metode WSRF, UNIFORM
in PARTY bom preizkusil samo kombinacije default, STRATA in SMOTE. Na
koncu še XGB z default, SMOTE in focal.
Vse neosnovne primere bom primerjal z osnovnimi primeri in bom izločil ne-
pomembne spremenljivke z uporabo linearnega modela, (kot predstavljeno v al-
goritmu 1), saj večina metod ne izvaja strogega izbora spremenljivk.
STRATA pristop z XGB ni možen oz. nima smisla, saj temelji na ojačevanju in
je postopek v ozadju različen. Dodatno, XGBOOST je edini model, ki uporablja
Gini mero za mero pomembnosti spremenljivk v primerjavi z ostalimi uporablje-
nimi modeli, ki uporabljajo permutacijsko mero. To pa zato, ker permutacijska
mera za ojačevanje prav tako ne obstaja oz. nima smisla.
Vsako možno kombinacijo bom preveril dvakrat, v prvi iteraciji bom zgradil
model nad vsemi podatki, nato naredil izbor spremenljivk in še enkrat ocenil
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model samo nad izbranimi spremenljivkami. S tem bom testiral ali izločanje
nepomembnih spremenljivk izboljša končni model za napovedanje. Poleg tega
bom preveril učinkovitost izbora spremenljivk za moje izbrane metode relaxed,
shrinkage in stacking, saj tukaj izvajamo dvojni izbor spremenljivk, v prvi in v
drugi iteraciji, medtem ko za ostale metode pa je ta izbor enak, zato ga ne bomo
prikazali.
30 Metode
3 Rezultati
3.1 Simulacije
Ker obstaja veliko možnih kombinacij, bom predstavil rezultate v več vsebinsko
smiselnih delih in v vsakem delu bom izbral najboljše rezultate in te predstavil v
končnih rezultatih. Rezultate bom razdelil na naslednje dele:
• Default, SMOTE in STRATA
• Min in 1SE
• Filter in STACK
• Relaxed, shrinkage in stacking
• Xgboost
• Najboljši rezultati
Vse rezultate bom prikazal s t.i. violin grafikonih, kjer prikažemo gostoto
porazdelitve, na y-osi bo FDR ali GM ocena, na x-osi bodo metode. Rezultate
bom dodatno ločil po implementacijah, ko bo to smiselno.
Default, SMOTE in STRATA
V tem razdelku bom primerjal osnovne različice metod na izvirnih podatkih s pri-
vzetimi nastavitvami in STRATA pristopom, in te primerjal z rezultati SMOTE.
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Osnovno metodo na izvirnih podatkih imam zgolj za primerjavo, saj pričakujemo,
da bo slabo delovala.
PARTY WSRF
RF RUF
default SMOTE strata default SMOTE strata
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Slika 3.1: Primerjava FDR med default, SMOTE in STRATA pristopi.
Za izbor spremenljivk (kjer prikažem samo prvo iteracijo, saj sem izvedel izbor
spremenljivk samo enkrat za te metode, slika 3.1) ne obstaja velike razlike med
RF in RUF, medtem ko sta metodi PARTY in WSRF precej variabilni, za PARTY
je STRATA metoda najboljša (najnižja), za WSRF pa je SMOTE najboljša.
Za napovedovanje (slika 3.2) obstajajo velike razlike, tudi med iteracijami.
Najboljše rezultate (najvišje) smo dobili z metodo STRATA in RUF. V povprečju
je druga iteracija dosegla boljše ali podobne rezultate v primerjavi s prvo, sicer
ravno za RUF in STRATA kombinacijo je ta slabša od prve. Rezultati za PARTY
default so zelo slabi, razlog za to je ravno paradoks točnosti (omenjen v uvodu),
saj je model v veliki večini primerov uvrstil vse enote v večinski razred zaradi
uporabljene neprave mere.
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PARTY WSRF
RF RUF
default SMOTE strata default SMOTE strata
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Slika 3.2: Primerjava GM med default, SMOTE in STRATA pristopi. Ločeno za
prvo in drugo iteracijo modela.
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Min in 1SE
V tem razdelku bom primerjal učinkovitost izbora modela na podlagi pravila
“min” in “1se”, za tiste kombinacije, kjer je to bilo možno.
XGB
Izvirni
RF
Izvirni
RF
SMOTE
focal_1SE focal_min
shrinkage_1SE shrinkage_min shrinkage_1SE shrinkage_min
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Slika 3.3: Primerjava FDR med min in 1SE pristopoma za izbor modela. Ločeno
za prvo in drugo iteracijo modela.
Za FDR (slika 3.3) opazimo, da druga iteracija v večini primerov izboljša
oceno (bližje 0) in pravilo “1SE” vrača rahlo boljše ocene v primerjavi z “min” v
vseh primerih. Za XGB metodo ni razlike v iteracijah, ker nisem izvajal dvojnega
izbora spremenljivk (to sem naredil samo za RF metodo).
Za GM (slika 3.4) pa ne obstaja velikih razlik med “min” in “1SE”. Rezul-
tati druge iteracije so podobni prvi iteraciji in so malo slabši za RF na izvirnih
podatkih.
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Slika 3.4: Primerjava GM med min in 1SE pristopoma za izbor modela. Ločeno
za prvo in drugo iteracijo modela.
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Filter in STACK
V tem razdelku bom primerjal rezultate izbora spremenljivk med filter in
STRATA metodo in nato STACK metodo, ki je bila izračunana na podlagi agre-
gacije/skupka prejšnjih dveh metod. Cilj je ugotoviti, ali je STACK metoda
izboljšala rezultate v primerjavi z ostalimi metodami oz. katera metoda je zares
odgovorna za boljše rezultate. Opomnik: za SMOTE metodo nimamo STRATA
pristopa, saj je ta v bistvu enak default pristopu.
Izvirni SMOTE
strata filter stack default filter stack
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Slika 3.5: Primerjava FDR med filter in STRATA metodo.
Za FDR (slika 3.5) ne obstaja velikih razlik, ocene filter metode in končnega
STACK modela so si precej podobne, torej s STACK modelom nismo bistveno
izboljšali izbora spremenljivk.
Za GM (slika 3.6) je STACK metoda rahlo boljša v napovedovanju v primer-
javi s STRATA pristopom (s filter metodo nisem napovedoval). Nejasno je ali
iteracije izboljšajo napovedi.
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strata stack default stack
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Slika 3.6: Primerjava GM med filter in STRATA metodo. Ločeno za prvo in
drugo iteracijo modela.
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Izbrane metode za izbor spremenljivk
V tem razdelku bom primerjal vse 3 izbrane metode za izbor spremenljivk: re-
laxed, shrinkage, stacking in osnovni različici metod.
SMOTE
Izvirni
default strata shrinkage_1SE stack relaxed
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Slika 3.7: Primerjava FDR med izbranimi metodami za izbor spremenljivk.
Ločeno za prvo in drugo iteracijo modela.
Za FDR (slika 3.7) je druga iteracija v vseh primerih izboljšala izbor. Vse
3 metode so izboljšale ocene v primerjavi z osnovnimi različicami. Rezultati
shrinkage in relaxed metod za drugo iteracijo so najboljši.
Za GM (slika 3.8) obstajajo razlike med iteracijami, v nekaterih primerih
druga iteracija izboljša ocene, v drugih pa poslabša. Nobena metoda ne izstopa
in ni bistveno boljša od STRATA pristopa.
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Slika 3.8: Primerjava GMmed izbranimi metodami za izbor spremenljivk. Ločeno
za prvo in drugo iteracijo modela.
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XGB
V tem razdelku bom primerjal rezultate metode XGB.
0.0
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0.6
0.8
1.0
default focal_1SE focal_min SMOTE
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R
Slika 3.9: Primerjava FDR za rezultate XGB metode.
Z uporabo focal loss kriterijske funkcije (slika 3.9) smo precej izboljšali FDR
ocene v primerjavi z ostalimi metodami, sicer so te še vedno slabe v primerjavi
s prejšnjimi modeli. Pravilo “1SE” je rahlo boljše od pravila “min” za izbor
modela.
Prav tako je za napovedovanje (slika 3.10) focal loss kriterijska funkcija iz-
boljšala osnovne različice in prav tako je pravilo “1SE” doseglo rahlo boljše ocene.
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Slika 3.10: Primerjava GM za rezultate XGB metode.
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Najboljši rezultati
V tem razdelku bom prikazal zgolj najboljše rezultate s prejšnjih slik.
XGB
RF RUF
focal_1SE
relaxedshrinkage_1SE strata strata
0.0
0.2
0.4
0.6
0.8
1.0
0.0
0.2
0.4
0.6
0.8
1.0
Metoda
FD
R Iteracija
Prva
Druga
Slika 3.11: Primerjava FDR med najboljšimi rezultati. Ločeno za prvo in drugo
iteracijo modela.
Metodi shrinkage in relaxed (druga iteracija) sta dosegli najnižje FDR ocene
(slika 3.11) in sta precej boljši od vseh ostalih metod (iteracije so relevantne
samo za RF metodo). Sicer bi bilo smiselno preveriti rezultate števila izbranih
spremenljivk, zato prikažemo še isto sliko za število izbranih spremenljivk.
Metodi shrinkage in relaxed sta izbrali najmanj spremenljivk (slika 3.12), pre-
cej manj od ostalih metod, zato imajo tudi najnižje ocene FDR, ker so zelo
konzervativne. Alternativa tema dvema metodama bi bila STRATA metoda za
RF ali RUF, ki sta izbrali petino vseh pomembnih spremenljivk z 10 % napake v
povprečju.
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Slika 3.12: Primerjava števila izbranih spremenljivk med najboljšimi rezultati.
Ločeno za prvo in drugo iteracijo modela.
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Slika 3.13: Primerjava GM med najboljšimi rezultati. Ločeno za prvo in drugo
iteracijo modela.
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Najboljši model za napovedovanje (slika 3.13) je RUF prva iteracija, medtem
ko so rezultati XGB metode rahlo slabši v primerjavi z RUF v obeh iteracijah,
sicer so ti boljši od RF metode.
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3.2 Pravi podatki
Rezultati na pravih podatkih so povzeti v tabeli 3.1.
Relaxed metoda v prvi iteraciji izbere največ spremenljivk, kar ni presene-
tljivo, ki se nato bistveno zmanjša v drugi iteraciji. S SMOTE pristopom v
splošnem izberemo več spremenljivk. Na drugem mestu je STACK metoda (druga
iteracija), kar je presenetljivo, tukaj imamo nižjo napovedno točnost v primer-
javi s sorodnimi metodami in smo izbrali precej več spremenljivk. Sicer smo s
STACK metodo izbrali manj spremenljivk v primerjavi s filter metodo. Ostale
metode izberejo med približno 10 in 50 spremenljivk.
Z vsemi metodami smo uspeli zelo dobro napovedati izpuščene enote, razlike so
minimalne. V povprečju se razlike med prvo in drugo iteracijo izničijo, v nekaterih
primerih je druga iteracija malo boljša, v ostalih pa ni. Za RF velja, da je
izbor modela, ki je dosegel minimalno vrednost kriterijske funkcije, boljša izbira v
primerjavi z izborom modela z uporabo pravila “1 standardne napake”. Rezultati
med izvirnimi podatki in SMOTE so si zelo podobni. XGB metoda je dosegla
najvišje ocene, razen v primeru SMOTE podatkov, kjer so rezultati malo slabši.
Sicer smo z XGB metodo izbrali precej več spremenljivk v primerjavi z večino
ostalih metod, kar je lahko posledica različne mere pomembnosti spremenljivk.
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Implementacija Podatki Metoda Iteracija INFO PA PA1 PA2 GM AUC
RF prvotni default prva 47.7 0.92 0.82 0.97 0.89 0.99
druga 47.7 0.96 0.94 0.97 0.95 0.99
filter prva 254.3
relaxed prva 396.7 0.97 0.94 0.98 0.96 0.99
druga 12.1 0.96 0.94 0.97 0.95 0.99
shrinkage 1SE druga 2.6 0.87 0.76 0.92 0.84 0.95
shrinkage min druga 6.6 0.96 0.97 0.95 0.96 0.98
stack druga 174.5 0.92 0.85 0.95 0.90 0.98
strata prva 51.9 0.94 0.88 0.97 0.92 0.99
druga 51.9 0.96 0.94 0.97 0.95 1.00
SMOTE default prva 48.4 0.95 0.94 0.95 0.95 0.99
druga 48.4 0.96 0.94 0.97 0.95 0.99
filter prva 255.5
relaxed prva 460.4 0.93 0.94 0.92 0.93 0.99
druga 12.8 0.96 0.97 0.95 0.96 0.99
shrinkage 1SE druga 2.9 0.91 0.94 0.89 0.92 0.96
shrinkage min druga 8.6 0.95 0.97 0.94 0.95 0.99
stack druga 180.8 0.92 0.88 0.94 0.91 0.98
UNIFORM prvotni default prva 22.9 0.94 0.85 0.98 0.92 0.99
druga 22.9 0.97 0.91 1.00 0.95 0.99
strata prva 22.3 0.95 0.88 0.98 0.93 0.99
druga 22.3 0.97 0.94 0.98 0.96 1.00
SMOTE default prva 17.4 0.95 0.91 0.97 0.94 0.99
druga 17.4 0.96 0.94 0.97 0.95 1.00
WSRF prvotni default prva 35.2 0.93 0.85 0.97 0.91 0.99
druga 35.2 0.93 0.85 0.97 0.91 0.99
strata prva 7.9 0.97 0.94 0.98 0.96 0.99
druga 7.9 0.88 0.82 0.91 0.86 0.95
SMOTE default prva 19.6 0.94 0.91 0.95 0.93 0.98
druga 19.6 0.97 0.97 0.97 0.97 0.99
XGB prvotni default prva 200.0 0.97 0.94 0.98 0.96 0.99
druga 200.0 0.96 0.91 0.98 0.95 1.00
focal 1SE prva 130.7 0.98 0.97 0.98 0.98 1.00
druga 130.7 0.96 0.94 0.97 0.95 1.00
focal min prva 139.6 0.97 0.94 0.98 0.96 1.00
druga 139.6 0.98 0.97 0.98 0.98 1.00
SMOTE default prva 90.4 0.93 0.94 0.92 0.93 0.98
druga 90.4 0.93 0.94 0.92 0.93 0.99
Tabela 3.1: Rezultati na pravih podatkih.
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4 Zaključek
V nalogi sem raziskal učinkovitost več različic naključnih gozdov za namene izbora
spremenljivk in napovedne točnosti, saj sem predhodno ugotovil, da je metoda
obetavna za take podatke. Predstavil sem, s kakšnimi težavami se srečujemo
s takimi podatki in predlagal možne rešitve. Predlagal sem tri metode, kako
bi lahko naredili izbor spremenljivk z naključnimi gozdovi, ki tega v osnovi ne
počnejo. Poleg tega sem predlagal drugačen redko uporabljen pristop za grajenje
modela z visoko neuravnoteženimi podatki. Metode sem testiral na simuliranih
visokorazsežnih podatkih z visoko stopnjo neuravnoteženosti za uvrščanje in nad
pravimi podatki iz genskih ekspresij.
Pokazal sem, da sta izmed treh predlaganih metod za izbiro spremenljivk, dve
uspeli znižati napako v primerjavi z osnovnimi različicami, vendar sta bili tudi
precej bolj konzervativni. V splošnem so modeli, ki so izbrali več spremenljivk,
imeli višje napake, kar kaže na to, da je težava drugje, tj. v prevelikem številu
spremenljivk, ki so nepovezane z izidom. Bilo bi dobro, če bi lahko večino takih
spremenljivk odstranili že od začetka, da nam ne kvarijo modelov.
Rezultati so občutljivi na skupno število spremenljivk (več spremenljivk, kot
imamo v podatkih, več napačnih spremenljivk bomo izbirali), povprečno razliko
med razredi (pri manjših razlikah bomo težje ločevali razrede in s tem tudi izbirali
napačne spremenljivke) in na deležu neuravnoteženosti (z višanjem deleža neu-
ravnoteženosti izničimo vpliv manjšinskih razredov na učenje modela in zvišamo
verjetnost preprileganja podatkom).
V povprečju ne obstajajo razlike med modeli, izbranimi na podlagi minimalne
vrednosti kriterijske funkcije (funkcije izgube) ali na podlagi pravila “1 standar-
dne napake”. Prav tako v povprečju ne obstaja razlik, če model zgradimo le
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enkrat ali dvakrat, drugič na podlagi izbora spremenljivk iz prvega modela. Na
simuliranih podatkih je SMOTE metoda delovala kvečjemu slabše v primerjavi z
ostalimi metodami, ki so bile prilagojene za neuravnotežene podatke, še posebej
z uporabo druge kriterijske funkcije.
Osnovne različice metod ne delujejo dobro v primeru visoke razsežnosti ali
visoke neuravnoteženosti. Pokazal sem, da se že z majhnimi modifikacijami dajo
rezultati izboljšati. Za višjo zaupanje v rezultate bi moral simulirati več scena-
rijev z različnimi pogoji, saj so rezultati naloge zgolj pokazali, kakšne možnosti
obstajajo in katere metode oz. pristopi so manj napačni.
Literatura
[1] R. Tibshirani, “Regression shrinkage and selection via the lasso,” JOURNAL
OF THE ROYAL STATISTICAL SOCIETY, SERIES B, vol. 58, str. 267–
288, 1996.
[2] L. Breiman, “Random forests,” Machine Learning, vol. 45, str. 5–32, Oct
2001.
[3] R. Tibshirani, T. Hastie, B. Narasimhan in G. Chu, “Diagnosis of multiple
cancer types by shrunken centroids of gene expression,” Proceedings of the
National Academy of Sciences, vol. 99, str. 6567–6572, may 2002.
[4] B. Efron, “Bootstrap methods: Another look at the jackknife,” The Annals
of Statistics, vol. 7, str. 1–26, jan. 1979.
[5] T. Chen in C. Guestrin, “Xgboost: A scalable tree boosting system,” CoRR,
vol. abs/1603.02754, 2016.
[6] Y. Saeys, I. Inza in P. Larranaga, “A review of feature selection techniques
in bioinformatics,” Bioinformatics, vol. 23, str. 2507–2517, avg. 2007.
[7] G. Weiss, K. McCarthy in B. Zabar, “Cost-sensitive learning vs. sampling:
Which is best for handling unbalanced classes with unequal error costs?,”
str. 35–41, 01 2007.
[8] N. V. Chawla, K. W. Bowyer, L. O. Hall in W. P. Kegelmeyer, “SMOTE:
Synthetic minority over-sampling technique,” Journal of Artificial Intelli-
gence Research, vol. 16, str. 321–357, jun. 2002.
[9] T.-Y. Lin, P. Goyal, R. Girshick, K. He in P. Dollar, “Focal loss for dense
object detection,” v 2017 IEEE International Conference on Computer Vi-
sion (ICCV), IEEE, okt. 2017.
51
52 Literatura
[10] C. H. Sudre, W. Li, T. Vercauteren, S. Ourselin in M. J. Cardoso, “Gene-
ralised dice overlap as a deep learning loss function for highly unbalanced
segmentations,” v Deep Learning in Medical Image Analysis and Multimodal
Learning for Clinical Decision Support, str. 240–248, Springer International
Publishing, 2017.
[11] N. Abraham in N. M. Khan, “A novel focal tversky loss function with impro-
ved attention u-net for lesion segmentation,” v 2019 IEEE 16th International
Symposium on Biomedical Imaging (ISBI 2019), IEEE, apr. 2019.
[12] J. C. Platt, “Probabilistic outputs for support vector machines and compa-
risons to regularized likelihood methods,” v ADVANCES IN LARGE MAR-
GIN CLASSIFIERS, str. 61–74, MIT Press, 1999.
[13] B. Lucena, “Spline-Based Probability Calibration.” https://arxiv.org/
abs/1809.07751, 2018.
[14] R. Diaz-Uriarte, “Genesrf and varselrf: a web-based tool and r package for
gene selection and classification using random forest,” BMC Bioinformatics,
vol. 8, 2007.
[15] R. Diaz-Uriarte in A. A. de Andres, “Gene selection and classification of
microarray data using random forest.,” BMC Bioinformatics, vol. 7, 2006.
[16] T. Hastie, R. Tibshirani in J. Friedman, The elements of statistical learning:
data mining, inference and prediction. Springer, 2 izd., 2009.
[17] H. Deng, “Guided random forest in the rrf package,” arXiv:1306.0237, 2013.
[18] H. Deng in G. Runger, “Gene selection with guided regularized random
forest,” Pattern Recognition, vol. 46, no. 12, str. 3483–3489, 2013.
[19] H. Deng in G. Runger, “Feature selection via regularized trees,” The 2012
International Joint Conference on Neural Networks (IJCNN), 2012.
[20] M. B. Kursa in W. R. Rudnicki, “Feature selection with the Boruta package,”
Journal of Statistical Software, vol. 36, no. 11, str. 1–13, 2010.
[21] T. Hothorn in A. Zeileis, “partykit: A modular toolkit for recursive partyti-
oning in R,” Journal of Machine Learning Research, vol. 16, str. 3905–3909,
2015.
Literatura 53
[22] T. Hothorn, K. Hornik in A. Zeileis, “Unbiased recursive partitioning: A
conditional inference framework,” Journal of Computational and Graphical
Statistics, vol. 15, no. 3, str. 651–674, 2006.
[23] A. Zeileis, T. Hothorn in K. Hornik, “Model-based recursive partitioning,”
Journal of Computational and Graphical Statistics, vol. 17, no. 2, str. 492–
514, 2008.
[24] T. Grubinger, A. Zeileis in K.-P. Pfeiffer, “evtree: Evolutionary learning of
globally optimal classification and regression trees in R,” Journal of Stati-
stical Software, vol. 61, no. 1, str. 1–29, 2014.
[25] C. J. S. R. O. Leo Breiman, Jerome Friedman, Classification and Regression
Trees. Chapman and Hall/CRC, 1984.
[26] T. F. Cox in M. Cox, Multidimensional Scaling, Second Edition. Chapman
and Hall/CRC, 2 izd., 2000.
[27] J. B. Tenenbaum, V. Silva in J. C. Langford, “A Global Geometric
Framework for Nonlinear Dimensionality Reduction,” Science, vol. 290,
no. 5500, str. 2319–2323, 2000.
[28] S. Sra in I. S. Dhillon, “Generalized nonnegative matrix approximations with
bregman divergences,” v Advances in Neural Information Processing Systems
18 (Y. Weiss, B. Schölkopf in J. C. Platt, ur.), str. 283–290, MIT Press, 2006.
[29] R. Tandon in S. Sra, “Sparse nonnegative matrix approximation: new formu-
lations and algorithms,” Tech. Rep. 193, Max Planck Institute for Biological
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56 Dodatek
A Koda za simulacije
1 library(class)
2 library(Hmisc)
3 library(caret)
4 library(DMwR)
5 library(pracma)
6
7 library(randomForest)
8 library(wsrf)
9 library(randomUniformForest)
10 library(partykit)
11 library(xgboost)
12
13 G=1000 #number of variables
14 n.training =100 #number of samples in the training set
15 n.test =1000 #number of samples in the test set
16 percent.class.training =0.9 # proportion of events in training
17 percent.class.test =0.5 #proportion of events in test
18 nu.different.genes =100 #number of diferentially expressed
variables
19 mean.difference =1 #mean difference between events and non events
for differentially expressed variables
20 num.blocks =100 #number of blocks
21 rho =0.8 #corelation coefficient for the variables within the
block
22
23 mojeMere=function(spremenljivke ,napoved.prob ,napoved.class ,
resnica) {
24 pravilni=sum(spremenljivke <=nu.different.genes)
25 napacni=sum(spremenljivke >nu.different.genes)
26
27 komplement=which(!1:G %in% spremenljivke)
28
57
58 Koda za simulacije
29 # PPV=ifelse(length(spremenljivke)==0,0,
30 # sum(spremenljivke <=nu.different.genes)/length(
spremenljivke))
31 FDR=ifelse(length(spremenljivke)==0,0,
32 sum(spremenljivke >nu.different.genes)/length(
spremenljivke))
33 FOR=ifelse(length(komplement)==0,0,
34 sum(komplement <=nu.different.genes)/length(
komplement))
35 # NPV=ifelse(length(komplement)==0,0,
36 # sum(komplement >nu.different.genes)/length(
komplement))
37
38 conf=confusionMatrix(factor(napoved.class),factor(resnica),
39 mode="everything",positive="1")
40
41 as.numeric(c(
42 pravilni ,napacni ,FDR ,FOR ,
43 conf$overall["Accuracy"],
44 conf$byClass["Sensitivity"],
45 conf$byClass["Specificity"],
46 sqrt(conf$byClass["Sensitivity"]*conf$byClass["Specificity"])
,
47 somers2(napoved.prob ,resnica)["C"]
48 ))
49 }
50
51 fun=function(nu.file ,G,n.training ,n.test ,percent.class.training ,
percent.class.test ,nu.different.genes ,mean.difference ,num.
blocks ,rho) {
52 n=n.training+n.test
53
54 n.training.class .1=n.training*percent.class.training
55 n.training.class .2=n.training -n.training*percent.class.training
56
57 n.test.class .1=n.test*percent.class.test
58 n.test.class .2=n.test -n.test*percent.class.test
59
60 num.genes=G
61 var.sigma.block=rep(1,num.genes)
62 mu.Class1=rep(0,num.genes)
63 mu.Class2=c(rep(mean.difference ,nu.different.genes),rep(0,num.
59
genes -nu.different.genes))
64 num.samples=n.training
65 n1=n.training.class.1
66 n2=n.training.class.2
67
68 #number of genes within each block
69 #NB! implies that the blocks have the same number of genes
70 #if more flexibility is needed can be changed
71 num.genes.per.block <-num.genes/num.blocks
72
73 #standard deviation for each gene
74 sd.genes <-rep(sqrt(var.sigma.block), each=num.genes.per.block)
75
76 #desired correlation between genes within each block , obtained
from the specified correlation common to each block ,
77 #can be made more flexible
78 cor.block <-rep(rho , num.blocks)
79
80 #sqrt of variance of the random effect to obtain a correlation
of cor.block within each block
81 sd.RE<-sqrt(var.sigma.block*cor.block)
82
83 #standard deviation for each gene
84 sd.genes <-rep(sqrt(var.sigma.block -sd.RE^2 ) , each=num.genes.per
.block)
85
86 #generation of gene expression data
87 #data from all the genes for samples of Class1
88 data.Class1 <-matrix(rnorm(num.genes*n1 , mu.Class1 , sd.genes),
89 ncol=num.genes , nrow=n1 , byrow=T)
90
91 #data from all the genes for samples of Class1
92 data.Class2 <-matrix(rnorm(num.genes*n2 , mu.Class2 , sd.genes),
93 ncol=num.genes , nrow=n2 , byrow=T)
94
95 #implies that the blocks have the same number of genes
96 #simulated RE for each of the blocks , block -specific , the same
for all the subjects
97 tmp <-lapply (1: num.blocks , function(x) {
98 x1<-(x-1)*num.genes.per.block +1;
99 x2<- x*num.genes.per.block;
100 data.Class1 [1:n1 ,x1:x2]<<-data.Class1 [1:n1 , x1:x2]+ rnorm(n1 ,
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0, sd.RE[x]);
101 data.Class2 [1:n2 , x1:x2]<<-data.Class2 [1:n2 , x1:x2]+ rnorm(n2 ,
0, sd.RE[x])
102 })
103
104 #full matrix of data , rows: samples , cols: genes
105 training <-rbind(data.Class1 , data.Class2)
106
107 ###data generation for test
108 num.samples=n.test
109 n1=n.test.class.1
110 n2=n.test.class.2
111
112 data.Class1 <-matrix(rnorm(num.genes*n1 , mu.Class1 , sd.genes),
113 ncol=num.genes , nrow=n1 , byrow=T)
114
115 #data from all the genes for samples of Class1
116 data.Class2 <-matrix(rnorm(num.genes*n2 , mu.Class2 , sd.genes),
117 ncol=num.genes , nrow=n2 , byrow=T)
118
119 #implies that the blocks have the same number of genes
120 #simulated RE for each of the blocks , block -specific , the same
for all the subjects
121 tmp <-lapply (1: num.blocks , function(x) {
122 x1<-(x-1)*num.genes.per.block +1;
123 x2<- x*num.genes.per.block;
124 data.Class1 [1:n1 ,x1:x2]<<-data.Class1 [1:n1 , x1:x2]+ rnorm(n1 ,
0, sd.RE[x]);
125 data.Class2 [1:n2 , x1:x2]<<-data.Class2 [1:n2 , x1:x2]+ rnorm(n2 ,
0, sd.RE[x])
126 })
127
128 #full matrix of data , rows: samples , cols: genes
129 test <-rbind(data.Class1 , data.Class2)
130
131 class.training=c(rep(0,n.training.class .1),rep(1,n.training.
class .2))
132 class.test=c(rep(0,n.test.class .1),rep(1,n.test.class .2))
133
134 rownames(training)=paste("X",as.character (1: nrow(training)),sep
="")
135 colnames(training)=paste("G",as.character (1: ncol(training)),sep
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="")
136 rownames(test)=paste("X",as.character (1: nrow(test)),sep="")
137 colnames(test)=paste("G",as.character (1: ncol(test)),sep="")
138
139 ### SMOTE
140 newTraining=data.frame(training ,y=factor(class.training))
141 urav=SMOTE(form=y~.,
142 data=newTraining ,
143 perc.over =400,#800,
144 k=5,
145 perc.under =125)#113)
146 #table(urav$y)
147 training.s=urav [,-1001]
148 class.training.s=as.numeric(urav [ ,1001]) -1
149
150 #scale
151 # index.rf$x=(index.rf$x-min(index.rf$x))/(max(index.rf$x)-
min(index.rf$x))*G
152 # del=-45*pi/180
153 # yy=c(seq(1,G)*sin(del)+index.rf$x*cos(del))
154 # xx=c(seq(1,G)*cos(del)-index.rf$x*sin(del))
155 # plot(yy~xx,type="l")
156 # vars.rf=index.rf$ix[1: which.min(yy)]
157
158
159
160 ############################ randomForest
############################
161 ### default ###
162 fit.rf=randomForest(y=factor(class.training),
163 x=training ,
164 ntree =1000 ,
165 mtry =0.05*G,
166 importance=T)
167
168 #variable selection
169 index.rf=sort(fit.rf$importance[,"MeanDecreaseAccuracy"])
170 lm.rf=lm(index.rf~seq(1,length(index.rf)))
171 vars.rf=as.numeric(gsub("G","",names(which(abs(rstandard(lm.rf)
) >=2))))
172
173 #predict test
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174 predict.rf.prob=as.numeric(predict(fit.rf ,newdata=test ,type="
prob")[,2])
175 predict.rf.class=ifelse(predict.rf.prob <=0.5 ,0 ,1)
176
177 #rezultati
178 ocene=mojeMere(vars.rf ,predict.rf.prob ,predict.rf.class ,class.
test)
179 mere.rf=c("RF","original","default","first",round(ocene ,7))
180
181 write(mere.rf ,file=paste("rezultati_",nu.file ,".txt",sep=""),
ncol=length(mere.rf),append=TRUE ,sep=";")
182
183 if (length(vars.rf) <1) {
184 write(c("RF","original","default","second",rep(-2,9)),file=
paste("rezultati_",nu.file ,".txt",sep=""),ncol=13, append=
TRUE ,sep=";")
185 } else {
186 #refit
187 refit.rf=randomForest(y=factor(class.training),
188 x=training[,vars.rf,drop=F],
189 ntree =500,
190 mtry=ceil (0.05*length(vars.rf)),
191 importance=F)
192
193 #predict test
194 predict.rf.prob=as.numeric(predict(refit.rf ,newdata=test[,
vars.rf ,drop=F],type="prob")[,2])
195 predict.rf.class=ifelse(predict.rf.prob <=0.5 ,0 ,1)
196
197 #rezultati
198 ocene=mojeMere(vars.rf,predict.rf.prob ,predict.rf.class ,class
.test)
199 mere.rf=c("RF","original","default","second",round(ocene ,7))
200
201 write(mere.rf ,file=paste("rezultati_",nu.file ,".txt",sep=""),
ncol=length(mere.rf),append=TRUE ,sep=";")
202 }
203
204
205
206 ### strata ###
207 fit.rf=randomForest(y=factor(class.training),
63
208 x=training ,
209 ntree =1000 ,
210 mtry =0.05*G,
211 importance=T,
212 strata=factor(class.training),
213 sampsize=c(’0’=10,’1’=10))
214
215 #variable selection
216 index.rf=sort(fit.rf$importance[,"MeanDecreaseAccuracy"])
217 lm.rf=lm(index.rf~seq(1,length(index.rf)))
218 vars.rf=as.numeric(gsub("G","",names(which(abs(rstandard(lm.rf)
) >=2))))
219
220 #predict test
221 predict.rf.prob=as.numeric(predict(fit.rf ,newdata=test ,type="
prob")[,2])
222 predict.rf.class=ifelse(predict.rf.prob <=0.5 ,0 ,1)
223
224 #rezultati
225 ocene=mojeMere(vars.rf,predict.rf.prob ,predict.rf.class ,class.
test)
226 mere.rf=c("RF","original","strata","first",round(ocene ,7))
227
228 write(mere.rf,file=paste("rezultati_",nu.file ,".txt",sep=""),
ncol=length(mere.rf),append=TRUE ,sep=";")
229
230 if (length(vars.rf) <1) {
231 write(c("RF","original","strata","second",rep(-2,9)),file=
paste("rezultati_",nu.file ,".txt",sep=""),ncol=13, append=
TRUE ,sep=";")
232 } else {
233 #refit
234 refit.rf=randomForest(y=factor(class.training),
235 x=training[,vars.rf,drop=F],
236 ntree =500,
237 mtry=ceil (0.05*length(vars.rf)),
238 importance=F,
239 strata=factor(class.training),
240 sampsize=c(’0’=10,’1’=10))
241
242 #predict test
243 predict.rf.prob=as.numeric(predict(refit.rf ,newdata=test[,
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vars.rf ,drop=F],type="prob")[,2])
244 predict.rf.class=ifelse(predict.rf.prob <=0.5 ,0 ,1)
245
246 #rezultati
247 ocene=mojeMere(vars.rf ,predict.rf.prob ,predict.rf.class ,class
.test)
248 mere.rf=c("RF","original","strata","second",round(ocene ,7))
249
250 write(mere.rf ,file=paste("rezultati_",nu.file ,".txt",sep=""),
ncol=length(mere.rf),append=TRUE ,sep=";")
251 }
252
253
254
255 ### STACKING ###
256 vars.rf=fit.rf$importance[,"MeanDecreaseAccuracy"]
257 vars.rf=(vars.rf -min(vars.rf))/(max(vars.rf)-min(vars.rf))
258
259 vars.rf.caret=unlist(filterVarImp(x=data.frame(training),y=
class.training))
260 vars.rf.caret=(vars.rf.caret -min(vars.rf.caret))/(max(vars.rf.
caret)-min(vars.rf.caret))
261
262 vars.rf.stack=sort((vars.rf+vars.rf.caret)/2)
263
264 #variable selection filter
265 vars.rf.caret=sort(vars.rf.caret)
266 lm.rf=lm(vars.rf.caret~seq(1,length(vars.rf.caret)))
267 vars.rf.2=as.numeric(gsub("Overall","",names(which(abs(
rstandard(lm.rf)) >=2))))
268
269 ocene=mojeMere(vars.rf.2,predict.rf.prob ,predict.rf.class ,class
.test)
270 mere.rf=c("RF","original","filter","first",round(ocene ,7))
271 mere.rf[9:13]= -1
272
273 write(mere.rf,file=paste("rezultati_",nu.file ,".txt",sep=""),
ncol=length(mere.rf),append=TRUE ,sep=";")
274
275 #variable selection
276 lm.rf=lm(vars.rf.stack~seq(1,length(vars.rf.stack)))
277 vars.rf=as.numeric(gsub("G","",names(which(abs(rstandard(lm.rf)
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) >=2))))
278
279 if (length(vars.rf) <1) {
280 write(c("RF","original","stack","second",rep(-2,9)),file=
paste("rezultati_",nu.file ,".txt",sep=""),ncol=13, append=
TRUE ,sep=";")
281 } else {
282 #refit
283 refit.rf=randomForest(y=factor(class.training),
284 x=training[,vars.rf,drop=F],
285 ntree =500,
286 mtry=ceil (0.05*length(vars.rf)),
287 importance=F,
288 strata=factor(class.training),
289 sampsize=c(’0’=10,’1’=10))
290
291 #predict test
292 predict.rf.prob=as.numeric(predict(refit.rf ,newdata=test[,
vars.rf ,drop=F],type="prob")[,2])
293 predict.rf.class=ifelse(predict.rf.prob <=0.5 ,0 ,1)
294
295 #rezultati
296 ocene=mojeMere(vars.rf,predict.rf.prob ,predict.rf.class ,class
.test)
297 mere.rf=c("RF","original","stack","second",round(ocene ,7))
298
299 write(mere.rf ,file=paste("rezultati_",nu.file ,".txt",sep=""),
ncol=length(mere.rf),append=TRUE ,sep=";")
300 }
301
302
303
304 ### SHRINKAGE ###
305 index.rf=rev(index.rf)
306 lambda.seq=seq(median(index.rf)+1e-6,max(index.rf),length.out
=20)
307 for (i in 1: length(lambda.seq)) {
308 lambda.seq[i]= length(index.rf[index.rf >= lambda.seq[i]])
309 }
310 lambda.seq=unique(c(0,rev(lambda.seq)))
311 lambda.seq=lambda.seq[lambda.seq!=0]
312
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313 cv.rf=list()
314 list.rf=list()
315 for (l in 1: length(lambda.seq)) {
316 tmp=as.numeric(gsub("G","",names(index.rf[1: lambda.seq[l]])))
317 list.rf[[l]]= randomForest(y=factor(class.training),
318 x=training[,tmp ,drop=F],
319 ntree =500,
320 mtry=ceil (0.05*lambda.seq[l]),
321 importance=F,
322 strata=factor(class.training),
323 sampsize=c(’0’=10,’1’=10))
324
325 predict.rf.prob=as.numeric(predict(list.rf[[l]],type="prob")
[,2])
326 predict.rf.class=ifelse(predict.rf.prob <=0.5 ,0 ,1)
327
328 verj=ifelse(class.training ==1, predict.rf.prob ,1-predict.rf.
prob)
329 verj=pmax(verj ,1e-6)
330
331 cv.rf[[l]]=c(
332 -sum(ifelse(class.training ==1 ,0.9 ,0.1)*log(verj)),
333 mojeMere(tmp ,predict.rf.prob ,predict.rf.class ,class.
training)[8]
334 )
335 }
336 najaci=do.call(rbind ,cv.rf)
337
338 #min log loss
339 rf1=which.min(najaci [,1])
340 #min log loss in 1 SE
341 rf2=head(which(najaci [,1]<=(min(najaci [,1])+sd(najaci [,1]))) ,1)
342
343 k=1
344 imena=c("min","1SE")
345 for (xx in c(rf1 ,rf2)) {
346 #variable selection
347 vars.rf=as.numeric(gsub("G","",names(index.rf[1: lambda.seq[xx
]])))
348
349 #predict test
350 predict.rf.prob=as.numeric(predict(list.rf[[xx]],newdata=test
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[,vars.rf ,drop=F],type="prob")[,2])
351 predict.rf.class=ifelse(predict.rf.prob <=0.5 ,0 ,1)
352
353 #rezultati
354 ocene=mojeMere(vars.rf,predict.rf.prob ,predict.rf.class ,class
.test)
355 mere.rf=c("RF","original",paste0("shrinkage_",imena[k]),"
second",round(ocene ,7))
356 k=k+1
357
358 write(mere.rf,file=paste("rezultati_",nu.file ,".txt",sep=""),
ncol=length(mere.rf),append=TRUE ,sep=";")
359 }
360
361
362
363 ### RELAXED RF ###
364 fit.rf=randomForest(y=factor(class.training),
365 x=training ,
366 ntree =1000 ,
367 mtry =0.5*G,
368 importance=T,
369 strata=factor(class.training),
370 sampsize=c(’0’=10,’1’=10))
371
372 #variable selection 1
373 vars.rf=sort(fit.rf$importance[,"MeanDecreaseAccuracy"])
374 vars.rf=as.numeric(gsub("G","",names(which(vars.rf >mean(vars.rf
)))))
375
376 #predict test
377 predict.rf.prob=as.numeric(predict(fit.rf ,newdata=test ,type="
prob")[,2])
378 predict.rf.class=ifelse(predict.rf.prob <=0.5 ,0 ,1)
379
380 #rezultati
381 ocene=mojeMere(vars.rf,predict.rf.prob ,predict.rf.class ,class.
test)
382 mere.rf=c("RF","original","relaxed","first",round(ocene ,7))
383
384 write(mere.rf,file=paste("rezultati_",nu.file ,".txt",sep=""),
ncol=length(mere.rf),append=TRUE ,sep=";")
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385
386 if (length(vars.rf) <1) {
387 write(c("RF","original","relaxed","second",rep(-2,9)),file=
paste("rezultati_",nu.file ,".txt",sep=""),ncol=13, append=
TRUE ,sep=";")
388 } else {
389 #refit
390 refit.rf=randomForest(y=factor(class.training),
391 x=training[,vars.rf,drop=F],
392 ntree =500,
393 mtry=ceil (0.05*length(vars.rf)),
394 importance=T,
395 strata=factor(class.training),
396 sampsize=c(’0’=10,’1’=10))
397
398 #variable selection 2
399 index.rf=sort(refit.rf$importance[,"MeanDecreaseAccuracy"])
400 lm.rf=lm(index.rf~seq(1,length(index.rf)))
401 vars.rf=as.numeric(gsub("G","",names(which(abs(rstandard(lm.
rf)) >=2))))
402
403 if (length(vars.rf) <1) {
404 write(c("RF","original","relaxed","second",rep(-2,9)),file=
paste("rezultati_",nu.file ,".txt",sep=""),ncol=13, append
=TRUE ,sep=";")
405 } else {
406 #refit 2
407 refit.rf=randomForest(y=factor(class.training),
408 x=training[,vars.rf,drop=F],
409 ntree =500,
410 mtry=ceil (0.05*length(vars.rf)),
411 importance=F,
412 strata=factor(class.training),
413 sampsize=c(’0’=10,’1’=10))
414
415 #predict test
416 predict.rf.prob=as.numeric(predict(refit.rf ,newdata=test[,
vars.rf ,drop=F],type="prob")[,2])
417 predict.rf.class=ifelse(predict.rf.prob <=0.5 ,0 ,1)
418
419 #rezultati
420 ocene=mojeMere(vars.rf ,predict.rf.prob ,predict.rf.class ,
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class.test)
421 mere.rf=c("RF","original","relaxed","second",round(ocene ,7)
)
422
423 write(mere.rf ,file=paste("rezultati_",nu.file ,".txt",sep=""
),ncol=length(mere.rf),append=TRUE ,sep=";")
424 }
425 }
426
427
428
429 ############################ SMOTE ############################
430 ### default ###
431 fit.rf=randomForest(y=factor(class.training.s),
432 x=training.s,
433 ntree =1000 ,
434 mtry =0.05*G,
435 importance=T)
436
437 #variable selection
438 index.rf=sort(fit.rf$importance[,"MeanDecreaseAccuracy"])
439 lm.rf=lm(index.rf~seq(1,length(index.rf)))
440 vars.rf=as.numeric(gsub("G","",names(which(abs(rstandard(lm.rf)
) >=2))))
441
442 #predict test
443 predict.rf.prob=as.numeric(predict(fit.rf ,newdata=test ,type="
prob")[,2])
444 predict.rf.class=ifelse(predict.rf.prob <=0.5 ,0 ,1)
445
446 #rezultati
447 ocene=mojeMere(vars.rf,predict.rf.prob ,predict.rf.class ,class.
test)
448 mere.rf=c("RF","SMOTE","default","first",round(ocene ,7))
449
450 write(mere.rf,file=paste("rezultati_",nu.file ,".txt",sep=""),
ncol=length(mere.rf),append=TRUE ,sep=";")
451
452 if (length(vars.rf) <1) {
453 write(c("RF","SMOTE","default","second",rep(-2,9)),file=paste
("rezultati_",nu.file ,".txt",sep=""),ncol=13, append=TRUE ,
sep=";")
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454 } else {
455 #refit
456 refit.rf=randomForest(y=factor(class.training.s),
457 x=training.s[,vars.rf,drop=F],
458 ntree =500,
459 mtry=ceil (0.05*length(vars.rf)),
460 importance=F)
461
462 #predict test
463 predict.rf.prob=as.numeric(predict(refit.rf ,newdata=test[,
vars.rf ,drop=F],type="prob")[,2])
464 predict.rf.class=ifelse(predict.rf.prob <=0.5 ,0 ,1)
465
466 #rezultati
467 ocene=mojeMere(vars.rf,predict.rf.prob ,predict.rf.class ,class
.test)
468 mere.rf=c("RF","SMOTE","default","second",round(ocene ,7))
469
470 write(mere.rf ,file=paste("rezultati_",nu.file ,".txt",sep=""),
ncol=length(mere.rf),append=TRUE ,sep=";")
471 }
472
473
474
475 ### STACKING ###
476 vars.rf=fit.rf$importance[,"MeanDecreaseAccuracy"]
477 vars.rf=(vars.rf -min(vars.rf))/(max(vars.rf)-min(vars.rf))
478
479 vars.rf.caret=unlist(filterVarImp(x=data.frame(training.s),y=
class.training.s))
480 vars.rf.caret=(vars.rf.caret -min(vars.rf.caret))/(max(vars.rf.
caret)-min(vars.rf.caret))
481
482 vars.rf.stack=sort((vars.rf+vars.rf.caret)/2)
483
484 #variable selection filter
485 vars.rf.caret=sort(vars.rf.caret)
486 lm.rf=lm(vars.rf.caret~seq(1,length(vars.rf.caret)))
487 vars.rf.2=as.numeric(gsub("Overall","",names(which(abs(
rstandard(lm.rf)) >=2))))
488
489 ocene=mojeMere(vars.rf.2,predict.rf.prob ,predict.rf.class ,class
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.test)
490 mere.rf=c("RF","SMOTE","filter","first",round(ocene ,7))
491 mere.rf[9:13]= -1
492
493 write(mere.rf,file=paste("rezultati_",nu.file ,".txt",sep=""),
ncol=length(mere.rf),append=TRUE ,sep=";")
494
495 #variable selection
496 lm.rf=lm(vars.rf.stack~seq(1,length(vars.rf.stack)))
497 vars.rf=as.numeric(gsub("G","",names(which(abs(rstandard(lm.rf)
) >=2))))
498
499 if (length(vars.rf) <1) {
500 write(c("RF","SMOTE","stack","second",rep(-2,9)),file=paste("
rezultati_",nu.file ,".txt",sep=""),ncol=13, append=TRUE ,sep
=";")
501 } else {
502 #predict test
503 refit.rf=randomForest(y=factor(class.training.s),
504 x=training.s[,vars.rf,drop=F],
505 ntree =500,
506 mtry=ceil (0.05*length(vars.rf)),
507 importance=F)
508
509 predict.rf.prob=as.numeric(predict(refit.rf ,newdata=test[,
vars.rf ,drop=F],type="prob")[,2])
510 predict.rf.class=ifelse(predict.rf.prob <=0.5 ,0 ,1)
511
512 #rezultati
513 ocene=mojeMere(vars.rf,predict.rf.prob ,predict.rf.class ,class
.test)
514 mere.rf=c("RF","SMOTE","stack","second",round(ocene ,7))
515
516 write(mere.rf ,file=paste("rezultati_",nu.file ,".txt",sep=""),
ncol=length(mere.rf),append=TRUE ,sep=";")
517 }
518
519
520
521 ### SHRINKAGE ###
522 index.rf=rev(index.rf)
523 lambda.seq=seq(median(index.rf)+1e-6,max(index.rf),length.out
72 Koda za simulacije
=15)
524 for (i in 1: length(lambda.seq)) {
525 lambda.seq[i]= length(index.rf[index.rf >= lambda.seq[i]])
526 }
527 lambda.seq=unique(c(0,rev(lambda.seq)))
528 lambda.seq=lambda.seq[lambda.seq!=0]
529
530 cv.rf=list()
531 list.rf=list()
532 for (l in 1: length(lambda.seq)) {
533 tmp=as.numeric(gsub("G","",names(index.rf[1: lambda.seq[l]])))
534 list.rf[[l]]= randomForest(y=factor(class.training.s),
535 x=training.s[,tmp ,drop=F],
536 ntree =500,
537 mtry=ceil (0.05*lambda.seq[l]),
538 importance=F)
539
540 predict.rf.prob=as.numeric(predict(list.rf[[l]],type="prob")
[,2])
541 predict.rf.class=ifelse(predict.rf.prob <=0.5 ,0 ,1)
542
543 verj=ifelse(class.training.s==1, predict.rf.prob ,1-predict.rf.
prob)
544 verj=pmax(verj ,1e-6)
545
546 cv.rf[[l]]=c(
547 -sum(log(verj)),
548 mojeMere(tmp ,predict.rf.prob ,predict.rf.class ,class.
training.s)[8]
549 )
550 }
551 najaci=do.call(rbind ,cv.rf)
552
553 #min log loss
554 rf1=which.min(najaci [,1])
555 #min log loss in 1 SE
556 rf2=head(which(najaci [,1]<=(min(najaci [,1])+sd(najaci [,1]))) ,1)
557
558 k=1
559 imena=c("min","1SE")
560 for (xx in c(rf1 ,rf2)) {
561 #variable selection
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562 vars.rf=as.numeric(gsub("G","",names(index.rf[1: lambda.seq[xx
]])))
563
564 #predict test
565 predict.rf.prob=as.numeric(predict(list.rf[[xx]],newdata=test
[,vars.rf,drop=F],type="prob")[,2])
566 predict.rf.class=ifelse(predict.rf.prob <=0.5 ,0 ,1)
567
568 #rezultati
569 ocene=mojeMere(vars.rf,predict.rf.prob ,predict.rf.class ,class
.test)
570 mere.rf=c("RF","SMOTE",paste0("shrinkage_",imena[k]),"second"
,round(ocene ,7))
571 k=k+1
572
573 write(mere.rf ,file=paste("rezultati_",nu.file ,".txt",sep=""),
ncol=length(mere.rf),append=TRUE ,sep=";")
574 }
575
576
577
578 ### RELAXED RF ###
579 fit.rf=randomForest(y=factor(class.training.s),
580 x=training.s,
581 ntree =1000 ,
582 mtry =0.5*G,
583 importance=T)
584
585 #variable selection 1
586 vars.rf=sort(fit.rf$importance[,"MeanDecreaseAccuracy"])
587 vars.rf=as.numeric(gsub("G","",names(which(vars.rf >mean(vars.rf
)))))
588
589 #predict test
590 predict.rf.prob=as.numeric(predict(fit.rf ,newdata=test ,type="
prob")[,2])
591 predict.rf.class=ifelse(predict.rf.prob <=0.5 ,0 ,1)
592
593 #rezultati
594 ocene=mojeMere(vars.rf,predict.rf.prob ,predict.rf.class ,class.
test)
595 mere.rf=c("RF","SMOTE","relaxed","first",round(ocene ,7))
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596
597 write(mere.rf ,file=paste("rezultati_",nu.file ,".txt",sep=""),
ncol=length(mere.rf),append=TRUE ,sep=";")
598
599 if (length(vars.rf) <1) {
600 write(c("RF","SMOTE","relaxed","second",rep(-2,9)),file=paste
("rezultati_",nu.file ,".txt",sep=""),ncol=13, append=TRUE ,
sep=";")
601 } else {
602 #refit
603 refit.rf=randomForest(y=factor(class.training.s),
604 x=training.s[,vars.rf,drop=F],
605 ntree =500,
606 mtry=ceil (0.05*length(vars.rf)),
607 importance=T)
608
609 #variable selection 2
610 index.rf=sort(refit.rf$importance[,"MeanDecreaseAccuracy"])
611 lm.rf=lm(index.rf~seq(1,length(index.rf)))
612 vars.rf=as.numeric(gsub("G","",names(which(abs(rstandard(lm.
rf)) >=2))))
613
614 if (length(vars.rf) <1) {
615 write(c("RF","SMOTE","relaxed","second",rep(-2,9)),file=
paste("rezultati_",nu.file ,".txt",sep=""),ncol=13, append
=TRUE ,sep=";")
616 } else {
617 #refit 2
618 refit.rf=randomForest(y=factor(class.training.s),
619 x=training.s[,vars.rf,drop=F],
620 ntree =500,
621 mtry=ceil (0.05*length(vars.rf)),
622 importance=F)
623
624 #predict test
625 predict.rf.prob=as.numeric(predict(refit.rf ,newdata=test[,
vars.rf ,drop=F],type="prob")[,2])
626 predict.rf.class=ifelse(predict.rf.prob <=0.5 ,0 ,1)
627
628 #rezultati
629 ocene=mojeMere(vars.rf ,predict.rf.prob ,predict.rf.class ,
class.test)
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630 mere.rf=c("RF","SMOTE","relaxed","second",round(ocene ,7))
631
632 write(mere.rf,file=paste("rezultati_",nu.file ,".txt",sep=""
),ncol=length(mere.rf),append=TRUE ,sep=";")
633 }
634 }
635
636
637
638 ############################ WSRF ############################
639 ### default ###
640 fit.wsrf=wsrf(y=factor(class.training),
641 x=training ,
642 mtry =0.05*G,
643 ntree =1000 ,
644 weights=T,
645 parallel=F,
646 importance=T)
647
648 #variable selection
649 index.wsrf=sort(fit.wsrf$importance[,"MeanDecreaseIGR"])
650 lm.wsrf=lm(index.wsrf~seq(1,length(index.wsrf)))
651 vars.wsrf=as.numeric(gsub("G","",names(which(abs(rstandard(lm.
wsrf)) >=2))))
652
653 #predict test
654 predict.wsrf.prob=as.numeric(predict(fit.wsrf ,newdata=test ,type
="prob")$prob [,2])
655 predict.wsrf.class=ifelse(predict.wsrf.prob <=0.5 ,0 ,1)
656
657 #mere
658 ocene=mojeMere(vars.wsrf ,predict.wsrf.prob ,predict.wsrf.class ,
class.test)
659 mere.wsrf=c("WSRF","original","default","first",round(ocene ,7))
660
661 write(mere.wsrf ,file=paste("rezultati_",nu.file ,".txt",sep=""),
ncol=length(mere.wsrf),append=TRUE ,sep=";")
662
663 if (length(vars.wsrf) <1) {
664 write(c("WSRF","original","default","second",rep(-2,9)),file=
paste("rezultati_",nu.file ,".txt",sep=""),ncol=13, append=
TRUE ,sep=";")
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665 } else {
666 #refit
667 refit.wsrf=wsrf(y=factor(class.training),
668 x=training[,vars.wsrf ,drop=F],
669 mtry=ceil (0.05*length(vars.wsrf)),
670 ntree =500,
671 weights=T,
672 parallel=F,
673 importance=F)
674
675 #predict test
676 predict.wsrf.prob=as.numeric(predict(refit.wsrf ,newdata=test ,
type="prob")$prob [,2])
677 predict.wsrf.class=ifelse(predict.wsrf.prob <=0.5 ,0 ,1)
678
679 #mere
680 ocene=mojeMere(vars.wsrf ,predict.wsrf.prob ,predict.wsrf.class
,class.test)
681 mere.wsrf=c("WSRF","original","default","second",round(ocene
,7))
682
683 write(mere.wsrf ,file=paste("rezultati_",nu.file ,".txt",sep=""
),ncol=length(mere.wsrf),append=TRUE ,sep=";")
684 }
685
686
687
688 ### strata ###
689 indeksi=lapply (1:G,function(i){
690 c(sample (1:90 ,10 , replace=T),sample (91:100 ,10 , replace=T))
691 })
692
693 fit.wsrf=wsrf(y=factor(class.training[indeksi [[1]]]) ,
694 x=training[indeksi [[1]],],
695 mtry =0.05*G,
696 ntree=1,
697 weights=T,
698 parallel=F,
699 importance=T)
700 impw=fit.wsrf$importance[,"MeanDecreaseAccuracy"]
701
702 for (ii in 2:1000) {
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703 temp=wsrf(y=factor(class.training[indeksi [[ii]]]),
704 x=training[indeksi [[ii]],],
705 mtry =0.05*G,
706 ntree=1,
707 weights=T,
708 parallel=F,
709 importance=T)
710 impw=rowMeans(cbind(impw ,temp$importance[,"
MeanDecreaseAccuracy"]))
711 fit.wsrf=combine.wsrf(fit.wsrf ,temp)
712 }
713
714 #variable selection
715 #ce delamo combine izgubimo MDA mero in ostane samo GINI
716 #zato shranjujemo MDA imp v vektorju v zanki in dopolnjujemo
717 index.wsrf=sort(impw)
718 lm.wsrf=lm(index.wsrf~seq(1,length(index.wsrf)))
719 vars.wsrf=as.numeric(gsub("G","",names(which(abs(rstandard(lm.
wsrf)) >=2))))
720
721 #predict test
722 predict.wsrf.prob=as.numeric(predict(fit.wsrf ,newdata=test ,type
="prob")$prob [,2])
723 predict.wsrf.class=ifelse(predict.wsrf.prob <=0.5 ,0 ,1)
724
725 #mere
726 ocene=mojeMere(vars.wsrf ,predict.wsrf.prob ,predict.wsrf.class ,
class.test)
727 mere.wsrf=c("WSRF","original","strata","first",round(ocene ,7))
728
729 write(mere.wsrf ,file=paste("rezultati_",nu.file ,".txt",sep=""),
ncol=length(mere.wsrf),append=TRUE ,sep=";")
730
731 if (length(vars.wsrf) <1) {
732 write(c("WSRF","original","strata","second",rep(-2,9)),file=
paste("rezultati_",nu.file ,".txt",sep=""),ncol=13, append=
TRUE ,sep=";")
733 } else {
734 #refit
735 indeksi=lapply (1:G,function(i){
736 c(sample (1:90 ,10 , replace=T),sample (91:100 ,10 , replace=T))
737 })
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738
739 refit.wsrf=wsrf(y=factor(class.training[indeksi [[1]]]) ,
740 x=training[indeksi [[1]] , vars.wsrf ,drop=F],
741 mtry=ceil (0.05*length(vars.wsrf)),
742 ntree=1,
743 weights=T,
744 parallel=F,
745 importance=F)
746
747 for (ii in 2:500) {
748 temp=wsrf(y=factor(class.training[indeksi [[ii]]]),
749 x=training[indeksi [[ii]],vars.wsrf ,drop=F],
750 mtry=ceil (0.05*length(vars.wsrf)),
751 ntree=1,
752 weights=T,
753 parallel=F,
754 importance=F)
755 refit.wsrf=combine.wsrf(refit.wsrf ,temp)
756 }
757
758 #predict test
759 predict.wsrf.prob=as.numeric(predict(refit.wsrf ,newdata=test ,
type="prob")$prob [,2])
760 predict.wsrf.class=ifelse(predict.wsrf.prob <=0.5 ,0 ,1)
761
762 #mere
763 ocene=mojeMere(vars.wsrf ,predict.wsrf.prob ,predict.wsrf.class
,class.test)
764 mere.wsrf=c("WSRF","original","strata","second",round(ocene
,7))
765
766 write(mere.wsrf ,file=paste("rezultati_",nu.file ,".txt",sep=""
),ncol=length(mere.wsrf),append=TRUE ,sep=";")
767 }
768
769
770
771 ### SMOTE ###
772 fit.wsrf=wsrf(y=factor(class.training.s),
773 x=training.s,
774 mtry =0.05*G,
775 ntree =1000 ,
79
776 weights=T,
777 parallel=F,
778 importance=T)
779
780 #variable selection
781 index.wsrf=sort(fit.wsrf$importance[,"MeanDecreaseAccuracy"])
782 lm.wsrf=lm(index.wsrf~seq(1,length(index.wsrf)))
783 vars.wsrf=as.numeric(gsub("G","",names(which(abs(rstandard(lm.
wsrf)) >=2))))
784
785 #predict test
786 predict.wsrf.prob=as.numeric(predict(fit.wsrf ,newdata=test ,type
="prob")$prob [,2])
787 predict.wsrf.class=ifelse(predict.wsrf.prob <=0.5 ,0 ,1)
788
789 #mere
790 ocene=mojeMere(vars.wsrf ,predict.wsrf.prob ,predict.wsrf.class ,
class.test)
791 mere.wsrf=c("WSRF","SMOTE","default","first",round(ocene ,7))
792
793 write(mere.wsrf ,file=paste("rezultati_",nu.file ,".txt",sep=""),
ncol=length(mere.wsrf),append=TRUE ,sep=";")
794
795 if (length(vars.wsrf) <1) {
796 write(c("WSRF","SMOTE","default","second",rep(-2,9)),file=
paste("rezultati_",nu.file ,".txt",sep=""),ncol=13, append=
TRUE ,sep=";")
797 } else {
798 #refit
799 refit.wsrf=wsrf(y=factor(class.training.s),
800 x=training.s[,vars.wsrf ,drop=F],
801 mtry=ceil (0.05*length(vars.wsrf)),
802 ntree =500,
803 weights=T,
804 parallel=F,
805 importance=F)
806
807 #predict test
808 predict.wsrf.prob=as.numeric(predict(refit.wsrf ,newdata=test ,
type="prob")$prob [,2])
809 predict.wsrf.class=ifelse(predict.wsrf.prob <=0.5 ,0 ,1)
810
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811 #mere
812 ocene=mojeMere(vars.wsrf ,predict.wsrf.prob ,predict.wsrf.class
,class.test)
813 mere.wsrf=c("WSRF","SMOTE","default","second",round(ocene ,7))
814
815 write(mere.wsrf ,file=paste("rezultati_",nu.file ,".txt",sep=""
),ncol=length(mere.wsrf),append=TRUE ,sep=";")
816 }
817
818
819
820 ############################ randomUniformForest
############################
821 ### default ###
822 fit.uniform=randomUniformForest(Y=factor(class.training),
823 X=training ,
824 ntree =1000 ,
825 mtry =0.05*G,
826 replace=T,
827 OOB=T,
828 threads =1)
829
830 #variable selection
831 index.uniform=fit.uniform$forest$variableImportance[,"score"]
832 names(index.uniform)=fit.uniform$forest$variableImportance[,"
variables"]
833 lm.uniform=lm(index.uniform~seq(1,length(index.uniform)))
834 vars.uniform=as.numeric(gsub("G","",names(which(abs(rstandard(
lm.uniform)) >=2))))
835
836 #predict test
837 predict.uniform.prob=predict(fit.uniform ,X=test ,type="prob")
[,2]
838 predict.uniform.class=ifelse(predict.uniform.prob <=0.5 ,0 ,1)
839
840 #mere
841 ocene=mojeMere(vars.uniform ,predict.uniform.prob ,predict.
uniform.class ,class.test)
842 mere.uniform=c("UNIFORM","original","default","first",round(
ocene ,7))
843
844 write(mere.uniform ,file=paste("rezultati_",nu.file ,".txt",sep="
81
"),ncol=length(mere.uniform),append=TRUE ,sep=";")
845
846 if (length(vars.uniform) <2) {
847 write(c("UNIFORM","original","default","second",rep(-2,9)),
file=paste("rezultati_",nu.file ,".txt",sep=""),ncol=13,
append=TRUE ,sep=";")
848 } else {
849 #refit
850 refit.uniform=randomUniformForest(Y=factor(class.training),
851 X=training[,vars.uniform ,
drop=F],
852 ntree =1000 ,
853 mtry=ceil (0.05*length(vars.
uniform)),
854 replace=T,
855 OOB=F,
856 threads =1)
857
858 #predict test
859 predict.uniform.prob=predict(refit.uniform ,X=test[,vars.
uniform ,drop=F],type="prob")[,2]
860 predict.uniform.class=ifelse(predict.uniform.prob <=0.5 ,0 ,1)
861
862 #mere
863 ocene=mojeMere(vars.uniform ,predict.uniform.prob ,predict.
uniform.class ,class.test)
864 mere.uniform=c("UNIFORM","original","default","second",round(
ocene ,7))
865
866 write(mere.uniform ,file=paste("rezultati_",nu.file ,".txt",sep
=""),ncol=length(mere.uniform),append=TRUE ,sep=";")
867 }
868
869
870
871 ### strata ###
872 fit.uniform=randomUniformForest(Y=factor(class.training),
873 X=training ,
874 ntree =1000 ,
875 mtry =0.05*G,
876 replace=T,
877 OOB=T,
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878 rebalancedsampling=c(’0’=10,’1’
=10),
879 threads =1)
880
881 #variable selection
882 # index.uniform=fit.uniform$forest$variableImportance [,"
percent.importance "]
883 # names(index.uniform)=fit.uniform$forest$
variableImportance [,"variables "]
884 # vars.uniform=as.numeric(gsub("G","",names(index.uniform[
index.uniform >0])))
885 index.uniform=fit.uniform$forest$variableImportance[,"score"]
886 names(index.uniform)=fit.uniform$forest$variableImportance[,"
variables"]
887 lm.uniform=lm(index.uniform~seq(1,length(index.uniform)))
888 vars.uniform=as.numeric(gsub("G","",names(which(abs(rstandard(
lm.uniform)) >=2))))
889
890 #predict test
891 predict.uniform.prob=predict(fit.uniform ,X=test ,type="prob")
[,2]
892 predict.uniform.class=ifelse(predict.uniform.prob <=0.5 ,0 ,1)
893
894 #mere
895 ocene=mojeMere(vars.uniform ,predict.uniform.prob ,predict.
uniform.class ,class.test)
896 mere.uniform=c("UNIFORM","original","strata","first",round(
ocene ,7))
897
898 write(mere.uniform ,file=paste("rezultati_",nu.file ,".txt",sep="
"),ncol=length(mere.uniform),append=TRUE ,sep=";")
899
900 if (length(vars.uniform) <2) {
901 write(c("UNIFORM","original","strata","second",rep(-2,9)),
file=paste("rezultati_",nu.file ,".txt",sep=""),ncol=13,
append=TRUE ,sep=";")
902 } else {
903 #refit
904 refit.uniform=randomUniformForest(Y=factor(class.training),
905 X=training[,vars.uniform ,
drop=F],
906 ntree =1000 ,
83
907 mtry=ceil (0.05*length(vars.
uniform)),
908 replace=T,
909 OOB=F,
910 rebalancedsampling=c(’0’
=10,’1’=10),
911 threads =1)
912
913 #predict test
914 predict.uniform.prob=predict(refit.uniform ,X=test[,vars.
uniform ,drop=F],type="prob")[,2]
915 predict.uniform.class=ifelse(predict.uniform.prob <=0.5 ,0 ,1)
916
917 #mere
918 ocene=mojeMere(vars.uniform ,predict.uniform.prob ,predict.
uniform.class ,class.test)
919 mere.uniform=c("UNIFORM","original","strata","second",round(
ocene ,7))
920
921 write(mere.uniform ,file=paste("rezultati_",nu.file ,".txt",sep
=""),ncol=length(mere.uniform),append=TRUE ,sep=";")
922 }
923
924
925
926 ### SMOTE ###
927 fit.uniform=randomUniformForest(Y=factor(class.training.s),
928 X=training.s,
929 ntree =1000 ,
930 mtry =0.05*G,
931 replace=T,
932 OOB=T,
933 threads =1)
934
935 #variable selection
936 index.uniform=fit.uniform$forest$variableImportance[,"score"]
937 names(index.uniform)=fit.uniform$forest$variableImportance[,"
variables"]
938 lm.uniform=lm(index.uniform~seq(1,length(index.uniform)))
939 vars.uniform=as.numeric(gsub("G","",names(which(abs(rstandard(
lm.uniform)) >=2))))
940
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941 #predict test
942 predict.uniform.prob=predict(fit.uniform ,X=test ,type="prob")
[,2]
943 predict.uniform.class=ifelse(predict.uniform.prob <=0.5 ,0 ,1)
944
945 #mere
946 ocene=mojeMere(vars.uniform ,predict.uniform.prob ,predict.
uniform.class ,class.test)
947 mere.uniform=c("UNIFORM","SMOTE","default","first",round(ocene
,7))
948
949 write(mere.uniform ,file=paste("rezultati_",nu.file ,".txt",sep="
"),ncol=length(mere.uniform),append=TRUE ,sep=";")
950
951 if (length(vars.uniform) <2) {
952 write(c("UNIFORM","SMOTE","default","second",rep(-2,9)),file=
paste("rezultati_",nu.file ,".txt",sep=""),ncol=13, append=
TRUE ,sep=";")
953 } else {
954 #refit
955 refit.uniform=randomUniformForest(Y=factor(class.training.s),
956 X=training.s[,vars.uniform ,
drop=F],
957 ntree =1000 ,
958 mtry=ceil (0.05*length(vars.
uniform)),
959 replace=T,
960 OOB=F,
961 threads =1)
962
963 #predict test
964 predict.uniform.prob=predict(refit.uniform ,X=test[,vars.
uniform ,drop=F],type="prob")[,2]
965 predict.uniform.class=ifelse(predict.uniform.prob <=0.5 ,0 ,1)
966
967 #mere
968 ocene=mojeMere(vars.uniform ,predict.uniform.prob ,predict.
uniform.class ,class.test)
969 mere.uniform=c("UNIFORM","SMOTE","default","second",round(
ocene ,7))
970
971 write(mere.uniform ,file=paste("rezultati_",nu.file ,".txt",sep
85
=""),ncol=length(mere.uniform),append=TRUE ,sep=";")
972 }
973
974
975
976 ############################ PARTY ############################
977 ### default ###
978 party.control=ctree_control(cores =1)
979
980 fit.party=cforest(formula=factor(class.training)~.,
981 data=data.frame(training),
982 control=party.control ,
983 ntree =1000 ,
984 mtry =0.05*G)
985
986 #variable selection
987 #vars.party=as.numeric(gsub("G","",names(varimp(fit.party))))
988 index.party=sort(varimp(fit.party))
989 lm.rf=lm(index.party~seq(1,length(index.party)))
990 vars.party=as.numeric(gsub("G","",names(which(abs(rstandard(lm.
rf)) >=2))))
991
992 #predict test
993 #FATAL ERROR ce napovedujes vse na enkrat!!!
994 predict.party.prob=rep(NA ,n.test)
995 for (pp in seq(0,n.test -100 ,100)) {
996 predict.party.prob[(pp+1):(pp +100)]=as.numeric(predict(fit.
party ,newdata=data.frame(test[(pp+1):(pp +100) ,]),type="
prob")[,2])
997 }
998 predict.party.class=ifelse(predict.party.prob <=0.5 ,0 ,1)
999
1000 #mere
1001 ocene=mojeMere(vars.party ,predict.party.prob ,predict.party.
class ,class.test)
1002 mere.party=c("PARTY","original","default","first",round(ocene
,7))
1003
1004 write(mere.party ,file=paste("rezultati_",nu.file ,".txt",sep="")
,ncol=length(mere.party),append=TRUE ,sep=";")
1005
1006 if (length(vars.party) <1) {
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1007 write(c("PARTY","original","default","second",rep(-2,9)),file
=paste("rezultati_",nu.file ,".txt",sep=""),ncol=13, append=
TRUE ,sep=";")
1008 } else {
1009 #refit
1010 refit.party=cforest(formula=factor(class.training)~.,
1011 data=data.frame(training[,vars.party ,drop
=F]),
1012 control=party.control ,
1013 ntree =1000 ,
1014 mtry=ceil (0.05*length(vars.party)))
1015
1016 #predict test
1017 #FATAL ERROR ce napovedujes vse na enkrat!!!
1018 predict.party.prob=rep(NA ,n.test)
1019 for (pp in seq(0,n.test -100 ,100)) {
1020 predict.party.prob[(pp+1):(pp +100)]=as.numeric(predict(
refit.party ,newdata=data.frame(test[(pp+1):(pp+100) ,vars
.party ,drop=F]),type="prob")[,2])
1021 }
1022 predict.party.class=ifelse(predict.party.prob <=0.5 ,0 ,1)
1023
1024 #mere
1025 ocene=mojeMere(vars.party ,predict.party.prob ,predict.party.
class ,class.test)
1026 mere.party=c("PARTY","original","default","second",round(
ocene ,7))
1027
1028 write(mere.party ,file=paste("rezultati_",nu.file ,".txt",sep="
"),ncol=length(mere.party),append=TRUE ,sep=";")
1029 }
1030
1031
1032
1033 ### strata ###
1034 fit.party=cforest(formula=factor(class.training)~.,
1035 data=data.frame(training),
1036 weights=rep(c(0.1/90,0.9/10),c(90 ,10)),
1037 strata=factor(class.training),
1038 control=party.control ,
1039 perturb=list(replace=F,fraction =0.2),
1040 ntree =1000 ,
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1041 mtry =0.05*G)
1042
1043 #variable selection
1044 vars.party=as.numeric(gsub("G","",names(varimp(fit.party))))
1045
1046 #predict test
1047 #FATAL ERROR ce napovedujes vse na enkrat!!!
1048 predict.party.prob=rep(NA ,n.test)
1049 for (pp in seq(0,n.test -100 ,100)) {
1050 predict.party.prob[(pp+1):(pp +100)]=as.numeric(predict(fit.
party ,newdata=data.frame(test[(pp+1):(pp +100) ,]),type="
prob")[,2])
1051 }
1052 predict.party.class=ifelse(predict.party.prob <=0.5 ,0 ,1)
1053
1054 #mere
1055 ocene=mojeMere(vars.party ,predict.party.prob ,predict.party.
class ,class.test)
1056 mere.party=c("PARTY","original","strata","first",round(ocene ,7)
)
1057
1058 write(mere.party ,file=paste("rezultati_",nu.file ,".txt",sep="")
,ncol=length(mere.party),append=TRUE ,sep=";")
1059
1060 if (length(vars.party) <1) {
1061 write(c("PARTY","original","strata","second",rep(-2,9)),file=
paste("rezultati_",nu.file ,".txt",sep=""),ncol=13, append=
TRUE ,sep=";")
1062 } else {
1063 #refit
1064 refit.party=cforest(formula=factor(class.training)~.,
1065 data=data.frame(training[,vars.party ,drop
=F]),
1066 weights=rep(c(0.1/90,0.9/10),c(90 ,10)),
1067 strata=factor(class.training),
1068 control=party.control ,
1069 perturb=list(replace=F,fraction =0.2),
1070 ntree =1000 ,
1071 mtry=ceil (0.05*length(vars.party)))
1072
1073 #predict test
1074 #FATAL ERROR ce napovedujes vse na enkrat!!!
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1075 predict.party.prob=rep(NA ,n.test)
1076 for (pp in seq(0,n.test -100 ,100)) {
1077 predict.party.prob[(pp+1):(pp +100)]=as.numeric(predict(
refit.party ,newdata=data.frame(test[(pp+1):(pp+100) ,vars
.party ,drop=F]),type="prob")[,2])
1078 }
1079 predict.party.class=ifelse(predict.party.prob <=0.5 ,0 ,1)
1080
1081 #mere
1082 ocene=mojeMere(vars.party ,predict.party.prob ,predict.party.
class ,class.test)
1083 mere.party=c("PARTY","original","strata","second",round(ocene
,7))
1084
1085 write(mere.party ,file=paste("rezultati_",nu.file ,".txt",sep="
"),ncol=length(mere.party),append=TRUE ,sep=";")
1086 }
1087
1088
1089
1090 ### SMOTE ###
1091 fit.party=cforest(formula=factor(class.training.s)~.,
1092 data=data.frame(training.s),
1093 control=party.control ,
1094 ntree =1000 ,
1095 mtry =0.05*G)
1096
1097 #variable selection
1098 index.party=sort(varimp(fit.party))
1099 lm.rf=lm(index.party~seq(1,length(index.party)))
1100 vars.party=as.numeric(gsub("G","",names(which(abs(rstandard(lm.
rf)) >=2))))
1101
1102 #predict test
1103 #FATAL ERROR ce vse na enkrat napovedujes !!!
1104 predict.party.prob=rep(NA ,n.test)
1105 for (pp in seq(0,n.test -100 ,100)) {
1106 predict.party.prob[(pp+1):(pp +100)]=as.numeric(predict(fit.
party ,newdata=data.frame(test[(pp+1):(pp +100) ,]),type="
prob")[,2])
1107 }
1108 predict.party.class=ifelse(predict.party.prob <=0.5 ,0 ,1)
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1109
1110 #mere
1111 ocene=mojeMere(vars.party ,predict.party.prob ,predict.party.
class ,class.test)
1112 mere.party=c("PARTY","SMOTE","default","first",round(ocene ,7))
1113
1114 write(mere.party ,file=paste("rezultati_",nu.file ,".txt",sep="")
,ncol=length(mere.party),append=TRUE ,sep=";")
1115
1116 if (length(vars.party) <1) {
1117 write(c("PARTY","SMOTE","default","second",rep(-2,9)),file=
paste("rezultati_",nu.file ,".txt",sep=""),ncol=13, append=
TRUE ,sep=";")
1118 } else {
1119 #refit
1120 refit.party=cforest(formula=factor(class.training.s)~.,
1121 data=data.frame(training.s[,vars.party ,
drop=F]),
1122 control=party.control ,
1123 ntree =1000 ,
1124 mtry=ceil (0.05*length(vars.party)))
1125
1126 #predict test
1127 #FATAL ERROR ce vse na enkrat napovedujes !!!
1128 predict.party.prob=rep(NA ,n.test)
1129 for (pp in seq(0,n.test -100 ,100)) {
1130 predict.party.prob[(pp+1):(pp +100)]=as.numeric(predict(
refit.party ,newdata=data.frame(test[(pp+1):(pp+100) ,vars
.party ,drop=F]),type="prob")[,2])
1131 }
1132 predict.party.class=ifelse(predict.party.prob <=0.5 ,0 ,1)
1133
1134 #mere
1135 ocene=mojeMere(vars.party ,predict.party.prob ,predict.party.
class ,class.test)
1136 mere.party=c("PARTY","SMOTE","default","second",round(ocene
,7))
1137
1138 write(mere.party ,file=paste("rezultati_",nu.file ,".txt",sep="
"),ncol=length(mere.party),append=TRUE ,sep=";")
1139 }
1140
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1141
1142
1143 ############################ XGBOOST
############################
1144 ### default ###
1145 evalerror=function(preds ,dtrain) {
1146 labels=getinfo(dtrain ,"label")
1147 err=sum(-(labels*log(1/(1+exp(-preds)))+(1- labels)*log(1-1/
(1+ exp(-preds)))))
1148 return(list(metric="cross",value=err))
1149 }
1150
1151 params=list(eta =0.05,
1152 subsample =1,
1153 colsample_bytree =0.05 ,
1154 objective="binary:logistic",
1155 eval_metric=evalerror ,
1156 nthread =1)
1157
1158 dtrain=xgb.DMatrix(data.matrix(training),label=class.training)
1159 fit.xgb=xgb.cv(params=params ,
1160 data=dtrain ,
1161 nrounds =1000,
1162 nfold =100,
1163 early_stopping_rounds =100,
1164 maximize=F,
1165 verbose =0)
1166 fit.xgb=xgb.train(params=params ,
1167 data=dtrain ,
1168 nrounds=fit.xgb$best_ntreelimit ,
1169 maximize=F,
1170 verbose =0)
1171
1172 #variable selection
1173 imp.xgb=xgb.importance(model=fit.xgb) ### GAINNNNNNNNNN
1174 vars.xgb=as.numeric(gsub("G","",imp.xgb$Feature))
1175
1176 #predict test
1177 dtest=xgb.DMatrix(test ,label=class.test)
1178 predict.xgb.prob=predict(fit.xgb ,newdata=dtest)
1179 predict.xgb.class=ifelse(predict.xgb.prob <=0.5 ,0 ,1)
1180
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1181 #mere
1182 ocene=mojeMere(vars.xgb ,predict.xgb.prob ,predict.xgb.class ,
class.test)
1183 mere.xgb=c("XGB","original","default","first",round(ocene ,7))
1184
1185 write(mere.xgb ,file=paste("rezultati_",nu.file ,".txt",sep=""),
ncol=length(mere.xgb),append=TRUE ,sep=";")
1186
1187 if (length(vars.xgb) <1) {
1188 write(c("XGB","original","default","second",rep(-2,9)),file=
paste("rezultati_",nu.file ,".txt",sep=""),ncol=13, append=
TRUE ,sep=";")
1189 } else {
1190 #refit
1191 dtrain=xgb.DMatrix(data.matrix(training[,vars.xgb ,drop=F]),
label=class.training)
1192 refit.xgb=xgb.cv(params=params ,
1193 data=dtrain ,
1194 nrounds =1000,
1195 nfold =100,
1196 early_stopping_rounds =100,
1197 maximize=F,
1198 verbose =0)
1199 refit.xgb=xgb.train(params=params ,
1200 data=dtrain ,
1201 nrounds=refit.xgb$best_ntreelimit ,
1202 maximize=F,
1203 verbose =0)
1204
1205 #predict test
1206 dtest=xgb.DMatrix(test[,vars.xgb ,drop=F],label=class.test)
1207 predict.xgb.prob=predict(refit.xgb ,newdata=dtest)
1208 predict.xgb.class=ifelse(predict.xgb.prob <=0.5 ,0 ,1)
1209
1210 #mere
1211 ocene=mojeMere(vars.xgb ,predict.xgb.prob ,predict.xgb.class ,
class.test)
1212 mere.xgb=c("XGB","original","default","second",round(ocene ,7)
)
1213
1214 write(mere.xgb ,file=paste("rezultati_",nu.file ,".txt",sep="")
,ncol=length(mere.xgb),append=TRUE ,sep=";")
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1215 }
1216
1217
1218
1219 ### FOCAL ###
1220 cv.xgb=list()
1221 fit.xgb=fit.xgb2=list()
1222 dtrain=xgb.DMatrix(data.matrix(training),label=class.training)
1223
1224 for (f in seq (90 ,98 ,0.5)/100) {
1225 focal.loss=function(preds ,dtrain) {
1226 labels=getinfo(dtrain ,"label")
1227 #browser ()
1228
1229 ###CE
1230 # ce=function(preds){
1231 # -(labels*log(1/(1+exp(-preds)))+(1- labels)*log(1-1/(1+
exp(-preds))))
1232 # }
1233 # grad=fderiv(ce,preds)
1234 # hess=fderiv(ce,preds ,2)
1235
1236 ###FOCAL
1237 a=f;g=0.1
1238 focal=function(preds){
1239 -(a*labels*(1-1/(1+ exp(-preds)))^g*log(1/(1+exp(-preds)))
+(1-a)*(1-labels)*(1/(1+ exp(-preds)))^g*log(1-1/(1+exp
(-preds))))
1240 }
1241 grad=fderiv(focal ,preds)
1242 hess=fderiv(focal ,preds ,2)
1243
1244 return(list(grad=grad ,hess=hess))
1245 }
1246
1247 focal.error=function(preds ,dtrain) {
1248 labels=getinfo(dtrain ,"label")
1249 #browser ()
1250
1251 ###CE
1252 #err=sum(-(labels*log(1/(1+exp(-preds)))+(1- labels)*log(1-1
/(1+exp(-preds)))))
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1253
1254 ###FOCAL
1255 a=f;g=0.1
1256 err=sum(-(a*labels*(1-1/(1+exp(-preds)))^g*log(1/(1+exp(-
preds)))+(1-a)*(1-labels)*(1/(1+exp(-preds)))^g*log(1-1/
(1+ exp(-preds)))))
1257
1258 return(list(metric="focal",value=err))
1259 }
1260
1261 params=list(eta =0.05,
1262 subsample =1,
1263 colsample_bytree =0.05 ,
1264 objective=focal.loss ,
1265 eval_metric=focal.error ,
1266 nthread =1)
1267
1268 fit.xgb[[ paste(f)]]=xgb.cv(params=params ,
1269 data=dtrain ,
1270 nrounds =1000,
1271 nfold =100,
1272 early_stopping_rounds =100,
1273 maximize=F,
1274 #stratified=T,
1275 prediction=T,
1276 verbose =0)
1277 fit.xgb2[[ paste(f)]]=xgb.train(params=params ,
1278 data=dtrain ,
1279 nrounds=fit.xgb[[ paste(f)]]$
best_ntreelimit ,
1280 maximize=F,
1281 verbose =0)
1282
1283 predict.xgb.prob=fit.xgb[[ paste(f)]]$pred
1284 predict.xgb.prob=exp(predict.xgb.prob)/(exp(predict.xgb.prob)
+1)
1285 predict.xgb.class=ifelse(predict.xgb.prob <=0.5 ,0 ,1)
1286
1287 verj=ifelse(class.training ==1, predict.xgb.prob ,1-predict.xgb.
prob)
1288 verj=pmax(verj ,1e-6)
1289
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1290 cv.xgb[[ paste(f)]]=c(
1291 -sum(ifelse(class.training ==1 ,0.9 ,0.1)*log(verj)),
1292 mojeMere(vars.xgb ,predict.xgb.prob ,predict.xgb.class ,class.
training)[8]
1293 )
1294 }
1295 najaci=do.call(rbind ,cv.xgb)
1296
1297 #min log loss
1298 xgb1=names(which.min(najaci [,1]))
1299 #min log loss in 1 SE, max iter
1300 tmp=cbind(najaci[,1],
1301 unlist(lapply(fit.xgb ,function(x){x$best_ntreelimit })
),
1302 unlist(lapply(fit.xgb2 ,function(x){nrow(xgb.
importance(model=x))})))
1303 tmp=tmp[tmp[,1]<=(min(najaci [,1])+sd(najaci [,1])),,drop=F]
1304 xgb2=names(which.max(tmp[,2]))
1305 #min log loss in 1 SE, min vars
1306 xgb3=names(which.min(tmp[,3]))
1307 #max GM
1308 xgb4=names(which.max(najaci [,2]))
1309
1310 k=1
1311 imena=c("min","1SE_max_iter","1SE_min_vars","GM")
1312 for (xx in c(xgb1 ,xgb2 ,xgb3 ,xgb4)) {
1313 #variable selection
1314 imp.xgb=xgb.importance(model=fit.xgb2[[xx]]) ###
GAINNNNNNNNNN
1315 vars.xgb=as.numeric(gsub("G","",imp.xgb$Feature))
1316
1317 #predict test
1318 dtest=xgb.DMatrix(test ,label=class.test)
1319 predict.xgb.prob=predict(fit.xgb2[[xx]],newdata=dtest)
1320 predict.xgb.prob=exp(predict.xgb.prob)/(exp(predict.xgb.prob)
+1)
1321 predict.xgb.class=ifelse(predict.xgb.prob <=0.5 ,0 ,1)
1322
1323 #mere
1324 ocene=mojeMere(vars.xgb ,predict.xgb.prob ,predict.xgb.class ,
class.test)
1325 mere.xgb=c("XGB","original",paste0("focal_",imena[k]),"first"
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,round(ocene ,7))
1326
1327 write(mere.xgb ,file=paste("rezultati_",nu.file ,".txt",sep="")
,ncol=length(mere.xgb),append=TRUE ,sep=";")
1328
1329 if (length(vars.xgb) <1) {
1330 write(c("XGB","original",paste0("focal_",imena[k]),"second"
,rep(-2,9)),file=paste("rezultati_",nu.file ,".txt",sep="
"),ncol=13, append=TRUE ,sep=";")
1331 k=k+1
1332 } else {
1333 #refit
1334 focal.loss=function(preds ,dtrain) {
1335 labels=getinfo(dtrain ,"label")
1336 a=as.numeric(xx);g=0.1
1337 focal=function(preds){
1338 -(a*labels*(1-1/(1+ exp(-preds)))^g*log(1/(1+exp(-preds)
))+(1-a)*(1-labels)*(1/(1+exp(-preds)))^g*log(1-1/
(1+ exp(-preds))))
1339 }
1340 grad=fderiv(focal ,preds)
1341 hess=fderiv(focal ,preds ,2)
1342 return(list(grad=grad ,hess=hess))
1343 }
1344
1345 focal.error=function(preds ,dtrain) {
1346 labels=getinfo(dtrain ,"label")
1347 a=as.numeric(xx);g=0.1
1348 err=sum(-(a*labels*(1-1/(1+exp(-preds)))^g*log(1/(1+exp(-
preds)))+(1-a)*(1-labels)*(1/(1+exp(-preds)))^g*log
(1-1/(1+ exp(-preds)))))
1349 return(list(metric="focal",value=err))
1350 }
1351
1352 params=list(eta =0.05,
1353 subsample =1,
1354 colsample_bytree =0.05 ,
1355 objective=focal.loss ,
1356 eval_metric=focal.error ,
1357 nthread =1)
1358
1359 dtrain=xgb.DMatrix(data.matrix(training[,vars.xgb ,drop=F]),
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label=class.training)
1360 refit.xgb=xgb.cv(params=params ,
1361 data=dtrain ,
1362 nrounds =1000,
1363 nfold =100,
1364 early_stopping_rounds =100,
1365 maximize=F,
1366 verbose =0)
1367 refit.xgb=xgb.train(params=params ,
1368 data=dtrain ,
1369 nrounds=refit.xgb$best_ntreelimit ,
1370 maximize=F,
1371 verbose =0)
1372
1373 #predict test
1374 dtest=xgb.DMatrix(test[,vars.xgb ,drop=F],label=class.test)
1375 predict.xgb.prob=predict(refit.xgb ,newdata=dtest)
1376 predict.xgb.prob=exp(predict.xgb.prob)/(exp(predict.xgb.
prob)+1)
1377 predict.xgb.class=ifelse(predict.xgb.prob <=0.5 ,0 ,1)
1378
1379 #mere
1380 ocene=mojeMere(vars.xgb ,predict.xgb.prob ,predict.xgb.class ,
class.test)
1381 mere.xgb=c("XGB","original",paste0("focal_",imena[k]),"
second",round(ocene ,7))
1382 k=k+1
1383
1384 write(mere.xgb ,file=paste("rezultati_",nu.file ,".txt",sep="
"),ncol=length(mere.xgb),append=TRUE ,sep=";")
1385 }
1386 }
1387
1388
1389
1390 ### SMOTE ###
1391 evalerror=function(preds ,dtrain) {
1392 labels=getinfo(dtrain ,"label")
1393 err=sum(-(labels*log(1/(1+exp(-preds)))+(1- labels)*log(1-1/
(1+ exp(-preds)))))
1394 return(list(metric="cross",value=err))
1395 }
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1397 params=list(eta =0.05,
1398 objective="binary:logistic",
1399 eval_metric=evalerror ,
1400 nthread =1)
1401
1402 dtrain=xgb.DMatrix(data.matrix(training.s),label=class.training
.s)
1403 fit.xgb=xgb.cv(params=params ,
1404 data=dtrain ,
1405 nrounds =1000,
1406 nfold =100,
1407 early_stopping_rounds =100,
1408 maximize=F,
1409 verbose =0)
1410 fit.xgb=xgb.train(params=params ,
1411 data=dtrain ,
1412 nrounds=fit.xgb$best_ntreelimit ,
1413 maximize=F,
1414 verbose =0)
1415
1416 #variable selection
1417 imp.xgb=xgb.importance(model=fit.xgb) ### GAINNNNNNNNNN
1418 vars.xgb=as.numeric(gsub("G","",imp.xgb$Feature))
1419
1420 #predict test
1421 dtest=xgb.DMatrix(test ,label=class.test)
1422 predict.xgb.prob=predict(fit.xgb ,newdata=dtest)
1423 predict.xgb.class=ifelse(predict.xgb.prob <=0.5 ,0 ,1)
1424
1425 #mere
1426 ocene=mojeMere(vars.xgb ,predict.xgb.prob ,predict.xgb.class ,
class.test)
1427 mere.xgb=c("XGB","SMOTE","default","first",round(ocene ,7))
1428
1429 write(mere.xgb ,file=paste("rezultati_",nu.file ,".txt",sep=""),
ncol=length(mere.xgb),append=TRUE ,sep=";")
1430
1431 if (length(vars.xgb) <1) {
1432 write(c("XGB","SMOTE","default","second",rep(-2,9)),file=
paste("rezultati_",nu.file ,".txt",sep=""),ncol=13, append=
TRUE ,sep=";")
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1433 } else {
1434 #refit
1435 dtrain=xgb.DMatrix(data.matrix(training.s[,vars.xgb ,drop=F]),
label=class.training.s)
1436 refit.xgb=xgb.cv(params=params ,
1437 data=dtrain ,
1438 nrounds =1000,
1439 nfold =100,
1440 early_stopping_rounds =100,
1441 maximize=F,
1442 verbose =0)
1443 refit.xgb=xgb.train(params=params ,
1444 data=dtrain ,
1445 nrounds=refit.xgb$best_ntreelimit ,
1446 maximize=F,
1447 verbose =0)
1448
1449 #predict test
1450 dtest=xgb.DMatrix(test[,vars.xgb ,drop=F],label=class.test)
1451 predict.xgb.prob=predict(refit.xgb ,newdata=dtest)
1452 predict.xgb.class=ifelse(predict.xgb.prob <=0.5 ,0 ,1)
1453
1454 #mere
1455 ocene=mojeMere(vars.xgb ,predict.xgb.prob ,predict.xgb.class ,
class.test)
1456 mere.xgb=c("XGB","SMOTE","default","second",round(ocene ,7))
1457
1458 write(mere.xgb ,file=paste("rezultati_",nu.file ,".txt",sep="")
,ncol=length(mere.xgb),append=TRUE ,sep=";")
1459 }
1460 }
1461
1462 library(doParallel)
1463 library(foreach)
1464
1465 cl=makeCluster (8)
1466 registerDoParallel(cl)
1467
1468 foreach(i=1:8 ,. packages=c(’class’,’Hmisc’,’caret’,’DMwR’,’pracma ’
,’randomForest ’,’randomUniformForest ’,’wsrf’,’xgboost ’,’
partykit ’)) %dopar% {
1469 replicate (125,fun(i,G,n.training ,n.test ,percent.class.training ,
99
percent.class.test ,nu.different.genes ,mean.difference ,num.
blocks ,rho))
1470 }
1471
1472 stopCluster(cl)
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B Koda za prave podatke
1 library(class)
2 library(Hmisc)
3 library(caret)
4 library(DMwR)
5 library(pracma)
6
7 library(randomForest)
8 library(wsrf)
9 library(randomUniformForest)
10 library(partykit)
11 library(xgboost)
12
13 load("sotiriouVantVeer.RData")
14 attach(sotiriou.descr)
15 attach(sotiriou.data)
16
17 ER=ifelse(ERalpha.LBA.fm.mg >10,0,1)
18 data=data.frame(t(sotiriou.data))
19
20 detach(sotiriou.descr)
21 detach(sotiriou.data)
22
23 rm(list=ls()[!ls() %in% c("ER","data")])
24 gc()
25
26 ### remove variables with high % of nas
27 ids=unique(
28 unlist(
29 by(data ,list(ER),function(x){
30 as.numeric(which(colMeans(is.na(x)) >0.7))
31 })
32 )
101
102 Koda za prave podatke
33 )
34 data=data[,-ids]
35 G=ncol(data)
36
37 ### save variable names
38 rownames(data)=paste("X",as.character (1: nrow(data)),sep="")
39 colnames(data)=paste("G",as.character (1: ncol(data)),sep="")
40
41 ### replace nas with class median
42 data.nona=data.frame(
43 do.call(rbind ,
44 by(data ,list(ER),function(x){
45 apply(x,2,function(y){
46 ifelse(is.na(y),median(y,na.rm=TRUE),y)
47 })
48 })
49 )
50 )
51 data.nona=data.nona[rownames(data),]
52
53 mojeMere=function(napoved.prob ,napoved.class ,resnica) {
54 conf=confusionMatrix(factor(napoved.class),factor(resnica),
positive="1")
55 as.numeric(c(
56 conf$overall["Accuracy"],
57 conf$byClass["Sensitivity"],
58 conf$byClass["Specificity"],
59 sqrt(conf$byClass["Sensitivity"]*conf$byClass["Specificity"])
,
60 somers2(napoved.prob ,resnica)["C"]
61 ))
62 }
63
64 fun=function(l,data ,data.nona ,ER ,G) {
65 training=data.nona[-l,]
66 training.orig=data[-l,]
67 class.training=ER[-l]
68
69 test=data.nona[l,]
70 test.orig=data[l,]
71 class.test=ER[l]
72
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73 lwr=min(table(class.training))
74
75 ### SMOTE
76 urav=SMOTE(form=y~.,
77 data=data.frame(training ,y=factor(class.training)),
78 k=5,
79 perc.over=50,
80 perc.under =310)
81 #table(urav$y)
82 training.s=urav [,-7568]
83 class.training.s=as.numeric(urav [ ,7568]) -1
84
85
86
87 ############################ randomForest
############################
88 ### default ###
89 fit.rf=randomForest(y=factor(class.training),
90 x=training ,
91 ntree =1000 ,
92 mtry=ceil (0.05*G),
93 importance=T)
94
95 #variable selection
96 index.rf=sort(fit.rf$importance[,"MeanDecreaseAccuracy"])
97 lm.rf=lm(index.rf~seq(1,length(index.rf)))
98 vars.rf=as.numeric(gsub("G","",names(which(abs(rstandard(lm.rf)
) >=2))))
99
100 #predict test
101 predict.rf.prob=as.numeric(predict(fit.rf ,newdata=test ,type="
prob")[,2])
102
103 #rezultati
104 mere.rf=c("RF","original","default","first",
105 l,length(vars.rf),predict.rf.prob ,paste0(vars.rf ,
collapse="_"))
106
107 write(mere.rf,file=paste("rezultati_",l,".txt",sep=""),ncol=
length(mere.rf),append=TRUE ,sep=";")
108
109 if (length(vars.rf) <1) {
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110 write(c("RF","original","default","second",l,rep(-2,3)),file=
paste("rezultati_",l,".txt",sep=""),ncol=length(mere.rf),
append=TRUE ,sep=";")
111 } else {
112 #refit
113 refit.rf=randomForest(y=factor(class.training),
114 x=training[,vars.rf,drop=F],
115 ntree =500,
116 mtry=ceil (0.05*length(vars.rf)),
117 importance=F)
118
119 #predict test
120 predict.rf.prob=as.numeric(predict(refit.rf ,newdata=test[,
vars.rf ,drop=F],type="prob")[,2])
121
122 #rezultati
123 mere.rf=c("RF","original","default","second",
124 l,length(vars.rf),predict.rf.prob ,paste0(vars.rf ,
collapse="_"))
125
126 write(mere.rf ,file=paste("rezultati_",l,".txt",sep=""),ncol=
length(mere.rf),append=TRUE ,sep=";")
127 }
128
129
130
131 ### strata ###
132 fit.rf=randomForest(y=factor(class.training),
133 x=training ,
134 ntree =1000 ,
135 mtry=ceil (0.05*G),
136 importance=T,
137 strata=factor(class.training),
138 sampsize=c(’0’=lwr ,’1’=lwr))
139
140 #variable selection
141 index.rf=sort(fit.rf$importance[,"MeanDecreaseAccuracy"])
142 lm.rf=lm(index.rf~seq(1,length(index.rf)))
143 vars.rf=as.numeric(gsub("G","",names(which(abs(rstandard(lm.rf)
) >=2))))
144
145 #predict test
105
146 predict.rf.prob=as.numeric(predict(fit.rf ,newdata=test ,type="
prob")[,2])
147
148 #rezultati
149 mere.rf=c("RF","original","strata","first",
150 l,length(vars.rf),predict.rf.prob ,paste0(vars.rf ,
collapse="_"))
151
152 write(mere.rf,file=paste("rezultati_",l,".txt",sep=""),ncol=
length(mere.rf),append=TRUE ,sep=";")
153
154 if (length(vars.rf) <1) {
155 write(c("RF","original","strata","second",l,rep(-2,3)),file=
paste("rezultati_",l,".txt",sep=""),ncol=length(mere.rf),
append=TRUE ,sep=";")
156 } else {
157 #refit
158 refit.rf=randomForest(y=factor(class.training),
159 x=training[,vars.rf,drop=F],
160 ntree =500,
161 mtry=ceil (0.05*length(vars.rf)),
162 importance=F,
163 strata=factor(class.training),
164 sampsize=c(’0’=lwr ,’1’=lwr))
165
166 #predict test
167 predict.rf.prob=as.numeric(predict(refit.rf ,newdata=test[,
vars.rf ,drop=F],type="prob")[,2])
168
169 #rezultati
170 mere.rf=c("RF","original","strata","second",
171 l,length(vars.rf),predict.rf.prob ,paste0(vars.rf ,
collapse="_"))
172
173 write(mere.rf ,file=paste("rezultati_",l,".txt",sep=""),ncol=
length(mere.rf),append=TRUE ,sep=";")
174 }
175
176
177
178 ### STACKING ###
179 vars.rf=fit.rf$importance[,"MeanDecreaseAccuracy"]
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180 vars.rf=(vars.rf -min(vars.rf))/(max(vars.rf)-min(vars.rf))
181
182 vars.rf.caret=unlist(filterVarImp(x=data.frame(training),y=
class.training))
183 vars.rf.caret=(vars.rf.caret -min(vars.rf.caret))/(max(vars.rf.
caret)-min(vars.rf.caret))
184
185 vars.rf.stack=sort((vars.rf+vars.rf.caret)/2)
186
187 #variable selection filter
188 vars.rf.caret=sort(vars.rf.caret)
189 lm.rf=lm(vars.rf.caret~seq(1,length(vars.rf.caret)))
190 vars.rf.2=as.numeric(gsub("Overall","",names(which(abs(
rstandard(lm.rf)) >=2))))
191
192 mere.rf=c("RF","original","filter","first",l,length(vars.rf.2),
rep(-1,2))
193
194 write(mere.rf,file=paste("rezultati_",l,".txt",sep=""),ncol=
length(mere.rf),append=TRUE ,sep=";")
195
196 #variable selection
197 lm.rf=lm(vars.rf.stack~seq(1,length(vars.rf.stack)))
198 vars.rf=as.numeric(gsub("G","",names(which(abs(rstandard(lm.rf)
) >=2))))
199
200 if (length(vars.rf) <1) {
201 write(c("RF","original","stack","second",l,rep(-2,3)),file=
paste("rezultati_",l,".txt",sep=""),ncol=length(mere.rf),
append=TRUE ,sep=";")
202 } else {
203 #refit
204 refit.rf=randomForest(y=factor(class.training),
205 x=training[,vars.rf,drop=F],
206 ntree =500,
207 mtry=ceil (0.05*length(vars.rf)),
208 importance=F,
209 strata=factor(class.training),
210 sampsize=c(’0’=lwr ,’1’=lwr))
211
212 #predict test
213 predict.rf.prob=as.numeric(predict(refit.rf ,newdata=test[,
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vars.rf ,drop=F],type="prob")[,2])
214
215 #rezultati
216 mere.rf=c("RF","original","stack","second",
217 l,length(vars.rf),predict.rf.prob ,paste0(vars.rf ,
collapse="_"))
218
219 write(mere.rf,file=paste("rezultati_",l,".txt",sep=""),ncol=
length(mere.rf),append=TRUE ,sep=";")
220 }
221
222
223
224 ### SHRINKAGE ###
225 index.rf=rev(index.rf)
226 lambda.seq=seq(median(index.rf)+1e-6,max(index.rf),length.out
=20)
227 for (i in 1: length(lambda.seq)) {
228 lambda.seq[i]= length(index.rf[index.rf >= lambda.seq[i]])
229 }
230 lambda.seq=unique(c(0,rev(lambda.seq)))
231 lambda.seq=lambda.seq[lambda.seq!=0]
232
233 cv.rf=list()
234 list.rf=list()
235 for (ll in 1: length(lambda.seq)) {
236 tmp=as.numeric(gsub("G","",names(index.rf[1: lambda.seq[ll]]))
)
237 list.rf[[ll]]= randomForest(y=factor(class.training),
238 x=training[,tmp ,drop=F],
239 ntree =500,
240 mtry=ceil (0.05*lambda.seq[ll]),
241 importance=F,
242 strata=factor(class.training),
243 sampsize=c(’0’=lwr ,’1’=lwr))
244
245 predict.rf.prob=as.numeric(predict(list.rf[[ll]],type="prob")
[,2])
246
247 verj=ifelse(class.training ==1, predict.rf.prob ,1-predict.rf.
prob)
248 verj=pmax(verj ,1e-6)
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249
250 cv.rf[[ll]]=-sum(ifelse(class.training ==0,lwr/98,(98-lwr)/98)
*log(verj))
251 }
252 najaci=do.call(rbind ,cv.rf)
253
254 #min log loss
255 rf1=which.min(najaci [,1])
256 #min log loss in 1 SE
257 rf2=head(which(najaci [,1]<=(min(najaci [,1])+sd(najaci [,1]))) ,1)
258
259 k=1
260 imena=c("min","1SE")
261 for (xx in c(rf1 ,rf2)) {
262 #variable selection
263 vars.rf=as.numeric(gsub("G","",names(index.rf[1: lambda.seq[xx
]])))
264
265 #predict test
266 predict.rf.prob=as.numeric(predict(list.rf[[xx]],newdata=test
[,vars.rf,drop=F],type="prob")[,2])
267
268 #rezultati
269 mere.rf=c("RF","original",paste0("shrinkage_",imena[k]),"
second",
270 l,length(vars.rf),predict.rf.prob ,paste0(vars.rf ,
collapse="_"))
271 k=k+1
272
273 write(mere.rf ,file=paste("rezultati_",l,".txt",sep=""),ncol=
length(mere.rf),append=TRUE ,sep=";")
274 }
275
276
277
278 ### RELAXED RF ###
279 fit.rf=randomForest(y=factor(class.training),
280 x=training ,
281 ntree =1000 ,
282 mtry =0.5*G,
283 importance=T,
284 strata=factor(class.training),
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285 sampsize=c(’0’=lwr ,’1’=lwr))
286
287 #variable selection 1
288 vars.rf=sort(fit.rf$importance[,"MeanDecreaseAccuracy"])
289 vars.rf=as.numeric(gsub("G","",names(which(vars.rf >mean(vars.rf
)))))
290
291 #predict test
292 predict.rf.prob=as.numeric(predict(fit.rf ,newdata=test ,type="
prob")[,2])
293
294 #rezultati
295 mere.rf=c("RF","original","relaxed","first",
296 l,length(vars.rf),predict.rf.prob ,paste0(vars.rf ,
collapse="_"))
297
298 write(mere.rf,file=paste("rezultati_",l,".txt",sep=""),ncol=
length(mere.rf),append=TRUE ,sep=";")
299
300 if (length(vars.rf) <1) {
301 write(c("RF","original","relaxed","second",l,rep(-2,3)),file=
paste("rezultati_",l,".txt",sep=""),ncol=length(mere.rf),
append=TRUE ,sep=";")
302 } else {
303 #refit
304 refit.rf=randomForest(y=factor(class.training),
305 x=training[,vars.rf,drop=F],
306 ntree =500,
307 mtry=ceil (0.05*length(vars.rf)),
308 importance=T,
309 strata=factor(class.training),
310 sampsize=c(’0’=lwr ,’1’=lwr))
311
312 #variable selection 2
313 index.rf=sort(refit.rf$importance[,"MeanDecreaseAccuracy"])
314 lm.rf=lm(index.rf~seq(1,length(index.rf)))
315 vars.rf=as.numeric(gsub("G","",names(which(abs(rstandard(lm.
rf)) >=2))))
316
317 if (length(vars.rf) <1) {
318 write(c("RF","original","relaxed","second",l,rep(-2,3)),
file=paste("rezultati_",l,".txt",sep=""),ncol=length(
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mere.rf),append=TRUE ,sep=";")
319 } else {
320 #refit 2
321 refit.rf=randomForest(y=factor(class.training),
322 x=training[,vars.rf,drop=F],
323 ntree =500,
324 mtry=ceil (0.05*length(vars.rf)),
325 importance=F,
326 strata=factor(class.training),
327 sampsize=c(’0’=lwr ,’1’=lwr))
328
329 #predict test
330 predict.rf.prob=as.numeric(predict(refit.rf ,newdata=test[,
vars.rf ,drop=F],type="prob")[,2])
331
332 #rezultati
333 mere.rf=c("RF","original","relaxed","second",
334 l,length(vars.rf),predict.rf.prob ,paste0(vars.rf ,
collapse="_"))
335
336 write(mere.rf ,file=paste("rezultati_",l,".txt",sep=""),ncol
=length(mere.rf),append=TRUE ,sep=";")
337 }
338 }
339
340
341
342 ############################ SMOTE ############################
343 ### default ###
344 fit.rf=randomForest(y=factor(class.training.s),
345 x=training.s,
346 ntree =1000 ,
347 mtry=ceil (0.05*G),
348 importance=T)
349
350 #variable selection
351 index.rf=sort(fit.rf$importance[,"MeanDecreaseAccuracy"])
352 lm.rf=lm(index.rf~seq(1,length(index.rf)))
353 vars.rf=as.numeric(gsub("G","",names(which(abs(rstandard(lm.rf)
) >=2))))
354
355 #predict test
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356 predict.rf.prob=as.numeric(predict(fit.rf ,newdata=test ,type="
prob")[,2])
357
358 #rezultati
359 mere.rf=c("RF","SMOTE","default","first",
360 l,length(vars.rf),predict.rf.prob ,paste0(vars.rf ,
collapse="_"))
361
362 write(mere.rf,file=paste("rezultati_",l,".txt",sep=""),ncol=
length(mere.rf),append=TRUE ,sep=";")
363
364 if (length(vars.rf) <1) {
365 write(c("RF","SMOTE","default","second",l,rep(-2,3)),file=
paste("rezultati_",l,".txt",sep=""),ncol=length(mere.rf),
append=TRUE ,sep=";")
366 } else {
367 #refit
368 refit.rf=randomForest(y=factor(class.training.s),
369 x=training.s[,vars.rf,drop=F],
370 ntree =500,
371 mtry=ceil (0.05*length(vars.rf)),
372 importance=F)
373
374 #predict test
375 predict.rf.prob=as.numeric(predict(refit.rf ,newdata=test[,
vars.rf ,drop=F],type="prob")[,2])
376
377 #rezultati
378 mere.rf=c("RF","SMOTE","default","second",
379 l,length(vars.rf),predict.rf.prob ,paste0(vars.rf ,
collapse="_"))
380
381 write(mere.rf ,file=paste("rezultati_",l,".txt",sep=""),ncol=
length(mere.rf),append=TRUE ,sep=";")
382 }
383
384
385
386 ### STACKING ###
387 vars.rf=fit.rf$importance[,"MeanDecreaseAccuracy"]
388 vars.rf=(vars.rf -min(vars.rf))/(max(vars.rf)-min(vars.rf))
389
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390 vars.rf.caret=unlist(filterVarImp(x=data.frame(training.s),y=
class.training.s))
391 vars.rf.caret=(vars.rf.caret -min(vars.rf.caret))/(max(vars.rf.
caret)-min(vars.rf.caret))
392
393 vars.rf.stack=sort((vars.rf+vars.rf.caret)/2)
394
395 #variable selection filter
396 vars.rf.caret=sort(vars.rf.caret)
397 lm.rf=lm(vars.rf.caret~seq(1,length(vars.rf.caret)))
398 vars.rf.2=as.numeric(gsub("Overall","",names(which(abs(
rstandard(lm.rf)) >=2))))
399
400 mere.rf=c("RF","SMOTE","filter","first",l,length(vars.rf.2),rep
(-1,2))
401
402 write(mere.rf,file=paste("rezultati_",l,".txt",sep=""),ncol=
length(mere.rf),append=TRUE ,sep=";")
403
404 #variable selection
405 lm.rf=lm(vars.rf.stack~seq(1,length(vars.rf.stack)))
406 vars.rf=as.numeric(gsub("G","",names(which(abs(rstandard(lm.rf)
) >=2))))
407
408 if (length(vars.rf) <1) {
409 write(c("RF","SMOTE","stack","second",l,rep(-2,3)),file=paste
("rezultati_",l,".txt",sep=""),ncol=length(mere.rf),append
=TRUE ,sep=";")
410 } else {
411 #predict test
412 refit.rf=randomForest(y=factor(class.training.s),
413 x=training.s[,vars.rf,drop=F],
414 ntree =500,
415 mtry=ceil (0.05*length(vars.rf)),
416 importance=F)
417
418 predict.rf.prob=as.numeric(predict(refit.rf ,newdata=test[,
vars.rf ,drop=F],type="prob")[,2])
419
420 #rezultati
421 mere.rf=c("RF","SMOTE","stack","second",
422 l,length(vars.rf),predict.rf.prob ,paste0(vars.rf ,
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423
424 write(mere.rf,file=paste("rezultati_",l,".txt",sep=""),ncol=
length(mere.rf),append=TRUE ,sep=";")
425 }
426
427
428
429 ### SHRINKAGE ###
430 index.rf=rev(index.rf)
431 lambda.seq=seq(median(index.rf)+1e-6,max(index.rf),length.out
=15)
432 for (i in 1: length(lambda.seq)) {
433 lambda.seq[i]= length(index.rf[index.rf >= lambda.seq[i]])
434 }
435 lambda.seq=unique(c(0,rev(lambda.seq)))
436 lambda.seq=lambda.seq[lambda.seq!=0]
437
438 cv.rf=list()
439 list.rf=list()
440 for (ll in 1: length(lambda.seq)) {
441 tmp=as.numeric(gsub("G","",names(index.rf[1: lambda.seq[ll]]))
)
442 list.rf[[ll]]= randomForest(y=factor(class.training.s),
443 x=training.s[,tmp ,drop=F],
444 ntree =500,
445 mtry=ceil (0.05*lambda.seq[ll]),
446 importance=F)
447
448 predict.rf.prob=as.numeric(predict(list.rf[[ll]],type="prob")
[,2])
449
450 verj=ifelse(class.training.s==1, predict.rf.prob ,1-predict.rf.
prob)
451 verj=pmax(verj ,1e-6)
452
453 cv.rf[[ll]]=-sum(log(verj))
454 }
455 najaci=do.call(rbind ,cv.rf)
456
457 #min log loss
458 rf1=which.min(najaci [,1])
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459 #min log loss in 1 SE
460 rf2=head(which(najaci [,1]<=(min(najaci [,1])+sd(najaci [,1]))) ,1)
461
462 k=1
463 imena=c("min","1SE")
464 for (xx in c(rf1 ,rf2)) {
465 #variable selection
466 vars.rf=as.numeric(gsub("G","",names(index.rf[1: lambda.seq[xx
]])))
467
468 #predict test
469 predict.rf.prob=as.numeric(predict(list.rf[[xx]],newdata=test
[,vars.rf,drop=F],type="prob")[,2])
470
471 #rezultati
472 mere.rf=c("RF","SMOTE",paste0("shrinkage_",imena[k]),"second"
,
473 l,length(vars.rf),predict.rf.prob ,paste0(vars.rf ,
collapse="_"))
474 k=k+1
475
476 write(mere.rf ,file=paste("rezultati_",l,".txt",sep=""),ncol=
length(mere.rf),append=TRUE ,sep=";")
477 }
478
479
480
481 ### RELAXED RF ###
482 fit.rf=randomForest(y=factor(class.training.s),
483 x=training.s,
484 ntree =1000 ,
485 mtry =0.5*G,
486 importance=T)
487
488 #variable selection 1
489 vars.rf=sort(fit.rf$importance[,"MeanDecreaseAccuracy"])
490 vars.rf=as.numeric(gsub("G","",names(which(vars.rf >mean(vars.rf
)))))
491
492 #predict test
493 predict.rf.prob=as.numeric(predict(fit.rf ,newdata=test ,type="
prob")[,2])
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494
495 #rezultati
496 mere.rf=c("RF","SMOTE","relaxed","first",
497 l,length(vars.rf),predict.rf.prob ,paste0(vars.rf ,
collapse="_"))
498
499 write(mere.rf,file=paste("rezultati_",l,".txt",sep=""),ncol=
length(mere.rf),append=TRUE ,sep=";")
500
501 if (length(vars.rf) <1) {
502 write(c("RF","SMOTE","relaxed","second",l,rep(-2,3)),file=
paste("rezultati_",l,".txt",sep=""),ncol=length(mere.rf),
append=TRUE ,sep=";")
503 } else {
504 #refit
505 refit.rf=randomForest(y=factor(class.training.s),
506 x=training.s[,vars.rf,drop=F],
507 ntree =500,
508 mtry=ceil (0.05*length(vars.rf)),
509 importance=T)
510
511 #variable selection 2
512 index.rf=sort(refit.rf$importance[,"MeanDecreaseAccuracy"])
513 lm.rf=lm(index.rf~seq(1,length(index.rf)))
514 vars.rf=as.numeric(gsub("G","",names(which(abs(rstandard(lm.
rf)) >=2))))
515
516 if (length(vars.rf) <1) {
517 write(c("RF","SMOTE","relaxed","second",l,rep(-2,3)),file=
paste("rezultati_",l,".txt",sep=""),ncol=length(mere.rf)
,append=TRUE ,sep=";")
518 } else {
519 #refit 2
520 refit.rf=randomForest(y=factor(class.training.s),
521 x=training.s[,vars.rf,drop=F],
522 ntree =500,
523 mtry=ceil (0.05*length(vars.rf)),
524 importance=F)
525
526 #predict test
527 predict.rf.prob=as.numeric(predict(refit.rf ,newdata=test[,
vars.rf ,drop=F],type="prob")[,2])
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528
529 #rezultati
530 mere.rf=c("RF","SMOTE","relaxed","second",
531 l,length(vars.rf),predict.rf.prob ,paste0(vars.rf ,
collapse="_"))
532
533 write(mere.rf,file=paste("rezultati_",l,".txt",sep=""),ncol
=length(mere.rf),append=TRUE ,sep=";")
534 }
535 }
536
537
538
539 ############################ WSRF ############################
540 ### default ###
541 fit.wsrf=wsrf(y=factor(class.training),
542 x=training ,
543 mtry=ceil (0.05*G),
544 ntree =1000 ,
545 weights=T,
546 parallel=F,
547 importance=T)
548
549 #variable selection
550 index.wsrf=sort(fit.wsrf$importance[,"MeanDecreaseIGR"])
551 lm.wsrf=lm(index.wsrf~seq(1,length(index.wsrf)))
552 vars.wsrf=as.numeric(gsub("G","",names(which(abs(rstandard(lm.
wsrf)) >=2))))
553
554 #predict test
555 predict.wsrf.prob=as.numeric(predict(fit.wsrf ,newdata=test ,type
="prob")$prob [,2])
556
557 #mere
558 mere.wsrf=c("WSRF","original","default","first",
559 l,length(vars.wsrf),predict.wsrf.prob ,paste0(vars.
wsrf ,collapse="_"))
560
561 write(mere.wsrf ,file=paste("rezultati_",l,".txt",sep=""),ncol=
length(mere.wsrf),append=TRUE ,sep=";")
562
563 if (length(vars.wsrf) <1) {
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564 write(c("WSRF","original","default","second",l,rep(-2,3)),
file=paste("rezultati_",l,".txt",sep=""),ncol=length(mere.
rf),append=TRUE ,sep=";")
565 } else {
566 #refit
567 refit.wsrf=wsrf(y=factor(class.training),
568 x=training[,vars.wsrf ,drop=F],
569 mtry=ceil (0.05*length(vars.wsrf)),
570 ntree =500,
571 weights=T,
572 parallel=F,
573 importance=F)
574
575 #predict test
576 predict.wsrf.prob=as.numeric(predict(refit.wsrf ,newdata=test ,
type="prob")$prob [,2])
577
578 #mere
579 mere.wsrf=c("WSRF","original","default","second",
580 l,length(vars.wsrf),predict.wsrf.prob ,paste0(vars
.wsrf ,collapse="_"))
581
582 write(mere.wsrf ,file=paste("rezultati_",l,".txt",sep=""),ncol
=length(mere.wsrf),append=TRUE ,sep=";")
583 }
584
585
586
587 ### strata ###
588 indeksi=lapply (1:G,function(i){
589 c(sample(which(class.training ==0),lwr ,replace=T),
590 sample(which(class.training ==1),lwr ,replace=T))
591 })
592
593 fit.wsrf=wsrf(y=factor(class.training[indeksi [[1]]]) ,
594 x=training[indeksi [[1]],],
595 mtry=ceil (0.05*G),
596 ntree=1,
597 weights=T,
598 parallel=F,
599 importance=T)
600 impw=fit.wsrf$importance[,"MeanDecreaseAccuracy"]
118 Koda za prave podatke
601
602 for (ii in 2:1000) {
603 temp=wsrf(y=factor(class.training[indeksi [[ii]]]),
604 x=training[indeksi [[ii]],],
605 mtry=ceil (0.05*G),
606 ntree=1,
607 weights=T,
608 parallel=F,
609 importance=T)
610 impw=rowMeans(cbind(impw ,temp$importance[,"
MeanDecreaseAccuracy"]))
611 fit.wsrf=combine.wsrf(fit.wsrf ,temp)
612 }
613
614 #variable selection
615 #ce delamo combine izgubimo MDA mero in ostane samo GINI
616 #zato shranjujemo MDA imp v vektorju v zanki in dopolnjujemo
617 index.wsrf=sort(impw)
618 lm.wsrf=lm(index.wsrf~seq(1,length(index.wsrf)))
619 vars.wsrf=as.numeric(gsub("G","",names(which(abs(rstandard(lm.
wsrf)) >=2))))
620
621 #predict test
622 predict.wsrf.prob=as.numeric(predict(fit.wsrf ,newdata=test ,type
="prob")$prob [,2])
623
624 #mere
625 mere.wsrf=c("WSRF","original","strata","first",
626 l,length(vars.wsrf),predict.wsrf.prob ,paste0(vars.
wsrf ,collapse="_"))
627
628 write(mere.wsrf ,file=paste("rezultati_",l,".txt",sep=""),ncol=
length(mere.wsrf),append=TRUE ,sep=";")
629
630 if (length(vars.wsrf) <1) {
631 write(c("WSRF","original","strata","second",l,rep(-2,3)),file
=paste("rezultati_",l,".txt",sep=""),ncol=length(mere.rf),
append=TRUE ,sep=";")
632 } else {
633 #refit
634 indeksi=lapply (1:G,function(i){
635 c(sample(which(class.training ==0),lwr ,replace=T),
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637 })
638
639 refit.wsrf=wsrf(y=factor(class.training[indeksi [[1]]]) ,
640 x=training[indeksi [[1]] , vars.wsrf ,drop=F],
641 mtry=ceil (0.05*length(vars.wsrf)),
642 ntree=1,
643 weights=T,
644 parallel=F,
645 importance=F)
646
647 for (ii in 2:500) {
648 temp=wsrf(y=factor(class.training[indeksi [[ii]]]),
649 x=training[indeksi [[ii]],vars.wsrf ,drop=F],
650 mtry=ceil (0.05*length(vars.wsrf)),
651 ntree=1,
652 weights=T,
653 parallel=F,
654 importance=F)
655 refit.wsrf=combine.wsrf(refit.wsrf ,temp)
656 }
657
658 #predict test
659 predict.wsrf.prob=as.numeric(predict(refit.wsrf ,newdata=test ,
type="prob")$prob [,2])
660
661 #mere
662 mere.wsrf=c("WSRF","original","strata","second",
663 l,length(vars.wsrf),predict.wsrf.prob ,paste0(vars
.wsrf ,collapse="_"))
664
665 write(mere.wsrf ,file=paste("rezultati_",l,".txt",sep=""),ncol
=length(mere.wsrf),append=TRUE ,sep=";")
666 }
667
668
669
670 ### SMOTE ###
671 fit.wsrf=wsrf(y=factor(class.training.s),
672 x=training.s,
673 mtry=ceil (0.05*G),
674 ntree =1000 ,
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675 weights=T,
676 parallel=F,
677 importance=T)
678
679 #variable selection
680 index.wsrf=sort(fit.wsrf$importance[,"MeanDecreaseAccuracy"])
681 lm.wsrf=lm(index.wsrf~seq(1,length(index.wsrf)))
682 vars.wsrf=as.numeric(gsub("G","",names(which(abs(rstandard(lm.
wsrf)) >=2))))
683
684 #predict test
685 predict.wsrf.prob=as.numeric(predict(fit.wsrf ,newdata=test ,type
="prob")$prob [,2])
686
687 #mere
688 mere.wsrf=c("WSRF","SMOTE","default","first",
689 l,length(vars.wsrf),predict.wsrf.prob ,paste0(vars.
wsrf ,collapse="_"))
690
691 write(mere.wsrf ,file=paste("rezultati_",l,".txt",sep=""),ncol=
length(mere.wsrf),append=TRUE ,sep=";")
692
693 if (length(vars.wsrf) <1) {
694 write(c("WSRF","SMOTE","default","second",l,rep(-2,3)),file=
paste("rezultati_",l,".txt",sep=""),ncol=length(mere.rf),
append=TRUE ,sep=";")
695 } else {
696 #refit
697 refit.wsrf=wsrf(y=factor(class.training.s),
698 x=training.s[,vars.wsrf ,drop=F],
699 mtry=ceil (0.05*length(vars.wsrf)),
700 ntree =500,
701 weights=T,
702 parallel=F,
703 importance=F)
704
705 #predict test
706 predict.wsrf.prob=as.numeric(predict(refit.wsrf ,newdata=test ,
type="prob")$prob [,2])
707
708 #mere
709 mere.wsrf=c("WSRF","SMOTE","default","second",
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710 l,length(vars.wsrf),predict.wsrf.prob ,paste0(vars
.wsrf ,collapse="_"))
711
712 write(mere.wsrf ,file=paste("rezultati_",l,".txt",sep=""),ncol
=length(mere.wsrf),append=TRUE ,sep=";")
713 }
714
715
716
717 ############################ randomUniformForest
############################
718 ### default ###
719 fit.uniform=randomUniformForest(Y=factor(class.training),
720 X=training ,
721 ntree =1000 ,
722 mtry=ceil (0.05*G),
723 replace=T,
724 OOB=T,
725 threads =1)
726
727 #variable selection
728 index.uniform=fit.uniform$forest$variableImportance[,"score"]
729 names(index.uniform)=fit.uniform$forest$variableImportance[,"
variables"]
730 lm.uniform=lm(index.uniform~seq(1,length(index.uniform)))
731 vars.uniform=as.numeric(gsub("G","",names(which(abs(rstandard(
lm.uniform)) >=2))))
732
733 #predict test
734 predict.uniform.prob=predict(fit.uniform ,X=test ,type="prob")
[,2]
735
736 #mere
737 mere.uniform=c("UNIFORM","original","default","first",
738 l,length(vars.uniform),predict.uniform.prob ,
paste0(vars.uniform ,collapse="_"))
739
740 write(mere.uniform ,file=paste("rezultati_",l,".txt",sep=""),
ncol=length(mere.uniform),append=TRUE ,sep=";")
741
742 if (length(vars.uniform) <2) {
743 write(c("UNIFORM","original","default","second",l,rep(-2,3)),
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file=paste("rezultati_",l,".txt",sep=""),ncol=length(mere.
rf),append=TRUE ,sep=";")
744 } else {
745 #refit
746 refit.uniform=randomUniformForest(Y=factor(class.training),
747 X=training[,vars.uniform ,
drop=F],
748 ntree =1000 ,
749 mtry=ceil (0.05*length(vars.
uniform)),
750 replace=T,
751 OOB=F,
752 threads =1)
753
754 #predict test
755 predict.uniform.prob=predict(refit.uniform ,X=test[,vars.
uniform ,drop=F],type="prob")[,2]
756
757 #mere
758 mere.uniform=c("UNIFORM","original","default","second",
759 l,length(vars.uniform),predict.uniform.prob ,
paste0(vars.uniform ,collapse="_"))
760
761 write(mere.uniform ,file=paste("rezultati_",l,".txt",sep=""),
ncol=length(mere.uniform),append=TRUE ,sep=";")
762 }
763
764
765
766 ### strata ###
767 fit.uniform=randomUniformForest(Y=factor(class.training),
768 X=training ,
769 ntree =1000 ,
770 mtry=ceil (0.05*G),
771 replace=T,
772 OOB=T,
773 rebalancedsampling=c(’0’=lwr ,’1
’=lwr),
774 threads =1)
775
776 #variable selection
777 # index.uniform=fit.uniform$forest$variableImportance [,"
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percent.importance "]
778 # names(index.uniform)=fit.uniform$forest$
variableImportance [,"variables "]
779 # vars.uniform=as.numeric(gsub("G","",names(index.uniform[
index.uniform >0])))
780 index.uniform=fit.uniform$forest$variableImportance[,"score"]
781 names(index.uniform)=fit.uniform$forest$variableImportance[,"
variables"]
782 lm.uniform=lm(index.uniform~seq(1,length(index.uniform)))
783 vars.uniform=as.numeric(gsub("G","",names(which(abs(rstandard(
lm.uniform)) >=2))))
784
785 #predict test
786 predict.uniform.prob=predict(fit.uniform ,X=test ,type="prob")
[,2]
787
788 #mere
789 mere.uniform=c("UNIFORM","original","strata","first",
790 l,length(vars.uniform),predict.uniform.prob ,
paste0(vars.uniform ,collapse="_"))
791
792 write(mere.uniform ,file=paste("rezultati_",l,".txt",sep=""),
ncol=length(mere.uniform),append=TRUE ,sep=";")
793
794 if (length(vars.uniform) <2) {
795 write(c("UNIFORM","original","strata","second",l,rep(-2,3)),
file=paste("rezultati_",l,".txt",sep=""),ncol=length(mere.
rf),append=TRUE ,sep=";")
796 } else {
797 #refit
798 refit.uniform=randomUniformForest(Y=factor(class.training),
799 X=training[,vars.uniform ,
drop=F],
800 ntree =1000 ,
801 mtry=ceil (0.05*length(vars.
uniform)),
802 replace=T,
803 OOB=F,
804 rebalancedsampling=c(’0’=
lwr ,’1’=lwr),
805 threads =1)
806
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807 #predict test
808 predict.uniform.prob=predict(refit.uniform ,X=test[,vars.
uniform ,drop=F],type="prob")[,2]
809
810 #mere
811 mere.uniform=c("UNIFORM","original","strata","second",
812 l,length(vars.uniform),predict.uniform.prob ,
paste0(vars.uniform ,collapse="_"))
813
814 write(mere.uniform ,file=paste("rezultati_",l,".txt",sep=""),
ncol=length(mere.uniform),append=TRUE ,sep=";")
815 }
816
817
818
819 ### SMOTE ###
820 fit.uniform=randomUniformForest(Y=factor(class.training.s),
821 X=training.s,
822 ntree =1000 ,
823 mtry=ceil (0.05*G),
824 replace=T,
825 OOB=T,
826 threads =1)
827
828 #variable selection
829 index.uniform=fit.uniform$forest$variableImportance[,"score"]
830 names(index.uniform)=fit.uniform$forest$variableImportance[,"
variables"]
831 lm.uniform=lm(index.uniform~seq(1,length(index.uniform)))
832 vars.uniform=as.numeric(gsub("G","",names(which(abs(rstandard(
lm.uniform)) >=2))))
833
834 #predict test
835 predict.uniform.prob=predict(fit.uniform ,X=test ,type="prob")
[,2]
836
837 #mere
838 mere.uniform=c("UNIFORM","SMOTE","default","first",
839 l,length(vars.uniform),predict.uniform.prob ,
paste0(vars.uniform ,collapse="_"))
840
841 write(mere.uniform ,file=paste("rezultati_",l,".txt",sep=""),
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ncol=length(mere.uniform),append=TRUE ,sep=";")
842
843 if (length(vars.uniform) <2) {
844 write(c("UNIFORM","SMOTE","default","second",l,rep(-2,3)),
file=paste("rezultati_",l,".txt",sep=""),ncol=length(mere.
rf),append=TRUE ,sep=";")
845 } else {
846 #refit
847 refit.uniform=randomUniformForest(Y=factor(class.training.s),
848 X=training.s[,vars.uniform ,
drop=F],
849 ntree =1000 ,
850 mtry=ceil (0.05*length(vars.
uniform)),
851 replace=T,
852 OOB=F,
853 threads =1)
854
855 #predict test
856 predict.uniform.prob=predict(refit.uniform ,X=test[,vars.
uniform ,drop=F],type="prob")[,2]
857
858 #mere
859 mere.uniform=c("UNIFORM","SMOTE","default","second",
860 l,length(vars.uniform),predict.uniform.prob ,
paste0(vars.uniform ,collapse="_"))
861
862 write(mere.uniform ,file=paste("rezultati_",l,".txt",sep=""),
ncol=length(mere.uniform),append=TRUE ,sep=";")
863 }
864
865
866
867 ############################ PARTY ############################
868 ### default ###
869 party.control=ctree_control(cores =1)
870
871 fit.party=cforest(formula=factor(class.training)~.,
872 data=data.frame(training),
873 control=party.control ,
874 ntree =1000 ,
875 mtry=ceil (0.05*G))
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876
877 #variable selection
878 #vars.party=as.numeric(gsub("G","",names(varimp(fit.party))))
879 index.party=sort(varimp(fit.party))
880 lm.rf=lm(index.party~seq(1,length(index.party)))
881 vars.party=as.numeric(gsub("G","",names(which(abs(rstandard(lm.
rf)) >=2))))
882
883 #predict test
884 predict.party.prob=as.numeric(predict(fit.party ,newdata=test ,
type="prob")[,2])
885
886 #mere
887 mere.party=c("PARTY","original","default","first",
888 l,length(vars.party),predict.party.prob ,paste0(
vars.party ,collapse="_"))
889
890 write(mere.party ,file=paste("rezultati_",l,".txt",sep=""),ncol=
length(mere.party),append=TRUE ,sep=";")
891
892 if (length(vars.party) <1) {
893 write(c("PARTY","original","default","second",l,rep(-2,3)),
file=paste("rezultati_",l,".txt",sep=""),ncol=length(mere.
rf),append=TRUE ,sep=";")
894 } else {
895 #refit
896 refit.party=cforest(formula=factor(class.training)~.,
897 data=data.frame(training[,vars.party ,drop
=F]),
898 control=party.control ,
899 ntree =1000 ,
900 mtry=ceil (0.05*length(vars.party)))
901
902 #predict test
903 predict.party.prob=as.numeric(predict(refit.party ,newdata=
test[,vars.party ,drop=F],type="prob")[,2])
904
905 #mere
906 mere.party=c("PARTY","original","default","second",
907 l,length(vars.party),predict.party.prob ,paste0(
vars.party ,collapse="_"))
908
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909 write(mere.party ,file=paste("rezultati_",l,".txt",sep=""),
ncol=length(mere.party),append=TRUE ,sep=";")
910 }
911
912
913
914 ### strata ###
915 fit.party=cforest(formula=factor(class.training)~.,
916 data=data.frame(training),
917 weights=ifelse(class.training ==0,lwr/98,(98-
lwr)/98),
918 strata=factor(class.training),
919 control=party.control ,
920 perturb=list(replace=F,fraction =0.2),
921 ntree =1000 ,
922 mtry=ceil (0.05*G))
923
924 #variable selection
925 vars.party=as.numeric(gsub("G","",names(varimp(fit.party))))
926
927 #predict test
928 predict.party.prob=as.numeric(predict(fit.party ,newdata=test ,
type="prob")[,2])
929
930 #mere
931 mere.party=c("PARTY","original","strata","first",
932 l,length(vars.party),predict.party.prob ,paste0(
vars.party ,collapse="_"))
933
934 write(mere.party ,file=paste("rezultati_",l,".txt",sep=""),ncol=
length(mere.party),append=TRUE ,sep=";")
935
936 if (length(vars.party) <1) {
937 write(c("PARTY","original","strata","second",l,rep(-2,3)),
file=paste("rezultati_",l,".txt",sep=""),ncol=length(mere.
rf),append=TRUE ,sep=";")
938 } else {
939 #refit
940 refit.party=cforest(formula=factor(class.training)~.,
941 data=data.frame(training[,vars.party ,drop
=F]),
942 weights=ifelse(class.training ==0,lwr/
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98,(98-lwr)/98),
943 strata=factor(class.training),
944 control=party.control ,
945 perturb=list(replace=F,fraction =0.2),
946 ntree =1000 ,
947 mtry=ceil (0.05*length(vars.party)))
948
949 #predict test
950 predict.party.prob=as.numeric(predict(refit.party ,newdata=
test[,vars.party ,drop=F],type="prob")[,2])
951
952 #mere
953 mere.party=c("PARTY","original","strata","second",
954 l,length(vars.party),predict.party.prob ,paste0(
vars.party ,collapse="_"))
955
956 write(mere.party ,file=paste("rezultati_",l,".txt",sep=""),
ncol=length(mere.party),append=TRUE ,sep=";")
957 }
958
959
960
961 ### SMOTE ###
962 fit.party=cforest(formula=factor(class.training.s)~.,
963 data=data.frame(training.s),
964 control=party.control ,
965 ntree =1000 ,
966 mtry=ceil (0.05*G))
967
968 #variable selection
969 index.party=sort(varimp(fit.party))
970 lm.rf=lm(index.party~seq(1,length(index.party)))
971 vars.party=as.numeric(gsub("G","",names(which(abs(rstandard(lm.
rf)) >=2))))
972
973 #predict test
974 predict.party.prob=as.numeric(predict(fit.party ,newdata=test ,
type="prob")[,2])
975
976 #mere
977 mere.party=c("PARTY","SMOTE","default","first",
978 l,length(vars.party),predict.party.prob ,paste0(
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vars.party ,collapse="_"))
979
980 write(mere.party ,file=paste("rezultati_",l,".txt",sep=""),ncol=
length(mere.party),append=TRUE ,sep=";")
981
982 if (length(vars.party) <1) {
983 write(c("PARTY","SMOTE","default","second",l,rep(-2,3)),file=
paste("rezultati_",l,".txt",sep=""),ncol=length(mere.rf),
append=TRUE ,sep=";")
984 } else {
985 #refit
986 refit.party=cforest(formula=factor(class.training.s)~.,
987 data=data.frame(training.s[,vars.party ,
drop=F]),
988 control=party.control ,
989 ntree =1000 ,
990 mtry=ceil (0.05*length(vars.party)))
991
992 #predict test
993 predict.party.prob=as.numeric(predict(refit.party ,newdata=
test[,vars.party ,drop=F],type="prob")[,2])
994
995 #mere
996 mere.party=c("PARTY","SMOTE","default","second",
997 l,length(vars.party),predict.party.prob ,paste0(
vars.party ,collapse="_"))
998
999 write(mere.party ,file=paste("rezultati_",l,".txt",sep=""),
ncol=length(mere.party),append=TRUE ,sep=";")
1000 }
1001
1002
1003
1004 ############################ XGBOOST
############################
1005 ### default ###
1006 evalerror=function(preds ,dtrain) {
1007 labels=getinfo(dtrain ,"label")
1008 err=sum(-(labels*log(1/(1+exp(-preds)))+(1- labels)*log(1-1/
(1+ exp(-preds)))))
1009 return(list(metric="cross",value=err))
1010 }
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1011
1012 params=list(eta =0.05,
1013 subsample=1,
1014 colsample_bytree =0.05 ,
1015 objective="binary:logistic",
1016 eval_metric=evalerror ,
1017 nthread =1)
1018
1019 dtrain=xgb.DMatrix(data.matrix(training),label=class.training)
1020 fit.xgb=xgb.cv(params=params ,
1021 data=dtrain ,
1022 nrounds =1000,
1023 nfold =100,
1024 early_stopping_rounds =100,
1025 maximize=F,
1026 verbose =0)
1027 fit.xgb=xgb.train(params=params ,
1028 data=dtrain ,
1029 nrounds=fit.xgb$best_ntreelimit ,
1030 maximize=F,
1031 verbose =0)
1032
1033 #variable selection
1034 imp.xgb=xgb.importance(model=fit.xgb) ### GAINNNNNNNNNN
1035 vars.xgb=as.numeric(gsub("G","",imp.xgb$Feature))
1036
1037 #predict test
1038 dtest=xgb.DMatrix(data.matrix(test),label=class.test)
1039 predict.xgb.prob=predict(fit.xgb ,newdata=dtest)
1040
1041 #mere
1042 mere.xgb=c("XGB","original","default","first",
1043 l,length(vars.xgb),predict.xgb.prob ,paste0(vars.xgb ,
collapse="_"))
1044
1045 write(mere.xgb ,file=paste("rezultati_",l,".txt",sep=""),ncol=
length(mere.xgb),append=TRUE ,sep=";")
1046
1047 if (length(vars.xgb) <1) {
1048 write(c("XGB","original","default","second",l,rep(-2,3)),file
=paste("rezultati_",l,".txt",sep=""),ncol=length(mere.rf),
append=TRUE ,sep=";")
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1049 } else {
1050 #refit
1051 dtrain=xgb.DMatrix(data.matrix(training[,vars.xgb ,drop=F]),
label=class.training)
1052 refit.xgb=xgb.cv(params=params ,
1053 data=dtrain ,
1054 nrounds =1000,
1055 nfold =100,
1056 early_stopping_rounds =100,
1057 maximize=F,
1058 verbose =0)
1059 refit.xgb=xgb.train(params=params ,
1060 data=dtrain ,
1061 nrounds=refit.xgb$best_ntreelimit ,
1062 maximize=F,
1063 verbose =0)
1064
1065 #predict test
1066 dtest=xgb.DMatrix(data.matrix(test[,vars.xgb ,drop=F]),label=
class.test)
1067 predict.xgb.prob=predict(refit.xgb ,newdata=dtest)
1068
1069 #mere
1070 mere.xgb=c("XGB","original","default","second",
1071 l,length(vars.xgb),predict.xgb.prob ,paste0(vars.
xgb ,collapse="_"))
1072
1073 write(mere.xgb ,file=paste("rezultati_",l,".txt",sep=""),ncol=
length(mere.xgb),append=TRUE ,sep=";")
1074 }
1075
1076
1077
1078 ### FOCAL ###
1079 cv.xgb=list()
1080 fit.xgb=fit.xgb2=list()
1081 dtrain=xgb.DMatrix(data.matrix(training),label=class.training)
1082
1083 for (f in seq (60 ,82.5 ,1.5)/100) {
1084 focal.loss=function(preds ,dtrain) {
1085 labels=getinfo(dtrain ,"label")
1086 #browser ()
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1087
1088 ###CE
1089 # ce=function(preds){
1090 # -(labels*log(1/(1+exp(-preds)))+(1- labels)*log(1-1/(1+
exp(-preds))))
1091 # }
1092 # grad=fderiv(ce,preds)
1093 # hess=fderiv(ce,preds ,2)
1094
1095 ### FOCAL
1096 a=f;g=0.1
1097 focal=function(preds){
1098 -(a*labels*(1-1/(1+ exp(-preds)))^g*log(1/(1+exp(-preds)))
+(1-a)*(1-labels)*(1/(1+ exp(-preds)))^g*log(1-1/(1+exp
(-preds))))
1099 }
1100 grad=fderiv(focal ,preds)
1101 hess=fderiv(focal ,preds ,2)
1102
1103 return(list(grad=grad ,hess=hess))
1104 }
1105
1106 focal.error=function(preds ,dtrain) {
1107 labels=getinfo(dtrain ,"label")
1108 #browser ()
1109
1110 ###CE
1111 #err=sum(-(labels*log(1/(1+exp(-preds)))+(1- labels)*log(1-1
/(1+exp(-preds)))))
1112
1113 ###FOCAL
1114 a=f;g=0.1
1115 err=sum(-(a*labels*(1-1/(1+exp(-preds)))^g*log(1/(1+exp(-
preds)))+(1-a)*(1-labels)*(1/(1+exp(-preds)))^g*log(1-1/
(1+ exp(-preds)))))
1116
1117 return(list(metric="focal",value=err))
1118 }
1119
1120 params=list(eta =0.05,
1121 subsample =1,
1122 colsample_bytree =0.05 ,
133
1123 objective=focal.loss ,
1124 eval_metric=focal.error ,
1125 nthread =1)
1126
1127 fit.xgb[[ paste(f)]]=xgb.cv(params=params ,
1128 data=dtrain ,
1129 nrounds =1000,
1130 nfold =100,
1131 early_stopping_rounds =100,
1132 maximize=F,
1133 #stratified=T,
1134 prediction=T,
1135 verbose =0)
1136 fit.xgb2[[ paste(f)]]=xgb.train(params=params ,
1137 data=dtrain ,
1138 nrounds=fit.xgb[[ paste(f)]]$
best_ntreelimit ,
1139 maximize=F,
1140 verbose =0)
1141
1142 predict.xgb.prob=fit.xgb[[ paste(f)]]$pred
1143 predict.xgb.prob=exp(predict.xgb.prob)/(exp(predict.xgb.prob)
+1)
1144
1145 verj=ifelse(class.training ==1, predict.xgb.prob ,1-predict.xgb.
prob)
1146 verj=pmax(verj ,1e-6)
1147
1148 cv.xgb[[paste(f)]]=-sum(ifelse(class.training ==0,lwr/98,(98-
lwr)/98)*log(verj))
1149 }
1150 najaci=do.call(rbind ,cv.xgb)
1151
1152 #min log loss
1153 xgb1=names(which.min(najaci [,1]))
1154 #min log loss in 1 SE, max iter
1155 tmp=cbind(najaci[,1],
1156 unlist(lapply(fit.xgb ,function(x){x$best_ntreelimit })
),
1157 unlist(lapply(fit.xgb2 ,function(x){nrow(xgb.
importance(model=x))})))
1158 tmp=tmp[tmp[,1]<=(min(najaci [,1])+sd(najaci [,1])),,drop=F]
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1159 xgb2=names(which.max(tmp[,2]))
1160 #min log loss in 1 SE, min vars
1161 xgb3=names(which.min(tmp[,3]))
1162
1163 k=1
1164 imena=c("min","1SE_max_iter","1SE_min_vars")
1165 for (xx in c(xgb1 ,xgb2 ,xgb3)) {
1166 #variable selection
1167 imp.xgb=xgb.importance(model=fit.xgb2[[xx]]) ###
GAINNNNNNNNNN
1168 vars.xgb=as.numeric(gsub("G","",imp.xgb$Feature))
1169
1170 #predict test
1171 dtest=xgb.DMatrix(data.matrix(test),label=class.test)
1172 predict.xgb.prob=predict(fit.xgb2[[xx]],newdata=dtest)
1173 predict.xgb.prob=exp(predict.xgb.prob)/(exp(predict.xgb.prob)
+1)
1174
1175 #mere
1176 mere.xgb=c("XGB","original",paste0("focal_",imena[k]),"first"
,
1177 l,length(vars.xgb),predict.xgb.prob ,paste0(vars.
xgb ,collapse="_"))
1178
1179 write(mere.xgb ,file=paste("rezultati_",l,".txt",sep=""),ncol=
length(mere.xgb),append=TRUE ,sep=";")
1180
1181 if (length(vars.xgb) <1) {
1182 write(c("XGB","original",paste0("focal_",imena[k]),"second"
,l,rep(-2,3)),file=paste("rezultati_",l,".txt",sep=""),
ncol=length(mere.rf),append=TRUE ,sep=";")
1183 k=k+1
1184 } else {
1185 #refit
1186 focal.loss=function(preds ,dtrain) {
1187 labels=getinfo(dtrain ,"label")
1188 a=as.numeric(xx);g=0.1
1189 focal=function(preds){
1190 -(a*labels*(1-1/(1+ exp(-preds)))^g*log(1/(1+exp(-preds)
))+(1-a)*(1-labels)*(1/(1+exp(-preds)))^g*log(1-1/
(1+ exp(-preds))))
1191 }
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1192 grad=fderiv(focal ,preds)
1193 hess=fderiv(focal ,preds ,2)
1194 return(list(grad=grad ,hess=hess))
1195 }
1196
1197 focal.error=function(preds ,dtrain) {
1198 labels=getinfo(dtrain ,"label")
1199 a=as.numeric(xx);g=0.1
1200 err=sum(-(a*labels*(1-1/(1+exp(-preds)))^g*log(1/(1+exp(-
preds)))+(1-a)*(1-labels)*(1/(1+exp(-preds)))^g*log
(1-1/(1+ exp(-preds)))))
1201 return(list(metric="focal",value=err))
1202 }
1203
1204 params=list(eta =0.05,
1205 subsample =1,
1206 colsample_bytree =0.05 ,
1207 objective=focal.loss ,
1208 eval_metric=focal.error ,
1209 nthread =1)
1210
1211 dtrain=xgb.DMatrix(data.matrix(training[,vars.xgb ,drop=F]),
label=class.training)
1212 refit.xgb=xgb.cv(params=params ,
1213 data=dtrain ,
1214 nrounds =1000,
1215 nfold =100,
1216 early_stopping_rounds =100,
1217 maximize=F,
1218 verbose =0)
1219 refit.xgb=xgb.train(params=params ,
1220 data=dtrain ,
1221 nrounds=refit.xgb$best_ntreelimit ,
1222 maximize=F,
1223 verbose =0)
1224
1225 #predict test
1226 dtest=xgb.DMatrix(data.matrix(test[,vars.xgb ,drop=F]),label
=class.test)
1227 predict.xgb.prob=predict(refit.xgb ,newdata=dtest)
1228 predict.xgb.prob=exp(predict.xgb.prob)/(exp(predict.xgb.
prob)+1)
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1229
1230 #mere
1231 mere.xgb=c("XGB","original",paste0("focal_",imena[k]),"
second",
1232 l,length(vars.xgb),predict.xgb.prob ,paste0(vars.
xgb ,collapse="_"))
1233 k=k+1
1234
1235 write(mere.xgb ,file=paste("rezultati_",l,".txt",sep=""),
ncol=length(mere.xgb),append=TRUE ,sep=";")
1236 }
1237 }
1238
1239
1240
1241 ### SMOTE ###
1242 evalerror=function(preds ,dtrain) {
1243 labels=getinfo(dtrain ,"label")
1244 err=sum(-(labels*log(1/(1+exp(-preds)))+(1- labels)*log(1-1/
(1+ exp(-preds)))))
1245 return(list(metric="cross",value=err))
1246 }
1247
1248 params=list(eta =0.05,
1249 objective="binary:logistic",
1250 eval_metric=evalerror ,
1251 nthread =1)
1252
1253 dtrain=xgb.DMatrix(data.matrix(training.s),label=class.training
.s)
1254 fit.xgb=xgb.cv(params=params ,
1255 data=dtrain ,
1256 nrounds =1000,
1257 nfold =100,
1258 early_stopping_rounds =100,
1259 maximize=F,
1260 verbose =0)
1261 fit.xgb=xgb.train(params=params ,
1262 data=dtrain ,
1263 nrounds=fit.xgb$best_ntreelimit ,
1264 maximize=F,
1265 verbose =0)
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1266
1267 #variable selection
1268 imp.xgb=xgb.importance(model=fit.xgb) ### GAINNNNNNNNNN
1269 vars.xgb=as.numeric(gsub("G","",imp.xgb$Feature))
1270
1271 #predict test
1272 dtest=xgb.DMatrix(data.matrix(test),label=class.test)
1273 predict.xgb.prob=predict(fit.xgb ,newdata=dtest)
1274
1275 #mere
1276 mere.xgb=c("XGB","SMOTE","default","first",
1277 l,length(vars.xgb),predict.xgb.prob ,paste0(vars.xgb ,
collapse="_"))
1278
1279 write(mere.xgb ,file=paste("rezultati_",l,".txt",sep=""),ncol=
length(mere.xgb),append=TRUE ,sep=";")
1280
1281 if (length(vars.xgb) <1) {
1282 write(c("XGB","SMOTE","default","second",l,rep(-2,3)),file=
paste("rezultati_",l,".txt",sep=""),ncol=length(mere.rf),
append=TRUE ,sep=";")
1283 } else {
1284 #refit
1285 dtrain=xgb.DMatrix(data.matrix(training.s[,vars.xgb ,drop=F]),
label=class.training.s)
1286 refit.xgb=xgb.cv(params=params ,
1287 data=dtrain ,
1288 nrounds =1000,
1289 nfold =100,
1290 early_stopping_rounds =100,
1291 maximize=F,
1292 verbose =0)
1293 refit.xgb=xgb.train(params=params ,
1294 data=dtrain ,
1295 nrounds=refit.xgb$best_ntreelimit ,
1296 maximize=F,
1297 verbose =0)
1298
1299 #predict test
1300 dtest=xgb.DMatrix(data.matrix(test[,vars.xgb ,drop=F]),label=
class.test)
1301 predict.xgb.prob=predict(refit.xgb ,newdata=dtest)
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1302
1303 #mere
1304 mere.xgb=c("XGB","SMOTE","default","second",
1305 l,length(vars.xgb),predict.xgb.prob ,paste0(vars.
xgb ,collapse="_"))
1306
1307 write(mere.xgb ,file=paste("rezultati_",l,".txt",sep=""),ncol=
length(mere.xgb),append=TRUE ,sep=";")
1308 }
1309 }
1310
1311 library(doParallel)
1312 library(foreach)
1313
1314 cl=makeCluster (8)
1315 registerDoParallel(cl)
1316
1317 foreach(i=1: nrow(data),.packages=c(’class’,’Hmisc’,’caret’,’DMwR’
,’pracma ’,’randomForest ’,’randomUniformForest ’,’wsrf’,’xgboost
’,’partykit ’)) %dopar% {
1318 fun(i,data ,data.nona ,ER ,G)
1319 }
1320
1321 stopCluster(cl)
C Slovarček uporabljene terminologije
angleški pojem slovenski pojem
random forest naključni gozd
nearest shrunken centroids metoda najbližjega skrčenega centroida
variable selection izbor spremenljivk
predictive accuracy napovedna točnost
curse of dimensionality prekletstvo dimenzij
accuracy paradox paradoks točnosti
high-dimensional data visokorazsežni podatki
unbalanced data neuravnoteženi podatki
bootstrap zankanje
boosting ojačevanje
feature bagging zankanje spremenljivk
variable importance pomembnost spremenljivk
out-of-bag izven žaklja
filter methods filtrirne metode
wrapper methods ovojne metode
embedded methods vgrajene metode
forward selection postopno izbiranje
backward elimination vzvratno odstranjevanje
recursive feature selection rekurzivno izbiranje spremenljivk
improper scoring rules neprave mere
strictly proper scoring rules strogo pravilna pravila točkovanja
resampling ponovno vzorčenje
cost-sensitive learning stroškovno-občutljivo učenje
oversampling nadvzorčenje
undersampling podvzorčenje
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140 Slovarček uporabljene terminologije
logarithmic loss logaritemska funkcija izgube
cross entropy navzkrižna entropija
quadratic loss kvadratična funkcija izgube
spherical loss sferična funkcija izgube
isotonic regression izotonična regresija
spline calibration kalibracija zlepkov
shadow variables senčne spremenljivke
conditional inference trees pogojno inferenčna drevesa
overfitting preprileganje
underfitting podprileganje
Gini importance Gini mera
permutation importance permutacijska mera
stacking zlaganje
