Abstract. Ill-posed problems Ax h are discussed in which A is Hermitian,and postive definite; a bound IBxl <-is prescribed. A minimum principle is given for an approximate solution .C omparisons are made with the least-squares solutions of K. Miller, A. Tikhonov, et al. Applications are made to deconvolution, the backward heat equation, and the inversion of ill-conditioned matrices. If A and B are positive-definite, commuting matrices, the approximation is shown to be about as accurate as the least-squares solution and to be more quickly and accurately computable.
A(s,t)x(t)dt=h(s) (0<s < 1), where A(s, t) is bounded, integrable, self-adjoint, and positive definite. We shall also consider equations of the form (1.1) where A is an n n positivedefinite Hermitian matrix, and where the data h and the solution x lie in the n-dimensional vector space. In practice, this problem is ill-posed if A has a large condition number, which is defined as the ratio of largest to smallest eigenvalues. Here a bounded inverse A -1 does exist in theory, but the solution x A-lh is numerically unstable because the relative error (1.3) IIxll IIhl [ Ilxll Ilhll may become large. In fact, the maximum value of the relative error equals the condition number.
Let x be the unknown solution, and let h be numerical or other approximate data satisfying (1.4) I[Ax-hll<=e, where e is small but positive. Here we have replaced the equation Ax h by an inequality, which is more realistic because it admits the possibility of a nonzero data error. As originally shown by C. Pucci [16] , such a problem can often be regularized by additional information in the form of a prescribed bound (1.5) IIBxlI_-<t.
Here the operator B and the finite bound/3 are known. This is new, given information, which is independent of the original information (1.4 For the problem of inverting ill-conditioned matrices similar formulas, making use of a prescribed bound, have been used since 1959 or earlier; see references [4] through [8] , [12] , [13] , [15] , and the book by C. Lawson and R. Hanson [10, 
8U(o)) A-(w) 6H(w).
If the transform A(w)O as w-+oo, then a data error at high frequencies is greatly magnified when it is multiplied by A -l(w). This permits a nonzero data error 8H(to) with L 2 norm -<_e. The problem is still ill-posed; to make sense of it we need some new given information. We shall suppose this information takes the form of a prescribed bound 
We get U1 (w), J(oo), Uc(w) for p 2, 1, Example. We will consider the backward heat equation with prescribed bound at a previous time. Let the temperature (z, t) solve (4.29) O_f_ 022 (--(30 < Z < OCt).
Ot Oz
If ->0 is fixed, and if q(z, ') is given, we wish to compute the initial temperature co(z, 0). This problem is ill-posed.
If we set h(z)= q(z, ') and u(z)-q(z, 0), we can state this problem as a convolution equation (4.1) As e-->0, the approximation has two numerical advantages: 1) it can be computed more quickly; 2) it can be computed more accurately, since the condition numbers of A (5.5) 2 y(AZ+A
