Abstract. This paper studies stable sheaves on abelian surfaces of Picard number one. Our main tools are semi-homogeneous sheaves and Fourier-Mukai transforms. We introduce the notion of semi-homogeneous presentation and investigate the behavior of stable sheaves under Fourier-Mukai transforms. As a consequence, an affirmative proof is given to the conjecture proposed by Mukai in the 1980s. This paper also includes an explicit description of the birational correspondence between the moduli spaces of stable sheaves and the Hilbert schemes.
Introduction
This paper analyzes stable sheaves on abelian surfaces using two notions. The first is the semi-homogeneous sheaves and the second is the Fourier-Mukai transforms. Both of them were introduced by Mukai [M1, M4] .
Semi-homogeneous sheaves are well-behaved coherent sheaves on abelian surfaces. They are semi-stable for any ample divisor, and their cohomological properties and classifications were fully investigated in [M1] . Semi-homogeneous sheaves may be regarded as building blocks of more complicated stable sheaves.
We consider presenting stable sheaves as kernel or cokernel of morphisms between semihomogeneous sheaves. These presentations will be called semi-homogeneous presentations.
Definition (Definition 3.1). For E ∈ Coh(X), a semi-homogeneous presentation is an exact sequence 0 → E → E 1 → E 2 → 0 or 0 → E 1 → E 2 → E → 0 with the condition v(E 1 ) = ℓ 1 v 1 , v(E 2 ) = ℓ 2 v 2 and ℓ 1 , ℓ 2 ∈ Z >0 , (ℓ 1 − 1)(ℓ 2 − 1) = 0, v 1 , v 2 = −1, v 1 , v 2 : positive, primitive and isotropic Mukai vectors.
The uniqueness of the presentation and the conditions for its existence will be clarified in § 3 under the condition that the Picard number of the surface is one. In the main Theorem 3.6, we show that a numerical condition on Chern characteristics (or Mukai vectors) of stable sheaves totally controls the existence of the semi-homogeneous presentations. The condition is described by an indefinite equation, called numerical equation (see Definition 3.1) . This equation plays an important role in this paper.
The proof of Theorem 3.6 requires moduli space M + (v 1 , v 2 , ℓ 1 , ℓ 2 ) of simple two-term complexes associated to the solution (v 1 , v 2 , ℓ 1 , ℓ 2 ) of the numerical equation. We construct these spaces in § 4. These spaces are essentially the Hilbert schemes of points over the abelian surfaces and enable us to treat the family of two-term complexes including the desired semi-homogeneous presentations.
As an application of the semi-homogeneous presentation, we prove the Conjecture 5.1, originally proposed by Mukai [M3] :
Conjecture (Conjecture 5.1). Let X be an abelian surface with NS(X) = ZH and v be a Mukai vector with ℓ := v 2 /2 > 0. Suppose that v has at least one solution of the numerical equation (3.2) .
(1) Among the numerical solutions for v, take the solution (v 1 , v 2 , ℓ 1 , ℓ 2 ) such that rk (v i ) is minimum, where the index i ∈ {1, 2} is determined by ℓ i = ℓ. Then for a general member E −1 f − → E 0 of M + (v 1 , v 2 , ℓ 1 , ℓ 2 ), f is either surjective or injective. (2) In the situation of (1), the kernel or cokernel of f is stable. (3) A general member of M H X (v) has a semi-homogeneous presentation corresponding to the numerical solution (v 1 , v 2 , ℓ 1 , ℓ 2 ) of v such that rk(v i ) is minimum, where the index i ∈ {1, 2} is determined by ℓ i = ℓ.
Theorem (Theorem 5.2). The above conjecture is true.
We also obtained some explicit conditions when sheaves are transformed into sheaves under Fourier-Mukai transforms. These will be explained in § 5.
In order to see how semi-homogeneous presentations behave under a Fourier-Mukai transform, we need to calculate Mukai vectors explicitly. One can describe Mukai vectors economically using quadratic matrices, which will be explained in § 6. These matrices turn out to form an arithmetic group G, introduced in Definition 6.9. During the study of this matrix description, we are led to the study of cohomological representation of the equivalences among the derived categories of coherent sheaves on abelian surfaces. The result is shown in Theorem 6.16.
In the subsequent § 7, we extensively use the semi-homogeneous presentation and the matrix description to analyze the behavior of stable sheaves under Fourier-Mukai transforms. The resulting image is in general a complex, and the analysis is too complicated. We circumvent this difficulty by constructing a sequence of tame complexes, for which one can completely describe the cohomology sheaves and the behavior under Fourier-Mukai transforms. As a consequence we obtained Theorems 7.21 and 7.31, which give the numerical condition under which a stable sheaf is transformed into a sheaf by Fourier-Mukai transforms.
In § 8, we present an explicit construction of the birational correspondence between the moduli spaces of stable sheaves and the Hilbert schemes. The main result is shown in Proposition 8.2. The birational correspondence requires the existence of a solution of the numerical solution and the resulting birational map is realized by a Fourier-Mukai transform. In the final § § 8.3, we treat the case of the principally polarized abelian surfaces. In this case the arithmetic group G introduced in § 6 reduces to SL(2, Z), and the condition above reduces to the existence of solutions of integral quadratic forms. Thus using the classical theory of quadratic forms we can obtain a clear description of the birational maps between moduli and the Hilbert schemes, as shown in Theorem (Theorem 8.10.). Let X be a principally polarized abelian surface with NS(X) = ZH. Let v = (r, dH, a) be a Mukai vector satisfying the following condition.
is not a square number, and the class number of quadratic forms with discriminant ℓ is 1.
Then the birational morphism M H X (v) · · · → X × Hilb ℓ X is given by the following description.
(1) Take a Mukai vector v 1 = (p 2 1 , p 1 q 1 H, q 2 1 ) which is of minimum rank among those satisfying 2p 1 q 1 d − p 2 1 a − q 2 1 r = ǫ, where ǫ = 1 or −1. Then γ := ± q 1 ǫ(dq 1 − ap 1 ) −p 1 ǫ(dp 1 − rq 1 ) ∈ PSL(2, Z)
, that is, t γQ v γ = −ǫ 1 0 0 −ℓ .
(2) Set v 2 := (p 2 2 , p 2 q 2 H, q 2 2 ), where q 2 = −ǫ(dq 1 − ap 1 ) and p 2 = ǫ(dp 1 − rq 1 ). Then a general member of M H X (v) has a semi-homogeneous presentation. Moreover the FMT Φ:=Φ E X→X such that θ(Φ) = γ or the composition D X • Φ gives the birational correspondence M H X (v) · · · → X × Hilb ℓ (X) up to shift.
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Notation. All schemes are of finite type over C. For coherent sheaves E and F on a scheme X, we abbreviate Hom O X (E, F ) and Ext
(E, F ) to Hom(E, F ) and Ext i (E, F ). The abelian category of coherent sheaves on a projective variety X is denoted by Coh (X) , and the bounded derived category of Coh (X) is denoted by D (X) . An object of D (X) , namely a complex of coherent sheaves on X, will be denoted like E • . We also use the symbol [E −1 → E 0 ] for a two-term complex. In this notation, the (−1)-th and the zeroth component of the complex are E −1 and E 0 , and the other components are the zero sheaf. For an object E • ∈ D(X), H i (E • ) means the i-th cohomology sheaf of E • . We denote Hom D (X) 
Two smooth projective varieties X and Y are said to be Fourier-Mukai partners if there is an equivalence D(X) ≃ D(Y ). The set of isomorphism classes of Fourier-Mukai partners of X is denoted by FM (X) . The set of equivalences between D(X) and D(Y ) is denoted by Eq(D (X) , D(Y )).
For an abelian variety X, its dual variety Pic 0 (X) is denoted as X. The Poincaré line bundle of X is denoted by P X and we sometimes abbreviate it to P if confusion does not occur.
Assume that an ample divisor H is fixed on a projective variety X. For E ∈ Coh(X), we define its slope by µ(E) := (c 1 (E), H)/ rk(E) if rk(E) > 0 . Here (·, ·) is the intersection form on H 2 (X, Q). If rk(E) = 0, then we define µ(E) := +∞.
In this paper we use the word 'stability' in the sense of Simpson (for detail, see [HL] ). M H X (v) ss denotes the coarse moduli scheme which parametrizes S-equivalent classes of semi-stable shaves E on X having v as their Mukai vectors (see § § 2.1 for the definition). We denote by M H X (v) the open subscheme consisting of stable sheaves. [M6] for an abelian surface X. Consider the lattice (H ev (X, Z), ·, · ) consisting of the even part of the cohomology group
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Mukai lattice and Mukai vector. First we introduce the Mukai lattice
and the Mukai pairing ·, · defined as x, y := X (x 1 ∪ y 1 − x 0 ∪ y 2 − x 2 ∪ y 0 ), x = (x 0 , x 1 , x 2 ), y = (y 0 , y 1 , y 2 ), x i , y i ∈ H 2i (X, Z) .
This paring is symmetric and bilinear. We also have (H ev (X, Z), ·, · ) ∼ = U ⊥4 , where U is the hyperbolic lattice and ⊥ is the orthogonal direct sum. In particular, (H ev (X, Z), ·, · ) is a non-degenerate even lattice. For an object E • ∈ D(X), the Mukai vector of E • is defined as its Chern character.
By the Grothendieck-Riemann-Roch formula we have
. For a class e ∈ K(X) of the Grothendieck group of X, we similarly define v(e) := ch(e) = (rk(e), c 1 (e), χ(e)).
We call an element v ∈ H ev (X, Z) a Mukai vector if there exists an object E • ∈ D(X) such that v = v(E • ). The set of Mukai vectors is nothing but the submodule H ev (X, Z) alg of H ev (X, Z) defined by
Here NS(X) denotes the Néron-Severi group of
We list several definitions concerning Mukai vectors.
Definition 2.1. Let v = (r, ξ, a) be a Mukai vector. v is called isotropic if v 2 := v, v = 0. v is called positive and denoted by v > 0 if r > 0, or if r = 0 and ξ is effective, or if r = 0 and ξ = 0 and a > 0. v is called primitive if H ev (X, Z)/(Zv) is torsion free. For a non-zero Mukai vector v, its multiplicity ℓ is defined to be the non-negative integer defined by the relation v = ℓw, where w is a primitive Mukai vector. We also define rk(v) := r, c 1 (v) := ξ and χ(v) := a. When an ample divisor H is fixed, we define µ(v) := (ξ, H)/r if r > 0 and µ(v) := +∞ if r = 0. At last, we define v ∨ := (r, −ξ, a).
In this article we sometimes denote a Mukai vector v = (r, ξ, a) as v = r + ξ + aρ X additively. Here ρ X is the element of H 4 (X, Z) satisfying X ρ X = 1. Also we will use the exponential form of the Chern characteristics. For example, for d ∈ Z and an ample divisor H, e dH means (1, dH, d 2 (H 2 )/2).
2.2. Moduli spaces of stable sheaves. We mention only a few properties of the moduli of stable sheaves, although there are considerable amount of study.
Definition 2.2. Let v be a Mukai vector. An ample divisor H is general with respect to v, if the following condition holds. For any µ-semi-stable sheaf E with
Fact 2.3. Let v = (r, ξ, a) be a Mukai vector of r > 0 and v 2 > 0, and H be an ample divisor which is general with respect to v. Then M H X (v) is smooth, projective and irreducible. Proof. Smoothness and projectivity are proved in [M5] . Irreducibility is proved in [Y2, Theorem 3.18 ].
2.3. Fourier-Mukai transforms on abelian surfaces. The next ingredient is the FourierMukai transform initiated by Mukai in [M4] . In this subsection we summarize its main properties, focusing on the case of abelian surfaces. For a general treatment of this functor we recommend the reader to see [Hu] .
Definition 2.4. Let X and Y be smooth projective varieties. For an object
X→Y is an exact equivalence, it is called a Fourier-Mukai transform. In this paper we abbreviate it to FMT.
In order to describe FMT in detail, it is convenient to introduce the next terminology.
Definition 2.5. Let X and Y be smooth projective varieties, E be a coherent sheaf over X and Φ : D(X) → D(Y ) be an equivalence. We say that E satisfies the weak index theorem with respect to Φ and that its index is equal to i if H j (Φ(E)) = 0 for every j = i. If this condition holds, then we also say that WIT i holds for E with respect to Φ.
We will extensively utilize the following classification of FMTs on abelian surfaces due to Orlov [Or] . For the proof, see [Y4, Theorem 1.4] .
Fact 2.6.
(1) Let X be an abelian surface and Y be a smooth projective variety. If Φ E • X→Y is a FMT, then Y is an abelian surface and the inverse functor is given by Φ
(2) Let X be an abelian surface and v = (r, ξ, a) be a primitive isotropic Mukai vector. Suppose that there exists a universal family
is a FMT. (3) Let X and Y be abelian surfaces. Suppose that there exists an equivalence Φ :
X→Y be a FMT between abelian surfaces X and Y . This functor induces an isomorphism Φ K : K(X) → K(Y ) on the Grothendieck groups and an isomorphism Φ H : H ev (X, Q) → H ev (Y, Q) on the cohomology groups. Moreover, by the Grothendieck-Riemann-Roch formula, the following diagram is commutative. (For the proof, see [Hu, § § 5.2] .)
Here the symbol [ ] means taking the class of the object and v means taking the Mukai vector.
Moreover, one can prove that
(For the proof, see [Y1, Lemma 2.2] .) Φ H will be called the cohomological FMT induced by Φ. We often suppress the symbol H of the cohomological FMT and simply denote it by Φ, using the same notation of the original FMT.
Lemma 2.7. Let X be an abelian surface with NS(X) = ZH, (H 2 ) = 2n and let us take Y ∈ FM (X) . Then NS(Y ) is of rank one. Moreover if we put NS(Y ) = Z H, where H is the ample generator of NS(Y ), then we have ( H 2 ) = 2n.
where U is the hyperbolic lattice, we find that ρ(X) + 2 = rk(H ev (X, Z) 
. Therefore the conclusion holds.
Finally, the Serre duality yields the following lemma.
X→Y D X . 2.4. Semi-homogeneous sheaves. Here we recall the notion of semi-homogeneous sheaves over abelian surfaces, which was introduced by Mukai [M1] . Fix an abelian surface X.
Definition 2.9. For any coherent sheaf E on X, the subset
is an abelian subvariety of X × X with dim S(X) ≤ 2 (see [M1, Proposition 3.3] ). If dim S(X) = 2, then E is called semi-homogeneous.
Semi-homogeneous sheaves are classified as below. For the proof, see [M1] and [Y4, § 4] . Fact 2.10. Let H be an ample divisor on X and v = (r, ξ, a) be a positive isotropic Mukai vector.
(1) Let E be a coherent sheaf with v(E) = v. Fix an ample divisor H on X.
(a) E is simple ⇐⇒ E is stable ⇐⇒ v is primitive. The stability of E is independent of H. (b) If v is primitive and E is semi-stable with respect to H and v(E) = nv, then E is S-equivalent to
The semi-stability of E is independent of H. (c) Every semi-stable sheaf with isotropic Mukai vector is semi-homogeneous.
(2) Stable semi-homogeneous sheaves are classified as follows.
(a) Semi-homogeneous vector bundle. For any δ ∈ NS(X) ⊗ Z Q, there is a simple semi-homogeneous vector bundle E satisfying c 1 (E)/ rk(E) = δ. If E and E ′ are simple semi-homogeneous vector bundles with
. For any semi-homogeneous vector bundle E, there exist an isogeny π : X ′ → X of abelian surfaces and a line bundle L on
Supp(E) is an elliptic curve C and E is a locally free semi-stable sheaf over C, or Supp(E) is one point and E is a skyscraper sheaf.
Remark 2.11. Notice that if NS(X) = ZH then the first case in (2) (b) does not occur. Therefore non-locally-free semi-homogeneous sheaves are nothing but coherent sheaves with finite support.
The cohomology groups of semi-homogeneous sheaves were also investigated by Mukai [M1] . The results are as follows. For the proof, see Mukai's paper or [Y4, Proposition 4.4] .
Fact 2.12. Let E and F be semi-homogeneous sheaves.
(1) Suppose that rk(E) > 0 and rk
1 (E, F ) = 0, and
Suppose that rk(E) > 0 and F is a torsion sheaf.
Lemma 2.13. Let E and F are semi-homogeneous sheaves on X. Assume that NS(X) = ZH.
Proof. If rk(E) > 0 and rk(F ) > 0, then one can put
with r 1 , r 2 ∈ Z >0 and Assume that rk(E) = 0. By Remark 2.11 one can put v(E) = (0, 0, a) with a ∈ Z >0 . Then v(E), v(F ) = −a rk(F ) ≤ 0. The equality holds if and only if rk(F ) = 0 if and only if v(F ) = (0, 0, b) for some b ∈ Z >0 . Therefore we have the conclusion.
The case rk(F ) = 0 is the same as the case rk(E) = 0.
Proposition 2.14. Assume that NS(X) = ZH. Let v be a positive, primitive and isotropic Mukai vector and let Y := M H X (v) be the moduli space. Suppose that there exists a Mukai vector w such that v, w = −1. Then, there exists a universal family E on Y × X by [M6, Proposition A.6 ]. Now set Φ := Φ E ∨ X→Y and µ := µ(v). Under these assumptions, the next statements hold. (1) For any semi-homogeneous sheaf E on X, WIT i holds w.r.t. Φ and the index i is
Moreover the image Φ i (E) is a semi-homogeneous sheaf. (2) and (3). Assume further that F is stable. Then there is a coherent sheaf
. Then from the base change theorem for the relative extension and the cohomological result in Fact 2.12, WIT holds for E and the index coincides with the one given in the statement. Thus the first statement is verified.
Next, we recall that Φ induces an isometry of the Mukai lattices. Hence v(Φ i (E)) 2 = v 2 = 0. If E is simple, then from this equality and Fact 2.10 (1) (a) we find that Φ i (E) is a stable semi-homogeneous sheaf. For a proper semi-stable semi-homogeneous sheaf E, Φ i (E) is a also semi-homogeneous sheaf, since it is an extension of the stable semi-homogeneous sheaves with the same Mukai vectors.
(2) It is an immediate consequence of (1). (3) From the second statement of (1), we know that Φ i (F ) is a semi-homogeneous sheaf. Its rank is calculated as follows.
Here we used the notation Ψ := Φ E Y →X and the fact that Ψ[2] is the inverse of Φ. Thus Φ i (F ) is a semi-homogeneous sheaf of rank 1, that is, a line bundle.
(4) We use the same notation as in the proof of (3) .
we have the desired conclusion.
The next propositions are essential for our analysis. In fact several results of this paper, including Theorems 3.6, 5.2 and 8.10, depend on these results. 
Here A 0 and A 1 are semi-homogeneous sheaves with (
Semi-homogeneous presentation of sheaves
We introduce the notion of semi-homogeneous presentations and discuss their properties. We show the uniqueness of this presentation in Proposition 3.3 and state the numerical criteria for the existence in Theorem 3.6. Its proof requires certain moduli of simple complexes, so we defer it to the next § 4.
In this section, X always means an abelian surface.
3.1. Definitions and basic properties.
Definition 3.1. For E ∈ Coh(X), a semi-homogeneous presentation is an exact sequence
positive, primitive and isotropic Mukai vectors. (3.1) The former sequence is called a kernel presentation, and the latter is called a cokernel presentation.
For a Mukai vector v, the equation
positive, primitive and isotropic Mukai vectors with
Existence of semi-homogeneous presentation is not obvious a priori. We will show in Theorem 3.6 that numerical conditions on sheaves control the existence. The next proposition shows that a semi-homogeneous presentation for a stable sheaf E guarantees the existence of a good FMT under which E is transformed into the ideal sheaf of 0-dimensional subscheme. Proposition 3.2. Assume NS(X) = ZH. Let ℓ ∈ Z >0 and E be a stable sheaf on X with v(E) 2 = 2ℓ and write the four possible semi-homogeneous presentations for E as
Here E 1 is a simple semi-homogeneous sheaf with v(E 1 ) = v 1 and E 2 is a semi-homogeneous sheaf with v(E 2 ) = ℓv 2 , where v 1 and v 2 are primitive Mukai vectors. Let E be a universal family of semi-homogeneous sheaves with Mukai vector v 2 and set 
where Z is a 0-dimensional subscheme of length ℓ, I Z is its ideal sheaf and L is a line bundle on Y . Then the existence of each presentation is equivalent to the following condition.
(1) ⇐⇒ (#21), (2) ⇐⇒ (#12), (3) ⇐⇒ (#11), (4) ⇐⇒ (#22). Moreover, the condition that a stable sheaf on X has a semi-homogeneous presentation is an open condition.
Proof. The proof is divided into several steps.
Step
Then we see that 0
We also find from (3.6) that
From Lemma 2.13 and the inequality v(E 1 ), v(E 2 ) < 0, we find that v(E 1 ), v(F 2 ) < 0. In the same way, we have v(F 1 ), v(E 2 ) < 0. Then Fact 2.12 shows that Ext
Lemma 2.13 and v(E 1 ), v(E 2 ) < 0 also implies Qv(E 1 ) = Qv(E 2 ). Then since φ = 0, we have µ(E 1 ) < µ(E 2 ). Similarly we have µ(F 1 ) < µ(F 2 ).
Step 2. There exist morphisms f 2 : E 2 → F 2 and g 2 : F 2 → E 2 which make the next diagram commutative.
By assumption we have the next exact sequence.
By
Step 1 the last term vanishes. Therefore any morphism F 2 → E • lifts to E 2 → F 2 . Since we are given a non-zero morphism q : F 2 → E • , there exists a non-zero morphism f 2 : E 2 → F 2 . It is easy to verify that the resulting diagram is commutative. By the symmetry of the conditions, there exists a non-zero morphism g 2 : F 2 → E 2 which makes the resulting diagram commutative. Thus we have the diagram (3.7).
Step 3. f 2 is an isomorphism. We also have an isomorphism
. Then the commutativity of the diagram (3.7) yields p•h = 0, so that h induces h : E 2 → E 1 . Hence from µ(E 1 ) < µ(E 2 ) (Step 1) and the semi-stability of E i , we have Hom(E 2 , E 1 ) = 0. Therefore h = 0, so that h = 0. Then g 2 • f 2 = id E 2 . By the symmetry of the condition, we also have f 2 • g 2 = id F 2 . Thus f 2 is an isomorphism.
The second statement is shown by routine procedures.
3.2. Numerical criterion of semi-homogeneous presentation. Now we state the numerical criterion for the existence of semi-homogeneous presentation. Fix an abelian surface X.
Theorem 3.6. Let NS(X) = ZH and v be a Mukai vector with v 2 > 0.
(1) If there is at least two numerical solutions for v, then a general member of M H X (v) has both kernel presentation and cokernel presentation. Each presentation is unique. (2) If there is only one numerical solution for v, then a general member of M H X (v) has either kernel presentation or cokernel presentation. Such a presentation is unique.
The proof will be presented in § § 4.3.
Moduli of simple complexes of numerical invariant
In this section we construct fine moduli spaces of simple complexes, which will be used in the proof of Theorem 3.6. We fix an abelian surface X with NS(X) = ZH.
Complexes associated to numerical solutions. In this subsection we fix a positive Mukai vector
We define H i to be the ample generator of NS(Y i ). We also set P :
For each numerical solution, we will construct families of complexes with Mukai vector ℓ 2 v 2 − ℓ 1 v 1 parametrized by the moduli spaces of rank 1 sheaves Y j × Hilb ℓ (Y i ). Here the indices {i, j} = {1, 2} are defined to be (ℓ i , ℓ j ) = (ℓ, 1). We start with characterizations of our complexes.
Lemma 4.1. Let V • be a bounded complex on X. The following three conditions are equivalent.
(
Proof. (a) We first prove the equivalence of (2) and (3). From Φ P
. Then Lemma 2.8 yields that
Then the equivalence follows from Lemma 4.3 below.
(b) Next we prove the statement (1) ⇒ (2) (or (3)). Assume that V • satisfies (1). Then we have an exact triangle
Since V • is simple, we have Hom
(V • ) = 0 for i = 0, 1 and we have an exact sequence
(4.1)
We will prove that (X) . By Lemma 4.2 below and the semi-stability, there is an injective homomorphism
Assume that there is a stable subsheaf F of Φ
Since F is a subsheaf of a semi-homogeneous sheaf Φ
is not simple. Therefore Φ
(c) Finally we prove the statement (2) ⇒ (1). Assume that (2) (and hence (3)) holds. We first assume that ℓ 2 = 1. Then Φ
Y 1 →X to this exact sequence, we get
where
Y 2 →X D Y 2 (see Lemma 2.8) to this exact sequence, we get
Thus (1) holds again in this case.
Lemma 4.2. Let E be a simple semi-homogeneous sheaf and F a semi-homogeneous sheaf with v(F ) = ℓv(E), ℓ ∈ Z >0 . Then Hom(E, F ) = 0 if and only if Hom(F, E) = 0.
Proof. See [M1, Proposition 6.10].
Lemma 4.3. The functors Φ
Proof. See [Y1, Theorem 8.4] or [M7, Corollary 4 .5] for a = 1.
Lemma 4.5. Let V • be a bounded complex on X. The following three conditions are equivalent.
(1) V • is simple and quasi-isomorphic to a complex
Y 1 →X . Using Lemma 2.8 we have
Therefore Lemma 4.3 implies that (2) and (3) are equivalent.
The proof of the equivalence between (1) and (2) (or (3)) is similar to that in Lemma 4.1. Hence we only prove the direction (1) ⇒ (2). Assume that (1) holds.
We will show that Hom
∨ = 0, then we have a non-zero homomorphism V 0 → E 2 | {y}×X . By our choice of v 2 , it is surjective. Then by Lemma 4.2, we also have an injective homomorphism
is a simple sheaf. Then the same arguments as in Lemma 4.1 show the stability. 4.2. Existence and some properties of the moduli spaces. As in the last subsection, we fix a positive Mukai vector 
be the universal family of ℓ-points on Y 1 and Y 2 respectively. We set
where i = 1, 2 and we simply denote the pull-backs of P, I Z i and O Z i by the same symbol. For i = 1, 2, we set c(1) := 2 and c(2) := 1. Applying Φ
to the dual of (4.2), we have an exact sequence on
Then for i = 1, 2, P ⊗ I Z i and Φ
are universal families of stable sheaves on Y i with Mukai vectors (1, 0, −ℓ) and (ℓ, 0, −1) respectively. Φ
) ∨ is also a universal family of stable sheaves on Y i with Mukai vector (ℓ, 0, −1).
Applying Φ E i Y i →X to the exact sequences (4.2) and (4.3), we have the following families of simple complexes.
Proposition 4.7. For a numerical solution (v 1 , v 2 , ℓ 1 , ℓ 2 ) of v, we set the indices i, j ∈ {1, 2} by (ℓ i , ℓ j ) = (ℓ, 1) and set S := H i .
(1) We have families of simple complexes
Y 1 →X (P) are semi-homogeneous sheaves with Mukai vectors ℓv 1 and v 2 respectively. 
are families of the semi-homogeneous sheaves with Mukai vectors v 1 and ℓv 2 respectively.
are families of the semihomogeneous sheaves with Mukai vectors ℓv 1 and v 2 respectively. Proposition 4.8. For a scheme S, let V • be a family of simple complexes on X such that each V i is flat over S.
(1) We set
Then S ′ is an open subset of S and there is a unique morphism f :
Then S ′ is an open subset of S and we have a unique morphism f :
. By the openness of stability [HL, Proposition 2.3 .1], S ′ is an open subset of S. Then we have a unique morphism f : S ′ → S and a line bundle N ∈ Pic(S ′ ) such that Φ
is the pull-back of the universal family on H × Y 1 . Hence the claim holds by Proposition 4.7. The proof of (2) is similar.
By Proposition 4.8, the universal families U and V in Proposition 4.7 give moduli spaces of simple complexes.
Theorem 4.9. Let v be a positive Mukai vector with v 2 > 0 and (v 1 , v 2 , ℓ 1 , ℓ 2 ) be a numerical solution of v.
(1) We have the fine moduli space
The following assertions show that M ± (v 1 , v 2 , ℓ 1 , ℓ 2 ) behaves very well under the FourierMukai transforms.
. Then the following assertions hold.
From these results, we can easily prove the claim.
Then Proposition 4.7 immediately implies the following.
Proposition 4.11. Ψ induces an isomorphism
and set
Then we have the following assertions.
and M H X (v) respectively, and we have an isomorphism
Proof.
(1) The openness of M + (v 1 , v 2 , ℓ 1 , ℓ 2 ) 0 is well-known (for example, see [M7, Theorem 1.6 (1)]) and the existence of φ is the result of the universal property of M H X (v). The openness of M H X (v) 0 and the existence of φ −1 follows from Proposition 4.8 (2).
(2) follows from Fact 2.17.
4.3.
Proof of Theorem 3.6. Before starting the proof, we prepare some lemmas.
Lemma 4.13. Let E • be a bounded complex on X. Assume that E • has two expressions
where E 1 , E 2 , F 1 , F 2 ∈ Coh(X). Then E • ∈ Coh(X) and E := H 0 (E • ) fits in the following two exact sequences in Coh(X).
Proof. We have two exact triangles:
By taking the cohomology groups of these triangles, we get the claims.
Lemma 4.14. Assume that a complex E • on X has two expressions
where E 1 , E 2 , F 1 , F 2 are semi-homogeneous sheaves and φ, ψ are non-trivial. Namely, we have an exact sequence in Coh(X):
Let Φ E ∨ X→Y be a FMT. Then the following holds.
Hence the claim (a) holds by Lemma 4.13.
. Hence the claim (b) holds by Lemma 4.13.
For the proof of (c), we check the following three cases.
Thus by (4.4) Φ
X→Y (E • ) cannot be a sheaf for any k ∈ Z.
(2) We have an isomorphisms
Hence the claim (a) holds by Lemma 4.13. The other claims are verified similarly as (1).
Now we can show Theorem 3.6.
Proof of Theorem 3.6. The uniqueness statements follow from Proposition 3.3. In the following we show the existence statements.
(1) Assume that the numerical equation of v has two solutions (v 1 , v 2 , ℓ 1 , ℓ 2 ) and (
. By Proposition 4.7, we have two families of simple complexes 
which implies that a general member E ∈ M H X (v) has two semi-homogeneous presentations. By the uniqueness of the presentations (Proposition 3.3), one of these two presentations must be a kernel presentation and the other should be a cokernel presentation. Thus we obtain the result.
(b) Next we assume that V • s is not a sheaf for all s ∈ S. Then Fact 2.15 implies that there is a numerical solution (u 1 , u 2 , k 1 , k 2 ) such that for a general s ∈ S, H −1 (V • s ) and H 0 (V • s ) are semihomogeneous sheaves with v(H −1 (V • s )) = k 1 u 1 and v(H 0 (V • s )) = k 2 u 2 respectively. Applying Fact 2.17 to the family of complexes V • successively, we find an equivalence F :
Then by the proof of Lemma 4.14, we have the kernel and the cokernel presentation of G.
(2) Assume that the numerical equation of v has a unique solution (v 1 , v 2 , ℓ 1 , ℓ 2 ). We have a complex V • = V −1 → V 0 associated to this unique solution. This is a semi-homogeneous presentation, since otherwise we would have another numerical solution by Fact 2.15.
Applications of the semi-homogeneous presentation
In this section we give some applications of the semi-homogeneous presentations. In particular Mukai's Conjecture 5.1 is proved, as mentioned in the introduction. We fix an abelian surface X and suppose NS(X) = ZH in order to use Theorem 3.6.
5.1.
Conjecture 5.1. Let X be an abelian surface with NS(X) = ZH and v be a Mukai vector with ℓ := v 2 /2 > 0. Suppose that v has at least one solution of the numerical equation (3.2).
(1) Among the numerical solutions for v, take the solution (v 1 , v 2 , ℓ 1 , ℓ 2 ) such that rk (v i ) is minimum, where the index i ∈ {1, 2} is determined by ℓ i = ℓ. Then for a general
, f is either surjective or injective. (2) In the situation of (1), the kernel or cokernel of f is stable. Hence we may assume that v = e dH (1, 0, −ℓ) nor v = e dH (ℓ, 0, −1). Let (v 1 , v 2 , ℓ 1 , ℓ 2 ) be any numerical solution of v. Let V • : V −1 → V 0 be the family of simple complexes on X in Proposition 4.7 (2). Namely, we have
In order to prove the statement, it is sufficient to prove the following:
are semi-homogeneous vector bundles with Mukai vector ℓ ′ 1 u 1 and ℓ ′ 2 u 2 respectively. Here we defined u 1 := Φ
and rk(u 2 ) = rk(v 1 ) = 1, then rk(v ′ 1 ) = 1 and v ′ 2 = (0, 0, 1), which means that v = e dH (1, 0, −ℓ), or e dH (ℓ, 0, −1), contradicting the assumption.
, u i , the claim follows from Lemma 5.3 below.
Next we deal with the inequality rk(
) are semi-homogeneous vector bundles with Mukai vector ℓ ′ 1 u ′ 1 and ℓ ′ 2 u ′ 2 respectively, where
Then we can prove the inequality rk(v 2 ) − rk(v ′ i ) > 0 using Lemma 5.3 below and a similar argument as above. (2) Proof. For i, j with {i, j} = {1, 3},
If the equality holds, then µ(w 2 ) = µ(w j ) and r j = 1. Hence w j = w 2 and rk(w 2 ) = 1.
Sheaf-preserving Fourier-Mukai transforms.
Since FMTs are defined in the derived category, we cannot expect that a sheaf is transformed into a sheaf in general. In Lemma 4.13 of the previous section, we have already encountered such a phenomenon. Similar statements are dealt in the next proposition.
Proposition 5.4. Suppose that a coherent sheaf E has both kernel and cokernel presentations.
Let E be a universal family of simple semi-homogeneous sheaves. Let µ := µ(E y ), y ∈ Y . The image of E by Φ := Φ E ∨ X→Y is classified as follows. range of slope image of E non-vanishing cohomology sheaf
Proof. This is the consequence of WIT for semi-homogeneous sheaves (Proposition 2.14). Since the proof is similar to that of Lemma 4.14, we omit the detail.
Example 5.5. Suppose NS(X) = ZH and put n := (H 2 )/2 ∈ Z >0 . We can give the condition when a sheaf is converted into a complex under the FMT Φ := Φ P
X→ b X
, where P is the Poincaré bundle of X. Assume that the Mukai vector v with v 2 > 0 has a numerical solution. Then for a general member E ∈ M H X (v), the image of E under Φ is a two-term complex only if v(E) can be written by one of the following four forms.
(a) (ℓd 2 n − 1, ℓdH, ℓ)
Proof. By Theorem 3.6, we can assume that E has a semi-homogeneous presentation. We divide the argument into two cases according to the kind of the presentation.
(1) Assume that E has a cokernel presentation
and that the image of E by Φ is not a sheaf under any shift. (i) First consider the case
where v 1 and v 2 are primitive. Then
2 n = r 2 a 2 . By the result of Proposition 5.4 and the equality µ(P y ) = 0, we need to determine the condition for µ(E 1 ) ≤ 0 < µ(E 2 ). If µ(E 1 ) = 0, then we have r 1 a 2 + r 2 a 1 − 1 < 0, r 1 a 1 > 0 and r 2 a 2 > 0.
These inequities have no solution, so that we may assume µ(E 1 ) = 0 < µ(E 2 ). This condition yields
These ineqalities have only one solution:
From the condition rk(E) > 0 we have d > 0. Thus we obtained the first solution (a).
(ii) Next consider the case
By the result of Proposition 5.4, we need to determine the condition for µ(E 1 ) ≤ 0 < µ(E 2 ). As in the first case, µ(E 1 ) < 0 < µ(E 2 ) < ∞ has no solution. Then we have to consider the case µ(E 1 ) = 0 < µ(E 2 ). This case has the next solution
and we can exclude the case d = 0 by the condition rk(E) > 0. Hence the second solution (b) is obtained.
(2) Assume that E has a kernel presentation
and the image of E is a two-term complex. We can put v(E 1 ) = ℓ 1 v 1 and v(E 2 ) = ℓ 2 v 2 with (ℓ 1 , ℓ 2 ) = (1, ℓ) or (ℓ, 1). The condition we have to consider is µ(E 1 ) ≤ 0 < µ(E 2 ). Then a simple calculation as in (1) shows that the solutions are
Considering the condition rk(E) > 0, we obtain the third solution (c) and the last one (d).
Remark 5.6. In the cases (a) and (b), one may easily find that D b
. Thus we recover the result of [Y3, Theorem 3.14. (1)].
As a consequence of Theorem 3.6 and Proposition 5.4, we have the next proposition.
Proposition 5.7. Suppose that NS(X) = ZH, (H 2 ) = 2n and that v is a primitive Mukai vector. Then for any universal family E of simple semi-homogeneous sheaves over
the image Φ E X→Y (E) of a general member E ∈ M H X (v) is a stable sheaf up to shift. Proof. We only show the proof for the case (5.1), since the other case can be shown quite similarly.
By Fact 2.15, we may assume that v has a numerical solution. By Theorem 3.6, we can assume that E has a semi-homogeneous presentation
By Lemma 6.14 proved later, we can set
The cases (1) and (3) follows from Proposition 5.4, since for each case we have
For the case (2), we estimate the value of µ(v) − µ(v 2 ). From v = ℓv 1 − v 2 we have r = ℓp 2 1 r 1 − p 2 2 r 2 and d = ℓp 1 q 1 − p 2 q 2 . Then we have
Notice that p 2 < 0 holds, since
We also find from r = ℓp 2 1 r 1 − p 2 2 r 2 that p 2 1 /p 2 2 r 2 2 = (1 + r/p 2 2 r 2 )/ℓn, which leads to p 2 1 /p 2 2 r 2 2 ≤ (r + 1)/ℓn. The equality holds if and only if p 2 2 r 2 = 1. Hence we have
Therefore the conclusion follows from Proposition 5.4, since the assumption (5.1) means
for any choice of v 1 and v 2 . For the case (4), we have r = p 2 2 r 2 − ℓp 2 1 r 1 and d = p 2 q 2 − ℓp 1 q 1 . Then
In this case we have p 2 > 0 and p 2 2 /p 2 1 r 2 1 = (ℓ + r/p 2 1 r 1 )/n, which means that (r + ℓ)p 2 2 /np 2 1 r 2 1 > ℓ/n. Hence we have
Since ℓ(r + 1)/n ≥ (ℓ + r)/n, the assumption (5.1) means that
Therefore the conclusion holds by Proposition 5.4 and Fact 2.17 (1).
Matrix description of cohomological FMT
This section is devoted to the description of cohomological FMT via quadratic matrices. The original idea is due to Mukai [M2, M3] . We fix an abelian surface X with NS(X) = ZH and set (H 2 ) = 2n.
Our study can be summarized in the next diagram.
Here O(2, 1), SO(2, 1), SL(2, R), PSL(2, R) are the familiar real Lie groups, regarded as subgroups of the group of invertible 3 × 3 matrices GL(3, R). SO(2, 1) has two connected components and SO 0 (2, 1) denotes the component of SO(2, 1) including the identity matrix. We are interested in the set
where Eq 0 (D(Y ), D(X)) is a subset of Eq(D(Y ), D(X)) defined in Definition 6.15 (1). Although this set cannot be studied directly, we can investigate it through its cohomological representation. The map θ : E(X) → O(B), defined in Definition 6.15 (2), realizes this idea. Here B is a lattice of rank three, which is essentially the same as the Mukai paring on the abelian surface of Picard number one, as defined in Definition 6.6. The group O(B) consists of the isometry of the lattice B.
The main result of this section, Theorem 6.16, claims the existence of bijection
where G is a subgroup of SL(2, R) introduced in Definition 6.9. The element of G encodes the data of Mukai vectors Φ((0, 0, 1)) and Φ ((1, 0, 0) ). The bijection (6.2) indicates that the cohomological action of Φ is uniquely determined by the image of the skyscraper sheaf and the structure sheaf. 6.1. Cohomological correspondence. In this preliminary subsection we give a description of the Mukai lattice on the Fourier-Mukai partner Y of X.
In the paper [Y3, § § 1.3] , one of the author deals with the ample divisor H. Let us recall the argument. For a while we do not assume NS(X) = ZH. Let v 0 = (r 0 , ξ 0 , a 0 ) be an isotropic Mukai vector and set Y := M H X (v 0 ). Assume that there exists a universal family E on Y × X. Let x ∈ X and y ∈ Y be arbitrary closed points. Set w 0 := v 0 (E| {x}×Y ) = r 0 + ξ 0 + a 0 ρ Y , ξ 0 ∈ NS(Y ). Then Φ(E ∨ | X×{y} ) = C y and Φ(C x ) = E| {x}×Y , where Φ := Φ E X→Y . Hence for the cohomological FMT, we get Φ H (v ∨ 0 ) = ρ Y and Φ H (ρ X ) = w 0 . Now we introduce a map ν : (1) Every Mukai vector v = (r, ξ, a) ∈ H ev (X, Z) alg is uniquely written as Proof. By Lemma 2.7, we may put (H 2 ) = ( H 2 ) = 2n. Set v 0 = (r 0 , d 0 H, a 0 ) and w 0 = (r 0 , d 0 H, a 0 ). From (6.3), Φ H has an effect
so that if we present Φ H by the basis v ∨ 0 , H, ρ X and w 0 , H, ρ Y , then its matrix is
On the other hand, the base change 1, H, ρ X → v ∨ 0 , H, ρ X can be written as
Similarly the base change w 0 , H, ρ Y → 1, H , ρ Y can be written as
The determinant of the multiplication of these three matrices is 1. Thus the conclusion holds.
Remark 6.4. For later use, we display the resulting matrix P 2 M P 1 . .4) 6.2. Some calculations for matrix description. In this subsection we give elementary remarks on the groups appeared in the diagram (6.1). We begin with the description of the indefinite orthogonal group O(2, 1). The following notation will be used.
The connected components of O(2, 1) are described as follows.
Lemma 6.5. There are four connected components of O(2, 1), and these are given by
Proof. This is a well-known fact and we only show the sketch. First note that g ∈ O(2, 1) has det g = ±1. Introduce the bilinear form (·, ·) on R 3 by (x, y) := x 1 y 1 + x 2 y 2 − x 3 y 3 .
Then for g ∈ GL(3, R), the condition t gI 2,1 g = I 2,1 is equivalent to [(g i , g j )] = I 2,1 , where g i denotes the i-th column of the matrix g. Hence the condition is rewritten into
Then (iii) implies g 2 13 + g 2 23 − g 2 33 = −1, which yields g 2 33 ≥ 1. Considering the continuous functions det g, g 33 on the real Lie group O(2, 1), we find that the subsets (0)-(3) belong to mutually different components. Define I 0 := diag(1, 1, 1), I 1 := diag(−1, 1, −1), I 2 := diag(1, −1, 1), I 3 := diag(1, 1, −1). Then each I j belongs to the subset (j). One can explicitly construct a path from any element of the subset (j) to the element I j . Thus the conclusion follows.
The component (0) in the above classification will be denoted by SO 0 (2, 1), which contains the identity. As is well-known, the adjoint map 
The overline in the notation indicates that we do not apply the usual definition Ad(g) := (x → gxg −1 ), which gives an isomorphism PSL(2, R) ∼ − → SO 0 (2, 1). The quadratic form used in this correspondence is x 2 1 + x 2 2 − x 2 3 , which is different from the Mukai paring. This discrepancy is solved as follows.
Definition 6.6. We define Sym 2 (R) := x y y z x, y, z ∈ R .
We also introduce a bilinear form B on Sym 2 (R) as
Here we denoted X := z −y −y x for X = x y y z .
The signature of (Sym(2, R), B) is (2, 1). We define an action of GL(2, R) on Sym 2 (R) by
In particular, SL(2, R) preserves the bilinear form B. Thus we get a map α : SL(2, R) → O(B), where O(B) is the set of linear transformations preserving the paring B.
To present the homomorphism α explicitly, we choose a basis 1 0 0 0 , 0 1 1 0 , 0 0 0 1 of Sym 2 (R). Then the paring B corresponds to the symmetric matrix
Using the same basis, we can regard the element M ∈ O(B) as a 3 × 3 matrix. There is an isomorphism β : O(B) → O(2, 1) defined by
where we set
Note that the map β is well-defined since t P JP = I 2,1 holds.
Lemma 6.7. The following diagram is commutative.
In particular the map β • α : SL(2, Z) → O(2, 1) is a surjective anti-homomorphism SL(2, Z) → SO 0 (2, 1). It satisfies t α(g)Jα(g) = J. Then a direct calculation using (6.6) and (6.10) yields the desired equality Ad(g) = P −1 α(g)P .
We continue the study on Sym 2 (R). Set
Then B is an integral bilinear form on Sym 2 (Z, n). It is nothing but an analogue of the Mukai pairing for abelian surfaces of Picard number one.
Lemma 6.8. Let x, y, z, w ∈ R be algebraic numbers such that (i) x 2 , xy/ √ n, y 2 ∈ Z.
(ii) z 2 , zw/ √ n, w 2 ∈ Z.
(iii) xw − yz = ±1. Then there are unique integers a, b, c, d and r, s > 0 such that (6.11) with rs = n and adr − bcs = ±1.
Proof. The case xy = 0 is trivial, since then we can write
The case zw = 0 can be treated similarly. Hence we may assume that xyzw = 0. We set a := sgn(x) gcd(x 2 , xy/ √ n) and b := sgn(y) gcd(y 2 , xy/ √ n). The condition (iii) yields
Hence gcd(a, y 2 ) = 1, gcd(b, x 2 ) = 1, and gcd(a, b) = 1. We can write x 2 = a 2 r, y 2 = b 2 s and xy/ √ n = abλ, where λ, r, s ∈ Z. Then x 2 y 2 = (xy/ √ n) 2 n ⇐⇒ a 2 rb 2 s = a 2 b 2 λ 2 n implies that rs = λ 2 n. Since |a| = gcd(x 2 , xy/ √ n) = gcd(a 2 r, abλ), we have gcd(ar, bλ) = 1. In the same way, we get gcd(bs, aλ) = 1. Therefore we should have λ = ±1 and rs = n. A similar argument using (ii) and (iii) works on z, w.
In the consequence we have
Then (6.12) becomes a 2 d 2 ru + b 2 c 2 st − 2abcdn = 1. By rs = tu = n, we have gcd(s, u) = gcd(t, r) = 1. Hence we have s = t and r = u. Then (iii) is equivalent to the requirement adr − bcs = ±1. Finally we prove the uniqueness. By adr−bcs = ±1 we have gcd(x 2 , xy/ √ n) = |a| gcd(ar, b) = |a|. Since the sign of a should equal to that of x, a is uniquely determined. In the same way, b, c, d are uniquely determined. Then r and s are characterized as s = x 2 /a 2 and r = y 2 /b 2 . Therefore the uniqueness is shown.
The condition appeared in Lemma 6.8 defines a subgroup of SL(2, R).
Definition 6.9. We set
Lemma 6.10.
(1) G (resp. G) is a subgroup of SL(2, R) (resp. GL(2, R)).
(2)
(3) G preserves Sym 2 (Z, n) under the action (6.7) of GL(2, R) on Sym 2 (R).
Proof. We note that
for two elements of G. Since √ sr = √ s ′ r ′ = √ n, G is closed under the multiplication. Obviously the inverse is also well-defined on G. Hence G is a subgroup of SL(2, R).
(2) is obvious and (3) is a consequence of the following calculation.
Remark 6.11. If (H 2 ) = 2, that is, if the surface is principally polarized, then G = SL(2, Z). This group is mentioned in [M8, Example 1.15 (1)].
For stating Lemma 6.13, we introduce a terminology in Sym 2 (R), corresponding to the notion of the positive Mukai vector.
Lemma 6.13. Consider the action (6.7) of PSL(2, R) on Sym 2 (Z, n).
(1) If γ 1 , γ 2 ∈ PSL(2, R) have the same action on 1 0 0 0 and 0 0 0 1 , then γ 1 = γ 2 .
(2) Assume that we are given two positive elements X 1 , X 2 ∈ Sym 2 (Z, n) with B(X 1 , X 1 ) = B(X 2 , X 2 ) = 0 and B(X 1 , X 2 ) = −1. Then there exists a unique element γ ∈ G/{±1} ⊂ PSL(2, R) such that 1 0 0 0 · γ = X 1 and 0 0 0 1
(1) Take elements g 1 := x y z w , g 2 := p q r s ∈ SL(2, R) such that their equivalent classes in PSL(2, R) equal to γ 1 , γ 2 . Then the condition is rewritten into
These equations yield x 2 = p 2 , xy = pq, y 2 = q 2 , z 2 = r 2 , zw = rs, w 2 = s 2 . Hence (x, y) = ǫ 1 (p, q) and (z, w) = ǫ 2 (r, s) where ǫ 1 = 1 or −1 and ǫ 2 = 1 or −1. Since g 1 , g 2 ∈ SL(2, R), we should have ǫ 1 = ǫ 2 . Therefore g 1 = ±g 2 , which means γ 1 = γ 2 .
(2) The uniqueness follows from (1). We only have to show the existence.
. Then the assumption is equivalent to
By the first two equations we can take x, y, z, w ∈ R such that
By the third equation we also have xw − yz = ±1. Hence we may assume xw − yz = +1 by changing the signs of z and w. Now set g := x y z w . Then g ∈ G ⊂ SL(2, R). Then the equivalent class γ := ±g ∈ PSL(2, Z) can be defined. This γ satisfies the requirement by construction.
6.3. Matrix description. We introduce a description of Mukai vectors via 2 × 2 matrix form, which is a generalization of the one defined in [M3] . We suppose NS(X) = ZH and set n := (H 2 )/2 ∈ Z >0 . First we define an isomorphism of modules
Then it is clear that
Thus we have an isometry of lattices:
We also have the next restatement of Lemma 6.8 and Lemma 6.13.
Lemma 6.14. If X is an abelian surface with NS(X) = ZH and (H 2 ) = 2n, then any pair of positive primitive isotropic Mukai vectors v 1 , v 2 ∈ H ev (X, Z) alg satisfying v 1 , v 2 = −1 can be uniquely written as
Proof. This can be shown in the same manner as Lemma 6.13(2), so we omit the detail.
Definition 6.15.
(1) For Y, Z ∈ FM(X), we set
Note that E = Z∈FM(X) E(Z) and that E is a groupoid with respect to the composition of the equivalences. Since ι Y , ι Z and Φ H are isometries, their composition θ(Φ) is again an isometry on the lattice (Sym 2 (Z, n), B). Thus we have a map θ : E → O(B).
Theorem 6.16. For each Z ∈ FM(X), we have a bijection
Proof. It is enough to show for the case Z = X. First we use Lemma 6.13 to make a map
Then the assumption of Lemma 6.13 (2) holds. Thus a map κ is defined. The same Lemma 6.13 implies that κ is injective.
For the converse relation, let us take γ ∈ G/{±1} and choose a representative g:= x y z w ∈ G of γ. Then by Lemma 6.8 there exists integers a, b, c, d, r, s uniquely determined by g. If we set v 1 := (a 2 r, abH, b 2 s) and v 2 := (c 2 s, cdH, d 2 r), then v 2 1 = v 2 2 = 0 and v 1 , v 2 = −(adr − bcs) 2 = −1. Thus we can apply Proposition 2.14 (4) to the pair v 1 , v 2 . Hence there exists a FMT Ψ:=Φ
. Now using 6.11, we find that θ(Φ) and γ have the same action on X 1 and X 2 . Since X 1 and X 2 satisfy the assumption on Lemma 6.13 (1), we find that κ • θ(Φ E Y →X ) coincides with γ.
Remark 6.17. Lemma 6.3 means that the image β • θ(Φ) ∈ O(2, 1) is actually in SO(2, 1). Theorem 6.16 further claims that β • θ(Φ) ∈ SO 0 (2, 1). We can prove it by using Lemma 6.5 as follows. The matrix form of θ(Φ) in the basis 1 0 0 0 , 0 1 1 0 , 0 0 0 1 of Sym 2 (R) is the P 2 M P 1 in (6.4) (see Remark 6.4). The element β • θ(Φ) is a matrix presented in the basis 1 0 0 −1 , 0 1 1 0 , 0 1 −1 0 of sl(2, R). The transition matrix between these two bases is the P in (6.9). Thus we should calculate β •θ(Φ) = Q:=P −1 P 2 M P 1 P . A straightforward computation yields
Since all the a 0 , a 0 , r 0 are positive, we find that Q 33 > 0. Since we have known β•θ(Φ) ∈ SO(2, 1), Lemma 6.5 shows that β • θ(Φ) ∈ SO 0 (2, 1)
Next we treat the composition of FMT and the dualizing functor.
Here the D X in the last line means the cohomological action H ev (X, Z) alg → H ev (X, Z) alg of the dualizing functor.
Lemma 6.18.
(1)
We also have
(1) This is trivial.
(2) The claims follows from the following relations.
The first equality is obvious and the second one is a consequence of the Serre duality (Lemma 2.8).
For the third equality, we take the inverse of the second equality. Now we summarize the argument of this section in the following manner.
Proposition 6.19. Suppose NS(X) = ZH and set n := (H 2 )/2 ∈ Z >0 . Consider a pair of primitive isotropic Mukai vectors v 1 and v 2 on X such that v 1 , v 2 = −1. By Lemma 6.14, we may put
Let us denote by E i a simple semi-homogeneous sheaf with Mukai vector v i , where i = 1, 2. Proposition 2.14 shows that there exists a FMT Φ := Φ E Y →X which converts the structure sheaf O Y into E 1 and a skyscraper sheaf into E 2 up to even shift.
Then the action of the cohomological FMT Φ H : H ev (Y, Z) alg → H ev (X, Z) alg can be written as follows. Let H be the ample generator of NS(Y ). For a Mukai vector 
Here the action · is given by (6.14) Conversely, given γ ∈ G/{±1}, there exists a FMT Φ = Φ E Y →X such that θ(Φ) = γ, and this FMT is unique up to even shifts, automorphism of X and tensor with a degree zero line bundle.
Tame complex
This section gives some examples of calculations involving the semi-homogeneous presentation and the matrix description. We consider a certain sequence of FMTs associated to the power of a quadratic matrix. The resulting images of the original sheaf defines a sequence of complexes, which we call tame complexes. These complexes are easy to handle in the sense that we can state explicit numerical criteria for a FMT to transform the complex into a stable sheaf. The criteria, which are the main results of this section, are given in Theorems 7.21 and 7.31.
We fix an abelian surface X with NS(X) = ZH. We define n := (H 2 )/2 ∈ Z >0 .
7.1. The arithmetic group G and numerical solutions for the ideal sheaf. Before starting the calculation, we notice the next result on the number of numerical solutions for (3.2).
Proposition 7.1. Let E be a stable sheaf on X with ℓ := v(E) 2 /2 > 0. Then the numerical equation (3.2) for the Mukai vector v := v(E) gives the next criterion.
If nℓ is a square number, then the number of numerical solution is 0 or 1. Otherwise, the number of numerical solutions is 0 or infinity.
Proof. We may assume that there is at least one solution for v. Then there exists a FMT Φ whose cohomological counterpart Φ H maps v to (1, 0, −ℓ), and it is sufficient to prove the claim for v = (1, 0, −ℓ). We rewrite the numerical equation as v = ±(ℓu 1 − u 2 ), where u 1 , u 2 are positive isotropic Mukai vectors with u 1 , u 2 = −1. Using Lemma 6.14, we can further rewrite the numerical equation as Let us consider the solution of this equation. Suppose that nℓ is a square number. We may suppose gcd(ℓr 1 , a 1 ) = 1. Then since ℓr 1 a 1 = ℓn is a square number, both ℓr 1 and a 1 are square numbers. Hence the equation above becomes ( Next suppose that nℓ is not a square number. Put r 1 = n and a 1 = 1. Then by the above calculation, the equation ℓu 1 − u 2 = (−1, 0, ℓ) leads to q 2 1 − ℓnp 2 1 = 1, which has infinite number of solutions.
Example 7.2. If rk(v) = 0, then we can write v = (0, dH, a) with ℓn = (nd) 2 . In this case, there is no kernel presentation.
Hereafter we assume that √ ℓn / ∈ Z. By Theorem 3.6, a general member of M H X (v) has both kernel and cokernel presentations if a numerical solution exists.
Our next task is to describe the numerical solution of the ideal sheaf of 0-dimensional subscheme. First we introduce an arithmetic group S n,ℓ . Definition 7.3. For (x, y) ∈ R 2 , set P (x, y) := y ℓx x y .
We also set
Lemma 7.4.
(1) S n,ℓ is a commutative subgroup of GL(2, R). (2) We have a homomorphism
(3) For ℓ > 1 φ is injective, and for ℓ = 1 we have
Ker φ = 0 1 1 0 (4) We set a subgroup G n,ℓ of G (Definition 6.9) to be
Proof. The proofs of (1) and (2) are straightforward. For (3), assume that x, y ∈ R with x 2 , y 2 , xy/ √ n ∈ Q satisfy y + x √ ℓ = 1. Then (y 2 + ℓx 2 ) + 2(xy/ √ n) √ ℓn = (y + x √ ℓ) 2 = 1. Our assumptions yields y 2 + ℓx 2 = 1 and xy = 0. If x = 0, then y = ±1. If y = 0, then ℓ = 1 and x = 1. Hence the conclusion holds.
(4) follows from direct computations.
Then the Dirichlet unit theorem yields the following corollary.
Proof. Let p 1 , p 2 , . . . , p m be the prime divisors of ℓn and o the ring of algebraic integers in
. By Dirichlet unit theorem o × is a finitely generated abelian group whose torsion subgroup is {±1}. Hence φ(S n,ℓ ) is a finitely generated abelian group whose torsion subgroup is {±1}. For A ∈ S n,ℓ , we have φ( Now we will construct families of simple complexes for all numerical solutions of (1, 0, −ℓ).
Lemma 7.7. For two positive isotropic Mukai vectors w 0 , w 1 on the fixed abelian surface X, the condition (1, 0, −ℓ) = ±(ℓw 0 − w 1 ), w 0 , w 1 = −1 is equivalent to
Proof. If there are isotropic Mukai vectors with the first condition, then we can write them as w 0 = (r, dH, (rℓ ± 1)) and w 1 = (rℓ ∓ 1, dℓH, rℓ 2 ), where d 2 (H 2 ) = 2r(rℓ ∓ 1). We set p := √ r
H, ℓ 2 p 2 ) and ℓp 2 − q 2 = ±1. Thus P (p, q) ∈ S n,ℓ . The converse is obvious.
Corollary 7.8. Recall the action · of GL(2, R) given in (6.14). By the correspondence
we have a bijective correspondence:
Definition 7.9. Assume that ℓ > 1. Let z := q + √ ℓp (p, q > 0) be the generator of S n,ℓ /{±1}. We set ǫ := q 2 − ℓp 2 ∈ {±1}. For m ∈ Z, we set
By the definition we have
Next we consider the right action of GL(2, R) on R 2 (x, y) → (x, y)X, X ∈ GL(2, R). (7.2) Then the quadratic map
Using this action, we have the next descriptions of the topological invariants of fine moduli
where we used the correspondences
These correspondences are G-equivariant under the action (7.2). Lemma 7.7, (7.1) and (7.3) imply the following one to one correspondence:
where (ℓ i , ℓ j ) = (ℓ, 1) if and only if (
m . In this section, we will explicitly construct families {F • m } m∈Z of complexes associated to all
, and a sequence of isomorphisms:
where Ψ is the isomorphism in Proposition 4.11.
We will call the complex F • m the tame complex. Its construction and the proof of Proposition 7.11 will be given in the following subsections.
7.2. Construction of the tame complex: case I. Under the notation of the last subsection, we assume ǫ = q 2 −ℓp 2 = −1. In this case, the algebraic integers a m , b m in Definition 7.9 satisfies the following relations.
We regard (a m : b m ) and (b m : ℓa m ), m ∈ Z as elements of P 1 (R). Then the inhomogeneous coordinates of these points give a sequence
where we write the inhomogeneous coordinate of (0 : 1) as ∞ or −∞.
In our case ǫ = −1, we have the cokernel presentation
. By Lemma 7.7, we can write v(E 1 ) = (q 2 , − ℓpq √ n H, ℓ 2 p 2 ) and v(E 2 ) = ℓ(p 2 , − pq √ n H, q 2 ). Now we set
there is a universal family E on X 0 × X 1 such that the FMT Φ E
Then the cokernel presentation (7.5) is rewritten as
(1, 0, 0) and
Here H is the ample generator of NS (X 0 ). On the other hand, every
Definition 7.12. We define E i,m ∈ D(X i × X i+m ), m > 0 inductively by
Here the symbol ∆ denotes the diagonal of X i × X i .
For E i,m ∈ Coh(X i × X i+m ) and the isomorphism
Lemma 7.13.
Under the identification ξ :
Proof. (7.8) is derived from Definition 7.12. The claim (7.9) follows from the following computation.
The next lemma compute the cohomological action of E i,m .
Lemma 7.14.
(1) For m ∈ Z ≥0 we have
In these equations, the signs in front of the matrices are irrelevant, since the images of θ in PSL(2, R).
(2) E i,m is a locally free sheaf for m ∈ Z >0 .
(1) By Lemma 6.18 we have
Hence we find that
From these relations we obtain the conclusion.
(2) Assume that E i,m−1 is a locally free sheaf. By Lemma 7.14 (1), we have
The last equality follows from the second one.
Definition 7.17. For
We can also express them in terms of A 0 , B 0 . Lemma 7.18.
By Lemmas 7.15, 7.18 and Definition 7.17, we have the following description of F • m , from which follows the first part of Proposition 7.11 for the case ǫ = −1.
Proposition 7.19.
are locally free sheaves, and
In particular, we have an exact sequence
The slopes of these four sheaves are
The slopes of these four sheaves are 
The slopes of these four sheaves are In particular, we have an exact sequence
Now we show the second part of Proposition 7.11 for the case ǫ = −1. By Definition 7.17 and Lemma 7.18, the relations of (# m ), m ∈ Z are summarized as follows.
(7.11)
These are nothing but the relations Ψ(F • m ) = F • m+1 (m ∈ Z) indicated in the second statement of Proposition 7.11. Thus the proof of Proposition 7.11 is completed.
Application of the tame complex. For a FMT Φ
, n ≫ 0 are decreasing for 0 ≤ m ≤ 2k − 1. Finally for m = 2k, H 1 (Φ G X 1 →X ′ (F • m ))(nH ′ )) becomes zero. Thus Φ G X 1 →X ′ (F • 2k ) is a coherent sheaf and we have an exact sequence
Hence the complex Φ G X 1 →X ′ (F • m ) eventually becomes a coherent sheaf as m increases. By (♮ m ), (♮ m+1 ) and (7.11), we see that the operation Φ G 7.4. Construction and the application of the tame complex: case II. Recall the notation in § § 7.1. Assume ǫ = q 2 − ℓp 2 = −1. We will prove Proposition 7.11 for this case.
In the present case, the algebraic integers a m , b m in Definition 7.9 satisfy
for m ∈ Z >0 . We also have the following sequence of inequalities.
In this case we have a FMT Φ E √ n, we find that Φ
(C x i ) is a sheaf. Hence E i,m is also a locally free sheaf.
Lemma 7.25.
(1) For m ∈ Z >0 , we have the following.
Under the identification ξ : X i × X i+m → X i+m × X i , we also have
(2) For m ∈ Z >0 , we have the following.
Lemma 7.28. Then we have P 1 (R) \ {± √ ℓ} = m∈Z I m = m∈Z I * m .
Theorem 7.31. For a FMT Φ G X 1 →X ′ : D(X 1 ) → D(X ′ ), we set λ := µ(G x ′ )/ √ n.
(1) If λ ∈ I m , then Φ G
(2) The element g := q 1 −q 2 −p 1 p 2 belongs to G, and we can take a universal family F on X×X ′ such that θ(Φ F X→X ′ ) = ±g ∈ PSL(2, R). Then the following functor induces the birational map M H X (r, dH, a) · · · → M X→X ′ . By this functor, the semi-homogeneous sheaves E 1 , E 2 appearing in (1) are transformed in to L ⊗ O Z and L, where Z is a 0-dimensional subscheme of X with length ℓ and L is a line bundle on X.
where we used symbols x ′ ∈ X ′ and L ∈ Pic 0 (X ′ ) and the symbol Z means a 0-dimensional subscheme of length ℓ. We also find that WIT 0 holds for O X ′ with respect to Φ F ∨ X ′ →X if and only if −p 2 /p 1 < 0, since µ(F| {x}×X ′ ) = −p 2 /p 1 .
Hence if µ(F| {x}×X ′ ) < 0, then both Φ F ∨ X ′ →X (C x ′ ) and Φ F ∨ X ′ →X (O X ′ ) are semi-homogeneous sheaves. By the minimality of |p 1 |, F • := Φ F ∨ X ′ →X (I Z ⊗ L) is a coherent sheaf up to shift for a general I Z ⊗ L. The shift is determined by the sign of rk(F • ) = ℓp 2 1 − p 2 2 , which equals to ǫr by the definition of p 2 and (8.1). Thus we have the statements for the cases (b) and (d).
If µ(F| {x}×X ′ ) ≥ 0, then both Φ
X ′ →X D X ′ (O X ′ ) are semi-homogeneous sheaves. Similar arguments yield the statements for (a) and (c).
8.2. Structures of G. As the preliminary of the next subsection, we study the structure of the arithmetic group G introduced in Definition 6.9. N be the prime decomposition of the integer n := (H 2 )/2. We define a map φ i : Z → {0, 1} sending m to
Since gcd(p, qs) = 1 and gcd(pr, q) = 1, we have p(
Thus p 2 rK(pqH) contains the subgroup X q of q-torsion points of X. Since the kernel of q1 X : X → X is X q , q1 X induces an isomorphism p 2 rK(pqH)/X q ∼ = rK(H). Hence we have isomorphisms M H X (p 2 r, pqH, q 2 s) ∼ = X/(p 2 rK(pqH)) ∼ = X/(rK(H)) ∼ = M H X (r, H, s).
