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We propose a simple procedure by which the interaction parameters of the classical spin Hamil-
tonian can be determined from the knowledge of four-point correlation functions and specific heat.
The proposal is demonstrated by using the correlation and specific heat data generated by Monte
Carlo method on one- and two-dimensional Ising-like models, and on the two-dimensional Heisen-
berg model with Dzyaloshinkii-Moriya interaction. A recipe for applying our scheme to experimental
images of magnetization such as those made by magnetic force microscopy is outlined.
Condensed matter, either in their natural form or as
synthesized in laboratories, are invariably complicated
and have complex interactions among its constituents.
Spin-spin interaction in magnetic insulators for one thing
can have ranges well beyond the first neighbor, and yet
models almost uniquely focus on cases with only one
or just a few interaction parameters. Even between a
pair of nearest-neighbor spins, the interactions can take
on symmetric or anti-symmetric forms, either preserv-
ing the spin rotation symmetry or breaking it altogether.
Deducing the proper interaction parameters is also of
paramount importance in the search for exotic spin liquid
such as the Kitaev spin liquid1.
It has been a rich and fruitful practice in physics to
rely on insights and quasi-exact results from simplest
models to interpret the phenomena arising in complex
materials, knowing that the actual interaction Hamilto-
nian generally bears more complexity than those simple
models suggest. With the synthesis of materials of ever-
increasing complexity and novelty, a corresponding im-
provement in the technique to identify the microscopic
interaction parameters must find parallel advances. One
powerful technique to identify spin-spin interaction pa-
rameters in magnets is the fit made to the inelastic neu-
tron scattering data by the spin-wave spectrum worked
out from model Hamiltonians. We hereby propose a sim-
ple scheme that could accomplish similar task. The idea
is illustrated with Ising-type spin models in one and two
dimensions, and a Heisenberg-type spin model in two di-
mensions.
Suppose we had a one-dimensional Hamiltonian
H = −
∑
1≤i≤L
 ∑
1≤r≤R
Jrσiσi+r
 (1)
made up of Ising variables σi = ±1 at the site i in one-
dimensional lattice of length L, and the interaction Jr
extends up to R-th neighbors. The simplest case J1 = 1
and Jr 6=1 = 0 is the one-dimensional Ising model. Trans-
lational invariance is assumed in this class of models.
Statistical properties of the model are easy to generate
by means of the Monte Carlo (MC) simulation. Given
some material whose interactions are assumed to fit the
above H with some choice of Jr’s, and some of its ther-
modynamic properties known experimentally, would it be
possible to fix the parameters Jr by virtue of the known
experimental input? We claim the answer is in the affir-
mative, specifically if the four-point correlation function
and the specific heat are known accurately as a function
of temperature. We support our claim and illustrate the
recovery procedure using the statistical data generated
by the MC simulation.
A well-known theorem of equilibrium statistical me-
chanics is (kB = 1)
〈H2〉 − 〈H〉2 = T 2C(T ) (2)
where C(T ) refers to the specific heat. In terms of the
general Hamiltonian (1), one can re-cast the identity as
∑
r,r′ JrCr,r′Jr′ = T 2C(T ),
Cr,r′ = 〈ΣrΣr′〉 − 〈Σr〉〈Σr′〉, (3)
where Σr =
∑
i σiσi+r. The four-point correlation func-
tions Cr,r′ form a temperature-dependent, real and sym-
metric matrix. One can write the identity in the matrix
form
J TC(T )J = T 2C(T ), (4)
where J is a vector consisting of all the interaction pa-
rameters.
With the given knowledge of C(T ) and C(T ) over a
sufficiently wide temperatue range, it becomes a mat-
ter of determining J that best reproduces the ther-
modynamic identity. Defining the difference function
D(J , T ) = J TC(T )J − T 2C(T ), the cost function to
minimize is
I[J ] =
∑
T
[D(J , T )]2. (5)
The summation
∑
T takes place over all temperatures
for which correlation and specific heat data are available.
Applying the gradient descent (GD)
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2FIG. 1. (a) Correlation function C1,1(T ) of the
one-dimensional Ising-like model (1) with(J1, J2, J3) =
(1, 0.5, 0.33), before and after smoothing. (b) T 2C(T ) before
and after smoothing. The J T C(T )J curve shown here using
the recovered parameters (J1, J2, J3) = (1.017, 0.506, 0.329) is
indistinguishable from the smoothened T 2C(T ) curve.
∂I
∂Jr
= 4
∑
T
D(T )
(∑
r′
Cr,r′(T )Jr′
)
, (6)
one can update the parameters Jr iteratively until con-
vergence is reached, thus completing the “statistical re-
covery” of the original Hamiltonian.
In practice, some pre-conditioning of the data is re-
quired to ensure the convergence of the GD scheme. The
inevitable noise from statistical fluctuations in the tem-
perature dependence of the correlation functions Cr,r′(T )
as well as the specific heat function C(T ) carries over
to the gradient ∂I/∂Jr in (6), creating unwanted local
minima in the cost function’s landscape. On the other
hand, the GD method proved to work very well if we first
smooth out both functions with a Gaussian filter, and
then apply the descent scheme. The correlation func-
tion C1,1(T ) and the specific heat C(T ) before and after
smoothing are shown in Fig. 1.
Another recipe we found crucial in the successful im-
plementation of the GD method is rooted on the phys-
ically motivated interaction hierarchy |Jr| > |Jr′ | when
r is less than r′. Instead of updating all the parameters
at once, we first update J1 using the gradient ∂I/∂J1,
keeping all other Jr’s fixed. After, say, 1000 iterations
for J1, we start updating J2 according to ∂I/∂J2 while
keeping all Jr 6=2 fixed. Once the update reaches the fi-
nal Jr, we come back to J1 and start over the iteration.
A small enough cost function is achieved after repeating
this procedure ∼ 103 times.
The validity of our scheme was tested for one-
dimensional ferromagnetic model (1) of length L = 100
with (J1, J2, J3) = (1, 0.5, 0.33). MC annealing was used
to generate the correlation matrix Cr,r′(T ) and the spe-
cific heat C(T ) over 0 < T < 2, and the GD scheme was
applied in the prescribed manner. Five hundred tem-
perature steps were taken. After the GD iteration is
complete, we find the recovery parameters (J1, J2, J3) =
(1.017, 0.506, 0.329) in close proximity to the original val-
ues, irrespective of the initial parameters chosen for the
iteration.
FIG. 2. Plots of T 2C(T ) and J T C(T )J for two-dimensional
Ising-type model with interactions (J1, J2, J3) = (1.0, 0.7, 0.5)
on 20× 20 lattice. Two curves are indistinguishable.
The scheme is subsequently applied to two-dimensional
ferromagnetic Ising-type model with first- to third-
neighbor interactions, (J1, J2, J3) = (1, 0.7, 0.5), on the
L × L square lattice. Figure 2 shows T 2C(T ) both
from original MC annealing and from the statistical re-
covery procedure on 20 × 20 lattice. One sees only
one curve because of the heavy overlap of the original
and recovered plots. The interaction parameters ob-
tained through the statistical recovery were (J1, J2, J3) =
(0.992, 0.691, 0.507) after 6000 sweeps through the pa-
rameters.
Deducing parameters of the Heisenberg-type spin
Hamiltonian through our recovery procedure is a
greater challenge. We consider as an example
the Heisenberg-Dzyaloshinskii-Moriya-Zeeman (HDMZ)
Hamiltonian given by
HHDMZ = −J
∑
i
Si · (Si+xˆ + Si+yˆ)
+ D
∑
i
Si · (Si+xˆ × yˆ − Si+yˆ × xˆ)
− B ·
∑
i
Si. (7)
Its properties and phase diagram are well-known2. Al-
though this model has been primarily used to understand
the properties of skyrmions2,3, we adopt this model here
for the sake of illustrating the statistical recovery proce-
dure.
Suppose now that we did not know the exact struc-
ture of the microscopic Hamiltonian, and instead had to
assume the more general spin-spin interaction
H =
∑
i
[ ∑
a=x,y
∑
α,β=x,y,z
Jαβa S
α
i S
β
i+aˆ
−BSzi ]. (8)
In the most general circumstance we have a total of 18
fitting parameters Jαβa . The energy variance for B = 0
follows from
3FIG. 3. Plots of T 2C(T ) and J T C(T )J for HDMZ model (7)
with B = 0 and (J,D) = (1,
√
6). Both 3 and 7 parameter
fits were used with very similar results.
〈H2〉 − 〈H〉2 =
∑
a,a′
∑
αβ,α′β′
Jαβa J
α′β′
a′ Cαβ,α
′β′
aa′
Cαβ,α′β′aa′ = 〈Σαβa Σα
′β′
a′ 〉 − 〈Σαβa 〉〈Σα
′β′
a 〉, (9)
where Σαβa =
∑
i S
α
i S
β
i+aˆ. Much more complicated vari-
ance as well as the GD formula have to be worked out
for B 6= 0, which only adds complication to the recovery
scheme. As far as the proof-of-concept demonstration
goes, we find it sufficient to focus on B = 0.
Taking a 18 × 18 lattice with D = √6 and J = 1
corresponding to the spiral period of six lattice con-
stants, we generated the correlation matrix and the
specific heat function over 0 < T < 3 and used the
GD scheme to reproduce the fitting parameters in (8).
Since all interactions are nearest-neighbor, the param-
eters were updated simultaneously. First we impose
a restriction that all diagonal interactions are equal,
Jxxa = J
yy
a = J
zz
a = −J (a = x, y), and that the only
off-diagonal interactions are Jzxx = −Jxzx and Jyzy =
−Jzyy . In this 3-parameter fitting scheme we recover
(J, Jzxx , J
zy
y ) = (0.999, 2.473, 2.423), in excellent agree-
ment with the original (J, Jzxx , J
zy
y ) = (1,
√
6,
√
6). Re-
laxing the conditions slightly so that Jαβa = −Jβαa
for α 6= β, and Jααa = −J , we obtain the seven-
parameter fit with (J, Jzxx , J
zy
y , J
yx
y , J
zy
x , J
xy
x , J
xz
y ) =
(0.924, 2.396, 2.572, 0.289, 0.239, 0.054, 0.254). The leak-
age into the parameters (Jyxy , J
zy
x , J
xy
x , J
xz
y ) that did not
exist in the original Hamiltonian is an unavoidable occur-
rence in the GD optimization; the more parameters are
involved, the better becomes the fit. Parameters which
ought to be zero, or equal to each other by symmetry, are
better set as such in the GD iteration. Otherwise the GD
iteration will choose to break such constraint in search of
ever-improving fit to the target function. Figure 3 shows
the recovered T 2C(T ) in excellent agreement with the
original curve.
In order to implement the recovery scheme proposed
here in the actual experiment, we need information not
only of the specific heat, but also of the four-point corre-
lation functions. The best chance of obtaining this infor-
mation comes from surface-sensitive measurement of the
local magnetization. Examples are spin-polarized scan-
ning tunneling microscopy (SPSTM)4, magnetic force
microscopy (MFM)5, and Lorentz transmission electron
microscopy (LTEM)6, all of which are being actively used
in the investigation of low-dimensional magnets. Measur-
ing the specific heat of a truly two-dimensional material
poses an obvious challenge, but there is progress in recent
years to measure the thermodynamic quantity of single
and multi-layer graphene8. In layered materials with very
weak inter-layer interaction, the measured bulk specific
heat can be translated into the per-layer quantity, while
surface probes reveal the four-point correlations of the
magnetic moment within the plane.
We outline a prescription, partly described in an ear-
lier publication9, to extract four-point correlations from
the surface data. Let’s say we are given the 512 × 512
pixel image of an MFM measurement on some surface
where each pixel represents the local magnetization nor-
mal to the plane. The image can be cut into 16 × 16
pieces of equal sizes, each piece containing 32 × 32 pix-
els. These 256 pieces cut out from one large 512 × 512
batch constitute the ensemble of states corresponding to
the same external conditions such as temperature and
magnetic field. Taking M = 256 as the number of states,
the ensemble average procedure goes as
〈
∑
i,j
σiσi+rσjσj+r′〉 − 〈
∑
i
σiσi+r〉〈
∑
j
σjσj+r′〉
= M−1
M∑
c=1
∑
i,j
σ
(c)
i σ
(c)
i+rσ
(c)
j σ
(c)
j+r′
−M−2
(∑
c,i
σ
(c)
i σ
(c)
i+r
)(∑
c,j
σ
(c)
j σ
(c)
j+r′
)
. (10)
The summation
∑
i and
∑
j as well as the positions r
and r′ are confined within the 32 × 32 pixel area. This
is not a severe restriction in practice since the interac-
tion parameters Jr are expected to die off quickly with
separation r.
Oftentimes the resolution of the images is not truly
atomic scale, as with the MFM measurement. Each
pixel in the MFM image represents an average of the
local magnetization within the resolution window, much
like the coarse-graining process in the real-space renor-
malization group theory. In that case the interaction
Hamiltonian deduced by our procedure would be the
coarse-grained version of the true microscopic Hamilto-
nian. Even a microscopic Hamiltonian involving only
the nearest-neighbor interaction is known to generate
longer-ranged interactions upon coarse-graining7, and
our demonstration of the fitting procedure in terms of
several interaction parameters is of practical relevance.
An analogous proposal was made in Ref. 10 for the
quantum case, which argued that a single wave function
and the four-point correlations obtained with respect to
it is sufficient to recover the parameters of the original
4microscopic Hamiltonian. In detail, the procedure pro-
posed in Ref. 10 is quite different from ours, and assumes
the full knowledge of either the wave function or its four-
point correlation functions, both of which are extremely
challenging to obtain experimentally. Our proposal is
based on simple application of classical statistical me-
chanics, and assumes knowledge of the ensemble average
rather than the quantum expectation value. An enor-
mous range of Ising-like magnets have been identified and
thoroughly studied in the past11, and we believe direct
application of our scheme to such magnets should be fea-
sible. Fits to the specific heat and the magnetic suscepti-
bility as a means to deduce interaction parameters of the
Ising-like magnet have persisted over the years11. Inelas-
tic neutron scattering also offers a strong venue for deter-
mining the interaction parameters in insulating magnets.
One advantage of our method over existing ones comes
from the implementation of the GD scheme, which au-
tomatically finds the appropriate set of parameters once
the four-point correlation and the specific heat are known
with sufficient accuracy. No fine-tuning of the parame-
ters by hand is required, nor is it possible.
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