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Abstract
An odd neighborhood transversal of a graph is a set of its vertices that intersects the set of neighbors of each of its vertices in an
odd number of elements. In the case of grid graphs this odd number will be either one or three. We characterize those grid graphs
that have odd neighborhood transversals.
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1. Introduction
Given a collection of sets, S, a transversal for S is a set T such that |T ∩ s|> 0, for all s ∈ S. If |T ∩ s| equals an
odd number for all s ∈ S, the transversal is called odd. If |T ∩ s| = 1 for all s ∈ S, the transversal is called exact.
Let G= (V ,E) be a graph.We denote the set of neighbors of a vertex v by N(v). If we include the vertex v in its set
of neighbors, we deﬁne the closed neighborhood of v, N [v]. Let N(G)={N(v) : v ∈ V } and N [G]= {N [v] : v ∈ V }.
A transversal for N(G) is called a neighborhood transversal for G (also called an open dominating set in [4]). A
transversal for N [G] is usually called a dominating set for G (see, for example, [4]).We characterize those grid graphs,
G, that have odd neighborhood transversals. The same problem for N [G] is closely connected to the well-known lights
out puzzle and has been solved; in fact every graph has an odd neighborhood transversal for N [G] (see [1,2,6]). The
problem for N(G) is similarly connected with the orbix puzzle (see [3]).
We ﬁrst introduce some abstract lemmas regarding 0/1 arrays that we feel are interesting in their own right.
2. Key lemmas
We consider k × n arrays with boolean entries 0 and 1. The neighbors of an entry are the entries immediately above,
below, to the left and to the right, if indeed they exist in the array. Such an array will be called left consistent if the
(boolean) sum of the neighbors of any entry is 1, except possibly for entries in the rightmost column. It should be
apparent that given any set of boolean entries in the ﬁrst column, subsequent columns can be added, one by one,
preserving left consistency. We give a small example of a left consistent grid in Fig. 1. Similarly, an array will be
called right consistent if the (boolean) sum of the neighbors of any entry is 1, except possibly for entries in the leftmost
column.Again, it should be clear that given any set of boolean entries in the last (rightmost) column, previous columns
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Fig. 1.
Fig. 2.
can be added preserving right consistency. Finally, an array is consistent if it is both left and right consistent; clearly
this means that the boolean sum of the neighbors of every entry is 1.
We show that in a left consistent k × n array, where k <n, if k is odd, the (k + 1)st column will be [1010 . . . 101]T;
if k is even, the (k+1)st column will be [00 . . . 00]T. If a is any entry, denote the complement of a by a′.
Lemma 2.1. Let A be a k × n array, where k <n, that is left consistent with ﬁrst column, [a1, a2, . . . , ak−1, ak]T.
Then,
(1) If k is odd, the (k + 1)st columnwill be [1010 . . . 101]T, and the kth columnofAwill be [ak, a′k−1, ak−2, . . . , a′2, a1]T.
(2) If k is even the (k + 1)st column will be [00 . . . 00]T, and the kth column of A will be [a′k, a′k−1, . . . , a′2, a′1]T.
Proof. We shall only prove (1), the proof of (2) being similar, is left to the reader.
Assume k is odd. Suppose that the ﬁrst column entries are: a1, a2, . . . , ak . We claim that the ﬁrst k + 1 entries of the
ﬁrst row must be: a1, a′2, a3, a′4, . . . , a′k−1, ak, 1. Also, the ﬁrst k + 1 entries of the last row are ak , a′k−1, . . . , a′2, a1, 1.
We note that (ai,j−1 + ai+1,j ) = (ai−1,j + ai,j+1)′, since the sum of the neighbors of the (i, j) entry must be 1 (see
Fig. 2). Note here that if j = 1, we let ai,j−1 = 0, and if i = 1, we let ai−1,j = 0; also if i = k, we let ai+1,j = 0 and if
j = n, we let ai,j+1 = 0. We shall refer to the sum ai,j−1 + ai+1,j as the lower left sum for the (i, j) entry or, simply,
the ll-sum, and the sum ai−1,j + ai,j+1, as the upper right sum, or ur-sum for (i, j). Then the ur-sum for (i, j) must be
the complement of its ll-sum, in a consistent array. Similarly, we deﬁne the lower right or lr-sum and the upper left or
ul-sum, and then the lr-sum for (i, j) must be the complement of its ul-sum. Note also that the ur-sum of (i, j) is the
ll-sum for (i − 1, j + 1), and the lr-sum of (i, j) is the ul-sum of (i + 1, j + 1).
If we use these facts, starting with the (1, j) entry, on the diagonal going down and to the left (see Fig. 3), it is
apparent that if j is even (and there is an even number of diagonal entries), a1,j+1 = (a1,j−1 + a2,j )′ = (a2,j−2 +
a3,j−1) = · · · = aj+1,1, whereas if j is odd (and there is an odd number of diagonal entries), a1,j+1 = · · · = a′j+1,1.
Thus, the ﬁrst k entries of the ﬁrst row are: a1, a′2, a3, a′4, . . . , a′k−1, ak .
A similar argument gives that the ﬁrst k entries of the last row are: ak, a′k−1, . . . , a′2, a1. Thus, we have the following
entries established (see Fig. 4).
The ll-sum for (k − 1, 2) is ak−1 + a′k−1 = 1. Now, by using the diagonal that begins at the (k − 1, 2) entry and
proceeds up until the (2, k−1) entry, it is easy to see, since this diagonal has an odd number of elements, that the ur-sum
for (2, k − 1) must be 0 (since the ll-sum for (k − 1, 2) is 1); but this implies that the (2, k) entry must be equal to the
(1, k − 1) entry, a′k−1. A similar argument shows that the (k − 1, k) entry is a′2. Also, since the neighbors of the (1, k)
element and the neighbors of the (k, k) element must both sum to 1, this implies that the (1, k+1) element= (k, k+1)
element =1. Next, the ll-sum of (k, 2) is ak; by using the diagonal from (k, 2) to (2, k), which has an even number
of elements, since k is odd, the ur-sum of (2, k) is also ak . Therefore, the (2, k + 1) element must be 0; similarly the
(k − 1, k + 1) element is also 0. Thus, we now have the situation shown in Fig. 5 .




We claim that the kth column is [ak, a′k−1, ak−2, . . . , a′2, a1]T and the (k + 1)st column is [1010 . . . 101]T.We show,
by induction, that the (1, j) entry (the jth entry in the ﬁrst row) is the same as the (k − j + 1) entry of the kth column,
and the ﬁrst j entries of the (k + 1)st column alternate: 1, 0, 1, 0 . . . . Assume then that this is true for all i < j . As
shown above, the (1, j) entry is either aj , if j is odd or a′j , if j is even. We only give the argument when j is odd, the
other case being left for the reader. Then aj is the ul-sum of the (1, j + 1) entry, a1,j+1; consider the diagonal (Fig. 6)
from (1, j + 1) to (k − j, k). This diagonal has an even number of elements; hence, the lr-sum of the (k − j, k) entry
is also aj ; but the (k − j, k + 1) entry is 0 (j − 1 being even); thus the (k − j + 1, k) entry is indeed aj .
We show next that the (k − j + 1, k + 1) entry is 1. Consider the diagonal, in Fig. 7, going up and to the right, from
the (k, k − j + 1) entry to the (k − j + 1, k) entry; this diagonal has an odd number of elements. Since the ll-sum of
the (k, k − j + 1) entry is a′j+1, the ur-sum of the (k − j + 1, k) entry is aj+1. However, the (k − j, k) entry is a′j+1;
thus, the (k − j + 1, k + 1) entry must be 1.
The argument in case j is even and the (1, j) entry is a′j is similar. 
Of course, there is a similar theorem for right consistency.
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Lemma 2.2. Let A be a k × n array, where k <n, that is right consistent with nth column, [a1, a2, . . . , ak−1, ak]T.
Then,
(1) If k is odd, the (n − k)th column will be [1010 . . . 101]T, and the (n − k + 1)st column of A will be
[ak, a′k−1, . . . , a′2, a1]T.
(2) If k is even the (n− k)th columnwill be [00 . . . 00]T,and the (n− k + 1)st columnofAwill be [a′k, a′k−1, . . . , a′2, a′1]T.
3. Main results
Wewish to determine if there are consistent k×n arrays, for given k and n. If a consistent k×n array A does exist we
say that the k × n array is solvable and refer to A as a solution. Of course, the k × n array is solvable iff the n× k array
is solvable. It should be noted that our methods are highly constructive and could be used to enumerate all solutions,
for given k and n (see [4]). Our ﬁrst result follows easily from the lemmas of the previous section.
Proposition 3.1. Let k be a positive integer. Then an arbitrary choice for the ﬁrst column will generate a consistent
k × (2k + 1) array.
Proof. Suppose we begin with the column [a1, a2, . . . , ak−1, ak]T.We ﬁrst construct a left consistent k× (k+1) array
beginning with this column. By the lemmas of the previous section, the ﬁnal column will be all 0s if k is even and
alternating 1s and 0s, with 1s on the top and bottom, if k is odd. In either case we again use the previous lemmas to
construct a right consistent k × (k + 1) array whose ﬁrst column (from the right) is [a′1, a′2, . . . , a′k−1, a′k]T. We then
“paste” these together identifying the common column as a center column and note that the elements on each side of
the elements in this center column differ, whereas the elements above and below are the same. Thus, the entire array
is consistent. 
The following facts are now easy to obtain.
Proposition 3.2. Let k be a positive integer.
(1) If k is even, then an arbitrary choice for the ﬁrst column generates a consistent k × k array.
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(2) If k is even, then the k × (k + 1) array is solvable.
(3) If k is even, then the k × (k − 1) array is solvable.
(4) For any k, the k × (2k + 2) array is solvable.
(5) For any k, the k × 2k array is solvable.
(6) If k is odd, then the k × k array is not solvable.
(7) If k <m< 2k, then the k × m array is solvable iff the k × (2k − m) array is solvable.
Proof.
(1) This follows from Lemma 2.1 of the previous section, since in the even case, the (k + 1)st column consists only of
0s, and thus the ﬁrst k columns form a consistent array.
(2) Use part 1 to construct a consistent k × k array whose ﬁrst column is all 1s. Then add a column of 0s on the left.
(3) Use part 1 to construct a consistent k × k array whose ﬁrst column is all 0s. Then delete this column.
(4) and (5) Same as parts (2) and (3) except substitute Proposition 3.1 for part (1).
(6) If k is odd, any choice of entries for the ﬁrst column will generate a 1 for the (1, k + 1) entry.
(7) Suppose the k × m array is solvable. Choose any solution and use Proposition 3.1 to extend it to a consistent
k × (2k + 1) array. Column m+ 1 will be all 0s, so the remaining (2k + 1)− (m+ 1)= 2k −m columns will form
a consistent k × (2k − m) array. The proof in the other direction is essentially the same. 
It is now not hard to prove the following, which we need for our main theorem.
Lemma 3.3. Let k, m, and n be positive integers. Then,
(1) The k × n array is solvable iff the k × (n + m(2k + 2)) array is solvable.
(2) If k is even, then the k × n array is solvable iff the k × (n + m(k + 1)) array is solvable.
Proof.
(1) First, suppose the k × n array is solvable, and choose a solution. Now add a column of 0s on the right and extend
this array by adding columns consistent from the left. By Proposition 3.1, after (2k + 2) columns have been added
(including the ﬁrst added column of 0s), the new array will be consistent. We do this a total of m times. In the other
direction, if the k × (n+m(2k + 2)) array is solvable, choose a solution. Using Proposition 3.1, it must be the case
that column (2k + 2) is all 0s. Thus, if we delete the ﬁrst (2k + 2) columns, the array remains consistent. Again,
we do this a total of m times.
(2) Here, since k is even, we use Proposition 3.2.1 instead of Proposition 3.1, to replace (2k + 2) by (k + 1). 
To illustrate how the above results can be used we consider two examples.
Example 3.4. (1) Let k = 5 and n = 21. Then a solution for the 5 × 21 grid exists iff a solution for the 5 × 9 grid
exists (21 = 9 + (2 × 5 + 2)) iff a solution to the 5 × 1 grid exists (2 × 5 − 9 = 1) iff the 1 × 1 grid has a solution
(5 = 1 + (2 × 1 + 2)). However, the 1 × 1 grid has no solution. Thus, the 5 × 21 grid is unsolvable.
(2) Let k = 5, n = 19. A solution for the 5 × 19 grid exists iff a solution for the 5 × 7 grid exists iff a solution for
the 5 × 3 grid exists iff a solution for the 3 × 5 grid exists iff a solution to the 3 × 1 grid exists. However, a solution to
the 3 × 1 grid exists, since 3 = 2 × 1 + 1. Thus, the 5 × 19 grid is solvable.
We see from our main theorem, below, that if at least one of n, k is even, then the n × k array is solvable. If both
are odd, the situation is more complicated. To deal with this, we introduce a new notion, that of 2-order. Simply put,
to get the 2-order of an odd positive integer, ﬁrst write the number in base 2. Then, starting from the right, count the
number of consecutive 1s before either the ﬁrst 0 or the number ends. This number is the 2-order. For example, 847 is
1101001111 in base 2 and 15 is 1111 in base 2; both have 2-order equal to 4. Equivalently, we can deﬁne the 2-order
as follows.
Deﬁnition 3.5. The 2-order of a positive integer n, denoted by o2(n) is the exponent of the largest power of 2 that
divides (n + 1).
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We note that o2(n) = 0 for any even positive integer, n. We shall show that if both n, k are odd, the n × k array is
solvable iff o2(n) = o2(k). Since the following facts are easily proven, we omit the proofs.
Proposition 3.6. Suppose n,m, k are odd positive integers. Then,
(1) If n ≡ mmod(2k + 2), then o2(m) = o2(k) ↔ o2(n) = o2(k).
(2) o2(2k + 1) = o2(k) + 1 = o2(k).
(3) If n< 2k, then o2(2k − n) = o2(k) ↔ o2(n) = o2(k).
Before we state and prove our main theorem, we begin with a special case, the case of 1 × n arrays. It is easy to
see that in this case a pair of 1s followed by a pair of 0s, followed again by a pair of 1s, etc., will be a solution, if we
begin and end with a pair of 1s. Moreover, given such a solution, we can add a 0 to one or both ends and still have a
solution. It is easy to show that these are the only solutions. Hence, the 1 × n array is solvable iff n ≡ 2, 3, 4mod(4).
Also, n ≡ 1mod(4) is easily seen to be equivalent to o2(n) = 1. Thus,
Proposition 3.7. The 1 × n array is solvable iff o2(n) = 1.
We can now state and prove our main result.
Theorem 3.8. Let k and n be positive integers. Then the k × n array is not solvable iff both k and n are odd and
o2(k) = o2(n).
Proof. By induction on the smaller of k and n. First note that if one of these is equal to 1, the theorem holds by
Proposition 3.7. Next assume that the theorem is true if the smaller dimension is at most r, and consider the case
when the smaller dimension is equal to r + 1. Assume without loss of generality that r + 1 = kn. We consider
two cases.
Case 1: Suppose that k is even. In this case we claim that the array is solvable. Let m be the unique integer such that
0<mk+1 and n ≡ mmod (k+1). Then, by Lemma 3.3.2, the k×n array is solvable iff the k×m array is solvable.
However, if m = k + 1 or k, the k × m array is solvable by Proposition 3.2; whereas if m<k, the k × m array, having
even side k, is solvable by the induction hypothesis.
Case 2: Suppose k is odd. Then let m be the unique integer such that 0<m2k + 2 and m ≡ nmod (2k + 2).
We note that if m = 2k, 2k + 1, or 2k + 2, then the k × n array is solvable by Propositions 3.1 and 3.2. Also, in case
m = 2k + 1 (so m is odd), we have that o2(k) = o2(m), by Proposition 3.6.2. Also, if m = k, the k × m array is not
solvable, by Proposition 3.2.6, and o2(k)=o2(m). However, if k <m< 2k, we can letm′ =2k−m, and, by Proposition
3.2.7, the k × m array is solvable iff the k × m′ array is solvable, and 0<m′ <k.
We note that if n is even, then so are m and m′. Thus, by the induction hypothesis, the k ×m′ array is solvable (since
m′ is even, m′ <k). Therefore, the k × n array is solvable by Lemma 3.3.1.
On the other hand, if n is odd, then so are m and m′. Furthermore, o2(n)= o2(k) iff o2(m)= o2(k) iff o2(m′)= o2(k)
by Propositions 3.6.1 and 3.6.3. However, the k × m′ array is solvable iff o2(m′) = o2(k) by the induction hypothesis,
and the k × n array is solvable iff the k × m array is solvable iff the k × m′ array is solvable by Proposition 3.2.7 and
Lemma 3.3.1. Thus again the theorem is satisﬁed. 
4. Neighborhood transversals on grid graphs
Let G be a k × n grid graph. Then a neighborhood transversal for G induces a two-coloring of the vertices of G by
letting the vertices in the transversal set be colored black, and letting the vertices outside of the transversal be colored
white. Thus, an odd neighborhood transversal can be considered a black/white coloring of the vertices, such that each
vertex has an odd number of black neighbors.
Each black/white coloring of the vertices of the k × n grid graph G corresponds to a 0/1 k × n array where the (i, j)
entry of the array is 1 iff the (i, j) vertex of the grid graph is black. Then Theorem 3.8 can be restated as:
Theorem 4.1. Let k and n be positive integers. Then there is no odd neighborhood transversal for the k×n grid graph
iff both k and n are odd and o2(k) = o2(n).
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Fig. 8.
5. Exact solutions
Goldwasser and Klostermeyer [5] have determined when an exact neighborhood transversal (exact solution) exists
for an m × n grid graph, m, n> 2. (The cases for m, n = 1, 2 are easily dealt with.)
We give a short proof of their result, Theorem 5.3, below, using our own methods. First we prove the following
theorem, which depends strongly on our general results for odd neighborhood transversals.
Theorem 5.1. (1) If k is an odd positive integer greater than 1 and nk, there is no exact solution for the k × n grid
graph.
(2) If k, n are both odd numbers greater than 1, there is no exact solution for the k × n grid graph.
Proof. (1) If n = k, since there is no odd solution (Proposition 3.2, part (6)), in particular, there is no exact solution.
Otherwise, if n>k, this follows directly from Lemma 2.1, since each 0 in the (k+1)st column has a 1 above and below
that entry.
(2) This is an obvious consequence of (1). 
To determine whether exact solutions exist for m × n grids is easy if n = 1 or 2; it is easy to show there always
exist exact solutions (where the ﬁrst and second columns are the same) for the m× 2 grids. Moreover, there exist exact
solutions for the m × 1 grids iff m /≡ 1 (mod 4). This follows from our discussion, preceding Proposition 3.7, of the
odd solutions for the 1 × n grid, since, in this special case, a transversal is odd iff it is exact. Note also the form of the
solutions has been speciﬁed. We now construct, inductively, an exact solution, S, for the square grids.
Theorem 5.2. If m = n is even, then an exact solution, S, exists for the m × n grid; moreover, S can be chosen so that
the ﬁrst and last columns are complementary and the ﬁrst column is the exact solution, S1, of the m × 1 grid.
Proof. Exact transversals for the grid graphs G2,2 and G4,4 are easily constructed. Fig. 8 shows these constructions.
In each case the vertices colored black form the exact transversal. Using these two constructions as base cases in an
inductive argument, exact transversals for Gk+4,k+4 are constructed from those for Gk,k by “surrounding” the colored
graphs with ﬁrst a ring of white vertices, and then surrounding the result with a ring of vertices in which pairs of black
and white vertices alternate, starting with v1,1,v2,1 both black in the case when k ≡ 2 (mod 4), whereas v2,1,v3,1 are
black when k ≡ 0 (mod 4). Detailed inductive proofs can easily be given in the two cases.
Also, in both cases, the ﬁrst and last columns are “complementary” in that each has a white vertex in the same place
the other has a black vertex. In fact, this is certainly true in the initial cases, and in the inductive add-on procedure, the
outside columns continue to be complementary. Finally, in each case it is easily veriﬁed that the initial column will
always be the exact solution of the m × 1 grid, m even. 
Theorem 5.3. Let m and n be positive integers, where n  m  2. Then the m×n grid graph has an exact transversal
iff m is even and, for some nonnegative integer c, one of the following three conditions holds:
(1) n = m + c(m + 1),
(2) n = (m + 2) + c(m + 1),
(3) n = (m − 2) + c(m + 1).
Proof. ←: We revert to matrix descriptions of solutions, where 0 denotes a “white” vertex, 1 a “black” vertex.
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The case m = 2 is trivial, since there always exist exact transversals for the 2 × n grid graphs. If n = m, the result
follows from Theorem 5.2. Moreover, as noted, an exact transversal exists such that the ﬁrst and last columns are
complementary.
Furthermore, eliminating the ﬁrst two columns of the given solution will give an exact solution for the m × (m − 2)
grid, because the second column consists of all 0s, since the ﬁrst column is S1, the solution of the m × 1 grid. In this
case the ﬁrst and last columns will be the same, since both were complementary to the (removed) ﬁrst column.
In addition, we can easily construct an exact solution for the m × (m + 2) grid from the m × m grid by adjoining
a column of 0s at the right and following it with a copy of the ﬁrst column, S1. Having obtained these exact solutions
for the m × m, m × (m − 2), and m × (m + 2) grids, we can then obtain the exact solutions promised in (1), (2), (3),
by adjoining left or right, as needs be, any number of copies of, a column of 0s followed by the exact solution for the
m × m grid.
→: If m = 2, then any n2 can be written as one of (1),(2), or (3) for suitable c. Therefore, we can assume that
m> 2.
Let S be an exact solution of an m×n grid that is a counterexample to the theorem; that is, mn and either m is odd
or m and n do not satisfy any of (1), (2), or (3) for any c0. Then m is even by Theorem 5.1, and we can assume m<n,
since m=n implies condition (1) with c=0. Thus we have either (a) m is odd, or (b) m and n satisfy none of (1), (2), or
(3) for any c0. We note that S, being an exact solution, is also an odd solution; hence, by Lemma 2.1, the (m + 1)st
column of S must be all 0s (nm + 1). It follows that n = m + 1, since, otherwise, the mth column must be all 1s
which is impossible in an exact solution, m> 2. A second consequence of the (m+ 1)st column being all 0s is that the
part of S, starting with the (m + 2)nd column and ending with the nth column would also be an exact solution of size
m×[n− (m+ 1)]. Moreover, this new exact solution would also provide a counterexample, since n and [n− (m+ 1)]
differ by m + 1. Thus, we have reduced the size of the counterexample from m × n to m × [n − (m + 1)]. Continuing
in this manner, we can assume that n2m + 1, that is, m<n2m + 1.
Case 1: Suppose that n is even. In this case we are done, since n − (m + 1) is odd; thus by Theorem 5.1, unless
n − (m + 1) = 1, n − (m + 1)>m and so, n> 2m + 1, contradicting n2m + 1. If n − (m + 1) = 1, then n = m + 2.
However, this is alternative (2) of the theorem.
Case 2: Suppose n is odd and n2m + 1. If n = 2m + 1 ( = m + (m + 1)), then there is an exact solution, as
indicated in alternative (1) of the theorem. If n< 2m + 1, then n2m − 1, since n is odd. If n = 2m − 1 ( = (m −
2) + (m + 1)), there is an exact solution, and this would be an instance of alternative (3) of the theorem. Hence we
may assume n2m − 3, since n is odd. We now complete the proof by showing that in this case there can be no
exact solution.
Again, from Lemma 2.1, the (m + 1)st column of S must be all 0s. Additionally, the (m + 1)st column count-
ing backwards must, likewise, be a column of 0s. But this column is the (n − m)th column of the grid. Now
since n2m − 3, equivalently, n − mm − 3, the set of columns strictly between the (n − m)th and (m + 1)st
columns is nonempty. Moreover, the (n − m)th column precedes the (m + 1)st column, and thus there are ex-
actly (2m − n) columns strictly between these two columns of 0s. Hence this “residual part” of S, between these
two columns of 0s, would also be an exact solution of size m × (2m − n). However, this is impossible by Theo-
rem 5.1, since (2m − n) is odd and (2m − n)3 (since n2m − 3), and 2m − n<m (because we are assuming
that m<n). 
It is interesting to note that our proof under part (2) of the above characterization of exact transversals for grid
graphs strongly depends on our Lemma 2.1 about odd transversals. Whether a direct proof, not using odd transversal
theory can be given, is an open question. Also, it is now clear, by Theorems 4.1 and 5.3 that it can be determined
in polynomial time whether a grid graph has an odd or has an exact neighborhood transversal. For odd neighbor-
hood transversals this is no surprise, since one could always solve, if need be, the associated set of linear boolean
equations. However, there is no correspondingly easy way to determine the existence of an exact neighborhood
transversal.
6. Open problem
It is still an open problem, within other classes of graphs, to characterize those graphs in the class that have odd or
have exact neighborhood transversals.
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