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Vorwort
Diese Dissertation ist am Dritten Physikalischen Institut in Göttingen in der Ar-
beitsgruppe Sprache und Neuronale Netze angefertigt worden. Unter der Betreuung
von Prof. Manfred R. Schroeder ist die vorliegende Arbeit in enger Zusammenar-
beit mit der Abteilung Phoniatrie & Pädaudiologie des Universitätsklinikums in
Göttingen unter der Leitung von Prof. Eberhard Kruse entstanden. Ziel dieser Ar-
beit war die Entwicklung einer automatischen Klassifikationsmethode für die akus-
tische Analyse fortlaufender Sprachsignale jeglicher Stimmgüte auf der Grundlage
von Kurzzeitsegmenten, die nach Ihrer Stimmanregung in unterschiedliche Klas-
sen (stimmhaft/stimmlos) eingeteilt, und anschließend in zusammenhängenden
Bereichen der gleichen Klasse analysiert werden.
Die akustische Analyse von Sprachsignalen normaler und gestörter Stimmfunk-
tion basiert in der Praxis zumeist auf gehaltener Phonation aus Mangel an au-
tomatisierten Verfahren zur Analyse fortlaufender Sprache. Dieser Ansatz liefert
nicht notwendigerweise repräsentative Ergebnisse auch für fortlaufend gesproche-
ne Sprache, die den eigentlichen Anwendungsbereich von Sprache darstellt. Ledig-
lich bei einzelnen Stimmstörungsbildern kann eine alleinige Beurteilung gehaltener
Phonation ausreichend sein, jedoch keinesfalls für den Großteil der Stimmanaly-
sen [AH86]. Eine alleinige Beschreibung der Stimmgüte anhand von akustischen
Stimmgütemaßen reicht weder aus gehaltener Phonation noch aus fortlaufender
Sprache für eine objektive Darstellung aus. Die gehaltene Phonation als Analyse-
grundlage spiegelt zudem eher die Eigenschaften der Singstimme wider [K90].
Um Aussagen über das Schwingungsverhalten der Stimmlippen anhand des akus-
tischen Signals treffen zu können, ist eine Selektion von Teilsegmenten stimmhafter
Anregung (periodische Stimmlippenschwingung) aus dem fortlaufenden Sprach-
signal notwendig. Bei der Analyse gehaltener Phonation kann das gesamte Signal –
abgesehen von Ein- und Ausschwingvorgängen – als stimmhaft betrachtet werden.
Aus Mangel an zuverlässigen automatischen Klassifikationsmethoden zur Bestim-
mung von Teilsegmenten stimmhafter und stimmloser Phonation aus fortlaufender
Sprache – gerade für hochgradig gestörte Stimmen – findet eine Analyse fortlau-
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fender Sprachäußerungen zumeist anhand von perzeptiven Beurteilungen durch
ein Gutachterkollektiv statt. Die Möglichkeit einer automatisierten, unüberwach-
ten akustischen Analyse fortlaufender Sprachsignale ist apparativ kostengünstiger,
objektiver und zuverlässiger reproduzierbar als eine perzeptive Beurteilung.
Die Verwendung akustischer Maße zur Quantifizierung der Stimmgüte auf Basis
einer automatischen Klassifikationsmethode ermöglicht eine Beurteilung auch aus
fortlaufender Sprache und liefert zusammen mit den aus gehaltener Phonation be-
stimmten Ergebnissen eine umfassende Beschreibung der Stimmgüte. Die Entwick-
lung dieserMethode stellt den Kern der vorliegendenArbeit dar und findet direkte
Anwendung in der Bestimmung und Validierung ausgewählter akustischer Stimm-
gütemaße.
Stand der Wissenschaft
Für einen als natürlich empfundenen Klang der Stimme sind geringe Variationen
der Schwingungsamplitude und -dauer einzelner aufeinander folgender Schwin-
gungszyklen der Stimmlippen verantwortlich [H63] und als physiologisch bekannt
[L61]. Erreichen diese Perturbationen größere Ausmaße, führen sie zu einem akus-
tisch wahrgenommenen rauen Stimmklang [C71]. Diese Irregularitäten eines nor-
malen Schwingungsverhaltens der Stimmlippen resultieren zumeist aus patholo-
gischen Störungen des laryngealen Systems [HK71]. Der Einsatz akustischer, aus
dem Stimmsignal bestimmter Maße zur automatisierten Detektion und differen-
zierten Beurteilung einer Stimmstörung stellt den Ausgangspunkt diverser Arbei-
ten auf diesem Forschungsgebiet dar und liefert hohe Korrelationen zwischen la-
ryngealen Pathologien und abgeleiteten akustischen Maßen [D81], [B87], [ECH90],
[KFM98], [BO00].
Eine wichtige Basis für die Bestimmung wesentlicher akustischer Maße (bspw. Jit-
ter und Shimmer) stellt die exakte Detektion der einzelnen Grundperioden im
Signalverlauf dar. Die Berechnung relativer Differenzen der Periodenlängen auf-
einander folgender Schwingungszyklen liefert bei Gubrynowicz, Mikiel und Zar-
necki unter Einbeziehung eines Fuzzy Algorithmus mit diagnostischem Modell
eine Klassifikationsgüte von 72% bei der Unterscheidung normaler von gestör-
ter Stimmfunktion [GMZ80]. Die Entwicklung immer robusterer Algorithmen zur
Grundfrequenzbestimmung – insbesondere solcher, die unabhängig von Periodizi-
tätskriterien arbeiten – hat die Entwicklung der akustischen Analyse maßgeblich
unterstützt [M87], [MYC91], [DPH93], [TL93], [H95], [BKGD96], [RLM97], [PJ99].
2
Vorwort
Bereits 1971 haben Hecker und Kreul [HK71] erste Arbeiten zur akustischen Ana-
lyse fortlaufender Sprache von je 5 Sprechern mit und ohne Stimmstörung publi-
ziert. Eine Analyse der Grundfrequenz und daraus abgeleiteter Perturbationsmaße
des zweiten Satzes der Regenbogen-Passage1 erfolgte anhand von Filmaufnahmen
eines 2-Strahl-Oszillographenbildes des gefilterten Sprachsignals. Eine manuelle
Identifikation einzelner Glottispulse auf dem entwickelten Filmmaterial bildete die
Grundlage für die Selektion stimmhafter und stimmloser Teilsegmente. Die Beur-
teilung der Zuverlässigkeit einer Differenzierung zwischen gestörter und normaler
Stimmfunktion anhand dieser berechneten Maße stand dabei im Vordergrund.
Kasuya und Wakita [KW79] nutzen aus der Linearen Prädiktion digitalisierter
Sprachsignale abgeleitete akustische Maße (back-to-total cavity volume ration (BTR)
und RMS der Signalenergie) zur sprecherunabhängigen stimmhaft/stimmlos-Klas-
sifikation und erreichen bei ausgewählten Sprechern normaler StimmfunktionKlas-
sifikationsgüten von bis zu 93%. Siegel und Bessey verwenden die Nulldurch-
gangsrate des Sprachsignals als Kriterium für Stimmhaftigkeit. Unterschreitet die-
se einen bestimmten Schwellwert, so handelt es sich um ein stimmhaftes Segment
[SB82]. Probleme stellt diese Vorgehensweise allerdings bei hochgradigen Stimm-
störungen dar. Die Beschreibung eines adaptiven Algorithmus zur automatischen
Segmentierung fortlaufender Sprache von Stotterern in Bereiche stimmhafter und
stimmloser Phonation sowie Sprechpausen stellen Lucas und Hudson 1994 vor
[LH94]. Auf der Basis einer Filterbankanalyse sind verschiedene Formantfrequen-
zen berechnet und als Grundlage für die Klassifikation herangezogen worden.
Auch bei Parsa et al. sind Klassifikationsuntersuchungen publiziert [PJ00].
Bettens, Grenez und Schoentgen stellen eine Analysemethode – ähnlich der von Qi,
Hillman und Milstein [QHM99] basierend auf der Linearen Prädiktion – vor und
vergleichen die Analyseergebnisse aus gehaltener Phonation und fortlaufender
Sprache [BGS05]. Sie erhalten hohe Korrelationen der signal-to-disperiodicity ratio für
gehaltene Vokale und fortlaufende Sprache und auch innerhalb der fortlaufenden
Sprache zwischen Teilstückenmit wenigen und solchenmit häufigen voiceonset und
-offset Elementen. Vergleichende Untersuchungen des Signal-Rausch-Verhältnisses
aus gehaltener Phonation und fortlaufender Sprache von Klingholz [K90] unter-
streichen die Unvollständigkeit einer alleinigen Analyse gehaltener Phonation. Die
Ergebnisse der Bestimmung des SNR aus fortlaufender Sprache weisen in dieser
Studie höhere Korrelationen mit den laryngealen Bedindungen auf als die aus ge-
haltener Phonation und stellen somit eine zusätzliche Information dar.
1Die rainbow passage [F60] dient als englischer Standardtext für Sprachdatenbanken (siehe Anhang 7.3).
3
Hammarberg et al. sind zu dem Ergebnis gekommen, dass eine alleinige Beurtei-
lung der Stimmgüte aus gehaltener Phonation unzureichend ist, da sie die dyna-
mischen Aspekte der fortlaufenden Sprache nicht erfasst [HFGS80]. De Krom un-
terstreicht diese Aussage, da gehaltene Phonation nicht repräsentativ für den all-
täglichen Gebrauch der Stimme in der Kommunikation ist [K95]. Auch andere Ar-
beitsgruppen gelangen in ihrenUntersuchungen zu demgleichen Ergebnis [AH86],
[TK75], [QH97], [S89], [LFMS99], [WSDHEL06]. Die gehaltene Phonation, wie auch
die fortlaufende Sprache weisen individuelle Vor- undNachteile in der Beurteilung
der Stimmgüte auf und stellen nur gemeinsam eine umfassende Grundlage dar
[PJ01].
Die Anpassung bereits etablierter akustischer Maße aus der Beurteilung gehalte-
ner Phonation an fortlaufende Sprache und auch deren Weiterentwicklung stellen
die Grundlage verschiedener Publikationen dar, wie bei Klingholz [K90]. So stellen
bspw. Qi und Hillman 1997 robustere Verfahren zur Bestimmung des HNR im Zeit-
und Frequenz-Bereich vor. Ebenfalls von Qi, Hillman undMilstein stammt eine ver-
feinerte Methode zur Bestimmung des SNR aus fortlaufender Sprache [QHM99].
Die Auswahl und Zusammensetzung repräsentativer Maße zur umfassenden Be-
schreibung der Stimmqualität spielen dabei einewichtige Rolle [PMWH87], [MS95],
[FSK97], [PJ01].
Vergleichsuntersuchungen perzeptiver Ergebnisse mit denen akustischer Analy-
semethoden fortlaufender Sprache sind unter anderem bei Hammarberg et al.
[HFGS80] beschrieben. Anhand von Energieschwellwerten in den niedrigen Fre-
quenzbändern einer 51-kanaligen Filterbank zur Bestimmung stimmloser Teilseg-
mente ist eine differenzierte Beurteilung von stimmhafter Phonation im Vergleich
zum gesamten Sprachsignal vorgenommen worden. Askenfeld und Hammarberg
untersuchten weiterhin die Aussagekraft von sieben verschiedenen Perturbations-
maßen im Vergleich zu parallel erhobenen perzeptiven Beurteilungskriterien und
haben festgestellt, dass Variationen in Tonhöhe und Lautstärke in fortlaufender
Sprache wichtige Indikatoren für eine gestörte Stimmfunktion darstellen [AH86].
Auch bei Eadie und Doyle sind Vergleichsuntersuchungen anhand verschiedener
akustischer Maße zu perzeptiven Beurteilungen beschrieben [ED05].
Umapathy et al. beschreiben in 2005 einen Zeit-Frequenz-Ansatz zur Klassifikation
pathologischer Stimmen ohne die sonst notwendige stimmhaft/stimmlos-Segmen-
tierung mittels eines adaptiven Zeit-Frequenz-Transformationsalgorithmus und
daraus abgeleiteter Maße, wie Oktav-Maße, energy-ratio, length-ratio, frequency-ratio
und andere. Die eigentliche Klassifikation erfolgt unter Verwendung eines statisti-
schen Muster-Klassifikators [UKPJ05].
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Vorwort
Der Einsatz trainierter künstlicher Neuronaler Netze zur Klassifikation stimmhaf-
ter und stimmloser Segmente aus dem Sprachsignal – wie in dieserArbeit – ist auch
in anderen Arbeiten verfolgt worden, wie bei Qi und Hunt [QH93], [LFMS99b],
[LMFK01]. Godino-Llorente und Gomez-Vilda benutzen ebenfalls ein Multi-Layer
Perceptron zur Klassifikation [GG04]. Callan et al. differenzierenmittels selbstorga-
nisierenderMerksmalskarten unterschiedliche Stimmfunktionen [CKRT99]. Das in
dieser Arbeit entwickelte Klassifikationsverfahren basiert auf der Beurteilung der
Stimmhaftigkeit einzelner Kurzzeitsegmente mittels trainierter Neuronaler Netze
und ermöglicht somit eine nichtlineare Klassifikation der Kurzzeitsegmente ent-
sprechend dem artikulierten Phonem.
In der Literatur sind allerdings auch vereinzelt Untersuchungen publiziert, die ei-
ne Analyse fortlaufender Sprache zur Beschreibung der Stimmgüte aus Mangel an
zuverlässigen Verfahren nicht empfehlen, da der Einfluss des phonetischen Kon-
textes, der Anspannung des Sprechers oder Variationen der Intonation die Ana-
lyseergebnisse u. U. verfälschen könnten [HMD73], [IL70], [MD80]. Diese Studien
unterstreichen den Bedarf an zuverlässigen Klassifikationsalgorithmen zur Ana-
lyse fortlaufender Sprache. An dieser Stelle versucht die vorliegende Arbeit eine
Lücke zu schließen und stellt ein automatisiertes Verfahren zur akustischen Analy-
se fortlaufender Sprache jeglicher Stimmgüte vor.
Aufbau
Nach einem kurzen Umriss der Thematik und einer einleitendenMotivation in Ka-
pitel 1 werden in Kapitel 2 akustischeMaße zur Beschreibung fortlaufender Sprach-
signale und deren stimmstörungsbedingter Perturbationen bestimmter Stimmei-
genschaften vorgestellt. Die Entwicklung einer Methode zur Selektion stimmhafter
Phoneme aus dem fortlaufenden Sprachsignal unter Verwendung von Modellen
künstlicher Neuronaler Netze ist in Kapitel 3 dargelegt und stellt eine wesentliche
Grundvoraussetzung für die Analyse dar. Daran anschließend werden in Kapitel 4
der Ablauf und die apparativen Voraussetzungen für die Datenakquise sowie das
analysierte Sprachdatenmaterial beschrieben. Die Darstellung der Ergebnisse zur
Entwicklung der Klassifikationsmethode und der unter Verwendung dieserMetho-
de berechneten akustischen Stimmgütemaße erfolgt in Kapitel 5. Eine abschließen-
de Zusammenfassung mit Diskussion und Ausblick in Kapitel 6 soll diese Arbeit
im Umfeld anderer Methoden zur akustischen Analyse fortlaufender Sprache be-
leuchten. Den Abschluss dieser Arbeit bilden der Anhang, das Literaturverzeichnis
sowie ein Index.
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1 Einleitung
Das wohl wesentlichste Mittel der menschlichen Kommunikation stellt die Spra-
che dar. Über einen Zeitraum von mehreren 10.000 Jahren hat sich die menschliche
Lautsprache, eng verbunden mit der gesamten Entwicklung des Menschen, aus-
gebildet. Die heutige Anatomie des menschlichen Stimmtraktes hat sich in rund
200.000 Jahren bis vor ungefähr 35.000 Jahren – dem Auftreten des Cro-Magnon-
Menschen2 – entwickelt [Z86]. Die Evolution hat in dieser Zeitspanne eine optima-
le Anpassung des menschlichen Apparates zur Erzeugung der Sprache – mit dem
daraus resultierenden akustischen Signal – und der Mechanismen der Sprachauf-
nahme im Gehör und Gehirn aneinander hervorgebracht.
ImGegensatz zu anderen Säugetieren hat sich beimMenschen ein Lauterzeugungs-
mechanismus ausgebildet, der durch einen extrem tief sitzenden Kehlkopf, eine
rund in den Hals abfallende Zunge und einen besonders hoch gewölbten harten
Gaumen gekennzeichnet ist. Diese anatomischen Merkmale führen zu einem ver-
größerten, fein modulierbaren Resonanzraum oberhalb der Stimmlippen und er-
lauben eine sehr differenzierte und umfangreiche Lautbildung, die Voraussetzung
für eine komplexe Lautsprache – wie die menschliche Sprache – ist [Z86].
1.1 Sprachproduktion
Der menschliche Sprechapparat ermöglicht die Bildung unterschiedlicher Laute,
die bei Verkettung mit einer speziellen Grammatik – die sich je nach Sprache un-
terscheiden kann – eine Sprachäußerung darstellen. Auf diesem Wege haben sich
weltweit die unterschiedlichsten Sprachen und Dialekte zur Kommunikation ent-
wickelt. Der Mechanismus der Sprachproduktion ist dabei allen Sprachen gleich
und lässt sich in verschiedene Komponenten aufteilen, die sich getrennt beschrei-
ben und unabhängig voneinander modellieren lassen: die Stimmanregung, die Ar-
tikulation und die Abstrahlung.
2Homo sapiens sapiens: Von Handwerkern 1868 bei Cro-Magnon in Frankreich entdeckt.
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Die Stimmanregung erfolgt auf glottaler Ebene durchModulation eines Luftstroms
und stellt die Quelle des Sprachsignals dar. Die Artikulation findet im supralaryn-
gealen Bereich statt und kodiert die zu übermittelnde Information in unterschied-
lichen Lauten durch Filterung des Anregungssignals. Diese werden schließlich an
den Lippen abgestrahlt und pflanzen sich als Schalldruckwelle in der Luft fort.
Bei der Modellierung dieses Zusammenhangs mit digitalen Filtern ergibt sich das
Ausgabesignal x(n) als Faltungsprodukt von Eingangssignal e(n) und Impulsant-
wort h(n). Da eine Faltung im Zeitbereich einerMultiplikation im Frequenzbereich
entspricht, kann man obiges Modell in Notation der z-Transformierten [J64] dar-
stellen. Das Sprachsignal X(z) lässt sich in ein Modell der glottalen Anregungs-
funktion E(z), ein Glottismodell G(z), ein Vokaltraktmodell V (z) und eine Mo-
dellvorstellung für die Abstrahlung an den Lippen L(z) entsprechend Gleichung
1.1 zerlegen.
X(z) = E(z)G(z)V (z)L(z) (1.1)
Die glottale Anregung E(z) stellt bei stimmgesunden Sprechern in stimmhaf-
ter Phonation eine periodische Folge von Glottispulsen dar. Bei der Artikulation
stimmloser Phoneme steht die Glottis offen und der Vokaltrakt wird durch Rau-
schen mit flachem Spektrum angeregt. An Verengungen im glottalen Bereich kön-
nen dabei Turbulenzen entstehen. Bei gestörten Stimmen setzt sich E(z) in stimm-
hafter Phonation infolge irregulärer Stimmlippenschwingungen – und einem dar-
aus resultierenden inkompletten Glottisschluss – aus einer Überlagerung dieser bei-
den Anregungsformen zusammen. Diese Überlagerungen treten auch bei stimmge-
sunder Artikulation bestimmter Laute, wie z.B. der stimmhaften Frikative, auf.
Dieser lineareModellansatz der Sprachproduktionwird alsQuelle-Filter-Modell be-
zeichnet [MG76], [F81]. Obwohl dieser, in Abbildung 1.1 skizzierte Modellansatz
Abb. 1.1: Lineares Modell der Spracherzeugung.
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eine Vereinfachung der physikalischen Wirklichkeit darstellt, erlaubt er doch ei-
ne hinreichend gute Approximation der für die Wahrnehmung wichtigen Sprach-
merkmale. Nennenswerte Nichtlinearitäten ergeben sich bspw. durch Ankopplung
eines selbstschwingenden oder aerodynamischen Glottismodells.
Der physiologischeAufbau des menschlichen Sprechapparates ist demMediosagit-
talschnitt in Abbilundung 1.2 zu entnehmen.
Abb. 1.2:Mediosagittalschnitt des Sprachproduktionsapparates des Menschen.
Der aus den Lungen beim Ausatmen entweichende Luftstrom trifft nach Durch-
laufen der Luftröhre (Trachea) auf die Stimmritze (Glottis). Durch Positionsverän-
derungen der Stellknorpel (Aryknorpel, Cartilagines arytenoideae) im Kehlkopf (La-
rynx) werden die Stimmlippen, deren elastische Eigenschaften sich durch Variati-
on derMuskelspannung imVokalismuskel3 verändern lassen, in Phonationsstellung
gebracht. Der durch die somit verschlossene Glottis gestaute Luftstrom aus den
3Der Vokalismuskel stellt den Hauptbestandteil des Stimmlippengewebes dar.
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Lungen führt zu einem Anstieg des subglottalen Drucks, der beim Überschreiten
eines bestimmten Druckschwellwertes ein Auseinanderdrücken der Stimmlippen
– in Abhängigkeit vom Stimmlippentonus – in lateraler Richtung bewirkt. Die Glot-
tis öffnet sich und der gestaute Luftstrom entweicht schlagartig.
Der von der Luft durchströmte Querschnitt ist auf Stimmlippenebene deutlich ge-
ringer als ober- und unterhalb des Larynx, so dass die Luft diese Engstelle mit hö-
herer Geschwindigkeit durchströmt. Hierdurch entsteht im Bereich der Stimmlip-
pen ein Unterdruck, der quer zur Strömungsrichtung wirkt und als Bernoulli-Ef-
fekt bezeichnet wird [B58]. Diemyoelastische Rückstellkraft der gespannten Muskeln
und die Bernoullikraft übersteigen zusammen die durch den subglottalen Druck
wirkende Kraft deutlich, so dass sich die Stimmlippen wieder aufeinander zu be-
wegen. Die lateral zurückschwingenden Stimmlippen verschließen beim Aufeinan-
dertreffen abrupt die Glottis wieder. Mit Unterbrechung des Luftstroms fällt auch
die Bernoullikraft weg und der subglottale Druck steigt daraufhin erneut an und
der Vorgang wiederholt sich.
Um eine selbsterregte Schwingung aufrechtzuerhalten, ist ein ununterbrochener
Energietransfer vom Luftstrom auf das schwingende Stimmlippengewebe erfor-
derlich, der im theoretischen Modell durch einen negativen Dämpfungsterm dar-
gestellt wird. Die Bernoulli-Kräfte allein reichen nicht aus, um diesen Energieüber-
trag zu gewährleisten und die Schwingung würde langsam ausklingen. Videostro-
boskopische Untersuchungen haben gezeigt, dass die glottale Kante des Stimmlip-
pengewebes in einer Art Wellenbewegung (mucosal wave) in lateraler Richtung
schwingt, bei der die kaudale (untere) Stimmlippenkante der kranialen (oberen) et-
was vorauseilt. Beim Zusammenschwingen der Stimmlippen ist deren unterer Teil
dadurch bereits dichter zusammen als deren oberer Teil und der Luftstrom diver-
giert. Im Gegensatz dazu konvergiert der glottale Luftstrom während der Phase
des Auseinanderschwingens. Aus einem geringfügig unterschiedlichen mittleren
Luftdruck in der Glottis während dieser beiden Phasen resultiert die notwendige
Druckasymmetrie, die die Schwingung aufrecht erhält [T94].
Die aus der Stimmlippenbewegung resultierende Modulation des Luftstroms be-
schreibt bei stimmgesunden Sprechern eine periodische Pulsfolge (Glottispulse), de-
ren Frequenz von der Vokalismuskelspannung, dem subglottalen Druck und der
schwingendenMasse der Stimmlippen abhängt und als Grundfrequenz der Phona-
tion bezeichnet wird. Die Frequenz der Stimmlippenschwingung wird vom Hörer
als Tonhöhe (pitch) wahrgenommen. Dieser Zusammenhang ist in Abbildung 1.3
dargestellt.
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Abb. 1.3: Schnittbild der sich öffnenden und wieder schließenden Glottis (oben) und resul-
tierende Abschnitte des Glottispulses (unten) während der Stimmlippenschwin-
gung. Deutliche zu erkennen sind die Unterschiede in der ansteigenden und
abfallenden Flanke.
An die Glottis schließt sich der supraglottale Bereich an, bestehend aus Vokaltrakt
– Rachen- (Epiglottis, Pharynx) und Mundraum – sowie dem Nasaltrakt. Die Geo-
metrie des Vokaltrakts ist bei jedem Menschen verschieden. Diese Unterschiede
resultieren in einem individuellen Klang der Stimme. Wesentlich für die Bildung
unterschiedlicher Laute ist die variable Stellung der Artikulatoren, zu denen u. a.
das Gaumensegel, Zungenrücken, Unterkiefer, Zungenspitze, Zähne und Lippen
zählen. In Abhängigkeit von der Position dieser Artikulatoren im Vokaltrakt auf-
tretende Resonanzen (Formanten) bewirken Verstärkungen bestimmter Spektralbe-
reiche, die sich in einer unterschiedlichen akustischen Färbung des primären, glot-
talen Anregungssignals äußern. Über diese Variation findet die Kodierung der zu
übermittelnden Sprache mit einem akustischen Alphabet statt.
Der so auf glottaler Ebene erzeugte und durch den Vokaltrakt modulierte Luft-
strom wird schließlich an den Lippen als Schalldruckwelle abgestrahlt.
1.2 Aufbau von Sprache
Bei der Beschreibung des Aufbaus von Sprache muss man zwischen zwei Betrach-
tungsweisen differenzieren. In der Phonetik, die den Klang auf Signalebene be-
schreibt, bezeichnet das Phon (Laut, Sprachlaut) – als atomarer Baustein – die klein-
ste, durch Segmentierung gewonnene Einheit einer konkreten sprachlichen Äuße-
rung. Phone können anhand ihrer artikulatorischen und akustischen Eigenschaften
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identifiziert und beschrieben werden. Aus der Betrachtungsweise der Phonologie –
der linguistischen Ebene – dagegen werden Laute durch Systematisierung und Ver-
allgemeinerung klassifiziert und in Phoneme eingeteilt. Das einzelne Phonem kann
durchaus auf verschiedeneWeisen akustisch realisiertwerden in Formunterschied-
licher Phone, deren Menge innerhalb der Phonologie als Allophone des Phonems
bezeichnet wird. Nach Swadesh [S34] lautet eine treffende Definition des Phonems:
„Wenn Phoneme für einheimische Sprecher verständliche Einheiten derMuttersprache sind,
so werden sie doch nicht isoliert als verständliche Einheiten erfahren. ... Phoneme sind ver-
ständliche Einheiten in dem Sinne, dass der Einheimische solche Wörter als verschieden
erkennen kann, die sich in einem der Phonembestandteile unterscheiden.“ [S83]
Abhängig von Sprache und Dialekt kommen dabei unterschiedlich viele verschie-
dene Phoneme (zwischen 10 und 65) zum Einsatz. In der deutschen Sprache un-
terscheidet man, je nach Phonemlexikon, ungefähr 60 Phoneme (SAMPA, Speech
Assessment Methods Phonetic Alphabet, siehe Anhang 7.4). Eine weitere international
gebräuchliche Konvention beschreibt das IPA (International Phonetic Alphabet). Es
beinhaltet als phonetisches Alphabet eine Sammlung phonetischer Zeichen, mit de-
renHilfe die Laute allermenschlichen Sprachen genau beschriebenwerden können.
SAMPA stellt dabei kein echtes eigenständiges phonetisches Alphabet dar, sondern
liefert eine maschinenlesbare und tastaturfreundliche ASCII-Kodierung einer Teil-
menge des IPA.
Erst die Verkettungen der inhaltlich bedeutungslosen Phoneme zu Halbsilben und
Silben tragen Bedeutung, die zu Wörtern und Sätzen zusammengefasst die fortlau-
fend gesprochene Sprache (im folgenden fortlaufende Sprache, engl. continuous speech,
running speech, connected speech) ergeben. Im Gegensatz dazu spricht man bei
lang anhaltenden Lautäußerungen eines einzelnen, isoliert gesprochenen Phonems
(bspw. lang gehaltene Vokale) von gehaltener Phonation (engl. sustained oder isolated
vowels). Diese gehaltene Phonation spiegelt allerdings eher die Eigenschaften der
Singstimme wider und die fortlaufende Sprache die des täglichen Einsatzes zur
Kommunikation.
Da sich auf Grund von Bewegungsträgheit der Artikulatoren in fortlaufender Spra-
che die idealisierten Artikulationspositionen der einzelnen Phoneme nicht immer
exakt einstellen können, kommt es zu Koartikulationseffekten aufeinander folgender
Phoneme, die dabei akustische Mischlaute bilden. Die Formanteinstellungen für
artikulierte Vokale werden in diesem Fall nicht immer erreicht und der Vokal wird
in seiner Qualität reduziert. Unterschiedliche Vokale werden akustisch ähnlicher.
Dieses Phänomen wird als Vokal-Reduktion bezeichnet.
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Eine Gruppierung der verschiedenen Phoneme kann auf der Grundlage ihrer An-
regung im menschlichen Sprechapparat erfolgen. Diese kann bei einem gesunden
Stimmapparat aus einer periodischen Pulsfolge oder Rauschen bestehen. Entspre-
chend diesen unterschiedlichen Anregungsmöglichkeiten lassen sich die Phoneme
in zwei Klassen einteilen:
ä stimmhafte und
ä stimmlose Phoneme.
Als stimmhaft (voiced) werden Phoneme mit periodischer glottaler Anregung be-
zeichnet und als stimmlos (unvoiced) solche mit ausschließlicher Rauschanregung.
Die der Artikulation eines stimmhaften Phonems zugrunde liegende periodische
Schwingung der Stimmlippen wird im Wesentlichen durch eine Wechselwirkung
myoelastischer und aerodynamischer Kräfte hervorgerufen [B58].
Im Gegensatz zur stimmhaften Anregung steht bei der stimmlosen Anregung die
Glottis offen, und der Luftstrom kann ungehindert in den supraglottalen Bereich
entweichen. Ohne Gewebe auf der glottalen Ebene zu Schwingungen mit großer
Amplitude anzuregen, führt eine Verengung des Luftweges an der Glottis oder im
supralaryngealen Bereich allerdings zu Turbulenzen. In Anhang 7.4 ist eine Liste
der Phoneme nach SAMPA-Konvention und ihre in dieser Arbeit vorgenommene
Klassifizierung in stimmhaft/stimmlos zu finden.
Bei der menschlichen Kommunikation spielen neben der Informationsübermitt-
lung durch Sprache in Form von Lauterzeugung und -verkettung ebenso Emo-
tionen beim Sprechen und die gesamte Körpersprache eine wichtige Rolle. Das
emotionale Befinden fließt zumeist unbewusst in den Klang der Sprachäußerung
mit ein und äußert sich unter anderem in der Sprechgeschwindigkeit, der Lautstär-
ke, dem Sprechfluss oder der Höhe der Grundfrequenz. Insbesondere ausgebildete
Sprecher, Schauspieler und Sänger verfügen über ein sehr feines Vermögen, durch
geringfügige Modifikation der an der Spracherzeugung beteiligten Elemente der
Stimme einen differenzierten Ausdruck zu verleihen.
Dient die zwischenmenschliche Kommunikation primär der Informationsübermitt-
lung, spielt die Qualität der Stimmgebung eine untergeordnete Rolle und der Zu-
hörer beschränkt seine Aufmerksamkeit auf die Aufnahme der inhaltlichen Infor-
mation.
13
1.3 Stimmstörung
Sind Teile des menschlichen Sprechapparates durch Krankheit oder Überlastung in
ihrer Funktion eingeschränkt, gestört oder sogar außer Funktion, so ist die betrof-
fene Personwesentlich in ihren Kommunikationsmöglichkeiten beeinträchtigt. Der
Phoniater unterscheidet zwischen verschiedenen Störungsursachen. Das Spektrum
reicht dabei von neurologischen Störungen über Veränderungen der Stimmlippen
durch Knötchen, Zysten, Papillome und Ödeme sowie Teilresektionen und Läh-
mungen bis hin zu kompletter Aphonie. Je nach Ausprägung und Dauer der Stö-
rung ist der Betroffene in seiner Lebensqualität deutlich beschränkt. Bei Berufs-
gruppen wie Lehrern oder Schauspielern z.B., die auf eine uneingeschränkte Funk-
tion ihrer Stimme angewiesen sind, kann eine lang anhaltende Stimmstörung so-
gar eine Berufsunfähigkeit bedingen. Das rechtzeitige Erkennen und Behandeln
solcher Störungen durch einen Phoniater, bzw. richtige Therapieren durch Logopä-
den und Sprecherzieher, spielt dabei für die Erhaltung dieses für den Menschen
ungemein wichtigen Kommunikationsorgans eine wesentliche Rolle. Treten diese
Störungen permanent auf, so spricht man von einer pathologischen Stimme (in Ab-
grenzung zur Normalstimme).
Durch Überlastungen oder krankheitsbedingte Funktionsstörungen des Sprechap-
parates kann es beim Sprechen zu Unregelmäßigkeiten in der glottalen Schwin-
gung sowie einem inkompletten Glottisschluss kommen. Der perzeptive Hörein-
druck variiert deutlich zwischen unterschiedlichen Pathologien, und auch der
Grad der Störung spielt für den Klang der Stimme eine wichtige Rolle. Ein un-
vollständiger glottaler Schluss führt bspw. zu einem erhöhten Anteil turbulenten
Rauschens im Stimmschallsignal. Die Stimmewird dadurch behauchter. Eine irregu-
läre Schwingung der Stimmlippen aufgrund von Variationen der Schwingungsfre-
quenz oder -amplitude äußert sich dagegen in einer rauen Stimme. Die Periodizität
der Schwingung der Stimmlippen spielt dabei eine wichtige Rolle zur Beurteilung
der Stimmqualität – die auch als Stimmgüte bezeichnet wird – insbesondere patho-
logischer Stimmen.
Die Stimmgüte lässt sich quantitativ durch verschiedene Verfahren bestimmen, die
sich in zwei Gruppen gliedern lassen:
ä perzeptive Beurteilungen,
ä Bewertungen nach akustischen Maßen.
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Zu den perzeptiven Beurteilungen zählen z. B. die in Deutschland verbreitete RBH-
Skala (Rauigkeit, Behauchung, Heiserkeit) [WRK86] oder die von der japanischen
Gesellschaft für Logopädie vorgeschlagene GRBAS-Skala (Grade, Rough, Breathy,
Asthenic, Strained) [H81]. Die einzelnen Parameter werden auf einer ganzzahligen
Skala von nicht vorhanden bis hochgradig anhand von Hörproben durch ein Gutach-
terkollektiv beurteilt [NAW94]. Die perzeptiven Beurteilungsmethoden sind folg-
lich sehr zeit- und personalintensiv und zudem nur bedingt objektiv und vergleich-
bar. Die Zusammensetzung des Gutachterkollektivs kann dabei entscheidenden
Einfluss auf die Ergebnisse haben [PSIJN06]. Da eine Automatisierung nicht mög-
lich ist, finden in dieser Arbeit perzeptive Beurteilungsmethoden keine Anwen-
dung und weitere Beschreibung.
Die zweite Gruppe umfasst die Beschreibung der Stimmgüte unter Verwendung
akustischer Maße. Die akustische Analyse ist gegenüber der perzeptiven Beurtei-
lung objektiver, zuverlässiger reproduzierbar, zeiteffizienter und in der Regel auch
apparativ kostengünstiger. Es muss dabei natürlich sichergestellt sein, dass die be-
rechneten akustischen Maße zuverlässig sind und sich die Verhältnismäßigkeit un-
terschiedlicher Pathologien auch in den bestimmtenWertenwiederfinden lässt. Die
ersten Publikationen zur akustischen Analyse pathologischer Stimmen gehen auf
Liebermann aus dem Jahre 1961 zurück [L61], der in seiner Arbeit Änderungen der
Grundperiodenlänge in aufwendiger Handarbeit quantifiziert hat. Seitdem sind
viele verschiedeneMethoden undMaße entwickelt worden, deren einer Teil der Be-
schreibung additiven (turbulenten) Rauschens im Stimmsignal dient, ein anderer
Teil der Beschreibung frequenz- und amplitudenmodulierenden Rauschens durch
Schwankungen der Periodizität des Signals.
NebenMethoden zur Beurteilung des akustischen Stimmsignals findet im Rahmen
der phoniatrischen Diagnostik auch eine phonoskopische Beurteilung der Stimmge-
bung während der Phonation statt. Erste indirekte Methoden zur Beobachtung
des glottalen Sprachproduktionsapparates, wie die transcutane Durchleuchtung
des Kehlkopfes (Transillumination) [S60], elektrische Impedanzmessungen durch
die Glottis [F57], Ultraschallspiegelungen [MKH68] oder auch die Erfassung von
Röntgenbildsequenzen [H65] während fortlaufender Sprache sind bereits seit En-
de der 50er Jahre durchgeführt worden [CSAL71]. Zur Beurteilung der Stimmfunk-
tion ist heutzutage eine visuelle Betrachtung des Stimmlippenschwingungsverhal-
tens während gehaltener Phonation unter Verwendung eines starren Laryngoskops
durch den geöffneten Mund des Sprechers üblich. Ein Phonoskop mit flexibler Op-
tik, das durch die Nase eingeführt wird und einen Blick aus dem Rachenraum auf
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die Stimmlippen erlaubt, ermöglicht die Beurteilung des Sprechapparates während
fortlaufender Sprache. Die Zeitauflösung des menschlichen Auges (und nachge-
schalteten Gehirns) ist allerdings nicht ausreichend, um einzelne Schwingungspe-
rioden in einem üblichen Grundfrequenzbereich der menschlichen Sprache aufzu-
lösen. Die direkte Beurteilung von geringen Irregularitäten ist demzufolge nicht
möglich. Eine digitale Aufzeichnung des Schwingungssignals ermöglicht eine an-
schließende Beurteilung einzelner Schwingungsphasen auf anderen Zeitskalen.
Die Bildraten klassischer digitaler Videosysteme, die bisher unter dauerhafter Be-
leuchtung (Videolaryngoskopie) bzw. unter stroboskopischer Beleuchtung (Videostro-
boskopie) zur Beurteilung des Schwingungsverhaltens verwendet werden, reichen
nicht aus, um einzelne Schwingungszyklen getrennt beobachten zu können. Zur
Umgehung dieses limitierenden Faktors ist die Analyse einzelner Bildzeilen (Video-
kymogramm [SS96]) über den Zeitverlauf entwickelt worden. Sie erlaubt zwar hö-
here Zeitauflösungen aufgrund geringerer Datenmengen und die Beurteilung von
Schwingungsirregularitäten, insbesondere Seitenunterschiede im Schwingungsver-
halten beider Stimmlippen, einen wesentlichen Durchbruch im Bereich der bildge-
benden Verfahren hat allerdings erst die Hochgeschwindigkeitsglottografie gebracht.
Fortschritte in der Hochgeschwindigkeitsbildgebung erlauben inzwischen auch
in der medizinischen Anwendung eine digitale Aufzeichnung der Stimmlippen-
schwingungen mit Bildraten bis zu 4000 Bildern/s bei parallel archiviertem Ton-
signal4. Die Entwicklung von Bilderkennungsalgorithmen zur Identifikation bspw.
der Glottis oder der Stimmlippen in diesen Bildsequenzen steht noch am Anfang
und ist hochaktuelles Forschungsgebiet auch in der Arbeitsgruppe Sprache und
Neuronale Netze des Dritten Physikalischen Instituts in Göttingen, in der auch die-
se Arbeit angefertigt wurde.
1.4 Akustische Analyse von Sprache
Als akustische Analyse von Sprachäußerungen lässt sich die Bestimmung unter-
schiedlicher Stimmgütemaße zusammenfassen, die auf der digitalen Verarbeitung
des aufgezeichneten akustischen Signals basiert. Da diese Vorgehensweise nicht in-
vasiv ist, bietet sie Vorteile gegenüber der direkten Betrachtung des Schwingungs-
verlaufs mittels optischer Methoden. Bei der Stimmanalyse von Sprechern ohne
bekannte Stimmstörungen mittels optischer und akustischer Methoden stellt sich
4Bei einer Grundfrequenz von bspw. 200Hz steht eine Sequenz von 20 Bildern pro Schwingungszyklus für
die Analyse zur Verfügung.
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heraus, das auch bei diesen vermeintlich „normalen“ Stimmen durchaus gering-
gradige Stimmstörungen vorliegen können, die bei einer rein perzeptiven Beurtei-
lung nicht dokumentiert worden sind. Die akustische Analyse bietet folglich auch
Vorteile gegenüber der perzeptiven Beurteilung.
Da sich in fortlaufender Sprache – im Gegensatz zur gehaltenen Phonation – unter-
schiedliche Phonationsstellungen der Artikulatoren und verschiedene glottale An-
regungsmechanismen auf sehr kurzen Zeitskalen abwechseln, ist eine Einteilung
des Sprachsignals in kürzere Zeitabschnitte für eine akustische Analyse notwen-
dig. Das akustische Signal gehaltener Vokale kann dagegen während der gesamten
Phonationsdauer – abgesehen von Ein- und Ausschwingvorgängen – annähernd
als stationär (fast-stationär) betrachtet werden und eignet sich deshalb sehr gut für
akustische Analysen. Gehaltene Vokale spiegeln aber eher die akustischen Eigen-
schaften der Singstimme wider und stellen deshalb nicht notwendigerweise auch
eine verlässliche Repräsentation der Stimmfunktion während fortlaufender Spra-
che dar [K90], [PMWH87], [QHM99], [PJ01].
Im Unterschied zur gehaltenen Phonation treten in fortlaufender Sprache zusätz-
liche Eigenschaften der Stimmfunktion, wie plötzlicher Stimmeinsatz und -ende,
gehaltene oder schnelle Positionsänderungen des Phonationsmechanismus, Varia-
tionen der Grundfrequenz und Amplitude durch Satzmelodie sowie Stimmabbrü-
che (voice breaks) auf, die für eine gesamtheitliche Beurteilung der Stimmgüte re-
levant sind. Speziell für die Beurteilung pathologischer Stimmen sind akustische
Analysen sowohl während gehaltener Phonation als auch während fortlaufender
Sprache notwendig, um zuverlässige Aussagen über die Stimmgüte treffen zu kön-
nen [AH86], [TK75], [LFMS99], [PJ01].
Akustische Verfahren zur Analyse fortlaufender Sprache, die im Folgenden auch
als Textanalyse5 bezeichnet wird, sind im Vergleich zu Methoden der Vokalana-
lyse bisher erst in sehr geringer Zahl entwickelt und publiziert worden [KW79],
[SB82], [LH94], [LSK98], [PJ00], [SMLA03]. Es existieren Veröffentlichungen im Zu-
sammenhang mit perzeptiven Beurteilungen von gesprochenem Text [HFGS80],
[AH86] über die Wahl akustischer Maße zur Beschreibung der Stimmgüte aus fort-
laufender Sprache [FSK97] sowie Korrelationsuntersuchungen mit perzeptiven Er-
gebnissen, um die Aussagekraft akustischer Maße bei der Beurteilung pathologi-
scher Stimmen beurteilen zu können [K90].
Hecker und Kreul haben bereits 1971 [HK71] Schwankungen der Grundfrequenz
5Nicht zu verwechselnmit der Analyse von geschriebenemText im Sinne einer Text- oder Schrifterkennung.
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aus fortlaufender Sprache unterschiedlicher Stimmgüte untersucht. Die aus dem
ersten Satz der Regenbogen-Passage bestimmten absoluten Jitterwerte ließen aller-
dings keine Unterscheidung zwischen pathologischen und normalen Stimmen zu.
Askenfeld und Hammarberg [AH86] haben Schwankungen verschiedener akusti-
scher Maße mit perzeptiven Beurteilungsergebnissen anhand prä- und postopera-
tiver Aufnahmen von Stimmpatienten korreliert und für einzelne akustische Maße
hohe Korrelationskoeffizienten (für Directional Perturbation Factor (DPF) Korrelati-
onswert von r = 0,86) berechnet. Eine Untersuchung von Schoentgen [S89] zur
Differenzierung von Stimmen unterschiedlicher Stimmgüte anhand von Jitterwer-
ten, die sowohl aus fortlaufender Sprache als auch gehaltener Phonation bestimmt
wurden, zeigte keine eindeutigen Vorteile für gehaltene oder fortlaufende Phonati-
on. Parsa und Jamieson haben 2001 [PJ01] eine Arbeit publiziert, in der sie mehrere
akustische Maße auf ihre Aussagekraft zur Trennung pathologischer von Normal-
stimmen hin untersucht haben.
Für die Aufnahme der zu analysierenden Sprachsignale werden den Sprechern
phonetisch ausgewogene Standardtexte (bspw. der Nordwind und Sonne-Text, die
Buttergeschichte oder die Regenbogen-Passage, siehe Anhang) zum Vorlesen vorge-
legt, von denen Übersetzungen in verschiedene Sprachen existieren [IPA49].
Alle Verfahren zur Bestimmung akustischer Maße aus fortlaufender Sprache un-
terliegen speziellen Eigenschaften der fortlaufenden Sprache, die bei der Analyse
gehaltener Phonation nicht ins Gewicht fallen:
1. Während der Ein- und Ausschwingphasen (voice-onset und voice-offset) fort-
laufender Sprache treten hohe Grundperiodenlängenschwankungen auf, bis
das glottale Schwingungssystem einen quasistationären Zustand erreicht
hat. Lediglich eine fundierte Auswahl der der Analyse zugrunde liegenden
Sprachsegmente garantiert aussagekräftige Ergebnisse.Auch der Einfluss der
Sprachmelodie und anderer antrainierter oder zufälliger Eigenschaftsände-
rungen im Sprachproduktionsapparat können die Ergebnisse verfälschen.
2. Änderungen in der Dynamik des Sprachsignals durch Vokaltraktmodula-
tionen oder Schwingungsmodulationen auf glottaler Ebene haben direkten
Einfluss auf akustische Maße zur Beschreibung von Amplitudenirregularitä-
ten. Auch in diesem Bereich ist eine zuverlässige Klassifikation bestimmter
Sprachsegmente notwendig.
Aus Mangel an robusten Verfahren zur Klassifikation relevanter Sprachsegmente
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1. Einleitung
sind häufig akustische Methoden zur Beschreibung pathologischer Stimmen her-
angezogen worden, die auf längeren Zeitfenstern als einzelnen Phonemen arbei-
ten. Hammarberg et al. [HFGS80] haben bspw. bei der Berechnung von Langzeit-
spektren (Long-Term-Average-Spectra, LTAS) und der Verteilung der Grundfrequenz
(Fundamental Frequency Distribution, FFD) hohe Korrelationen zu perzeptiven Be-
wertungen pathologischer Stimmen erhalten. Klingholz [K90], Qi et al. [QHM99]
und weitere Autoren haben Methoden zur akustische Beschreibung glottalen Rau-
schens wie HNR (Harmonics-to-Noise-Ratio) oder SNR (Signal-to-Noise-Ratio) aus ge-
haltener Phonation auf die Bestimmung aus fortlaufender Sprache erweitert und
neu entwickelt.
Die meisten der Publikationen zur akustischen Analyse fortlaufender Sprache zie-
len auf eine Differenzierung normaler von pathologischer Stimmfunktion ab. Die
individuelle Berechnung einzelner Stimmgütemaße in periodischer Stimmanre-
gung erfordert eine aufwendige Selektion dieser stimmhaften Sprachsegmente aus
dem fortlaufenden Signal. Da sich diese Klassifikation insbesondere bei sehr aus-
geprägten Stimmstörungen als problematisch erweist, versagt ein Großteil der pu-
blizierten Methoden in diesem Bereich. Die Entwicklung einer zuverlässigen Me-
thode zur Klassifikation des Sprachsignals in Bereiche unterschiedlicher Phonati-
on (stimmhaft und stimmlos) sowie der Exklusion von Sprechpausen stellt einen
wesentlichen Bestandteil dieser Arbeit dar. Auf Basis dieser Klassifikation ist ei-
ne akustische Analyse nach unterschiedlichen Maßen für Normalstimmen und pa-
thologische Stimmen des gesamten Stimmgütebereichs möglich und durchgeführt
worden.
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2 Akustische Maße zur
Stimmgütebeschreibung
Im Folgenden soll ein Überblick über akustische Maße zur Stimmgütebeschrei-
bung gegeben werden, die aus dem akustischen Zeitsignal der fortlaufenden Spra-
che (Analysen im Zeitbereich) oder deren Transformierten (Analysen im Frequenz-
bereich) abgeleitet werden können. Es handelt sich dabei zumeist um akustische
Maße, die bereits in der Analyse gehaltener Phonation Anwendung finden, deren
Berechnungsalgorithmen allerdings auf die Verwendung in fortlaufender Sprache
angepasst worden sind. Die Auswahl der akustischen Maße stellt dabei keinerlei
Anspruch an Vollständigkeit, sondern beschreibt die in dieser Arbeit zum Teil ver-
wendeten Maße, die sich zumeist in vielzähligen Untersuchungen der verschieden-
sten Autorengruppen gegenüber anderen akustischen Maßen als „aussagekräfti-
ger“ und im Kollektiv als jeweils weitgehend unkorreliert herausgestellt haben.
Eine der Basisgrößen zur Beschreibung von Schwingungen stellt neben der Schwin-
gungsamplitude die Schwingungsfrequenz dar. Sie spielt in der Stimmanalyse eine
wesentliche Rolle und einige der im Folgenden vorgestellten Größen basieren auf
derGrundperiode der Stimmlippenschwingung. Die exakte Bestimmung der Grund-
periodenlänge (bzw. von deren Kehrwert, der Grundfrequenz) ist Thema diverser
Publikationen und auch immer noch aktuelles Forschungsgebiet [S68], [S81], [H83],
[DMKM89], [ECH90], [TL93], [DPH93], [BKGD96], [PJ99]. Die unterschiedlichen
Methoden zur Grundfrequenzbestimmung (PitchDetermination Algorithm, PDA) be-
ruhen zum einen auf Methoden im Zeitbereich und zum anderen auf solchen im
Frequenzbereich. Bei einer Bestimmung im Zeitbereich treten bei den meisten Me-
thoden Probleme bei stark irregulären Signalen oder einem großenGrundfrequenz-
bereich im Signal auf [H83].
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2.1 Bestimmung der Periodenlänge
Die Periodenlänge T (Grundperiode) einer periodischen Schwingung beschreibt
die kleinste Zeitdauer bis zum Wiedereintreten des gleichen Schwingungszustan-
des des Systems. Unter der Voraussetzung exakt periodischer Vorgänge ist eine
Bestimmung von T zu jedem beliebigen Zeitpunkt der Schwingung s(t) als die
kleinste zeitliche Differenz des Wiedereintretens eines bestimmten Schwingungs-
zustandes möglich, unter der Vorgabe:
T : s(t) = s(t+ T ); T > 0
Da die Vorgabe der exakten Periodizität immenschlichen Sprechapparat allerdings
nicht gegeben ist, ist die Bedingung s(t) = s(t + T ) fast nie erfüllt. Durch Än-
derungen der physikalischen Parameter, die die Schwingung beeinflussen – wie
des Drucks, des aus den Lungen kommenden Luftstroms oder Schwankungen
der Muskelspannung im Vokalismuskel bspw. – entstehen Variationen der Schwin-
gungsfrequenz und -amplitude der Stimmlippen, die sich im akustischen Zeitsig-
nal wiederfinden lassen.
Bei der Berechnung der Periodenlänge als Grundlage zur Bestimmung von Peri-
odenlängenschwankungen oder zur Ableitung akustischer Maße auf Basis der Pe-
riodenlänge werden zwei Vorgehensweisen unterschieden:
1. FensterweiseMittelung:Zum einen kann in einem Signalteilstück fester Län-
ge (Fenster) ein mittlerer Periodenlängenwert T für alle Perioden, die dieses
Signalfenster überdeckt, angegeben werden. Die Fensterlänge kann je nach
Anwendung so gewählt werden, dass entsprechend viele Perioden erfasst
werden. Aufeinander folgende Fenster können sich gegebenenfalls überlap-
pen. Es existieren sowohlMethoden, die auf demZeitsignal arbeiten, als auch
solche, die zur Analyse im Frequenzbereich eingesetzt werden.
2. Ereignisbasierte Methoden: Zum anderen kann, ausgehend von einem de-
tektierten oder empirisch bestimmten Startzeitpunkt t = t0, jede einzelne
folgende Periodenlänge Ti (mit i ∈ Z+) durch Beurteilung ausgezeichne-
ter Schwingungszustände im Signalverlauf (maximal positive oder negative
Signalamplitude oder steilster Nulldurchgang bspw.) ermittelt werden. Der
Periodenstartzeitpunkt der folgenden Schwingung t = ti+1 ergibt sich itera-
tiv aus dem Periodenstartzeitpunkt ti und der ermittelten Periodenlänge Ti
für die aktuelle Periode.
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Häufig werden Methoden zur fensterweisen Mittelung mehrerer Perioden als ini-
tiale Grobabschätzung der Periodenlänge benutzt, um in einem zweiten Schritt in
einer Umgebung dieser abgeschätzten Periodenlänge eine feinere Bestimmung der
exakten Periodenlänge vornehmen zu können.
2.1.1 Fensterweise Mittelung der Periodenlänge
Die unterschiedlichen, hier beschriebenen Verfahren, von denen die Autokorrela-
tionsfunktion in dieser Arbeit als Vorverarbeitungsstufe Verwendung findet, wei-
sen dabei individuelle Vor- und Nachteile auf [PJ99].
Autokorrelationsfunktion
Die Kurzzeit-Autokorrelationsfunktion (AKF) eines diskreten Signals s(t); t = 1. . . N
ist definiert als das Skalarprodukt eines Signalbereichs endlicher Länge mit einem
um τ zeitlich verschobenen Signalbereich gleicher Länge desselben Signals.
R(τ ) =
N−τX
t=1
s(t)s(t+ τ ) (2.1)
Im Fall periodischer Signale weist die AKF ein relatives Maximum bei Verschie-
bung um die Länge der Grundperiode (τ = T0) auf. Die AKF weist neben dem
absoluten Maximum bei keiner Verschiebung (τ = 0) insbesondere bei Verschie-
bungen um Vielfache der Grundperiode (τ = 2T0,3T0,. . .) – den Sub-Harmoni-
schen – weitere Maxima auf. Zusätzliche dominante Maxima können bei den For-
mantfrequenzen auftreten, die gerade bei schnellen Phonemübergängen häufig das
Maximum der Grundfrequenz überragen.
Zur Bestimmung der Grundperiodenlänge T0 ist lediglich in einem gegebenen Pe-
riodenlängenbereich ([τmin,τmax]) das Maximum der AKF zu suchen [RS78].
T0 = argmax
τmin≤τ≤τmax
R(τ ) (2.2)
Wird die AKF mit der Signalenergie R(0) normiert, so spricht man von der nor-
mierten Autokorrelationsfunktion. Somit ist ein Vergleich absoluter AKF-Werte aus
unterschiedlichen Signalfenstern möglich.
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Der zu untersuchende Periodenlängenbereich ist für gehaltene Phonation empi-
risch bekannt und erstreckt sich bei normaler, erwachsener Sprechstimmlage ty-
pischerweise von τmin = 3ms (hohe Frauenstimme) bis τmax = 14ms (tiefe Män-
nerstimme). Bei Kinderstimmenmuss dieser Analysebereich eventuell zu kürzeren
Periodenlängen erweitert werden. Eine mögliche Fehlerquelle besteht in der Anfäl-
ligkeit der AKF für Oktavfehler, da der angegebene Periodenlängenbereich mehr
als eine Oktave umfasst. Signaleigenschaften wie Periodenverdopplung oder ge-
ringfügige Instationaritäten können dazu führen, dass die AKF bei der halben oder
bei der doppelten (wahrgenommenen) Grundfrequenz ihr Maximum aufweist.
Die angesprochenen Nebenmaxima und Formanteinflüsse des Vokaltraktes in der
AKF können die Bestimmung der Grundperiode deutlich erschweren. Eine Mög-
lichkeit der Optimierung besteht darin, das Spektrum im Bereich der höheren Fre-
quenzen abzuflachen (spectral flattening). Als besonders effektiv hat sich dabei eine
nichtlineare Verzerrung durch das center clipping [S68a] erwiesen. Eine entscheiden-
de Rolle spielt bei dieser Vorgehensweise natürlich die Wahl des Schwellwertes.
Eine wesentlich effizientere Methode, um die bei der AKF störenden Formantein-
flüsse und Harmonischen bei der Grundperiodensuche zu eliminieren, stellt das
Cepstrum dar, das sich diese zunutze macht.
Cepstrum
Als Cepstrum (CEP) (von J.W. Tukey abgeleitetes Anagramm von „Spectrum“) be-
zeichnet man die Fourierrücktransformierte des logarithmierten Leistungsspek-
trums des Signals x(t):
CEPr(q) = F−1
˘
log |F {x(t)}|2¯ (2.3)
Die periodische Struktur der Grundfrequenz und ihrer Harmonischen im logarith-
mierten Leistungsspektrum bildet die Grundlage dieser Methode6. Zwischen dem
Cepstrum und der AKF besteht eine enge Verwandtschaft. Die Autokorrelations-
funktion AKF(x(t)) eines Signals x(t) steht in Bezug zu dessen Fouriertransfor-
mierten F(x(t)) über dasWiener-Khinchin-Theorem7:
6Die Entwicklung des Cepstrums diente eigentlich der Unterscheidung unterirdischer nuklearer Explosio-
nen von Erdbeben.
7Das Wiener-Khinchin-Theorem stellt einen Spezialfall des Kreuzkorrelations-Theorems dar. Eine Faltung
zweier Signale f(x) und g(x) im Zeitbereich entspricht einer Multiplikation im Frequenzbereich: f(x) ∗
g(x)↔ F (y) ·G(y); Spezialfall Wiener-Khinchin für f(x) = g(x).
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AKF(x(t))←→ |F {x(t)}|2 (2.4)
Die Autokorrelation eines Signals in einem Bereich (Zeit- oder Frequenz-) ent-
spricht der Berechnung des Leistungsspektrums in dem jeweils anderen Bereich.
Basierend auf dem Quelle-Filter-Ansatz aus Gleichung 1.1 kann man ein stimm-
haftes Sprachsignal x(t) vereinfacht als Faltungsprodukt aus periodischen Anre-
gungspulsen e(t) und Vokaltraktantwort v(t) (inklusive Glottispuls und Abstrah-
lung der Lippen) betrachten:
x(t) = e(t) ∗ v(t) (2.5)
Eine Fouriertransformation F (auchb) ermöglicht die Trennung dieses Faltungs-
produkts in eine einfache Multiplikation:
F(x(t)) = F{e(t) ∗ v(t)} = F{e(t)} · F{v(t)} (2.6)
bx(ω) = be(ω) · bv(ω) (2.7)
Durch eine Logarithmierung lässt sich das Produkt in eine Summe transformieren:
log bx(ω) = log be(ω) + log bv(ω) (2.8)
Eine erneute Fouriertransformation erlaubt die Rücktransformation in den Zeitbe-
reich, in dem der Einfluss des Vokaltraktes und der der Grundfrequenz sich nun
infolge der Addition separieren lassen:
CEPc(q) = dlog bx(q) = dlog be(q) + dlog bv(q) (2.9)
Die neue Variable q wird als Quefrenz8 bezeichnet und stellt das Argument des
komplexen Cepstrums CEPc dar. In einem vorgegebenen Quefrenzintervall findet
daraufhin die Bestimmung eines relativen Maximums, das die Grundperiodenlän-
ge charakterisiert, statt [NS64], [N64], [N67]. Wichtig ist dabei die Wahl der unte-
ren Grenze des Intervalls, da die niedrigen Quefrenzen (0 – 3ms) zum Großteil
durch den Einfluss des Vokaltraktes bestimmt sind. Da es sich bei diesen Spektren
um nichtnegative, reellwertige Funktionen handelt, ersetzt der reelle Logarithmus
den komplexen und zur Grundfrequenzbestimmung wird in der Regel folglich das
reellwertige Leistungs-Cepstrum CEPr aus Gl. 2.3 anstelle des komplexen Cep-
strums CEPc aus Gl. 2.8 verwendet [H83].
8Quefrenz ist ebenfalls ein Anagramm von J.W. Tukey aus „Frequenz“ als Argument des Cepstrums in der
Dimension Zeit.
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Harmonisches Produktspektrum
Die Analyse desHarmonischen Produktspektrums (HPS) geht auf Schroeder [S68] zu-
rück und basiert auf dem Auftreten deutlicher Maxima bei Vielfachen der Grund-
frequenz im Amplitudenspektrum, der sog. Harmonischen. Das Harmonische Pro-
duktspektrum wird als Produkt von R Replikas dieses Amplitudenspektrums, die
jeweils auf der linearen Frequenzachse um einen ganzzahligen Faktor r gegenüber
dem Originalspektrum gestaucht sind, berechnet.
HPS(n) = R
vuut RY
r=1
|X(ein∆ω r)| (2.10)
Höhere Harmonische fallen durch die Stauchung mit der Grundfrequenz selbst zu-
sammen und liefern bei periodischen Signalen ein deutliches Maximum bei der
Grundfrequenz, die durch eine Extremwertsuche aus demHPS bestimmt wird. Be-
trachtet man bspw. ein um Faktor 2 auf der linearen Frequenzachse gestauchtes
Spektrum, so fällt der Peak der zweiten Harmonischen mit dem der Grundfre-
quenz im ungestauchten Spektrum zusammen und verstärkt sich durch die Mul-
tiplikation. Gleiches gilt für die dritte Harmonische im um Faktor 3 gestauchten
Spektrum und die höheren ganzzahligen.
Gerade bei Signalen mit niedrigem Signal-Rausch-Verhältnis (SNR, signal to noise
ratio) oder einem generell hohen Rauschanteil weist diese Methode Vorteile gegen-
über den bisher dargestellten auf. Der Einfluss der unkorrelierten Rauschkompo-
nenten nimmt durch die Multiplikation der gestauchten Spektren ab und es resul-
tiert ein deutlicher Peak bei der Grundfrequenz.
Einwesentlicher Nachteil der bisher dargestelltenMethoden besteht allerdings dar-
in, dass auch bei kurzen Signalabschnitten keine Aussage über den exakten Start-
bzw. Endzeitpunkt einzelner Schwingungsperioden möglich ist. Es wird lediglich
eine lokal gemittelte Periodenlänge für das analysierte Segment berechnet.
Über die genannten Methoden hinaus existieren weitere Verfahren zur Grundfre-
quenzbestimmung auf Kurzzeitsegmenten, wie die Analyse des Modulationsspek-
trums [S00], [SQ02] bspw., die hier allerdings nicht weiter ausgeführt werden.
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2.1.2 Ereignisbasierte Methoden
Im Gegensatz zu den im vorigen Abschnitt beschriebenen fensterbasierten Metho-
den werden bei den ereignisbasierten die individuellen Periodenlängen der ein-
zelnen Schwingungszyklen direkt berechnet. Gängige ereignisbasierte Verfahren
stellen die peak picking-Methode oder die Bestimmung der Nulldurchgangsrate (zero
crossing rate, ZCR) dar. Automatisch detektierte Extremwerte in zu analysierenden
Signalabschnitten markieren beim peak picking die gesuchten Periodengrenzen, wie
in Abbildung 2.1 schematisch dargestellt ist.
Abb. 2.1: Periodenlängenbestimmung mittels peak picking-Verfahren. Der Abstand zwi-
schen zwei Extremwerten innerhalb eines vorgegebenen Intervalls definiert die
jeweilige Periodenlänge T0.
Diese Verfahren funktionieren zufriedenstellend bei normalen Stimmen und nicht
zu hoher zeitlicher Auflösung. Sie werden häufig in kommerziellen Systemen zur
Stimmanalyse eingesetzt [K92], da sie einfach zu implementieren sind und bis auf
hochgradig gestörte Stimmen zumeist zuverlässig funktionieren.
Solch Einzelereignis-basierte (event based) Methoden liefern allerdings bei patholo-
gischen, insbesondere stark behauchten Stimmen nur unzureichende Ergebnisse.
Ein vorhandener additiver Rauschanteil dieser Stimmen kann zu Verschiebungen
der relevanten, zu beurteilenden Ereignisse einer Periode um wenige Abtastwerte
führen und das Ergebnis somit verfälschen. Bei der Analyse pathologischer Stim-
men sind solche Verfahren folglich nur eingeschränkt anzuwenden.
Robuster gegen additives Rauschen sind integrale Verfahren, wie der im folgenden
Abschnitt vorgestellte WaveformMatching Algorithmus.
27
Waveform Matching Algorithmus
Beim Waveform Matching Algorithmus [TL93], [MYC91], [M87], [PJ99] handelt es
sich um ein integrales Verfahren, das die gesamte Information des Zeitsignals
zweier aufeinander folgender Perioden für die Grundperiodenlängenbestimmung
nutzt. In einem vorgegebenen Intervall (Tmin ≤ Tτ ≤ Tmax) – voreingeschränkt un-
ter Verwendung einer fensterbasierten Periodenlängenbestimmungsmethode aus
Abschnitt 2.1.1 – werden dazu Kurzzeit-Kreuzkorrelationskoeffizienten (KKKτ )
paarweise aufeinander folgender Signalabschnitte x(t) und y(t) der Länge τ bei
festgehaltenem Startpunkt t0 bestimmt. Die lokale Grundperiodenlänge T0 ist über
die entsprechende Segmentlänge τ an der Stelle des maximalen Korrelationskoeffi-
zienten KKKτ gegeben, wie in Abbildung 2.2 dargestellt ist.
Abb. 2.2: Schematische Darstellung des Waveform Matching Algorithmus mit entspre-
chendem Korrelationssignal. Das Maximum der KKK im Intervall [Tmin;Tmax]
bestimmt die Periodenlänge.
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Die Signalteilstücke x(t) und daran anschließend y(t) werden als τ -dimensionale
Vektoren aufgefasst. Die Abtastwerte des ersten Segments (xt0 , . . . ,xt0+τ−1) wer-
den zum Vektor ~Xτ der Dimension τ zusammengefasst, zum Vektor ~Yτ die des
zweiten Segments (xtτ , . . . ,xt2τ−1 ). Der KKKτ errechnet sich als normiertes Skalar-
produkt der beiden Vektoren ~Xτ und ~Yτ . Das Maximum der KKKτ wird als Peri-
odenkorrelationskoeffizient oderWaveform Matching Coefficient (WMC) bezeichnet.
WMC = argmax
Tmin≤Tτ≤Tmax
KKKτ =
~Xτ · ~Yτ
| ~Xτ | · | ~Yτ |
(2.11)
Die berechnete Periodenlänge T wird bezogen auf den Startpunkt der Suche t0 als
Ausgangspunkt der folgenden Iteration des Verfahrens benutzt.
Die Wahl der zulässigen Periodenlängengrenzen Tmin und Tmax ist wichtig für ei-
ne vollautomatische Implementierung dieses Verfahrens. Einen initialen Anhalts-
punkt bietet das erste Maximum der Autokorrelationsfunktion TAKF für Fenster der
Länge 200-500ms. Die beiden Periodenlängengrenzwertewerden darauf basierend
angesetzt, als [MFS98], [FMSK00]:
Tmin = 0,5 · TAKF und Tmax = 1,5 · TAKF
Die Bestimmung der Periodenlänge ist bei dieser Vorgehensweise in der Auflö-
sung von ganzzahligen Abtastperioden möglich, die allerdings für bestimmte An-
wendungen nicht ausreichend ist. Durch eine anschließende parabolische Interpo-
lation des maximalen Kreuzkorrelationskoeffizienten KKKWMK und seiner beiden
Nachbarwerte (KKKWMK-1 und KKKWMK+1) kann eine Verfeinerung der Periodenlän-
genauflösung weit über die Zeiteinheit einer Abtastperiode hinaus erreicht werden
[MYC91].9
Die Bestimmung des Kreuzkorrelationskoeffizienten gestattet darüber hinaus eine
Aussage über die Ähnlichkeit zweier aufeinander folgender Perioden. Ein hoher
Korrelationswert [0,1] nahe 1 beschreibt eine sehr ähnliche Signalform der beiden
Perioden. Mittelt man die berechneten Korrelationskoeffizienten über ein zu analy-
sierendes Zeitfenster, so spricht man vom Mittleren Periodenkorrelationskoeffizienten
oder auch Mean Waveform Matching Coefficient (MWMC). Dieser zusätzlich gewon-
nene Parameter stellt ein weiteres Stimmgütemaß dar.
9Die parabolische Interpolation ist notwendig, da bspw. bei einem mit fs = 48 kHz abgetasteten Signal
einer Grundfrequenz von 200Hz eine Grundperiode lediglich 240 Abtastwerte umfasst. Bei einer Zeitauf-
lösung von einem Abtastwert würde eine Abweichung von einem Abtastwert bereits zu einem Perioden-
längenfehler von 0,416¯% führen.
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2.2 Stimmgütemaße zur Beschreibung von
Schwingungsirregularitäten
Da es sich beim menschlichen Sprechapparat um ein komplexes biomechanisches
System handelt, bei dem verschiedenste Teile mit einwirken, die über den Schwin-
gungsverlauf nicht notwendigerweise konstante Eigenschaften aufweisen (siehe
Abschnitt 1.1), sind geringe Schwankungen in der Grundfrequenz und Amplitu-
de auch bei stimmgesunden Sprechern vorzufinden. Gerade die Möglichkeit der
sehr feinen Steuerung und die geringen Schwankungen wesentlicher Stimmpro-
duktionseigenschaften bewirken einen natürlichen Stimmklang und erlauben eine
breite Vielfalt an sprachlichen Ausdrucksformen, im Gegensatz zu synthetisierten
Stimmen, bei denen eine exakte Periodizität und Konstanz der Schwingungsampli-
tude teilweise durch das implementierte System vorgegeben ist [L61], [H63]. Diese
natürlichen Schwankungen sind bei stimmgesunden Sprechern nur sehr klein und
ihre Erfassung durch akustische Messgrößen geht direkt auf die Periodenlängen-
bestimmung zurück. Schwingungsirregularitäten treten nach Untersuchungen von
Orlikoff et al. allerdings bereits allein durch den Pulsschlag auf [OB89]. Insbesonde-
re der musculus thyroarytaenoideus (vocalis), der zwischen Schild- und Stellknorpeln
verläuft, ist davon betroffen und verursacht Irregularitäten.
Die Grundlage dieser Schwingungsirregularitätsmaße stellt die Periodenlänge dar.
Der Terminus Jitterwird dabei als einMaß für die Periodenlängenschwankung ver-
wendet. Zur Beschreibung der Schwankungen der Schwingungsamplitude bzw.
Energie eines Schwingungszyklus wird der Terminus Shimmer verwendet. Bei
hochgradig gestörten Stimmen ist die Aussagekraft dieser Schwingungsirregula-
ritätsmaße nur bedingt gegeben, da u. U. keinerlei annähernd periodische Schwin-
gung glottalen Gewebes mehr vorliegt [TL92]. Aus diesem Grund ist die Verwen-
dung eines Periodenlängenbestimmungsalgorithmus – wie des Waveform Mat-
ching Algorithmus – notwendig, der a priori keinerlei Periodizität des Signals vor-
aussetzt [FMSK97].
2.2.1 Jitter
Erstmalig publiziert wurde die Bestimmung des Jitters als Maß für die Schwan-
kung der Grundperiodenlänge aus fortlaufender Sprache von Liebermann [L61].
In einer späteren Arbeit von Liebermann sind Jittermessungen zur Beurteilung der
Stimmqualität pathologischer Stimmen durchgeführt worden [L63]. Trotz diverser
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Publikationen, in denen der Jitter als akustisches Stimmgütemaß Verwendung fin-
det, existiert keine exakte Definition und Vorschrift zur Bestimmung [L61], [L63],
[S89], [PT90], [SG91], [KES93], [TL93], [VFMD93], [SG95]. Der berechnete Wert des
Jitters hängt deshalb direkt von der Wahl der Grundperiodenbestimmungsmetho-
de ab [TL93]. Ebenso uneinheitlich definiert in der Literatur ist die Angabe des Jit-
ters a) als prozentuale Abweichung der Periodenlänge oder b) als absolutes Maß.
Die Anwendung unterschiedlicher Grundperiodenbestimmungsmethoden resul-
tiert zwar in verschieden großen Werten des berechneten Jitters, die Relationen
zwischen den Jitterwerten verschiedener Stimmen bleiben allerdings gleich, wie
Titze [TL92] für gehaltene Phonation zeigt. Deshalb ist bei der Angabe von Jitter-
werten auch immer eine Angabe der angewandten Berechnungsmethode (sowie
der Grundperiodenbestimmungsmethode) notwendig, um diese Werte in Bezug
zu anderen Studien beurteilen zu können.
Parallel zur Entwicklung unterschiedlicher Jitter-Bestimmungsmethoden haben
sich verschiedene Bezeichnungen zur Quantifizierung der Periodenlängenschwan-
kungen, die auch als Periodenperturbationen bezeichnet werden, etabliert. Um die-
se unterschiedliche Nomenklatur in der Literatur zu vereinheitlichen haben Pinto
und Titze [PT90], [T94a] diese auf mathematische Begriffe – sog. Perturbationsma-
ße – zurückgeführt.
Perturbationsmaße
Bei der Verwendung von Perturbationsmaßen wird die individuelle Abweichung
einer Messgröße in Bezug zu einer gemittelten Abweichung in einer lokalen Um-
gebung betrachtet und über die Gesamtstatistik gemittelt. Der Perturbation Faktor
(PF) stellt solch ein Perturbationsmaß dar, bei dessen Berechnung über die lokal
normierte Abweichung von zwei aufeinander folgenden Einheiten gemittelt wird.
PF =
100%
N − 1
N−1X
n=1
˛˛˛˛
u(n)− u(n− 1)
u(n)
˛˛˛˛
(2.12)
u(n) beschreibt die Folge des betrachteten Parameters, dessen Perturbation be-
stimmt werden soll und N ist durch die Gesamtlänge des Signals in Abtastwer-
ten gegeben. Dient der PF der Beschreibung der Grundperiodenlänge, so spricht
man vom Pitch Perturbation Factor (PPF). Der PPF ist allerdings sensitiv gegenüber
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Grundperiodenlängenänderungen, die auf größeren Zeitskalen als dem zeitlichen
Umfang der lokalenMittelung erfolgen. Der Einfluss der Satzmelodie in fortlaufen-
der Sprache kann demzufolge die Irregularitäten der Stimmlippenschwingung bei
der Berechnung mittels PF verfälschen.
Einen wesentlichen Vorteil bei der akustischen Analyse fortlaufender Sprache bie-
tet die Mittelung der Abweichungen in einer lokalen Umgebung im Gegensatz zur
lokalen Periodenlänge. Der Perturbation Quotient (PQ) stellt solch ein Perturbations-
maß dar und geht auf Koike [K71] zurück. Er ist für eine Folge u(n) definiert, als
[KES93]:
PQ =
100%
N −K
N−K−1
2
−1X
n=K−1
2
˛˛˛˛
˛˛˛u(n)− 1K
PK−1
2
k=−K−1
2
u(n+ k)
1
K
PK−1
2
k=−K−1
2
u(n+ k)
˛˛˛˛
˛˛˛ (2.13)
u(n) beschreibt die Folge des betrachteten Parameters, N ist durch die Gesamtlän-
ge des Signals in Abtastwerten gegeben und K beschreibt die Breite des lokalen
Mittelungsbereichs10. Entsprechend Gleichung 2.13 erhält man als Perturbations-
maß eine Prozentangabe.
Für die Bestimmung des PQ der Periodenlänge, des Period Perturbation Quoti-
ent (PPQ), wird innerhalb des zu analysierenden Signalbereichs der Länge N je-
der Periodenlängenwert Tn in seiner Umgebung der K Nachbarperiodenwerte
T
(n−K−1
2
)
, . . . ,Tn, . . . ,T(n+K−1
2
)
bewertet [K71][KES93]. In einer Umgebung von
K = 3mit u(n) := T (n) lautet der PPQ:
PPQ =
100%
N − 3
N−2X
n=1
˛˛˛˛
Tn − 13 (Tn−1 + Tn + Tn+1)
1
3
(Tn−1 + Tn + Tn+1)
˛˛˛˛
(2.14)
mit Tn = T (n) und n = 0, . . . ,N − 1.
Für die Jitterberechnung aus fortlaufender Sprache wird in dieser Arbeit K = 3
gewählt, um insbesondere den Einfluss der Satzmelodie und der Phonemübergän-
ge auf die lokale Periodenlänge weitestgehend ausschließen zu können. Der Jitter
wird in Prozent angegeben und liegt für stimmgesunde Sprecher im Bereich von
0,1 − 1% für gehaltene Vokale. Für fortlaufende Sprache liegen diese Werte etwas
höher [SG95].
10K muss ungerade sein, damit ein zentraler Wert der Umgebung existiert.
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2.2.2 Shimmer
Als Shimmer werden die Schwankungen der Amplitude der einzelnen Grundperi-
oden bezeichnet. Die davon abgeleitete Betrachtung der Schwankungen der Ener-
gie im Gegensatz zur Amplitude gewährleistet bei starken individuellen Schwan-
kungen der Amplitude infolge von Rauschen eine größere Unabhängigkeit. Eine
Quantifizierung kann ebenfalls mit dem Perturbation Quotient erfolgen und wird
entsprechend als Energy Perturbation Quotient (EPQ) mit u(n) := E(n) und K = 3
nach Gleichung 2.15 berechnet:
EPQ =
100%
N − 3
N−2X
n=1
˛˛˛˛
En − 13 (En−1 + En + En+1)
1
3
(En−1 + En + En+1)
˛˛˛˛
(2.15)
mit En = E(n) und n = 0, . . . ,N − 1.
Shimmerwerte für stimmgesunde Sprecher liegen für gehaltene Phonation im Be-
reich von 1−10% undwerden in dieserArbeit ebenfalls in einer lokalenUmgebung
vonK = 3 für fortlaufende Sprache berechnet.
2.2.3 Periodenkorrelationskoeffizient
Ein Maß für die Ähnlichkeit der Signalform aufeinander folgender Perioden ist
deren Kurzzeit-Kreuzkorrelationskoeffizient. Er wird bei der Grundperiodenlän-
genbestimmung nach demWaveform Matching Algorithmus berechnet (siehe Ab-
schnitt 2.1.2). Der Mittelwert dieser Korrelationskoeffizienten paarweise aufeinan-
der folgender Perioden in einem Signalabschnitt wird auch als mittlerer Perioden-
korrelationskoeffizient (Mean Waveform Matching Coefficient, MWMC) bezeichnet.
WMC = argmax
Tmin≤Tτ≤Tmax
KKKτ =
~Xτ · ~Yτ
| ~Xτ | · | ~Yτ |
(2.16)
Er liegt im Intervall [0,1] und erreicht sein Maximum bei Signalen mit identischer
Periodenform (exakt periodische Signale). Mit zunehmenden Unregelmäßigkeiten
in Länge und Form der Perioden fällt der MWMC imWert ab.
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2.2.4 Directional Perturbation Factor
DerDirectional Perturbation Factor (DPF) geht auf eine Arbeit von Hecker und Kreul
[HK71] zurück und ist definiert als der prozentuale Anteil der Grundperioden-
längendifferenzen aufeinander folgender Schwingungsperioden unterschiedlichen
Vorzeichens von der Gesamtzahl der Periodenlängenänderungen.
DPF =
∆±P
∆T
(2.17)
In einer Untersuchung von Askenfeld et al [AH86] an fortlaufenden Sprachäuße-
rungen von stimmgestörten Sprechern vor und nach Stimmtherapie zeigt der DPF
eine hohe Korrelation mit perzeptiven Beurteilungen der Stimmgüte.
2.2.5 Fundamental Frequency Distribution
Hammarberg et al. [HFGS80] haben die Verteilung der Grundfrequenz (Fundamen-
tal Frequency Distribution, FFD) über einem Signalabschnitt untersucht und hohe
Korrelationen mit perzeptiven Beurteilungen der Stimmgüte erhalten. Der Kehr-
wert der lokal bestimmten Periodenlänge – die Grundfrequenz jeder einzelnen Pe-
riode – wird dabei in einem Frequenzhistogramm mit einer Auflösung von 1Hz
Abb. 2.3: FFD: Exemplarisches Grundfrequenz-
Histogrammmit angepassten Geraden
bei 1Hz Auflösung pro Bin.
pro Bin aufgetragen. Bei Hammar-
berg et al. wird zur Bestimmung
der Periodenlänge das Signal eines
Kontaktmikrophons am Hals des
Sprechers auf Höhe des Kehlkopfes
analysiert. Die Analyse des akusti-
schen Sprachsignals sollte bei einer
ausreichend hohen zeitlichen Auf-
lösung allerdings auch entsprechen-
de Ergebnisse liefern.
Eine Beurteilung dieser Frequenz-
verteilung erfolgt anhand der Stei-
gung zweier Geraden, die an die
beiden Flanken beidseits des Maxi-
mums des Histogramms angepasst
werden.
34
2. Akustische Maße zur Stimmgütebeschreibung
2.3 Untersuchungen des Residualsignals
Entsprechend der Theorie der Linearer Prädiktion treten im Prädiktionsfehlersig-
nal eines stimmgesunden Sprechers – insbesondere zu Beginn eines Schwingungs-
zyklus – deutlich erkennbare Prädiktionsfehlermaxima auf [MG76]. Eine Bestim-
mung der Grundperiodenlänge ist demzufolge anhand dieses Fehlersignals – des
Residualsignals – relativ zuverlässigmöglich [CL91]. Bei pathologischen Sprechern
sind – bedingt durch einen zumeist inkompletten Glottisschluss – diese Maxima
nicht so deutlich zu erkennen [KM75], [PMWH87]. Änderungen im Stimmlippen-
schwingungsverhalten aufgrund von Stimmstörungen sollten sich folglich in den
Eigenschaften des Residualsignals (residue features) dokumentieren lassen.
Die Betrachtung der Eigenschaften des Residualsignals gründet sich auf die An-
nahme, das dieses hochgradig mit der Schwingung der Stimmlippen korreliert
ist. Das Residualsignal wird durch Inversfilterung des Sprachsignals bestimmt –
entsprechend dem Quelle-Filter-Modell der Sprachproduktion nach Gleichung 1.1.
Die Koeffizienten der Inversfilterung werden mittels Linearer Prädiktion berech-
net [PMWH87]. Da die Lineare Prädiktion den Einfluss des Vokaltraktes auf das
Sprachsignal parametrisiert, ist das Fehlersignal der Linearen Prädiktion mit dem
glottalen Anregungssignal korreliert. Bei stimmgesunder Phonation eines stimm-
haften Phonems sollte das glottale Anregungssignal aus einer Pulsfolge bestehen
und das Residualsignal entsprechend ein flaches Spektrum aufweisen, was bei hin-
reichend hoher Prädiktorordnung allerdings immer gegeben ist [D76], [PMWH87].
Davis hat bereits 1976 [D76] eine erste „automatische“ akustische Analysemetho-
de publiziert, die eine Trennung pathologischer Stimmen von Normalstimmen an-
hand von Eigenschaften des Residualsignals ermöglicht. Bestimmte Eigenschaften
stellen auch nach Prosek et al. [PMWH87] zuverlässige Indikatoren für eine Diffe-
renzierung zwischen stimmgesunden und pathologischen Stimmen dar. Eskenazi
et al. [ECH90] und Parsa et al. [PJ01] dokumentieren die Möglichkeit, anhand von
Residualparametern wie SFR (siehe Abschnitt 2.3.2) und PA (siehe Abschnitt 2.3.3)
eine Unterscheidung verschiedener Pathologien durchführen zu können.
2.3.1 Lineare Prädiktion
Die erste Beschreibung der Terminologie der Linearen Prädiktion (LP) geht auf Wie-
ner [W66] zurück. Im Gebiet der Sprachverarbeitung werden Analyse- und Kodie-
rungsanwendung mittels LP (Linear Predictive Coding, LPC-Analyse) erstmals von
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Schroeder und Atal [AS70], [AH71] entwickelt. Obwohl die Hauptanwendung der
LPC-Analyse sicherlich im Bereich der Sprachcodierung11 liegt, bildet sie doch die
Grundlage für einige wichtige Stimmgütemaße und spielt ebenso bei der stimm-
haft/stimmlos-Klassifizierung (siehe Abschnitt 3) eine wesentliche Rolle.
Der Ansatz der LPC-Analyse besteht darin, die Abtastwerte des zeitlich diskreti-
sierten Sprachsignals x(n) innerhalb eines kurzen Signalbereichs durch eine Line-
arkombination der vorangegangenen k Abtastwerte zu approximieren.
Prädiziertes Signal: xˆ(n) =
KX
k=1
ak x(n− k) (2.18)
Die LP beschreibt folglich die Modellierung eines rein rekursivenDigitalfilters, das
sich der Einhüllenden des Kurzzeitspektrums anpasst. DieseVorgehensweise nutzt
die Tatsache, dass sich das Sprachsignal im Vergleich zur Abtastrate nur sehr lang-
sam ändert und erlaubt eine Beschreibung linear redundanter Eigenschaften (Grob-
struktur des Spektrums) des Signals durch wenige Parameter. Die Koeffizienten ak
in der Linearkombination werden dabei als Prädiktorkoeffizienten bezeichnet und
für jeden analysierten Kurzzeitsignalbereich getrennt berechnet.
Die zu Beginn der Analyse unbekannten LPC-Koeffizienten ak werden angepasst,
indem das Fehlersignal e(n), das sich aus der Differenz des Originalsignals x(n)
und des mit den Koeffizienten prädizierten Signals xˆ(n) ergibt, im Sinne des klein-
sten Fehlerquadrats minimiert wird.
Fehlersignal: e(n) = x(n)− xˆ(n)
= x(n)−
KX
k=1
akx(n− k) (2.19)
Fehlerquadrat: E =
X
n
e2(n) =
X
n
»
x(n)−
KX
k=1
akx(n− k)
–2
(2.20)
!
= Minimum
11In der heutigen Mobilfunktechnik erfolgt die Sprachcodierung auf Basis einer Erweiterung der LPC-
Analyse, der sog. CELP (Codebook excited linear predicitve coding) [SA85], [S04].
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Zur Minimierung der Fehlerquadratsumme in Gleichung 2.20 müssen die partiel-
len Ableitungen nach den Prädiktorkoeffizienten gleich Null gesetzt werden:
∂E
∂ak
= 2
X
n
e(n) · ∂e
∂ak
= 0 (2.21)
X
n
KX
k=1
KX
l=1
akx(n− k)x(n− l) =
X
n
KX
l=1
x(n− l)x(n). (2.22)
Zur Lösung dieses Gleichungssystems 2.22 existieren zwei unterschiedliche Ansät-
ze für die Wahl der Summationsgrenzen über n: die Kovarianzmethode und die Au-
tokorrelationsmethode [MW72].
Kovarianz- und Autokorrelationsmethode
Die beiden Berechnungsmethoden unterscheiden sich im Intervall, in dem der zu
minimierende Prädiktionsfehler berechnet wird. Bei der Kovarianzmethode12 wird
die Fehlerbestimmung lediglich im Intervall [K,N − 1] des N Abtastwerte um-
fassenden Signalabschnitts durchgeführt. Zur Berechnung der Kovarianzmatrixele-
mente werden allerdings alleN Abtastwerte verwendet.
Für die Bestimmung der Prädiktorkoeffizienten ak ergibt sich damit folgendesGlei-
chungssystem für die Kovarianzmethode:
KX
k=1
akΦ(l,k) = Φ(l,0) , l = 1, . . . ,K (2.23)
mit Φ(l,k) =
N−1X
n=K
x(n− k)x(n− l). (2.24)
Φ(l,k) bestimmt dabei die Kreuzkorrelation zwischen den beiden bei (K − l) und
(K − k) beginnenden Signalsegmenten der LängeN −K.
Bei Verwendung der Autokorrelationsmethode zur Lösung des Gleichungssystems
2.22 werden die Intervallgrenzen als±∞ angenommen und die Abtastwerte außer-
12Der Name „Kovarianzmethode“ stammt aus der Ähnlichkeit der sich aus der Kreuzkorrelation ergeben-
den Koeffizientenmatrix mit einer Kovarianzmatrix.
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halb des betrachteten Signalfensters als x(n) = 0 für n < 0 und n ≥ N angenom-
men. Das Gleichungssystem vereinfacht sich dadurch mit Φ(l,k) = R(|l − k|) zu:
KX
k=1
akR(|l − k|) = R(l) , l = 1, . . . ,K (2.25)
mit R(l) =
N−1−lX
n=0
x(n)x(n+ l) und l ≥ 0 (2.26)
Das Analysefenster muss bei der Autokorrelationsmethode in stimmhafter Phona-
tion mehrere Grundperioden umfassen. Die Kovarianzmethode kann im Gegen-
satz dazu auch auf kürzeren Signalsegmenten im Bereich der Grundperiodenlänge
oder darunter angewandt werden und ist insbesondere für grundperiodensynchro-
ne Untersuchungen geeignet. Werdenmehrere Grundperioden analysiert, so liefert
die Anwendung beider Methoden ähnliche Ergebnisse, da bei hinreichend vielen
Abtastwerten die Koeffizienten der Kovarianzmatrix sich den Autokorrelationsko-
effizienten angleichen.
Der Vorteil der Autokorrelationsmethode liegt zum einen in einem geringeren Re-
chenaufwand zur Koeffizientenbestimmung, da mit dem Levinson-Durbin-Algo-
rithmus [M75] bspw. eine effiziente iterative Lösung des Gleichungssystems 2.25
existiert. Zum anderen ist bei der Autokorrelationsmethode ein stabiles Filter in Gl.
2.29 (s. u.) garantiert [MG76].
Prädiktorordnung
Die Anzahl K der berechneten Prädiktorkoeffizienten ak wird als Prädiktorord-
nung bezeichnet. DieWahl dieserOrdnung spielt eine wichtige Rolle für dieModel-
lierung der Vokaltraktresonanzen. Um den Vokaltrakteinfluss auf die Grobstruktur
des Spektrums (spektrale Einhüllende) unter idealisierten Bedingungen adäquat
parametrisieren zu können, sollte die Übertragungsfunktion A(z)mindestens eine
Anzahl von Filterkoeffizienten aufweisen, die die doppelte Länge der Schalllauf-
zeit von der Glottis bis zu den Lippen umfasst. Diese beträgt 2L/c mit der Län-
ge des Vokaltraktes L und der Schallgeschwindigkeit c. Unter der Annahme einer
Schallgeschwindigkeit in Luft von c ≈ 34 cm/ms und einer Vokaltraktlänge von
L ≈ 17 cm entspricht dies einer Laufzeit von 1ms, die die Übertragungsfunktion
mit einschließen sollte. Bei einer für die LPC-Analyse gebräuchlichen Abtastfre-
quenz von 12 kHz ergibt sich somit eine minimale Filterordnung vonK = 12.
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Da der Einfluss der glottalen Anregung und der Abstrahlung an den Lippen in
dem obigen Modell bisher nicht enthalten ist, kann diese Prädiktorordnung nur
als unterer Grenzwert betrachtet werden. Markel [M71] schlägt als sinnvolle Anga-
be der Prädiktorordnung einen Wert vor, der sich aus Abtastfrequenz in kHz (fs)
zuzüglich 4 oder 5 weiterer Koeffizienten ergibt [MG76].
Präemphase
Bei der Berechnung der Prädiktorkoeffizienten können Probleme auftreten, wenn
die Matrix des Gleichungssystems 2.22 singulär ist. Im Frequenzbereich spiegelt
sich dies in einer Instabilität des Filters (Gl. 2.29) wider. Mit einer Höhenanhebung
des Sprachsignals durch Differenzierung lassen sich diese Stabilitätsprobleme in
der Regel beheben [MG76]. Dies geschieht durch Filterung des Sprachsignals mit
einem 1-Nullstellen-Filter mit der Übertragungsfunktion:
H(z) = 1− µ · z−1 (2.27)
Dieses Digitalfilter 1. Ordnung entspricht einem Hochpass. Der Höhenanhebungs-
oder Präemphasenfaktor µ (preemphasis) sollte für Sprachsignale innerhalb des In-
tervalls [0,9; 1,0] liegen [MG76]. Ein gebräuchlicher Wert ist µ = 0,9375 [RS78].13
Interpretation im Frequenzbereich
Über den linearen Ansatz der Sprachproduktion ist eine Interpretation der LPC-
Analyse im Frequenzbereich möglich. Die LPC-Analyse kann dabei als eine para-
metrische Schätzung des Leistungsdichtespektrums aufgefasst werden. Nach An-
wendung der z-Transformierten auf die Gleichung 2.19 für den Prädiktionsfehler
ergibt sich:
E(z) =
"
1−
KX
k=1
akz
−k
#
·X(z) = 1
G(z)
·X(z) (2.28)
130,9375 entspricht dem rationalen Verhältnis 15/16.
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E(z) und X(z) beschreiben die z-Transformierten des Fehlersignals e(n) und des
Zeitsignals x(n). Das Nur-Pole-FilterG(z) lässt sich folglich durch die Prädiktorko-
effizienten ak beschreiben:
G(z) =
1
1−PK
k=1 akz
−k
(2.29)
Über die Berechnung der LPC-Koeffizienten aus dem Zeitsignal ist somit eine Be-
schreibung der spektralen Grobstruktur möglich, die als LPC-Formant-Spektrum
oder auch LPC-Spektrum bezeichnet wird.
2.3.2 Maße der Spektralen Flachheit
Laryngeale Pathologien können – wie schon angesprochen – zu Veränderungen im
Schwingungsverhalten der Stimmlippen und zu einem Anstieg des Rauschanteils
im Stimmsignal führen. Diese Veränderungen haben Einfluss auf die Flachheit des
Spektrums (spectral flatness). Ein höherer Rauschanteil in einem Sprachsignal be-
dingt ein höheres Maß der Spektralen Flachheit (Spectral Flatness Measures, SFM)
des Energiespektrums in dB, das als Verhältnis des geometrischen zum arithme-
tischen Mittel der spektralen Energieverteilung eines Signalfensters j definiert ist
[MG76]. Mit xji als i-ter Amplitudenwert des j-ten Spektrums:
SFMj =
Geometrisches Mittel
Arithmetisches Mittel
=
N
qQ |xji |2
1
N
PN−1
i=0 |xji |2
(2.30)
N ist dabei die Fensterbreite (Punktezahl der DFT). Der Wertebereich des SFM er-
streckt sich von [0; 1] und entspricht demWert 1 für ein exakt flaches Spektrum.
Es ist üblich, das Maß für die Spektrale Flachheit als Logarithmus dieses Verhält-
nisses in dB entsprechend Gleichung 2.31 anzugeben [ECH90].
SFMj = 10 lg
0@ N
qQ |xji |2
1
N
PN−1
i=0 |xji |2
1A = 1
N
N−1X
i=0
10 lg(|xji |2)− 10 lg(
1
N
N−1X
i=0
(|xji |2))
(2.31)
Der Wertebereich ändert sich entsprechend zu [−∞; 0], wobei ein großer negativer
Wert eine gesunde Stimme (eher stimmhaft) beschreibt und ein kleiner negativer
Wert nahe 0 (eher stimmlos) entsprechend eine gestörte Stimme.
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Spektrale Flachheit des Residualsignals
Die spektrale Flachheit des Residualsignals (SFR) kann als ein Maß für die Mas-
kierung der Harmonischen der Grundfrequenz durch Rauschen betrachtet werden
[D76], [PMWH87]. Der Wert des SFR erlaubt nach Parsa et al. [PJ01] bereits eine na-
hezu fehlerfreie Klassifikation zwischen normaler und pathologischer Stimmfunk-
tion auf der Basis von gehaltener Phonation. Ein hoher negativer Wert des SFR
stimmt mit einer gesunden Stimmfunktion überein, ein kleiner negativer Wert na-
he Null mit einer gestörten Stimmfunktion.
EinweiteresMaß der spektralen Flachheit stellt das des Inversfilters (üblicherweise
der Nenner von Gl. 2.29) dar. Nach Yanagihara stellt die spektrale Flachheit des
Inversfilters (SFF) ein Maß für die Maskierung der Formanden im Spektrum durch
Rauschen dar [Y67].
2.3.3 Pitch Amplitude
Die Pitch Amplitude (PA) ist definiert als Amplitudenwert des ersten Nebenmaxi-
mums der normierten Autokorrelationsfunktion des Residualsignals [RS78] und
beschreibt die Periodizität des Stimmlippenschwingungsverhaltens. Der Wertebe-
reich erstreckt sich von [0; 1], wobei stark behauchte Stimmen einen geringen Wert
des PA aufweisen und stimmgesunde Normalstimmen einen hohen Wert. Davis
zeigte 1976 bereits [D76], dass sowohl heisere als auch behauchte Stimmen kleine-
re PA-Werte als Normalstimmen aufweisen.
Basierend auf dem linearen Modell der Sprachproduktion weist das Prädiktions-
fehlersignal zu Beginn eines Schwingungszyklus hohe Fehlerwerte bei stimmge-
sunden Sprechern auf. Bei hochgradig gestörten Stimmen mit großer Glottisöff-
nungsfläche während der Phonation sind die Näherungen des linearen Sprachmo-
dells nicht mehr erfüllt, da der Resonanzraum Vokaltrakt am glottalen Ende nicht
abgeschlossen ist. Eine zunehmende Vermischung von pulsartiger und rauschhaf-
ter Anregung äußert sich im Residualsignal in undeutlicheren Fehlermaxima zu Be-
ginn eines Schwingungszyklus. Der Wert der Pitch Amplitude weist entsprechend
geringereWerte bei pathologischen Stimmen auf.
Plant et al. [PHW97] haben in Untersuchungen an gehaltener Phonation hohe Kor-
relationen (r = 0,85) des berechneten PA-Wertes mit perzeptiven Beurteilungskri-
terien der Gesamtstimmqualität gefunden.
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2.4 Stimmgütemaße zur Beschreibung additiven Rauschens
Bei der Bestimmung einiger glottaler Rauschmaße wird im Gegensatz zur Vorge-
hensweise bei Schwingungsirregularitätsmaßender Ansatz verfolgt, das Sprachsig-
nal aus einer Signal- und einer Rauschkomponente zusammengesetzt zu betrach-
ten [YGB82], [KOME86], [K87], [MBWMF88], [K93]. Das relative Verhältnis (ratio)
der Energiendieser beidenAnteile stellt dabei ein grundlegendesMaß zur Beschrei-
bung des glottalen Rauschanteils dar; durch den Wert desHarmonics-to-Noise-Ratio
oder des Signal-to-Noise-Ratio beispielsweise. Die Bestimmung der beiden Kompo-
nenten aus dem akustischen Signal kann sowohl auf Basis des Zeitsignals [YGB82],
als auch im Frequenzbereich erfolgen [KOME86], [K95].
2.4.1 Harmonics-to-Noise-Ratio
Ein Maß für die Quantifizierung der perzeptiv wahrgenommenen Heiserkeit einer
Stimme geht auf Yumoto et al. [YGB82] zurück und wird als Harmonics-to-Noise-
Ratio (HNR) bezeichnet. Der Wert des HNR ist durch das relative Verhältnis der
harmonischen Signalenergie zur Energie des Rauschanteils bestimmt. In der Li-
teratur sind dazu inzwischen verschiedene Ansätze zur Bestimmung der beiden
Anteile neben der grundlegenden Idee von Yumoto et al. zu finden, bei der die
Energie des harmonischen Signalanteils auf Basis einer gemittelten Periodenlänge
aus 50 Perioden bestimmt wird. Die Verwendung solch langer Zeitfenster erlaubt
die Bestimmung des HNR lediglich aus gehaltener Phonation und lässt keine aus-
sagekräftigen Ergebnisse in fortlaufender Sprache zu. Ein weiterer Ansatz basiert
auf der Analyse eines gemittelten Amplitudenverlaufs mehrerer aufeinander fol-
gender Signalperioden [YGB82] oder schließlich eine Methode zur Schätzung des
Rauschspektrums [KOME86].
Eine von Qi und Hillman [QH97] publizierte Methode zur Bestimmung des
HNR aus fortlaufender Sprache operiert im Frequenzbereich (frequency-based HNR,
FHNR) und basiert auf dem Cepstrum eines 200ms langen Signalsegments. Nach
Bestimmung des Cepstrums werden in diesem die Maxima identifiziert, die der
Grundfrequenz und ihren Harmonischen entsprechen. Eine cepstrale Fensterfunk-
tion wird weiterhin benutzt, um den Teil der hohen Quefrenzen aus dem Cepstrum
zu liftern14. Dieses gelifterte Cepstrum wird zurück in den Frequenzbereich trans-
14Quefrenzen und liftern sind Wortschöpfungen von Tukey und als Anagramm von den Bezeichnungen „Fre-
quenz“, bzw. „filtern“ abgeleitet.
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formiert, sodass das resultierende Spektrum den geglätteten Rauschanteil darstellt.
Den eigentlichen Wert des FHNR bestimmt schließlich das relative Verhältnis der
spektralen Energie des harmonischen und des Rauschanteils des jeweiligen Signal-
fensters.
2.4.2 Signal-to-Noise-Ratio
Das Signal-(zu)-Rausch-Verhältnis (Signal-to-Noise-Ratio, SNR) ist ein Maß für das
relative Verhältnis zwischen Signal- und Rauschanteilen eines Sprachsignals. Für
die Analyse fortlaufender Sprache existieren Ansätze von Klingholz [K87], [K90]
oder auch von Qi et al. [QHM99]. Untersuchungen von Klingholz zur Folge liefert
die Bestimmung des SNR aus fortlaufender Sprache eine um 5,6% bessere Klassi-
fikationsleistung bei der Beschreibung pathologischer Stimmen als aus gehaltener
Phonation [K90].
Eine von Qi et al. [QHM99] publizierteMethode zur Bestimmung des SNR aus fort-
laufender Sprache basiert auf demModell der Zusammensetzung eines Sprachsig-
nals aus regelmäßigen und somit prädizierbarenAnteilen – dem Signal – und unre-
gelmäßigen, nicht vorhersagbaren Anteilen – dem Rauschen. Das relative Verhält-
nis beider Signalanteile zueinander wird nach Qi et al. als Signal-Rausch-Verhältnis
bezeichnet. Die Bestimmung des prädizierbaren Anteils erfolgt dabei schrittweise
durch systematisches Entfernen der Regelmäßigkeiten aus dem Sprachsignal, bis
das Restsignal nahezu gaußverteilt ist [SA85].15
Entsprechend der akustischen Theorie der Sprachproduktion sind in Sprachsigna-
len sowohl Korrelationen auf kurzen als auch solche auf langen Zeitskalen vor-
handen. Kurzzeitkorrelationen basieren dabei auf einer Prädizierbarkeit anhand
direkt aufeinander folgender Abtastwerte und sind primär durch Vokaltraktreso-
nanzen bestimmt. Die Betrachtung von Langzeitkorrelationen erfolgt imGegensatz
dazu nicht anhand direkt aufeinander folgender Abtastwerte, sondern ist vielmehr
durch die quasiperiodische Signalstruktur der Sprache bestimmt. Die charakteristi-
schen Signaleigenschaften zu Beginn eines jeden Stimmlippenschwingungszyklus
lassen sich zu einem gewissen Teil aus den vorherigen Zyklen ableiten [RK89].
Zur Bestimmung der prädizierbaren Anteile der Sprache, sowohl der Kurz- als
auch der Langzeitkorrelationen, werdenMethoden der Linearen Prädiktion, die in
15Die Aufteilung des Sprachsignals in Kurzzeit- sowie Langzeit-Korrelationen und gausssches Rauschen
finden auch im Bereich der Sprachcodierung in der Telekommunikation Anwendung, CELP [SA85].
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Abb. 2.4: SNR aus fortlaufender Sprache.
Abschnitt 2.3.1 bereits dargestelltworden sind, benutzt. Die Bestimmung von Kurz-
zeitkorrelationen erfolgt durch inverse Filterung des Sprachsignals x(n) mit den
aus Linearer Prädiktion bestimmten Filterkoeffizienten ak. Typischerweise werden
in diesem Schritt Analysefensterlängen von 20ms und eine Prädiktorordnung von
14 verwendet [QHM99]. Das Residualsignal s(n) der Inversfilterung stellt das von
Kurzzeitkorrelationen bereinigte Signal dar, das nachfolgend auf Langzeitkorrela-
tionen analysiert wird.
Zur Bestimmung der Langzeitkorrelationen wird ein Intervall von 2,5ms verwen-
det. Diese Intervalllänge reicht aus, um die pulshafte Struktur des Residualsignals
in periodischer Stimmlippenschwingung mit einzuschließen. Unter Verwendung
einer Prädiktorordnung von 3 wird in einem Zeitintervall von 1,25 – 17,5ms nach
dem Koeffizientensatz bj gesucht, der einen minimalen Prädiktionsfehler liefert.
Mit diesem Filter wird das im ersten Schritt von Kurzzeitkorrelationen befreite Sig-
nal nun von Langzeitkorrelationen durch Inversfilterung bereinigt. Das inversge-
filterte Signal r(n)wird schließlich als Rauschanteil des ursprünglichen Sprachsig-
nals betrachtet.
DerWert des SNRwird als Verhältnis aus gemittelter RMS-Amplitude des Original-
signals und des von Kurz- und Langzeitkorrelationen bereinigten Signals bestimmt.
Da das Originalsignal die beiden Anteile Signal und Rauschen umfasst, wird das
berechnete Verhältnis noch durch Subtraktion von 1 bereinigt und anschließend
logarithmiert [QHM99].
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2.4.3 Glottal-to-Noise-Excitation-Ratio
DerGlottal-to-Noise-Excitation-Ratio (GNE) nachMichaelis et al. [MGS97], [MSZK94]
stellt ein akustisches Maß zur Beschreibung relativen Rauschens in der Glottispuls-
folge dar. Er ist ebenfalls amDritten Physikalischen Institut in Göttingen entwickelt
worden und seine Verwendung bei der akustischen Analyse pathologischer Stim-
men weist Vorteile gegenüber anderen Rauschmaßen, wie dem Normalized-Noise-
Energy Parameter (NNE) [KOME86] oder dem Cepstrum-based-Harmonics-to-Noi-
se-Ratio (CHNR) [K95] auf, da der GNE, auf Grund seiner Bestimmungsmetho-
de, nicht mit Schwingungsirregularitätsmaßen, wie Jitter und Shimmer korreliert
[MGS97], [MFS98]. Der GNE berechnet sich als maximaler Korrelationskoeffizient
zwischen Hilberteinhüllenden [SH94] des invers- und bandpassgefilterten Sprach-
signals in verschiedenen Frequenzbändern und stellt somit einMaß für dieQualität
des glottalen Schlusses dar.
Die möglichen Rauschanteile im Sprachsignal setzen sich zum einen aus Anteilen
in der Glottispulsfolge, die beim Aneinanderschlagen der beiden Stimmlippen ent-
stehen, und zum anderen aus turbulentem Rauschen, das von unvollständigem
Glottisschluss herrühren kann, zusammen. Bei vollständigem Glottisschluss wird
der gesamte Frequenzbereich gleichmäßig von der Pulsfolge, die sich durch Invers-
filterung bestimmen lässt, angeregt [FMLSK01]. Die Hilberteinhüllende verschie-
dener Frequenzbänder16 zeigt dann eine annähernd gleiche Form. Die Form des
anregenden Glottispulses ist dabei unabhängig von vorangegangenen oder nach-
folgenden Pulsen und die berechneten Korrelationskoeffizienten weisen in diesem
Fall hohe Werte nahe 1 auf.
Bei pathologischen Stimmen mit inkomplettem Glottisschluss entstehen bei der
Stimmanregung Turbulenzen auf glottaler Ebene, die sich in einem breitbandigen
Rauschanteil im Signal widerspiegeln. Unterschiedliche Rauschanteile in den ver-
schiedenen Frequenzbändern führen zu verschiedenen Formen der Hilberteinhül-
lenden und entsprechend zu niedrigeren Korrelationskoeffizienten. Der Wert des
GNE [0; 1] liegt somit deutlich unter 1 und sinkt mit zunehmendem Rauschanteil
in der Stimme bis auf Werte im Bereich von 0 ab. Für Normalstimmen weist der
GNEWerte nahe bei 1 auf [MGS97].
16Die Bandpassfilterung erfolgt mit 3 kHz Frequenzbreite bei unterschiedlichen Mittenfrequenzen. Für den
Korrelationskoeffizienten finden nur Bändermit hinreichend großemAbstand derMittenfrequenzen (∆ >
3 kHz) Verwendung.
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2.5 Göttinger Heiserkeits-Diagramm
Das Göttinger Heiserkeits-Diagramm (GHD) geht auf eine Arbeit vonMichaelis, Fröh-
lich und Strube am Dritten Physikalischen Institut in Göttingen zurück und stellt
eine zweidimensionale, quantitative grafische Darstellung zur Beschreibung der
Stimmgüte gehaltener Phonation dar [MFS98]. Die Verwendung des GHD ermög-
licht sowohl die Beurteilung stimmgesunder Normalsprecher, als auch hochgra-
dig gestörter pathologischer Stimmen [FMSK97], [FMK98], [FMSK98], [FMSK00].
In die Ergebnisse der akustischen Analyse nach den Parametern des GHD fließt ei-
ne Beurteilung der Schwingungsirregularitäten durch die Irregularitätskomponente
und additiven Rauschens im Sprachsignal durch die Rauschkomponente ein.
Die Irregularitätskomponente I wird aus drei unterschiedlichen Schwingungsirre-
gularitätsmaßen berechnet und stellt somit ein Maß für die Unregelmäßigkeit der
Stimmlippenschwingung dar. Der Logarithmus des Jitters, des Shimmers und des
mittleren Periodenkorrelationskoeffizienten fließen normiert und zu gleichen Tei-
len in die Berechnung der Irregularitätskomponente I nach Gleichung 2.32 ein. Die
Verwendung des Logarithmus garantiert dabei, einen großen Parameterbereich im
GHD darstellen zu können und trotzdem eine gute Auflösung zur Differenzierung
zwischen einzelnen Stimmen ähnlicher Stimmgüte zu gewährleisten.
I = 5 +
1√
3
„
log(1−wmc) + 1,614
0,574
+
log(j3) + 0,374
0,645
+
log(s15)− 0,757
0,368
«
(2.32)
Die Bestimmung des Jitters und Shimmers erfolgt anhand der mittels des Wave-
form Matching Algorithmus bestimmten Periodenlängen und in Form des Pertur-
bation Quotient (siehe Abschnitt 2.2.1) über einen Analysebereich vonK = 3 beim
Jitter (j3) undK = 15 beim Shimmer (s15). Die Berechnung des Periodenkorrelati-
onskoeffizienten (wmc) erfolgt für paarweise aufeinander folgende Perioden.
Die Rauschkomponente R stellt ein Maß für den Rauschanteil in der Sprache und
damit für den glottalen Schluss bei der Phonation dar. Ihr Wert wird nur durch den
im vorigen Abschnitt 2.4.3 vorgestellten GNE bestimmt und nach Gleichung 2.33
berechnet.
R = 1,5 +
(0,695− gne3)
0,242
(2.33)
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Abb. 2.5: Darstellung der Stimmgüte für 500 unterschiedliche Sprecher im GHD. Der
Mittelpunkt jeder Ellipse beschreibt dabei den Mittelwert der Irregularitäts- und
Rauschkomponente des akustischen Signals, die beiden Halbachsen deren Stan-
dardabweichungen.
Die berechneten Werte der Irregularitäts- und Rauschkomponente werden als El-
lipse – mit dem Fehlermaß der beiden Komponenten als Halbachsen – grafisch im
Heiserkeits-Diagramm dargestellt. Stimmgesunde Normalstimmen haben niedri-
ge Werte der Irregularitäts- und Rauschkomponente, hochgradig gestörte patho-
logische Stimmen weisen hohe Werte in beiden Komponenten auf. Die Lage der
Ellipse im GHD stellt dabei ein Maß für die Stimmgüte dar, wie für die Einzeler-
gebnisse mehrerer hundert Sprecher unterschiedlichster Stimmgüte in Abbildung
2.5 dargestellt ist.
2.5.1 Erweiterung für fortlaufende Sprache
Die Skalierung des Göttinger Heiserkeits-Diagramms ist auf der Grundlage von
447 Vokalen [MFS98] durchgeführt worden und stellt demzufolge nicht zwangsläu-
fig eine gute Repräsentation für fortlaufende Sprache dar. Auch die Bestimmung
des Shimmers über ein Analysefenster von 15 aufeinander folgenden Perioden ist
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in fortlaufender Sprache aufgrund kürzerer quasistationärer Signalabschnitte nicht
immer gewährleistet.
Aus diesem Grund ist im Rahmen dieser Arbeit eine Neuskalierung des GHD
für fortlaufende Sprache durchgeführt worden. Die direkte Vergleichbarkeit der
berechneten Komponentenwerte zwischen gehaltener Phonation und fortlaufen-
der Sprache geht dabei allerdings auf Kosten einer feineren Differenzierung un-
terschiedlicher Stimmgüten verloren [LFMS99], [LFMSK00], [KL03].
2.6 Langzeitspektren
Im Gegensatz zur Analyse der Signalspektren kurzer Zeitsegmente (Kurzzeitanaly-
se), die die zeitlich lokalen Eigenschaften des Sprachsignals beschreiben, enthalten
Langzeitspektren zusätzliche Informationen über den Verlauf des Sprachsignals.
Hammarberg et al. [HFGS80] haben dazu fortlaufende Sprachsignale von Spre-
chern mit Stimmstörungen mit einer 51-kanaligen Filterbank äquidistanter Filter-
breite von je 250Hz gefiltert und die Intensität jeder dieser Kanäle über die Zeit
gemittelt (Long Term Average Spectra, LTAS).
Abb. 2.6: LTAS eines 40 s Sprachsegments aus einer 51-kanaligen Filterbank mit 250Hz
Filterbreite; heller Graph ist von stimmlosen Segmenten befreit (links) und Illu-
stration der abgeleiteten Maße in drei Hauptfrequenzbändern 0-2, 2-5 und 5-8
kHz (nach [HFGS80]).
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Eine Bewertung dieser LTAS ist zum einen über eine Berechnung des spektralen
Abfalls in dB pro Oktave dieser gemittelten Spektren möglich. Zum anderen ist
es bei Vergleichen mit perzeptiven Bewertungen häufig üblich, die Frequenzach-
se dieser Langzeitspektren (fs = 16 kHz) in drei Bereiche (0–2; 2–5; 5–8 kHz) zu
unterteilen. Der maximale Pegel dieser drei Bereiche wird bei Hammarberg zu Ver-
gleichen mit perzeptiven Bewertungen eines Gutachterkollektivs aus Logopäden
und Phoniatern herangezogen und liefert hohe Korrelationen.
Neben einer Betrachtung des Gesamtsignals für die Bestimmung und Beurteilung
der LTAS ist zusätzlich eine getrennte Analyse lediglich der stimmhaften Sprachan-
teile sinnvoll. Die Eliminierung der stimmlosen Bereiche erfolgte bei Hammarberg
et al. über einen Energieschwellwertvergleich der unteren Frequenzbänder.
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3 Klassifikation fortlaufender Sprache
Im Gegensatz zur gehaltenen Phonation isolierter Vokale stellt die fortlaufende
Sprache eine Mischung aus stimmhaften und stimmlosen Bereichen sowie Sprech-
pausen dar, wie in Abbildung 3.1 exemplarisch verdeutlicht ist.
Abb. 3.1: Sprachsignal: „Einst stritten sich Nordwind und Sonne“ eines stimmgesunden
Sprechers und Klassifizierung stimmhafter (v) und stimmloser (u) Phonation
sowie Sprechpausen (p).
Ein Teil der in Kapitel 2 dargestellten akustischen Maße beschreibt Irregularitäten
im Stimmlippenschwingungsverhalten in stimmhafter Phonation. Für die Bestim-
mung dieser Maße über das gesamte fortlaufende Sprachsignal müssen die stimm-
haften Segmente (v) getrennt von stimmlosen (u) und Pausensegmenten (p) ana-
lysiert werden. Andere akustische Maße werden sowohl in stimmhafter als auch
stimmloser Phonation berechnet (SNR, LTAS). Auch die Bestimmung von Sprech-
pausen und deren Länge kann zur Beschreibung der Stimmgüte beitragen.
Eine zuverlässige Methode zur automatischen Selektion der stimmhaften Segmen-
te aus Sprachaufnahmen jeglicher Stimmgüte stellt eine wesentliche Grundvoraus-
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setzung zur akustischen Analyse fortlaufender Sprache dar. Sämtliche bisher publi-
ziertenMethoden erlauben allerdings keine robuste Segmentierung bei hochgradig
gestörten Stimmen. In der Entwicklung einer zuverlässigen, automatischen Klassi-
fikationsmethode zur Selektion stimmhafter Segmente im fortlaufenden Sprachsig-
nal bestand deshalb einer der wesentlichen Schwerpunkte dieser Arbeit.
Ausgangspunkt für die Entwicklung einer solchen Klassifikationsmethode war die
Suche nach akustischen Gemeinsamkeiten von gesunden und gestörten Stimmen,
die sich aus dem Sprachsignal ableiten lassen. Für unterschiedliche Sprecher – un-
abhängig von deren Stimmgüte – sollte der der Segmentierung zugrunde liegen-
de, gesuchte „Parametersatz“ bei der Artikulation desselben Phonems ähnliche
Werte liefern. Die Selektion der stimmhaften Segmente erfolgt dabei nicht anhand
einer Beurteilung der glottalen Anregung, sondern basiert auf der Stimmhaftigkeit
des artikulierten Phonems17. Dadurch soll auch bei aphonen Sprechern die Selek-
tion z. B. eines gesprochenen Vokals – also eines stimmhaften Phonems – möglich
sein, obwohl bei dieser extremen Form der Stimmstörung keinerlei kontrollierte
periodische Schwingung der Stimmlippen zu beobachten ist. Die vorgenommene
Gruppierung der einzelnen Phoneme in stimmhafte und stimmlose Anregung ist
dem Anhang 7.4 zu entnehmen.
Für die Segmentierung bieten sich zwei unterschiedliche Vorgehensweisen an:
1. Detektion, Isolation und Erkennung der einzelnen Phoneme im Sprachsignal
und getrennte Analyse, je nach vorgegebener Zuordnung in stimmhafte/
stimmlose Phonation.
2. Analyse äquidistanter Kurzzeitsegmente fester Länge; Klassifizierung jedes
einzelnen Kurzzeitsegments und anschließende Analyse zusammenhängen-
der Signalbereiche der gleichen Phonationsklasse.
Während bei der ersten Methode eine Phonemerkennung unter Verwendung von
Spracherkennungsalgorithmen durchgeführtwerdenmuss, ist bei der zweiten Her-
angehensweise für jedes zu analysierende Kurzzeitsegment fester Länge eine Ein-
gruppierung in stimmhaft oder stimmlos notwendig.
Da die Segmentgrenzen im zweiten Fall in der Regel nicht mit den Phonemgrenzen
zusammenfallen, spielt die Länge des Analysefensters eine wichtige Rolle. Zu kur-
ze Fensterlängen erlauben keine Bestimmung einer Grundperiodenlänge, zu lange
17In der Literatur wird Stimmhaftigkeit von Lauten in der Regel im Zusammenhang mit einer periodischen,
glottalen Anregung verwendet [S83].
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Segmente schließen mitunter mehrere Phoneme ein, sodass keine eindeutige Zu-
ordnung des Gesamtsegmentsmehr vorgenommenwerden kann. In der Sprachver-
arbeitung haben sich Analysefensterlängen im Bereich von 20 – 50ms als sinnvoll
erwiesen, da in diesem Zeitbereich das fortlaufende Sprachsignal als annähernd
stationär betrachtet werden kann.
Eine sprecherunabhängige Phonemerkennung aus fortlaufender Sprache nicht be-
kannten Inhalts stellt schon bei stimmgesunden Normalsprechern eine komple-
xe Aufgabenstellung dar. Viele Phonemerkenner basieren auf aus dem Sprachsig-
nal extrahierten Merkmalen, bei denen eine Beurteilung des Stimmlippenschwin-
gungsverhaltens mit einfließt. Gerade die glottale Anregung der Phonation, die
bei gestörten Stimmen deutlich vom Verhalten bei Stimmgesunden abweichen
kann, soll bei der Klassifizierung nicht betrachtet werden, damit auch gesprochene
stimmhafte Phoneme von Sprechern mit gestörter Stimmfunktion als solche analy-
siert werden und nicht aufgrund ungenügender Periodizität im Schwingungsver-
halten als stimmlos klassifiziert werden.
Die Verwendung äquidistanter Kurzzeitfenster scheint für die Analyse pathologi-
scher Stimmen besser geeignet. Nichtsdestotrotz ist auch bei dieser Methode eine
zuverlässige Klassifizierung notwendig.
3.1 Pausendetektion
Die Detektion der Sprechpausen erfolgt auf Basis der Signalenergie, die in diesen
Bereichen wesentlich kleinere Werte als während der Phonation aufweist. Die Be-
stimmung der EnergieEi gefensterter Kurzzeitsegmente der LängeM erlaubt über
den Vergleich mit einem Schwellwert Ethresh die Klassifizierung von Sprechpausen.
Segmente mit Werten unterhalb dieses Schwellwertes werden als Pause identifi-
ziert und fließen in die weitere akustische Analyse nicht mit ein.
RMSi =
r
Ei
M
=
sPM−1
m=0 x(n+m)
2
M
(
≤ Ethresh : Pause
> Ethresh : Analyse
(3.1)
mit Signal x(n) und n = i ·M/4 bei i = 0,1,2, . . . ,4(N −M)/M.
Die Festlegung des Schwellwertes Ethresh erfolgt individuell für jede Sprachaufnah-
me. Für sich überlappende Kurzeitfenster (Fensterlänge/Fenstervorschub = 4/1)
wird der Root-Mean-Square-Wert (RMS) berechnet. Unterschreitet dieser RMS-Wert
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eines Kurzzeitsegments den Schwellwert von 3% desMittelwertes der drei größten
RMS-Wertes aller Segmente, so wird das Segment als Sprechpause klassifiziert.18
Ethresh = 0,03 · (1/3)
3X
i=1
argmax
i
(RMS) (3.2)
Die relative Gesamtlänge der Sprechpausen im Verhältnis zur Gesamtphonations-
länge kann ein weiterer Indikator für Stimmstörungen sein. Bei stimmgesunden
Sprechern mit normalem Sprachfluss ist dieses Verhältnis kleiner als bei pathologi-
schen Sprechern, die aufgrund eines erhöhten Anstrengungsgrades beim Sprechen
u. U. häufiger Pausen zum Luftholen einlegen müssen.
Die Klassifikation stimmhafter Segmente erfolgt in einem zweiten Schritt auf den
von Sprechpausen befreiten, zusammenhängenden Signalteilen.
3.2 Lineare stimmhaft/stimmlos-Klassifikation
Ein erster Ansatz basiert auf dem Vergleich charakteristischer akustischer Eigen-
schaften des Signals mit einem empirisch bestimmten Schwellwert dieser Eigen-
schaft, der zur Trennung der stimmhaften und stimmlosen Segmente geeignet ge-
wählt sein muss [LSK98].
3.2.1 Nulldurchgangsrate
Die Nulldurchgangsrate (NDR, zero crossing rate) des Sprachsignals in einem Zeit-
fenster ist ein Anhaltspunkt für die Segmentierung [SB82]. Ein stimmhafter Bereich
weist bei einem stimmgesunden Sprecher im Unterschied zu einem stimmlosen in
der Regel eine NDR von unter 3 kHz auf [RS78].
NDR ≤ 3kHz stimmhaftes Segment,
NDR > 3kHz stimmloses Segment.
Die Anwendung dieses Verfahrens versagt allerdings bei pathologischen Stimmen.
Aufgrund des zumeist höheren Rauschanteils ist auch die Nulldurchgangsrate
deutlich erhöht und eine zuverlässige Klassifizierung ist nicht möglich.
18Dieser 3%-Wert ist aus empirischen Untersuchungen an der Sprachdatenbank ermittelt worden. Bei der
Wahl aller empirisch gewählten Kriterien spielen die Bandbreite und Präemphase eine große Rolle.
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3.2.2 Energie und AKF-Maximum
Auch über die Signalenergie eines Kurzzeitsegments ist eine Abschätzung stimm-
hafter bzw. stimmloser Phonation möglich. Parsa und Jamieson [PJ01] klassifizie-
ren ein Kurzzeitsegment als stimmhaft, sobald folgende Bedingungen gleichzeitig
erfüllt sind:
1. NDR < 1,5 kHz
2. Normierte Signalenergie E > 30% der Gesamtsignalenergie
3. Wert des 1. Nebenmaximums der normalisierten AKF > 0,3
Die Analyse mehrerer charakteristischer Eigenschaften liefert zwar bessere Ergeb-
nisse als die Verwendung lediglich eines dieser Kriterien, sie erlaubt aber trotzdem
nur eine grobe Unterscheidung zwischen pathologischen und nichtpathologischen
Stimmen und versagt bei hochgradig gestörten Stimmen.
3.3 Nichtlineare stimmhaft/stimmlos-Klassifikation
Eine rein lineare Betrachtung bestimmter Signaleigenschaften liefert für die ge-
samte Bandbreite an Stimmqualität folglich keine zuverlässigen Ergebnisse. Ein
Schwellwertvergleich stellt zudem immer einen Kompromiss dar: bei stark gestör-
ten Stimmen trotzdem die stimmhaften Sprachanteile zu detektieren, bei stimmge-
sunden Sprechern aber dennoch keine stimmlosen Segmente fälschlicherweise als
stimmhaft zu klassifizieren. Generell ist eine höhere Falsch-negativ-Quote (stimm-
haft nicht erkannt) besser als eine entsprechende Falsch-positiv-Quote (stimmlos als
stimmhaft klassifiziert). Einige wenige, als stimmhaft klassifizierte stimmlose Seg-
mente können die Ergebnisse einzelner akustischer Maße nachhaltig verfälschen,
während vereinzelte nicht analysierte stimmhafte Segmente bei der Vielzahl an Seg-
menten in fortlaufender Sprache keinen so gravierenden Einfluss haben.
Die Verwendung geeigneter Modelle Neuronaler Netze erlaubt die Lösung auch
nichtlinear separierbarer Probleme, wie des XOR-Problems beispielsweise. In einer
vorausgehenden Trainingsphase wird das Modell auf die Klassifizierung bestimm-
ter Eigenschaften anhand von definiertem Material trainiert. Das so ausgebilde-
te Neuronale Netz erlaubt bei erfolgreicher Generalisierung eine Klassifizierung
auch nicht bekannten Materials.
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3.3.1 Parametrisierung des Vokaltraktes
Der in dieser Arbeit entwickelte Ansatz basiert auf einer Parametrisierung des Vo-
kaltrakteinflusses und nicht von Eigenschaften der glottalen Anregung. Die Stel-
lung der Artikulatoren und die sich daraus unterschiedlich ausbildenden Resonan-
zen im Vokaltrakt (Formanten) haben wesentlichen Einfluss auf die Grobstruktur
des Sprachspektrums. Diese sollte bei der Phonation desselben Phonems unabhän-
gig vom Grad der Stimmstörung bei allen Sprechern ähnlich sein.
Grundlage dieser Überlegungen ist das bereits in Abschnitt 1.1 vorgestellte lineare
Quelle-Filter-Modell der Sprachproduktion. Die einzelnen Komponenten des Mo-
dells sind dafür auf ihre Unabhängigkeit von der Stimmgüte und ihre Eigenschaf-
ten zur Klassifikation der stimmhaften Bereiche hin untersucht worden.
X(z) = E(z)G(z)V (z)L(z) (Notation durch z-Transformierte). (3.3)
Die Verwendung eines festen Modells für die Form der GlottispulseG(z), die Reso-
nanzeigenschaften des Vokaltraktes V (z) und die Lippenabstrahlung L(z) haben
keinen Einfluss auf die Stimmgüte. Die Modelldarstellung aus Gleichung 3.3 kann
deshalb reduziert werden, zu:
X(z) = E(z)H(z) mit H(z) = G(z)V (z)L(z). (3.4)
Das Modell des Filters H(z) ist näherungsweise ein Nur-Pole-Filter, das die Grob-
struktur des Signalspektrums beschreibt. Das Nur-Nullstellen-Filter 1/H(z) wird
auch als inverses Filter bezeichnet und gibt bei Filterung des Sprachsignals mit die-
sem inversen Filter Auskunft über die Anregung E(z). Geht man von einem zeitin-
varianten festen Glottismodell und einer definierten, zeitinvarianten Abstrahlung
der Lippen aus, so bietet sich für die gesuchte Differenzierung zwischen stimmhaf-
ten und stimmlosen Phonemen eine Beschreibung des Einflusses des Vokaltraktes
an.
Um diesen Ansatz zu verdeutlichen, ist in Abbildung 3.2 exemplarisch ein Kurz-
zeitspektrum aus dem stimmhaften Bereich der Äußerung „einst“ für einen stimm-
gesunden und einen pathologischen Sprecher aufgetragen. Es ist eine gute Überein-
stimmung der spektralen Grobstruktur im Frequenzbereich von 0-4 kHz trotz der
unterschiedlichen Stimmqualitäten zu erkennen.
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Frequenz [kHz]
1 2 3 4 5 60
Frequenz [kHz]
1 2 3 4 5 60
Abb. 3.2: Äußerung „einst“ und ein 40ms Kurzzeitspektrum aus dem stimmhaften Be-
reich eines Sprechers mit gesunder (links) und gestörter Stimmfunktion (rechts).
Zur Klassifizierung der parametrisierten spektralen Grobstruktur sind in einer
früheren Arbeit [L98] verschiedene Parametersätze untersucht worden, die sich
aus dem Zeitsignal durch Lineare Prädiktion berechnen lassen: LPC-Koeffizienten
[M75], PARCOR-Koeffizienten [IS69], Reflexionskoeffizienten und Log-Area-Koef-
fizienten [W73]. Die besten Klassifikationsergebnisse lassen sich mit transformier-
ten LPC-Spektren aus den Prädiktorkoeffizienten erzielen.
Eine Transformation ist zur Reduktion der Datendimensionalität notwendig, da
bei der Verwendung mehrschichtiger Neuronaler Netze – wie in dieser Arbeit –
jedes Element des Eingangsdatensatzes auf eine Eingangszelle abgebildet wird. Ist
die Netzdimensionalität im Verhältnis zur Anzahl der Trainingsdatensätze zu groß,
generalisiert das NN nicht, sondern lernt die Trainingsdatensätze auswendig. Eine
zuverlässige Klassifikation neuer Datensätze ist in diesem Fall nicht gegeben.
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Aus dem akustischen Zeitsignal berechnete LPC-Spektren eignen sich demzufolge
nicht direkt für die Klassifikation mit einem Neuronalen Netz. Sie werden deshalb
Bark-transformiert und durch eine Trapezfensterung auf der Frequenzachse in Fre-
quenzbändern (Barkkanälen) zusammengefasst.
3.3.2 Barkskalierung
Eine nichtlineare Skalierung der Frequenzachse der LPC-Spektren nach der Bark-
skala ermöglicht eine effektive Reduktion der Datendimensionalität unter Beibe-
haltung der für die gesuchte Klassifikation wesentlichen Information durch ein
Zusammenfassen von Frequenzbereichen in Frequenzbändern. Die Vorschrift für
diese Skalierung ist von der Verarbeitung von Schallsignalen auf der Basilarmem-
bran im menschlichen Ohr abgeleitet. Der repräsentierte Frequenzumfang eines
gleich langen Abschnitts auf der Membran nimmt zu höheren Frequenzen hin zu.
Eine äquidistante Skala auf der Basilarmembran beschreibt die Tonheit mit ihrer
Maßeinheit Bark19. In Gleichung 3.5 ist ein analytischer Zusammenhang zwischen
Frequenz f und Tonheit z näherungsweise dargestellt [TL87]:
z[Bark] =
26,81 · f
1960Hz + f
− 0,53 (3.5)
Abb. 3.3: Qualitativer Verlauf der nichtlinearen Barkskalierung.
Anhand dieser Beziehung kann jeder Frequenz f eine Tonheit z zugeordnet wer-
den. Frequenzbänder, die einem Tonheitsintervall von 1 Bark Breite entsprechen,
19Nach Heinrich Georg Barkhausen, deutscher Physiker (1881-1956).
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werden in sog. Barkkanälen zusammengefasst. In der Psychoakustik spricht man
in diesem Zusammenhang auch von Frequenzgruppen. Diese Frequenzintegration
wird durch sich im Frequenzbereich mit 0,5 Bark überlappende Trapezfenster von
1,5 Bark Breite realisiert. Die obere Grundlinienbreite der Trapezfenster beträgt 0,5
Bark, wie in Abbildung 3.4 dargestellt ist.
Abb. 3.4: Schaubild der Trapezfensterung auf einer linearen Frequenzachse zur Berech-
nung der Barkkanäle, um die zu höheren Frequenzen anwachsende Barkkanal-
breite zu veranschaulichen.
Jeder dieser Frequenzgruppen entspricht auf der Basilarmembran die gleiche räum-
liche Ausdehnung. Für die unteren 5 Frequenzgruppen besteht ein annähernd li-
nearer Zusammenhang zur Frequenz in Hz, wobei ein Bark ungefähr 100Hz ent-
spricht. Oberhalb von 5 Bark wachsen die Intervalle auf einer logarithmischen Ska-
la an. Die dadurch gegebene feinere Auflösung tieffrequenter Bereiche spielt ei-
ne wesentliche Rolle, da diese für die Klassifikation wichtigere Informationen als
die hochfrequenten enthalten. Speziell die Lage der niedrigen Formanten F1 und
F2 bleibt unter dieser nichtlinearen Transformation erhalten. Der gesamte für den
Menschen hörbare Frequenzbereich erstreckt sich über 24 Barkkanäle.
3.3.3 Dynamikkompression
Zwicker hat festgestellt, dass der sehr komplexe Zusammenhang zwischen physi-
kalischem Schalldruck und der Empfindung am Ohr unter bestimmten Bedingun-
gen durch ein Potenzgesetz nach Gleichung 3.6 angenähert werden kann [Z82]:
N ∝ P d (3.6)
Ein Exponent von d = 0,23 spiegelt diesen Zusammenhang für einen breiten Hör-
bereich annähernd wider. Durch diese Dynamikkompression ist eine Steigerung
der Klassifikationsleistung erreicht worden.
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3.3.4 Normierung der Spektren
Um bessere Klassifikationsergebnisse erzielen zu können, werden die LPC-Spek-
tren nach der Barkskalierung und der Dynamikkompression normiert. Es wird da-
zu eine zweidimensionale Maximum-Normierung durchgeführt, bei der sowohl in
allen Barkkanälen zi als auch über den gesamten Zeitverlauf T sämtlicher Bark-
spektren die maximale Intensität eines Barkkanals gesucht wird. Durch Multipli-
kation des gesamten Barkspektrums mit dem Kehrwert dieser Maximalamplitude
wird die Normierung nach Gleichung 3.7 durchgeführt:
N∗tz =
Ntz
max 1<τ<T
1≤ζ≤Z
({Nτζ}) (3.7)
für 0 ≤ t < T und 1 ≤ z ≤ Z.
Um den Einfluss der Signalenergie – die nach dem Parseval-Theorem auch im Spek-
trumwiederzufinden ist – auf die Klassifikation auszuschließen ist eine solche Nor-
mierung notwendig und spielt insbesondere bei der Verwendung des Error-Back-
propagation-Trainingsalgorithmus (siehe Abschnitt 3.4.6) für Neuronale Netze mit
sigmoider Aktivierungskennlinie der Neuronen eine wichtige Rolle.
Abb. 3.5: 19-Kanal Barkspektrogramm der Äußerung „einst“ eines Normalsprechers.
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3.4 Neuronale Netzwerke
Das Ziel bei der Entwicklung künstlicher Neuronaler Netzwerke (NN, artifical neural
networks) bestand darin, mathematische Modelle zu entwickeln, die die enorme
kognitive Leistungsfähigkeit des menschlichen Gehirns nachempfinden. In Analo-
gie zu realen, biologischenNeuronalenNetzen basiert diese auf dem hohen Paralle-
lisierungsgrad ihrer Verarbeitung. Die einzelnen Elemente, dieNeuronen, stellen da-
bei relativ einfache Verarbeitungseinheiten dar, deren Funktionsweise heutzutage
gut verstanden ist. Erst durch die Vernetzung in Schichten über Synapsen werden
sie in die Lage versetzt, komplexere Aufgabenstellungen effizient zu lösen [L87].
Die Stärke künstlicher Neuronaler Netze liegt dabei in der Lösung von Aufgaben
im kognitiven Bereich, wie Lernen, Generalisierung, Musterklassifikation oder Op-
timierung. Für klassische, algebraische Berechnungen wie der Addition oder Mul-
tiplikation sind sie hingegen wenig geeignet.
Neuronale Netze finden Anwendung in den unterschiedlichsten Bereichen der
Sprachsignalverarbeitung. Neben der in dieser Arbeit entwickelten stimmhaft/
stimmlos-Klassifikation werden sie zur Spracherkennung, Formantextraktion,
Sprachsynthese oder auch zur Erkennung nonverbaler Anteile der Sprache – wie
Emotionen – verwendet. Es hat sich dabei ein breites Spektrum an unterschiedli-
chen Netztypen entwickelt, die jeweils individuelle Vorteile in Effizienz, Konver-
genzverhalten, Robustheit oder Geschwindigkeit aufweisen. Für den Erfolgszug
desNeurocomputing sind zum einem die Generalisierungsfähigkeit der Neuronalen
Modelle – die ein echtes „Lernen und Optimieren“ ermöglicht – und zum anderen
eine ausgeprägte Fehlertoleranz bei gestörten Eingangssignalen verantwortlich.
3.4.1 McCulloch und Pitts Neuron
ErsteModelle (künstlicher) Neuronaler Netzwerke tauchen bereits in den fünfziger
Jahren bei den Mathematikern McCulloch und Pitts auf [MP43]. McCulloch und
Pitts beschreiben ein binäres Entscheidungselement als ein logisches Schwellwertele-
mentmit zwei möglichen Zuständen und bezeichnen es als Neuron, wenngleich es
wesentlich einfacher als sein reales, biologisches Vorbild aufgebaut ist. Jedes dieser
Elemente kann lediglich die Zustände y = 0,1 annehmen, wobei y = 1 einer Ak-
tivierung und y = 0 einem Ruhezustand entspricht20. Über n Eingangsleitungen
20Die Aktivitäten 1 und 0 werden in Anlehnung an das Feuern bzw. Nichtfeuern eines Aktionspotentials
biologischer Neuronen verwendet.
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xi mit i = 1,. . . ,n („afferente Axone“ ) wird dem Neuron ein Informationsmuster
angeboten, aus dessen Verarbeitung das Ergebnis an der einen Ausgangsleitung y
(„efferentes Axon“) berechnet wird.
Abb. 3.6: Neuron.
Durch die Aktivitätszustände der Eingangsleitungen xi
wird eine Information kodiert. Die Aktivität der Aus-
gangsleitung y ergibt sich als Funktion A des Eingangs
xi, des Gewichtsvektors ωi und des Schwellwertes s, der
durch ω0 mit x0 = 1 bestimmt ist.
y = A(
nX
i=1
ωi · xi − s) (3.8)
Der Gewichtsvektor symbolisiert dabei die individuelle,
synaptische Verbindungsstärke. Die Aktivierungsfunk-
tion A bestimmt den Ausgabezustand als Funktion der
Differenz aus dieser Summe und dem Schwellwert. Ur-
sprünglich wurden dafür Stufenfunktionen (liefert 0 für
negative Werte und 1 für 0 und positive Werte) verwen-
det, heute sind aber auch differenzierbare sigmoide Funktionen üblich.
Eine entscheidende Rolle bei der Lösung einer Klassifizierungsaufgabe spielt folg-
lich der Gewichtsvektor ω. Dessen Wahl und Zusammensetzung bestimmen die
Aktivierung des Neurons für ein bestimmtes Eingangsmuster und somit die Ver-
bindungsstärke (Synapse) der Netzausgabe einer Zelle als Eingabe einer anderen.
Ein iterativer Lernprozess nach vorgegebenem Algorithmus passt die Gewichte
schrittweise an, um eine bestmöglich Klassifizierung zu erreichen. Diesen Vorgang
bezeichnet man als Lernphase oder auch Training des Neuronalen Netzes.
3.4.2 Modellierung des Lernens
Das einfache McCulloch und Pitts Neuron führt die Abbildung mit einem fest defi-
nierten, vorgegebenen Satz an Gewichten durch. Das eigentliche Potential der Neu-
ronalen Netze steckt allerdings in der Fähigkeit der Adaption des Netzwerkes, um
eine Abbildungsfunktion möglichst gut zu approximieren. Zur Findung der opti-
malen Konfiguration dient eine vorherige Trainingsphase des NN. In dieser erlernt
das Neuronale Netz anhand von Trainingsdatensätzen die gesuchte Klassifikation,
bis eine gewünschte Abbildungsgenauigkeit erreicht ist.
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Während dieser Lern-/Trainingsphase des Neuronalen Netzes werden unterschiedli-
che Vorgehensweisen des Lernens unterschieden:
1. Überwachtes Lernen (supervised learning): Bei dieser Trainingsform werden
dem NN gleichzeitig ein Pärchen aus Eingangs- und zugehörigem Soll-
Ausgabesignal präsentiert. Über eine Gewichtsanpassungsfunktion wird ite-
rativ versucht, eine fehlerminimale Abbildung des Ausgabevektors als Funk-
tion des Eingangsvektors zu erreichen. Ist die iterative Adaption für das ge-
samte Trainingsdatenmaterial in ein Gesamtfehlerminimum konvergiert, ist
das Training abgeschlossen und die Gewichte werden fixiert. Diese Trainings-
form setzt allerdings das Vorhandensein von Trainingsdatensätzen voraus,
die zum jeweiligen Eingangsdatensatz auch die passende Ausgabe beinhal-
ten. Typisches Beispiel ist der Error-Backpropagation-Algorithmus.
2. Überwachtes, bestärkendes Lernen (graded, reinforcement learning): Im Ge-
gensatz zum überwachten Training wird bei dieser Form nicht die Sollaus-
gabe mit angeboten. Es erfolgt vielmehr eine Beurteilung über die Güte (rich-
tig/falsch, ggf. detailliertere Graduierung) der Netzausgabe, die die Grund-
lage für die Adaption der Gewichtsmatrix darstellt. Der exakte Wert der Ab-
weichung wird nicht einbezogen.
3. Unüberwachtes Lernen, Selbstorganisation (unsupervised learning, selforga-
nization): Bei der am weitesten autonomen Trainingsmethode werden dem
Neuronalen Netz lediglich Eingangsdaten präsentiert. Das Netz entwickelt
eigenständig Topologie und Gewichtsadaption in Ähnlichkeitsklassen, um
eine Klassifizierung bestmöglich vorzunehmen; bspw. Cluster-Bildung.
Ziel während der Lernphase ist die selbständige Minimierung eines Fehlermaßes,
welches die Güte der Abbildung von Eingangssignal des Neuronalen Netzes auf
das Ausgabesignal quantifiziert, nach einem vorgegebenen Lernalgorithmus. Als
Fehlermaß E(ω) findet zumeist der gemittelte quadratische Gesamtfehler (mean
squared error) Verwendung.
Da es in der Regel keine exakte Lösung gibt, erfolgt – von einer initialen Konfi-
guration startend – eine iterative Adaption des Gewichtsvektors. Geht man unter
verallgemeinerten Umständen davon aus, dass E(ω) differenzierbar nach ω ist, so
erreicht man das Fehlerminimum durch iterativen Abstieg in Richtung des negati-
ven Gradienten−∇ωE(ω) auf der Fehlerlandschaftsoberfläche, die durch die Para-
meter aufgespannt wird.
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ωneu = ωalt − η∇ωE(ω) (3.9)
ηwird dabei als Lernrate/Schrittweite bezeichnet und bestimmt als Faktor die Stär-
ke der Änderung des Gewichtsvektors. Sein Wert ist typischerweise eine kleine po-
sitive Zahl. Dieser iterative Prozess wird solange fortgeführt, bis der Abbildungs-
fehler gegen ein Minimum konvergiert.
Maßgeblich für ein erfolgreiches Training mittels Gradientenabstiegsverfahren ist
die Wahl dieser Lernrate η. Eine zu groß gewählte Lernrate bewirkt starke Sprünge
in der Fehlerlandschaft. Ist die Lernrate dagegen zu klein, nimmt die Trainingsdau-
er rapide zu und beim Erreichen von flachen Plateaus kann die Adaption sogar
zum Erliegen kommen, wie in Abb. 3.7 visualisiert ist. Komplexe Daten werden in
der Regel besser erkannt und generalisiert, wenn die Lernrate klein gehalten wird.
Abb. 3.7: Die Wahl der Lernrate η hat entscheidenden Einfluss auf das Konvergenzverhal-
ten. Links eine in dieser Anwendung zu groß gewählte Lernrate, die in einem
Hin- und Herspringen in der Fehlerlandschaft resultiert. Rechts ein zu klein ge-
wähltes η, sodass die Adaption auf flachen Plateaus zum Erliegen kommt.
Die Gefahr bei dieser „einfachen“ Adaption besteht allerdings darin, in einem loka-
len Fehlerminimum zu enden und das absolute/globale Minimum der Fehlerland-
schaft nicht zu erreichen. Auf die Implementierung von Stabilisierungsparametern
zur Vermeidung dieses Problemswährend der Lernphase wird im späteren Verlauf
dieses Kapitels noch eingegangen.
Auf der Basis des einfachen McCulloch und Pitts-Modells und der Entwicklung
von Lernregeln hat Rosenblatt [R59] ein Modell eines künstlichen Neuronales Net-
zes mit der Bezeichnung Lineares Perzeptron entwickelt. DiesesModell ist vonMins-
ky und Papert mathematisch analysiert und in mehrere Klassen von Perzeptrons
eingeteilt worden [MP69].
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3.4.3 Lineares Perzeptron
Das Modell des linearen Perzeptrons21 beschreibt ein Neuronales Netz, bestehend
aus einer festen, unbegrenzten Anzahl von Elementen, denen über N Eingangs-
leitungen N -dimensionale Merkmalsmuster zugeführt werden. Durch eine unter-
schiedliche Gewichtung der Eingangswerte und Vergleich der Summe mit einem
Schwellwert wird ein Wert für die Ausgabezelle des Neuronalen Netzes berechnet.
Mit einem reellwertigenPerzeptron ist es unter Verwendung eines iterativen Gradi-
entenverfahrens (Delta-Regel) möglich, ein gegebenes Klassifikationsproblem der-
gestalt zu lösen, dass in einem Merkmalsraum der Dimension d lineare (d-1)–
dimensionale Separationshyperebenen konstruiert werden. Ein iteratives Gradien-
tenverfahren führt nach einemKonvergenztheorem vonMinsky und Papert in end-
lich vielen Schritten genau dann zum Ziel, wenn das zugrunde liegende Klassifika-
tionsproblem linear separabel ist [MP69]. Für nicht linear separable Klassifikations-
probleme – wie das XOR bspw. – sind mehrschichtige Perzeptrons mit nichtlinea-
ren Elementen erforderlich [MR90].
Abb. 3.8: Sigmoide Fermi-Funktion als Akti-
vierungsfunktion des Neurons zur
Lösung nichtlinearer Abbildungen.
Lineare Netze können allerdings
auch nur lineare Abbildungsfunk-
tionen approximieren. Um nichtli-
neare Fragestellungen lösen zu kön-
nen, sind nichtlineare Aktivierungs-
funktionen notwendig, die in Form
von nichtlinearen Kennlinien der Ak-
tivierungsfunktionen implementiert
sind. Typischerweise werden Funk-
tionen mit sigmoider Kennlinie ver-
wendet, die allesamt die Treppen-
funktion approximieren und diffe-
renzierbar sind (vgl. Abb. 3.8). Be-
liebige funktionale Beziehungen zwi-
schen den Merkmalsvektoren (Ein-
gabedaten) und der Ausgabemenge
können mit mehrschichtigen Neuronalen Netzen mit nichtlinearen Aktivierungs-
funktionen der Neuronen abgebildet werden.
21Perzeptron leitet sich aus dem englischen perceptron als Verarbeitungseinheit einer sensorischen Empfin-
dung perception ab.
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3.4.4 Multi-Layer-Perzeptron
Mehrschichtige Perzeptrons (Multi-Layer-Perceptron, MLP) sind aus hintereinander
geschalteten Schichten jeweils mehrerer Neuronen aufgebaut und entsprechen von
ihremAufbau damit wesentlich eher realen, biologischenNeuronalen Netzen. Eine
Eingangs-Schicht dient der Informationsaufnahme und leitet diese durch das Neu-
ronale Netz an nachgelagerte Schichten zu einer Ausgabe-Schicht weiter. Bestehen
dabei lediglich Verbindungen des Neuronenausgangs einer Schicht zu Eingangs-
elementen von Neuronen der nächsten Schicht und keine rückwärts gerichteten
oder Intraschichtverbindungen, so spricht man von vorwärts gekoppelten Neurona-
len Netzen (feed forward). Ist jedes einzelne Netzelement darüber hinaus mit jedem
Element der nächsten Schicht verknüpft, so handelt es sich um ein von vollstän-
dig verbundenes oder vollvermaschtes Netz. Unter bestimmten Voraussetzungen sind
auch Rückkopplungen zu vorgelagerten Schichten im Neuronalen Netz sinnvoll.
Zu beachten ist dann auch eine zeitliche Verarbeitungsabfolge innerhalb des NN,
da im Gegensatz zu den statischen, rein vorwärtsgerichteten Netzen das Ergebnis
der Abbildung nicht direkt berechnet werden kann. In dieser Anwendung kom-
men allerdings nur vollständig verbundene, vorwärts gekoppelte Multi-Layer-Per-
ceptrons zum Einsatz.
Die einfachste Form eines mehrschichtigen Feed Forward Netzes besteht aus einer
Eingangsschicht, einer versteckten „inneren“ Zwischenschicht und einer Ausgabe-
schicht. Eine solche Netztopologie wird auch als dreischichtigesNeuronales Netz be-
zeichnet und ist zur Veranschaulichung mit seinen Neuronen, Verbindungen und
Gewichtsfaktoren exemplarisch in Abbildung 3.9 dargestellt.
Die einzelnen Neuronen i und h der Eingangs- und Zwischenschicht (bzw. h und
o der Zwischen- und Ausgabeschicht) sind über Gewichtsfaktoren ωih (bzw. ωho)
miteinander verbunden (Gewichtsmatrix), mit der die Ausgabe einer Zelle als Ein-
gabe für die in der nächsten Schicht liegende Zelle multipliziert wird. Für die Be-
rechnung der Ausgabe des mehrschichtigen Netzes als Funktion der gesamten Ge-
wichtsmatrix und Schwellwertmatrix wird die in der jeweiligen Schicht gewichtete
Eingabe vorwärts durch das Netz propagiert. Jedes Neuron erhält von allen Neu-
ronen der vorgelagerten Schicht dessen Aktivität als Input.
Mehrschichtige Netze besitzen im Gegensatz zum zweischichtigen Perzeptron
durch die zusätzlichen Neuronen in den versteckten Schichten (hidden layer) die
Möglichkeit der Umkodierung der Daten in den Zwischenschichten. Den Vorteil
der erweiterten Anwendungsmöglichkeiten einer mehrschichtigen Architektur er-
66
3. Klassifikation fortlaufender Sprache
Abb. 3.9: Schematische Darstellung eines dreischichtigen vollständig verbundenen, vor-
wärts gekoppelten Multi-Layer-Perzpetrons mit Verarbeitung der Information
von oben (Eingangszellen) durch die versteckte Schicht (Zwischenschicht) nach
unten (Ausgangszellen).
kauft man sich allerdings – neben einem erheblich größeren Rechenaufwand wäh-
rend der Trainingsphase – durch ein ungewisses Konvergenzverhalten bei der Ad-
aption. Die zugrunde liegende Fehlerlandschaft weist im Allgemeinen mehrere lo-
kale Minima auf, was das Auffinden des gesuchten globalen Minimums erschwe-
ren kann. Die Verarbeitung in den versteckten Neuronen bleibt nach außen hin
verborgen und kann nicht direkt beeinflusst werden.
Der Wahl der „richtigen“ Dimensionalität des Neuronalen Netzes kommt folglich
eine wichtige Bedeutung zu, die in der Praxis durch wiederholtes Training mit va-
riierender Netzkonfiguration verifiziert wird.
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3.4.5 Netztopologie – Dimension
Die Auswahl der Art und Topologie des Neuronales Netzes erfolgt nach heuristi-
schen Verfahren, da analytisch im Voraus die Eignung einer Konfiguration nicht
bestimmbar ist. Die Anzahl der Eingabeneuronen ist durch die Dimensionalität des
Merkmalsraums bestimmt. Die Dimension der Ausgabeschicht ist ebenfalls durch
eine geeignete Kodierung der Anzahl der zu separierenden Klassen gegeben. Für
die Bestimmung der Anzahl der Zwischenschichten und deren Dimensionalität
existieren zwar Berechnungsansätze, allerdings keine analytische Vorschrift. Die
besten Klassifizierungsergebnisse lassen sich generell mit einem möglichst kleinen
– aber ausreichend großen – Netz erzielen. Eine Beschränkung der Dimensionalität
nach oben existiert für MLP dabei insofern, als dass für ein Training mindestens so
viele unterschiedliche Trainingsdatensätze wie Elemente der Gewichtsmatrix des
Neuronalen Netzes existieren müssen. Anderenfalls würde das NN die Trainings-
datenmenge auswendig lernen und keine Generalisierung vollziehen.
An einem dreischichtigen Netz, wie es auch in dieser Arbeit zur Klassifikation be-
nutzt wird, soll im folgenden Abschnitt 3.4.6 ein modifiziertes Gradientenverfah-
ren zur Adaption der Gewichtsmatrix vorgestellt werden. Um beim Training des
Netzes mit diesem Algorithmus eine Überanpassung (overfitting) [H91] und kei-
ne Generalisierung der Datensätze zu vermeiden, sollte die Anzahl der Zellen in
den versteckten Schichten so klein wie möglich sein. In der Regel sind eine, ma-
ximal zwei versteckte Schichten ausreichend, um die gesuchte Klassifikation mit
dem Neuronalen Netz abzubilden.
3.4.6 Backpropagation-Algorithmus
Der (Error)-Backpropagation-Algorithmus beschreibt eine wesentliche Trainingsme-
thode für Multi-Layer-Perceptrons und geht auf Werbos [W74] zurück. Der Man-
gel an Adaptionsverfahren für die versteckten Schichten mehrschichtiger Netze hat
das Potential der MLP lange brach liegen lassen. Dieser mehrstufige Algorithmus
basiert auf einer iterativen Adaption der Gewichtsmatrix mit dem Ziel der Mini-
mierung der Differenz zwischen Sollausgabe und mit derzeitigen Gewichten be-
rechneter Netzausgabe. Da dies in der Regel analytisch nicht möglich ist, werden
die Gewichte – ausgehend von einer Startkonfiguration (zufällige oder feste Wer-
te) – nach einem Gradientenabstiegsverfahren iterativ so geändert, dass sich der
berechnete Fehler am Netzausgang in der hochdimensionalen Fehlerlandschaft im
Mittel in Richtung eines lokalen Minimums ändert [RHW86].
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Der Ablauf des Backpropagation-Algorithmus gliedert sich dabei in drei Stufen. In
der ersten Stufe (forward pass) wird die Netzeingabe eines Trainingsmusters Schicht
für Schicht durch das Netz geleitet und die Netzausgabe berechnet. In einem zwei-
ten Schritt – der Fehlerbestimmung – wird die Abweichung dieser Netzausgabe
von der bekannten Sollausgabe berechnet. Überschreitet der Fehler einen vorgege-
benen Schwellwert, liefert das Neuronale Netz noch nicht die erforderliche Abbil-
dungsgüte und eine Adaption der Gewichtsmatrix ist notwendig. In der dritten
Stufe (backward pass) wird dazu dieses Fehlermaß in entgegengesetzter Richtung
Schicht für Schicht durch das Netz zurück-geleitet (backpropagation) und eine Adap-
tion der Gewichte nach der Lernregel vorgenommen.
Jedes Neuron besitzt in dieser speziellen Anwendung eine kontinuierliche Aus-
gangsaktivität s im Bereich [0; 1]. Die Aktivität sh eines Neurons h der inneren
Schicht (1) und die Aktivität so eines Neurons o der Ausgabeschicht (2) (vgl. Abbil-
dung 3.9) berechnet sich entsprechend Gleichungen 3.10 und 3.11.
sh =σ(hh) = σ(
NiX
i=1
ωih · si + ϑh) (3.10)
so =σ(ho) = σ(
NhX
h=1
ωho · sh + ϑo) (3.11)
= σ(
NhX
h=1
ωho · σ(
NiX
i=1
ωih · si + ϑh) + ϑo) (3.12)
Der Index h kennzeichnet dabei die Nh versteckten Zellen der Zwischenschicht
(1 ≤ h ≤ Nh) und o dieNo Zellen der Ausgangsschicht (1 ≤ o ≤ No). Die Funktion
σ(x) beschreibt die Antwort eines Neurons x auf die gesamte synaptische Eingabe
aller verbundenen Zellen der vorherigen Schicht und wird als Aktivierungsfunkti-
on des Neurons bezeichnet. Für die Wahl der nichtlinearen Aktivierungsfunktion
σ(x) ist eine sigmoide Funktion, wie die Fermifunktion22 oder der Tangens hyper-
bolicus (tanh), gebräuchlich. Die si bestimmen die Aktivitäten der Ni Neuronen
(1 ≤ i ≤ Ni) in der Eingangsschicht (0) und entsprechen den Elementen des Ni-
dimensionalen Merkmalsvektors. ϑh und ϑo sind Schwellwerte der Neuronen, mit
denen die Gesamtsumme der Eingabe verglichen wird.
22Fermifunktion σ(x) = 1/(1+ e−x). vgl. Abb. 3.8. Die Begrenzung des Wertebereichs solcher Funktionen
liefert Vorteile bei der technischen Implementierung
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Durch die Gleichungen 3.10 und 3.11 wird jedem derNp Eingabemuster ~xp aus der
Mustermenge23 (~x,~y)p = (~xp,~yp) ein Ausgabemuster ~yp nach folgender Beziehung
zugeordnet:
ypo = so(~x
p) (3.13)
In der Trainingsphase werden die Gewichte ωih und ωho sowie die Schwellwerte
ϑh und ϑo schrittweise so adaptiert, dass sie dieNp Eingabemuster ~xp im Sinne des
kleinsten quadratischen Abbildungsfehlers E(ωih,ϑh,ωho,ϑo) nach Gleichung 3.14
auf die Sollausgabe ypo
∗ abbilden:
E(ωih,ϑh,ωho,ϑo) =
1
2
NpX
p
NoX
o
[spo − ypo ]2 (3.14)
Die Gewichts- und Schwellwertmatrix ist für die Abbildung eines festen Muster-
satzes (~x,~y)p dann optimal gewählt, wenn der Fehler E minimal ist.
Die Bestimmung der optimalen Abbildungsmatrizen läuft folglich auf ein Mini-
mierungsproblem des Abbildungsfehlers hinaus, für das sich als einfache Möglich-
keit ein modifiziertes Gradientenabstiegsverfahren anbietet. Zu diesem Zwecke be-
stimmt man den Gradienten vonE durch partielles Ableiten nach den unterschied-
lichen Gewichten und Schwellwerten.
∂E
∂ωho
=
∂E
∂so
∂so
∂ωho
(3.15)
= (so − yo) · σ′(ho) · ∂ho
∂ωho
(3.16)
= (so − yo) · so(1− so) · sh (3.17)
∂E
∂ϑo
=
∂E
∂so
∂so
∂ϑo
(3.18)
= (so − yo) · σ′(ho) · ∂ho
∂ϑo
(3.19)
= (so − yo) · so(1− so) (3.20)
23Der Index p (für pattern) bezeichnet das p-te Musterpaar aus der Menge derNp Trainingsmusterpaare.
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mit
∂E
∂so
= (so − yo) , ∂so
∂ωho
= so(1− so)sh , ∂so
∂ϑo
= so(1− so) (3.21)
und für die sigmoide Aktivierungsfunktion gilt:
σ′(x) =
∂
∂x
σ(x) = σ(x)(1− σ(x)) (3.22)
und den partiellen Ableitungen von E nach ωih und ϑh:
∂E
∂ωih
=
NoX
o=1
∂E
∂so
∂so
∂sh
∂sh
∂ωih
(3.23)
=
NoX
o=1
(so − yo) · σ′(ho)∂ho
∂sh
· ∂sh
∂ωih
(3.24)
=
NoX
o=1
(so − yo) · σ′(ho)ωho · ∂sh
∂ωih
(3.25)
=
NoX
o=1
(so − yo) · σ′(ho)ωho · σ′(hh) ∂hh
∂ωih
(3.26)
=
NoX
o=1
(so − yo) · so(1− so)ωho · sh(1− sh)si (3.27)
∂E
∂ϑh
=
NoX
o=1
∂E
∂so
∂so
∂sh
∂sh
∂ϑh
(3.28)
=
NoX
o=1
(so − yo) · σ′(ho)∂ho
∂sh
· ∂sh
∂ϑh
(3.29)
=
NoX
o=1
(so − yo) · σ′(ho)ωho · ∂sh
∂ϑh
(3.30)
=
NoX
o=1
(so − yo) · σ′(ho)ωho · σ′(hh)∂hh
∂ϑh
(3.31)
=
NoX
o=1
(so − yo) · so(1− so)ωho · sh(1− sh) (3.32)
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mit
∂E
∂so
= (so − yo) , ∂so
∂sh
= so(1− so)ωho , ∂sh
∂ωih
= sh(1− sh)si (3.33)
Die Änderung der Gewichtsmatrizen ∆ω und Schwellwerte ∆ϑ für den aktuellen
Lernschritt S erfolgt für ein hinreichend kleines positives η entlang der Richtung
des steilsten Abfalls von E. Der Faktor η beschreibt die Lernrate (oder Schrittweite).
∆ωho(S) =−η · ∂E
∂ωho
= −η · (so − yo) · so(1− so) · sh (3.34)
∆ϑo(S) = −η · ∂E
∂ϑo
= −η · (so − yo) · so(1− so) (3.35)
∆ωih(S) =−η · ∂E
∂ωih
= −η ·
NoX
o=1
(so − yo) · so(1− so)ωho · sh(1− sh)si (3.36)
∆ϑh(S) = −η · ∂E
∂ϑh
= −η ·
NoX
o=1
(so − yo) · so(1− so)ωho · sh(1− sh) (3.37)
Bei Betrachtung der Gleichungen 3.34 und 3.36 für die Änderung der Gewichts-
matrizen fällt auf, dass der Faktor (so − yo) · so(1 − so) · sh in beiden Gleichun-
gen auftaucht. Die Änderung an der Ausgabeschicht ∆ωho wird somit rückwärts –
entgegen der Richtung der synaptischen Verbindungen – an die vorherige Schicht
durch das Netzwerk zurückpropagiert und entspricht dem backward pass des Back-
propagation-Algorithmus. Bei der Betrachtung der Schwellwertänderungen nach
Gleichung 3.35 und 3.37 gilt entsprechendes.
Es ist allerdings zweifelhaft, ob diese „Rückpropagation“ bei biologischen Neuro-
nen ebenfalls möglich ist. Für die Simulation und letztendlich den Erfolg Neuro-
naler Netze auf Computern hat dieses einfach zu implementierende, schnelle und
sehr robuste Lernverfahren einen wesentlichen Grundstein gelegt.24
24Seit ca. 1986 hat sich das Gebiet geradezu explosiv entwickelt. Es gibt eine Vielzahl von wissenschaftlichen
Zeitschriften zum Hauptthema Neuronaler Netze (Neural Networks, Neural Computation, Neurocompu-
ting, IEEE Trans. on Neural Networks, etc.), große anerkannte wissenschaftliche Gesellschaften wie die
INNS (International Neural Network Society), die ENNS European Neural Network Society), eine große
IEEE Fachgruppe über neuronale Netze und Fachgruppen nationaler Informatik-Gesellschaften wie die GI
(Gesellschaft für Informatik).
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Trägheitsparameter
Ein wichtiger Parameter zur Stabilisierung des Trainings mittels des Backpropa-
gation-Algorithmus ist der Trägheitsparameter α (Momentum). Er beschreibt ei-
ne Richtungsträgheit beim Gradientenverfahren zur Minimierung des Netzfehlers
E. Diese Modifikation des Verfahrens ist in allgemeinerer Form auch unter dem
Namen konjugierter Gradientenabstieg (conjugate gradient descent [PFTV86]) bekannt
[MR90]. Der Trägheitsparameter spielt insbesondere in stark zerklüfteten Regionen
und auf flachen Plateaus der Fehlerlandschaft eine wichtige Rolle.
Bei der Berechnung der Adaption der Gewichtsmatrix für den aktuellen Lern-
schritts S fließt eine Bewertung der Änderungen des vorherigen Lernschritts S − 1
mit dem Trägheitsparameter α nach folgendem Zusammenhang mit ein:
∆ωho(S) = −η
NpX
p=1
„
∂E
∂ωho
«
+ α∆ωho(S − 1) (3.38)
∆ϑo(S) = −η
NpX
p=1
„
∂E
∂ϑo
«
+ α∆ϑo(S − 1) (3.39)
∆ωih(S) = −η
NpX
p=1
„
∂E
∂ωih
«
+ α∆ωih(S − 1) (3.40)
∆ϑh(S) = −η
NpX
p=1
„
∂E
∂ϑh
«
+ α∆ϑh(S − 1) (3.41)
Bei geeigneter Wahl von α ∈ [0; 1] verläuft das Training des Neuronalen Netzes
stabiler, da so ein „Hin- und Herspringen“ (Oszillation) in der Fehlerlandschaft bei
stark wechselnden Gradienten unterbunden wird. Für α = 0 ergibt sich die schon
beschriebene verallgemeinerte δ-Regel aus Gleichung 3.34 und folgende.
Um einer immer weiter fortschreitenden Adaption der Gewichtsmatrix während
des Trainings Rechnung zu tragen, werden der Trägheitsparameter und die Lernra-
te zumeist adaptiv implementiert. Mit fortschreitendem Trainingsverlauf werden
die beiden Parameter abgesenkt, um ein schnelles Konvergenzverhalten zu errei-
chen.
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3.4.7 Modifizierter Backpropagation-Algorithmus
Bei dem von Rumelhart vorgestellten Backpropagation-Algorithmus können Pro-
bleme bei extremen Werten [0; 1] an den Ausgabezellen so des Neuronalen Netzes
auftreten. Entsprechend Gleichung 3.21 liefert der Term so(1− so) für so ≈ 1 oder
so ≈ 0 sehr kleine Fehlerwerte. Die unter Einbeziehung dieses Fehlermaßes be-
rechneten Änderungen der Matrizen nach Gleichung 3.34, 3.35, 3.36 und 3.37 kann
dann trotz eines möglichen maximal falschen Netzausgabewert (1 anstatt 0 oder 0
anstatt 1) keine entsprechend notwendige, große Änderung bewirken. Dies kann
zu einer massiven Verzögerung der Adaption führen.
Dieses Problem bringt die Ableitung der Aktivierungsfunktion σ(x) nach Glei-
chung 3.22 mit sich.
σ′(x) = σ(x)(1− σ(x))
Im Grenzwert der beiden Sättigungspunkte der sigmoiden Funktion verschwindet
deren Ableitung.
Durch eine geringfügige Modifikation der Fehlerfunktion E(ωih,ϑh,ωho,ϑo) des
Backpropagation-Algorithmus nach van Ooyen et al. [ON92] lässt sich dieses Pro-
blem beheben. Anstatt den quadratischen Fehler der Differenz zwischen Sollausga-
be ypo und tatsächlicher Ausgabe s
p
o für das aktuelle Musterpaar p des Netzes zu
minimieren, wird eine modifizierte Fehlerfunktion verwendet:
E = −
NpX
p=1
NoX
o=1
[yo ln so + (1− yo) ln(1− so)] (3.42)
Die Änderung der partiellen Ableitungen vonE nach den Gewichten und Schwell-
werten lautet dann exemplarisch für ∂E/∂ωho:
∂E
∂ωho
= (so − yo) · sh (3.43)
Der zurückpropagierte Fehler ist somit direkt proportional zur Differenz von Netz-
werk- und Sollausgabe (so − yo).
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3.4.8 Training des Neuronalen Netzes
Bevor ein entsprechend dimensioniertesMulti-Layer-Perzeptron zur Klassifikation
einer Problemstellung verwendet werden kann, muss es in einer separaten Trai-
ningsphase unter Verwendung eines Lernalgorithmus – wie des Backpropagation-
Algorithmus bspw. – zuerst iterativ auf die zu leistende Abbildung trainiert wer-
den. Es existieren bisher keine Algorithmen, die direkt aus den Trainingsdatensät-
zen die Gewichtsmatrizen für eine gewählte Topologie berechnen können. Wäh-
rend der Trainingsphase findet vielmehr eine gerichtete Minimumsuche auf der
hochdimensionalen Fehleroberfläche statt, die durch die Parameter der einzelnen
Neuronen aufgespannt wird.
Die nach Abschluss des iterativen Trainings fixierten Gewichts- und Schwellwert-
matrizen des trainierten Neuronalen Netzes werden in der Erkennungs- oder Klassi-
fikationsphase zur Klassifikation unbekannter Eingabedaten des gleichen Datentyps
verwendet. Eine Abbildung der zu erkennenden Daten unter Verwendung dieser
adaptierten Matrizen liefert entsprechend der Trainingsvorgaben eine Netzausga-
be und somit Klassifikation. Ist das Neuronale Netz in der Lage, auch nicht zum
Trainingsdatensatz gehörige Datensätze korrekt zu klassifizieren, so spricht man
von einer erlangtenGeneralisierung, die notwendig für die Klassifikation unbekann-
ten Datenmaterials ist.
Die Verwendung von Trainingsmethoden, wie dem Gradientenabstiegsverfahren,
mit der Vorgabe der Minimumsuche eines Fehlermaßes, liefern – vorausgesetzt ei-
ne adäquate Wahl der Trainingsparameter – eine stetige Minimierung des abso-
luten Netzausgabefehlers mit fortschreitenden Trainingsiterationen. Die daraus re-
sultierendeAdaption der Gewichtsmatrizen hat im späteren Trainingsverlauf nicht
notwendigerweise auch eine Steigerung der Klassifikationsleistung für Nichttrai-
ningsdaten zur Folge. Das Neuronale Netz verliert u.U. bei fortschreitendem Trai-
ning seine zwischenzeitlich erlangte Generalisierungsfähigkeit und versucht, irre-
levante Details der Trainingsdatensätze abzubilden, unter der Maßgabe, den ab-
soluten Netzausgabefehler weiter zu minimieren. Dieses häufig zu beobachtende
Phänomen der Überanpassung (overfitting) ist in Abbildung 3.10 visualisiert. Nach
ca. 230 Lernschritten weist das Neuronale Netz einen minimalen Klassifikations-
fehler beim Test mit Nichttrainingsdaten auf und es besteht zu diesem Zeitpunkt
eine maximale Generalisierungsfähigkeit. Mit weiteren Trainingsschritten nimmt
der Trainingsfehler zwar weiter ab, die Klassifikationsleistungwird allerdings auch
wieder schlechter.
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Abb. 3.10: Verlauf des absoluten Netzfehlers und des Klassifikationsfehlers für Nichttrai-
ningsdaten (Generalisierungsfähigkeit) während der Trainingsiterationen.
Dieses Problem umgeht man durch das sog. leave one out-Training25, bei dem nicht
mit dem gesamten Trainingsdatensatz das Netz trainiert wird, sondern einige Mu-
sterpaare aus Eingabe und Sollausgabe für die Beurteilung der Klassifikationslei-
stung zurückgehalten werden. In definierten Abschnitten der Trainingsphase wird
das derzeitige Netz zur Abbildung dieser nicht zur Trainingsmenge gehörenden
Datensätze in einer Klassifikationsphase verwendet. Der Klassifikationsfehler soll-
te solange fallen, bis die maximale Generalisierungsfähigkeit erreicht ist. Danach
beginnt die Phase der Überanpassung und die Abbildungsleistung geht zurück.
Der absolute Netzfehler (Trainingsfehler) kann durchaus in nachfolgenden Trai-
ningsiterationen weiter fallen, das NN beginnt allerdings damit, für die Gesamt-
menge derDatensätze nicht repräsentative Details der Auswahl der Trainingsdaten
abzubilden. Das Training sollte an dieser Stelle abgebrochen werden, sofern natür-
lich die geleistete Klassifikation den gewünschten Anforderungen genügt. Anson-
sten ist die Topologie zu überdenken oder mit einer modifizierten Startkonfigurati-
on der Matrizen erneut zu trainieren.
Die statistischen Eigenschaften des Trainingsmaterials sollten den gesamten rele-
25In der Literatur sind unterschiedliche Anwendungen des leave one out-Trainings zu finden, wobei sowohl
das Auslassen eines einzelnen Datensatzes als auch das Auslassen einiger weniger Datensätze – wie in
dieser Arbeit – Verwendung findet.
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vanten Datenbereich des späteren Einsatzmaterials in der Erkennungsphase ab-
decken und uniform verteilt sein, denn diese Zusammensetzung spielt für die spä-
tere Erkennungsleistung eine wichtige Rolle. Durch „einseitiges“ Training mit ei-
nem speziellen Datentyp lernt das Netz nicht notwendigerweise, sich auf globale
Merkmale zu konzentrieren. Stattdessen lernt es u.U. Spezifikationen dieses spezi-
ellen Datentyps darzustellen und liefert bei der Klassifikation anderer Daten dann
keine guten Erkennungsergebnisse.26 Durch mehrmalige Wiederholung mit wech-
selnder Zusammensetzung aus Trainings- und Klassifikationsdaten gewinnt man
Informationen über die Repräsentativität der ausgewählten Trainingsmuster für
den Gesamtdatenbereich.
26Für die Selektion der stimmhaften Anteile anhand von Bark-LPC-Spektren würde ein einseitiges Trai-
ning z. B. eines mit ausschließlich Normalstimmen bedeuten. Ein so trainiertes Netz hätte möglicherweise
Schwierigkeiten mit der Klassifikation pathologischer Stimmen.
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4 Datenmaterial
In der Abteilung Phoniatrie und Pädaudiologie des Universitätsklinikums Göt-
tingen werden im Rahmen der klinischen Diagnostik sowohl phonoskopische
Methoden wie die Laryngoskopie, Laryngo-Stroboskopie oder Hochgeschwindig-
keitsglottografie zur Beurteilung der Stimme und des Schwingungsverhaltens der
Stimmlippen angewandt als auch akustische Stimmaufnahmen und deren akusti-
sche Analyse durchgeführt. Sowohl die optischen als auch die akustischen Metho-
den unterstützen den Phoniater bei seiner Diagnostik und ermöglichen eine objek-
tive Beurteilung der Stimmfunktion und ggf. eines Therapieerfolges.
In enger Zusammenarbeit mit den Mitarbeitern dieser Abteilung sind – unter der
Leitung von Prof. Dr. E. Kruse – seit Ende 1995 bereits über 70.000 akustische
Aufnahmen von Sprechern (Patienten) unterschiedlichster Stimmgüte unter defi-
nierten und weitgehend identischen Aufnahmebedingungen durchgeführt, analy-
siert und archiviert worden. Diese Aufnahmen umfassen zusätzlich zum gesamten
Spektrum an Stimmstörungen auch rund 8% an Normalstimmen. Als Normalstim-
men werden dabei Aufnahmen von Sprechern27 ohne bekannte oder erkennbare
Stimmprobleme bezeichnet. Aufnahmen von Sprechern mit jeglicher Form und
Ausprägung einer Stimmstörung werden als Gruppe der pathologischen Stimmen
zusammengefasst.
Das Spektrum an Stimmstörungen reicht dabei von neurologischen Störungen über
Veränderungen der Stimmlippen durch Knötchen oder Zysten sowie Teilresektio-
nen und Lähmungen bis hin zu kompletter Aphonie, einer hochgradigen Stimmstö-
rung, bei der keinerlei periodische glottale Schwingung während der Phonation zu
beobachten ist.28 Zur Klassifizierung der unterschiedlichen Stimmstörungen wur-
de ein 87-teiliger Diagnoseschlüssel mit 23 unterschiedlichen Diagnosezusätzen
entwickelt (siehe Anhang 7.6, 7.7). Über diese Verschlüsselung ist auch eine Pati-
entengruppenbildung nach unterschiedlichen Phonationsmechanismen möglich.
27„Sprecher“ bzw. „Patient“ wird synonym für weibliche und männliche Personen benutzt.
28Äußerungen aphoner Sprecher klingen wie Flüsterstimmen.
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4.1 Aufnahme-System
In einem speziell für diese akustischen Aufnahmen vorgesehenen, schallisolier-
ten und reflexionsarmen Raum der Abteilung Phoniatrie und Pädaudiologie wer-
den die Sprachaufnahmen unter identischenAufnahmebedingungen durchgeführt.
Dieser Raum ist dazu von sämtlichen Störgeräuschquellenwie Computern, Lüftern
oder Ähnlichem befreit.
Zur Aufnahme des Sprachsignals wird ein Kopfmikrofon des Typs BEYERDYNA-
MIC HEM 191.15 mit Kugelcharakteristik verwendet, dessen Signal über einen
ALPHA-RECORDS Mikrofon-Vorverstärker MIC/DAT 2 direkt in eine Computer-
Soundkarte geleitet wird. Die Verwendung eines Kopfmikrofons garantiert einen
gleichbleibenden Abstand des Aufnahmemikrofons vomMund des Sprechers. Die-
ser Abstand wird vor Beginn der Aufnahme vom eingewiesenen Aufnahmeleiter
auf ca. 10 cm eingestellt und die Mikrofonkapsel selbst etwa auf Kinnhöhe unter-
halb des Sprechluftstroms platziert, um Störeinflüsse durch Atemgeräusche zu ver-
meiden.
Bei der Soundkarte handelt sich um das Modell SOUNDBLASTER PCI 128 der Fir-
ma CREATIVE LABS. Diese Soundkarte ist in einen PC eingebaut, der aus Gründen
der Störgeräuschvermeidung in einem benachbarten Raum platziert ist. Die ana-
logen Signale des Mikrofonvorverstärkers werden von den AD-Wandlern auf der
Soundkarte mit 48 kHz digitalisiert. Die 48 kHz werden aus Gründen der Konsis-
tenz zu älteren DAT-basierten akustischen Stimmaufnahmen verwendet. Auf Basis
des Betriebsystems Linux und einer speziell für diese Anwendungen in der Ab-
teilung entwickelten C++-Softwarebibliothek (leaf ) [MFLK01] wird das akustische
Signal über eine grafische Benutzeroberfläche demAufnahmeleiter visualisiert. Die
Steuerung der Aufnahme erfolgt am Computermonitor im Aufnahmeraum über
die Benutzeroberfläche (Monitor, Tastatur und Maussignal werden zum entfernten
Computer verlängert) und das akustische Signal wird abschließend auf Festplatte
imWAV-Format gespeichert.
Im direkten Anschluss an die akustische Aufnahme besteht über diese Programm-
oberfläche die Möglichkeit des Nachbearbeitens des aufgenommen Sprachsignals,
um bspw. Sprechpausen amAufnahmeanfang oder -ende abzuschneiden, einleiten-
de Instruktionen des Aufnahmeleiters zu entfernen oder um bestimmte Bereiche
im Signal zu markieren.
Die nachbearbeiteten Stimmaufnahmen werden automatisch in einer für diesen
Zweck programmierten, SQL-basierten MySQL-Datenbank auf einem mit dem
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Aufnahme-PC vernetzten Server strukturiert archiviert. Zusammen mit diesen
akustischen Aufnahmen werden weitere sprecherbezogenen Daten gespeichert.
Neben den Stammdaten wie Name, Geburtsdatum und Geschlecht werden das
Datum der akustischen Aufnahme und insbesondere die phoniatrischen Diagnose-
codes aus der vorausgegangenen phoniatrischen Untersuchungmit demDatensatz
zusammen abgelegt. Zu jeder akustischen Aufnahme liegt demzufolge die phonia-
trische Diagnose vom selben Tag und gegebenenfalls eine phonoskopische Video-
aufnahme in der Datenbank vor.
Da von den Patienten prä- bzw. postoperativ, während des Therapieverlaufs und
auch nach Therapieabschluss zu Kontrollzwecken Aufnahmen zu unterschiedli-
chen Zeitpunkten gemacht werden, können auch Therapieverläufe mit den Ana-
lyseergebnissen dokumentiert werden.
4.2 Aufnahmeprotokoll
Während jeder Aufnahmesitzung werden nach der Aufzeichnung von Spontan-
sprache des Sprechers Stimmaufnahmen von gehaltenen, isoliert gesprochenen Vo-
kalen in unterschiedlichen Tonlagen sowie von einem vorgelesenen Standardtext
erstellt:
ä Spontansprache (freies Erzählen des Sprechers),
ä Vokalset [ε: a: e: i: o: u: ε:] in normaler Stimmlage,
ä Vokalset [ε: a: e: i: o: u: ε:] in tiefer Stimmlage,
ä Vokalset [ε: a: e: i: o: u: ε:] in hoher Stimmlage,
ä Standardtext „Nordwind und Sonne“ (vgl. Anhang 7.1),
ä Vokalset [ε: a: e: i: o: u: ε:] in normaler Stimmlage (belastet29).
Als Standardtext, der die Grundlage für das akustische Datenmaterial dieser Arbeit
bildet, wird der phonetisch ausgewogene „Nordwind und Sonne“ -Text verwendet,
der im Anhang 7.1 aufgeführt ist und von dem Übersetzungen in über 50 verschie-
dene Sprachen existieren [IPA49]. Die Aufnahmen gehaltener Phonation dienen in
dieser Arbeit dem Vergleich der Ergebnisse der entwickelten akustischen Analyse-
methoden und der Validierung der erhaltenen Ergebnisse.
29„Belastet“ steht hier für die Belastung durch die vorangegangen Aufnahmen.
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4.3 Fortlaufende Sprache
Grundlage der in Abschnitt 5 berechneten Ergebnisse ist eine Auswahl von 480
akustischen Stimmaufnahmen fortlaufender Sprache aus der Datenbank der Ab-
teilung Phoniatrie und Pädaudiologie. Diese Auswahl umfasst 50 Normalstimmen
(Gruppe der Normalstimmen) sowie eine für den gesamten Datenraum repräsentati-
ve Auswahl von 430 Aufnahmen jeglicher Stimmstörungen (Gruppe der pathologi-
schen Stimmen). Alle 480 Aufnahmen stammen dabei von verschiedenen Sprechern,
sodass es in den Ergebnissen zu keiner Ungleichgewichtung zu Gunsten eines ein-
zelnen Sprechers kommen kann.
Bestimmte Untersuchungen werden zu Vergleichszwecken getrennt für die beiden
Gruppen der stimmgesunden Normalstimmen und der stimmgestörten pathologi-
schen Stimmen durchgeführt. Die Zusammensetzung (Vergabe von Mehrfachdiag-
nosen ist möglich) der unterschiedlichen Pathologien in der Auswahlgruppe und
der gesamten Sprechergruppe ist der Tabelle 4.1 zu entnehmen.
Stimmstörung Anzahl Anzahl
Auswahl Gesamt
Normalstimme 50 157
Dysphonien 99 338
Lähmungen 114 399
Neubildungen (gutartig) 83 330
Neubildungen (bösartig) und Vorstadien 59 315
Resektionen und Ersatzphonationen 113 558
Laryngitis 12 54
Mutationen und Mutationsstörungen 14 63
Aphonien 3 23
Sonstiges 29 122
Tabelle 4.1: Zusammensetzung der Sprechergruppe.
Der Altersbereich der Sprecher in der Gruppe der Normalstimmen bewegt sich
zwischen 14 und 66 Jahren; 63% der Aufnahmen stammen dabei von Frauen und
37% von Männern, wobei in den weiteren Betrachtungen zwischen männlichen
und weiblichen Sprechern nicht unterschieden wird. In der Gruppe der pathologi-
schen Stimmen stammen 42% der Aufnahmen von Frauen und 58% von Männern,
bei einem Altersbereich zwischen 9 und 88 Jahren.
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4.4 PHONDAT-Sprachaufnahmen
Da es sich bei den 480 Aufnahmen in der Sprachdatenbank um ungelabeltes Daten-
material handelt, kann dieses nicht direkt für ein Training des Neuronalen Netzes
eingesetzt werden, für das ein stimmhaft/stimmlos-Klassifikationssollausgabesig-
nal benötigt wird. Aus diesemGrund ist für ein grundlegendes Training des Neuro-
nalen Netzes die in der Literatur bekannte PHONDAT I-Sprachdatenbank [P93] aus
Normalsprechern eingesetzt worden, für die eine Phonemklassifikation vorliegt.
Für das Training und die Beurteilung der Klassifikationsleistung des Neuronalen
Netzes sind 32 Sprachaufnahmen aus dem Korpus der PHONDAT I-Sprachdaten-
bank verwendet worden (sieheAnhang 7.5).30 Es handelt sich dabei um nach einem
leicht modifizierten SAMPA-Phonemlexikon (siehe Anhang 7.4) gelabelte Aufnah-
men fortlaufender Sprache. 17 der 32 Aufnahmen stammen von Frauen und 15 von
Männern. Von den Sprechern dieser 32 Aufnahmen sind keine Stimmstörungen in
derDatenbank dokumentiert und auchHörproben derAufnahmen deuten auf eine
Zuordnung in die Gruppe der Normalstimmen hin.
Der gesprochene Text entspricht in 16 Aufnahmen dem auch in der Abteilung Pho-
niatrie und Pädaudiologie in Göttingen verwendeten „Nordwind und Sonne“ -Text
(siehe Anhang 7.1). Die anderen 16 Aufnahmen behandeln den Text der „Butterge-
schichte“ (siehe Anhang 7.2).
DieAufnahmen liegen als Dateien imWAV-Format auf CD vor und sindmit 16 kHz
Abtastfrequenz und 16 Bit quantisiert. In einer separaten Textdatei sind die Pho-
nemgrenzen zu jeder Aufnahme als Zeitmarken gespeichert. Unter Verwendung
der leaf -Softwarebibliothek ist es möglich, aus dem akustischen Signal und den
Phonemgrenzmarken eine Klassifikation der einzelnen Phoneme vorzunehmen,
um das Datenmaterial für das Training der Neuronalen Netze mit Sollausgabesig-
nal generieren zu können [MFLK01].
30Der gesamte PHONDAT-Sprachdatenkorpus ist so konzipiert, dass er alle im Deutschen möglichen 1308
Phonemverbindungen umfasst.
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5 Ergebnisse
Der Ergebnisteil dieser Arbeit gliedert sich in drei wesentliche Bereiche. Im er-
sten Teil (5.1) werden die Ergebnisse der Entwicklung eines zuverlässigen Klassi-
fikationssystems – auf Basis einzelner Kurzzeit-Signalabschnitte des akustischen
Signals – in Bereiche stimmhafter und stimmloser Phonation sowie Sprechpau-
sen dargestellt. Auf dieser Klassifikation aufbauend werden im zweiten Abschnitt
(5.2) die Resultate der akustischen Analyse fortlaufender Sprachsignale nach de-
finierten Stimmgütemaßen beschrieben und eine Erweiterung des Göttinger Hei-
serkeits-Diagramms für fortlaufende Sprache eingeführt. Der dritte Abschnitt (5.3)
beschreibt eine Anwendung zur automatisierten Vokalanalyse in Anlehnung an die
Klassifikationsverarbeitung zur stimmhaft/-los-Klassifikation.
Die Beschreibung akustischer Stimmgütemaße und deren Bestimmungsmethoden
in Kapitel 2 erfordert eine Klassifikation des fortlaufenden Sprachsignals in Berei-
che stimmhafter und stimmloser Phonation sowie Sprechpausen. Für diese komple-
xe Klassifikation bieten sich Neuronale Netze, in diesem Fall Multi-Layer-Perzep-
trons, an. Die Parametrisierung der zu klassifizierenden Kurzzeitsegmente erfolgt
anhand von aus dem Sprachsignal bestimmten Vokaltraktparametern, die weitest-
gehend unabhängig von der Qualität der Stimmlippenschwingung während der
Sprachproduktion sind, wie in Kapitel 3 gezeigt worden ist. Diese Unabhängigkeit
gewährleistet eine Klassifizierung sowohl von Normalstimmen als auch von Spre-
chern mit gestörter Stimmfunktion bis zur Aphonie.
Bisher in der Literatur publizierte Verfahren und auch das populäre kommerzi-
elle Stimmanalysesystem CSL (Computerized Speech Lab) der Firma KAY ELEME-
TRICS [K92] versagen bei ausgeprägten Stimmstörungen, da eine Klassifikation
von stimmhaften und stimmlosen Teilsegmenten zumeist auf Periodizitätskriteri-
en oder einer Bewertung bestimmter Frequenzbänder beruht, die bei hochgradig
gestörten Stimmen nicht notwendigerweise zielführend ist. Die hier vorgestellte
Methode liefert sowohl für Normalstimmen als auch für jegliche Stimmstörungen
zuverlässige Klassifikationsresultate und stellt somit eine deutliche Erweiterung
des Analysespektrums gestörter Stimmfunktion fortlaufender Sprache dar.
85
5.1 Klassifikation fortlaufender Sprache
Ausgehend vom digitalisiert vorliegenden, mit einer Abtastfrequenz von
fs = 48 kHz bei 16 Bit linearer Amplitudenauflösung diskretisierten Sprachsignal,
folgen die einzelnen Teilschritte der Klassifikation – entsprechend dem in Kapitel
3.3 motivierten Ansatz – dem nachfolgend skizzierten Ablauf.
1. Unterabtastung des Sprachsignals,
2. Fensterung des Signals,
3. Bestimmung der Signalenergie zum Ausschluss von Sprechpausen,
4. Bestimmung der Prädiktorkoeffizienten der Linearen Prädiktion bei Verwen-
dung der Autokorrelationsmethode,
5. Berechnung der LPC-Spektren aus den Prädiktorkoeffizienten,
6. Transformation der LPC-Spektren in 19-kanalige Barkspektren,
7. Dynamikkompression der Barkspektren,
8. Amplitudennormierung der Barkspektren,
9. Abbildung der Spektren mit einem Neuronalen Netz,
10. Klassifikation über Schwellwertvergleich der Netzausgabe.
Dieser Ablauf, der zur Veranschaulichung mit seinen Teilschritten in Abbildung 5.1
visualisiert ist, lässt sich in drei wesentliche Bereiche gliedern:
a) die Vorverarbeitung (Schritte 1–3),
b) die spektrale Transformation (Schritte 4–8),
c) die eigentliche Klassifikation (Schritte 9 und 10).
Diese einzelnen Teilschritte werden im Kontext des Gesamtablaufs im folgenden
detaillierter erläutert.
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Abb. 5.1: Ablauf der Klassifikation der fortlaufenden Sprache in Bereiche stimmhafter und
stimmloser Phonation.
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5.1.1 Vorverarbeitung
Die Vorverarbeitung umfasst die Pausendetektion und notwendige Schritte der di-
gitalen Signalverarbeitung von Sprachsignalen für den weiteren Ablauf.
Unterabtastung des Sprachsignals
Eine Unterabtastung des Sprachsignals ist für die Lineare Prädiktion sinnvoll, da
die für die Klassifikation relevante Information der spektralen Einhüllenden insbe-
sondere durch die Lage und Intensität der niedrigen Formanten des Vokaltraktes
bestimmt wird. Die Abtastfrequenz des Sprachsignals wird deshalb unter Verwen-
dung der sinc-Funktion31 auf 12 kHz verringert.
Fensterung des Signals
Da die fortlaufende Sprache im Gegensatz zur gehaltenen Phonation durch eine
Abfolge sich auf zumeist kurzen Zeitskalen ändernder Artikulatorstellungen – und
dadurch variierender Resonanzeigenschaften – gekennzeichnet ist, ist eine Eintei-
lung des Sprachsignals in kürzere, einzeln zu analysierende Segmente quasistatio-
närer Phonation notwendig. Dies erfolgt durch Fensterung mit einem Hann-Fen-
ster32 von 40ms Länge bei einem überlappenden Vorschub von 10ms.
Die Form dieser Fensterfunktion gewährleistet eine scharfe Hauptkeule im Fre-
quenzspektrum bei gleichzeitiger Unterdrückung der Nebenkeulen – im Gegen-
satz zu einer einfachen Rechteckfensterung mit zwar schärferer Hauptkeule, aber
starken Nebenkeulen (Leakage-Effekt). Auch ähnliche Fensterfunktionen, wie das
Hamming- oder Kaiserfenster können verwendet werden.
Energiebestimmung
Die Berechnung der Signalenergie jedes dieser Kurzzeitsegmente dient der Sprech-
pausenexklusion. Durch Vergleich des lokalen RMS-Wertes der Energie mit ei-
31sinc(x) = sin(x)/x Sinus cardinalis. Die Fouriertransformierte der sinc-Funktion ist bis auf einen Faktor
die Rechteckfunktion.
32Im englischsprachigen Raum ist in Anlehnung an das verwandte Hammingfenster auch die Bezeichnung
Hanningfenster in der Literatur verbreitet. Die Namensgebung stammt von R. B. Blackmann und J. Tukey
und ist nach Julius von Hann benannt. w(n) = 1
2
ˆ
1 + cos( 2pin
M
)
˜
mit n = −M
2
, . . . ,M
2
und M der
Fensterbreite
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nem Prozentsatz eines globalen Energiewertes, der als Mittelwert der drei größten
RMS-Werte aus dem gesamten fortlaufenden Sprachsignal x(n) bestimmt wird, ist
über ein Schwellwertkriterium eine Bestimmung der Nicht-Sprechpausensegmen-
te möglich. Dieser Schwellwert liegt bei 3% und wird individuell für jede Sprach-
aufnahme berechnet (vgl. Abschnitt 3.1).
RMSi =
r
Ei
M
=
sPM−1
m=0 x(n+m)
2
M
(
≤ RMSmin : Pause
> RMSmin : Analyse
(5.1)
mit RMSmin = 0,03 · 1
3
3X
k=1
RMSmaxk
und n = i ·M/4 bei i = 0,1,2, . . . ,4(N −M)/M.
Lediglich die Bereiche der „Nicht-Pausen“ (siehe grau unterlegte Bereiche in Abb.
5.2) werden der weiteren akustischen Analyse zugeführt.
Abb. 5.2: Sprachsignal „Es war in Berlin zu einer Zeit“ (oben), Verlauf der Energie der
40ms Kurzzeitfenster (unten). Grau markiert sind die Signalbereiche oberhalb
des Energieschwellwertes Es, die der weiteren Analyse zugeführt werden.
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5.1.2 Spektrale Transformation
Die weitere Verarbeitung und Klassifikation der Kurzzeitsegmente erfolgt im Spek-
tralbereich, da die Parametrisierung über Vokaltraktparameter erfolgen soll, die
sich durch die Einhüllende des Kurzzeitsignalsspektrums beschreiben lassen. Für
jedes dieser sich überlappenden 40ms Kurzzeitsegmente werden die Prädiktorko-
effizienten der Linearen Prädiktion bestimmt, aus denen sich das Kurzzeitspek-
trum berechnen lässt.
Allen Untersuchungen zur optimalen Parameterwahl der Linearen Prädiktion und
auch der späteren Klassifikationsanwendung des trainierten Neuronalen Netzes
ist eine Höhenanhebung des Sprachsignals entsprechend Gleichung 5.2 mit einem
Präemphasefaktor von µ = 0,9375 vorausgegangen.
H(z) = 1− µ · z−1 (5.2)
Diese Höhenanhebung liefert einen besseren Prädiktor und führt somit zu einer
Steigerung der Klassifikationsleistung.
LPC Prädiktorordnung
Auf der Grundlage einer modellbasierten Abschätzung der Prädiktorordnung (sie-
he Abschnitt 2.3.1) ist deren Einfluss auf die Klassifikationsleistung von jeweils drei
trainierten Multi-Layer-Perzeptrons (NN1, NN2, NN3) gleicher Topologie bei Ver-
wendung von 8, 10, 12, 14, 16, 18 und 20 Prädiktorkoeffizienten für die Berechnung
der LPC-Spektren untersucht worden. Die Prädiktorordnungen 12, 14 und 16 ent-
sprechen der von Markel [M71] angegebenen sinnvollen Größenordnung bei vor-
liegender Abtastfrequenz von fs = 12 kHz. Die übrigen Prädiktorordnungen sind
hinzugenommen worden, um den Einfluss auf die Klassifikationsleistung umfas-
sender beurteilen zu können. Auch wenn eine Prädiktorordnung von 8 nicht aus-
reichend für eine Parametrisierung der Einhüllenden des Kurzzeitspektrums der
LPC-Analyse scheint, gilt trotzdem zu prüfen, ob sie u.U. zu besseren Klassifikati-
onsleistungen führt. Des Weiteren sind eventuelle Klassifikationsunterschiede bei
Verwendung der Autokorrelations- (acf) bzw. Kovarianzmethode (cov) zur Bestim-
mung des Koeffizientensatzes aus Gl. 2.22 untersucht worden, deren Ergebnisse
der Tabelle 5.1 zu entnehmen sind.
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Präd-Ord Methode Fehlklass. Fehlklass. Fehlklass. Mittelwert
K NN 1 NN 2 NN 3 (SD)
8 acf 4,63% 4,71% 4,69% 4,67% (0,04)
10 acf 4,62% 4,59% 4,56% 4,59% (0,03)
12 acf 4,55% 4,56% 4,59% 4,57% (0,02)
14 acf 4,64% 4,58% 4,63% 4,62% (0,03)
16 acf 4,62% 4,62% 4,64% 4,62% (0,01)
18 acf 4,64% 4,68% 4,71% 4,68% (0,03)
20 acf 4,66% 4,65% 4,58% 4,63% (0,04)
8 cov 5,60% 5,63% 5,60% 5,61% (0,02)
10 cov 5,61% 5,63% 5,58% 5,61% (0,03)
12 cov 5,42% 5,47% 5,52% 5,47% (0,05)
14 cov 5,57% 5,64% 5,73% 5,64% (0,08)
16 cov 5,51% 5,47% 5,39% 5,45% (0,06)
18 cov 5,48% 5,45% 5,48% 5,47% (0,02)
20 cov 5,52% 5,46% 5,62% 5,53% (0,08)
Tabelle 5.1: Vergleich der Fehlklassifikationsrate von drei Multi-Layer-Perceptrons (NN 1-
3) bei Variation der Prädiktorordnung K (8, 10, 12, 14, 16, 18, 20) und LPC-
Methode (Autokorrelations- (acf), Kovarianz- (cov)) bei einem Klassifikations-
schwellwert von Ns = 0,5.
Die niedrigste Fehlklassifikationsrate ist bei einer Prädiktorordnung von K=12 bei
Verwendung der Autokorrelationsmethode (acf) und K=16 bei der Kovarianzme-
thode (cov) zu finden. Generell scheint die Autokorrelationsmethode bessere Klas-
sifikationsergebnisse als die Kovarianzmethode zu liefern. Für die Berechnung der
LPC-Spektren wird in dieser Arbeit die Autokorrelationsmethode bei einer Prädik-
torordnung von 12 verwendet, da diese Kombination zur geringsten Fehlklassifi-
kationsrate geführt hat, auch wenn eine Prädiktorordnung von K=16 nach Markel
[M71] eher den Vorgaben von:
K ≈ Abtastfrequenz in kHz zzgl. 4 oder 5 weiterer Koeffizienten
entsprechen würde. Da die LPC-Analyse an dieser Stelle allerdings als Vorstufe
einer Klassifizierung verstanden werden muss, steht allein die bestmögliche Klas-
sifikationsleistung als Entscheidungskriterium im Vordergrund.
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Barkskalierung, Dynamikkompression und Normierung
Die auf diese Weise berechneten LPC-Spektren werden in einem weiteren Schritt
nach der Barkskala transformiert. Der Frequenzbereich des unterabgetasteten Sig-
nals überdeckt 19 Barkkanäle, deren Intensität durch sich überlappende Trapezfen-
ster auf der Frequenzachse bestimmt wird. Eine anschließende Dynamikkompres-
sion der Barkspektren – in Anlehnung an ZwickersModell für die Verarbeitung im
menschlichen Ohr – gewährleistet eine weitere Steigerung der Klassifikationslei-
stung. Abschließend ist eine 2-dimensionale Normierung dieser zeitlichen Abfolge
von Barkspektren notwendig, um einen Einfluss der Signalenergie auf die Klassifi-
kationsleistung auszuschließen.
Für dieseNormierungwird die Amplitude jedes Barkkanals aller Barkspektrenmit
der maximalen Amplitude aller Barkkanäle und -spektren normiert, vgl. Abschnitt
3.3.4.
N∗tz =
Ntz
max 1<τ<T
1≤ζ≤Z
({Nτζ}) für 0 ≤ t < T und 1 ≤ z ≤ Z
Diese Folge von 19-kanaligen Barkspektren – alle 10ms – stellt das Eingangsdaten-
material des Neuronalen Netzes für den eigentlichen Klassifikationsschritt dar.
Eine deutliche Ähnlichkeit der Barkspektrogramme unterschiedlicher Stimmfunk-
tion ist in Abb. 5.3 b) zu erkennen. Insbesondere im Bereich der stimmhaften Pho-
neme der Äußerung „einst“ in den ersten zwei Dritteln des Signalausschnitts ist ein
ähnlicher Verlauf der Formanten während der Phonation zu erkennen. Im stimm-
losen letzten Drittel des Signals ist bei der gestörten Stimmfunktion im Barkspek-
trogramm ein größererAnteil hoher Frequenzen zu beobachten als bei der Normal-
stimme. Die Energieverteilung der Barkkanäle der einzelnen Barkspektren weist
doch auch hier viel versprechende Ähnlichkeiten für eine Musterklassifikation auf
(exemplarisch siehe Abb. 5.3 c) und d)).
Auf Grund der differierenden Anregungen des Vokaltrakts auf glottaler Ebene –
entsprechend der Stimmfunktion – sind natürlich Unterschiede in den Barkspektro-
grammen zu beobachten. Die Ähnlichkeit und damit die Aussagekraft der gewähl-
ten Parametrisierung zeigt allerdings eine gute Basis für eine erfolgreiche Klassifi-
kation mit Neuronalen Netzen auf.
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Abb. 5.3: a) Äußerung „einst“ eines Sprechers mit gesunder (links) und gestörter (rechts)
Stimmfunktion, b) zugehörige Folge von normierten Barkspektren alle 10ms als
Eingangsdaten des Neuronalen Netzes und einzelne Barkspektren aus c) stimm-
haften und d) stimmlosen Signalabschnitten.
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5.1.3 Klassifikation mit Neuronalem Netz
Sowohl sämtliche Schritte der Vorverarbeitung und spektralen Transformation des
Eingangsdatenmaterials als auch die Topologie und Trainingsparameter des Neu-
ronalen Netzes sind in dieser Arbeit auf eine optimale Erkennung während der
Trainingsphase angepasst worden, um abschließend ein Neuronales Netz mit ho-
her Generalisierungsfähigkeit zu erhalten. Die Bestimmung einer geeigneten Topo-
logie für die vorliegende Klassifizierungsaufgabe spielt eine wesentliche Rolle für
dessen Klassifikationsleistung.
5.1.4 Topologie des Neuronalen Netzes
Für die gesuchte Klassifikation der Kurzzeit-Sprachsegmente in Bereiche stimmhaf-
ter und stimmloser Phonation bietet sich die Verwendung mehrschichtiger Neu-
ronaler Netze (Multi-Layer-Perzeptron, MLP) an, deren Aufbau in Abschnitt 3.4.4
beschrieben ist. Mit dem modifizierten Error-Backpropagation-Algorithmus (siehe
Abschnitt 3.4.7) und der Einbeziehung von Momentum-Termen steht ein Lernver-
fahren zur Verfügung, das gute Konvergenzeigenschaften besitzt und in akzepta-
bler Rechenzeit in einMinimum konvergiert. Da sich diese Kombination für Klassi-
fikationsaufgaben der vorliegendenArt als geeigneteWahl erwiesen hat, sind auch
keine weiteren Typen Neuronaler Netze untersucht worden.
Eine weiterer Vorteil dieser Architektur besteht in der einfachen Skalierbarkeit der
Topologie. Die Dimensionalität der Eingangs- und Ausgangsschicht des neurona-
len Klassifikators ist vorgegeben durch die Dimensionalität des zu analysierenden
Datenmaterials (19 Eingangszellen, je eine pro Barkkanal) und die gewünschte Aus-
gabedimension (1 Ausgabezelle als bimodaler Entscheider). Voruntersuchungen
haben gezeigt, das ein einschichtiges Perzeptron, also ein Neuronales Netz ohne
versteckteNeurone in Zwischenschichten, für die gesuchte Klassifikation nicht aus-
reichend ist. Die Verwendung mehrschichtiger Netze liefert dagegen gute Klassifi-
kationsergebnisse, wie in den folgenden Abschnitten zu sehen ist.
In der Regel lässt sich die optimale Topologie des Neuronalen Netzes für eine Klas-
sifikationsaufgabe nicht analytisch bestimmen. Die Faustregel „so klein wie möglich,
so groß wie nötig“ liefert allerdings eine gute Basis. Je nach Klassifikationsproblem
kann eine bestimmte Mindestanzahl versteckter Neuronen notwendig sein, um
überhaupt eine Generalisierungsfähigkeit während des Trainings zu erreichen. Ei-
ne Steigerung der Anzahl versteckter Zellen (hiddim von hidden dimension) sollte
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hiddim Fehlklass Fehlklass Fehlklass Mittelwert
NN 1 NN 2 NN 3 (SD)
4 4,84% (± 0,35) 4,83% (± 0,33) 4,87% (± 0,36) 4,85% (± 0,02)
6 4,83% (± 0,32) 4,89% (± 0,29) 4,81% (± 0,32) 4,84% (± 0,03)
8 4,82% (± 0,35) 4,80% (± 0,38) 4,81% (± 0,30) 4,81% (± 0,03)
10 4,80% (± 0,32) 4,84% (± 0,32) 4,80% (± 0,31) 4,81% (± 0,02)
12 4,76% (± 0,25) 4,83% (± 0,38) 4,82% (± 0,34) 4,80% (± 0,03)
20 4,84% (± 0,35) 4,83% (± 0,35) 4,80% (± 0,33) 4,82% (± 0,03)
Tabelle 5.2: Über 3 Paare mit je 2 Testsprechern gemittelte Fehlklassifikationsrate und
Standardabweichung jeweils dreier trainierter Neuronaler Netze (NN 1, NN
2, NN 3) bei Variation der Neuronenzahl (hiddim = hidden dimension) in
der versteckten Zwischenschicht und einem Klassifikationsschwellwert von
Ns = 0,5.
die Klassifikationsleistung prinzipiell verbessern, da unter der Annahme von Null-
Elementen in der Gewichtsmatrix für die zusätzlichen Zellen keine generelle Ver-
schlechterung durch Hinzufügen weiterer Zellen eintreten kann. Die Gefahr bei zu
großen Netzen besteht allerdings darin, keine Generalisierung zu erlernen. Dies
kann daraus resultieren, das das Neuronale Netz die individuellen Trainingsdaten-
sätze auswendig lernt, was bei Nichttrainingsdaten zu schlechten Klassifikationser-
gebnissen führen kann. Des Weiteren besteht bei zu großen Netzen die Gefahr der
Überbewertung von Individualitäten einzelner Datensätze – dem Overfitting – mit
dem Resultat, ebenfalls keine Generalisierung des Neuronalen Netzes zu erlernen.
Für die Wahl der Anzahl der versteckten Zellen in der Zwischenschicht (hiddim)
sind Untersuchungen durchgeführt worden, deren Ergebnisse der Tabelle 5.2 zu
entnehmen sind. Die Verwendung mehrerer versteckter Schichten ist in diesem
Zusammenhang nicht näher untersucht worden, da bei detaillierter Betrachtung
der Netzausgabe für eine versteckte Zwischenschicht das Auftreten einzelner Fehl-
klassifikationen eher auf die im folgenden Abschnitt aufgezeigten Fehlerquellen
zurückzuführen ist und nicht auf ein generelles Abbildungsproblem, für das die
gewählte Netztopologie unzureichend sein könnte. Exemplarisch ist zusätzlich zu
den in Tabelle 5.2 dargestellten Ergebnissen eine Testreihe mit 40 Zellen in der ver-
steckten Schicht durchgeführt worden, die das Modell des Overfitting durch sich
verschlechternde Klassifikationsleistungen bestätigt hat.
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Anhand der berechneten Fehlklassifikationsraten aus Tabelle 5.2 – die alle in ei-
nem ähnlichen Bereich liegen – liefert ein Neuronales Netz mit 12 Neuronen in
der versteckten Zwischenschicht sowohl die absolut niedrigste Fehlklassifikations-
rate (NN1=4,76%, hiddim=12), als auch den niedrigsten Mittelwert der drei mit
jeweils identischen Trainingsparametern trainierten Neuronalen Netze NN1-3. Für
die Klassifikation wird folglich ein vollständig verbundenes, vorwärtsgerichtetes
Multi-Layer-Perzeptron mit 19 Eingangszellen, 12 versteckten Zellen in einer Zwi-
schenschicht und einer Ausgangszelle trainiert. Diese resultierende Topologie des
Neuronalen Netzes ist in Abbildung 5.4 illustriert.
Abb. 5.4: Optimale Topologie des Neuronalen Netzes zur Klassifikation stimmhafter/
stimmloser 40ms Kurzzeit-Sprachsegmente anhand normierter, dynamikkompri-
mierter, barkskalierter LPC-Spektren.
Nachdem die Schritte der Vorverarbeitung und spektralen Transformation sowie
die grundlegende Topologie des Neuronalen Netzes auf eine bestmögliche Klassi-
fikation angepasst worden sind, muss solch ein generiertes NN trainiert werden.
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5.1.5 Training des Neuronalen Netzes
Grundlage einer erfolgreichen Klassifikation ist das vorherige Training des NN,
das mit einer Auswahl vorgegebener Trainingsdatensätze durchgeführt wird. Es
handelt sich in diesem Fall in einer ersten grundlegenden Trainingsphase um akus-
tische Aufnahmen fortlaufender Sprache des „Nordwind und Sonne“-Textes bzw.
der „Buttergeschichte“ von 32 Sprechern (siehe Anhang 7.5) mit normaler Stimm-
funktion aus der PHONDAT-Sprachdatenbasis (16x „Nordwind und Sonne“ (siehe
Anhang 7.1) und 16x „Buttergeschichte“ (siehe Anhang 7.2)). Für diese Sprachauf-
nahmen ist unter Verwendung der selbst entwickelten Softwarebibliothek leaf
[MFLK01] das entsprechende Sollausgabesignal des Neuronalen Netzes auf der Ba-
sis von Phonemlabelmarken und deren Einordnung in stimmhafte bzw. stimmlo-
se Phonation entsprechend Anhang 7.4 berechnet worden. In einer nachfolgenden
Verfeinerungsphase soll das bis dahin auf die grundlegende stimmhaft/stimmlos-
Klassifikation von Normalstimmen trainierte Neuronale Netz durch ein weiteres
Training mit Sprachmaterial von Sprechern gestörter Stimmfunktion nachtrainiert
werden. Da keine phonemgelabelte Sprachdatenbank gestörter Stimmfunktion zur
Verfügung steht, ist entsprechendes Datenmaterial aus der umfangreichen Daten-
bank der Abteilung Phoniatrie und Pädaudiologie in Handarbeit erstellt und mit
Sequenzen gehaltener Vokale ergänzt worden.
Als Trainingsdatenmaterial standen 154.550 Barkspektrenvon 40ms langen, sprech-
pausenbereinigten Kurzzeitsegmenten des akustischen Signals aus den 32 Sprach-
aufnahmen normaler Stimmfunktion zur Verfügung. Das Training ist in verschiede-
nen Kombinationen von 30 dieser 32 Sprecher in jeweils maximal 5.000 Trainings-
iterationen mit den phonemgelabelten Barkspektrogrammen und dem zugehöri-
gen Sollausgabesignal der Netzausgangszelle durchgeführt worden, um den Ein-
fluss der Zusammensetzung des Trainingsmaterials weitestgehend zu minimieren
und ein hohes Maß an sprecherübergreifenderGeneralisierung zu erreichen. Wich-
tig ist dabei die Beurteilung der Klassifikationsleistungmit bekannten Datensätzen,
die nicht zum Trainingsmaterial gehören (leave one out-Training).
Die Gewichtsmatrix wird zu Beginn des Trainings mit zufällig gewählten Werten
aus einem gleichverteilten Wertebereich von [−1; 1] initialisiert. Um das Verharren
in einem lokalen Fehlerminimum auf Grund einer ungünstigen Wahl der zufälli-
gen Startkonfiguration auszuschließen, sind jeweils 3 Neuronale Netze mit identi-
schen Trainingsparametern trainiert worden, derenMittelwert der Erkennungsrate
zur Beurteilung herangezogen wird. Die Anpassung der Gewichtsmatrix während
des Trainings erfolgt unter Verwendung des modifizierten Error-Backpropagation-
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Abb. 5.5: Grau unterlegt ist ein 40ms Kurzzeit-Signalfenster am Phonemübergang /n/ -
/s/. Eine minimale Verschiebung dieses Fensters kann bereits den 50% Anteil
stimmhaft (so = 0,9) zu stimmlos (so = 0,1) verschieben, ohne dass große
Änderungen im Barkspektrum zu erwarten wären.
Algorithmus aus Abschnitt 3.4.7 nach der Train-by-Pattern Methode, bei der nach
jedem dargebotenenMusterpaar eine Adaption stattfindet. In Gegensatz dazu wer-
den beim Train-by-Epoch Verfahren – das auch getestet wurde – die berechneten
Gewichtsänderungen für alle Trainingsdatensätze summiert und am Ende einer
Iteration zur Änderung der Gewichtsmatrix nach Gl. 5.3 und 5.4 herangezogen.
∆ωij(s) = −η
NpX
p=1
„
∂E
∂ωij
«
+ α∆ωij(s− 1) (5.3)
∆ϑo(s) = −η
NpX
p=1
„
∂E
∂ϑo
«
+ α∆ϑo(s− 1) (5.4)
Für den Wert des Trägheitsmoments α zur Stabilisierung des Trainings hat sich in
Voruntersuchungen α = 0,8 als sinnvolle Wahl abgezeichnet. Als Sollausgabe der
sigmoidenAktivierungsfunktion der Netzausgangszelle werden dieWerte so = 0,1
für Kurzzeitsegmente stimmloser und so = 0,9 für Segmente stimmhafter Phonati-
on verwendet. Diese Werte erlauben im Gegensatz zu 0 und 1 – den Grenzwerten
der verwendeten sigmoiden Funktion – eine bessere Adaptionsmöglichkeit, da die-
se Extremwerte erst im Grenzwert ±∞ der Funktion erreicht werden.
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An Phonemübergängen oder bei wieder einsetzender Phonation nach einer Sprech-
pause ist für jedes Analysefenster bei der Bestimmung des Sollausgabesignals zu
entscheiden, ab welchem prozentualen Signalanteil eine Klassifikationsnetzausga-
be entsprechend der Stimmhaftigkeit des Phonems erfolgen soll. In dieser Arbeit
erhält ein 40ms Signalfenster die Sollklassifikation, die der Stimmhaftigkeit von
mindestens 50% der in diesem Segment enthaltenen Phoneme entspricht. Sobald
folglich mindestens 20ms eines Analysefensters ein als stimmhaft klassifiziertes
Phonem überdecken, wird der gesamte Signalabschnitt auf die NN-Sollausgabe
stimmhaft trainiert. Entsprechendes gilt bei stimmlosen Phonemen für eine Training
auf stimmlos. Die Notwendigkeit, auch diese Phonemübergangsbereiche mit einer
eindeutigen Klassifikation stimmhaft/stimmlos zu versehen, stellt im Extremfall
natürlich ein Potential für anschließende Fehlklassifikationen dar, da eigentlich kei-
ne eindeutige Klassifikation vorgenommen werden kann. Die den Trainingsdaten-
sätzen zugrunde liegenden Barkspektrogrammewerden keine gravierendenUnter-
schiede aufweisen, ob ein Kurzzeitsegment eines Phonemübergangs ein stimmhaf-
tes Phonem zu 49% (Klassifikation: stimmlos) oder zu 51% (Klassifikation: stimm-
haft) überdeckt. Ein solcher Grenzfall ist in Abb. 5.5 illustriert.
In Abbildung 5.6 ist exemplarisch der absolute Netzausgabefehler im Verlauf der
5.000 Trainingsiterationen aufgetragen. Die Höhe des absoluten Werts des Netz-
ausgabefehlers spielt allerdings keine entscheidende Rolle, sondern lediglich des-
sen Minimierung während des Trainings. Die Klassifikationsgüte und damit die
Generalisierungsfähigkeit wird vielmehr im Re-Test mit Nichttrainingsmaterial be-
stimmt und als Entscheidungskriterium zur Netzauswahl herangezogen.
Abb. 5.6: Verlauf des absoluten Netzausgabefehlers als Detail der ersten 100 Lernschritte
(links) und im Gesamtverlauf der 5.000 Trainingsiterationen (rechts).
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5.1.6 Klassifikationsgüte
Zur Bestimmung der Klassifikationsgüte – und damit des Erfolgs des Trainings –
wird das so trainierte Neuronale Netz für die Abbildung der jeweils restlichen Da-
tensätze der 2 Nicht-Trainingssprecher (je nach Trainingszusammensetzung zwi-
schen 10.867 und 12.447 Barkspektren) verwendet, von denen ebenfalls das NN-
Sollausgabesignal vorliegt. Durch Vergleich dieser Sollausgabe mit der tatsächli-
chen Ausgabe des Neuronalen Netzes ist eine Bewertung der geleisteten Klassifi-
kation für jedes Kurzzeitsignalfenster möglich. Der prozentuale Anteil an Fehlklas-
sifikationen wird schließlich durch den Anteil der Abweichungen vom Sollsignal
bestimmt.
Durch einen Schwellwertvergleich werden alle sprechpausenbereinigten Kurzzeit-
Sprachsegmente mit Klassifikationswert oberhalb eines Netzausgabeschwellwer-
tes NNs als stimmhaft betrachtet, alle unterhalb als stimmlos. Die Wahl dieses
Schwellwertes spielt eine entscheidende Rolle. Gerade bei stark gestörten Stimmen
weist die Ausgabe des Neuronalen Netzes in stimmhafter Phonation teilweise klei-
nere Werte als bei stimmgesunder Phonation auf, da durch die Rauschanregung
auf glottaler Ebene der Anteil der hohen Frequenzen stärker repräsentiert ist als
bei normaler Stimmfunktion und die Erkennungsleistung des NN dadurch gemin-
dert werden kann. Die geeignete Wahl des Schwellwertes garantiert, lediglich die
„gesuchten“ stimmhaften Segmente von den stimmlosen zu trennen. Als Schwell-
wert wird NNs = 0,5 verwendet, sofern der höchste Netzausgabewert des gesam-
ten klassifizierten Signals größer als 0,9 ist. Sollte der höchste Wert im Intervall
[0,8; 0,9] liegen, so wird der Schwellwert auf NNs = 0,45 reduziert. Bei hochgra-
dig gestörten Stimmen erreicht die Netzausgabe in Einzelfällen nur Maximalwerte
von knapp unterhalb 0,8. In diesem Fall wird der Klassifikationsschwellwert auf
NNs = 0,4 abgesenkt, um die als stimmhaft erkannten Segmente zu detektieren.
Die Absenkung des Schwellwertes stellt in diesem Fall kein Problem dar, da der
niedrige Klassifikationswert nicht auf einen hohen Netzausgabewert eines stimm-
losen Segmentes zurückzuführen ist, sondern vielmehr auf ein zugrunde liegendes
stimmhaftes Segment stark gestörter Stimmfunktion.
Der absolute Wert an der Ausgangszelle des Neuronalen Netzes spielt – abgesehen
vom Schwellwertvergleich mit NNs – keine Rolle. Er kann natürlich dennoch für
eine Abschätzung der Zuverlässigkeit der Klassifikation herangezogenwerden. Ex-
tremeNetzausgabewerte bei so ≈ 0,1 und so ≈ 0,9 (den Sollausgaben während des
Trainings) deuten auf eine zuverlässige Erkennung als stimmlos bzw. stimmhaft
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hin, wohingegenWerte im Bereich von so ≈ 0,5 auf eine eher ungewisse Klassifika-
tion hinweisen und insbesondere in Phonemübergangsbereichen zwischen stimm-
haft/stimmlos zu finden sind.
a)
b)
c)
Abb. 5.7: a) Sprachäußerung „Es war in Berlin zu einer Zeit“, b) Sollausgabe des trai-
nierten NN und c) tatsächliche Erkennungsleistung des NN. NNs = 0,5 gibt
den Schwellwert als gestrichelte Linie an.
In Abbildung 5.7 ist für die Sprachäußerung „Es war in Berlin zu einer Zeit“ eines
stimmgesunden Sprechers aus der PHONDAT-Datenbank das Sprachsignal (oben),
die Sollausgabe des Netzausgangs (mitte) und die Klassifikationsleistung eines ent-
sprechend den Vorgaben trainierten Neuronalen Netzes (unten) grafisch aufgetra-
gen. Sehr gut ist die hohe Übereinstimmung des Klassifikationsergebnissesmit der
Sollausgabe zu erkennen. Das NN ist in der Lage, eine weitgehend eindeutige Klas-
sifikation vorzunehmen, da keine Netzausgabewerte im Bereich des Schwellwertes
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NNs liegen, sondern vornehmlich in den beiden Extrema stimmhaft (0,9) und stimm-
los (0,1). Ebenso ist die an den Phonemübergängen leicht absinkende Netzausgabe
zu erkennen.
Bei Betrachtung dieser hohen Übereinstimmung und der Fehlklassifikationsraten
aus den Tabellen 5.1 und 5.2 wird deutlich, das das nach den ermittelten Vor-
gaben trainierte Neuronale Netz bei knapp 96% der Nichtpausensegmente der
PHONDAT-Trainingsdatensätze bei normaler Stimmfunktion die richtige Sollaus-
gabe klassifiziert. Diese hohe Klassifikationsrate unterstreicht die Wahl der in die-
ser Arbeit entwickelten Vorgehensweise zur Klassifikation.
5.1.7 Ursachen für Fehlklassifikationen
Die ideale Fehlklassifikationsrate von 0% – also 100% richtige Klassifikation – lässt
sich bei Sprachdatenmaterial eines so großen Variationsbereichs an Stimmgüte,
und auch generell bei Signalen mit natürlicher Streubreite, nicht erwarten. Umso
bemerkenswerter ist die hohe Klassifikationsgüte von knapp 96% des trainierten
Neuronalen Netzes. Bei einer genaueren Analyse der einzelnen Fehlklassifikatio-
nen lässt sich ein Großteil dieser rund 4,5% auf nachfolgend beschriebene Ursa-
chen zurückführen.
In Abbildung 5.8 ist bei einer detaillierten Betrachtung der einzelnen Fehlklassi-
fikationen deutlich zu erkennen, dass in diesem exemplarischen, aber dennoch
repräsentativen Fall alle Abweichungen der Netzausgabe vom Sollsignal in Seg-
menten der Phonemübergänge – von Sprechpause zu Phonation, aus Phonation zu
Sprechpause, von stimmhafter zu stimmloser Phonation oder umgekehrt – loka-
lisiert sind. Ein zu klassifizierendes Kurzzeitsegment mit >50% Sprechpausenan-
teil und knapp unter 50% stimmhaftem Phonemanteil wird vomNeuronalen Netz
zumeist noch als stimmhaft erkannt, hätte auf Grund des Pausenanteils von grö-
ßer 50% allerdings als „Sollpause“ klassifiziert werdenmüssen. Ähnlich verhält es
sich an Phonemübergängen von stimmhafter zu stimmloser Phonation, bei denen
das erste Segment mit Stimmlos-Anteil von über 50% durchaus noch gravieren-
de Einflüsse des stimmhaften vorangegangenen Phonems im Barkspektrogramm
aufweisen kann. Diese „vermeintlichen“ Fehlklassifikationen an Grenzbereichen
stellen einen Großteil der Abweichungen der Ist-Klassifikation des trainierten NN
von der Sollklassifikation dar und reduzieren die Klassifikationsleistung dieses An-
satzes teilweise ungerechtfertigterweise.
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Abb. 5.8: Sprachäußerung „Es war in Berlin zu einer Zeit“(oben), Netzausgabe und
Sollausgabe des trainierten NN (Mitte) und Abweichung (grau unterlegt) der
klassifizierten Netzausgabe von der Sollausgabe (unten).
Die Wahl eines höheren Phonemanteils als Klassifikationsgrundlage würde das
Auftreten solcher Fehlklassifikationen am Phonationsbeginn und -ende nur ver-
stärken, die eines niedrigeren Anteils stellt die Aussagekraft in Frage, wenn ein
Gesamtsegment nach einem Anteil von lediglich 25 – 30% bewertet und der In-
halt der übrigen 70 – 75% vernachlässigt wird. Auch bei Phonemübergängen von
stimmhafter zu stimmloser Phonation oder umgekehrt innerhalb eines Segments
kann dies zu uneindeutigen Klassifikationsergebnissen führen, die von der Soll-
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ausgabe abweichen, wobei es sich dennoch nicht notwendigerweise um Fehlklassi-
fikationen handeln muss.
Eine weitere mögliche Fehlerquelle liegt in der Position der von Hand gesetzten
Phonemmarken in der PHONDAT-Sprachdatenbank, die die Grundlage für die
Generierung des Sollausgabesignals darstellen. Mitunter entspricht die Ausgabe
des trainierten Neuronalen Netzes der „richtigen“ Klassifikation, die auf Grund
einer leicht verschoben gesetzten Phonemgrenzmarke im Vergleich mit dem dar-
aus generierten Sollausgabesignal als „falsch“ klassifiziert wird und die Fehlklas-
sifikationsrate ungerechtfertigterweise ansteigen lässt. Hier genügt mitunter ei-
ne Deplatzierung der Grenzmarke von wenigen ms, die die Verhältnisse stimm-
haft/stimmlos bereits entscheidend verändern können.
Umden kritischen Einfluss dieser Phonemübergangsbereiche auf die nachfolgende
akustische Analyse weitestgehend auszuschließen, werden für die Weiterverarbei-
tung zusammenhängender Segmente gleicher Phonationsklasse das jeweils erste
und letzte Kurzzeit-Segment dieses Blocks – in denen typischerweise Phonemüber-
gänge oder Phonationsbeginn/-ende lokalisiert sind – verworfen. Der Einfluss we-
niger dieser Grenzsegmente kann sensible akustische Maße bereits nachhaltig ver-
fälschen.
Abweichungen der Netzausgabe von der Sollausgabe treten auch bei Plosiven, wie
/b/, /d/ oder /g/ auf, die aus einer Verschluss-, einer Plosions- und einer Formant-
übergangsphase bestehen. Das NeuronaleNetz erkennt die Formantübergangspha-
se der stimmhaften Plosive als stimmhaft, die ebenfalls in die Phonemmarkierung
mit eingeschlossene Verschluss- und Plosionsphase allerdings auf Grund mangeln-
den akustischen Signals nicht, sodass es in diesenÜbergangsbereichen zu Fehlklas-
sifikationen kommen kann. Um den Einfluss dieser Mehrdeutigkeit auf die akusti-
schen Analyseergebnisse weitestgehend auszuschließen, werden sämtliche Plosive
in dieser Arbeit als stimmlos klassifiziert betrachtet (vergleiche Anhang 7.4).
Ein Anstieg der Fehlklassifikationsrate für stark gestörte Stimmen ist sicherlich
zu erwarten, da die bisher präsentierten Ergebnisse auf Sprechern mit normaler
Stimmfunktion basieren. Eine exakte Beurteilung der Klassifikationsleistung ist al-
lerdings auch nur mit phonemgelabelten Sprachdaten möglich, und die liegen für
gestörte Stimmfunktion nicht in diesem Umfang vor. Die generelle Leistungsfähig-
keit dieses Ansatzes und des trainierten Neuronalen Netzes ist damit allerdings
bestätigt.
Positiv fällt bei der kritischen Betrachtung der Fehlklassifikationen auf, dass der
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Anteil „echter Fehlklassifikationen“ relativ gering ist und die Aussagekraft der
anschließenden akustischen Analyse somit stützt. Die Fehlklassifikationsraten aus
den Voruntersuchungen in den Tabellen 5.1 und 5.2 weisen durchweg sehr niedrige
Werte im Bereich von knapp 5% auf. Zieht man desWeiteren die obigenÜberlegun-
gen bzgl. der Ursachen für Fehlklassifikationen – insbesondere des hohen Anteils
an vermeintlichen Fehlklassifikationen bei Phonemübergängen – hinzu, so weist
die tatsächliche Klassifikationsleistung noch höhere und somit sehr gute Werte auf,
wie in Abb. 5.9 dargestellt ist.
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Abb. 5.9: Histogramm über die Differenz zwischen abgebildeter Netzausgabe und Sollaus-
gabe des Triggersignals für alle Kurzzeitsegmente eines Sprechers der Butterge-
schichte. Die schwarz markierten Säulen des Histogramms bezeichnen die Seg-
mente, bei denen die Netzausgabe und Sollausgabe übereinstimmen. In den grau
markierten Säulen liegt die Abweichung bereits in einem kritischen Bereich um
den Klassifikationsschwellwert. Die weiß markierten Säulen beschreiben Abwei-
chungen über 0,5 (d.h. bei Sollausgabe 0,9 liegt der Netzausgabewert unter 0,4,
entsprechend bei Sollausgabe 0,1 über 0,6).
Diese gesammelten Informationen fließen abschließend in das Training des endgül-
tigen NN ein, das in einer zweiten Trainingsphase auch auf die Klassifikation von
Sprachdatenmaterial gestörter Stimmfunktion adaptiert wird.
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5.1.8 Endgültige Netzkonfiguration und Klassifikationsleistung
Für die optimale Wahl der Netztopologie (Anzahl versteckter Zellen in der Zwi-
schenschicht), der Trainingsparameter und der Zusammensetzung des Trainings-
materials sind 6.750 unterschiedliche Neuronale Netze als Kombination folgender
Parameter trainiert und getestet worden:
ä 5 Topologien (Anzahl versteckter Zellen),
ä 5 Lernraten,
ä 3 Klassifikationsschwellwerte für die Ausgangszelle,
ä 3 Zusammensetzungen des Trainingsmaterials,
ä 10 Iterationsvarianten (Overfitting ausschließen),
ä jeweils 3 Wiederholungen mit zufälliger Startkonfiguration der Gewichte.
Die jeweilige Klassifikationsleistung ist für all diese 6.750 trainierten Neuronalen
Netze mit rund 12.000 Barkspektren und deren Sollausgabesignal getestet worden
mit dem Ziel, das NN mit den besten Klassifikationseigenschaften und dem damit
verbundenen höchsten Grad an Generalisierung zu bestimmen. Dieses Basisnetz
ist in einer zweiten Phase mit 12.500 Barkspektren gestörter Stimmfunktion nach-
trainiert worden, um eine umfassendere Repräsentation des gesamten Spektrums
an Stimmgüte zu erlangen. Für dieses Nachtraining ist eine kleinere Lernrate ge-
wählt worden, um die bereits antrainierte Basisklassifikation von Normalstimmen
nicht wieder zu verlernen. Eine Beurteilung des Einflusses dieses Nachtrainings ist
anhand von Vergleichen der Klassifikationsleistung für das bekannte PHONDAT-
Sprachdatenmaterial möglich.
In Abbildung 5.10 ist exemplarisch die Ausgabe des endgültigen Neuronalen Net-
zes für 3 Stimmen unterschiedlicher Stimmgüte dargestellt, die die Klassifikations-
fähigkeit dieses final trainierten NN dokumentieren soll. Während sich sowohl das
akustische Signal als auch die Netzausgabe des stimmgesunden Sprechers (oben)
und die des Sprechers mit glotto-ventrikulärer Ersatzphonation (Mitte) ähneln,
sind im Vergleich zu den Signalen des aphonen Sprechers (unten) deutliche Un-
terschiede zu erkennen. Dennoch liefert das Neuronale Netz eine Klassifikation
stimmhafter Phoneme, obwohl – entsprechend dem physiologischen Befund – kei-
nerlei Schwingung auf glottaler Ebene bei aphoner Stimmfunktion vorliegt.
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Abb. 5.10: Ausgabesignal des Neuronalen Netzes zur Klassifikation des fortlaufenden
Sprachsignals „Einst stritten sich Nordwind und Sonne“ von 3 Sprechern
mit unterschiedlicher Stimmgüte: a) Normalstimme, b) glotto-ventrikuläre Er-
satzphonation und c) Aphonie.
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PHONDAT-Sprecher Fehlklassifikationsrate Anteil Phonemübergang
(Klassifikationsrate) (Klassifikationsrate ohne
Phonemübergangsfehler)
nordwind01 3,78% (96,22%) 61,31% (98,54%)
nordwind02 4,30% (95,70%) 50,23% (97,86%)
nordwind03 3,61% (96,39%) 63,41% (98,68%)
nordwind04 4,28% (95,72%) 55,73% (98,10%)
nordwind05 4,82% (95,18%) 55,22% (97,84%)
nordwind06 4,86% (95,14%) 47,79% (97,46%)
nordwind07 4,47% (95,53%) 57,89% (98,12%)
nordwind08 5,26% (94,74%) 57,56% (97,77%)
nordwind09 3,59% (96,41%) 66,92% (98,81%)
nordwind10 3,05% (96,95%) 58,73% (98,74%)
nordwind11 4,30% (95,70%) 56,28% (98,12%)
nordwind12 3,85% (96,15%) 59,06% (98,42%)
nordwind13 4,46% (95,54%) 60,28% (98,23%)
nordwind14 5,35% (94,65%) 45,98% (97,11%)
nordwind15 4,98% (95,02%) 56,63% (97,84%)
nordwind16 4,86% (95,14%) 57,14% (97,92%)
berlin01 6,56% (93,44%) 55,04% (97,05%)
berlin02 4,73% (95,27%) 48,98% (97,58%)
berlin03 4,82% (95,18%) 57,98% (97,97%)
berlin04 5,18% (94,82%) 44,91% (97,14%)
berlin05 6,31% (93,69%) 53,23% (97,05%)
berlin06 6,26% (93,74%) 41,96% (96,37%)
berlin07 3,85% (96,15%) 56,24% (98,31%)
berlin08 4,22% (95,78%) 58,00% (98,23%)
berlin09 7,41% (92,59%) 48,49% (96,18%)
berlin10 6,31% (93,69%) 49,84% (96,83%)
berlin11 4,36% (95,63%) 48,11% (97,74%)
berlin12 5,86% (94,13%) 49,08% (97,01%)
berlin13 4,77% (95,23%) 54,73% (97,84%)
berlin14 6,17% (93,83%) 48,89% (96,85%)
berlin15 3,34% (96,66%) 39,70% (97,98%)
berlin16 5,14% (94,86%) 50,29% (97,45%)
Tabelle 5.3: Übersicht der individuellen Fehl-/Klassifikationsrate durch Vergleich mit Soll-
ausgabe für die Trainingsdatensätze der PHONDAT-Sprecher; prozentualer
Anteil an Fehlklassifikationen bei Phonemübergängen (stimmhaft/stimmlos
oder Pause) und Klassifikationsrate ohne Phonemübergangsfehler, die bei der
Analyse ausgeschlossen werden.
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Deutlich zu erkennen sind in Abb. 5.10 allerdings auch die Unterschiede zwi-
schen normaler und aphoner Stimmfunktion sowohl im Sprachsignal als auch im
Klassifikationssignal. Beim Vergleich der dargestellten Sprachsignale fällt ein ab-
weichender Sprechrhythmus des aphonen Sprechers im Vergleich zu den anderen
beiden Äußerungen – neben einer natürlichen Individualität jedes Sprechers – auf.
Eine deutlich kürzere relative Dauer der vokalischen Anteile in den Äußerungen
ist auch im auditiven Vergleich festzustellen. Als Konsequenz daraus sind die Seg-
mente stimmhafter Phonation im Vergleich zu den anderen beiden Sprechern kür-
zer, wobei bei einem rein visuellen Vergleich der Klassifikationssignale die unter-
schiedliche Zeitskalierung zu beachten ist.
Der Ausgabewert des NN für stimmhafte Phoneme aphoner Stimmfunktion
erlangt teilweise Werte knapp unterhalb des Klassifikationsschwellwertes von
NNs = 0,45 (maximaler NNoutǫ[0,8; 0,9], vergl. Abschnitt 5.1.6), was in einer weite-
ren Reduzierung des stimmhaften Anteils resultiert. Auf der anderen Seite sind die
Extreme – stimmhaft und stimmlos mit Klassifikationswert 0,9 und 0,1 – deutlich
ausgeprägt wiederzufinden. Insgesamt liefert der in dieser Arbeit entwickelte neu-
ronale Klassifikator durchaus zuverlässige Klassifikationen zusammenhängender
Segmente stimmhafter Phonation über das gesamte Spektrum der Stimmfunktion.
Die hohe Klassifikationsgüte zeigt sich bei der Analyse des PHONDAT-Trainings-
materials, für das die geleistete Klassifikation direkt mit dem Sollausgabesignal
verglichen werden kann. In Tabelle 5.3 sind die Fehlklassifikationsraten jedes ein-
zelnen Trainingssprechers mit zusätzlicher Angabe zum Anteil der Fehlklassifika-
tionen an Phonemübergängen – einer der wesentlichen Fehlerquellen – aufgelistet.
Der durchweg hohe Fehleranteil an Phonemübergängen – und der dadurch ent-
sprechend niedrigere eigentliche Fehleranteil – unterstreicht die Zuverlässigkeit
der Klassifikation, da das jeweils erste und letzte Teilsegment für die akustische
Analyse verworfen werden. Exemplarisch ist die vollständige Ausgabe für einen
Normalsprecher der Buttergeschichte in Abb. 5.11 mit Signalverlauf, zugehörigem
Klassifikationssignal sowie Sollklassifikation dargestellt.
Abb. 5.11: Siehe nächste Doppelseite: Vollständiges Sprachsignal in 8 Teilabschnitten
(I-VIII, jeweils obere Darstellung) und vom NN abgebildetes Klassifikationssig-
nal (durchgezogene Linie untere Darstellung) sowie das Klassifikations-Sollsig-
nal (gestrichelte Linie untere Darstellung) für einen Normalsprecher. Bereiche,
in denen das Sollsignal auf 0 abfällt, sind als Pausensegmente bestimmt.
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Basierend auf der entwickelten Klassifikation des Sprachsignals erfolgt die akus-
tische Analyse anhand ausgewählter akustischer Maße, die zum einen lediglich
Bereiche stimmhafter Phonation bewerten, zum anderen aber auch das gesamte
Sprachsignal bis hin zum Pausenanteil als Grundlage heranziehen. Um die Gesamt-
analyseergebnisse durch einzelne isolierte Signalsegmente nicht zu verfälschen,
werden zusammenhängende Signalbereiche erst als stimmhaft/stimmlos gekenn-
zeichnet und der weiteren akustischen Analyse zugeführt, sobald mindestens sie-
ben aufeinander folgende Kurzzeitsegmente vom Neuronalen Netz in die gleiche
Kategorie klassifiziert worden sind.
Als Ergebnis der stimmhaft/stimmlos-Klassifikation mit nachgeschalteter Grund-
periodenanalyse mittels Waveform Matching Algorithmus in den stimmhaften zu-
sammenhängenden Segmenten ergibt sich ein Ausgangsdatensatz entsprechend
Abb. 5.12 für die Bestimmung akustischer Maße zur Beschreibung der Grundpe-
rioden, wie Jitter oder Shimmer beispielsweise.
Zeit
Abb. 5.12: Sprachsignal „Einst stritten sich“ und vom Verarbeitungsalgorithmus auto-
matisch positionierte Periodenmarken in stimmhaft klassifizierten Segmenten
nach dem Waveform Matching Algorithmus als Grundlage zur Bestimmung
weiterer akustischer Maße. Jede senkrechte Linie entspricht einer Grundperi-
odenmarke.
Die bereits angesprochenen Fehlklassifikationen an Phonemübergängen aus/zu
Sprechpausen und von stimmhafter zu stimmloser Phonation (oder umgekehrt)
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können ebenfalls zu einer Verzerrung der Analyseergebnisse beitragen und wer-
den deshalb ausgeschlossen, indem das jeweils erste und letzte Kurzzeitsegment
eines zusammenhängenden Signalabschnitts gleicher Phonationsklasse aus dem
zu analysierenden Segment eliminiert wird. Da in dieser Arbeit mit einem Ana-
lysefenstervorschub von 10ms vorgegangenwird, werden dadurch lediglich 20ms
an Signal verworfen, die bei der Vielzahl von Segmenten keinen gravierenden Ein-
fluss haben.
An dieser Stelle sei noch einmal darauf hingewiesen, dass der in der vorliegen-
den Arbeit verfolgte Ansatz nicht die Stimmhaftigkeit einer Lautäußerung anhand
periodischer Schwingungen auf glottaler Ebene beurteilt, sondern die generelle
Stimmhaftigkeit/Stimmlosigkeit eines Phonems als Klassifikationsgrundlage be-
nutzt. Der in der Literatur zumeist verbreitete erstere Ansatz würde bei aphoner
Phonation – bei der keinerlei Schwingung auf glottaler Ebene zu beobachten ist –
keine Klassifikation stimmhafter Sprachanteile ermöglichen. ImGegensatz dazu er-
laubt die im Rahmen dieser Arbeit entwickelte Vorgehensweise sehr wohl eine Dif-
ferenzierung zwischen stimmhaften und stimmlosen Phonemen, die eine wichtige
Rolle für die anschließende Bestimmung ausgewählter akustischer Maße darstellt.
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5.2 Akustische Maße
Zur quantitativen Beschreibung von Stimmstörungen und Therapiekontrollen fin-
den unterschiedliche akustische Maße Anwendung, die aus dem digitalisierten
Sprachsignal berechnet werden. Typischerweise werden diese Maße aus Aufnah-
men gehaltener Phonation bestimmt und beschreiben Perturbationen der Grund-
frequenz und Intensität auf kurzen und langen Zeitskalen sowie glottales Rau-
schen. Allerdings liefert die alleinige Analyse gehaltener Phonation kein umfassen-
des Bild der Stimmstörung, da sie die individuellen dynamischen Eigenschaften
der fortlaufenden Sprache nicht mit erfasst. Die akustische Analyse fortlaufender
Sprache stellt eine wesentliche Erweiterung zur Beschreibung von Stimmstörun-
gen dar und bewertet insbesondere den alltäglichen Einsatzbereich der Stimme, da
die Analyse gehaltener Phonation eher den Einsatz als Singstimme charakterisiert.
Diese Notwendigkeit der umfassenden Analyse dokumentieren eine Vielzahl von
Untersuchungen verschiedenster Arbeitsgruppen, die unter gezielter Betrachtung
einzelner Maße – und teilweise Vergleichen mit perzeptiven Beurteilungen – signi-
fikante Abweichungen der Ergebnisse aus gehaltener Phonation und fortlaufender
Sprache erhalten haben [HFGS80], [AH86], [S89], [K90], [K95], [QH97], [PJ01].
Bei den bereits in Kapitel 2 vorgestellten akustischen Maßen handelt es sich zum
Teil um Erweiterungen zur Analyse gehaltener Phonation, aber auch um eigenstän-
dige Maße, die spezielle Eigenschaften und Variationen der fortlaufenden Sprache
quantifizieren. Die akustische Analyse mit bekannten Maßen aus gehaltener Pho-
nation basiert auf der im vorausgegangenen Abschnitt 5.1 beschriebenen Methode
zur Klassifikation des fortlaufenden Sprachsignals in zusammenhängende Berei-
che stimmhafter bzw. stimmloser Phonation sowie Sprechpausen. Diese Klassifi-
kation ist notwendig, da einige dieser Maße lediglich in stimmhaften Teilsegmen-
ten der fortlaufenden Sprache zuverlässige Ergebnisse liefern. Direkt aufeinander
folgende Analysefenster der gleichen Klassifikationsklasse des Neuronalen Netzes
werden zusammenhängend analysiert, sofern sie eine Mindestlänge von 100ms
(7 aufeinander folgende Kurzzeitsegmente) aufweisen.33 Für solch ein zusammen-
hängendes stimmhaftes Segment können dann – analog zur Analyse gehaltener
Phonation – die akustischen Maße bestimmt werden und entweder deren Verlauf
über das Gesamtsignal oder ihr Mittelwert interpretiert werden.
33Diese Mindestsegmentlänge ist notwendig, um auch bei tiefen Grundfrequenzen eine ausreichende An-
zahl an Grundperioden zu erfassen, um eine Bestimmung von Maßen wie Jitter und Shimmer zuverlässig
vornehmen zu können.
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5.2.1 Auswahl der akustischen Maße
Ein Großteil der Literatur zur Analyse fortlaufender Sprache zielt auf eine durch
akustische Maße gestützte Differenzierung pathologischer Stimmen von Normal-
stimmen ab. Anhand von individuellen Kombinationen ausgewählter Maße findet
eine Beurteilung der Stimmgüte statt, die eine möglichst zuverlässige Klassifizie-
rung erlauben soll [HFGS80], [AH86], [S89], [K90], [QHM99]. Die reine Differenzie-
rung zwischen normaler und gestörter Stimmfunktion steht bei der vorliegenden
Arbeit allerdings nicht im Vordergrund. Durch die Entwicklung der dargestellten
Klassifikationsmethode liegt vielmehr die Basis für eine detaillierte akustische Ana-
lyse des fortlaufenden Sprachsignals vor.
Bei der Bestimmung der Stimmgüte – sowohl aus gehaltener Phonation als auch
aus fortlaufender Sprache – reicht eine Beurteilung lediglich eines Aspektes zu-
meist nicht aus. Eine gezielte Auswahl repräsentativer akustischer Maße, die eine
Beschreibung unterschiedlicher Eigenschaften der Stimmfunktion – und natürlich
deren Störungen – erlauben, ist notwendig, um sämtliche Aspekte beurteilen zu
können. Da die Anzahl und Vielfalt der inzwischen publizierten Stimmgütemaße
unüberschaubar groß ist, muss eine entsprechende Vorauswahl getroffen werden.
Um bei dieser Auswahl möglichst viel Einzelinformation zu kombinieren, ist ei-
ne Selektion entsprechend dem Informationsgehalt in der Kombination der aku-
stischen Maße notwendig. Bei der Auswahl dieser Maße gilt es folglich die Frage
zu beantworten, welche Kombination unabhängiger akustischer Maße die Schwin-
gungsirregularitäten und additives Rauschen in pathologischen Stimmen bestmög-
lich beschreibt. Lediglich wenn diese beiden Eigenschaften unabhängig voneinan-
der bestimmt werden können, sind Rückschlüsse und Interpretationen zu den per-
zeptiven Beurteilungskriterien, wie Rauigkeit und Behauchtheit, und damit ver-
bundenen physiologischen Gegebenheiten auf glottaler Ebene möglich.
Durch die Auswahl der in Kapitel 2 vorgestellten akustischen Maße ist bereits eine
bewusste Selektion vorgenommenworden. Diese Auswahl stellt ein untereinander
weitestgehend unabhängiges, aber dennoch homogenes Ensemble dar und umfasst
in der aktuellen Literatur bevorzugt verwendete Maße. Sie beinhaltet dabei zum
einen aus der Analyse gehaltener Phonation bekannte Maße wie Jitter, Shimmer,
Periodenkorrelationskoeffizienten, PA, SFR, GNE oder das Göttinger Heiserkeits-
Diagramm, zum anderen aber auch spezielle Maße der Analyse fortlaufender Spra-
che, wie z.B. Langzeitspektren (LTAS) oder eine Beurteilung der Fundamental Fre-
quency Distribution (FFD).
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Das Göttinger Heiserkeits-Diagramm (vgl. Kapitel 2.5) nimmt unter den vorge-
stellten akustischen Stimmgütemaßen eine gewisse Sonderstellung ein, da es kein
Einzelmaß ist, sondern – als Ergebnis einer Untersuchung zur Auswahl relevanter
Maße – auf mehreren Maßen basiert. Das Konzept des Göttinger Heiserkeits-Dia-
gramms hat sich in einer Vielzahl von Studien bewährt und soll in dieser Arbeit
auf Basis der entwickelten Klassifikationsmethode für die Analyse fortlaufender
Sprache erweitert werden [MFS98], [FMK98], [FMSK98], [FMSK00], [FFHSKK06].
5.2.2 Göttinger Heiserkeits-Diagramm
GHD für gehaltene Phonation
Grundlage der Entwicklung des Göttinger Heiserkeits-Diagramms (Goettingen
Hoarseness Diagram, GHD) [MFS98] war ein informationstheoretischer Ansatz mit
dem Ziel, aus der Vielzahl an publizierten Stimmgütemaßen für gehaltene Pho-
nation eine niedrigdimensionale, repräsentative Teilmenge zu extrahieren, deren
Komponenten weitgehend unkorreliert sein sollten, aber dennoch einen ausrei-
chend großen Teil der Varianz der akustischen Analyse von Stimmen unterschiedli-
cher Stimmgüte abdeckt. Diese Vielzahl lässt sich entsprechend ihrer Beschreibung
bestimmter Signalcharakteristika – neben anderen möglichen Klassifizierungen –
in zwei Gruppen teilen: Schwingungsirregularitätsmaße (aperiodicity features) und
Rauschmaße (noise features). Zu den ersteren zählen u. a. die populären Maße Jitter,
Shimmer und MWMC, zu der zweiten Gruppe bspw. NNE, CHNR oder GNE. Die
gesuchte Auswahl sollte eine möglichst unabhängige Beschreibung von Irregula-
ritäten und additivem glottalen Rauschen ermöglichen, um auch die perzeptiven
Eindrücke von Rauigkeit und Behauchtheit widerzuspiegeln.
Aus der Fülle von akustischen Maßen hat sich als Ergebnis der Entwicklung des
Göttinger Heiserkeits-Diagramms – auf der Basis der Analyse von Korrelationen,
Rang-Korrelationen, Mutual Information-Analyse und Hauptachsentransformation
anhand von 447 Vokalen des gesamten Spektrums an Stimmgüte – eine Linear-
kombination aus Jitter, Shimmer und mittlerem Periodenkorrelationskoeffizien-
ten in der einen Dimension und GNE in der orthogonalen Dimension herausge-
stellt. Grundlage der daraus abgeleiteten Irregularitäts- und Rauschkomponente
des GHDwaren normierte (mittelwertbefreite und durch die Standardabweichung
dividierte) Maße aus dem stationären, 1-sekundigen Mittelteil gehaltener Vokale,
wie sie in Tabelle 5.4 aufgelistet sind. Da einige akustischen Maße, wie Jitter oder
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akust. Maß Beschreibung Transformation Einheit
MWMC wmc log(1− x)
Jitter j3: PPQ mit K=3 log x %
Shimmer s3: EPQ mit K=3 log x %
s15: EPQ mit K=15 log x %
GNE gne3: 3000Hz Bandbreite log(1− x)
Tabelle 5.4: Darstellung der dem GHD zugrunde liegenden akustischen Maße, deren Be-
rechnung und Transformation (um eine annähernde Normalverteilung zu er-
halten), die in die Irregularitäts- und Rauschkomponente einfließen.
Shimmer eine deutliche Häufung bei geringenWerten und einen langen „Schwanz“
zu hohen Werten hin aufweisen, ist die Transformation der Werte auf eine logarith-
mische Skala, auf der sie annähernd normalverteilt sind, ratsam. Eine zusätzliche
Translation um 5 Einheiten der Irregularitäts- und 1,5 Einheiten der Rauschkompo-
nente soll sicherstellen, bei natürlichen Signalen lediglich positiveWerte der beiden
Komponenten im GHD zu erhalten, die sich wie folgt berechnen [MFS98]:
Irregularitätskomponente IVokal bei Analyse gehaltener Phonation:
IVokal = 5 +
1√
3
„
log(1− wmc) + 1,614
0,574
+
log(j3) + 0,374
0,645
+
log(s15) − 0,757
0,368
«
Rauschkomponente RVokal bei Analyse gehaltener Phonation:
RVokal = 1,5 +
(0,695 − gne3)
0,242
Da diese Skalierung der akustischen Maße auf Ergebnissen der Analyse gehalte-
ner Phonation basiert, stellt sie nicht zwangsläufig auch eine gute Repräsentation
für fortlaufende Sprache dar, da sich in deren Analyse im Vergleich zu gehaltener
Phonation bspw. erhöhte Werte von Jitter und Shimmer zeigen [S89], [SG95]. Dies
resultiert in einer eingeschränkten Darstellungsmöglichkeit der Ergebnisse im Göt-
tinger Heiserkeits-Diagramm auf Basis gehaltener Phonation.
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Erweiterung des GHD für fortlaufender Sprache
Die in Abschnitt 5.1 vorgestellte Klassifikationsmethode ermöglicht eine automati-
sierte Bestimmung der dem GHD zugrunde liegenden akustischen Maße aus fort-
laufender Sprache und liefert somit die Grundlage für eine Erweiterung des GHD
für fortlaufende Sprache, im Folgenden auch als GHDT (Göttinger Heiserkeits-Dia-
gramm Textanalyse) bezeichnet. Die Auswahl der akustischen Maße wird im Hin-
blick auf eine Vergleichbarkeit der Analyseergebnisse mit denen gehaltener Phona-
tion weitestgehend übernommen. Eine Änderung ist allerdings bei der Linearkom-
bination der Irregularitätskomponente notwendig, da für gehaltene Phonation der
Shimmer dort in einer lokalen Umgebung von 15 Grundperioden (s15) berechnet
eingeht und dieses Intervall bei tiefen Grundfrequenzen und kurzen stimmhaften
Teilsegmenten in fortlaufender Sprache zu Problemen führen kann. Aus diesem
Grund wird der Perturbation Quotient des Shimmers – ebenso wie beim Jitter –
über 3 aufeinander folgende Perioden bestimmt.
Analog der Entwicklung des GHD für gehaltene Phonation stellen Aufnahmen von
Sprechern des gesamten Spektrums an Stimmgüte – in diesem Fall die Aufnahmen
fortlaufender Sprache der vorliegenden Gruppen aus 430 Sprechern mit Stimmstö-
rung und 50 mit normaler Stimmfunktion – die Datenbasis dar. Mit der entwickel-
ten Klassifikationsmethode sind aus diesen Aufnahmen stimmhafte Segmente ex-
trahiert und analysiert worden. Eine vorgegebene Mindestlänge der Analyseseg-
mente von 7 aufeinander folgenden Signalfenstern (= 100ms) soll sicherstellen, den
Einfluss eventueller Ausreißer in Kurzsegmenten – auf Grund der angesprochenen
möglichen Fehlerquellen an Phonationsübergängen – zu minimieren.
Signal Sprechergruppe Analysesegmente Segmentlänge
Anzahl Mittelwert
Vokal normal 88 1000 ms
Vokal pathologisch 447 1000 ms
Text normal 4598 316 ms
Text PHONDAT 5409 267 ms
Text pathologisch 41161 333 ms
Tabelle 5.5: Zusammensetzung des Analysematerials zur Skalierung des GHD auf Basis
gehaltener Phonation (Vokal) und GHDT für fortlaufende Sprache (Text).
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Ein Vergleich der Zusammensetzung des Analysematerials für die Bestimmung
der Normierungsgrößen der Irregularitätskomponente aus gehaltener Phonation
und fortlaufender Sprache ist in Tabelle 5.5 dargestellt. Die Bestimmung der akus-
tischen Maße Jitter, Shimmer und MWMC in ihrer vorgegebenen Transformation
aus den 41161 Segmenten der pathologischen Gruppe (durchschnittliche Analyse-
segmentlänge in fortlaufender Sprache von 333ms) liefert die Normierungs-Mittel-
werte und -Standardabweichungen für die Neuskalierung der Irregularitätskom-
ponente des GHDT für fortlaufende Sprache.
Für die Betrachtung der Rauschkomponente des GHDT ist keine Neuskalierung
vorgenommen worden, da die Berechnung des GNE nicht auf der Variation einzel-
ner Schwingungsperioden basiert (die in fortlaufender Sprache nachweislich höhe-
re Werte erlangen), sondern ein integrierendes Maß zur Beschreibung eines additi-
ven Rauschanteils in der Stimme darstellt. Allerdings ist die dem GHD für gehalte-
ne Phonation zugrunde liegende Analysefensterlänge von 500ms in fortlaufender
Sprache nicht praktikabel undwird auf 100ms reduziert. Dieses Fensterlänge deckt
sich mit der Mindestanzahl von 7 stimmhaften Segmenten (vergleiche vorletzten
Absatz) für die akustische Analyse.
Maß Mittel (SD) Mittel (SD) Mittel (SD) Mittel (SD) Maß
Vokal normal Vokal patho Text normal Text patho
j3 -0,792 (0,246) -0,374 (0,645) 0,267 (0,375) 0,343 (0,434) j3
s3 1,029 (0,272) 1,065 (0,297) s3
s15 0,531 (0,204) 0,757 (0,368) s15
wmc -2,021 (0,335) -1,614 (0,574) -1,139 (0,298) -1,044 (0,345) wmc
Tabelle 5.6: Normierungsgrößen (Mittelwert und Standardabweichung) für die Irregula-
ritätskomponente des GHD auf Basis gehaltener Phonation (Vokal)[MFS98]
und GHDT für fortlaufende Sprache (Text).
Beim Vergleich der Ergebnisse aus der Analyse fortlaufender Sprache von Spre-
chern mit normaler (Text normal) und denen mit gestörter Stimmfunktion (Text pa-
tho) in Tabelle 5.6 zeigt sich die Konsistenz der erhaltenen Mittelwerte. Die patho-
logische Gruppe weist bei allen berechneten Maßen imMittel schlechtere Werte als
die Normalsprecher auf, was zu erwarten war. Im Vergleich der Gruppen Vokal
und Text zeigen sich – entsprechend der Literatur – ebenfalls erhöhte Werte aus
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fortlaufender Sprache. Die zu den Mittelwerten angegebenen Standardabweichun-
gen spiegeln eine ähnliche Verteilung der jeweiligen Datenmengen wider.
Für die Erweiterung des Göttinger Heiserkeits-Diagramms auf fortlaufende Spra-
che ergeben sich zur Bestimmung der Irregularitäts- und Rauschkomponente folg-
lich die Gleichungen 5.5 und 5.6:
Irregularitätskomponente IText bei Analyse fortlaufender Sprache:
IText = 5 +
1√
3
„
log(1− wmc) + 1,044
0,345
+
log(j3)− 0,343
0,434
+
log(s3)− 1,065
0,298
«
(5.5)
Rauschkomponente RText bei Analyse fortlaufender Sprache:
RText = 1,5 +
(0,695 − gne3)
0,242
(5.6)
Um sicherzustellen, dass das trainierte Neuronale Netz auch eine Generalisierungs-
fähigkeit erlangt hat und nicht lediglich eine Abbildung des Trainingsdatensatzes
aus PHONDAT-Sprechern erlernt hat, ist u. a. eine vergleichende Gruppenanalyse
der 50 Normalstimmen aus der Sprachdatenbank mit den Analyseergebnissen der
32 PHONDAT-Trainingssprecher und den Ergebnissen aus deren Sollklassifikation
im GHDT durchgeführt worden. Die berechneten Gruppenmittelwerte und Stan-
dardabweichungen der Irregularitäts- und Rauschkomponente sind Tabelle 5.7 zu
entnehmen und zeigen eine hohe Übereinstimmung.
Gruppe Irregularitätskomponente Rauschkomponente
Mittelwert (SD) Mittelwert (SD)
Datenbank 4,67 (0,53) 1,46 (0,30)
PhonDat-I 4,69 (0,41) 1,48 (0,16)
PhonDat-II 4,18 (0,53) 1,45 (0,15)
Tabelle 5.7: Vergleichende Gruppenanalyse von Normalsprechern: Datenbank (50 Spre-
cher aus Sprachdatenbank), PhonDat-I (Klassifikation der 32 PHONDAT-
Trainingssprecher) und PhonDat-II (Soll-Klassifikation der 32 PHONDAT-
Trainingssprecher) im GHDT für fortlaufende Sprache.
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5. Ergebnisse
Da die Berechnung der akustischen Maße des GHDT – im Gegensatz zur Analyse
gehaltener Phonation im GHD – auf unterschiedlichen, unzusammenhängenden
Abschnitten des gesamten fortlaufenden Sprachsignals basiert, werden die Werte
der Irregularitäts- und Rauschkomponente der Einzelsegmente zur Bestimmung
des Ellipsenmittelpunktes und der Halbachsen in der grafischen Darstellung ge-
mittelt. Um der Aussagekraft von langen zusammenhängenden Segmenten im Ge-
gensatz zu Kurzsegmenten für die Ergebnismittelung mehr Gewicht zu verleihen,
fließen die Analyseergebnisse mit der zugrunde liegenden Segmentlänge bewertet
in die Mittelung ein. Diese Vorgehensweise soll den Einfluss von möglichen „Aus-
reißern“ der akustischen Maße in kurzen Segmenten minimieren. Sollte ein langes
Analysesegment – dessen Ergebnis stärkeres Gewicht bei der Gesamtmittelung er-
hält – ein fälschlicherweise klassifiziertes stimmloses Teilsegment mit überdecken,
so wird dessen u.U. „verzerrender“Einfluss bereits während der Mittelung inner-
halb des Analysesegmentes ausgeglichen und die Gesamtaussagekraft des langen
Teilsegmentes bleibt erhalten.
Zur weiteren Prüfung der Konsistenz der Analyseergebnisse dieser Neuskalierung
des Göttinger Heiserkeits-Diagramms für fortlaufende Sprache sind verschiedene
Vergleichsuntersuchungen durchgeführt worden. Eine Auswahl der Ergebnisse ist
in den Abbildungen 5.13 - 5.17 dargestellt.
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Abb. 5.13: Gruppenmittelung mehrerer Einzelsprecher mit normaler Phonation (normal)
und aphoner Phonation (aphon) als die beiden Extreme der Stimmgüte.
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Abb. 5.14: Ergebnisse nach Klassifikation desselben PhonDat-Sprechers bei unterschiedli-
chen Texten (durchgezogene Linie) und jeweils zugehöriges Ergebnis aus Soll-
klassifikation (gestrichelte Linie).
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Abb. 5.15: Verlauf der Stimmgüte eines Sprechers über den Zeitraum von 4 Jahren von
1997 (hellste Linie) bis 2001 (dunkelste Linie).
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Abb. 5.16: Vergleich der Analyseergebnisse fortlaufender Sprache in der Skalierung des
GHDT (durchgezogene Linie) und des GHD (gestrichelte Linie) für verschiede-
ne Sprecher (A, B, C, D, E) unterschiedlicher Stimmqualität.
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Abb. 5.17: Serie von gehaltenen Vokalen eines Normalsprechers (links unten) und aphonen
Sprechers (rechts oben) als Spezialfall der fortlaufenden Sprache.
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In Abbildung 5.13 sind die Ergebnisse einer Gruppenanalyse von 50 Normalstim-
men und 4 aphonen Sprechern im GHDT dargestellt. Die Ellipse – als Darstellung
des Ergebnisses – liegt bei Sprechernmit keiner oder geringer Stimmstörung im un-
teren Wertebereich von Irregularitäts- und Rauschkomponente. Sprecher mit hoch-
gradiger Stimmstörung – das andere Extrem – weisen je nach Pathologie sehr hohe
Werte in den akustischen Maßen auf und dadurch auch hohe Irregularitäts- und
Rauschkomponenten. Die Verteilung deckt sich mit den Ergebnissen aus der Ana-
lyse gehaltener Phonation im GHD.
Die Analyse fortlaufender Sprache nach der vorgestellten Methode ist unabhän-
gig vom Kontext und Inhalt des gesprochenen Textes. Der Sprecher könnte auch
bedeutungslose Kunstworte im Kontext fortlaufender Sprache äußern, ohne das
Analyseergebnis dadurch zu verfälschen. In Abbildung 5.14 ist das Ergebnis der
akustischen Analyse im GHDT für unterschiedliche Äußerungen („Nordwind und
Sonne“-Text und „Buttergeschichte“) eines Sprechers visualisiert. Zusätzlich sind
die jeweiligen Ergebnisse unter Verwendung der in diesem Fall vorliegenden Soll-
klassifikation (gestrichelte Linie) im Vergleich zur tatsächlich geleisteten (durchge-
zogene Linie) dargestellt und zeigen eine gute Übereinstimmung.
Die Konsistenz der Analyseergebnisse über eine Vielzahl an Untersuchungen eines
Sprechers aus einem mehrjährigen Zeitraum ist in Abbildung 5.15 zu erkennen.
Trotz natürlicher Variationen der Stimmgüte auf Grund von temporärer Heiserkeit,
Belastung oder Erkältung bspw. liegen die Analyseergebnisse durchweg in einem
Bereich.
Der angesprochene Nachteil in der Skalierung auf Basis von gehaltener Phonation
imGHD zeigt sich deutlich in Abbildung 5.16. Gestrichelt dargestellt ist jeweils das
Analyseergebnis unter Verwendung der GHD-Skalierung aus Gl. 2.32 und 2.33 und
durchgezogen das der Neuskalierung des GHDT nach Gl. 5.5 und 5.6. Die Basis für
die vergleichende Berechnung war jeweils dasselbe Klassifikationssignal.
Die Analyse gehaltener Phonation als „Spezialfall“ der fortlaufenden Sprache ist
in Abb. 5.17 für die Vokalserie (ä1, a, e, i, o, u, ä2) zweier Sprecher mit norma-
ler (unten links) und aphoner (oben rechts) Stimmfunktion dargestellt. Zusätzlich
zum Gesamtergebnis (Ellipse mit Halbachsen) ist auch die Lage der Irregularitäts-
und Rauschkomponente der Einzel-Vokale mit angegeben. Wie beim Einzelergeb-
nis des Vokals /u/ des Normalsprechers zu erkennen, kann es u.U. zu negativen
Werten in der Irregularitätskomponente kommen. Dies ist leider – genau wie beim
GHD für gehaltene Phonation – nicht zu vermeiden, da ein breiter Wertebereich
der Einzelmaße abgebildet werden soll.
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In Abbildung 5.18 sind abschließend die Analyseergebnisse des gesamten Daten-
materials an unterschiedlicher Stimmgüte dargestellt, um die breite Abdeckung
des neu skalierten Göttinger Heiserkeits-Diagramms für fortlaufende Sprache dar-
zustellen.
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Abb. 5.18: Darstellung der Analyseergebnisse des gesamten fortlaufenden Sprachdatenma-
terials jeglicher Stimmgüte im neu skalierten GHDT.
Das imRahmen dieserArbeit entwickelte GHDT – auf Basis des GHD für gehaltene
Phonation – bietet eine aussagekräftigeMöglichkeit zur Beurteilung von Stimmstö-
rungen und stellt somit eine Erweiterung der akustischen Analysemöglichkeiten
fortlaufender Sprache auf Basis der entwickelten Klassifikationsmethode dar.
Das Hauptaugenmerk bei der Beschreibung akustischer Maße für fortlaufende
Sprache liegt in der vorliegenden Arbeit eindeutig auf der Erweiterung des Göt-
tinger Heiserkeits-Diagramms, da diese Darstellung durch Verknüpfung mehrerer
Einzelmaße eine sehr gute Beschreibung ermöglicht und durch die Analyse gehal-
tener Phonation gestützt werden kann. Darüber hinaus existieren natürlich noch
weitere Maße, die in der aktuellen Literatur Verwendung finden und in Kapitel
2 beschrieben sind. Sofern für deren Bestimmung eine Selektion stimmhafter Seg-
mente aus dem Sprachsignal notwendig ist, liefert die entwickelte Klassifikations-
methode unter Verwendung Neuronaler Netze die erforderliche Basis.
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Exemplarisch seien deshalb die Ergebnisse der Bestimmung der akustischen Maße
Spectral Flatness Ratio (SFR, siehe Abschnitt 2.3.2) und Pitch Amplitude (PA, siehe
Abschnitt 2.3.3) im folgenden Abschnitt dargestellt, da diese nach Untersuchungen
von Parsa et al. [PJ01] im Vergleich der Analyse gehaltener Phonation und fortlau-
fender Sprache die besten Resultate zur Differenzierung unterschiedlicher Stimm-
qualitäten geliefert haben.
5.2.3 Pitch Amplitude und Spectral Flatness Ratio
Die Bestimmung der Pitch Amplitude (PA) und des Spectral Flatness Ratio (SFR) aus
dem Residualsignal der Linearen Prädiktion (siehe Abschnitt 2.3) haben sich in
mehrerenArbeiten unterschiedlicher Autorengruppen (bspw. [PMWH87], [ECH90],
[PJ01]) als aussagekräftige akustische Maße zur Beurteilung stimmhafter Phonati-
on herausgestellt. Die PA ist definiert als Amplitudenwert des ersten Nebenmaxi-
mums (das nicht bei 0 liegt) der normierten Autokorrelationsfunktion des Residu-
alsignals der Linearen Prädiktion und stellt somit ein Maß für die Regelmäßigkeit
der Grundperioden in stimmhafter Phonation dar. Ein hoherWert im Intervall [0; 1]
kennzeichnet eine Regelmäßigkeit in der Anregung und sollte bei normaler Stimm-
funktion in stimmhaften Segmenten festzustellen sein, ein entsprechend niedrige-
rer Wert in stimmloser Phonation oder bei gestörter Stimmfunktion.
Der SFR kann als ein Maß für die Maskierung der Harmonischen der Grundfre-
quenz durch Rauschen betrachtet werden und wird üblicherweise als Logarithmus
des Verhältnisses aus geometrischem und arithmetischem Mittel der spektralen
Energieverteilung eines Signalfensters in dB berechnet (vgl. Gl. 2.31) und weist bei
gesunder stimmhafter Phonation große negative Werte [−∞; 0] auf.
Pitch Amplitude Spectral Flatness Ratio
Datenmaterial normal patho normal patho
Vokal 0,566 0,122 -17,36 -6,47
Text 0,291 0,130 -15,76 -7,45
Tabelle 5.8: Vergleich der PA und des SFR für die Analyse gehaltener Phonation (Vokal)
und fortlaufender Sprache (Text) für Sprecher mit normaler Stimmfunktion
(normal) und gestörter Stimmfunktion (patho).
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Da die Bestimmung beider Maße lediglich in stimmhaften Teilsegmenten erfolgt,
ist eine Klassifikation des fortlaufenden Sprachsignals notwendig, für die die ent-
wickelte Methode eine geeignete Wahl darstellt. Die Ergebnisse einer exemplari-
schen Vergleichsuntersuchung gehaltener Phonation und fortlaufender Sprache für
Sprecher mit normaler und gestörter Stimmfunktion sind in Tab. 5.8 dargestellt.
Innerhalb der einzelnen Vergleichsgruppen decken sich die Ergebnisse der Bestim-
mung der Pitch Amplitude und des Spectral Flatness Ratio aus dem Residualsignal
der LP. Sowohl PA als auch SFR erlauben eine eindeutige Differenzierung zwischen
Normalstimme und gestörter Stimmfunktion sowohl auf Basis gehaltener Phonati-
on (Vokal) als auch fortlaufender Sprache (Text). Beide Maße weisen für Normal-
sprecher in gehaltener Phonation höhere Werte als in fortlaufender Sprache auf.
Dies ist auch sicherlich zu erwarten gewesen, da es sich bei der PA um die Ampli-
tude eines normierten Korrelationswertes handelt, der empfindlich auf Variationen
reagiert und im fortlaufenden Text – trotz einer Analysefensterlänge von lediglich
60ms (in Anlehnung an [PJ01]) – mit geringen Koartikulationseffekten zu rechnen
ist.
Insgesamt zeigt diese Analyse eine weitere Anwendungsmöglichkeit und das brei-
te Spektrum der in dieser Arbeit entwickelten automatisierten Klassifikationsme-
thode stimmhafter/stimmloser Teilsegmente eines fortlaufenden Sprachsignals.
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5.3 Vokalerkennung
Aus dem dargestellten Ansatz zur automatischen Klassifizierung der Stimmhaftig-
keit der Phoneme aus fortlaufender Sprache ist eine Methode abgeleitet worden,
die eine automatische Erkennung der, im Rahmen der Stimmaufnahmen ebenfalls
akquirierten, Vokale aus den Vokalsequenzen ermöglicht. Jede Vokalsequenz um-
fasst – laut Aufnahmeprotokoll für die Stimmanalyse in der Abteilung Phoniatrie
und Pädaudiologie – die Vokalabfolge /ε/, /a/, /e/, /i/, /o/, /u/ und /ε/, je-
weils in den Tonlagen „normal“ , „tief“ und „hoch“ sowie „belastet“ nach Vorle-
sen des „Nordwind und Sonne“-Textes. Eine automatische Erkennung undMarkie-
rung der einzelnen Vokale erlaubt einen effizienteren Ablauf der Stimmaufnahme
und -analyse und erleichtert die Arbeit und den Zeitaufwand des Aufnahmeleiters
deutlich. Ein flüssiger Ablauf der Stimmaufnahme steigert auch die Akzeptanz bei
den Patienten. Des Weiteren stellt diese automatische Klassifikation für die Stimm-
analyse eine Methode zur Beurteilung der Sprachäußerung an die Hand, die eine
Bewertung des „tatsächlich“ phonierten Vokals in Bezug auf den durch das Auf-
nahmeprotokoll „vorgegebenen“, zu phonierenden Vokal erlaubt. Ein /ε/ sollte
auch als solches gesprochen werden und nicht ein /e/ oder /a/ sein.
Diese Anwendung der „Spracherkennung“ unterscheidet sich im Ansatz von den
gängigen Methoden der Spracherkennung insofern, als dass das zu analysieren-
de Sprachmaterial lediglich 6 unterschiedliche Phoneme umfasst und diese jeweils
mindestens 2 Sekunden lang phoniert werden sollen. Des Weiteren ist die Stimm-
aufnahme durch den speziell akustisch gedämmten, reflexionsarmen Aufnahme-
raum von sämtlichen Hintergrundstörgeräuschen befreit, wobei andererseits das
gesamte Spektrum an Stimmstörungen analysiert werden soll und nicht lediglich
Normalstimmen. Modelle wie Markov-Ketten oder Time Delayed Neural Networks
(TDNN) bspw. kommen deshalb hier nicht zum Einsatz, da jeweils lediglich ein
Phonem klassifiziert werden muss. Statische Multi-Layer-Perceptrons bieten dabei
eine gute Wahl.
Vorverarbeitung
Entsprechend der Vorgehensweise aus der akustischen Analyse fortlaufender Spra-
che (vgl. Kapitel 5.1) werden mittels Linearer Prädiktion Kurzzeitspektren von
Signalsegmenten bestimmt, die nach Barkskalierung, Dynamikkompression und
Normierung einem Neuronalen Netz zur Klassifikation zugeführt werden. Dieses
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NN besitzt – im Gegensatz zu dem der stimmhaft/stimmlos-Klassifikation – 6 Aus-
gangszellen. Die Aktivität jedes dieser Ausgangsneurone spiegelt dabei die Über-
einstimmung mit einem der Vokale wider. Es erfolgt eine Eins-aus-N-Kodierung.
Die Ausgangszelle mit der maximalen Aktivität bestimmt einerseits den analysier-
ten Vokal, andererseits ist über die Höhe der Ausgangsaktivität und die Werte der
anderen Ausgangsneurone auch eine Aussage über die Zuverlässigkeit der Klassi-
fikation des einzelnen Vokals möglich. Liegt der Netzausgabewert aller Ausgangs-
zellen unterhalb eines vorgegebenen Schwellwertes, sowird die analysierte Sprach-
äußerung gar nicht als Vokal gedeutet und für die akustische Analyse verworfen.
Es kann sich dabei bspw. um Husten oder Räuspern des Sprechers handeln, oder
auch um eine mit aufgezeichnete Konversation mit dem Aufnahmeleiter.
Ein mit einem höheren Prozentsatz als bei der Analyse fortlaufender Sprache
gewähltes Energiekriterium dient der Exklusion von Sprechpausen und Hinter-
grundinstruktionen des Aufnahmeleiters zwischen den einzelnen Vokalen und be-
schränkt den zu analysierenden Phonationsbereich. Die einzelnen Vokale werden
in der Regel deutlich getrennt voneinander phoniert, sodass keine Phonemübergän-
ge berücksichtigt werden müssen. Metainformationen über die – durch das Auf-
nahmeprotokoll vorgegebene – Reihenfolge und Anzahl der Vokale gehen nicht in
die Erkennung ein, um den Ablauf möglichst unabhängig von individuellen Auf-
nahmeprotokollen zu gestalten.
Training des Neuronalen Netzes
Während des Trainings des Neuronalen Netzes werden Kurzzeitsignalfenster ein-
zelner Vokale, entsprechend der zu Beginn des Abschnitts skizzierten Vorgehens-
weise, transformiert und dem NN als Trainingsmenge zugeführt. Die Sollausgabe
an den 6 Ausgangszellen setzt sich dabei aus der Sollausgabe so = 0,9 an der Zel-
le des entsprechenden Vokals und so = 0,1 an den anderen 5 Ausgangszellen zu-
sammen. Über die Aktivierung der jeweiligenNetzausgabezellen bei Klassifikation
eines unbekannten Vokals lässt sich somit eine Erkennung der Vokale vornehmen.
Das Training ist mit den berechneten Merkmalsvektoren von 8192 mindestens 2
Sekunden andauernden Vokalen aus der Sprachdatenbank der Abteilung Phonia-
trie und Pädaudiologie durchgeführt worden. Diese Trainingsauswahl umfasst die
jeweils gleiche Anzahl an Vokalen /ε/, /a/, /e/, /i/, /o/, /u/ aus dem gesam-
ten Bereich der Stimmgüte, wobei für jede einzelne Sprachäußerung der jeweilige
Vokal, die Tonlage sowie Beginn und Ende des stationären Phonationsbereichs aus
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der Datenbank bekannt sind. Anhand dieser detaillierten Informationen ist eine
hohe Klassifikationsgüte des trainierten Neuronalen Netzes erreicht worden.
Die Dimensionalität der Zwischenschicht spielt bei dieser Anwendung keine gra-
vierende Rolle, wie entsprechende Untersuchungen gezeigt haben. Die Klassifikati-
onsgüte ist bei allen untersuchten Neuronenzahlen annähernd gleich. Fehlklassifi-
kationen treten – unabhängig von derNetzdimensionalität – insbesondere bei nicht
exakter Artikulation der Vokale durch den Sprecher auf. Eine klare Differenzierung
zwischen /ε/ und /e/, bzw. /ε/ und /a/ ist selbst bei perzeptiver Beurteilungmit-
unter bei einzelnen Aufnahmen nur schwer möglich. Dieses Ergebnis spiegelt sich
auch in der Netzausgabe an den entsprechenden Neuronen wider.
Die Netzausgabewerte des trainierten Neuronalen Netzes zur Vokalklassifikation
sind exemplarisch in der Abbildung 5.19 für den Vokal /ε/ eines Normalsprechers
aufgezeigt. Die Vokalbeschriftungen an den Kurven dienen der Identifizierung des
Neurons, das auf den entsprechenden Vokal trainiert worden ist.
Abb. 5.19: Ausgabe der sechs Ausgangsneurone des NN bei Klassifikation des Vokals /ε/.
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Abb. 5.20: Ausgabe der sechs Ausgangsneurone des NN bei Klassifikation einer Vokalserie
aus /ε/, /a/, /e/, /i/, /o/, /u/, /ε/.
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Diese Vokalerkennung ermöglicht in Zusammenhang mit der automatischen Pho-
nemklassifikation der fortlaufenden Sprache eine computergestützte, nahezu voll-
automatische Bestimmung der Stimmgüte des Sprechers. Die Interaktion des Auf-
nahmeleiters wird dabei auf ein Minimum reduziert, was den Ablauf deutlich be-
schleunigt und die Akzeptanz beim Patienten erhöht. Durch die datenbankgestütz-
te Archivierung der Stimmaufnahmen ist es möglich, mehrere Untersuchungser-
gebnisse aus verschiedenen Stadien einer Therapie oder Rehabilitation miteinan-
der zu vergleichen und so fundierte Aussagen über den Therapieverlauf eines Spre-
chers vornehmen zu können.
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6 Zusammenfassung
Die Sprache stellt das wichtigste Kommunikationsmittel des Menschen dar und
hat wesentlich zu seiner Entwicklung in der Evolution beigetragen. Der Träger der
Sprache ist die Stimme, die aus der Sicht der Akustik als ein an den schwingen-
den Stimmlippen modulierter Luftstrom zu verstehen ist, der den Vokaltrakt (Re-
sonanzfilter) durchläuft und an den Lippen als Schalldruckwelle abgestrahlt wird.
Die akustische Stimmanalyse dient der Quantifizierung von Störungen im Sprech-
apparat und von Irregularitäten der Stimmanregung auf glottaler Ebene. Es wird
dabei zwischen der Analyse gehaltener Phonation (lang anhaltend gesprochene Vo-
kale) und fortlaufend gesprochener Sprache differenziert. Gehaltene Vokale sind
annähernd stationär in ihrer Struktur und dadurch attraktiv als Grundlage für eine
akustische Analyse. Fortlaufende Sprache ist dagegen gekennzeichnet durch eine
wechselnde Abfolge von stimmhaften bzw. stimmlosen Phonemen und Sprechpau-
sen – und damit häufigen und schnellenWechseln der Artikulatorstellungen –, was
die akustische Analyse erschwert. Die gehaltene Phonation stellt im Alltag aller-
dings nur einen Randbereich dar und spiegelt eher den Einsatz als Singstimme wi-
der. Den natürlichen und alltäglichen Gebrauch der Stimme stellt die fortlaufende
Sprache dar und ist folglich ein wichtiger Bestandteil einer umfassenden Beurtei-
lung von Stimmgüte.
Ein wesentlicher Teil der publizierten akustischen Maße zur Beschreibung der
Stimmgüte quantifiziert Irregularitäten im Schwingungsverhalten der Stimmlip-
pen oder additives Rauschen während der Phonation stimmhafter Phoneme. Um
dieseMaße der Analyse fortlaufender Sprache zugänglich zumachen, ist eine Klas-
sifikation des Sprachsignals in Bereiche stimmhafter und stimmloser Phonation nö-
tig. Aus Mangel an zuverlässigen automatisierten Klassifikationsmethoden findet
eine Beurteilung der Stimmgüte zumeist auf Basis gehaltener Phonation statt. Um-
so wichtiger ist die Entwicklung einer Klassifikationsmethode für jegliche Stimm-
güte, die diese kurzen quasistationären Teilsegmente selektiert und einer weiteren
Analyse zugänglich macht.
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Die im Rahmen dieser Arbeit entwickelte Klassifikationsmethode ermöglicht eine
solche Differenzierung des Sprachsignals jeglicher Stimmgüte in Bereiche stimm-
hafter und stimmloser Phonation sowie Sprechpausen. Die Selektion stimmhafter
Teilbereiche des akustischen Gesamtsignals erfolgt bei dieser Methode auf Basis
der Beurteilung transformierter spektraler Vokaltraktparameter kurzer Signalfen-
ster quasistationärer Phonation. Eine Differenzierung wird dabei anhand der ei-
gentlichen Stimmhaftigkeit des artikulierten Phonems und nicht der Stimmhaftig-
keit auf Grund seiner Stimmanregung auf glottaler Ebene – der zumeist in der
Literatur anzutreffenden Vorgehensweise – vorgenommen. Der hier gewählte An-
satz ermöglicht eine stimmhaft/stimmlos-Klassifikation weitestgehend unabhän-
gig vom glottalen Anregungssignal und dadurch auch unabhängig von Störungen
der Stimmlippenschwingung in Form von Schwingungsirregularitäten oder additi-
vem Rauschen durch inkompletten Glottisschluss. Aus diesemGrund ist nunmehr
eine Beurteilung von Stimmgüte aus fortlaufender Sprache für eine große Band-
breite an Stimmstörungsbildern – normale bis aphone Stimmfunktion – möglich.
Für diese Art der Klassifikation bietet sich die VerwendungNeuronaler Netze (NN)
mit nichtlinearer Aktivierungsfunktion der Neuronen an, die es ermöglicht, auch
nicht linear separierbare Klassifikationsaufgaben – wie die vorliegende – adäquat
zu lösen. Für die stimmhaft/stimmlos-Klassifikation der Kurzzeitsegmente kommt
ein vollständig verbundenes, vorwärts gekoppeltes Multi-Layer-Perzeptron (MLP)
mit sigmoider Kennlinie zum Einsatz, dessen Gewichts- und Schwellwertmatrizen
in einem vorausgehenden Trainingsprozess auf die zu leistende Klassifikationsauf-
gabe adaptiert werden müssen. Da eine analytische Bestimmung der optimalen
Topologie und Trainingsparameter eines NN bisher nicht möglich ist, sind um-
fangreiche Untersuchungsreihen zur Bestimmung der bestmöglichen Struktur des
NN durchgeführt worden. Als Trainingsmaterial kam dabei die phonemgelabelte
Sprachdatenbank PHONDAT und die umfangreiche Datenbank der Abteilung Pho-
niatrie & Pädaudiologie mit Aufnahmen gehaltener Phonation und fortlaufender
Sprache jeglicher Stimmgüte zum Einsatz. Die entwickelte Methode umfasst die
Schritte der Vorverarbeitung, spektralen Transformation und eigentlichen Klassi-
fikation mittels eines trainierten NN und ermöglicht eine Selektion stimmhafter
Teilsegmente aus dem fortlaufenden Sprachsignal jeglicher Stimmgüte.
Diese Klassifikationsmethode stellt die Basis für eine akustische Analyse fortlaufen-
der Sprache dar. In den zusammenhängenden, als stimmhaft klassifizierten Teilseg-
menten können unterschiedliche akustische Maße zur Beschreibung der Stimmgü-
te berechnet werden, die bei Beurteilung des unklassifizierten Gesamtsignals we-
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nig Aussagekraft besäßen. Das Göttinger Heiserkeits-Diagrammfür gehaltene Pho-
nation (GHD) stellt ein sehr aussagekräftiges Instrument dar, da es auf mehreren
akustischen Einzelmaßen basiert, die sowohl Schwingungsirregularitäten als auch
additives Rauschen quantifizieren und unter informationstheoretischen Gesichts-
punkten aus einer Vielzahl bekannter Maße als Kombination mit dem größten un-
korrelierten Informationsgehalt selektiert worden sind. Die Skalierung des GHD
basiert auf der Analyse gehaltener Phonation und stellt demzufolge nicht zwangs-
läufig auch eine gute Repräsentation für die Beurteilung fortlaufender Sprache dar,
da Schwingungsirregularitätsmaße wie Jitter und Shimmer – die beide in die Irre-
gularitätskomponente des GHD einfließen – in fortlaufender Sprache höhereWerte
als in gehaltener Phonation aufweisen. Die Erweiterung des GHD auf fortlaufen-
de Sprache zum Göttinger Heiserkeits-Diagramm Textanalyse (GHDT) stellt einen
zweiten wesentlichen Bereich in dieser Arbeit dar. Grundlage für die Bestimmung
der demGHDT zugrunde liegenden Einzelmaße ist die entwickelte Klassifikations-
methode und deren Anwendung bei der Analyse von 480 akustischen Aufnahmen
fortlaufender Sprache des „Nordwind und Sonne“-Textes. Vergleichsuntersuchun-
gen zwischen GHDundGHDT zeigen die Validität und Aussagekraft der Ergebnis-
se im neu skalierten GHDT und untermauern die Zuverlässigkeit der entwickelten
Klassifikationsmethode. Darüber hinaus erlaubt die Klassifikation die Bestimmung
auch anderer akustischer Maße aus fortlaufender Sprache, von denen einige exem-
plarisch dargestellt sind.
Die in dieser Arbeit entwickelte Klassifikationsmethode stellt somit eine wesent-
liche Erweiterung des Spektrums der akustischen Analyse fortlaufender Sprache
zur Beschreibung der Stimmgüte dar und findet direkte Anwendung in der eben-
falls entwickelten Neuskalierung des Göttinger Heiserkeits-Diagramms Textanaly-
se (GHDT) für fortlaufende Sprache. Der breite Einsatzbereich für Sprachäußerun-
gen jeglicher Stimmgüte hebt diese Arbeit von den bisherigen Verfahren ab und
bietet mit dem GHDT ein dem erfolgreichen GHD verwandtes Maß zur Beschrei-
bung der Stimmgüte aus fortlaufender Sprache.
6.1 Diskussion und Ausblick
Der Erfolg einer Klassifikation mittels Neuronaler Netze hängt stark von der Zu-
sammensetzung und Verteilung des Trainingsmaterials ab sowie von der gewähl-
ten Parametrisierung der Eingangsdaten. Der breite Variationsbereich an Stimm-
störungen – von normaler gesunder Stimmfunktion bis hin zu aphoner Flüster-
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stimme ohne jegliche periodische Schwingung auf glottaler Ebene – erschwert die
Entwicklung einer zuverlässigen Methode. Die hier geleistete Klassifikation bietet
eine bestmögliche Differenzierung zwischen stimmhaften und stimmlosen Teilseg-
menten, die bei Normalsprechern Klassifikationsleistungen von über 95% erreicht.
Je gesunder die Stimmfunktion, desto zutreffender letztendlich auch die gemach-
ten Modellannahmen und desto höher die Klassifikationsrate. Mit zunehmendem
Grad der Stimmstörung lässt die Klassifikationsleistung etwas nach und die Aus-
gabe des Neuronalen Netzes erreicht nicht immer den notwendigen Klassifikati-
onsschwellwert in stimmhafter Phonation. Dadurch werden aber insbesondere ein-
zelne stimmhafte Segmente nicht mit selektiert und äußerst selten nur stimmlose
Teilsegmente fälschlicherweise als stimmhaft klassifiziert, die einen verzerrenden
Einfluss auf die berechneten akustischen Maße haben könnten. Die Anzahl der se-
lektierten Analysesegmente fällt bei starken Stimmstörungen ab, erlaubt aber den-
noch eine zuverlässige Beurteilung der Stimmgüte, wie Vergleiche der berechneten
akustischen Maße zeigen.
Eine wie in diesem Fall vorliegende Sprachverarbeitung mittels MLPs bietet den
Vorteil der Unabhängigkeit vom Kontext und Inhalt des gesprochenen Textes. Der
einzeln zu klassifizierende Parametersatz eines Kurzzeitsegmentes steht während
der Klassifikation in keinerlei Bezug zu seinen vorherigen und nachfolgenden Teil-
segmenten. Eine Steigerung der Klassifikationsleistung könnte u. U. erreicht wer-
den, wenn Kontextinformationen oder Metainformationen über den Inhalt des ge-
sprochenen Textes mit in die Klassifikation einfließen würden. Diese Zusatzinfor-
mationen würden allerdings die Variabilität des Einsatzbereichs einschränken und
die Komplexität der Verarbeitung deutlich erhöhen. Der zusätzliche Aufwandmüs-
ste in Bezug zur Steigerung der Erkennungsleistung bewertet werden, wobei eine
Steigerung der Klassifikationsrate immer anzustreben ist.
Akustische Maße, die einen bestimmten Stimmstörungstyp bestmöglich beschrei-
ben und differenzieren, sind nicht zwangsläufig auch die besten für einen anderen
Stimmstörungstyp. Das Göttinger Heiserkeits-Diagramm hat durch die Verknüp-
fung mehrerer Einzelmaße eine höhere Robustheit und ermöglicht einen qualifi-
zierten Einsatz für jegliche Form der Stimmgüte. Da die akustische Analyse fort-
laufender Sprache bisher aus Mangel an zuverlässigen Klassifikationsmethoden
nur eine Randstellung bei der Beurteilung von Stimmgüte einnimmt, sind entspre-
chend wenig spezielle akustischeMaße für die Beschreibung fortlaufender Sprache
entwickelt worden. Durch ein wachsendes Angebot an Klassifikationsmethoden er-
öffnet sich auch ein breiterer Anwendungsbereich.
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Die Analyse fortlaufender Sprache stellt eine wesentliche Erweiterung einer umfas-
senden Beurteilung der Stimmgüte anhand von akustischen Maßen dar und bietet
zum einen eine Validierungsmöglichkeit der erhaltenen Ergebnisse aus gehaltener
Phonation, kann aber darüber hinaus auch wichtige Zusatzinformationen liefern,
die bei der Phonation gehaltener Vokale nicht in Erscheinung treten. Eine akusti-
sche Analyse ist gegenüber einer perzeptiven Beurteilung durch ein Gutachterkol-
lektivmeist objektiver, apparativ kostengünstiger, einfacher reproduzierbar und ef-
fizienter in der Durchführung. Die erhaltenen Ergebnisse anderer im Dritten Physi-
kalischen Institut entwickelter Stimmanalysemethoden finden direkteAnwendung
in der täglichen Arbeit der Abteilung Phoniatrie & Pädaudiologie, und auch die
Analyse fortlaufender Sprache könnte dort Gewinn bringend eingesetzt werden.
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7 Anhang
7.1 „Nordwind und Sonne“
Einst stritten sich Nordwind und Sonne,
wer von ihnen beiden wohl der Stärkere wäre,
als ein Wanderer,
der in einen warmen Mantel gehüllt war,
des Weges kam.
Sie wurden einig,
dass derjenige für den Stärkeren gelten sollte,
der den Wanderer zwingen würde,
seinen Mantel abzunehmen.
Der Nordwind blies mit aller Macht,
aber je mehr er blies,
desto fester hüllte sich der Wanderer
in seinen Mantel ein.
Endlich gab der Nordwind den Kampf auf.
Nun erwärmte die Sonne die Luft
mit ihren freundlichen Strahlen,
und schon nach wenigen Augenblicken
zog der Wanderer seinen Mantel aus.
Da musste der Nordwind zugeben,
dass die Sonne von ihnen beiden die Stärkere war.
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7.2 „Buttergeschichte“
Es war in Berlin zu einer Zeit,
als Lebensmittel nicht genügend vorhanden waren.
Vor einem Laden stand bereits um sieben Uhr
eine beachtliche Menschenmenge,
denn man hatte dort am Abend vorher auf einem Schild schon lesen können,
dass frische Butter eingetroffen sei.
Jeder wusste, daß die Butter schnell ausverkauft sein würde
und dass man ganz früh kommen müsse, um noch etwas zu erhalten.
Da das Geschäft erst um acht geöffnet wurde,
stellten sich die Leute vor der Ladentür in einer Reihe an.
Wer später kam, musste sich hinten anschließen.
Je näher der Zeiger auf acht kam, desto unruhiger wurden die Leute.
Da kam endlich ein kleiner Mann mit grauem Haar
und drängte sich ziemlich rücksichtslos nach vorn.
Die wartenden Menschen waren empört über solches Verhalten
und forderten ihn auf, sich ebenfalls hinten anzustellen.
Aber auch als schon mit der Polizei gedroht wurde,
ließ sich der Mann nicht beirren, sondern drängte sich weiter durch.
Er bat, man solle ihn doch durchlassen, oder glaubte man,
dass diese Drängelei für ihn vielleicht ein Vergnügen sei?
Das war für die Leute nun doch zu viel! Alle kochten bereits vor Wut,
und der Mann konnte jetzt von allen Seiten Schimpfwörter hören.
Er aber zuckte resigniert mit den Schultern und bemerkte:
„Nun gut, wie Sie wollen. Wenn Sie mich nicht vorlassen,
dann kann ich die Tür nicht aufschließen,
und Sie können meinetwegen hier stehen bleiben,
bis die Butter ranzig geworden ist.“
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7.3 „Regenbogen-Passage“
When the sunlight strikes raindrops in the air,
they act as a prism and form a rainbow.
The rainbow is a division of white light into many beautiful colors.
These take the shape of a long round arch, with its path high above,
and its two ends apparently beyond the horizon.
There is, according to legend, a boiling pot of gold at one end.
People look, but no one ever finds it.
When a man looks for something beyond his reach,
his friends say he is looking for the pot of gold at the end of the rainbow.
Throughout the centuries people have explained the rainbow in various ways.
Some have accepted it as a miracle without physical explanation.
To the Hebrews it was a token that there would be no more universal floods.
The Greeks used to imagine that it was a sign from the gods
to foretell war or heavy rain.
The Norsemen considered the rainbow as a bridge
over which the gods passed from earth to their home in the sky.
Others have tried to explain the phenomenon physically.
Aristotle thought that the rainbow was caused
by reflection of the sun’s rays by the rain.
Since then physicists have found that it is not reflection,
but refraction by the raindrops which causes the rainbows.
Many complicated ideas about the rainbow have been formed.
The difference in the rainbow depends considerably upon the size of the drops,
and the width of the colored band increases as the size of the drops increases.
The actual primary rainbow observed is said to be the effect
of super-imposition of a number of bows.
If the red of the second bow falls upon the green of the first,
the result is to give a bow with an abnormally wide yellow band,
since red and green light when mixed form yellow.
This is a very common type of bow, one showing mainly red and yellow,
with little or no green or blue.
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7.4 Phonemliste
Die für das Training der NeuronolenNetze notwendige Segmentierung der Sprach-
aufnahmen erfolgt in der PHONDAT-Datenbank entsprechend den SAMPA-Kon-
ventionen. SAMPA (Speech assessment methods phonetic alphabet) ist als phonetisches
Alphabet des ESPRIT-Projekts entstanden und u. a. in den Projekten PHONDATund
VERBMOBIL für das Deutsche adaptiert und ergänzt worden. Anhand einer leicht
modifizierten Liste von Larry M.Hyman [H75] (Abweichungen mit ∗ gekennzeich-
net) sind die einzelnen Phoneme jeweils einer der beiden Klassen – stimmhaft oder
stimmlos – zugeordnet worden.
stimmhaft:
Vokale: a, a:, e, e:, E(ε), E:(ε:), i, i:, I, o, o:, O, u, u:, U, y, y:, Y,
2, 2:, 9, @, 6
Diphthonge: AI, aI, aU, a6, E6, e6, I6, i6, OI, OY, O6, U6, y6, Y6,
Konsonanten: j, l, r, v, z, Z
Nasale: m, n, N
stimmlos:
Konsonanten: b, d, g, f, h, k, p, q∗, s, t, x, C, Q∗, S
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7.5 PHONDAT-Sprecherzuordnung
Zuordnung der PHONDAT-Sprachaufnahmen zur internen Nomenklatur mit den
Bezeichnungen Nordwind und Berlin:
Phondat-Sprecher Sex interne Bezeichnung
ERL D 458 0 w nordwind01
ESN D 458 0 w nordwind02
HDB D 458 0 m nordwind03
HEI D 458 0 m nordwind04
HOR D 458 0 m nordwind05
HSB D 458 0 m nordwind06
JAN D 458 0 m nordwind07
JEH D 458 0 m nordwind08
LIN D 458 0 m nordwind09
MXB D 458 0 w nordwind10
OBL D 458 0 m nordwind11
PTZ D 458 0 w nordwind12
SPI D 458 0 m nordwind13
WAG D 458 0 w nordwind14
WEL D 458 0 w nordwind15
WIN D 458 0 w nordwind16
EGG D 459 0 w berlin01
HEI D 459 0 m berlin02
HUD D 459 0 m berlin03
JAE D 459 0 w berlin04
JNE D 459 0 w berlin05
KPR D 459 0 w berlin06
MAI D 459 0 w berlin07
MXB D 459 0 w berlin08
ROT D 459 0 m berlin09
SCD D 459 0 m berlin10
SEG D 459 0 w berlin11
SFR D 459 0 w berlin12
SMD D 459 0 w berlin13
SMH D 459 0 m berlin14
SWT D 459 0 m berlin15
WEI D 459 0 w berlin16
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7.6 Phoniatrische Diagnose-Codes
Code Bezeichnung Code Bezeichnung
0 normale Kehlkopffunktion 50 Z.n. partieller Chordektomie
1 hypofunktionelle Dysphonie 51 Z.n. subtotaler Chordektomie
2 hyperfunktionelle Dysphonie 52 Z.n. kompletter Chordektomie
3 psychosomatische Dysphonie 53 Z.n. endolaryng. Teilresektion
4 funktionelle Dysphonie 54 Z.n. partieller Taschenf.-Resekt.
5 Vorstadium Kontaktgranulom 55 Stimmlippen-Motilitätsstörung
6 Kontaktgranulom 56 Stimmlippen-Fixation
7 spasmodische Dysphonie 57 Z.n. Larynx-Teilresektion
8 spastische Dysphonie 58 Z.n. Kontroll-Mikrolaryngoskopie
9 zentrale Dysphonie 59 Z.n. Korrektur-Mikrolaryngosk.
10 Dysarthrophonie 60 akute Laryngitis
14 hormonelle Dysphonie 61 chronische Laryngitis
15 postoperative Dysphonie 62 Monochorditis
16 dysplastische Dysphonie 63 spezifische Laryngitis
20 Stimmlippen-Stillstand 64 subakute Laryngitis
21 Stl.-Lähmung paramedian 65 Reflux-Laryngitis
22 Stl.-Lähmung intermediär 66 Kehlkopf-Sarkoidose
23 Stl.-Lähmung (Vagus) 69 Mutation
24 Lähmung des M. cricothyr. 70 prolongierte Mutation
25 Lähmung N. laryng. superior 71 larvierte Mutation
26 Taschenfaltenaktivierung 72 inkomplette Mutation
27 Z.n. Medianverlagerung 73 Mutationsfistelstimme
28 Z.n. Glottiserweiterung 74 supraglott. Ersatzphon. (Sonderform)
29 bulbäre Stimmlippenlähmung 75 ventrikuläre Ersatzphonation
30 Stimmlippen-Knötchen 76 glottische Ersatzphonation
31 Phonationsverdickung 77 ary-epiglottische Ersatzphonation
32 Stimmlippen-Varix 78 glotto-ventrikuläre Ersatzphonation
33 Stimmlippen-Polyp 79 pseudo-glottische Ersatzphonation
34 Larynx-Papillomatose 80 traumatische Dysphonie
35 Laryngocele 81 Aryknorpel-Luxation
36 Stimmlippen-Cyste 82 Myopathie M. cricothyreoideus
37 Reinke-Oedem 83 Myasthenia gravis
38 Wundgranulation 84 Kehlkopf-Amyloidose
39 Intubationsgranulom 85 Turner-Syndrom
41 Sulcus glottidis 86 Transsexualität
42 Taschenfalten-Hyperplasie 87 M. Parkinson
43 Stimmlippen-Epidermoidcyste 90 PROVOX
44 intravocale Stimmlippencyste 93 Multiple Sklerose (MS)
45 glottischer Tumor 94 Amyotrophe Lateralsklerose (ALS)
46 Leukoplakie 95 Stimmlippen-Haematom
47 Hyperkeratose 96 Kehlkopf-Haemangiom
48 supraglottischer Tumor 97 intralaryngeale Synechie
49 Hypopharynx-Tumor 98 Aphonie
99 unbekannte Diagnose
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7.7 Phoniatrische Diagnose-Code-Zusätze
Code-Zusatz Bezeichnung
A Z. n. Mikrolaryngoskopie (MLE)
B Wundheilungsphase
C Abschluß Wundheilung
D Kontrolle nach Wundheilung
E bilateral
F rechts
G links
H Beginn Therapie/Reha
I während Therapie/Reha
K Abschluß Therapie/Reha
L Kontrolle nach Abschluß Therapie/Reha
M postoperativ nach Wundheilung (EP)
N Kontrolle postoperativ
O inkomplett
P aktive Restbeweglichkeit
Q Wiederbeweglichkeit
R Verdacht auf
S zur Beobachtung
T Differentialdiagnose (DD)
U nicht differenzierbar
V Z. n. Rezidiv-Operation
W Z. n. Radiatio
Z Z. n. Therapie auswärts
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Sprache
Cro-Magnon, 7
Datenmaterial, 79
Diagnosecode, 79, 81, 146
Directional Perturbation Factor, 18, 34
Drittes Physikalisches Institut, 1, 16,
45, 46
Dynamikkompression, 59, 86, 92
Einschwingvorgang, 17, 18
Emotionen, 13
EnergyPerturbationQuotient, 33, 117
Epiglottis, 11
EPQ, siehe Energy Perturbation Quo-
tient
Error Backpropagation Algorithmus,
60, 68–72
backward pass, 69, 72
forward pass, 69
Konvergenzverhalten, 67, 73
Lernrate, 72, 73, 106
modifiziert, 94, 97
Momentum, 73, 94
Trägheitsparameter, 73
Train by Epoch, 98
Train by Pattern, 98
Falsch-negativ, 55
Falsch-positiv, 55
Faltung, 24
-produkt, 8, 25
Fehlklassifikationen, 102–105
Fensterlänge, 22, 53, 113
Fensterung, 86, 88
Hamming, 88
Hann, 88
Kaiser, 88
Fensterweise Mittelung, 22
Fermi-Funktion, 65, 69
FFD, siehe Fundamental FrequencyDis-
tribution
Filter
-koeffizienten, 44
-ordnung, 38
digital, 8, 39
invers, 41, 44, 45, 56
Nur-Nullstellen, 56
Nur-Pole, 40, 56
rekursiv, 36
stabil, 38
Filterbank, 48
Filterung, 8
Formant, 11, 56, 59, 88, 92
-extraktion, 61
fortlaufende Sprache, 12, 17, 51, 82–
83, 114
Fouriertransformation, 24, 25
Rücktransformation, 25
Frequenz, 58
-bänder, 49, 58
-gruppen, 59
Frikativ, 8
Fundamental Frequency, sieheGrund-
frequenz
Fundamental FrequencyDistribution,
19, 34
Fundamental Period, siehe Grundpe-
riode
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Göttinger Heiserkeits Diagramm
fortlaufende Sprache, 47–48, 85
gehaltene Phonation, 46–47, 85
Göttinger Heiserkeits=Diagramm
fortlaufende Sprache, 118
gehaltene Phonation, 116
gehaltene Phonation, 12, 47, 51, 128
Generalisierung, 55, 61, 68, 75, 76, 120
GHD, sieheGöttinger HeiserkeitsDia-
gramm
GHDT, sieheGöttinger HeiserkeitsDia-
gramm
Glottal to Noise Excitation Ratio, 45–
46, 115
glottale Ebene, 8
Glottis, 8
-öffnungsfläche, 41
-modell, 8, 56
-puls, 8, 10, 25, 45, 56
-schluss inkomplett, 8, 14, 35, 45
GNE, 116, siehe Glottal to Noise Exci-
tatino Ratio
Gradientenabstiegsverfahren, 64, 68
modifiziert, 70, 73–74
Grammatik, 7
GRBAS-Skala, 15
Grundfrequenz, 10, 21, 26
-bestimmung, 21–29
Grundperiode, 21, 22, 52
Grundperiodenanalyse, 112
Hammingfenster, 88
Hann-Fenster, 88
Hanningfenster, 88
Harmonics to Noise Ratio, 19, 42–43
Harmonische, 23, 26
Harmonisches Produktspektrum, 26
Hauptachsentransformation, 116
Heiserkeit, 42
Hilberteinhüllende, 45
Histogramm
Frequenz-, 34
HNR, sieheHarmonics to Noise Ratio
Hochgeschwindigkeitsglottografie, 16,
79
HPS, sieheHarmonisches Produkt Spek-
trum
Impulsantwort, 8
International Phonetic Alphabet, 12
Interpolation
parabolisch, 29
Inversfilter, 41, 44, 56
Inversfilterung, 35, 44, 45, 56
IPA, siehe International Phonetic Al-
phabet
irreguläre Stimmlippenschwingung, 8
Irregularitätskomponente, 46, 117, 120
isolated vowels, siehe gehaltene Pho-
nation
Jitter, 18, 30–32, 45, 46, 112, 115–117,
119
Kaiserfenster, 88
Kehlkopf, 7
KKK, sieheKreuzkorrelationskoeffizi-
ent
Klassifikation
stimmhaft-stimmlos, 19, 52, 54–
55, 97, 99, 114
Klassifikationsgüte, 100–102
Koartikulationseffekte, 12
Korrelationen
Kurzzeit-, 43
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Langzeit-, 43
Korrelations
-koeffizient, 45
Kovarianzmethode, 37, 90
Kreuzkorrelation
-Theorem, 24
-funktion, 28
Langzeitspektrum, 19, 48–49, 51, 115
Laryngoskop, 15, 79
Larynx, siehe Kehlkopf
Laut, siehe Phon
Lautsprache, 7
leaf, 80, 83, 97
Leakage-Effekt, 88
leave one out Training, 76, 97
Leistungsspektrum, 24, 25
logarithmiert, 24
Lernrate, 64, 72
Levinson-Durbin Algorithmus, 38
liftern, 42
Linear Predictive Coding, siehe Linea-
re Prädiktion
Lineare Prädiktion, 35–40
Fehler, 37, 39
Koeffizienten, 36, 57, 86, 90
Ordnung, 39, 44, 90
Präemphase, 39, 90
Spektrum, 40, 57, 58, 60, 86, 90
Lineares Perzeptron, 65
mehrschichtig, sieheMulti Layer
Perceptron
Linux, 80
Log-Area Koeffizienten, 57
Logopädie, 14
Long TermAverage Spectra, siehe Lang-
zeitspektrum
LPC, siehe Lineare Prädiktion
LTAS, siehe Langzeitspektrum
Maße akustisch, 14, 15, 21, 114
McCulloch Pitts Neuron, 61–62
Mittenfrequenz, 45
MLP, sieheMulti Layer Perceptron
Modulationsspektrum, 26
Momentum, 73, 94, 98
mucosal wave, 10
Multi Layer Perceptron, 57, 66–67, 85,
90
Aktivierungsfunktion, 69, 71, 74,
98
Ausgangsschicht, 94
Eingangsschicht, 66, 94
Gewichtsmatrix, 66, 72, 75, 97
Gradientenabstiegsverfahren, 68,
70
Klassifikationsleistung, 75
Momentum, 98
overfitting, 68–106
Startkonfiguration, 76, 97
Topologie, 66, 68, 94, 106
Training, 75, 94, 97–99
versteckte Schicht, 66, 94, 95
vollständig verbunden, 66, 96
vorwärts gekoppelt, 66, 96
Zwischenschicht, 66
Mutual Information, 116
myoelastische Rückstellkraft, 10
Nasaltrakt, 11
NDR, siehe Nulldurchgangsrate
Neuron, 61
Neuronales Netz, 55, 61–77, 86
Abbildungsfehler, 64
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Aktivierungsfunktion, 60, 62, 69,
74
Dimensionalität, 57
Generalisierung, 55, 61, 68, 75,
76, 120
Gewichtsvektor, 62
Lernrate, 64, 72
Stabilisierung, 64
Training, 62, 75–77
Trainingsdaten, 57
NN, siehe Neuronales Netz
NNE, siehe Normalized Noise Ener-
gy
Nordwind und Sonne Text, 18, 51, 81,
83, 97, 141
Normalized Noise Energy, 45
Normalstimme, siehe Stimmfunktion
normal
Normalverteilung, 117
Nulldurchgangsrate, 27, 54
Oktavfehler, 24
Overfitting, 68, 75, 95, 106
PA, siehe Pitch Amplitude
PARCOR-Koeffizienten, 57
Parseval-Theorem, 60
Pathologische Stimme, siehe Stimm-
funktion pathologisch
PDA, sieheGrundfrequenzbestimmung
peak picking, 27
Period PerturbationQuotient, 32, 117
Periodenkorrelationskoeffizient, 29, 33,
115
-mittlerer, 116
mittlerer, 29, 46
Periodenstartzeitpunkt, 22
Periodenverdopplung, 24
Perturbation
Faktor, 31
Quotient, 32, 33, 46
Perturbationsmaße, 31–32
perzeptive Beurteilung, 14, 17, 49
PF, siehe Perturbation Factor
Pharynx, 11
Phon, 7, 11
Phonation
stimmhaft, 8, 97, 112
stimmlos, 8, 97, 112
Phonationsmechanismus, 79
PhonDat, 83, 97, 104, 106, 144, 145
Phonem, 12, 52, 56, 83, 128
-übergang, 23, 32, 99, 112
-erkennung, 52, 53, 128
-grenze, 52, 83, 97, 104
Phonemeinteilung, 144
Phonetik, 11
Phoniater, 14
Phonologie, 12
Phonoskopie, 15, 81
pitch, siehe Tonhöhe
Pitch Amplitude, 35, 41, 115, 126
Pitch Determination Algorithm, siehe
Grundfrequenzbestimmung
Pitch Perturbation Faktor, 31
Plosiv, 104
PPQ, siehe Pieriod Perturbation Quo-
tient
PQ, siehe Perturbation Quotient
Präemphase, 39
Psychoakustik, 59
Quefrenz, 25, 42
Quelle-Filter Modell, 8, 25, 35, 41, 56
Rang=Korrelation, 116
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rau, 14
Rauigkeit, 115, 116
Rauschanregung, 13
Rauschen
-maß, 42
additiv, 27
turbulent, 14, 45
Rauschkomponente, 46, 117, 120
RBH-Skale, 15
Reflexionskoeffizienten, 57
Regenbogen-Passage, 18
Regenbogen=Passage, 3, 143
Residualsignal, 35
Resonanzen, 11
Resonanzraum, 7
RMS, siehe Root Mean Square
Root Mean Square, 44, 53, 88
running speech, siehe fortlaufende Spra-
che
SAMPA, siehe SpeechAssessmentMe-
thods Phonetic Alphabet
sample, siehe Abtastwert
Satzmelodie, 17, 18, 32
Schalldruck, 59
-welle, 8
Schallgeschwindigkeit, 38
Schildknorpel, 30
Schwellwert, 24, 54, 62, 86, 106, 109
Schwellwertelement logisch, 61
Schwingung
-amplitude, 21
-modulation, 18
selbsterregt, 10
Schwingungsfrequenz, sieheGrundfre-
quenz
Schwingungsirregularitäten, 30–34
Schwingungsirregularitätsmaße, 30
separable
nichtlinear, 55
SFM, siehe Spectral Flatness Measure
SFR, 115, siehe Spectral Flateness Ra-
tio
Shimmer, 33, 45–47, 112, 115–117, 119
sigmoide Kennlinie, 65
Signal to Noise Ratio, 19, 26, 42–44,
51
Signalenergie, 53, 55, 86, 92
sinc-Funktion, 88
Singstimme, 17, 114
SNR, siehe Signal to Noise Ratio
Spectral Flatness Measure, 40
Spectral Flatness Ratio, 35, 126
spectral flattening, 24
Speech Assessment Methods Phone-
tic Alphabet, 12, 83, 144
spektrale Transformation, 86
Spektrum
Amplituden-, 26
Einhüllende, 36, 38
flach, 35
Flachheit, 40
Grobstruktur, 36, 56, 88
Leistungsdichte-, 39
Spontansprache, 81
Sprach
-codierung, 36
-erkennung, 52, 61, 128
-produktion, 7–11, 56
-synthese, 61
Sprachdatenbank, 54, 83, 120
Sprech
-apparat, 7, 9
-fluss, 13, 54
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-geschwindigkeit, 13
-luftstrom, 80
-rhythmus, 109
Sprechpause, 51, 85, 86, 112
-detektion, 53–54, 88
Exklusion, 19, 88
Sprechstimmlage, 24
SQL, 80
Stellknorpel, 9, 30
Stimmabbruch, 17
Stimmanregung, 7, 45
Stimmband, siehe Stimmlippen
Stimmfunktion
normal, 14, 79, 82, 106
pathologisch, 14, 82, 106
Stimmgüte, 14, 47, 79
stimmhaft, 8, 13, 49, 51, 54, 85, 99, 144
Stimmlippen, 7, 14
stimmlos, 8, 13, 49, 51, 54, 85, 99, 144
Stimmritze, siehe Glottis
Stimmstörung, 14–16, 35, 56, 114
Stroboskopie, 79
Sub-Harmonische, 23
subglottaler Druck, 10
supraglottaler Bereich, 11, 13
supralaryngeal, 8, 13
sustained vowels, siehe gehaltene Pho-
nation
Synapse, 61
Tangens hyperbolicus, 69
Textanalyse, siehe Analyse fortlaufen-
de Sprache
Tonhöhe, 10
Tonheit, 58
Training
Nachtraining, 106
Turbulenzen, 45
Unüberwachtes Lernen, 63
Unterabtastung, 86, 88
unvoiced, siehe stimmlos
Video
-laryngoskopie, 16
-stroboskopie, 10, 16
Videokymogramm, 16
voice break, siehe Stimmabbruch
voice offset, sieheAusschwingvorgang
voice onset, siehe Einschwingvorgang
voiced, siehe stimmhaft
Vokal-Reduktion, 12
Vokalanalyse, siehe Analyse gehalte-
ner Phonation
Vokalismuskel, 9, 22
Vokaltrakt, 7, 11, 25, 38
-länge, 38
-modell, 8
-modulation, 18
-parametrisierung, 56, 85, 90
-resonanzen, 38, 43, 56
Vorverarbeitung, 86, 94
WaveformMatching Algorithmus, 28–
29, 33, 46, 112
Waveform Matching Coefficient, 29,
117, 119
Wiener-Khinchin-Theorem, 24
WMC, siehe Waveform Matching Co-
efficient
XOR, 55, 65
z-Transformierte, 8, 39
zero crossing rate, siehe Nulldurch-
gangarate
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