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Abstract 
As a new type of word-of-mouth information, 
online consumer reviews possess critical information 
regarding consumer‘s concerns and their experience 
with the product or service. Such information is 
considered essential to firms‘ business intelligence 
which can be utilized for the purpose of production 
recommendation, personalization, and better customer 
understanding. This paper considers the problem of 
online reviews sentiment mining based on the theory 
of consumer psychology and behavior. Given the 
fuzzy attribute nature of the online reviews, we have 
established fuzzy group bases of consumer psychology. 
Four fuzzy bases, including features, sense, mood and 
evaluation, are established. The consumer attitude 
elements are reflected by natural language reviews. A 
fuzzy sentiment computing algorithm of online 
reviews for consumer sentiment is developed, and a 
fuzzy rule base is also presented based on consumer 
decision-making process. Finally it shows by means of 
an experiment that the proposed approach is very well 
suited as an analysis tool for the online reviews 
sentiment mining problem. 
Keywords: Online reviews, fuzzy group bases, 
fuzzy sentiment computing, fuzzy inference 
1. Introduction 
Following the development of network 
technology, especially for the Web 2.0, the 
Internet is permeating almost every aspect of 
life [1]. One recent phenomenon is the 
popularity of online community. The 
attraction of the online community is mainly 
due to a new form of word-of-mouth (WOM) 
communication, comprising vast amounts of 
consumer information on opinions, attitudes, 
feelings, emotions and recommendations on 
products/services from experienced 
consumers [2]. Researchers often refer to this 
online review as electronic word-of-mouth 
(eWOM) [3-4]. Users tend to trust peer 
reviews more than advertising and other 
content created by marketing departments and 
advertising agencies [5], so people often make 
the buy/not buy decision on the basis of 
online reviews. Now the online reviews are 
regarded as the best to represent the interests 
of the potential consumers and reduce the 
inherent risks and anxiety in purchasing new 
products [6-7]. 
As the most convenient and abundant 
resources, the online reviews has become the 
important sources of experience information 
[8]. This sentimental information has a bright 
prospect in many fields, such as reputation 
analysis, public voice monitoring, opinion 
mining, product reviews, and personalized 
recommendation and so on [4, 9-10]. 
There some academic literatures appear to 
study the online reviews. Turney and Littman 
[11] introduced a method for inferring the 
semantic orientation of a word from its 
statistical association with a set of positive 
and negative paradigm words: pointwise 
mutual information (PMI) and latent semantic 
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analysis (LSA). Some opinion mining 
prototyping systems such as Pulse [12], 
Opinion Observer [13], and WebFountain [14] 
etc. have also been developed. Xu, Lin and 
Zhao [15] brought forward a text orientation 
identification mechanism based on semantic 
understanding, and introduced their 
experience in building a sentiment corpus. 
Zhan, Loh and Liu proposed an automatic 
summarization approach based on the analysis 
of online reviews‘ internal topic structure to 
assemble consumer concerns, their approach 
can discover and extract salient topics from a 
set of online reviews and further ranks these 
topics [16]. In Ye, Zhang and Law‘s research 
[17], sentiment classification techniques were 
incorporated into the domain of mining 
reviews from travel blogs. They compared 
three supervised machine learning algorithms 
of Naïve Bayes, SVM and the character 
based N-gram model for sentiment 
classification of the reviews on travel blogs 
for seven popular travel destinations in the US 
and Europe. Pang and Lee [18] took use of the 
minimum graph approach to identify the 
subjective fragment of the document. 
Prabowo and Thelwall [19] presented a 
combined approach of sentiment analysis 
based on the rule-based classification method 
and supervised learning. Missen and 
Boughanem [20] proposed an opinion 
detection method using WordNet‘s semantic 
similarity relations. Li and Wu [21] took use 
of the text mining and sentiment analysis for 
online forums hotspot detection and forecast 
Although the current text-based sentiment 
computing has made great progress, there is 
also much urgent improvement needed for the 
growing subjective information, particularly 
on the consumer sentiment analysis of online 
reviews which we are concerned with. The 
earlier sentiment computing did not focus 
much on the fuzzy attributes of natural 
language and also the consumer fuzzy 
sentiment and psychology. Most of the 
application systems or research methods 
adopted the classical mathematical methods to 
give sentimental words commendatory and 
derogatory derivation value. Andreevskaia 
and Bergler[22], based on the concept that the 
sentiment orientation of a word is fuzzy, 
presented a method for extracting 
sentiment-bearing adjectives from WordNet 
using the Sentiment Tag Extraction Program 
(STEP).  But it is only about the semantic 
tagging of phrases and texts. There is a dearth 
of literature that addresses the fuzzy behavior 
inference or decision making process from the 
consumer‘s perspectives while some only on 
the enterprise strategy decision-making [23]. 
In this paper, the research purpose are 
sentiment identification and behavioral 
inference of consumer online reviews based 
on the fuzzy sentiment group bases guided by 
cognitive linguistics and consumer 
psychology. We conduct the discussion from 
three levels, vocabulary level, review 
statement level and inference level. 
The remaining of this paper is organized as 
follows: in Section 2, based on the fuzzy 
theory, sentimental semantic fuzzification of 
online reviews is given. This followed in 
Section 3 with the establishment of fuzzy 
group bases of consumer psychology. In 
section 4, a fuzzy sentiment computing 
algorithm of online reviews is developed, and 
in section 5, the inference rule base is 
presented according to the consumer 
decision-making process. Section 6 provides 
an experiment to illustrate the effectiveness of 
the presented algorithm. Conclusions and 
future researches are given in Section 7. 
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2. Fuzzification of Online Reviews 
 It is an important topic to measure or 
quantify the word meaning in complex system 
or decision-making process for a long time. In 
the traditional research of word meaning 
quantification, for example, Mosier‘s 
one-dimensional fixed-point or Osgood‘s 
multi-dimensional characterization [24], they 
all considered that meaning is accurate. For 
example, an orientation scale [-4, 4] is defined, 
then the word ‗beautiful‘ can be assigned +2, 
‗old‘ can be assigned -1. The sentimental 
semantic quantification research also used this 
pattern mostly.  
However, language is vague. Based on 
Zadeh‘s fuzzy theory, the meaning of a word 
corresponds to a fuzzy set instead of binary 
logic which cannot appropriately describe the 
fuzzy process of thinking. Natural language 
consists of basic words (atomic terms) and 
their composition (composite terms), which 
are defined as the elements and sets in the 
domain of natural language. Domain X  is 
defined as an interpretation of the 
understanding or an expression of a word 
meaning. Suppose a special atomic term in 
the domain of natural language, and a fuzzy 
set A  corresponding to its specific meaning 
in the interpretation domain X . The fuzzy set
A represents the mapping ambiguity between 
the atomic term and its ‗interpretation‘. A  
is characterized by a membership function
( )A x in interval [0, 1] which indicates the 
membership degree of the interpretation x of
 in A . We call this ―the natural language 
variable‘s ‗value‘ can be defined by fuzzy sets
( )A x ‖. 
Sentiment is a very broad concept, and has 
fuzzy attributes in nature. In the research of 
sentimental analysis of review text, it is 
necessary to make fuzzy processing to the 
sentimental words. The measurement of the 
meaning of sentimental words can be divided 
into five ranking separately on positive and 
negative category continuum, micro (A), 
small (B), neutral (C), large (D) and extreme 
(E). Each rank corresponds to a fuzzy 
membership function, namely,-E,-D,-C,-B,-A, 
+A, +B, +C, +D, +E. According to the 
subjective experience, that in a series of 
intensity, the possible psychological reaction 
distribution to a weak stimulate on the 
category continuum (weak-strong) is 
top-down, generally monotone decreasing, the 
peak of its curve is left-biased (weak side). To 
stimulus of moderate intensity, it seems like 
the normal distribution curve. For greater 
intensity, the peak is right-biased. To the 
strongest stimulus, the curve shows 
monotonically increasing, contrary with the 
weakest stimuli. 
According to the principles of establishing 
membership functions, that should be convex 
fuzzy sets, symmetric, balanceable, and 
should conform to people‘s language 
sequence, avoid improper overlap, etc., the 
Gaussian function is chosen as a template to 
define fuzzy membership functions for 10 
sentimental ranks in domain [-4, 4]: 
2
2




w w w w
w
w








      (1) 
Here,
{ , , , , , , , , , }w E D C B A A B C D E          
, ,w wa are expectation and standard deviation 
of Gaussian membership function respectively 
corresponding to the sentimental rank w . For 
the intersection of the membership function is 
neither for very low values nor for very high 
values, choose 0.4w  . For negative pole,
[ 4,0]x  , 4Ea , 3Da , 2Ca , 
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1Ba , 0Aa . For positive pole, 
[0,  4]x ， 0Aa , 1Ba , 2Ca ,
3Da  , 4Ea .  For example, the 
membership functions of the variable 
‗evaluation‘ are shown in Figure 1. 
 
FIGURE 1. Membership function
3. Fuzzy Group Bases for Consumer 
Psychology 
  At the early 20th century, the British 
psychologist William McDougall has studied 
the relationship between people's feelings and 
behavior. In his view, all the people‘s 
purposive behavior is affected by the 
complicated sentiment, consumer behavior is 
no exception. Consumer‘s positive sentiment 
has a significant positive effect on their 
re-purchase intentions and word of mouth 
recommendation intentions. Allen et al. [25] 
found that people's behavior intention is 
predictable by sentiment, and corporate 
managers can determine the consumer's 
re-purchase and word-of-mouth publicity 
intention on the basis of consumer sentiment. 
Satisfaction
 
is only a cognitive concept. 
From the mid 80's of the 20th century, many 
scholars have pointed out that the 
post-purchase responses of customers include 
not only perceptual evaluation of products and 
service quality, but also a variety of emotional 
responses [26]. 
In the traditional consumer 
decision-making process [26], the consumers 
first perceive the internal and external 
characteristics of goods, resulting in the 
emotional feelings to meet the need, leading 
to consumption desires and demands. When 
the demands reach certain intensity, it will 
activate the purchase motivation pointing to 
specific targets. Driven by the motivation, 
they will search for information related to 
goods; then based on individual preferences, 
make analysis and comparison of the quality, 
price, and brand and so on to make a final 
purchase decision, and then take actions to 
buy. After purchase, consumers will make 
evaluation according to their own feelings to 
form purchase experience and then trigger the 
next purchase. With the arrival of Web2.0 era, 
consumer behavior is also changing. Through 
online reviews, consumers can search more 
information from other consumers on various 
features about products, even mood, to 
strengthen or weaken the consumption desire 
335
Narisa Zhao, Yuan Li, Jianjun Wang 
The 10th International Conference on Electronic Business, Shanghai, December 1 - December 4, 2010 
5 
in order to support or block decision-making 
process [5].  
In order to mine the business knowledge in 
the network community, based on the 
consumer psychology and behavior theory, 
we established fuzzy group bases including 
features, sense, mood and evaluation. The 
Infrastructure shows in Figure 2. Based on the 
fuzzy group bases, it can aid decision making 
and guide consumer behavior. According to 
the consumer attitude elements reflected in 
online reviews and the establishing methods 
of the membership function introduced above, 
the reviewers‘ intention can be inferred.
  
FIGURE 2. Infrastructure of fuzzy group bases
TABLE 1. Fuzzy group bases example of a certain brand of notebook computer 
Features 
Sense Mood Evaluation 
Words Degree Words Degree Words Degree 
Monitor, chassis, cable, 
touch screen, processor, 
appearance, price, 
performance, memory, 
hard disk, display card, 
sound box, mainboard, 
keyboard, fan, heat 
dissipation, weight, after 
sale, repair rate 
forward +D overjoyed +E right +B 




-D grating -C 
fashion +C furious -C splendid +E 
mediocre -D hesitate -A jumbled -D 
magnificent +E excited +C comfortable +C 
exquisite +B gloomy -C defective -C 
old-fashioned -C perplexed +A unique +E 
graceful +D collapse -E poor -C 
We take a certain brand of notebook 
computer as an example in Table 1(part). At 
present the sense base and the evaluation base 
are combined as evaluation terms. 
Product Feature terms 
Features 




Consumer Decision Action 
Experience, Coordinate with the original Expectation Evaluation 
Aid decision making, guide consumer behavior Recommendation 
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4. Sentence Fuzzy Sentiment Computing 
 To achieve the fuzzy computing of mood 
and evaluation degree at the sentence level, 
firstly we need to determine the language 
operators and characterize the semantic 
transfer caused by qualifiers. 
4.1 Fuzzy Operator of Qualifiers 
 Language operator indicates a class of prefix 
in language system, usually added in front of 
a phrase or word to adjust the meaning of it, 
such as the emphasized prefix or negative 
prefix. And this will infer to the sentiment 
transfer problem caused by 
Modified-Orientation. In order to resolve 
these two problems, we have defined two 
dictionaries: the Intensifier Dictionary and 
Privative Dictionary. 
Intensifier operators. In our research, we 
use the word set in ‗HowNet‘ which is created 
by Professor Dong, et al.
 
[27]. After screening 
and refreshing, finally divide it into five ranks, 
namely, extreme/most, very, more, little and 
insufficiently. The following table lists some 
of the typical intensifier words (Table 2).




absolutely, amazingly, extremely, completely, 
exceedingly, beyond comparison, bitterly 
Very 
considerably, especially, much, quite, 
particularly, too far, a lot, too much 
More 
by far, comparatively, even more, further, 
furthermore, increasingly, relatively 
Little 
a bit, a little, a little bit, fairly, more or less, 
passably, slightly, somewhat, some 
Insufficiently 
a little less, just, less, merely, ultra, undue, 
unduly, surplus, to a fault 
 
In the intensifier words, the ones which are 
used to strengthen the tone are called 
‗Strengthen Operators‘, also known as 
‗Centralized Operators‘, such as the ranks 
indicated in ‗extreme/most‘, ‗very‘ and ‗more‘ 
in Table 2. The ones which are used to 
weaken the tone are called ‗Freshening 
Operators‘, also known as ‗Loose Operators‘, 
as indicated in the ranks of ‗little‘ and 
‗insufficiently‘. 
Take evaluation word M as an example, the 
general form of the intensifier operators is: 
( ) [ ( , )]
              [ ( , , )]
w w
w w w

























Here, 0.4w  , w is the evaluation rank of 
the target word, H is the Intensifier Operator,
 is a positive real number, when 1  , H is 
a Centralized Operator, when 1  , H is a 
Loose Operator. wa is the desired value of the 
Gaussian function for evaluation rank w , for 
negative pole, it will shift  units, for 
positive pole, it will shift  units. 
The five intensifier ranks should be 
determined by the specific situations. We 
select the value of and after experiment in 
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the actual calculation as in Table 3.
TABLE 3. The value of variables   and   
Intensifier Rank Extreme/Most Very More Little Insufficiently 
  4 2 1.5 0.5 0.25 
  +2 +1.5 +0.5 -1 -1.5 
For each sentimental word with intensifier 
operator prefix, after transferring and width 
change of its membership function by means 
of formula (2), we can achieve the 
corresponding change of sentiment degree. 
Privative operators. For the sentimental 
words with negative prefix, it is obviously 
unreasonable to simply reverse their 
orientation. For example, ‗not satisfied‘, ‗not 
very satisfied‘, ‗very dissatisfied‘, etc., 
although they all have a negative prefix, but 
the strength of the negative tone is different. 
Yao and Lou [28] dealt with the 
Modified-Orientation (MO) due to privative 
prefix as follows: 
  (    )     (    )   
Here the classical (accurate) mathematical 
sentiment assignment method was employed, 
but their approach, also to fuzzy sentiment 
membership function, will induce 
contradiction in some special situations. For 
example, an evaluation word ‗satisfied‘ whose 
sentimental rank is +B. For ‗not very 
satisfied‘, firstly change the membership 
function according to the intensifier operator 
―very‖ (from formula (2), narrow and shift to 
right), then take half after reverse by this 
approach. Apparently, the desired value is 
lower than that of ‗not satisfied‘ (directly take 
half after reverse). However, according to our 
subjective judgment, the fact is the degree of 
‗not very satisfied‘ should be much higher 
than that of ‗not satisfied‘. So the Privative 
Operators should be further discussed. 
We divided the negative prefix into three 
cases, such as PM, PIM and IPM, in which ‗P‘ 
represents Privative prefix, ‗I ‘represents 
Intensifier prefix, and ‗M‘ is the sentimental 
target word, w is the sentimental rank, 
{ , , , , , , , , , }w E D C B A A B C D E          
. The corresponding membership function is  
2
2




w w w w
w
w






   
 
    
  (3) 
The three cases are described respectively 
as follows: 
For case PM, order 2w wa a  , then 
2
2
( ) ( , , 2])
( 2)
         exp
2
w w w w
w
w






   
 
 (4) 
For case PIM, given the variables 
corresponding to the intensifier operator and
 , then  
2
2
( ) [ ( , , -(a ) 4)]
( ( ) 4)
         exp
2



















( ) , , 2
[ ( 2 )]
            exp
2
w w w w
w
w







   
 
    
   
   
(6) 
In formula (5) and (6),  is chosen when
w  in positive pole,  is chosen when w  
in negative pole. 
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The Privative Dictionary is established 
through ‗HowNet‘. By selecting the original 
privative qualifiers and extracting the words 
that have the original negative meaning 
definition in HowNet, we got the Privative 
Dictionary such as ‗not‘, ‗no‘, ‗never‘, ‗hardly‘ 
etc. ultimately after filtering. 
4.2 Fuzzy Sentiment Computing Algorithm 
of Online Reviews 
 After the formulation of the modified rules, 
we can conduct fuzzy computing at the 
sentence-level. 
Taking evaluation as an example, the Fuzzy 
Sentiment Computing Algorithm of Online 
Reviews (FSCA-OR) go as follows: 
Step 1. First, conduct part-of-speech 
tagging and syntactic analysis (take use of the 
Language Technology Platform (LTP) for 
online presentation developed by Harbin 
Institute of Technology Laboratory of the 
language information retrieval [29], then 
select all the evaluation words Mi (i=1，2，… 
n) of the target sentence and the 
corresponding Intensifier and Privative 
qualifiers, and then determine the sequence 
relationship between its qualifiers. 
Step 2. From the established fuzzy group 
bases of consumer psychology, determine the 
fuzzy function ( )w iM of each word,
{ , , , , , , , , , }w E D C B A A B C D E           , as 
well as its corresponding Intensifier ranks ‗I ‘ 
(0-none, 1-insufficiently, 2-little, 3-more, 
4-very, 5-most). The Privatives ‗P‘ are 
denoted by N (Negative) and 0(none) 
respectively. If ‗P‘ and ‗I’ do not appear 
together, then record ‗I’ first, ‗P’ second. As, 
‗not well‘ can be analyzed as ‗0N+B‘; 
Step 3. For the analysis results of all the 
evaluation words Mi (i =1，2，… n),  
i. If ‗I==0, P!=0‘, only Privative 
qualifier, ( )  (4)w iM Formula  . 
ii. If ‗P ==0, I! =0‘, only Intensifier 
qualifier (the corresponding parameters are
  and , see 4.1, ( )  (2)w iM Formula  . 
iii. When the form is ‗IPMi‘, ( )w iM
 (6)Formula . 
iv. When the form is ‗PIMi‘, ( )w iM
 (5)Formula . 
Step 4. The Sentence Fuzzy membership 





w iM ， 
             (i=1，2，… n) 
Step 5. Defuzzification = Centroid 
(Sentence-Function), get the evaluation 
degree of the sentence employing Centroid 
method to defuzzy. 
The fuzzy computing algorithm of mood is 
similar. Thereby the evaluation and mood 
degree of a sentence can be calculated by the 
compiled program in Matlab 7.0. An Example 
is given as follows. 
Example 4.2.1. Some consumer wrote her/his 
feelings and evaluations about a certain 
brand of laptop on a forum as follows: 
‘The design of this series is defective, its 
heat dissipation is not well, battery is too 
short-lived, not so desirable, and main board 
easily to burn, I bitterly regret it, 
depressing …’ 
The evaluation and mood terms and their 
QULIs are analyzed in Table 4.  
TABLE 4. The results of the analysis 
1 none (0) none (0) defective (-C) 
2 none (0) not (N) well (+B) 
3 too (4) none (0) short-lived (-D) 
4 not (N) so(3) desirable (+C) 
5 bitterly(5) none(0) regret(-D) 
6 none(0) none(0) depressing(-C) 
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This review contains 4 evaluation words 
and 2 mood words. According to FSCA-OR, 
after computing, the overall degree 
(evaluation) = -3.5210, degree (mood) = 
-2.5614, which shows that this reviewer had 
higher dissatisfaction about this brand of 
laptop and had bad post-purchase sentiment.  
5. Construction of the Inference  
Rule Base 
 In the various methods that express 
knowledge, the most common way is to 
express it as the rules of natural language 
form:  
IF premise (antecedent), THEN conclusion 
(consequent) 
This knowledge expression, as it expresses 
the human experience and heuristic 
knowledge with their own language, has a 
superficial knowledge characteristic which is 
particularly suited to express the relationship 
between contexts. Usually these restrictions 
are established by the fuzzy sets and fuzzy 
relations. 
To realize the consumer recommendation 
to a degree, based on online reviews, 
according to consumer decision making 
process, we take fuzzy variables ‗evaluation‘ 
and ‗mood‘ as inference antecedent, 
‗recommendation‘ as inference consequent, to 
establish Fuzzy Inference System (FIS). 
The input variable ‗evaluation‘ consults to 
section 2. For the input variable ‗mood’, we 
put it into ten ranks too, respectively, 
super-bad: -E, very-bad: -D, bad: -C, 
little-bad: -B, so-so: -A, +A, little-good: +B, 
good: +C, very-good: +D, super-good: +E. 
The inference consequent ‗recommendation’ 
is divided into seven levels in domain [-1, 1] 
with 0.1w   taking Gaussian function as 
membership function style ， respectively 
strongly-resist, resist, negative, neutral, 
positive, recommend, strongly-recommend. 
The principle to set a rule is ‗evaluation’ 
occupy a leading position, ‗mood’ 
subordinate. 
Some of the inference rules established are 
listed as below: 
Rule 1. If (evaluation is very-poor) and 
(emotion is super-bad) then (recommendation 
is strongly-resist). 
Rule 2. If (evaluation is little-poor) and 
(emotion is very-bad) then (recommendation 
is resist). 
Rule 3. If (evaluation is so-so) and 
(emotion is bad) then (recommendation is 
negative). 
A total of 52 rules are established here, and 
different rules give different weights. 
Mamdani-based inference method is used. 
Defuzzification employs Centroid method. 
From the example 4.2.1, degree (evaluation) 
= -3.5210, degree (mood) = -2.5614, we can 
get degree (recommendation) = -0.7526 
( ]1,1[x ), which shows that the 
recommendation degree of this reviewer is 
very low, and he/she is strongly resist to 
purchase. The specific reasoning process 
diagram can see Figure 3. 
 
 








(b) Mamdani-based Inference 
FIGURE 3. Inference demo 
6. Experiment 
 Using page collection tools ‗bget_share‘, this 
experiment downloaded more than 1200 
online reviews of a certain brand of notebook 
computer from the related posts of Baidu Post 
Bar (http://tieba.baidu.com/). On the corpus style, 
we chose relatively standardized, rigorous 
reviews as much as possible. Generally, the 
choice of reviews emphasized on the ones 
which have rich sentimental expression. 549 
sentences with views are selected after 
screening. The so-called sentence with views 
 
refers to the sentence contains at least one 
orientation word. Once more, after the second 
screening based on typicality, ultimately 100 
representative reviews were identified as the 
final corpus. 
For each one of these 100 reviews, the 
mood and evaluation degree are calculated 
through the algorithm FSCA-OR, and then 
according to the inference rule base, we can 
obtain the recommendation degree of each 
review ultimately. Figure 4 shows the 
recommendation degree sorting from low to 
high. In order to be unified into a table, the 
degree was normalized to range in [-1, 1], that 
is, 
degree = degree (evaluation or mood) / 4  
 (7) 
We followed the evaluation index of the text 
topic classification, namely, precise ( P ), 
recall ( R ) and F values. Set a1 as the number 
of correct texts judged as positive emotion 
(evaluation, mood >= 0), a2 as the number of 
correct texts judged as negative emotion, b1 as 
the number of texts judged as positive 
emotion, b2 as the number of texts judged as 
negative emotion, c1 as the actual number of 
texts of positive emotion, c2 as the actual 
number of texts of negative emotion. 
Obviously c1 + c2 = b1 + b2. Formulas of 
evaluation index show in Table 5.
 
FIGURE 4. Diagrammatic presentation of the results of a certain brand of laptop 
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TABLE 5. Formulas of evaluation index 
 
TABLE 6. Index test results 
 
a1 b1 c1 PP(%) RP(%) FP(%) 
F(%) 
a2 b2 c2 PN(%) RN(%) FN(%) 
Evaluation 
22 27 31 81.48 70.96 75.85 
86.0 
64 73 69 87.67 93.78 90.62 
Mood 
31 42 38 73.80 81.57 77.49 
82.0 
51 58 62 80.95 82.26 81.60 
Because c1 + c2 = b1 + b2, obviously, 
F1=F2=F, we all recorded as F. 
Table 6 is obtained by statistical method 
derived from real observations. 
From Figure 4, we can see that, for this part 
of reviews, recommendation degree that less 
than zero occupies 72%, that greater than zero 
only 28%. This is because many online 
reviewers tend to express their sentiment of 
dissatisfaction. A small number of reviews 
both have higher value of sentiment and 
recommendation which are inconsistent with 
the majority, that because, here, we do not 
rule out the role of soft advertising reviews.  
In addition, the emotional tendency of 
reviewers and the recommendation degree 
remain consistent basically, and the 
evaluation degree keeps consistent changes 
with mood. Their combination decides the 
degree of the recommendation. In Figure 4, 
17% of the sentence does not contain the 
mood words, and the mood values distribution 
is relatively scattered, which largely because 
it has something to do with the situation at 
that time. We can see that this laptop brand 
reputation in the online reviews is poor, and 
more people do not recommend others to 
purchase. The experiment also shows the 
validity of the algorithm. 
7. Conclusions and Future Researches 
  This paper studied consumer online 
reviews using fuzzy sentiment computing and 
inference method through three levels. In 
vocabulary level, fuzzy sentiment modeling 
for consumer online review texts is discussed 
based on fuzzy mathematics, and fuzzy group 
bases of consumer psychology is established. 
In review statement level, after sentiment 
membership functions‘ shift and 
transformation, a fuzzy sentiment computing 
algorithm of review sentences is proposed. 
Finally in inference level, a series of fuzzy 
Category 
Index 
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inference rules are made for consumer 
recommendation through sentiment mining. 
Our experiment showed well performance in 
Precise and Recall. Our results yield 
interesting and important insights for both 
academic researchers and practitioners. It has 
an important scientific significance on some 
of the basic theory of text sentimental analysis 
and consumer aid-decision-making. In mining 
customer perspective and understanding the 
market response of the products, establishing 
interactive relations between producers and 
consumers, and in guiding consuming 
behavior, it also has application value.  
It should be noted that free texts of reviews 
on internet are more arbitrary, and both 
wording and phrasing are not bound by syntax. 
So these subjective texts need to be further 
explored to analyze the language law from the 
view of linguistic. To take full advantage of 
features and sense base, it also needs to 
achieve product feature extraction and 
automatic association pairs (product feature 
and sentimental words) identification. All 
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