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Re´sume´ – L’action sur un filtre line´aire de chocs ale´atoires apparaissant a` des instants ale´atoires engendre un signal de´nomme´ effet de grenaille.
Le spectre d’entre´e de ce filtre a e´te´ analyse´ par de nombreux auteurs et le but de cet expose´ est d’abord de montrer que les calculs connus se
simplifient beaucoup si l’on utilise une fonction dite de coı¨ncidence. Il consiste ensuite a` pre´senter des calculs explicites avec repre´sentations
graphiques de certaines densite´s spectrales permettant mieux qu’une formule mathe´matique d’en comprendre les proprie´te´s physiques.
Abstract – The shot noise is the signal observed at the output of a linear filter when the input is a sequence of random pulses arriving at
random times instants. The input spectrum of this filter has been analyzed in various papers and the first aim of this paper is to show that
known expressions can be obtained very simply by using a coincidence function. In the second part we present examples of spectra and explicit
calculations with graphical representations which yield a better understanding of the phenomena than mathematical expressions only.
1 Introduction et historique
L’effet de grenaille est le signal de sortie d’un filtre line´aire
dont l’entre´e est forme´e de chocs se produisant a` des instants
ale´atoires {ti} constituant un processus ponctuel (PP). Il s’agit
d’un phe´nome`ne macroscopique tre`s courant dont la premie`re
mise en e´vidence expe´rimentale a e´te´ pre´sente´e dans [1]. Du
point de vue mathe´matique c’est aussi l’un des plus anciens
mode`les de signal ale´atoire e´tudie´ inde´pendamment dans [2,
3]. Dans tous ces travaux on supposait que les chocs ale´atoires
e´taient de meˆme amplitude et se produisaient aux instants d’un
processus de Poisson stationnaire de´fini par sa densite´ λ. Ainsi
le seul e´le´ment ale´atoire dans ce phe´nome`ne e´tait les instants
{ti} du PP, ce qui conduisait a` l’expression d’effet de grenaille
pur. Dans ce cas on peut obtenir des expressions plus ou moins
complexes de l’ensemble de la loi temporelle du signal.
Diverses ge´ne´ralisations ont e´te´ pre´sente´es. La plus simple
consiste a` introduire des amplitudes ale´atoires de sorte que le
signal effet de grenaille s’e´crit
x(t) =
∑
i
aih(t− ti). (1)
Le caracte`re ale´atoire du signal provient alors des instants {t i}
et des amplitudes {ai} souvent de´nomme´es signal de marque,
ou tout simplement marque. L’exemple le plus connu de signal
marque´ apparaıˆt dans la de´tection optique des signaux faibles
par un photomultiplicateur. `A un photon absorbe´ a` un instant t i
le syste`me de multiplication associe un nombre ale´atoire a i de
photoe´lectrons qui forment le signal de grenaille a` la sortie du
filtre de re´ponse percussionnelle h(t). Lorsque les amplitudes
ai sont des variables ale´atoires (VA) IID il est encore possible
de calculer la loi temporelle du signal de sortie [4]. D’autres
extensions ont e´te´ faites dans le cas de processus de Poisson
compose´s largement utilise´s en optique statistique pour de´crire
la de´tection de photons dans un champ e´lectromagne´tique [4].
En principe on peut associer un effet de grenaille a` tout proces-
sus ponctuel (PP), mais meˆme pour les processus de renouvel-
lement qui sont les extensions les plus naturelles des processus
de Poisson il est tre`s difficile, voire impossible, d’obtenir sous
forme explicite la loi temporelle du signal.
Toutefois on peut se contenter d’une vision plus simple en se
limitant aux proprie´te´s du second ordre. On peut introduire une
fonction de corre´lation ou un spectre d’entre´e dont on de´duit
par les formules traditionnelles du filtrage line´aire la fonction
de corre´lation ou le spectre de x(t). Dans le cas d’un proces-
sus de Poisson non marque´ (ai = 1) le spectre d’entre´e est
constant (bruit blanc) et e´gal a` la densite´ λ du processus de
Poisson. C’est ce qui apparaıˆt dans [1, 2, 3]. Ce spectre blanc
provient du fait que le processus de Poisson est sans me´moire.
Cependant il y a bien d’autres types de PP ayant des effets de
me´moire et la question s’est pose´e de savoir comment de´finir
dans ces cas le spectre d’entre´e, comment le calculer et en tirer
des conse´quences. Pre´sentons un bref historique pour ensuite
situer notre approche.
La premie`re tentative de de´finir le spectre d’entre´e d’un PP
apparaıˆt dans [5]. Cette approche est faite essentiellement a` par-
tir des proprie´te´s de comptage du PP et l’auteur ne donne qu’un
petit nombre d’exemples. La question a e´te´ reprise pour les PP
de renouvellement dans [6]. Malgre´ des calculs laborieux, cet
article indique de´ja` la relation entre le spectre d’entre´e et les
temps de vie du processus, ce qui sera analyse´ dans la suite.
Enfin le cas des processus marque´s a e´te´ e´tudie´ dans [7] et la
formule ge´ne´rale qui s’y trouve est la plus comple`te a` ce jour.
Notre approche se situe en amont et en aval de cette formule.
En amont parce que l’usage des fonctions de coı¨ncidences in-
troduites au paragraphe suivant permet la de´monstration de loin
la plus simple de cette formule. En aval car tous les articles cite´s
se contentent de formules alge´briques dont la complexite´ rend
difficile l’interpre´tation. Au contraire les repre´sentations gra-
phiques de quelques spectres pre´sente´es ci-dessous permettent
d’en visualiser l’aspect, ce qui pour le praticien est la question
la plus importante.
2 Fonctions de coı¨ncidence
2.1 Processus non marque´s
Soit N1, N2 et N3 les nombres de points du PP apparaissant
respectivement dans les intervalles [θ, θ + dθ[, [θ ′, θ′ + dθ′[ et
[θ + dθ, θ′[, θ < θ′. Si le PP est re´gulier les VA N1 et N2 ne
prennent que les valeurs 0 ou 1 et l’on a P [N1 = 1] = λdθ, ou`
λ est la densite´ du PP. Cette densite´ est constante dans le cas
d’un PP stationnaire, ce qu’on admet dans la suite.
La fonction de coı¨ncidence cN (t) est de´finie par la relation
E(N1N2) = cN (θ′ − θ)dθdθ′. (2)
Cette fonction est de´nomme´e ”densite´ de covariance” dans [5].
Ce terme ne nous paraıˆt pas opportun car pour le lecteur ra-
pide cela peut laisser entendre que cN(t) est une fonction de
corre´lation, comme on le trouve e´crit dans divers articles d’op-
tique statistique. Or ce n’est pas le cas et, comme on le verra
dans la suite, sa transforme´e de Fourier peut tre`s bien prendre
des valeurs ne´gatives.
Le calcul de cette fonction revient donc a` celui de l’espe´rance
mathe´matique E(N1N2). Mais comme les VA N1 et N2 ne
prennent que les valeurs 0 ou 1 il en est de meˆme pour leur
produit. On a donc E(N1N2) = P (C), ou` C est l’e´ve´nement
coı¨ncidence de´fini par C = (N1 = 1) × (N2 = 1). Le mot
coı¨ncidence est choisi car C s’obtient expe´rimentalement par
un dispositif a` coı¨ncidence courant en physique des particules
ou en optique statistique.
On a e´videmment P (C) = P [N1 = 1]P [(N2 = 1)|(N1 =
1)]. Cette probabilite´ conditionnelle peut s’exprimer au moyen
des densite´s de probabilite´ (DDP) des temps de vie successifs
du PP. On appelle temps de vie d’ordre k d’un PP la distance
entre un point de ce PP et le kie`me qui lui succe`de. Le temps de
vie d’ordre 1 est e´videmment la distance entre deux points suc-
cessifs. Il re´sulte de cette de´finition que fk(θ′−θ)dθ′ est la pro-
babilite´ conditionnelle P [(N2 = 1)(N3 = n − 1)|(N1 = 1)].
La probabilite´ conditionnelle apparaissant dans la coı¨ncidence
est donc la somme de ces quantite´s puisque k n’est pas fixe´. No-
tant finalement que la fonction de coı¨ncidence est par de´finition
paire, alors que les fonctions fn(t) sont nulles pour t < 0, on
en de´duit que
cN (t) = λ
∞∑
k=1
fk(|t|). (3)
On peut montrer que cette fonction est en ge´ne´ral borne´e et
tend vers λ2 quand t →∞.
2.2 Processus marque´s
Soit M(t) le signal ale´atoire en escalier variant par sauts
d’amplitudes ai aux points ti du processus ponctuel de de´part.
Il en re´sulte que les accroissements infinite´simaux dM(θ) =
dM(θ + dθ) − dM(θ) ne prennent que les valeurs 0 ou ai.
Ce dernier e´ve´nement se re´alise si dN(θ) = 1, ou` N(t) est
la fonction utilise´e pre´ce´demment, et sa probabilite´ vaut donc
λdθ. Soit M1 et M2 les VA respectivement e´gales a` dM(θ) et
dM(θ′).
Supposons d’abord que le signal ai soit de´terministe (non
ale´atoire). La VA M1 ne prend que les valeurs 0 ou aj , et cette
dernie`re avec la probabilite´ λdθ. D’apre`s la de´finition du temps
de vie on a
P [(M1 = aj)(M2 = aj+k)] = λfk(θ′ − θ)dθdθ′. (4)
Il en re´sulte que
E[M1M2] = λ
∞∑
k=1
ajaj+kfk(θ′ − θ)dθdθ′ (5)
ou` les {ai} ne sont pas ale´atoires.
En prenant maintenant la moyenne sur les a i quand ils de-
viennent ale´atoires et en utilisant la meˆme formule que (2), on
de´duit que
cM (t) = λ
∞∑
k=1
E[ajaj+k]fk(t). (6)
Lorsque le signal ai est stationnaire on a
E[ajaj+k] = γa[k] + m2a, (7)
ou` ma et γa[k] sont respectivement la moyenne et la fonction
de corre´lation (FC) des ai. Reprenant le meˆme raisonnement
que ci-dessus concernant la parite´ de c(t) on de´duit
cM (t) = λ
∞∑
k=1
(γa[k] + m2a)fk(|t|). (8)
Cette formule englobe e´videment (3) puisque dans le cas de
l’effet de grenaille pur les ai sont tous e´gaux a` un. Ceci donne
γa[k] = 0 et m2a = 1. On est alors conduit a` comparer la fonc-
tion de coı¨ncidence du processus marque´ et celle du processus
non marque´. On de´duit de (3) et (8) la relation
cM (t) = m2acN (t) + s(t) (9)
avec
s(t) = λ
∞∑
k=1
γa[k]fk(|t|). (10)
Dans le cas d’un signal de marque centre´ on a ma = 0 d’ou`
cM (t) = s(t).
3 Fonction de corre´lation
et spectre d’entre´e
La relation (1) peut s’e´crire
x(t) =
∫
h(t− θ)dM(θ) (11)
puisque l’accroissement dM(θ) est nul, sauf aux instants ti ou`
il vaut ai. On a e´videmment E[dM(θ)] = λmadθ, ce qui per-
met de calculer la valeur moyenne mx = E[x(t)]. Le calcul de
la moyenne du second ordre rx(τ) = E[x(t)x(t − τ)] est un
peu plus complique´ car il ne´cessite la connaissance comple`te
du moment du second ordre E[dM(θ)dM(θ ′)]. Pour θ = θ′
il s’e´crit a` l’aide de la fonction de coı¨ncidence de´finie par (8).
Mais il faut une formule englobant le cas θ = θ ′. Or dans ce
cas E[dM2(θ)] vaut λE(a2)dθ, ce qui donne, ∀ θ et θ ′
E[dM(θ)dM(θ′)] = [cM (θ − θ′) + δ(θ − θ′)λE(a2)]dθdθ′
(12)
ou` δ(.) est la distribution de Dirac. La FC de x(t) vaut par
de´finition γx(t) = rx(t) − m2x. Par un calcul imme´diat utili-
sant les re´sultats pre´ce´dents on trouve que γx(t) se de´duit par
les relations classiques de transformation par filtrage line´aire
d’une FC d’entre´e valant
γM (t) = λE(a2)δ(t) + cM (t)− (λma)2 (13)
ou` cM (t) est la fonction de coı¨ncidence de´finie par (8). Utili-
sant (9) et (10) on obtient e´galement
γM (t) = λE(a2)δ(t) + m2acˆN (t) + s(t) (14)
ou` cˆN (t) = cN (t)− λ2 tend vers 0 quand t →∞.
On peut faire deux remarques sur ces formules. Tout d’abord
l’existence du terme δ(t) rend infinie la FC pour t = 0. Ceci
signifie que le signal d’entre´e ge´ne´rant x(t) par filtrage line´aire
n’est pas du second ordre, ayant une variance infinie. Par trans-
formation de Fourier ce terme introduit dans le spectre une
composante constante λE(a2). On l’appellera dans la suite la
composante blanche. En particulier dans le cas de l’effet de
grenaille pur γM (t) se re´duit a` λδ(t), et l’on retrouve le spectre
constant et e´gal a` λ note´ au de´but de ce texte. Dans ce cas le
signal d’entre´e est un bruit blanc et cela provient du fait qu’un
PP de Poisson est sans me´moire.
Par ailleurs il est facile de voir que γM (t) tend vers 0 quand
t → ∞, et ceci signifie que dans le domaine spectral il n’y a
pas en ge´ne´ral de raie a` la fre´quence nulle.
Passons maintenant a` l’e´tude du spectre (ou densite´ spec-
trale de puissance) de x(t) qui selon (11) et (14) vaut Γx(ν) =
|G(ν)|2ΓM (ν) ou` G(ν) est la re´ponse en fre´quence du filtre et
ΓM (ν) = λE(a2)+m2aCˆN (ν)+S(ν) = λσ
2
a+m
2
aΓN (ν)+S(ν),
(15)
ou` S(ν) est la TF de la fonction s(t) de´finie par (10) et σ 2a la
variance de a. Lorsque les ai sont IID le dernier terme disparaıˆt,
et l’on trouve une expression constituant le the´ore`me 1 de [8]
de´montre´ de manie`re beaucoup plus complexe.
4 Applications aux processus de
renouvellement
Ce sont des PP de´finis par le fait que les intervalles entre
points successifs sont des VA IID. Ainsi le PP est entie`rement
de´fini par la DDP du temps de vie d’ordre 1. Lorsque cette
DDP est une exponentielle monolate´rale, le PP de renouvelle-
ment devient un processus de Poisson. L’inde´pendance entre
les intervalles entraıˆne que la DDP fk(t) apparaissant dans
les expressions pre´ce´dentes est une puissance de convolution
d’ordre k de la DDP du temps de vie d’ordre 1. On en de´duit
que c(0+) = 0 et que si la DDP f(t) est borne´e il en est de
meˆme pour fk(t).
Ceci conduit a` utiliser les transforme´es de Laplace (TL) mo-
nolate´rales. Plus pre´cise´ment soit FL(s) et CL(s) les TL res-
pectivement de f(t) et c(t). Il re´sulte de (8) que
CL(s) = λ
∞∑
k=1
(γa[k] + m2a)F
k
L(s). (16)
On ve´rifie simplement que cette se´rie et convergente dans le
demi-plan de droite.
Nous avons note´ que la fonction de coı¨ncidence e´tait paire.
Il en re´sulte que sa TF peut se de´duire de la TL monolate´rale
par la relation
CF (ω) = 2Re[CL(jω)]. (17)
Lorsque l’on prend la partie re´elle de la TL le dernier terme de
(13) est e´limine´ car sa TL est en 1/s. Les deux autres termes
donnent alors le spectre ΓM (ω), TF de γM (t), soit
ΓM (ω) = λE(a2) + 2Re[CL(jω)]. (18)
Il re´sulte de ceci que le spectre d’entre´e ΓM (ω) de x(t) se
de´duit directement de la fonction de coı¨ncidence, ce qui en
montre l’inte´reˆt. Donnons maintenant quelques exemples.
Si le processus n’est pas marque´ (γa = 0, ma = 1) on a
CL(s) = λ
FL(s)
1− FL(s) . (19)
On en de´duit aise´me´nt que cN (t) tend vers λ2 quand t →∞.
Si le processus est marque´ le calcul devient plus difficile a`
cause du terme γa[k]. Toutefois il se simplifie pour toutes les
corre´lations en somme d’exponentielles correspondant a` des
marques de type ARMA. Le cas le plus e´le´mentaire se pro-
duit quand la marque ai est un signal AR (1) centre´ et de va-
riance unite´, ce qui donne γ[k] = r |k| ou` r est le coefficient de
re´gression. Dans ce cas on a
CL(s) = λ
rFL(s)
1− rFL(s) . (20)
Pour poursuivre le calcul il faut donc se donner la fonction
FL(s), TL de la DDP du temps de vie. Dans cet expose´ on
se limite a` l’exemple ou` cette DDP est uniforme, soit f(t) = 0,
sauf dans l’intervalle [m−b,m+b] ou` f(t) = 1/2b. Il est clair
que le parame`tre b est en relation biunivoque avec la variance
du temps de vie. Cette DDP permet de de´crire un PP avec une
incertitude uniforme sur la distance entre points (phe´nome`ne
de gigue). Quand b → 0 on arrive a` une distribution pe´riodique
de points. La TL de cette DDP est aise´e a` calculer et l’on trouve
CL(jω) = (1/m)N/D avec
N(ω) = sin(bω) exp(jmω) (21)
et
D(ω) = bω − sin(bω) exp(jmω). (22)
Il suffit maintenant d’appliquer (18) soit avec (19) soit avec
(20). Les re´sultats sont calcule´s avec la fre´quence ordinaire ν =
ω/2π et l’on suppose dans tous les cas, pour simplifier, que
λ = 1. Les re´sultats pour d’autres valeurs de la densite´ s’en
de´duisent imme´diatement.
Sur la figure 1 on conside`re le cas d’un PP non marque´. Sup-
posant m = 1 on e´tudie l’influence du parame`tre b de´finissant
la DDP. Les courbes 1, 2 et 3 correspondent respectivement aux
valeurs 1, 0,5 et 0,003 de b. La courbe 3 s’explique aise´ment.
En effet si dans (1) on a ai = 1 et ti = iT le signal x(t)
devient un peigne de Dirac dont la TF est e´galement un tel
peigne. Pour m = 1 les fre´quences de ce peigne sont les en-
tiers, ce l’on voit clairement sur la courbe. L’influence du pa-
rame`tre b est particulie`rement nette dans le domaine des basses
fre´quences. `A mesure que b de´croıˆt les oscillations de Γ(ν) au-
tour de la fre´quence 1 diminuent pour tendre vers une simple
re´sonance devenant d’ailleurs infinie quand b = 0. De plus,
comme ma = λ = 1, la composante blanche du spectre vaut 1
et elle est atteinte d’autant plus vite que b est plus grand. Enfin
il re´sulte de (21) que le spectre vaut 1 pour les fre´quences an-
nulant N(ω), soit k/2b, et l’on peut montrer que Γ(0) = b2/3.
Ceci se voit clairement sur la figure.
Sur la figure 2 on montre l’influence de la marque caracte´-
rise´e par la re´gression r. Les re´sultats sont pre´sente´s pour les
fre´quences comprises entre 0 et 2. On a choisi, comme dans la
figure 1, m = 1 et b = 0, 003 et on e´tudie l’influence de la
re´gression r. La courbe 1 correspond a` une re´gression nulle.
Dans ce cas les VA ai sont IID et de moyenne nulle. Le spectre
se re´duit a` sa composante blanche λE(a2) qui vaut 1 pour les
valeurs choisies des parame`tres. La courbe 4 correspond a` r =
1 ce qui signifie l’absence de marque et l’on retrouve la situa-
tion de la figure 1. Les courbes 2 et 3 correspondent respective-
ment aux valeurs 0,2 et 0,8 de r. On voit que plus la re´gression
diminue, plus la re´sonance aux fre´quences entie`res est amortie
pour disparaıˆtre comple`tement quand r = 0.
La figure 3 pre´sente l’influence de la moyenne ma d’un pro-
cessus marque´ dont la composante blanche vaut 1. Le calcul
est fait avec les conditions b = 0, 5 et r = 0, 3. Les valeurs de
ma sont 1, 0,8, 0,695 et 0 respectivement pour les courbes 1, 2,
3 et 4. Les spectres doivent prendre la valeur 1 aux fre´quences
entie`res et au dela` de la fre´quence 1 ils sont tre`s semblables.
Au contraire l’influence de la moyenne de la marque est tre`s
sensible pour les fre´quences infe´rieures a` 1. Pour ma = 1 on
retrouve la courbe 2 de la figure 1, ce qui signifie que l’on a
un PP non marqe´ et la courbe 1 ne de´pend pas de r. Par contre
pour ma = 0 on retrouve la situation de la figure 2. Enfin pour
la valeur ma = 0, 695 le spectre prend pour la fre´quence nulle
sa valeur asymptotique 1. D’autres re´sultats seront pre´sente´s
dans l’expose´ oral.
Ces re´sultats peuvent eˆtre ge´ne´ralise´s au cas ou` le mode`le
AR(1) est remplace´ par un mode`le ARMA avec un nombre fini
de poˆles. Dans l’expose´ oral on pre´sentera des courbes cor-
respondant au cas de deux poˆles complexes conjugue´s et on
e´tudiera plus particulie`rement l’influence du module et de la
phase sur le spectre d’entre´e.
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FIG. 1: Influence du parame`tre b.
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FIG. 2: Influence de la re´gression de la marque.
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FIG. 3: Influence de la moyenne ma.
