We propose a new high dimensional semiparametric principal component analysis (PCA) method, named Copula Component Analysis (COCA). The semiparametric model assumes that, after unspecified marginally monotone transformations, the distributions are multivariate Gaussian. COCA improves upon PCA and sparse PCA in three aspects: (i) It is robust to modeling assumptions; (ii) It is robust to outliers and data contamination; (iii) It is scale-invariant and yields more interpretable results. We prove that the COCA estimators obtain fast estimation rates and are feature selection consistent when the dimension is nearly exponentially large relative to the sample size. Careful experiments confirm that COCA outperforms sparse PCA on both synthetic and real-world data sets.
INTRODUCTION
I N this paper we propose a new principal component analysis (PCA), named Copula Component Analysis (COCA), based on a semiparametric model for analyzing high dimensional non-Gaussian data. The semiparametric model assumes that, after marginal-wise unspecified strictly increasing transformations, the data are Gaussian distributed. This model is proposed by [1] and a rank-based estimator for inferring graphical models is proposed by [2] . In this paper, we generalize their results to estimate the leading eigenvectors of the correlation and covariance matrices. New estimation methods and their theoretical and empirical performances are provided.
Let X X 2 R d be the random vector with interest to us. PCA aims at recovering the top m leading eigenvectors u u 1 ; . . . ; u u m of S S :¼ CovðX XÞ. In practice, S S is unknown and is replaced by the sample covariance matrix S using n independent realizations of X X. For fixed d, PCA always achieves a consistent estimator and its asymptotic efficiency property is well addressed [3] . However, under a double asymptotic framework in which both the sample size n and dimensionality d can increase (with possibly d > n), [4] showed that the leading eigenvector of S cannot converge to u u 1 ¼ ðu 11 ; . . . ; u 1d Þ T . A common remedy is to assume that s :¼ cardðfj : u 1j 6 ¼ 0gÞ < n. Different sparse PCA algorithms are developed to exploit this sparsity structure and we refer to, [5] , [6] , and [7] , among others.
There are several drawbacks of PCA and sparse PCA: (i) Data are assumed to be Gaussian or sub-Gaussian distributed such that a fast convergence rate can be obtained;
(ii) They are not scale-invariant, i.e., changing the measurement scale of variables makes the estimates different [8] ;
(iii) They are not robust to data contaminations (outliers, for example). To address these concerns, we propose a high dimensional semiparametric scale-invariant principal component analysis method, named COpula Component Analysis, based on the nonparanormal family. Here we say that X X ¼ ðX 1 ; . . . ; X d Þ T is nonparanormally distributed if there exists a set of univariate strictly increasing functions f ¼ ff j g d j¼1 such that ðf 1 ðX 1 Þ; . . . ; f d ðX d ÞÞ T $ N d ð0 0; S S 0 Þ. By treating the monotone transformation functions ff j g d j¼1 as a type of data contamination, COCA aims at recovering the leading eigenvectors of the latent correlation matrix S S 0 .
Compared with PCA and sparse PCA, COCA is scaleinvariant and its estimating procedure is adaptive over the whole nonparanormal family. The nonparanormal family contains and is much larger than the Gaussian. By exploiting a rank-based regularized procedure for parameter estimation, the COCA estimator is not only robust to modeling and data contaminations, but can be consistent even when the dimensionality is nearly exponentially large relative to the sample size.
In this paper, to complete the story, a scale variant PCA method, named Copula PCA, is also proposed. Copula PCA estimates the leading eigenvector of the latent covariance matrix S S (detailed definition provided in Section 2.2). To estimate S S, instead of S S 0 , in a fast rate, we prove that extra conditions are required on the transformation functions.
[2] proposed a procedure called the nonparanormal SKEPTIC to estimate the graphical model via exploiting the nonparanormal distribution to model the data and rank based methods for estimation. COCA is different from the nonparanormal SKEPTIC in three aspects: (i) Their focus is on graph estimation, in contrast, this paper focuses on PCA and propose new estimation methods with thorough theoretical analysis provided; (ii) We provide a second step projection to make the estimated rank-based correlation and covariance matrices positive semidefinite, and prove that the same parametric rate can be preserved; (iii) Unlike the previous analysis, this paper provides extra conditions on the transformation functions to guarantee the fast rates of convergence for Copula PCA, and we discuss the advantages of COCA over Copula PCA.
The rest of the paper is organized as follows. In the next section, we briefly discuss the statistical model of the scaleinvariant PCA and review the nonparanormal model and rank-based estimators shown in [1] , [2] . In Section 3, we present the model of COCA and introduce the corresponding estimators and algorithms. We provide a theoretical analysis of COCA estimators in Section 4. In Section 5, we employ COCA on both synthetic and real-world data to show its empirical usefulness. Some of the results in this paper were first stated without proofs in a conference version [9] .
BACKGROUND
We start with notations: Let M ¼ ½M jk 2 R dÂd and v v ¼ ðv 1 ; . . . ; v d Þ T 2 R d . Let v v's subvector with entries indexed by I be denoted by v v I . Let M's submatrix with rows indexed by I and columns indexed by J be denoted by M IJ . Let M IÃ and M ÃJ be the submatrix of M with rows in I, and the submatrix of M with columns in J. For 0 < q < 1, we define the ' q and ' 1 vector norms as kv vk q :¼ ð P d i¼1 jv i j q Þ 1=q and kv vk 1 :¼ max 1 i d jv i j; and we define kv vk 0 :¼ cardðsuppðv vÞÞ.
Here cardðÁÞ represents the cardinality and suppðv vÞ :¼ fj : v j 6 ¼ 0g. We define the matrix ' max norm as the elementwise maximum value: kMk max :¼ maxfjM ij jg. We define TrðMÞ to be the trace of M. Let L j ðMÞ be the jth largest eigenvalue of M. In particular, L min ðMÞ :¼ L d ðMÞ and L max ðMÞ :¼ L 1 ðMÞ are the smallest and largest eigenvalues of M. The vectorized matrix of M, denoted by vecðMÞ, is defined as vecðMÞ :¼ ðM T Ã1 ; . . . ; M T Ãd Þ T : Let S dÀ1 :¼ fv v 2 R d : kv vk 2 ¼ 1g be the d-dimensional ' 2 sphere. For any two vectors a a; b b 2 R d and any two square matrices A; B 2 R dÂd , denote the inner product of a a and b b, A and B by a a; b b h i :¼ a a T b b and A; B h i:¼ TrðA T BÞ: Let diagðMÞ :¼ ðM 11 ; M 22 ; . . . ; M dd Þ T . we denote signða aÞ :¼ ðsignða 1 Þ; . . . ; signða d ÞÞ T , where signðxÞ :¼ x=jxj with the convention 0=0 ¼ 0.
The Models of PCA and Scale-Invariant PCA
PCA is not scale-invariant, meaning that variables measured in different scales will result in different estimators [10] . To attack this problem, PCA conducted on the sample correlation matrix S 0 instead of the sample covariance matrix S is commonly used. We call the procedure of conducting PCA on S 0 the scale-invariant PCA. It is realized that a large portion of works claiming doing PCA are actually doing the scale-invariant PCA [8] , and the theoretical performance of the scale-invariant PCA in low dimensions has been studied [11] , [12] . It is under debate whether PCA or the scale-invariant PCA are preferred in different circumstances and we refer to [13] , [10] , and [14] for more discussions on it.
Let S S 0 and S S be the correlation and covariance matrices of a random vector X
be the eigenvalues of S S and S S 0 . Let u u 1 ; . . . ; u u d and u u 1 ; . . . ; u u d be the corresponding eigenvectors. The next proposition claims that the estimators fû u 1 ; . . . ;û u d g and fû u 1 ; . . . ;û u d g, which are the eigenvectors of the sample covariance and correlation matrices S and S 0 , are the maximum likelihood estimators (MLEs) of fu u 1 ; . . . ; u u d g and fu u 1 ; . . . ; u u d g:
. Let X X $ N d ðm m; S SÞ and S S 0 be the correlation matrix of X X. Let x x 1 . . . x x n be n independent realizations of X X. Then the estimators of PCA, fû u 1 ; . . . ;û u d g, and the estimators of the scale-invariant PCA, fû u 1 ; . . . ;û u d g, are the MLEs of fu u 1 ; . . . ; u u d g and fu u 1 ; . . . ; u u d g.
The scale-invariant PCA is a safe procedure for dimension reduction when variables are measured in different scales. In this paper we further show that under a more general nonparanormal (or Gaussian copula) model, the scaleinvariant PCA will pose less conditions than PCA to make the estimators achieve good theoretical performance.
The Nonparanormal Distribution
We first introduce the two definitions of the nonparanormal distribution separately shown in [1] and [2] . These two definitions will be used to define the models of COCA and Copula PCA in the next section.
. . . ; m d Þ T and standard deviations fs 1 ; . . . ; s d g is said to follow a margin-preserved nonparanormal distribution MNPN d ðm m; S S; fÞ if and only if there exists a set of strictly increasing univariate functions f ¼ ff j g d j¼1 such that:
where diagðS SÞ ¼ ðs 2 1 ; . . . ; s 2 d Þ T . We call S S the latent covariance matrix.
Definition 2.3 ([2]
). Let f 0 ¼ ff 0 j g d j¼1 be a set of strictly increasing univariate functions. We say that a d dimensional random vector X X ¼ ðX 1 ; . . . ; X d Þ T follows a nonparanormal distribu-
where diagðS S 0 Þ ¼ 1 1. We call S S 0 the latent correlation matrix.
We have the following lemma, which proves that the two definitions of the nonparanormal are equivalent.
and a set of strictly increasing univariate functions f ¼ ff j g d j¼1 such that X X $ MNPN d ðm m; S S; fÞ. Proof. Using the connection that f j ðÁÞ ¼ m j þ s j f 0 j ðÁÞ, for j 2 f1; 2; . . . ; dg.
t u [1] proved that the nonparanormal family is equivalent to the continuous Gaussian copula family [15] . Definition 2.3 is more appealing because it emphasizes the correlation and hence matches the spirit of the copula. However, Definition 2.2 enjoys notational simplicity in analyzing the nonparanormal based linear discriminant analysis and scale-variant PCA methods.
Here we note that in Definition 2.2, the model is identifiable. Moreover, the parameters m m and S S in the latent Gaussian random vector fðX XÞ $ N d ðm m; S SÞ are unique. The identifiability issue has been discussed in [1] . The uniqueness of m m and S S in fðX XÞ are imposed by modeling assumption: We assume that the transformation function f preserves the first two marginal moments, i.e., EX j ¼ Ef j ðX j Þ and VarðX j Þ ¼ Varðf j ðX j ÞÞ for j ¼ 1; . . . ; d. In this way, we can exploit the nonparanormal model in conducting the procedures that require more information besides the correlations.
Spearman's Rho Correlation and Covariance Matrices
Given n data points x x 1 ; . . . ; x x n 2 R d , where x x i ¼ ðx i1 ; . . . ;
x id Þ T , we denote bŷ
the marginal sample means and standard deviations. Let r ij be the rank of x ij among x 1j ; . . . ; x nj and r j :¼ 1 n P n i¼1 r ij ¼ nþ1 2 , we consider the following statistics:
and the correlation matrix estimators:
j¼ k:
The Equation (2.1) is inspired from Equation (6.4) in [16] . We denote byR :¼ ½R jk andŜ :¼ ½Ŝ jk ¼ ½ŝ jŝkRjk the Spearman's rho correlation and covariance matrices. Lemma 2.5, coming from [2] , claims thatR can approach S S 0 in the parametric rate. 
METHODS
In this section, we first provide the statistical models of Copula Component Analysis and Copula PCA method. And then we introduce several algorithms to solve this problem.
Models
One of the intuition of PCA is coming from the Gaussian distribution. The principal components define the major axes of the contours of constant probability for the multivariate Gaussian [3] . However, such an interpretation does not exist when the distributions are away from the Gaussian. [17] constructed examples where PCA cannot preserve the structure of the data. Here we propose a toy example to show this phenomenon. In Fig. 1 , we randomly generate 10,000 samples from three different types of nonparanormal distributions. We suppose that X X $ NPN 2 ðS S 0 ; f 0 Þ. Here we set S 0 ¼ ð 1 0:5 0:5 1 Þ and transformation functions as follows:
where F is defined as the distribution function of the standard Gaussian distribution. Here, researchers might wish to conduct PCA separately on different clusters in (A) and (B). For (C), the data look very noisy and a nice major axis might be considered not existing.
However, considering the monotone transformation f 0 as a type of data contamination, the geometric intuition of PCA comes back by estimating the principal components of the latent Gaussian distribution. In the next section, we will present the model of COCA and Copula PCA motivated from this observation.
COCA Model
We first show the model of Copula Component Analysis method, where the idea of the scale-invariant PCA is exploited. We wish to estimate the leading eigenvector of the latent correlation matrix. In particular, let u u 1 be the leading eigenvectors of S S 0 . For 0 q 1, the ' q ball B q ðR q Þ is defined as
Accordingly, the COCA model M 0 ðq; R q ; S S 0 ; f 0 Þ is considered:
The ' q ball induces a (weak) sparsity pattern when 0 q 1 and has been analyzed in linear regression [18] and sparse PCA [7] , [19] . Moreover, the data are assumed to come from a nonparanormal (or Gaussian copula) distribution, which contains and is a much larger distribution family than the Gaussian. Inspired by the model M 0 ðq; R q ; S S 0 ; f 0 Þ, we consider the following estimator e u u 1 , which is the global optimum to the following equation with the constraint that e u u 1 2 B q ðR q Þ for some 0 q 1:
HereR is the estimated Spearman's rho correlation matrix. The corresponding estimator e u u 1 can be considered as a nonlinear dimension reduction procedure and has the potential to gain more flexibility compared with PCA. 
Copula PCA Model
In contrast, we provide another method called Copula PCA, where we wish to estimate the leading eigenvector of the latent covariance matrix. In particular, let u u 1 be the leading eigenvector of S S. The following Copula PCA model Mðq; R q ; S S; fÞ is considered:
An estimator corresponding to the above model is:
whereŜ is the Spearman's rho covariance matrix.
Attainability of the Proposed Estimators
The direct computation of estimators e u u 1 and e u u 1 as defined in Equation (3.2) and (3.4) might be time consuming. However, in the following section we show several algorithms which could approach these two global optimums and have good empirical performance. In particular, in Section 4 we will provide the theoretical performance in terms of guarantees of convergence and convergence rate of parameter estimation for the proposed algorithms. We will show that the global optimums proposed in Equations (3.2) and (3.4) can be well approached by using the truncated power algorithm. This algorithm has a (weaker) guarantee of convergence and under certain sufficient conditions the corresponding estimator can achieve the same convergence rate as the global optimum. Detailed theoretical analysis is provided in Section 4 as two new theorems (Theorems 4.12 and 4.14).
Algorithms
In this section we provide three sparse PCA algorithms, which the Spearman's rho correlation and covariance matri-cesR andŜ can be directly plugged in.
COCA and Copula PCA with PMD
Penalized matrix decomposition (PMD) is proposed by [20] . The main idea of PMD is a bi-convex optimization algorithm to the following problem: COCA with PMD and Copula PCA with PMD are listed in the following:
HereĜ G is eitherR orŜ, corresponding to COCA with PMD and Copula PCA with PMD. d is the tuning parameter. In practice, [20] suggested using the first leading eigenvector ofĜ G to be the initial value. PMD can be considered as a solver to Equation (3.2) and Equation (3.4) with q ¼ 1.
COCA and Copula PCA with SPCA
The SPCA algorithm is proposed by [21] . The main idea of SPCA is to exploit a regression approach to PCA and then utilize the lasso and elastic net [22] to calculate a sparse estimator. COCA with SPCA and Copula PCA with SPCA are listed as follows:
HereĜ G is eitherR orŜ, corresponding to COCA with SPCA and Copula PCA with SPCA. d 1 2 R and d 2 2 R are two tuning parameters. In practice, [21] suggested using the first leading eigenvector ofĜ G to be the initial value. SPCA can also be considered as a solver to Equation (3.2) and Equation (3.4) with q ¼ 1.
COCA and Copula PCA with TPower
Truncated power method (TPower) is proposed by [5] . The main idea of TPower is to utilize the power method, but truncate the vector to a ' 0 ball in each iteration. Actually, TPower can be generalized to a family of algorithms to solve Equation (3.2) when 0 q 1, as presented in Algorithm 3.1. We name it ' q Constraint Truncated Power Method (qTPM). In particular, when q ¼ 0, the algorithm qTPM coincides with [5] 's method.
More specifically, we use the classical power method, but in each iteration t we project the intermediate vector x x t to the intersection of the d-dimension sphere S dÀ1 and the ' q ball with the radius R 1=. The idea is to sort x x t from the highest to the lowest and find the highest k absolute values and truncate all the others to zero, such that the resulting vector lies in S dÀ1 \ B q ðR q Þ and is closest to the boundary of B q ðR q Þ.
For any vector v v ¼ ðv 1 ; . . . ; v d Þ T and a index set J & f1; . . . ; dg, we define the truncation function TRC to be
where IðÁÞ is the indicator function. Realizing that for any p > q > 0 and v v 2 R d , kv vk p kv vk q n 1=qÀ1=p kv vk p , we have that the ' q ball constraint is only active when R q d 1À q 2 . In practice, R q can be regarded as a tuning parameter. Lemma 3.1 states that, when R q > 1, in each step of the iteration there exists a unique solution. In the following a 1=0 :¼ a for any a 2 R.
the for any 0 < q 1 and k 2 f1; . . . ; d À 1g,
When q ¼ 0, qTPM reduces to TPower algorithm proposed by [5] . Therefore, we can combine COCA estimation consistency result in the next section with [5, Theorem 1] to obtain a geometric convergence rate. Detailed theoretical analysis will be provided in Section 4. Because our main focus is on COCA instead of the sparse PCA algorithm, the general convergence rate for qTPM will be discussed in another paper. In practice, we use the estimator obtained from SPCA [21] as the initial starting point, as suggested by [5] .
Generalization to the First m Sparse Eigenvectors
We use the iterative deflation method to learn the first m instead of the first one leading eigenvectors, following the discussions of [5] , [23] , [24] , [25] . In detail, a matrixĜ G 2 R dÂs deflates a vector v v 2 R d and results to a new matrixĜ G 0 :
In this way,Ĝ G 0 is orthogonal to v v.
Projection to the Positive Semi-Definite Matrices Cone
To fit in the convex formulation in sparse PCA like semidefinite relaxation DSPCA [26] , we projectR into the cone of the positive semidefinite matrices and find solution e R to the following convex optimization problem:
Here ' max norm is chosen such that the theoretical properties in Lemma 2.5 can be preserved. In particular, we have the following lemma:
q , for any n ! 37p t þ 2, the minimizer e R to Equation (3.8) satisfies the following exponential inequality for all 1 j; k d:
In practice, the optimization problem in Equation (3.8) can be formulated as the dual of a graphical lasso problem with the smallest possible tuning parameter that still guarantees a feasible solution [2] . And then we define e R and e S :¼ ½ e S jk ¼ ½ŝ jŝk e R jk to be the projected Spearman's rho correlation and covariance matrices. In practice we can always do such a projection and use e R and e S instead ofR andŜ.
THEORETICAL PROPERTIES
In this section we provide the theoretical properties of COCA and Copula PCA methods. In particular, we are interested in the high dimensional case when d > n with both d and n increasing.
Rank-Based Correlation and Covariance Matrices Estimation
In this section we state the main result on quantifying the convergence rate ofR to S S 0 andŜ to S S. In particular, we establish the results on the ' max convergence rates of the Spearman's rho correlation and covariance matrices to S S and S S 0 . For COCA, Lemma 2.5 is enough. For Copula PCA, however, we still need to quantify the convergence rate ofŜ to S S. The key to prove the leading eigenvector can be recovered in a fast rate is to show that the estimated covariance matrixŜ converges to S S in the ' max norm in a fast rate. To this end, we need extra conditions on the unknown transformation functions ff j g d j¼1 . We define the subgaussian transformation function class. Let ðs 2 1 ; . . . ; s 2 d Þ T :¼ diagðS SÞ and S S ¼
Definition 4.1. Let Z 2 R be a random variable following the standard Gaussian distribution. The subgaussian transformation function class TFðKÞ is defined as the set of functions fg 0 : R ! Rg which satisfies that:
Here we note that for any function g 0 : R ! R, if there exists a constant L < 1 such that g 0 ðzÞ L or g 0 0 ðzÞ L or g 00 0 ðzÞ L; 8z 2 R; (4.1) then g 0 2 TFðKÞ for some constant K. To show that, we have the absolute moments of the standard Gaussian distribution satisfying, 8m 2 Z þ :
Because g 0 satisfies the condition in Equation (4.1), using Taylor expansion, we have for any z 2 R,
Combining Equations (4.2) and (4.3), we have Ejg 0 ðZÞj m m! 2 K m for some constant K. This proves the assertion. Then we have the following result, which states that S S can also be recovered in the parametric rate. The key of the proof is to show that the marginal sample means and standard deviations of the nonparanormal can converge to the population means and standard deviations in an exponential rate.
PðjŜ jk À S S jk j > tÞ 2 expðÀc 1 nt 2 Þ; (4.4)
Pðjm j À m j j > tÞ 2 expðÀc 2 nt 2 Þ;
where c 1 and c 2 are two constants only depending on the choice of K. 
Then we have, for any n ! 21 log d þ 2, with probability at least 1 À 1=d 2 ,
Proof. The key idea of the proof is to utilize the ' max norm convergence result ofR to S S 0 as shown in Lemma 2.5, then apply the proof of [7, Theorem 2.2]. For self-containedness, a proof is provided in Section B.4. t u
It can be observed that the convergence rate of e u u 1 to u u 1 will be faster when u u 1 lies in a more sparse ball. It makes sense because the effect of "the curse of dimensionality" will be decreasing when the parameters are more and more sparse. Generally, when R q and 1 ; 2 do not scale with ðn; dÞ, the rate is O P ðð log d n Þ 1Àq=2 Þ, which is the parametric rate [6] , [7] , [19] obtains.
Given Theorem 4.5, we can immediately obtain the following corollary, which quantifies the expected angle between e u u 1 and u u 1 .
Corollary 4.6. In the conditions of Theorem 4.5, we have
Proof. Define ¼ sin ffð e u u 1 ; u u 1 Þ. Because sin 2 ðÁÞ 2 ½0; 1, using Theorem 4.5, we have
This completes the proof. t u
In the next corollary, we provide a sparsity recovery consistency result for e u u 1 . It can be observed that the true sparsity pattern can be recovered in a fast rate given a constraint on the minimum absolute value of the signal part of u u 1 . 
The key of the proof is to construct a contradiction given 
TF ðKÞ for all 1 j d, then we have, for any n ! 21 log d þ 2, with probability at least 1 À 1=d 2 ,
Proof. Under the conditions that g :¼ fg j ¼ f À1 j g d j¼1 satisfies g 2 j 2 TF ðKÞ for all 1 j d, we can utilize Lemma 4.3 and have that PðjŜ jk À S S jk j > tÞ 2 expðÀc 1 nt 2 Þ; 8j; k 2 f1; . . . ; dg:
Using this key observation, all the proofs in Theorem 4.5 can still proceed until Equation (B.19). In particular, let u :¼ sin ffðu u 1 ; e u u 1 Þ; we have 
Proof. Using the same techniques in proving 4.11 . Assuming that the transformation function g satisfies that g 2 j 2 TF ðKÞ for j ¼ 1; . . . ; d restricts the distribution families of the nonparanormal. We note that this constraint is close to claiming that the marginal distributions of the random vector X X have sub-gaussian tails. However, Copula PCA is still an interesting procedure in estimating the leading eigenvectors in the sense that it provides a sparse PCA approach on a model strictly larger than the Gaussian, while consistently and robustly estimating the true latent leading eigenvector in a fast rate.
Let u u 1 denote the estimator derived using the Truncated Power method, as shown in Algorithm 3.1 by setting q ¼ 0 and the input matrix G G to beR. In the next theorem we show that, under mild conditions, u u 1 can approach u u 1 in a fast near-optimal rate. Theorem 4.12. Let the tuning parameter in TPower be denoted by k :¼ cardðsuppð u u 1 ÞÞ such that k ! 4R 0 and the initial starting point be denoted by v v 0 with cardðsuppðv v 0 ÞÞ k and kv v 0 k 2 ¼ 1. Let
ffiffiffiffiffiffiffiffiffiffiffi ffi log d p and
If the model M 0 ð0; R 0 ; S S 0 ; f 0 Þ holds and the following three assumptions hold:
(A1) 1 and 2 scale with ðn; dÞ such that 1 
We have, with probability larger than 1 À d À2 ,
for some generic constant C not scaled with ðn; dÞ.
Proof. The key of the proof is to show that 
Detailed proof can be found in Section B.6. t u Remark 4.13. Here Assumption (A1) is to control the difference between the top two leading eigenvalues 1 and 2 , such that u u 1 can be differentiated from u u 2 . Assumption (A3) is to control the closedness of the initial value v v 0 to u u 1 . This assumption makes sense because Truncated Power method is a nonconvex formulation in estimating u u 1 . The theory verifies that, when assumptions hold, the obtained estimator u u 1 can obtain the same convergence rate as the global optimum e u u 1 .
Let u u 1 denote the estimator derived using the Truncated Power method(TPower), as shown in Algorithm 3.1 by setting q ¼ 0 and the input matrix G G to beŜ. In the next theorem we show that, under mild conditions, u u 1 can approach u u 1 in a fast near-optimal rate. Theorem 4.14. Let the tuning parameter in TPower be denoted by k :¼ cardðsuppð u u 1 ÞÞ such that k ! 4R 0 and the initial starting point be denoted by v v 0 with cardðsuppðv v 0 ÞÞ k and kv v 0 k 2 ¼ 1. Let
ffiffiffiffi c 1 p À 2ðR 0 þ 2kÞ ffiffiffiffiffiffiffiffiffiffiffi ffi log d p and
If the model Mð0; R 0 ; S S; fÞ holds and the following three assumptions hold:
Þð1 À 0:45ð1 À n 2 3 ÞÞ < 1; (B3) Letting z 2 :¼ ju u T 1 v v 0 j À n 4 be a fixed constant in ½0; 1, we have 0 < ð1 À n 2 3 Þz 2 ð1 À z 2 2 Þ=2 À 2n 4 À ffiffiffiffiffiffiffiffiffiffi ffi R 0 =k p < 1, We have, with probability larger than 1 À d À2 ,
Discussion on the Attainability of the Optimum
In Section 3.1.3 we show that the optimums to Equations (3.2) and (3.4) are hard to compute. To approximate the global optimum e u u 1 and e u u 1 , we advocate using the Truncated Power method [5] and provide the theoretical analysis for the corresponding algorithm, shown in Theorems 4.12 and 4.14. To guarantee convergence of the proposed algorithm, we need to make sure that the initial vector v v 0 is not too far away from the true vector u u 1 or u u 1 . In this section we discuss two approaches in finding such an vector v v 0 in light of the arguments in [5] :
(i) As suggested by [5] (Paragraph 2, Page 905), to find a proper initial vector v v 0 , we can take a relatively large pilot tuning parameter k so that the requirement on u u T 1 v v 0 0 ffiffiffiffiffiffiffiffi R 0 =k p is easier to be satisfied. Using k we get a pilot estimator v v and then plug it into the qTPM algorithm with a smaller tuning parameter k. [5] provided some theoretical justification for this procedure. They also provided thorough numerical experiments to show that this approach is practically effective in application.
(ii) An alternative way to choose the initial vector v v 0 is to exploit the estimator obtained from other sparse PCA algorithms to initialize qTPM. For example, we can plug the Spearman's rho correlation and covariance matricesR and S into the Sparse PCA algorithm with the semidefinite programming formulation [26] (We call it the SDP algorithm). From the theory of [5] , we know that if the SDP procedure provides a consistent estimator of u u 1 , we could use the SDP estimator to initialize the qTPM algorithm and achieve the desired rate.
Discussion on the Optimal Rate of Convergence of COCA
Many results have been established in understanding the sparse PCA problem. For example, under the Gaussian assumptions, [27] discussed the problem of support recovery of leading eigenvectors, [28] discussed the problem of sparse principal component detection and [7] proposed methods that obtain a ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi R 0 log d=n p rate of convergence for parameter estimation when u u 1 is sparse with support set size R 0 and showed that this rate is minimax optimal confined in the Gaussian family.
COCA is significantly different from the procedures in the above mentioned papers in the sense that: (i) In methodology, we suggest using the Spearman's rho correlation matrixR to estimate S S 0 , instead of using the sample correlation matrix S 0 . Empirical results in the next section show that rank-based methods is more robust to modeling and data contaminations than the methods based on the Pearson sample correlation matrix. (ii) In theory, in terms of modeling flexibility, COCA gains more compared with the results in [6] , [7] , [19] : The nonparanormal family contains many heavy-tailed distributions with arbitrary margins, which cannot be handled by the Gaussian-based procedures. COCA is the optimal method when R 0 is fixed. When not, it is unclear whether COCA is the optimal method confined in the nonparanormal family.
Addressing the optimal rate of convergence of COCA is challenging due to the reason that the data can be very heavy-tailed and the transformed rank-based correlation matrix has a much more complex structure than the Pearson's covariance/correlation matrix.
However, here we lay out a venue in attempt to prove a sharper rate of convergence of COCA. More specifically, we prove that COCA can attain the parametric ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi R 0 log d=n p rate of convergence if a condition called "third-order sign subgaussian condition" holds for the nonparanormally distributed random vector X X. . Let X X 1 be a random vector and X X 2 ; X X 3 be two independent copies of X X 1 . For any random vector v v 2 S dÀ1 , we let O 2 R dÂd be the population-wise Spearman's rho matrix with
and let
Then X X 1 is said to satisfy the third-order sign subgaussian condition if and only if there exists an absolute constant c such that for any
where t 0 is a positive number such that t 0 ðkS S 0 k 2 þ kOk 2 Þ 2 is lower bounded by a fixed constant.
We then have the following theorem, which states that we can recover u u 1 in the parametric rate of convergence when X X satisfies the third-order sign subgaussian condition. Theorem 4.16 can be shown to be correct in three steps and we sketch the proof as follows.
(i) By using the argument in [2] (Page 2319), we havê
wheret jk 2 ½À1; 1 is the Kendall's tau correlation coefficient and
(ii) We only focus on U jk and then following the proof of Lemma 5.4 in [29] until Equation (5.21) , where we substitute Equation (5.22) by (4.6), we can prove that
whereÔ is the empirical realization of O withÔ jk ¼r jk for j; k 2 f1; . . . ; dg.
(iii) Combining with the proof of Lemma C.2 in [30] , we can show that the sinðÁÞ transformation inR does not hurt the rate and hence we have
This completes the proof.
EXPERIMENTS
In this section we investigate the empirical performance of the COCA method. Three sparse PCA algorithms are considered: penalized matrix decomposition proposed by [20] , SPCA proposed by [21] and Truncated Power method (TPower) proposed by [5] . The following three methods are considered:
Pearson: the sparse PCA algorithm using the Pearson sample correlation matrix; Spearman: the sparse PCA algorithm using the Spearman's rho correlation matrix; Oracle: the sparse PCA algorithm using the Pearson sample correlation matrix of the latent Gaussian data (perfect without data contamination).
Numerical Simulations
In the simulation study we study the empirical performance for support recovery and parameter estimation for different estimators where samples are drawn from an element of the model M 0 ð0; R 0 ; S S 0 ; f 0 Þ.
In detail, we sample n data points x 1 ; . . . ; x n from the nonparanormal distribution X X $ NPN d ðS S 0 ; f 0 Þ. Here we set d ¼ 100. We follow the same generating scheme as in [31] and [5] . A covariance matrix S S is first synthesized through the eigenvalue decomposition, where the first two eigenvalues are given and the corresponding eigenvectors are prespecified to be sparse. In detail, we suppose that the first two leading eigenvectors of S S, u 1 and u 2 , are sparse in the sense that only the first s ¼ 10 entries of u 1 and the second s ¼ 10 entries of u 2 nonzero, i.e., 
The remaining eigenvectors are chosen arbitrarily. The correlation matrix S S 0 is accordingly generated from S S, with 1 ¼ 4, 2 ¼ 2:5, 3 ; . . . ; d 1 and the two leading eigenvectors sparse: q :
Here f and F are defined to be the probability density and cumulative distribution functions of the standard Gaussian. We then generate n ¼ 100; 200 or 500 data points from:
. . . ; h 0 g and S S 0 is defined as above.
. . .g and S S 0 is defined as above. To evaluate the robustness of different methods, we adopt a similar data contamination procedure as in [2] . Let r 2 ½0; 1Þ represent the proportion of samples being contaminated. For each dimension, we randomly select bnrc entries and replace them with either 5 or À5 with equal probability. The final data matrix we obtained is X 2 R nÂd . PMD, SPCA and TPower are then employed on X to computer the estimated leading eigenvector e u u 1 .
To evaluate the empirical variable selection property of different methods, we define S :¼ f1 j d : u 1j 6 ¼ 0g;
to be the support sets of the true leading eigenvector u 1 and the estimated leading eigenvector e u u 1 using the tuning parameter d. In this way, the false positive number (FPN) and false negative number (FNN) of d are defined as:
FPNðdÞ :¼ the number of features inŜ d not in S;
FNNðdÞ :¼ the number of features in S not inŜ d :
Then we can further define the false positive rate (FPR) and false negative rate (FNR) corresponding to the tuning parameter d to be FPRðdÞ :¼ FPNðdÞ=ðd À sÞ; FNRðdÞ :¼ FNNðdÞ=s:
Under the Scheme 1 and Scheme 2 with different levels of contamination (r ¼ 0; 0:05 or 0:1), we repeatedly generate the data matrix X for 1,000 times and compute the averaged FPR and False Negative Rates using a path of tuning parameters d. The feature selection performances of different methods are then evaluated by plotting ðFPRðdÞ; 1À FNRðdÞÞ. The corresponding ROC curves are presented in Figs. 2 and 3 .
In Fig. 2 , Scheme 1 is explored and it can be observed that under the most ideal case where there is no contamination (r ¼ 0) and X is exactly Gaussian, Pearson, Spearman and Oracle can all recover the sparsity pattern perfectly.
However, when the data are contaminated where outliers exist, the performances of Pearson utilizing PMD, SPCA and TPower significantly decrease, while the rankbased method Spearman is still very close to Oracle.
In Fig. 3 , Scheme 2 is explored and X follows a nonparanormal distribution and is non-Gaussian. It can be observed that, in Scheme 2, even without data contamination (r ¼ 0), Pearson cannot recover the support set of u u 1 , while Spearman can still recover the sparsity pattern almost perfectly. When the data are contaminated where outliers exist, the performance of the rank-based method Spearman utilizing PMD, SPCA and TPower is still very close to Oracle.
To explore the empirical performances of difference methods using different algorithms more, we define an oracle tuning parameter d Ã to be the d with the lowest FPRðdÞ þ FNRðdÞ: d Ã :¼ arg min d ðFPRðdÞ þ FNRðdÞÞ: In this way, an estimator e u u 1 using the oracle tuning parameter d Ã can be calculated and we computer the angle between u u 1 and e u u 1 : sin ffðu u 1 ; e u u 1 Þ to quantify the estimation consistency.
In Tables 1 and 2 , the averaged sin ffðu u 1 ; e u u 1 Þ values for Scheme 1 and Scheme 2, n ¼ 100; 200; 500, contamination levels r ¼ 0; 0:05; 0:1 and utilizing three algorithms (PMD, SPCA and TPower) are presented. There are mainly three observations drawn from the results:
In the perfectly Gaussian data (Scheme 1 with r ¼ 0), Pearson performs slightly better than Spearman. However, the difference is not significantly. When r 6 ¼ 0, Spearman outperforms Pearson significantly. In Scheme 2 where the data are non-Gaussian, even when r ¼ 0 and n is large, Pearson's estimation error is significantly away from zero. Spearman can still achieve good performance here and perform much more robustly when r 6 ¼ 0 compared with Pearson. In both Scheme 1 and Scheme 2, when r ¼ 0, Spearman is close to Oracle and is tending to zero when n is large. When r 6 ¼ 0, the performance of Spearman drops, but significantly less than Pearson. With regard to the comparison among the three algorithms (PMD, SPCA, TPower), we have two more comments restricted to what we observe: PMD's estimator e u u 1 seems not converging to u u 1 in our simulation studies. This might be due to the fact that PMD is more sensitive to the choice of initial values. TPower performs generally better than SPCA. We also find that the computing time of TPower is less than SPCA.
Large-Scale Genomic Data Analysis
In this section we investigate the performance of Spearman compared with Pearson using one of the largest microarray data sets [32] . In summary, we collect in all 13,182 publicly available microarray samples from Affymetrixs HGU133a platform. The raw data contain 20,248 probes and 13,182 samples belonging to 2,711 tissue types (e.g., lung cancers, prostate cancer, brain tumor etc.). There are at most 1,599 samples and at least 1 sample belonging to each tissue type. We merge the probes corresponding to the same gene. There are remaining 12,713 genes and 13,182 samples. The main purpose of this experiment is to compare the performance of Spearman with Pearson. We use the Truncated Power method proposed by [5] in this section.
We first show that the data are non-Gaussian. To this end, we randomly pick 16 genes and all samples from a certain tissue type, then the corresponding Quantile-to-Quantile plots (QQ plots) compared with the Gaussian are presented in Fig. 4 to illustrate their normality. It can be observed that all the sixteen marginal distributions are severely away from the Gaussian.
We adopt the same idea of data-preprocessing as in [2] . In particular, we first remove the batch effect by applying the surrogate variable analysis proposed by [33] . We then extract the top 2,000 genes with the highest marginal standard deviations. There are, accordingly, 2,000 genes left and the data matrix we are focusing is 2;000 Â 13;182.
We then explore several tissue types with the largest sample size: The means of the sin ffðu u 1 ; e u u 1 Þ with their standard deviations in parentheses are presented. Here n is changing from 100 to 500 and d ¼ 100. The means of the sin ffðu u 1 ; e u u 1 Þ with their standard deviations in parentheses are presented. Here n is changing from 100 to 500 and d ¼ 100. Breast tumor, which has 1,599 samples; B cell lymphoma, which has 213 samples; Prostate tumor, which has 148 samples; Wilms tumor, which has 143 samples. For each tissue type listed above, we apply Spearman and Pearson on the data belonging to this specific tissue type and obtain the first two leading sparse eigenvectors. Here we set R 0 ¼ 100 for both eigenvectors. For Spearman, we do a normal score transformation [15] on the original data set. We subsequently project the whole data set to the first two principal components using the obtained eigenvectors. The according two-dimension visualization is illustrated in Figs. 5 and 6.
In Figs. 5 and 6 each black point represents a sample and each red point represents a sample belonging to the corresponding tissue type. It can be observed that, in 2D plots learnt by Spearman, the red points are averagely more dense and more close to the border of the sample cluster. The first phenomenon indicates that Spearman has the potential to preserve more common information shared by samples from the same tissue type. The second phenomenon indicates that Spearman has the potential to differentiate samples from different tissue types more efficiently.
Brain Imaging Data
In this section we apply Spearman and Pearson to a brain imaging data: The ADHD 200 data set [34] . Here 776 subjects' functional scans were collected, where 491 of which are normal persons and 285 of which are diagnosed attention deficit hyperactive disorder (ADHD). The data are normalized and 264 voxels with biological interests are extracted. These voxels broadly cover the major functional regions of the cerebral cortex and cerebellum. We refer to [34] and [35] for details in data preprocessing and voxel definitions. In this manucript we are only interested in the normal persons, leading to a data matrix with 491 rows and 264 columns.
We apply Spearman and Pearson, with R 0 set to be 20 in each sparse estimated eigenvector, to the ADHD data, and plot the first principal component against the second, third, and fourth principal components. Fig. 7 visualizes the results. Here similar as in Section 5.2, for Spearman, we conduct a normal score transformation on the original data. It can be observed that there are outliers in the principal components calculated by Pearson, which can make the inference based on the principal components very unstable. In contrast, the principal components calculated by Spearman are very concrete and present almost like a bivariate Gaussian distribution.
CONCLUSION
In this paper we propose a semiparametric scale-invariant principal component analysis named Copula Component Analysis. Several contributions we make include: (i) We generalize the Gaussian assumption used in justifying the high dimensional spare PCA to the nonparanormal; (ii) We utilize the rank-based nonparametric correlation coefficient estimator, Spearman's rho, in estimating the latent correlation matrix; (iii) We provide sufficient conditions under which the estimation consistency and feature selection consistency for COCA can be achieved; (iv) We also explore sufficient conditions under which Copula PCA can achieve the same theoretical properties as COCA, and discuss the advantages of COCA over Copula PCA; (v) Careful experimental studies are conducted to confirm that COCA outperforms Copula PCA on both synthetic and real-world data sets. Then for all 0 < t 1À2C 2KC ,
APPENDIX A SUPPORTING INEQUALITIES
where C is a generic constant not scaled with ðn; dÞ.
Proof. Using Lemma 5.7 of [36] , we have for all a > 0
:
: 
This is equivalent to proving that
If v kþ1 ¼ 0, it is easy to see that Equation (B.1) holds. If not, denoting by m j ¼ v j v kþ1 ! 1, to prove that Equation (B.1) holds is equivalent to proving that
Realizing that for any x 2 R þ \ f0g and 0 < a 1
x a 1 þ aðx À 1Þ; we have kR À e Rk max kR À S S 0 k max :
Using the triangular inequality, we then have
Using the fact that t ! 16p Proof. Because g 2 j 2 TF ðKÞ, where K is a constant not scaled with ðn; dÞ, we have that X j 's moments are controlled by K for j ¼ 1; . . . ; d. Therefore, m j and s j are not scaled with ðn; dÞ. Accordingly, we can assume that m m ¼ 0 0 and diagðS SÞ ¼ 1 1 without loss of generality. Let X X ¼ ðX 1 ; . . . ; X d Þ T $ MNPN d ðm m; S S; fÞ. To prove that Equation (4.4) and Equation (4.5) hold, the key is to prove that the high order moments of each X j and X 2 j will not grow very fast. Generally, define Z :¼ f j ðX j Þ $ Nð0; 1Þ. We have for any m 2 Z þ , because g 2 j 2 TFðKÞ for some constant K, by definition
Moreover, we have EðX j Þ m can be bounded by a similar term, in detail,
EjX j j m 1 þ EjX j j m IðjX j j ! 1Þ 1 þ EðjX j j mþ1 IðjX j j ! 1ÞÞ
if m is odd: to obtain a concentration inequality form j andŝ 2 j . In particular, we have Pðjm j À m j j > tÞ 2 expðÀc 2 nt 2 Þ;
(B.2)
where c 2 and c 3 only depend on K. Using Equation (B.3) , we further have
where c 0 is a generic constant and c 4 ¼ c 3 Á c 2 0 only depends on the choice the K. To finalize the proof, we need to show that combiningR with fŝ 1 ; . . . ;ŝ d g will not hurt the rate. To show that, suppose that
Letting s 2 max :¼ max j ðs 2 j Þ be controlled by K=2, we have Proof. For M 0 ðq; R q ; S S 0 ; f 0 Þ with 0 q 1, we define
Moreover, by definition,
Combining Equation (B.7) with Equation (B.9), we have S S 0 ; u u 1 u u T 1 À u uu u T ! ð 1 À 2 Þ sin 2 ffðu u 1 ; u uÞ:
Therefore, letting e u u 1 be the minimizer to Equation (3.2), we have
The last inequality holds because
e u u 1 0:
Therefore, using Equation (B.10),
where the last inequality is by using H€ older Inequality. The last inequality holds because both e u u 1 and u u 1 belong to B 1 ðR 1 Þ. Therefore, we have 2 2R 2 1 Á kvecðR À S S 0 Þk 1 1 À 2 : (B.13)
When 0 < q < 1, denoting by # # ¼ vecðu u 1 u u T 1 À e u u 1 e u u T 1 Þ, we have Proof. Without loss of generality and for simplicity, we may assume that e u u T 1 u u 1 ! 0, because otherwise we can simply do appropriate sign changes in the proof. We first note that implying that sin 2 ffð e u u 1 ; u u 1 Þ ! k e u u 1 À u u 1 k 2 2 2 ! 256R 2 0 p 2 ð 1 À 2 Þ 2 Á log d n :
Therefore, applying Theorem 4.5, we have Proof. We first prove that max v v2S dÀ1 \B 0 ðR 0 þ2kÞ jv v T ðR À S S 0 Þj can be bounded by 8pðR 0 þ 2kÞ ffiffiffiffiffiffiffi log d n p with large probability. To show that, we have jv v T ðR À S S 0 Þv vj ¼ j R À S S 0 ; v vv v T j ¼ j vecðR À S S 0 Þ; vecðv vv v T Þ j kvecR À S S 0 k 1 Á kvecðv vv v T Þk 1 kR À S S 0 k max Á ðR 0 þ 2kÞ: " For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
