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Abstract 
Currently, 30-35% of the global population uses the Internet. Furthermore, there is a rapidly increasing 
number of non-English language internet users, accompanied by an also increasing amount of 
unstructured text online. One area replete with underexploited online text is the Arabic medical 
domain, and one method that can be used to extract valuable data from Arabic medical texts is Named 
Entity Recognition (NER). NER is the process by which a system can automatically detect and 
categorise Named Entities (NE). NER has numerous applications in many domains, and medical texts 
are no exception. NER applied to the medical domain could assist in detection of patterns in medical 
records, allowing doctors to make better diagnoses and treatment decisions, enabling medical staff to 
quickly assess a patient's records and ensuring that patients are informed about their data, as just a few 
examples. However, all these applications would require a very high level of accuracy. To improve the 
accuracy of NER in this domain, new approaches need to be developed that are tailored to the types of 
named entities to be extracted and categorised.  
In an effort to solve this problem, this research applied Bayesian Belief Networks (BBN) to the 
process. BBN, a probabilistic model for prediction of random variables and their dependencies, can be 
used to detect and predict entities. The aim of this research is to apply BBN to the NER task to extract 
relevant medical entities such as disease names, symptoms, treatment methods, and diagnosis methods 
from modern Arabic texts in the medical domain. To achieve this aim, a new corpus related to the 
medical domain has been built and annotated. Our BBN approach achieved a 96.60% precision, 
90.79% recall, and 93.60% F-measure for the disease entity, while for the treatment method entity, it 
achieved 69.33%, 70.99%, and 70.15% for precision, recall, and F-measure, respectively. For the 
diagnosis method and symptom categories, our system achieved 84.91% and 71.34%, respectively, for 
precision, 53.36% and 49.34%, respectively, for recall, and 65.53% and 58.33%, for F-measure, 
respectively. Our BBN strategy achieved good accuracy for NEs in the categories of disease and 
treatment method. However, the average word length of the other two NE categories observed, 
diagnosis method and symptom, may have had a negative effect on their accuracy. Overall, the 
application of BBN to Arabic medical NER is successful, but more development is needed to improve 
accuracy to a standard at which the results can be applied to real medical systems. 
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1 Chapter 1: Introduction 
1.1 Background 
Named Entity Recognition (NER) was introduced at the sixth Message Understanding Conference 
(MUC-6) in 1995, which aimed at developing new methods to enhance the information extraction 
process. NER is a sub-area of information extraction whose goal is to extract specific predefined list of 
entities, which can include proper names, numerical expression and temporal expression. Each entity 
type can be divided into subtypes such as person names, location names, organisation names which can 
be classified as proper names, and money and percentages which fall under numerical expression type, 
whereas date and time are considered temporal expressions (Sundheim, 1996).  
NER is essential for many natural language processing applications such as question answering, 
machine translation and information retrieval. Question answering systems usually provide an answer 
to questions such as who, what, when and where in the form of named entities. Therefore, developing 
an accurate named entity recognition system will help question answering systems to extract the 
correct answer. Moreover, named entities play a significant role in assisting the machine translation 
process as many named entities could be normal nouns, for example, the word "Apple" could be a fruit 
or a company name, although as a company name it would be capitalised. An accurate NER system 
should distinguish between these ambiguous meanings. Thus, a successful machine translation system 
should assign the appropriate meaning to words (Shaalan, 2014). Also, NER can improve the 
information retrieval process as Guo (2009) indicated that more than 70% of research engine enquiries 
contain named entities.  
 1.2 Research Motivation 
Named Entity Recognition is not only key to the creation and development of information extraction 
and management applications necessary to the modern world but also to text mining. Named Entity 
Recognition needs to be particularly fine-tuned for textual mining tasks, as it needs to extract all 
relevant information from particular categories so as to construct a reliable database or to discover 
associations among entities. For these applications to be valuable, it is necessary for the textual data to 
be well managed, and efficiently and effectively structured. Once information has been extracted it 
needs to be ordered into a suitable database for later tasks. Hale (2005) observed that most existing 
textual data used in the context of medicine is unstructured, with free text literature comprising 80% of 
all available data. Larger corpora will reveal patterns which make database construction and 
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organisation more effective by mining the token span of each located entity, identifying the structures 
of the entity, labelling each structure type and inferring their relationships. This allows the researcher 
to identify semantically rich structures and to conceptually summarise the data. Once structures have 
been identified, isolated and labelled, they can then be used for data retrieval and more complex tasks 
such as knowledge discovery. This is particularly important for real-world data, which rarely shows its 
structure in small-scale samples, requiring large corpora analysis to extract enough information to 
develop an understanding of the structure and context of particular named entities. For instance, in the 
medical domain, many clinical records appear in the form of narrative text, which has been dictated 
and later transcribed, or entered directly using informal and concise structure. Based on Hale's 
observations, we can note that health records, electronic medical records, case reports, patents, and 
news distribution such as research articles, news reports, blogs and even forums are not structured. 
This shows the importance of developing a strong named entity recognition system to support the 
medical community; such a system would assist in identifying named entities and categorising their 
surrounding structures. 
 An area of the medical domain which has not been adequately researched in Arabic is medical texts 
pertaining to cancer. As with most modern nations, Saudi Arabia suffers from ever increasing cancer 
diagnoses. In 2002, between the 1st of January and the 31st of December, there were a total of 7,942 
cases of cancer reported to the Saudi Cancer Registry. In 2012, a mere ten years later, the reported 
cases had almost doubled, at 14,846 total cases. This is such a significant leap that it cannot be ignored, 
regardless of whether the increase is caused by an increase in cancer or an increase in diagnosis. It is 
clear that more research is needed to better understand the sudden increase in reported cases, so that 
appropriate action can be taken by the medical community. Furthermore, there was a demographic shift 
in that decade. In 2002, cancer was more commonly reported among men than women, with men 
representing 51.48% of cancer cases, and women representing 48.6%. However, in 2012 women were 
diagnosed with more cancer than men, with 52.5% of cases affecting women and 47.5% of cases 
affecting men. The overall age-standardised reported incidence rate for cancer had therefore leapt by 
almost 20 points, from around 60 per hundred thousand for women and sixty-two per hundred 
thousand for men, to seventy-eight per hundred thousand for men and over eighty-six per hundred 
thousand for women. The reasons for the difference between men and women, as well as women's 
sudden increase in reported cancer rates, need to be understood. 
 The current body of research and analysis conducted in the Arabic-language medical domain is 
insufficient, and, despite an obvious need for it, no research has been conducted in the field of cancer 
despite the alarming increase in reported cancer incidents in Saudi Arabia. Named Entity Recognition 
would assist in extracting valuable patterns from all available reports and constructing a database from 
which the new cases can be better understood. This has motivated this study to focus on extracting 
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named entities from Arabic medical corpus as it can contribute towards advancing cancer patient care 
in Saudi Arabia. 
There are many potential advantages to developing a reliable Named Entity Recognition system for the 
medical domain. These advantages include: 
 The creation of systems which could summarise unstructured medical text to provide key, 
relevant information on reports, blogs or websites for the patient to access. 
 Simplifying the process of cancer diagnosis by applying targeted Named Entity Recognition so 
as to extract data which can be used for determining similarities between various cases. This 
could connect raw data, list laboratory test medications and outcomes by frequency or by 
treatment method, allowing for a sounder decision to be made effectively and in a timely 
fashion. 
 Access to patient information and automatic as opposed to manual retrieval of relevant data 
could allow the patient to be treated sooner and more effectively. 
 The creation of user friendly systems which could explain jargon and technical terms or 
translate them into simple language, so as to make reports more easily understood by patients, 
families, non-native speakers of Arabic, doctors from other medical specialties or legal 
representatives. 
 The tracking of the medical history of each patient across hospitals and the delivery of relevant 
information for outpatients via named entities could help the sharing of best practices among 
medical staff. 
 The creation of computerised decision support systems would ensure not only fast provision of 
services and ensure compliance with best clinical practices, but also enrich existing databases 
and literature-based knowledge bases, as well as discover new knowledge and useful trends. 
1.3 Aims and Objectives 
The aim of this research is to develop a novel BBN based Named Entity Recognition (NER) approach 
to extract relevant medical entities such as disease names, symptoms, treatment methods, and diagnosis 
methods from modern Arabic texts in the medical domain. This research aims also to answer the 
following research questions. How does the use of Bayesian belief network contribute in the context of 
named entity recognition task for Arabic text? How supportive is it? 
Bayesian networks are an increasingly popular method of modelling uncertain and complex domains. 
They have been deployed successfully in many applications including the healthcare and medical 
domains. They have also been successfully used for English language processing, such as spell 
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checking (Haug et al., 2001), text categorisation and retrieval (Yang, 1994), and speech recognition 
(Bilmes, 2004).  
Bayesian Belief Networks (BBN) focus on the probability of an event E, to capture the degree of belief 
or confidence of the occurrence of E based on prior and observed facts or knowledge. They have 
several advantages for data analysis over rule based or decision trees. The belief can be updated when 
new data arrives. They allow learning to take place and can improve prediction based on observations. 
They can deal with incomplete data and they are particularly suitable to represent medical knowledge 
and for diagnostic purposes. For example, they have been successful at representing probabilistic 
relationships between diseases and symptoms. They have been used by the machine learning 
community to compute the probabilities of the presence of various diseases based on a given set of 
symptoms. Another advantage of Bayesian networks is that it is intuitive and close to human’s strategy 
in understanding observed facts and their impact or effects on other relations. As our aim is to extract 
entities based on observed linguistic descriptive features and our application relates to the medical 
domain we wish to investigate whether BBN can learn from these observed features and patterns, can 
extract the desired named entities and update its learning as more features or patterns are identified. 
The aims of this study can be achieved by fulfilling the following objectives: 
 To survey the current Arabic NER systems and methodologies.  
 To build and annotate a corpus related to the medical domain extracted from a well-respected 
and widely used website such as the King Abdullah Bin Abdulaziz Arabic Health 
Encyclopaedia (KAAHE) website.  
 To develop a novel approach to NER based on Bayesian Belief Network (BBN).  
 To implement and test the novel approach to the above annotated corpus using an appropriate 
methodology.  
 To evaluate the novel approach using well-known measures, such as precision, recall, and F- 
measure and to evaluate the effectiveness of the use of Bayesian belief networks in the context 
of NER for Arabic text  
 To validate our approach using k-fold cross validation approach.  
1.4 Research Contributions 
The major novel contributions of this research project include the following: 
 The application of BBN to the named entity recognition task.  
 The application of BBN to analyse modern standard Arabic (MSA) texts. 
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 The application of BBN to the extraction of complex medical entities. 
 The production of a manually annotated medical corpus in MSA. 
Other minor contributions are listed below: 
 The evaluation of AMIRA tool performance in terms of the tokenisation and part of speech 
(POS) tagging processes.  
 Measuring the impact of using different features alongside BBN on the NER task.  
 Assessing the impact of using different sliding window sizes on the performance of the NER 
task. 
 1.5 Research Methodology 
A well-known way to explain the research philosophy, approach and strategy is using the research 
onion. Saunders et al. (2009) outline the concept of the “research onion” (Figure 1.1), which refers to 
the layers of research which need to be addressed before matters such as data collection can begin. 
They divide the research onion's layers, from outermost to innermost, into research philosophy, 
research approach, research strategy, choices, time horizons, and finally conclude with data collection 
techniques and data analysis procedures.  
In this section we will briefly address the first three layers of the onion, research philosophy, research 
approach and research strategy as applied to our research. 
 Research philosophy 
Saunders et al. (2009) explain that research philosophy covers the development of knowledge and an 
understanding of its nature within your field of research. The research philosophy chosen will establish 
how the research strategy is developed as well as which methods may be employed under that strategy. 
This means that different research philosophies may be more or less conductive to the retrieval and 
analysis of accurate data depending on the field of research and the question at hand. Saunders et al. 
describe the four main research philosophies as Positivism, Realism, Interpretivism and Pragmatism. 
This research adopts Positivism which is also known as “scientific philosophy”. According to 
Easterbay-Smith et al. (2012) “the key idea of positivism is that the social world exists externally, and 
that its properties should be measured through objective methods” (Easterbay-Smith et al., 2012, p.22). 
Under Positivism the researcher will only handle observable phenomena and will include a process of 
operationalisation, by which the reality we are observing is translated into measurable figures. Our 
research is based on currently available, reliable data, allowing us to work with observable phenomena 
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and therefore lending itself to Positivist philosophy. We will be applying verifiable algorithms and our 
results will be capable of being replicated. 
 
Figure 1.1 The research 'onion' (Saunders et al., 2009). 
 Research approach 
The research approach to be adopted for this study is deductive. Deductive research follows the 
development of a hypothesis which is then submitted to thorough testing. This approach is very 
common across all objectively scientific research and is essential to a Positivist research philosophy, as 
well as to quantitative research in general. 
According to Robson (2002) there are five essential stages for deductive research, which have parallels 
in Bryman's steps of quantitative research, discussed in 1.6.  Robson lists the deduction of a hypothesis 
from the original theory as the first step. This corresponds with Bryman's steps one and two. Robson 
lists expressing the hypothesis in operational terms as the second step. This corresponds with Bryman's 
steps three and four. Robson then lists the test of this hypothesis as the third step. This corresponds 
with Bryman's steps five, six and seven. Robson lists the examination of the outcomes of the test as the 
fourth step. This corresponds with Bryman's steps eight and nine. The fifth and final step in Robson's 
list is the modification of the original theory, as required, to account for the results of the test.  This 
corresponds to Bryman's steps ten and eleven. The close connection between the steps of deductive 
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research and the steps of quantitative research in general shows the strengths of deductive research to a 
positivist researcher. 
The merits of applying a deductive research approach are many. Deduction supports establishing 
reasons for casual relationships between variables, it lends itself particularly well to the handling of 
raw data and the operationalisation of observable phenomena (Saunders et al., 2009). On the other 
hand, an inductive approach is designed to handle the interpretation of data whereby on its own the 
relationship between variables may not be clear. This is not the ideal approach for a process such as 
linguistic analysis, which depends on rigorousness and certainty in our conclusions so that progress can 
be made with the data extracted. 
There are two main approaches which define research methods. These are qualitative methods, 
typically associated with interpretivism and quantitative methods, associated with postitivism. 
Quantitative research focuses specifically on numerical data which measure the scale, range or 
frequency of phenomena. The data will be analysed and statistically treated to see whether to reject a 
hypothesis or not. On the other hand, qualitative research examines aspects of the subject which 
include values, attitudes and perceptions. Thus, neither is weaker or stronger than the other, merely 
suited to different types of research. Both qualitative and quantitative methods are designed to address 
a specified research question, but both contribute to a different aspect. The qualitative method will 
allow the researcher to investigate and gather a better understanding of complex phenomena, whereas 
the quantitative method will provide an objective measure of reality. In the mixed methods approach, 
which uses both qualitative and quantitative methods, researchers collect numerical data and analyse 
that, but will only be able to answer the research questions with the additional help of the collection 
and examination of narrative data. This provides answers about the complicated nature of phenomenon 
from the participants’ perspective, as well as the relationship between measurable variables (Brannen, 
2005).  
 Research strategy 
The research strategy adopted to address the topic was an experimental one. This, as noted by Saunders 
et al. (2009), is a strategy that is also closely connected to the natural sciences and traditional scientific 
research. Thus, the choice of experimental research lends itself well to a positivist philosophy and a 
deductive approach. The experimental strategy also lends itself well to research where the data is 
sensitive to errors, as it allows the researcher to account for possible variables and ensure that no errors 
are made. An experiment describes any situation where researchers establish groups of categories for 
the subjects being observed and tests them, so as to compare their results.  In our case we are 
comparing the results of our system's data retrieval to the results of prior systems. 
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1.6 Research Design 
Due to the nature of the data and the use of the probabilistic method (BBN), this research adapts a 
quantitative approach in the development, implementation, evaluation, and validation stages. Bryman 
(2004) outlines several steps to quantitative research (Figure 1.2) Cohesiveness and thoroughness are 
essential for a study using this approach. Bryman notes that it is rare that the process is applied exactly 
as described. Due to difficulties in collecting and processing data at every step, most research will meet 
hurdles that alter the path. However, the goal of the researcher is approximate this approach as closely 
as possible.  
Step one, beginning with theory, indicates that there is a strong deductive connection between theories 
and research, that is that the researcher will begin with a concept, which can then be formed into a 
hypothesis at step two. Only once the hypothesis is outlined can the researcher begin to conduct his/her 
research.  However, Bryman notes that often a theory without a hypothesis can be enough for research 
to begin. For our research, which is primarily experimental, a hypothesis is substituted by research 
questions in order to guide the experiment stage. The third step, research design, presents a hurdle to 
researchers, as Bryman notes, and must be undertaken carefully. 
 
Figure 1.2 The main steps in quantitative research (Bryman, 2004). 
 
The type of design chosen may affect the validity of findings or of analysis and conclusions drawn.  At 
step four the measures of concepts are devised.  This involves taking real world concepts, transforming 
them into their measurable elements, and defining the parameters of the research being conducted. Step 
five is the selection of research sites, which may be followed or combined with step six, the selection 
of subjects.  Proper selection of subjects and a suitable platform are essential to survey and interview 
research; however, in this research the proper selection of corpus is important. Step seven follows with 
the administration of research instruments and the collection of data.  For our research this entailed the 
preparation of the tools to be used and the input of the corpus into the tools, as well as any necessary 
pre-processing. Step eight covers the processing of data, where the results are collected and sorted. 
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Step nine addresses analysis. This step is highly important and must be conducted effectively. The 
researcher narrows down the data into either representative samples or statistics, giving a smaller 
number from which to test the relationships between variables and extrapolate meaning. Despite 
validation not being a part of the diagram as outlined by Bryman, a k-fold cross validation is also 
conducted in our research to validate the system.  The researcher's interpretation of the results then 
goes into developing a conclusion to present alongside the raw findings. Finally, at steps ten and eleven 
the findings and conclusion are determined and written. Figure 1.3 illustrates the main steps in our 
research. 
 
Figure 1.3 The main steps in our research 
1.7 Challenges of Arabic Language Processing 
The majority of research efforts on NER have been devoted to English language texts while fewer 
research projects have investigated the field of Arabic text. Since the Arabic language is the mother 
tongue of more than 300 million citizens in more than 25 countries, devoting more research to 
undertake NER for Arabic texts is crucial (Shaalan, 2010). Arabic has many traits which make building 
an effective NER system a very challenging task. Some of these challenges pertaining to our study are 
described below: 
 Agglutination 
The Arabic language has an agglutinative nature and this has an outcome of different patterns which 
can create many lexical variations. It has a very systematic, but complicated morphology. This is seen 
with words that consist of prefixes, a stem or a root, and sometimes even more than one, as well as 
suffixes with different combinations. There are also clitics, which in most languages, as well as 
English, are treated as separate words, but in the Arabic language they are agglutinated to words 
(Farghaly and Shaalan, 2009). 
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 The ambiguity of the Arabic language 
According to (Attia, 2008), there are many levels of ambiguity in Arabic language which makes the 
computational process a challenging task. Farghaly and Shaalan (2009) highlighted six levels of 
ambiguity in Arabic language including: homographs, internal word structure ambiguity, syntactic 
ambiguity, semantic ambiguity, constituent boundary ambiguity, and anaphoric ambiguity. For our 
system, the homographs levels of ambiguity can be considered one of most challenging obstacles. For 
instance, the word “ناطرس” could mean the disease cancer or the animal crab, the word “ملأ” could 
mean pain or the question haven’t you, and the word “صقن” could be a noun that means loss in the 
phrase weight loss, could be a verb that means tell a story, or a verb that means cut.  
Some of the challenges which are related to general Arabic NER tasks are: 
 Short Vowels Absence 
Diacritics can be found in the Arabic text which is a representation of most vowels which affect the 
phonetic representation. This would give an alternative meaning to the same word. Consequently, 
disambiguation in the Arabic language is a difficult task due to the fact that it is often written without 
diacritics (Alkharashi, 2009). 
 Lack of Capitalisation  
Languages such as English use capitalisation and most named entities begin with a capital letter. 
However, in the Arabic language capitalisation does not exist as an orthographic feature in relation to 
identifying named entities which are proper names, acronyms and abbreviations (Farber at al., 2008). 
Furthermore, the lack of capitalisation makes it hard to distinguish most Arabic proper nouns from 
common nouns and adjectives. Therefore, since ambiguous words are more likely to be used as proper 
nouns in a text, relying alone on looking up entries in a proper noun dictionary would not be 
appropriate in tackling these problems (Algahtani, 2011). 
1.8 Ethical Issues 
This research project was conducted in full compliance with the ethical regulations of Staffordshire 
University. The University’s Ethical Review Policy has been consulted and that all ethical issues and 
implications in relation to this research project have been considered. 
 
 
 11 
 
 1.9 Thesis Structure 
The rest of this thesis is structured as follows: 
Chapter 2 surveys the current research in the field of Arabic named entity recognition including the 
NER approaches, the evaluation metrics, and the NER tools and resources for Arabic language. 
Chapter 3 discusses the theoretical foundations that underpin our research which are the natural 
language levels and Bayesian belief networks. Chapter 4 focuses on the first stage of our NER system 
which is the natural language processing stage. Chapter 5 describes the second stage of our system 
which include the application of BBN approach to the classification and recognition of appropriate 
named entities. Chapter 6 concludes the research developed in this thesis and highlights the research 
findings and its original contributions to the knowledge.  
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2 Chapter 2: Literature Survey 
2.1 Introduction 
Research into Arabic named entity (NE), until recently, had not been investigated in much depth. In 
part, this was due to the lack of available digital resources, and in part, it was due to the complicated 
structure of the Arabic language. However, in the last decade, Arabic digital texts have expanded in 
number, encouraging the developers and researchers of named entity recognition (NER) systems to 
make use of the Arabic language to develop better natural language processing methods. The focus of 
this chapter is primarily related to the research into Arabic NER system.  
 
2.2 Evaluation Metrics of NER 
As NER systems are still developing, it is important to test the accuracy of every system in every 
domain. There are several ways of evaluating NER, and all of them use some point of comparison 
between an established goal accuracy of 100% based on manually annotated data and the accuracy of 
the method being tested. To assess NER system accuracy, three evaluation metrics are normally used. 
Precision, recall, and F-measure are used for the most reliable, academically sound results (Chinchor et 
al., 1998; Marsh and Perzanowski, 1998). These measures rely on comparing and contrasting the 
extracted entities with the manually annotated corpus. Precision compares the correct entities that have 
been recognised (true positives) to the total number of recognised entities (true positives and false 
positives) to give a percentage of accurate identification. While recall compares the correct entities that 
have been recognised (true positives) to the total number of correct entities (true positives and false 
negatives), F-measure is a harmonic mean that gives equal weight for recall and precision. 
 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 
 
Equation 3.1 
 
𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 +  𝐹𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 
Equation 3.2 
 
𝐹-𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙 ∗ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
𝑟𝑒𝑐𝑎𝑙𝑙 + 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 
 
Equation 3.3 
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Figure 2.2 provides a visualisation aid to illustrate how precision and recall are measured using true 
positive, false positive, and false negative notations. While this is a fairly standard way of assessing 
accuracy and one of the cheapest and most efficient and therefore is one of the best evaluation metrics 
used, it is important to remember that there are three different standards involved in performing the 
previous evaluation metrics when there are boundary errors in entities represented by more than one 
word. These standards are MUC, CoNLL, and ACE. The MUC (Chinchor and Robinson, 1997) uses 
tolerant standards in which the NER system is receiving partial credit when a partial match with the 
NE occurs. In contrast, CoNLL (Tjong Kim Sang and De Meulder, 2003) uses strict standards where 
only an exact match will be credited. In addition, ACE (2004) standards are even more strict as they 
consider other parameters like co-reference resolution and mention detection. 
 
2.3 Applications of NER 
Named entity recognition can be used to support research in different natural language processing 
systems, namely text clustering, question answering, information retrieval, text summarisation, 
machine translation and especially for information extraction purposes. For instance, NER was used to 
develop a question answering system (Lee et al., 2006) to improve machine translation quality (Babych 
and Hartley, 2003; Aulakh and Kaur, 2014), to develop a sentiment analyser (Nakov et al., 2016), and 
to develop a topic detection system (Menner et al., 2016). In languages besides Arabic, NER has 
abundant applications in various other research fields, for instance, in molecular biology (Krallinger 
and Valencia, 2005), bioinformatics (Leaman and Gonzalez, 2008), and medicine (Jimeno et al., 2008).  
The NER community has developed invaluable tools and systems to be applied across various fields 
such as the Stanford named entity recogniser, as well as to support natural language processing 
research where NER has become a cornerstone of this field. Of course, these systems have their own 
unique problems. Even the most modern NER systems can be fragile, as they have limited 
transferability. Due to this, NER systems tend to be highly domain specific (Al-Shalabi et al., 2009), 
meaning that they cannot be then transferred to another domain except in the most rudimentary 
manner.  
The vast majority of Arabic NER work focuses on newswire texts for different domains, mainly 
because of availability and digital access for further processing. One of the earliest Arabic NER 
research was carried out by Maloney and Niv (1998) who used newspaper articles in Arabic to test 
their TAGARAB Arabic name recogniser to isolate person  names, locations, dates, times, and numeric 
entities from surrounding words. In 2009, Traboulsi investigated Arabic NER in financial news text 
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and extracted person names. Aljazera website articles were used in Elsebai’s study (2009) to extract 
person names, organisation, location, time, date, and monetary entities from the political domain. The 
Al-Raya newspaper also was used by Al-Shalabi et al. (2009) to extract location, person name, 
temporal event, equipment, and scientific organisation, while Assabah and Alanwar newspapers were 
used by Zaghouani et al. (2010) to extract person names, location, date, number, and quotations. The 
newswire texts were used also by Alruily (2012), Asharef and Omar (2012), and Al-Shoukry and Omar 
(2015) to apply NER to extract entities related to the crime domain such as person names, location, 
organisation, date, and time. 
In addition, many Arabic corpora that are newswire text-based were used extensively by different 
researchers to implement and test their NER systems. For instance, ANERcorp, which comprises 136 
newspaper articles, is applied in studies conducted by Benajiba et al. (2007), Zaghouani (2012), Al-
Jumaily et al. (2012), and Shihadeh and Neumann (2012). ANERcorp was usually used to extract 
person names, location, organisation, and miscellaneous entities. The ACE (2003, 2004, 2005) corpora, 
which are composed of newswire and broadcast news data, were extensively applied in studies 
conducted by Abdul-Hamid and Darwish (2010), Benajiba et al. (2010), and Oudah and Shaalan 
(2013). ACE corpora were usually used to recognise person names, location, organisation, vehicle, and 
weapon. Details of ANERcorp, ACE corpora, and other Arabic corpora are provided in Section 2.6.1. 
Despite the focus on newswire text, other researchers analysed texts from different resources. For 
instance, texts from social media were used by Omnia and El-Beltagy (2012) and Zirikly and Diab 
(2015) in which they expanded their research to cover colloquial and dialectical Arabic. Texts from 
religious books were used by Bidhendi et al. (2012) and Alhawarat (2015). However, although 
research in Arabic is scarce in all domains except the newswire domain, NER in the domain of medical 
texts in Arabic is even less explored. The medical domain was examined by Samy et al. (2012), who 
establish two strategies in order to extract medical terms. However, no further details have been 
provided about these terms. Moreover, the evaluation of the strategies used a small dataset containing 
only 2,273 tokens. 
The number of available NER systems, paired with the current lack of research on Arabic language 
texts and the need for further development of word lists and systems, makes this an important field for 
further research. That said, research into NER has been applied to medical texts in many other 
languages. Medical and biomedical NER in English and Chinese has made fast progress, especially in 
more recent years, and is becoming invaluable in many areas of medical research, enabling information 
extraction and knowledge discovery from vast corpora.  
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Bodenreider and Zweigenbaum (2000) utilised ‘fine grained’ NE sub-categories applied to English 
medical texts, extracting information about medication names and disease names. Rindfleisch et al. 
(2000) observed the extraction of drug NEs. In 2002, a corpus, GENIA, was developed, categorising 
the NE types of proteins, DNA, RNA, cell lines, and cell types, resulting in the later development of 
further corpora, such as Tsuruoka and Tsujii’s 2003 categorisation of proteins and categorisation of 
chemical names from the same year by Narayanaswamy et al. (2003). 
In 2008, Leaman and Gonzalez (2008) went on to conduct a survey on the advances in biomedical 
NER. Their open-source, executable survey of the advances, which is called BANNER, is presented to 
serve as a benchmark for the other NER systems. BANNER displayed high performance by employing 
a combination of the most established and most recent techniques in the field for the time.  
In 2010, Sondhi also conducted a survey of available NE extraction techniques in the biomedical 
domain, finding that that “the use of a standard set of features along with machine learning techniques 
may no longer be enough to improve performance” (Sondhi, 2010, p. 10). Contextual features were 
found to further boost performance. Sondhi also noted that the GENIA corpus and its inconsistencies 
as well as the need for exact matching criteria unnecessarily reduced performance ratings, 
demonstrating the need for the development of an application-specific evaluation as well as newer 
stronger corpora. Beyond English, Chinese texts have also made use of adapted versions of the same 
systems, employing a deep neural network for the analysis of electronic health records (Wu et al., 
2015).  
In 2013, Bodnari et al., working from MIT, presented their participation in Task of the CLEF eHealth 
challenge. They tested their NER system, using conditional random fields (CRFs). Their goal was to 
identify disorder NEs from available electronic medical records. They found that “a rich feature set and 
external knowledge gathered from specialized terminologies and general domain knowledge 
repositories” (Bodnari et al., 2013, p. 7) gave good precision results but poor recall results. The overall 
all F-measure was 59.8% in the context of strict evaluation and 71.1% in the context of relaxed 
evaluation. 
Zhang and Elhadad (2013) were the pioneers of unsupervised biomedical NER in 2013. Testing their 
system on the i2b2 and GENIA corpora, two accepted datasets, they utilised seed knowledge to 
improve classifications based on what they called ‘signature’ similarity. Their results held true to 
previous analyses performed on the same corpora, proving that their system was effective and easily 
generalised to other English medical texts.  
In 2015, Lee et al. (2015) assessed a Conditional Random Fields system for its effectiveness 
recognising Disease Named Entities across a corpus constructed from English PubMed articles. They 
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achieved an accuracy of 86.64% for their F-measure, thanks to a very high precision rating. They 
concluded that the system had benefited from the adjustments they used to optimize it, and that further 
normalization along the same lines may result in even greater improvements. 
In 2016, Wang et al. also observed the effectiveness of Conditional Random Fields combined with a 
Support Vector Machine for the task of NER in Chinese medical texts. The results were strong, with F-
measures ranging from 78.47% to 94.58%, with longer named entities such as Treatments being less 
accurate. They concluded that machine learning was a strong and valuable tool when it came to 
extracting Named Entities from digital medical records in Chinese. 
To the best of our knowledge the research into NER focusing on the Arabic language is limited to the 
domains politics, economy, and crime, and the texts used were mainly based on newswire resources. 
Furthermore, the analysis of Arabic medical documents has not been explored as yet. This has 
provided yet another motivation to test our approach to this unexplored domain. Moreover, this work 
supports and highlights the lack of similar work in the field of Arabic medical NER. 
2.4 NER Approaches 
There are three main approaches adopted by NER researchers. They are divided into the most labour 
intensive approach, which is the rule-based hand-written approach, the machine learning (ML) 
approach, and a combination of the two (Figure 2.1). Table 2.1 summarises the main findings which 
are discussed in the following sections.  
 
Figure 2.1 NER approaches. 
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Table 2.1 A Summary of the related Arabic NER work. 
Publication Method Corpus  Entities Results 
(Maloney and 
Niv, 1998) 
Rule-based 
Own corpus (14 
texts from the Al 
Hayat news 
paper) 
Number, entity, time, 
Location, and Person 
90.9% F measure For 
training set  
85% F measure for blind 
set 
(Shaalan and 
Raza, 2007) Rule-based 
ACE and 
Treebank Arabic 
data sets 
Person names 87.5% F measure. 
(Al-Shalabi et 
al., 2009) 
Rule-based 
Own corpus (20 
articles from Al-
Raya 
newspapers) 
Location, person 
names, event, 
organisatoin, temporal, 
equipment, and 
scientific 
86.1% Precision  
(Elsebai, 2009) 
Rule-based 
Own corpus ( one 
thousand articles 
from Aljazeera 
website) 
Person name, 
organisation, location, 
time, date, and money 
Results in F-measure 
Person name (89.67%) 
Organisation (86.52%) 
Location (85.87%) 
Time (96.14%) 
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Publication Method Corpus  Entities Results 
Date (93.82%) 
Money (94.59%) 
(Zaghouani et al., 
2010) 
Rule-based 
Own corpus (35 
news articles 
from the 
newspapers 
Assabah and 
Alanwar. 
Person, organisation, 
location, date and time, 
and numeric expression 
74.95% F-measure 
(Elsebai and 
Meziane, 2011) 
Rule-Based 
( 500 articles 
from Aljazerra 
website) 
 
Person names  89% F-measure 
(Zaghouani, 
2012) 
Rule-Based ANERcorp 
Person, organisation, 
and location 
67.13% F-measure 
(Al-Jumaily et al. 
2012) 
Rule-Based ANERcorp 
Person, organisation, 
and location 
 Person 77.27% 
Location 70.87% 
Organisation 57.30% 
(Asharef et al., 
2012) 
Rule-Based 
95 Arabic crimes 
articles from four 
Arabic 
newspapers 
person names, 
locations, 
organizations, dates and 
times 
89.46% F-measure 
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Publication Method Corpus  Entities Results 
(Albyan, 
Aljazeera, Okad 
and Gorena) 
(Alruily, 2012) 
Rule-Based 
Arabic Crime 
News Report 
Corpus 
(ACNRC) 
Crime type, location 
(scene) and nationality 
Crime type (69%) 
Location (95%) 
Nationality (88%) 
 
(Shihadeh and 
Neumann, 2012) 
Rule-Based ANERcorp 
Person, location and 
organisation 
30% F-measure 
(Benajiba and 
Paulo, 2007) 
Maximum entropy 
(Supervised learning) 
ANERcorp 
Person, location, 
organisation, and 
miscellaneous 
54.11% F-measure 
(without using 
ANERgazet) 
55.23% F-measure (using 
ANERgazet) 
 
(Benajiba and 
Paulo, 2008) 
Conditional Random 
Fields (Supervised 
learning) 
ANERcorp 
Person, location, 
organisation, and 
Miscellaneous 
65.91% F-measure 
(Benajiba et al., 
2008) 
Support Vector 
Machines 
UPVCorpus 
ACE (2003 -
Person, location, 
organisation, and 
82.71% F-measure 
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Publication Method Corpus  Entities Results 
(Supervised learning) 2004-2005) 
 
miscellaneous 
(Abdul-Hamid 
and Darwish, 
2010) 
Conditional Random 
Fields (Supervised 
learning) 
ANERcorp 
ACE (2005) 
Person, location, and 
organisation 
81% F-measure 
(ANERcorp) 
76% F-mesure (ACE) 
 
(Koulali and 
Abdelouafi, 
2012) 
Support Vector 
Machines 
(Supervised learning) 
ANERcorp 
 
Person, location, 
organisation, and 
miscellaneous 
83.20% F-measure 
(Mohammed and 
Omar,2012) 
Artificial Neural 
Network (Supervised 
learning) 
ANERcorp 
 
Person, location, 
organisation, and 
miscellaneous 
92% Accuracy 
(Bidhendi et al, 
2012) 
Conditional Random 
Fields (Supervised 
learning) 
Own corpus 
(three ancient 
Arabic religious 
and historical 
books: Seffeyn, 
Al-Irshad, and 
Sharaye)  
Person, location, 
organisation, and 
miscellaneous 
99.93 F-measure 
(Seffeyn) 
93.86 F-measure (Al-
Irshad) 
75.68% F-measure 
(Sharaye) 
(Morsi and 
Rafea, 2013) 
Conditional Random 
Fields (Supervised 
ANERcorp 
Person, location, 
organisation, and 
68.05 F-Measure 
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Publication Method Corpus  Entities Results 
learning)  miscellaneous 
(Shabat and 
Omar, 2015) 
Naïve Bayes, Support 
Vector Machine and 
K-Nearest Neighbor 
classifiers(Supervised 
learning) 
Own corpus ( 
extracted from 
the Malaysian 
National News 
Agency) 
Weapons, nationality, 
location, and type of 
crime 
 89.48% F-measure  
(crime type) 
93.36% F-measure  
(crime-related entities) 
(Alotaibi, 2015) 
Maximum entropy, 
and Conditional 
Random Fields 
(Supervised learning) 
NewsFANEGold, 
WikiFANEGold, 
and  
WikiFANEAuto 
8 coarse-grained 
classes (Person, 
organisation, location, 
geo-political, facility, 
vehicle, weapon, and 
product) and 50 fine-
grained classes 
61.67 % F-measure 
(NewsFANEGold) 
54.04 % F-measure 
(WikiFANEAuto) 
71.84% F-measure 
(WikiFANEAuto) 
(AbdelRahman et 
al.,2010) 
Conditional Random 
Fields (Supervised 
learning) and 
bootstrapping (Semi-
supervised learning) 
ANERcorp 
 
Person, location, 
organisation, job, 
device, car, cell phone, 
currency, date, and 
time. 
Person (67.80%), location 
(87.80%), organization 
(70.34%), job (69.47%), 
device (77.52%), car 
(80.95%), cell phone 
(80.63%), currency 
(98.52%), date (76.99%), 
and time (96.05%). 
Althobaiti et al. 
(2013) 
Bootstrapping (Semi-
supervised learning) 
ANERcorp and 
ACE (2005) 
Person, location, and 
organisation. 
Person (64.14%), location 
(73.06%), and 
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Publication Method Corpus  Entities Results 
organization (54.52%). 
Darwish and Gao 
(2014) 
semi-supervised 
twopass method 
ANERcorp and 
own corpus 
(1,423 tweets) 
Person, location, and 
organisation. 
65.2% F-measure 
Althobaiti (2016) 
Semi-supervised 
method and distant 
learning method 
ANERcorp 
 
Person, location, and 
organisation. 
Semi-supervised method 
(64.27%) 
distant learning method 
(64.92%) 
Abdallah et al. 
(2012) 
Decision trees and 
rule-based method 
(Hybrid approach) 
ANERcorp and 
ACE (2003) 
Person, location, and 
organisation 
88.87% F-measure 
Meselhi et 
al.(2014) 
Support Vector 
Machine and rule-
based method 
(Hybrid approach) 
ANERcorp 
Person, location, and 
organisation. 
Person (96.65%) 
location (94.8%) 
organisation (92.9%) 
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2.4.1 Rule-based approach (the hand-written approach) 
The vast majority of early NER research was performed using the rule-based approach. This was due to 
the inadequacy of the systems that existed at the time. However, as ML systems have improved, the 
amount of research conducted exclusively using a rule-based approach has dwindled. The rule-based 
method depends on hand-made linguistic rules (such as grammar), which are defined by linguists. It 
has been used extensively in many studies (e.g., Maloney and Niv, 1998; Shaalan and Raza, 2007; Al-
Shalabi et al., 2009; Elsebai et al., 2009; Elsebai, 2009; Zaghouani et al., 2010; Zaghouani, 2012; Al-
Jumaily et al., 2012; Elsebai and Meziane, 2011; Asharef et al., 2012; Omnia and El-Beltagy, 2012; 
Alruily, 2012; Shihadh and Neumann, 2012). 
One of the earliest Arabic NER research studies is Maloney and Niv’s 1998 study. They introduced the 
TAGARAB system, which uses a morphological analyser in order to decide where a non-name context 
starts and where a name ends. An evaluation was conducted where 14 texts were picked randomly from 
the Al Hayat CD-ROM and manually tagged. The outcome of this was 89.5% precision, 80.8% recall, 
and 85% F-measure. Details of those well-known measurements are presented in Section 2.5. 
In 2007, Shaalan and Raza (2007) developed PERA which is a NER system that identifies person 
names. The PERA system includes three components. First, a gazetteer provides a whitelist of person 
names that, regardless of the grammar, will extract the exact matching NEs. Second the text is analysed 
using grammar rules. Finally, there is the filtering mechanism that is used to exclude invalid person 
names from the NEs. The ACE and Treebank Arabic data sets were used to evaluate PERA. It achieved 
an 85.5% for precision, 89% for recall, and 87.5% F-measure. 
In 2009, Al-Shalabi et al.(2009) noted once more that proper names present a challenge to information 
retrieval, particularly cross language information retrieval, and even more so when it comes to 
extracting proper nouns in Arabic. They noted the importance of context and domain in the task of 
information retrieval in Arabic. They also added that not only do the lack of capitalisation and the use 
of common nouns and adjectives in names confuse matters but also many Arabic names are presented 
in a long series of names, all of which require appropriate categorisation. Al-Shalabi et al. (2009) 
evaluated their system using 20 articles from Al-Raya newspapers, and a precision rating between 75% 
and 91.6% was achieved. However, the limited applications and labour intensity of this process suggest 
that it may not be the most effective method for expanding into other domains. 
In 2009, Elsebai (2009) suggested a tool for natural language processing in modern standard Arabic 
that would take advantage of the recent abundance of electronic documents available in Arabic. 
Focusing on NER, Elsebai suggested a rule-based system to create “an efficient and effective 
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framework for extracting Arabic NEs from text” (Elsebai, 2009, p. 11). The approach was designed to 
make use of contextual and morphological information to identify NEs. The context was assessed 
based on words that represented clues for each observed NE type. Morphological information 
identified the part of speech for each word. Elsebai developed and implemented rules to recognise the 
position of the NE. He based the system architecture on the GATE system, as it was considered the 
most robust as well as being available free of cost. Consequently, Elsebai built the Buckwalter Arabic 
Morphological Analyser (BAMA) over GATE. Manual corrections were required to create more 
accurate results. Trigger word lists were also necessary for the identification of proper nouns. Faced 
with a problem that many other researchers have faced in the field of Arabic NER, he had to build a 
corpus, as free annotated Arabic corpora could not be located for the task. He chose a selection of texts 
from the Aljazeera website for the corpora, up to a thousand articles. The achieved results varied 
between 85.87% and 96.14% F-measure depending on the type of NE. 
Zaghouani et al. (2010) investigated the use of a low-resource language-independent NER system 
named Europe Media Monitor (EMM)-NewsExplorer with Arabic text. They noted that many search 
systems use such programs for the analysis of news texts; however, these programs are usually either 
monolingual or less accurate. They suggested that alterations would need to be made to make these 
systems properly adapted to the Arabic language. They found that, under the existing systems, often 
precision had to be optimised, but recall was sacrificed in the effort. However, they expressed a wish to 
improve the recall for future work. Later, in 2012, Zaghouani (2012) again investigated the use of 
EMM-NewsExplorer for the extraction of person, organisation, and location NEs from news web 
sources, such as newswire. The overall result is 73.39% for precision, 62.13% for recall, and 67.13% 
for the F-measure. 
Elsebai and Meziane (2011) applied a rule-based approach to extract person NEs from news articles 
located on the Aljazeera website. They ran the system twice, first with 700 news articles from 
Aljazeera and then with another 500 news articles from Aljazeera. They used keywords instead of 
complex grammar or ML techniques. Despite the system being so simple, they achieved a good result 
with a total precision of 93%, recall of 86%, and F-measure of 89% for the first trial and 88%, 90%, 
and 89%, respectively, for the second attempt. 
A more recent rule-based NER system was developed by Al-Jumaily et al. (2012). This system used 
GATE along with different gazetteers from GATE, DBPedia32, and ANERGzet.33, while ANERcorp 
was used to evaluate the system. Two experiments were conducted to determine the effect of Arabic 
prefixes and suffixes in terms of recognition. If Arabic tokens (prefix-, stem, and -suffix) were 
recognised, tests were then done to determine how compatible they are between the three (prefix-stem, 
stem-suffix, and prefix-suffix). The outcome was that the verification process had improved all of the 
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results of all NE types, but none of them in a symmetrical manner. Precision had gone up by 7.32% for 
person, by 5.55% for location, and by 5.14% for organisation. 
Asharef et al. (2012) applied NER to the identification of NEs in crime documents, a specialised area. 
By employing a rule-based approach that utilised morphological information and predefined crime and 
general indicator lists in a NER system, they devised appropriate rules and patterns for the domain. The 
system’s accuracy was 90%, indicating that the system was effective, even in an understudied domain. 
In 2012, Alruily explored the application of text mining techniques in Arabic text. Alruily noted that, 
until that point, such techniques had only been applied to English and generally to specific domains. 
Alruily indicated that there were few mining techniques being used in Arabic and that most domains 
were completely unaddressed. Alruily’s system, the Crime Profiling System, would assist in 
identifying important information and extracting it. Due to the constraints of the field, Alruily 
conducted the research without predefined dictionaries or an annotated corpus. This resulted in a self-
organising map approach, which would perform the clustering based on rules written concerning crime 
type, location, and nationality (Alruily, 2012). 
In 2012, Shihadeh and Neumann (2012) presented ARNE, a pipeline software for the task of Arabic 
NER. It “includes tokenization, morphological analysis, Buckwalter transliteration, part of speech 
tagging and named entity recognition of person, location and organisation named entities” (Shihadeh 
and Neumann , 2012, p. 24). Using a simple, fast, language-independent gazetteer lookup method, they 
used the morphological analysis from the pipeline to remove affixes and improve performance. 
However, the results were fairly discouraging with 38% for precision, 26% for recall, and 30% for F-
measure. They recognised the need for a part-of-speech tagger, which may bring their accuracy up to 
modern standard rates. 
2.4.2 Machine-learning approach 
Machine learning is another approach extensively used to develop statistical models for NE prediction. 
Although, at first, the accuracy of ML made it unreliable, the accuracy levels now match and even 
outstrip those of rule-based approaches, all while reducing the cost of conducting the research in terms 
of time and money. The ability to recognise unknown NEs for what they are and to classify them 
automatically allows much more research to be conducted. The use of training examples as opposed to 
hand-written rules has opened many doors, as evidenced by the fact that, in the Message 
Understanding Conference 7 (MUC 7) competition, five systems out of eight were rule-based systems, 
whereas, at the Conference on Computational Natural Language Learning 2003 (CoNLL 2003), 16 
systems were presented. However, it is important to note that where ML fails to deliver the correct 
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results, many researchers will fall back on writing rules to adjust the system. The ML method can be 
split into three categories: supervised, semi-supervised, and unsupervised learning. 
2.4.2.1 Supervised learning 
Supervised learning (SL) includes studying and analysing both positive and negative features of NE 
examples from a broad collection of annotated corpora. Techniques that belong to SL are maximum 
entropy (ME) models, Conditional Random Fields CRFs, support vector machines (SVM), and neural 
networks, which are applied equally to Arabic texts. Maximum entropy was applied by Benajiba et al. 
(2007), while CRFs were applied by Benajiba and Rosso (2008), Abdul-Hamid and Darwish (2010), 
Bidhendi et al. (2012), Morsi and Rafea (2013), and Alotaibi (2015). Benajiba et al. (2008) and 
Koulali and Abdelouafi (2012) implemented SVMs. Benajiba et al. (2009) studied the ramifications of 
using different features with models such as SVM, ME, and CRF and concluded that both SVMs and 
CRFs outperformed the ME model. They also explained that the choice of the appropriate features is a 
very significant phase of any ML-based system. Mohammed and Omar (2012) adapted neural networks 
in their approach, making use of the back propagation training algorithm. 
In 2007, Benajiba and Paulo (2007) explored the results of their ANERsys, an Arabic NER system, to 
improve the precision results that it had achieved in its initial version. Their system was initially built 
based entirely on a ME approach and trained on their own annotated corpora. The results were in some 
ways encouraging, as they found ME was fairly successful at categorising NEs in Arabic texts. 
In 2008, Benajiba and Paulo (2008) continued to explore the uses of their ANERsys. Its performance 
had not initially scored as highly as they would have liked, and in this study, they set out to raise its 
performance. This time, they proposed that they would improve the accuracy of ANERsys by 
swapping from a ME probabilistic model to a CRF model. Their first version of ANERsys, ANERsys 
1.0, involved ME. It had already been successful at classification tasks; however, error analysis showed 
that the system, like many others, could not adequately handle NEs with multiple tokens, making it 
challenging to successfully recognise NEs which consist of more than one token. In this second version 
of the system, ANERsys 2.0, they swapped to a two-step approach. The first step would be the 
detection of the start and closing tokens of the NE, and the second step would be classification. 
Tokenisation of the data improved the results. The addition of four different combined gazetteers 
further improved the results. The features used, however, were not specific to the Arabic language but 
were language-independent. These preliminary experiments showed a 10-point improvement from 
ANERsys 1.0 to ANERsys 2.0, from no features to all features.  
Taking advantage of the developing resources for Arabic NER, in 2008, Benajiba and Paolo, now 
associated with Diab, explored the uses of SVMs. They made use of a ML framework and a 
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combination of language-independent and language-specific sets of features and found that combining 
all possible features yielded the best results so far for ANERsys (Benajiba et al., 2008). 
In 2009, Benajiba et al. (2009) later investigated the effect of different feature sets in the three ML 
systems based on ANERsys: SVMs, ME, and CRFs, with a focus on Arabic NER in the domain of 
broadcast news data. They found that a combination of 15 features resulted in the highest accuracy in 
terms of performance, suggesting again that the addition of more features disproportionately benefits 
Arabic NER. 
In 2010, Abdul-Hamid and Darwish (2010) tested a simplified feature set to assist in accurately 
identifying NEs in Arabic texts without using morphological or syntactic analysis or gazetteers. They 
employed a CRF sequence labelling model trained on specific features. They compared the results to 
others in previous studies where Arabic specific features, such as part-of-speech tags, were employed 
and found some improvements and some loss of F-measure accuracy depending on the category of the 
observed NE. Their goals were to identify simplified features to make the task of Arabic NER easier, to 
use leading and trailing character n-grams in words, which would capture valuable clues indicating the 
presence of NEs, and to incorporate word language modelling features to capture NE word association 
and distribution. Their sets were effective despite the simplicity and overcame some of the issues 
caused by the complexity of the Arabic language. The results were as accurate overall as previous 
methods, albeit with a bias against locations and in favour of organisations and people. These results 
suggest that simpler methods of conducting Arabic NER may be possible. 
In 2012, Koulali and Abdelouafi (2012) have developed a NER system called ANER which is based on 
SVM with a set of features. They evaluated the effect of the combination of these features on the 
performance of ANER. Automatic extraction of patterns was used to enhance the performance of their 
system. The ANER system has achieved an average of 83% F-measure. In 2012, Mohammed and 
Omar proposed a novel solution in the field of Arabic NER: the application of an artificial neural 
network. The main task of a neural network approach is to learn to recognise the component patterns of 
a text automatically, enabling intelligent decision making based on the available data. This approach is 
a ML approach to the classification of Arabic NEs. The approach was divided into three phases. The 
first phase addressed the accuracy in precision, recall, and F-measure for each class of NE addressed 
by the artificial neural network. Each class showed some differences in the accuracy of each measure, 
with precision being the strongest. This first phase also addressed decision tree accuracy. Although 
many measures were stronger than the artificial neural networks, the overall results were less 
consistent, and the total accuracy of the artificial neural network was higher across all text volumes. 
The branching of artificial neural networks into this domain achieved a 92% accuracy result. Compared 
to a decision tree system using the same data, the artificial neural network outperformed the decision 
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tree, which only achieved 87% accuracy. Bidhendi et al. (2012) applied a supervised ML approach to 
extract person NEs from ancient Islamic texts. They made use of CRFs and proposed the system they 
called ‘Proper Name candidate injection’ as part of the process. The declared results from this method 
are very high for historical and traditional data with 99.93% and 93.86% F-measure respectively. 
In 2013, Morsi and Rafea (2013) used a supervised ML approach to assess the effect of different 
features on the performance of Arabic NER conducted via CRF models. Morsi created a baseline and 
the best result from the various feature combinations was over 10 points above the baseline with a 
68.05% F-measure. 
In 2015, Shabat and Omar (2015) applied naive Bayes, SVM, and K-nearest neighbour classifiers as 
base classifiers in the task of NER in the domain of crime news. They extracted NEs classified as crime 
type or crime-related. Then, they applied a weighted voting ensemble method to combine the results of 
all three classifiers. Their final results are tested against manually annotated data from BERNAMA. 
The end result is an F-measure of 89.48% for identifying crime type NEs and 93.36% for identifying 
crime-related NEs. Alotaibi (2015) applied supervised ML to the extraction of NEs in fine-grained 
classes, as opposed to coarse-grained classes. Maximum entropy and CRFs were applied to extract NEs 
from 50 sub-classes. A corpus was built based on Arabic language Wikipedia articles. Two highly rated 
corpora from other domains were also used in the evaluation process. The results are three fine-grained 
corpora and a fine-grained gazetteer specific to Arabic Wikipedia (Alotaibi, 2015). 
Roth and Yih (2002) developed a method for recognising relations and named entities in English texts, 
accounting for mutual dependencies. They compared three different classifiers: basic, omniscient, and 
BN. These classifiers are learned independently using local features and are able to predict entities and 
relations separately. Their approach is to extract two named entities: person, and location and two 
relations: kill and born-in. They found that their belief network approach decreased recall but 
significantly improved precision. They claim that knowing the class labels of relations has not 
improved significantly the entity classifier mainly as the difference of Basic and Omniscient 
approaches is not very significant and usually less than 3% in terms of F1 in all three datasets. 
Jochin et al. (2014) addressed the extraction of risk events and probabilities from biomedical texts. 
They investigated the determination of the parameters of a BBN using conditional random fields 
(CRFs) and were the first to research this matter as a sequence tagging problem, labelling spans of text 
as events. For this purpose, their corpus consisted of 200 free abstracts extracted from PubMed. They 
observe that risk events are fairly heterogeneous and have greater semantic variety than bio-molecular 
entities, which made them stand out. They note it is difficult to extract conditional probability 
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statements, due to their variety of forms. Their CRF approach improves over the established baseline, 
proving such a task is best handled as a sequence tagging problem. 
 
2.4.2.2 Semi-supervised learning 
Semi-supervised learning (SSL) was a recent development in 2007, and almost 10 years later, it 
remains far less explored than SL. ‘Bootstrapping’ is considered the main technique of SSL. It makes 
use of ‘seed’ examples of a NE category, where the context in which the example is used is broadened 
and employed to identify other NEs in the same category. This simplifies the process of locating and 
categorising new NEs in a large corpus. Supervision is minimal and is only included for the start of the 
learning process. For instance, if the aim is ‘disease names’, the system may ask the user to supply 
some examples. Then, with the given examples, the system will search for sentences and try to 
recognise possible contextual clues provided by the examples. The system will conduct another search 
to find more sentences that have similar context. The learning process can then be reapplied to the 
sentences that have been found so that it can come up with new and relevant context. With the 
repetition of this process, the system will recognise a broad number of disease names as well as context 
(Nadeau and Sekine, 2007). 
Semi-supervised learning is a less explored field in natural language processing. Therefore, there has 
also been very limited application of it to Arabic natural language processing. The most common 
method, as elsewhere, is bootstrapping. AbdelRahman et al. (2010) combined CRF with bootstrapping 
to extract a wide range of entities that include person, location, organisation, job, device, car, cell 
phone, currency, date, and time. The ANERcorp dataset was also used to evaluate the system for all 
entities except device, car, and cell phone. The results show  that the F-measure varies between 69.47% 
and 96.05%, depending on the type of entities. Althobaiti et al. (2013) adapted the bootstrapping 
algorithm in their system (ASemiNER) in order to identify specific entities, such as person, location, 
and organisation. The system can also recognise specialised entities, such as politician names, sport 
persons, and artists. The outcome of the F-measure was 64.14%, 73.06%, and 54.52% for person, 
location, and organisation, respectively. 
In 2010, Rahman et al.(2010) analysed various integrated ML techniques when applied to Arabic NER. 
They noted the importance of NER in the context of most natural language processing tasks as well as 
the paucity of NER software and research in the Arabic language. They suggested integrating two ML 
techniques: bootstrapping semi-supervised pattern recognition and a supervised CRF classifier. At the 
time this was published, this combination had been neglected not only in Arabic NER but also in NER 
in other languages. The exact components of their proposed system were a CRFs classifier, a dual 
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iterative pattern relation expansion, and the Research and Development International (RDI) Toolkit. 
The CRFs classifier, a generalisation of the hidden Markov model, was used for segmenting and 
labelling the sequential data. The dual iterative pattern relation expansion was used as the first pattern 
extraction algorithm, bootstrapping web pages to find all occurrences of the relation instances in the 
corpus. Finally, the RDI Toolkit is a combination of the Arabic RDI-ArabMorpho-POS tagger and the 
RDI-ArabSemanticDB tool. The part-of-speech tagging depends on the word morphology features with 
high accuracy rates. The RDI-ArabSemanticDB tool utilises an Arabic lexical semantics language 
resource and the appropriate interface, allowing the processing and storage of more root words with 
their lexical features. This helps tackle the challenges specific to the Arabic language. 
In 2013, Althobaiti et al. (2013) presented a semi-supervised algorithm designed to identify NEs in 
Arabic text. Their algorithm consisted of three components: pattern induction, instance extraction, and 
instance ranking or selection. Moreover, ASemiNER uses a pattern induction process that infers a set 
of surface patterns containing seed instances in the training corpus to retrieve all sentences containing 
each seed. The trigger words are extracted from randomly selected Arabic Wikipedia articles based on 
co-occurrence with the NE. Then, the patterns are generalised, and ASemiNER conducts instance 
extraction from the training corpus based on what instances match the patterns assigned. The final 
patterns are matched against the corpus. To prevent confusion with Arabic common nouns, the average 
NE length of two or three tokens per proper noun are added to the system, stating that increasing the 
average length of proper nouns to more than two tokens can improve recall but is detrimental to 
precision and overall result quality. Finally, ASemiNER ranks all the examples according to the 
number of patterns used to extract them. The NEs with the highest number of distinct patterns are 
ranked higher than the others. This method of sorting is more appropriate than using frequency of 
occurrence, as some bad examples are common but are identified by one pattern, whereas some good 
examples are less common but have more connected patterns. The results are encouraging, matching 
the result quality of many highly esteemed systems. Eliminating the need for supervision in some areas 
and identifying a novel method of recognising specific categories of NE, the research by Althobaiti et 
al. can contribute to Arabic NER development. 
In 2014, Darwish and Gao (2014) applied SSL via a two-pass method to the extraction of news and 
microblog data from an ANERcorp news and tweet training set. The use of microblogs presented 
challenges related to informal language usage, such as abbreviations and short expressions. They 
applied large gazetteers and a two-pass semi-supervised method as well as domain-appropriate 
adaptations to navigate the difficulties presented by the tendency to omit data in informal language. 
Finally, in 2016, Althobaiti (2016) explored the application of a semi-supervised method combined 
with a distant learning method to the extraction of person, location, and organisation NEs from 
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ANERcorp. The elimination of the need for annotated training data and gazetteers meant that the 
algorithm did not need new data for every change of domain. Althobaiti also suggested that this new 
approach would improve the usually bad recall of semi-supervised methods up to that point, which is 
supported by an 8% improvement over the next-best semi-supervised classifier. 
2.4.2.3 Unsupervised learning 
Clustering is the main approach that is used in unsupervised learning. Based on a similar context, NEs 
can be gathered from clustered groups. There are different types of unsupervised methods that use 
lexical resources (e.g., WordNet), lexical patterns, and statistics, which are computed on a large corpus 
without annotations (Nadeau and Sekine, 2007). Our survey of the literature has not revealed any 
Arabic NER system employing unsupervised ML yet it has been applied by many NER researchers for 
other languages. However, the main hurdle is that unsupervised ML requires absolute reliability. 
Alfonseca and Manandhar (2002) assigned topic signatures to synsets by listing frequent co-
occurrences from a large corpus sample. In 2004, Shinyama and Sekine (2004) observed that NEs 
often appear in sync in various news articles, while common nouns do not. They assessed the 
punctuality of NEs and their simultaneous appearance to identify rare NEs without supervision. Etzioni 
et al. (2005) used pointwise mutual information and information retrieval to assess the classification of 
NEs. They found that, using co-occurrence, they could create features for candidate entities and derive 
many discriminator phrases in an automatic, unsupervised manner. 
2.4.3 Hybrid approach 
The hybrid method is a combination of the rule-based method and the ML method. Over the past few 
years, some hybrid systems have been established in order to improve the performance of rule-based 
and ML systems. Abdallah et al. (2012) extended the NERA system developed by Shaalan and Raza 
(2008) by combining decision trees with the rule-based method. The system recognises three entities, 
which are person, location, and organisation and has achieved an overall average of 88.87% F-
measure. Another system developed by Oudah and Shaalan (2012) combined SVMs and logistic 
regression and increased the number of NEs from three to 11 types. These are person names, location, 
organisation, time, measurement, phone number, filename, date, price, percent, and international 
standard book number (ISBN). They applied this approach to ACE 2003, ACE 2004, and ANERcorp 
as well as their own corpora. Their system achieved an average of 90% F-measure.  
Abdallah et al. (2012) utilised a hybrid method to analyse corpora built between ANERcorp and ACE 
2003 data extracted from news sources. They applied a J48 decision tree classifier to a rule-based 
method in extracting person, location, and organisation NEs. The initial experiments showed an 
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improvement in F-measure between 8% and 14% in comparison with (pure) rule based system and the 
(pure) machine learning approach. 
In 2014, Meselhi et al.(2014) presented a new hybrid approach to NER in Arabic. This system was 
presented with the task of extracting person, location, and organisation NEs from an ANERcorp corpus 
extracted from newswires and other web sources. The integration of a rule-based approach with a ML 
approach was combined with the selection and correction of tags to identify any false negatives. 
Extraction of person entities achieved 96.65% F-measure while the other entities, location and 
organisation reached 94.8%, and 92.9% F-measure respectively. 
2.5 Feature Space for NER 
In most NER systems, the input data is transferred word by word into a set of features. These features 
are used as inputs for the classification phase. Shaalan (2014, p. 482) defined features in the context of 
NER as “properties or characteristic attributes of words designed for consumption by a computational 
system”. Features are characteristic qualities of words that have been processed for algorithmic 
consumption. All words possess vast numbers of individual features, and most research will address 
multiple features at a time. For example, capitalisation can be assessed as true or false by many simple 
systems. Features can be abstracted over the text they have been recognised in via feature vector 
representation, where each word is represented by one or more values. They can be represented by 
Boolean, numerical, and nominal values (Shaalan, 2014).  
Features can be classified into word-level features, list-lookup features, contextual features, and 
language-specific features (Shaalan, 2014). Word-level features are relevant to the word orthography 
and structure. Examples of these features are the length of the word, the presence of special markers or 
characters in the word body, like abbreviation points and hyphens, and the presence of capitalisation in 
the word gloss in English. List-lookup features are related to the membership of the word in different 
lists for the purpose of classification of the targeted word. Examples of these features are a stop word 
list, a gazetteer list, which contains the most frequent entities, and lexical triggers. Contextual features 
that are related to the targeted word context are defined in this feature set. This includes the type and 
the words that are adjacent to the targeted word. Table 2.2 summarises the most common features in 
the literature. A sliding window is usually used in order to determine the boundaries of the analysed 
context. For instance, if the sliding window size is five, the features of the left two words, the targeted 
word, and the right two words are considered. The window sizes can differ in different approaches, like 
+/-1 to +/-3 according to Benajiba et al. (2010) and +/-1 according to Benajiba et al. (2008). Language-
specific features are related to the morphology of the language. They include base phrase chunks and 
the part of speech along with other morphological features. 
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Table 2.2 The most common features (Shaalan, 2014) 
Category Features Description 
 
Word-level 
features 
Special markers 
A binary feature indicating the presence of punctuation marks 
and special characters in a word. 
Word length 
A binary feature indicating whether the length of the word is 
greater than a predefined threshold. 
Capitalisation 
A binary feature indicating the existence of capitalization 
information on the gloss corresponding to the Arabic word. 
Lexical 
The surface features of a character n-gram up to a range of 
characters from 1 to n that indicate prefix and suffix attachment. 
List lookup 
features 
Gazetteer 
A binary feature indicating the existence of the word in an 
individual gazetteer. 
Lexical Trigger 
A binary feature indicating the existence of the word in the 
individual lexical trigger list. 
Blacklist 
A binary feature indicating the non-existence of the word in an 
individual blacklist. 
Nationality 
A binary feature indicating the existence of the word in the 
nationality list 
Contextual 
features. 
Word n-gram 
The features of a sliding window comprising a word n-gram that 
includes the candidate word, along with preceding and 
succeeding words. 
Rule-based 
The features of a sliding window derived from rule-based NER 
decisions 
 
Feature selection is a crucial task in NER systems based on ML, as the learning phase depends entirely 
on the features. The core part of the learning involves the selection of the optimal set features to 
enhance the performance of the classifier (Benajiba et al., 2008). In the literature, measuring the 
performance of each feature manually, is the most prominent method used in this regard (Shaalan, 
2014). Another method is to make an initial decision of the feature set through isolation testing and 
then combine this feature set with other features until all features are tested in order to find the optimal 
feature set. Benajiba et al. (2008) used an incremental method, where the effect of each feature is 
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measured individually, and then the features are ranked decreasingly according to their performance 
and combined in order to infer the optimal feature set. 
In 2009, Benajiba et al. later investigated the effect of different feature sets in the three ML systems 
based in ANERsys. They found that a combination of 15 features resulted in the highest accuracy in 
terms of performance, suggesting again that the addition of more features disproportionately benefits 
Arabic NER. Abdul-Hamid and Darwish (2010) tested a simplified feature set to assist in accurately 
identifying NEs in Arabic. Their goals were to identify simplified features to make the task of Arabic 
NER easier. Their feature sets were effective despite the simplicity.  
 
2.6 NER Tools and Resources for Arabic Language 
This section reviews the available NER tools and resources that are designed for the Arabic language. 
These include corpora and morphological analysers. 
2.6.1 Corpora 
Corpora are collections of documents that have been tagged and sometimes pre-processed for language 
processing tasks. When available, corpora make excellent sources to develop and test Arabic natural 
language processing systems, and NER systems in particular. However, Arabic language corpora are 
not as abundant as Arabic digital text nor as abundant to undertake significant research. The scarcity of 
available Arabic annotated corpora designed for NER has been noted across all domains and has 
presented a challenge to many researchers who have been forced to build their own corpora to fulfil the 
requirements of their research. For example, in 2008, Shaalan and Raza (2008) were forced to compose 
three separate corpora for a cross-domain study. One was a 4 MB reference corpus for person, location, 
date, time, price, and measurement NEs; another was a 100 KB corpus for company NEs, the last was a 
corpus for phone number, ISBN, and filename NEs, which had to be composed across various websites 
to account for the lack of available information. They have acknowledged the lack of diverse corpora 
and diverse research in Arabic NER and presented their results across diverse corpora, finding their 
system to be fairly accurate, but the resources ultimately insufficient. Algahtani (2011) also needed to 
heavily pre-process the corpora used for their NER study. Benajiba and Paulo (2007) had to design and 
annotate their own corpus for training ANERsys. Similarly, Sawahla and Atwell (2009) had to build 
their own corpora from 15 Arabic dictionaries to provide control data. It is clear from the reviewed  
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Figure 2.2 A visualisation aid of precision and recall1. 
 
                                                     
1 ‘Precision and recall’ by Walber with minor alterations by the author, available at 
https://commons.wikimedia.org/wiki/File:Precisionrecall.svg under a Creative Commons Attribution 2.0. Full 
terms at http://creativecommons.org/licenses/by/2.0. 
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literature that what little annotated corpora are available for Arabic NER tasks are insufficient, and that 
what is freely available falls vastly short of the demands from the field. This presents a challenging 
obstacle for Arabic NER researchers. 
That said, some corpora are currently available for Arabic natural language processing tasks, and prove 
invaluable tools in the field. In the literature, there were also some common and more recent examples 
of corpora in Arabic, which have been and are still being used. Here, some of the corpora that are 
available are reviewed as follows. 
2.6.1.1 ACE 
Although only released in 2003, the ACE data sets are one of the earliest data sets developed for use in 
Arabic natural language processing. The Linguistic and Data Consortium developed and annotated 
these corpora for automatic content extraction in various languages and was one of the first to cover 
Arabic. The corpora were updated annually between 2003 and 2005. They are composed of broadcast 
news data and newswire data. They originally contained 55,000 tokens but increased to 113,000 tokens 
by 2005 with the addition of Arabic Treebank in 2004 and WebLogs in 2005. The corpora follow a 
tagset specific to the ACE program and can capture seven coarse-grained and 45 fine-grained NEs. 
They have been widely used by those with access to them for the purposes of Arabic NER. Despite not 
having been updated since 2005, they are still regularly used by modern researchers namely by 
(Benajiba et al., 2009; Abdallah et al., 2012). These corpora are, however, inaccessible to the public. 
2.6.1.2 ANERcorp 
The ANERcorp is the first freely available annotated corpus specifically for Arabic NE extraction. 
Developed by Benajiba et al. (2007), it was based on the structures of the publicly unavailable ACE 
corpora as a more accessible corpus. Four categories of NE can be extracted: person, location, 
organisation, and miscellaneous. It is newswire based and manually annotated for accuracy, containing 
150,000 tokens. Moreover, 11% of the tokens are NEs, of which 39% are person NEs, 30.4% are 
location NEs, 20.6% are organisation NEs, and the remaining 10% are miscellaneous. It is now 
considered a standard data set for the evaluation and comparison of Arabic NER systems and is one of 
the benchmarks used for system performance. Its free accessibility and comprehensive data are the 
main reasons for its popularity as an evaluation benchmark. However, as more research delves into 
domain-specific NER, the value of the four categories used by ANERcorp may lessen compared to 
corpora specific to the domain. 
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2.6.1.3 AQMAR 
The AQMAR corpus is one of the most recent Arabic NER corpora that is also freely available. It was 
developed by Mohit et al. (2012) as part of the American and Qatari Modelling of Arabic Project. It 
consists of Arabic Wikipedia articles, which have been manually annotated for NEs in four categories 
(person, organisation, location, and miscellaneous). Branching out from the early corpora based on 
news domains has allowed this corpus to be based on other, more diverse domains. Further, AQMAR2, 
based on 28 Arabic Wikipedia articles, contains 74,000 tokens from the domains of history, science, 
technology, and sports. The AQMAR corpus is a valuable contribution to the rapidly developing 
diversity of Arabic NER. 
2.6.1.4 WikiFANE Selective and WikiFANE Whole 
In a similar manner, Alotaibi and Lee (2013) developed the WikiFANE corpora based on Arabic 
Wikipedia articles. These corpora are manually annotated but were collected using the ACE NE 
taxonomy. However, there is a major modification in that the NE class of person is subdivided into 
nine fine-grained classes: artist, athlete, businessperson, engineer, police, politician, religious, scientist, 
etc. The coarse-grained class of product NE is also added. WikiFANE is divided into two corpora: 
WikiFANE Whole and WikiFANE Selective. WikiFANE Whole contains all the sentences retrieved from the 
scanned articles and comprises 2,023,496 tokens, whereas the Selective corpus contains only those 
sentences containing at least one NE phrase, reducing the token count by over two thousand to 
2,021,177. 
2.6.1.5 NewsFANE Gold and WikiFANE Gold 
Alotaibi and Lee (2014) went on to develop NewsFANE Gold and WikiFANE Gold in 2014 using a 
similar process and the two-level taxonomy employed in the development of the previous two 
WikiFANE corpora. NewsFANE is a newswire corpus making use of the same textual data in 
ANERcorp, only annotated for more fine-grained NER. WikiFANE Gold, like the other WikiFANE 
corpora, draws from Arabic Wikipedia articles; however, it has only a quarter of the tokens at 500,000. 
That said, both are more fine-grained than previous corpora. 
2.6.2 Morphological analysers 
As Arabic presents a complex morphology, it can often be a challenging language for natural language 
processing systems. However, with the increase in available Arabic digital texts and corpora has come 
a strong interest in the applications of natural language processing systems for Arabic language. This 
has required the development of additional tools designed to handle the morphological differences 
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between Arabic and other popular natural language processing languages, such as English or Chinese. 
The following is a list of different morphological analysers and other text pre-processing tools that are 
the most widely used in Arabic NER. 
2.6.2.1 BAMA 
A recurring feature in the literature, BAMA is one of the most widely used tools when it comes to 
Arabic natural language processing, such as the work by Buckwalter (2002), Farber et al. (2008), 
Elsebai et al., (2009), Elsebai and Meziane (2011), and Al-Jumaily et al. (2012). Moreover, BAMA 
files its Arabic-English lexicon into prefixes, suffixes, and stems, with 299,618 and 82,158 entries, 
respectively. These are then supplemented with three morphological compatibility tables that control 
the prefix-stem combinations, the stem-suffix combinations, and the prefix-suffix combinations, 
representing 1,648, 1,285, and 598 entries, respectively. Additionally, BAMA can be accessed through 
the Linguistic Data Consortium. 
2.6.2.2 MADA+TOKAN 
The Morphological Analysis and Disambiguation for Arabic (MADA) tool is invaluable to Arabic 
NER. Built on top of BAMA by Habash et al. (2009), MADA+TOKAN is a two-part tool that 
disambiguates Arabic NEs before tokenising them. The morphological analysis that MADA conducts 
can then be moved into the process of tokenising the isolated stem deterministically. The TOKAN 
component of the system allows the resulting disambiguated analysis to be tokenised via any specified 
tokenisation scheme. This is important because there are many different ways to tokenise the Arabic 
language, and deciding which one is most appropriate can depend on the context of the research. 
This tool is essential to the broadening spectrum of Arabic natural language processing research, 
providing one basic solution to all the core problems identified in Arabic natural language processing. 
It handles tokenisation, diacritisation, morphological disambiguation, part-of-speech tagging, 
stemming, and lemmatisation. This helps to break down and manage Arabic texts that would otherwise 
be too complex for NER software to identify NEs with much accuracy. This tool was widely used in 
the literature by many researchers such as (Farber et al. 2008; Benajiba and Rosso 2008; Oudah and 
Shaalan 2012;  Oudah and Shaalan 2013). 
2.6.2.3 AMIRA 
AMIRA is a statistical toolkit designed to process Arabic morphology. In 2009, Diab presented 
AMIRA as a solution to the problem of processing modern standard Arabic. AMIRA addresses many 
different aspects of natural language processing in Arabic and has many functions, all of which can 
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contribute to NER in Arabic. The tokenisation process of AMIRA allows the user to select token count 
as well as the option of clitic tokenisation, where conjunctions, prepositions, pronouns, future marker 
clitics, and definite articles are separated as well as prefixes and suffixes. This provides the added 
benefit that the root of each word can be located for improved NER, a highly important task in Arabic. 
To do this, AMIRA applies a chunking scheme on the character level and locates a chunk boundary. 
Using an IOB (inside/outside/beginning) annotation scheme, the characters are selected as being inside, 
at the beginning, or outside a chunk. For inside and beginning characters, there are five classes. The 
goal is to produce a text where the word tokens are all words as represented in a standard Arabic 
dictionary. In addition, AMIRA utilises part-of-speech tagging, including an optional standard tag set 
of 25 tags and an extended tag set of 72. The part-of-speech tagging by AMIRA adopts an approach to 
classification based on SVM, and both taggers have an accuracy over 96%. This improves the results 
of later, higher processes, such as base phrase chunking. In AMIRA, the model is designed to produce 
the longest possible base phrases, while avoiding internal recursion. The breadth of applications of 
AMIRA as well as its high adaptation to the Arabic language and high accuracy and flexibility make it 
a useful tool for NER in new and underexplored domains. 
2.6.2.4 MADAMIRA 
With the best components of both MADA and AMIRA, MADAMIRA is the end result of combining 
the two strongest commonly used systems in Arabic natural language processing. Moreover, 
MADAMIRA makes use of a streamlined Java implementation, which results in a more resilient, 
malleable, and fast process. Developed by Pasha et al. (2014), it efficiently handles modern standard 
Arabic as well as Egyptian Arabic, illustrating how few alterations are necessary for MADAMIRA to 
handle the dialectal variations of the Arabic language. In addition to improving performance and 
duplicating the functions of MADA and AMIRA tools, MADAMIRA “was designed to be fast, 
extensible, easy to use and maintain” (Pasha et al., 2014, p. 1095). Moreover, MADAAMIRA 
maintenance is easier and unlike AMIRA, users do not need to install any other third-party software in 
order to run the tool. Another additional feature which was not present in MADA or AMIRA, is the 
support of XML and HTTP where the input and output text could be provided as plain text on in XML 
format (Pasha et al., 2014). 
2.7 Conclusion 
In 2007, Nadeau and Satoshi (2007) carried out a survey of the 15 years of research in the NER and 
classification fields, ranging from 1991 to 2006, revealing that earlier systems used hand-written rule-
based algorithms far more often than the more recent systems which were increasingly leaning towards 
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ML techniques. This shift is a result of the explosion of research in developing new and better ways of 
employing ML in NER. 
The domains of NER and classification research had not been expanded greatly, with most studies 
using the same domains for their investigations. This means that many domains, such as medicine, 
cannot be wholly addressed by a pre-existing system, as domain dependence interferes. Combined with 
language barriers, this is a problem that is only slowly being addressed by the adaptation of various 
systems and toolkits to specific document types. This also means that certain types of NE such disease 
and symptoms are not adequately addressed, due to the lack of research in the domains where they 
have a strong presence. Earlier work focused on extracting proper nouns in general (e.g. named of 
people, location, and organization) but lately much research is focusing on more complex NE types. 
The majority of NER and classification work that was done focused on English, but with a growing 
representation from German, Spanish, Dutch, Japanese, Chinese, French, Greek, and Italian. However, 
Arabic NER and classification was only just starting to develop large NER projects. 
However, there are not many analysers or corpora available for Arabic NER study as this is a 
developing research area. In time it is likely that the available tools and corpora will be as abundant 
and successful as those used in English, Chinese, and German. 
In conclusion, NER in Arabic has made much progress; however, the field remains underexplored, 
especially considering the global effects of the Arabic language. In many ways, becoming a popular 
NER language around the same time as many other languages were moving from hand-written systems 
to ML systems has affected Arabic NER research. Especially when we consider the complex 
morphology of Arabic, it becomes clear that much work still needs to be done to help bring the field to 
the level of other significant languages in terms of NER. When it comes to the variety of domains and 
accessible annotated corpora, Arabic NER trails even further behind, possessing large data gaps that 
must be filled to encourage further progress. Therefore, this study intended to contribute to the rapidly 
growing body of Arabic NER research and assist in bringing Arabic NER to the foreground.  
In this chapter, we surveyed the current research efforts in the Arabic named entity recognition field 
including the NER approaches, the evaluation metrics, and the NER tools and resources for Arabic 
language. In the next chapter, we will discuss the theoretical foundations that underpin our research 
which are the natural language levels and Bayesian belief networks. 
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3 Chapter 3: Theoretical Foundations 
3.1 Introduction 
This chapter reviews the theoretical foundations that underpin this research. As this research project 
analyses texts to recognise specific named entities, the relevant literature related to natural language 
processing (NLP) is covered in the first section. Bayesian belief networks (BBNs), which are applied 
to represent and learn from the knowledge acquired from the NLP levels in order to recognise the 
entities, are introduced in the second section (Figure 3.1). 
Named Entity 
Recognition 
Natural Language 
Processing levels
Bayesian Belief 
Networks
 
Figure 3.1 Theories that underpin this research. 
 
3.2 Natural Language Processing Levels 
Human analysis is generally, if not always, the most favourable form of text analysis. After all, humans 
can more accurately understand language, making exceptions known and even incorporating new 
terms, than a machine can. However, the human hours it would take to process large corpora manually 
would be extraordinary and not a good return on investment. Steedman noted that “computer science 
provides a rich source of models for theories of all three modules of the human processor”, as “within 
the Artificial Intelligence paradigm [one can find] both theories and working examples of the way in 
which syntactic processing, semantic processing, and referential processing can be interleaved and may 
in very restricted senses interact during processing” (Steedman, 1994, p. 231). However, although he 
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viewed this in some ways as an advantage, Steedman was quick to acknowledge that “programming 
languages are strikingly unlike their natural counterparts” (Steedman, 1994, p. 231). This is very well 
when it comes to the areas where computational analyses are more efficient, but what about the many 
ways in which language is a variable object? This is where NLP can be beneficial. 
Natural language processing (NLP) is aimed at facilitating computers to understand and manipulate 
natural language text or speech by exploring how humans understand and use natural languages 
(Chowdhury, 2003). People extract meaning from natural language text or speech using seven different 
levels: phonetic, morphological, lexical, syntactic, semantic, discourse, and pragmatic (Feldman, 1999; 
Liddy, 1998). 
In computational linguistics, when a text or even a word is processed by a program, this program must 
be calibrated to understand the nuances of meaning behind the text it has been given. This process of 
mining, when not calibrated to natural language data, could result in lost or misrepresented 
information. To a human, it is natural to break down various forms of meaning and understand them, 
sometimes in a matter of seconds. This is very helpful when analysing small text samples, but when 
analysing large corpora, this would be a very time consuming process. Through NLP, we can attempt 
to recreate that natural human understanding of language in our programs, rendering more accurate 
data from text mining (Popowich, 2005). The six levels of NLP are described below. However, the 
phonetic level is not discussed because this research focus on only texts not speech. 
 Morphological level 
Morphology involves the study of the shapes words take, as text and as sounds, and the ways in which 
words across a language bear relation to each other. As words are a combination of form and meaning, 
it is important that any program designed to analyse words ‘understands’ not only the form these words 
take but also how they are related to the text and to the source language in general. For example, the 
addition of prefixes and suffixes may create words that differ in form but are almost identical or related 
in meaning, (the English addition of -s to create a plural or the Arabic addition of the Al determiner to 
create a definite form). Likewise, many nouns can be transformed into adjectives or verbs, to make 
them descriptive words or action words that, while bearing some relation to the original noun, have an 
entirely different meaning (Anderson, 2003). For a program to correctly analyse corpora, therefore, it 
must come equipped with some ability to categorise words based on meaning and context. At the 
morphological level, NLP involves the study of the component structure of a word (Liddy, 1998). In 
order to understand an unknown word, humans break it down into its component parts and try to 
understand the parts. Likewise, any NLP system can do the same. For example, in Arabic, words 
consist of prefixes, a stem or a root, as well as suffixes with different combinations. If an NLP system 
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cannot find the meaning of the whole word, it can extract its root by breaking it down (Liddy, 2001). 
The morphological analysis level is relevant to our work, as one of the pre-processing steps of our 
system is text tokenisation. At the tokenisation step, a morphological analysis is carried out where 
words are broken down into prefixes, stems, and suffixes. For instance, a sentence in English such as 
"and they will write it" can be split into five tokens, while in Arabic this is expressed in one word 
اهنوبتكيسو (wsyktbonha). As this example shows, the conjunction “and” and the future marker “will” are 
represented as prefixes by the letter و and س respectively, while the pronouns “they” and “it” are 
represented by the suffixes نو and اه respectively. 
 Lexical level 
The lexicon of a language is the collection of words that the language comprises. Lexical proficiency is 
an important part of understanding language. To be lexically proficient, a human or program must not 
only know many language features but also understand each feature well and be able to process each 
feature quickly and on demand. For a program, there are many hurdles to understanding a lexicon that 
a human may not consider. These are the qualities that any given language feature possesses. Polysemy 
is the number of meanings related by extension a word has. For example, the English word ‘head’ 
could refer to the body part or to a president. In the same way, the Arabic word “نيع” could refer to the 
body part or to a spy. Hypernymy is the specificity of a word. For example, pigeon, duck, and seagull 
are all hyponyms of bird (their hypernym), while semantic co-referentiality assesses words relative to 
semantic similarity. Word frequency measures how often the words occur, and word concreteness 
differentiates between specific and abstract words. Word familiarity represents the cultural value of a 
word, and word imagability explains how easily a word evokes an image. Word meaningfulness 
demonstrates how closely associated words are to other words, and word length shows the total number 
of characters in a language feature. All of these could be the target of research, and many of them need 
to be considered even if they are not the main objective of the research. Different kinds of processing 
can contribute to lexical understanding. One of these methods is to label each individual word with part 
of speech (POS) tags. Using a lexicon could also be required for lexical level analysis (Liddy, 2001). 
The lexical analysis level is important to our research as POS tagging is performed at the pre-
processing step of our system. Assigning a POS tag to each token in our corpus can help our BBN 
understand the meaning of these individual tokens. Also, at feature extraction step, different lexical 
lists (lexical markers list- Gazetteers, Stopwords list) were produced during this research to help the 
BBN ‘understand’ the general meaning of these tokens. 
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 Syntactic level 
Syntax covers the assessment of correct grammar and how we reach the conclusion and consensus that 
grammar rules are applied appropriately. However standard formal grammar may not adequately 
explain the meanings conveyed in a text or corpora, especially not when the document is legal or 
technical and may have a different way of ordering its components. The context and detailed properties 
of the words are key to an accurate reading of the syntax. Any program analysing syntax needs to be 
adequately prepared to understand these variables in the context of the text or corpora being analysed 
(Schubert, 2015).  
The focus is on the grammatical structure of the sentence and on the position and type of each word, 
this usually requires parsers (Liddy, 2001). In our work, a shallow syntactic analysis is performed in 
order to extract appropriate patterns that characterise our corpus. Details of these patterns are presented 
in Section 4.4.3. The POS tags of a -/+2 words sliding window (5 words) are also applied in our BBN 
in order to detect any syntactic pattern. A deeper syntactic analysis can be done using a base phrase-
chunking tool. However, too much syntactic depth is not required, as the interpretation of a complex 
extract from a text is determined by the interpretation of its components and syntax largely assists in 
identifying the semantic interpretation of the same extracted elements (Steedman, 1994). 
 Semantic level 
Semantics is the study of the meaning of words, phrases, and symbol expressions in NLP. 
Computational semantics combines an understanding of formal semantics with computational 
linguistics and automated reasoning. The collection of semantics can be performed alongside a 
syntactic analysis with little to no loss of information (Steedman, 1994). Semantic analysis varies in 
process, depending on the end goal of the research. First-order logic is generally seen as the favoured 
starting point. This is because first-order theorem provers are currently developed enough to offer 
insight into semantic reasoning and because first-order logic can process a wide variety of phenomena. 
The system will break text down into language formulas, replacing logical variables with 
representations, leaving only linguistic constants at the end. The model then interprets the resulting 
formula using variable assignment functions. However, it is important to not use this formula rigidly. 
Semanticists need to use ‘natural language metaphysics’ (Bach, 1986) to account for the fact that 
human language can be highly variable (Blackburn and Bos, 2003). According to Gabrilovich and 
Markovitch (2007, p. 1), representation of natural language semantics requires “access to vast amounts 
of common sense and domain-specific world knowledge”. There are lexical databases available, 
including WordNet, and thesauri that allow for encoding of the relations between lexical items in order 
to solve the semantic disambiguation of words. However, even with these tools, word sense 
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disambiguation remains impossible in many instances (Gabrilovich and Markovitch, 2007). In our 
study, every token in our corpus is labelled with an appropriate tag representing a shallow semantic 
meaning of those tokens that determines whether these tokens are specific named entities or not. 
 Discourse level 
Discourse information is very important in language production and analysis, among other linguistic 
processes. Defining discourse as a separate entity from pragmatics has often been a point of contention. 
Discourse used to be used primarily considered part of pragmatics, focusing on discourse factors and 
the behaviour of the speaker and recipient, namely, how word and expression choices are influenced by 
culture and, in turn, create a culture. However, (Dijk, 1983) has illustrated that discourse is a valuable 
and independent part of the system of language. Using a Bayesian behavioural model, the addition of 
discourse knowledge assists in recovering categories and sorting tokens more accurately. More 
specifically, pronouns were found to be categorised with greater accuracy once discourse was 
considered (Orita, 2015). At the syntactic and semantic levels, NLP deals with sentence-length units. 
Discourse analysis deal with units that are longer than sentences. It “focuses on the properties of the 
text as a whole that convey meaning by making connections between component sentences” (Liddy, 
2001, p. 9). Anaphora resolution and discourse structure recognition are examples of discourse 
analyses. 
 Pragmatic level 
Pragmatics is primarily concerned with inference, which is the information a reader or listener gains 
without being explicitly told. It is, in short, deductive reasoning derived from formal elements of 
language structure, such as semantics, syntax, and lexicon, combined with cultural elements of 
language, such as discourse and context. As an organic human trait, this can be a difficult field for 
computers to navigate. It covers everything from the previously discussed discourse to the 
interpretation of speech acts and an understanding of coherence. Pragmatics can be covered by logic-
based approaches and probabilistic approaches, but, due to the depth of meaning and variability of 
pragmatics, a combination of both generally delivers the best results (Jurafsky, 2003). The pragmatic 
level includes “understanding the purposeful use of language in situations, particularly those aspects of 
language which require world knowledge” (Liddy, 1998, p. 14). This knowledge comes from the 
outside world, so it is from outside the content of the document. It could include intentions, goals, and 
plans. 
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3.3 Bayesian Belief Network 
The BBN is a probabilistic graphical model which is also known as a recursive graphical model, belief 
network, casual probabilistic network, casual network, influence diagram, and several other 
designations. When discussing BBNs, many authors will also have a slightly different interpretation of 
the model, which can further confuse understanding. The main agreement is that BBN breaks down 
probabilities of outcomes based on a series of reliable equations, providing a graphical structure with a 
set of probabilities (Daly et al., 2011). For the purposes of our research, a BBN consists of a set of 
interconnected nodes, where each node represents a variable in the dependency model and the 
connecting arcs represent the causal relationships between these variables. Each node or variable may 
include a number of possible states/values. The belief in each of these states/values is determined from 
the belief in each possible state of every node directly connected to it and its relationship with each of 
these nodes. The belief in each state of a node is normally updated whenever the belief in each state of 
any directly connected node changes (Wooldridge, 2003). Such Belief networks are able to represent 
probabilities over any discrete sample space so that the probability of any specific sample point from 
that space can be computed from the probabilities outlined in the BBN (Daly et al., 2011). 
The BBN is an approach that allows the user to form a hypothesis H about the world based on the 
given evidence e: 
p(H|e) = p(e|H)p(H) / p(e) Equation 3.1 
where p(H|e) is sometimes called the posterior probability, p(H) is called the prior probability, p(e|H) is 
called the likelihood of the evidence (data), and p(e) is a normalising constant (Heckerman, 1998). 
A famous example of a Bayesian network is presented by Professor Judea Pearl from the University of 
California, Los Angeles. The example is as follows: 
“ ‘I’m at work, neighbour John calls to say my alarm is ringing, but neighbour Mary doesn’t call. 
Sometimes it’s set off by minor earthquakes. Is there a burglar?” 
The variables of the network are: burglar (B), earthquake (E), alarm (A), JohnCalls (J), and MaryCalls 
(M). The network structure is presented in Figure 3.2. It consists of five nodes where each node 
represents a variable. The network topology reflects the following ‘causal’ knowledge: 
 A burglar can set the alarm off. 
 An earthquake can set the alarm off. 
 The alarm can cause Mary to call. 
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 The alarm can cause John to call. 
Each node in the network has a conditional probability table (CPT), which indicates the probability of 
the node being true given its parent nodes’ value. 
 
 
 
Figure 3.2 An example of a typical Bayesian network. 
 
Given the above example, the Bayesian network gives us the chance to model any scenario and 
compute its probability. Examples of these scenarios are: 
 The probability of burglary given that John and Mary call. 
 The probability of Mary calling given that John did not call and there is an earthquake. 
 The probability of the alarm going off given John is calling. 
 
The use of belief networks has become widespread partly because of their intuitive appeal. Practical 
uses for Bayesian networks were outlined in 1998 by Niedermayer, and many of them still hold true to 
this day. If anything, they have been further explored and expanded. The speed with which BBNs have 
been adapted to these various fields shows both their variety of potential as well as how easily they 
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transform and apply to any given field. At that time, the National Aeronautics and Space 
Administration (NASA) was heavily investing in Bayesian research. This was because deep space 
exploration could result in novel scenarios playing out, and they needed to work out the most likely 
results of different actions. Adding more and more data, they were able to predict events that even their 
top researchers would not have devised. This shows that Bayesian networks have distinct advantages 
over human intuition, while at the same time working with our intuition and knowledge (Niedermayer, 
1998). These same developments have been worked with and expanded in numerous fields of research 
since then. 
BBNs have been deployed successfully in many applications. They have been used for military 
applications and, more specifically, in threat evaluation by Johansson and Falkman (2008) who 
developed a threat evaluation system that could handle data better than imperfect observations of 
humans and other systems. Zou and Conzen (2005) adapted a dynamic Bayesian network (DBN) for 
the prediction of the gene regulatory system from time course expression data. They presented the 
DBN-based approach and revealed that it had increased accuracy and reduced computational time 
compared to other DBN approaches, improving the process of prediction. Their new approach limited 
potential regulators to genes with early and simultaneous expression changes, effectively allowing the 
BBN to learn as it processed the information. This resulted in a limited number of potential regulators 
and a smaller search space. They also employed lag estimation to further increase the accuracy of 
predicting gene regulatory networks. Their results demonstrate that the approach can predict regulatory 
networks with greater accuracy and less computational time. 
Ticehurst et al. (2007) have also used BBNs in the assessment of the sustainability of eight coastal 
lake-catchment systems, which are located on the coast of New South Wales in Australia. They found 
that BBNs factored all the variables in a less complicated and easier to understand way than other 
processes. Presenting a case study as evidence, they proposed that BBNs should be used more often for 
ecological analysis, due to their simplicity of use and reliable output. 
The BBN has been applied in the medical domain. Nikoyski (2000) found that Bayesian networks 
assisted in numerical probabilistic analysis when the information provided was incomplete or only 
partially correct. This occurs often when studies publish indirect statistics. Although nothing can 
replace the actual information, a BBN is as close as it gets to filling in the blanks. The techniques were 
discussed in the practical contexts of designing diagnosis devices. 
Velikova et al. (2014) also applied BBN in healthcare. They noted that although it is still difficult to 
bridge the gaps between Bayesian networks, they are still the best technology available for modelling 
medical problems, including personalisation of healthcare. Inputting knowledge of diseases based on 
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the interpretation of patient data allows the BBN to predict the progression of the disease. They used 
preeclampsia to illustrate the use of this model.  
However, to our knowledge, there has been no research using BBNs to extract named entities, yet it 
has been successfully used for NLP of the English language, such as spell checking (Haug et al., 
2001), text categorisation and retrieval (Yang, 1994), and speech recognition (Bilmes, 2004). This 
research aims to demonstrate that BBNs can provide an efficient and novel approach to extracting 
named entities from Arabic medical texts. 
One of the main advantages of belief networks is that they concisely represent probabilistic 
relationships. To this end, we should only factor in the known dependencies instead of assuming that 
all variables are dependent on other variables. This puts the researcher in a good position to acquire 
and represent knowledge in their domain. For this reason, belief networks have been favoured for data 
interpretation (Cooper, 1990). Bayesian networks give researchers the material required to put their 
domain expert knowledge to use in the discovery process. This is significant, as other techniques rely 
more on coded data, meaning BBNs at worst will provide additional data and at best will provide the 
exact data required. The BBNs are also easier to read and understand due to the use of nodes and 
arrows. Using nodes and arrows to signal variables of interest and illustrate the relationships of 
variables gives researchers room to encode their personal expert knowledge on any given domain using 
graphical diagrams, which makes it much easier to understand and analyse the output of the BBN. 
Bayesian networks are designed to make the most of encoded knowledge and to increase the efficiency 
of their modelling process, which then goes on to improve the accuracy of their predictions. The BBNs 
are also noted to be at an advantage when detecting and capturing interactions among input variables. 
Decision trees or CART sometimes may seem to produce a more accurate classification, but this is 
because they only factor in the relationship between output and input variables. However, even at the 
expense of the accuracy of classification, the ability of BBNs to also capture the relationships between 
input variables adds value. The BBNs are still fairly accurate in their predictions, even when using 
incomplete data. This also means that BBNs are less influenced by small sample sizes (Lee and Abbott, 
2003). A few disadvantages do exist. For example, some researchers note there is a distinct absence of 
commercially available BBN learning algorithms and that the computational methods required are 
highly complicated (Lee and Abbott, 2003), but these do not detract from belief networks' value when 
used correctly. 
During the conduction of this research, the relevance tree algorithm, which is an exact probabilistic 
inference algorithm for Bayesian networks and dynamic Bayesian networks, is used to perform the 
learning and inference. The relevance tree algorithm is based on the well-known "Relevance 
reasoning" approach. Relevance reasoning is “the process of eliminating nodes in the Bayesian 
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network that are unnecessary for the computation at hand” (Jammalamadaka, 2004, p.34). Relevance 
reasoning is based on the d-separation; it can be used to improve the efficiency of Bayesian belief 
network by identifying and pruning irrelevant parts of a network (Lin and Druzdzel, 1998). The aim is 
to identify those target nodes involved in the inference task, and to eliminate irrelevant nodes which are 
not likely to affect the computation on those target nodes (Jammalamadaka, 2004). The elimination 
process involves three steps: 
 The elimination of computationally unrelated nodes. This is the most important step and is 
based on the d-separation criterion. Nodes that are d-separated from target nodes are 
probabilistically independent and can be removed; the number of nodes are then reduced. 
 
 The elimination of barren nodes (i.e.  nodes with no descendants or no evidence). Although 
barren nodes may depend on the evidence, they have no impact on the probabilities at the 
target nodes so they are computationally irrelevant.  
 
 The elimination of nuisance nodes. A nuisance node is computationally related to a target node 
given a certain evidence (i.e. is not d-separated). The elimination process of the nuisance nodes 
is carried out by marginalising these nodes into their children (Jammalamadaka, 2004). 
 
3.4 Conclusion 
This chapter has presented an overview of the theoretical foundations that underpin this research, 
which are the NLP and BBN. The NLP levels underpin the first stage of our study, which is described 
in Chapter 4, where the textual data is pre-processed and analysed and describing how features are 
extracted. BBNs underpin the second stage, which is described in Chapter 5, describing how the BBN 
is used to learn from the annotated data and features in order to predict and recognise the entities. 
As has been observed, these multiple levels of Natural Language Processing, have their advantages and 
disadvantages when it comes to machine processing as opposed to human analysis. It is important to 
note that though computational processing is continually improving, it is still impossible to teach 
computer systems to understand these levels in the same way as humans. This is mediated by passing 
some morphological, lexical, syntactic and semantic analysis to our Bayesian Belief Network. 
Morphological analysers are used to break down words and extract the meaning from its base 
components. This is essential due to the agglutinative nature of Arabic, as well as the complexity of 
medical terminology. The lexical level applies Part-of-Speech tagging necessary at the pre-processing 
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stage of our medical corpus. This allows our BBN to extract the meaning of individual lexical tokens. 
A shallow syntactic analysis is performed to extract patterns that are representative of our corpus. A 
shallow semantic tagging of the tokens in our corpus is used to determine whether or not the token is a 
relevant named entity. The application of available NLP tools allows us to better simulate the ways in 
which humans extract meanings from text.  
Bayesian Belief Networks can help break down the probability of certain outcomes based on the 
extracted features. This approach is a useful contribution to our research as it allows us to adjust the 
network structure for better processing, using our own expert knowledge to make the system more 
accurate. However, reality is far more nuanced than any extant system can account for. Real language 
is far more complicated than can currently be understood by any system.  
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4 Chapter 4: Named Entity Recognition with NAMERAMA 
4.1 Introduction 
This chapter describes the process of implementing the NER system in the Arabic medical 
domain, referred to as NAMed Entity Recognition Approach for Modern Arabic 
(NAMERAMA) in this thesis. The implementation is described in two chapters: this chapter 
focuses on the natural language processing stage, whereas Chapter 5 describes our BBN 
approach to the classification and recognition of appropriate named entities. Chapter 4 starts 
with an overview of the NAMERAMA system, describing its architecture components in 
Section 4.2. Due to the lack of an Arabic NER corpus related to the medical domain, we have 
built our own corpus, which consists of 27 Arabic articles related to the cancer domain and is 
discussed in Section 4.3. The processing of the Arabic corpus is outlined in Section 4.4. 
4.2 System Overview of NAMERAMA 
NAMERAMA is developed to recognise and extract specific named entities and consists of 
two main stages. The first stage, which relates to Arabic language processing, comprises three 
main steps: pre-processing, data analysis, and feature extraction, whereas the second stage 
focuses on the application of the BBN to classify, recognise, and extract the relevant named 
entities. Our system architecture is described in Figure 4.1, where each stage is coloured 
differently. At the pre-processing steps, data tokenisation and POS tagging are carried out 
using the AMIRA tool; this is described in Section 4.4.1.1. The output is checked and 
corrected manually by the researcher after data tokenisation and then is annotated. At the data 
analysis step, frequency, collocation, and concordance analyses are carried out to extract the 
optimal feature set to be used to train the classifier at the second stage. The analysis of the 
corpus had yielded a set of features, namely the gazetteers, the appropriate lexical markers, a 
set of linguistic expressions (patterns), and a list of stop words list. These extracted features 
are then ready to be converted into a matrix vector to be trained by our BBN stage in order to 
extract relevant named entities for our medical corpus. 
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4.3 Corpus Description 
The medical corpus used to illustrate our research approach is extracted from the King Abdullah Bin 
Abdulaziz Arabic Health Encyclopedia (KAAHE) website. The KAAHE was initiated through the 
collaboration between the King Saud Bin Abdulaziz University for Health Sciences and the Saudi 
Association for Health Informatics and was further developed by the National Guard Health Affairs, 
the Health on the Net Foundation, and the World Health Organisation. The KAAHE content was 
provided by the U.K. National Health Services (NHS Choices). The KAAHE became the official 
health encyclopaedia in May 2012 (Saudi E-health Organisation, 2012). The KAAHE is a reliable 
health information source, containing abundant information written in modern Arabic, which is in 
easily understandable language and is appropriate for users from various community groups 
(Alsughayr, 2013). We have extracted 27 articles describing different types of cancer, providing the 
study with an initial total of 50,256 tokens. After tokenising the articles, the number of tokens has 
increased to 62,504 due to the linguistic structure of the Arabic language where pronouns and particles 
such as conjunctions, prepositions, and determiner are agglutinated to the lexical item and must be 
segmented off for further processing. As a result, the size of our corpus has increased by around 
24.37%, as shown in Table 4.1. Figure 4.2 shows a sample of the untokenised text in Arabic, its 
translation into English, and its tokenised version. 
4.4 Arabic Language Processing Component 
The first stage of our NAMERAMA system is based on a pipeline process where three main steps are 
carried out sequentially: the data pre-processing step, data analysis step, and feature extraction step. 
4.4.1 Data pre-processing steps 
The data pre-processing step is essential to any successful NER system. It aims at preparing the data 
for further exploitation by the next steps and consists of three main steps, namely data tokenisation, 
POS tagging, and data annotation described below. 
4.4.1.1 Data tokenisation with AMIRA 
The data tokenisation is carried out using AMIRA, a set of tools developed at Stanford University. It 
includes a tokeniser, a part of speech tagger (POS), and a base phrase chunker providing a shallow 
syntactic parser. It is based on supervised learning and uses Support Vector Machine (SVM) to 
perform the tokenisation of Arabic words (Diab, 2009; Diab et al., 2007). AMIRA allows the user to 
determine the tokenisation scheme among schemes such as those described below.  
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Figure 4.1 The architecture of NAMERAMA system.
 55 
 
 
 
 
 
 
 
Figure 4.2 A sample of the un-tokenised data in Arabic, its translation in English, and its tokenised version. 
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Table 4.1 Data size before and after the tokenising stage. 
No Article 
Total Tokens 
 (Un-tokenised Data) 
Total Tokens 
(Tokenised Data) 
Difference 
1 Adrenal glands cancer 2220 2726 +506 
2 Anal Cancer 1765 2198 +433 
3 Bone Cancer 1685 2086 +401 
4 Brain Cancer 1723 2200 +477 
5 Breast Cancer 2289 2777 +488 
6 Cervical Cancer 2281 2748 +467 
7 Colon Cancer 1500 1922 +422 
8 Eye Cancer 2433 3036 +603 
9 Gall Bladder Cancer 1673 2081 +408 
10 Intestinal Cancer 2014 2511 +497 
11 Kidney Cancer 1958 2404 +446 
12 Leukaemia 2332 2977 +645 
13 Liver Cancer 1976 2482 +506 
14 Lung Cancer 1310 1630 +320 
15 Nasal Cancer 1719 2155 +436 
16 Oesophageal Cancer 2051 2523 +472 
17 Oral Cancer 1794 2250 +456 
18 Ovarian Cancer 1605 2044 +439 
19 Pancreatic Cancer 1580 1908 +328 
20 Penile Cancer 932 1169 +237 
21 Salivary Gland Cancer 2071 2541 +470 
22 
Skin Cancer Non-
Melanoma 
2120 2643 +523 
23 Stomach Cancer 1878 2340 +462 
24 Testicular Cancer 1379 1775 +396 
25 Thyroid Cancer 1974 2444 +470 
26 Uterine Cancer 2143 2645 +502 
27 Vulvar Cancer 1851 2289 +438 
Total 50256 62504 +12248 
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 Default: conjunctions, prepositions, determiners, suffixes and future markers are all 
individually separated. 
 Default+nodelimit: conjunctions, prepositions, determiners, suffixes and future markers  are 
all individually separated; no delimiters. 
 Atb: conjunctions, prepositions, suffixes and future markers are all individually separated 
(determiners are not segmented). 
 Conj: only conjunctions are separated (w#, f#). 
 Conj+suff: conjunctions and suffixes are separated. 
 Prep: prepositions are separated; any conjuctions are attached to the prep. 
 Group+prep: prepositions are separated; any conjuctions are attached to the prep but are not 
delimited. 
 Fut: the future marker (s+) is separated; any conjuction or prepositions are left attached to s+. 
 Prefix: All prefixes are separated as one token. 
 Det: determiners (Al+) are separated; any conjunction or prepositions are # left attached to Al. 
 Suff: Only suffixes are separated. 
Table 4.2 illustrates how the main schemes are applied on the following words: تانسحلابو 
(and+by+their+virtue), دلابللو (and+for+the+countries), مهتبتكمبف (then+by+librariers+their), اهلوقنسو 
(and+will+we+say+it).  
Table 4.2 The main tokenisation schemes of AMIRA. 
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AMIRA is applied to 27 cancer articles where all prefixes, such as conjunctions, future markers, and 
prepositions, are segmented off the lexical item. The Al determiners and suffixes are not tokenised 
because this increases the ambiguity and sparsity of the text, as there are more than 127 suffixes in 
Arabic (Sawalha and Atwell, 2009). Figure 4.3 displays a sample of the tokenisation result, where 
errors are highlighted in grey. 
 
Figure 4.3 A sample of the tokenisation task result. 
In the above example, AMIRA has missed tokenising lexical items which start with the 
preposition ب (b) such as عونلاب (bAlnwE – type) and ناطرسلاب (bAlsrTAn – by cancer) and 
lexical item which starts with the conjunction و (w) such as وهو (whw – and it). However, 
AMIRA has tokenised incorrectly the lexical item ةيفمللا (Allmfyp – lymphatic) by adding the 
letter ا (A) after the determiner لا (Al). 
The results of AMIRA’s tokenisation of our corpus are evaluated in terms of three measures: 
precision, recall, and F-measure, using the following equations: 
 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠 𝑡ℎ𝑎𝑡 ℎ𝑎𝑣𝑒 𝑏𝑒𝑒𝑛 𝑡𝑜𝑘𝑒𝑛𝑖𝑠𝑒𝑑 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦
𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠 𝑡ℎ𝑎𝑡 ℎ𝑎𝑣𝑒 𝑏𝑒𝑒𝑛 𝑡𝑜𝑘𝑒𝑛𝑖𝑠𝑒𝑑
 
Equation 4.1 
   
𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠 𝑡ℎ𝑎𝑡 ℎ𝑎𝑣𝑒 𝑏𝑒𝑒𝑛 𝑡𝑜𝑘𝑒𝑛𝑖𝑠𝑒𝑑 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦
𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠 𝑡ℎ𝑎𝑡 𝑛𝑒𝑒𝑑 𝑡𝑜 𝑏𝑒 𝑡𝑜𝑘𝑒𝑛𝑖𝑠𝑒𝑑
 
Equation 4.2 
   
𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙 ∗ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
𝑟𝑒𝑐𝑎𝑙𝑙 + 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 
 
Equation 4.3 
 
The AMIRA tool has achieved 91.30%, 88.53%, and 89.90% for precision, recall, and F-measure, 
respectively. Two categories of errors are identified: false positive errors and false negative errors, 
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which are described below. False positive errors occur when AMIRA tokenises a lexical item that does 
not need to be tokenised. Five different false positive errors have been identified and described below. 
 Lexical items starting with the letter l  
AMIRA incorrectly tokenises some lexical items which start with the letter l, confusing it with the 
determiner al; in these lexical items the letter l is part of the lexical item. Examples of these lexical 
items are حاقل (vaccine), تسيل (not), ةيباعل (salivary), ةيرزيل (laser), and ةيفمل (lymphocytes); these lexical 
items are tokenised into two terms:  ةيرزي ل ,ةيباع ل ,تسي ل ,حاق ل, and ةيفم ل.  
 Lexical items starting with the letter f 
As in Arabic the letter f (ف) can also refer to a preposition ‘in’, AMIRA is not able to distinguish 
whether the letter f refers to a preposition or is part of the lexical item. Examples of these lexical items 
are صحف (check), ةيلاعف (effectiveness), رتلف (filter), بولاف (fallopian), نادقف (loss), صف, (lobe), ينيسرولف and 
(Florenzi) which are tokenised into نادق ف ,بولا ف , رتل ف , ةيلاع ف ,  صح ف , and ينيسرول ف.  
 Lexical items starting with the letter w 
Similarly, the letter w (و) can be a conjunction meaning ‘and’ as in the following lexical items: اذهو 
(and this) and ناطرسلاو (and the cancer) It can also be part of the lexical item as in these examples: 
ةيثارو (genetic), مرو (tumour), فئاظو (functions), عجو (pain), يديرو (vascular), دوجو (existence), and 
ناءاعو (vessels). These are incorrectly tokenised into two lexical items:  ,يدير و ,عج و ,فئاظ و ,مر و ,ةيثار و
دوج و, and ناءاع و. This problem also occurs with foreign items such as زمليو (Wilms) and نامديو 
(Wiedemann). 
 Lexical items starting with the letter l after the Al determiner 
One of the most common false positive errors occurs when tokenising lexical items where the first 
letter after the لا (Al) determiner is ل (L). Examples of these lexical items are ةيباعللا (AllEAbyp – 
salivary), ةيفمللا (Allmfyp – lymphatic), نيتزوللا  (Allwztyn – tonsils), and ايميكوللا  (AllwkymyA – 
leukaemia). Some of these errors may be related to the limited data set used by AMIRA’s classifier. 
AMIRA adds the letter  ا  (A) after the determiner in these lexical items, so the incorrect results of 
tokenising these lexical items are ةيباعللاا (AlAlEAbyp), ةيفمللاا (AlAlEAbyp), نيتزوللاا (AlAlwztyn), and 
ايميكوللاا (AlAlwkymyA). These errors were corrected manually before moving to the next task. 
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 Lexical items starting with the letter k 
AMIRA has only a few errors when it comes to the letter k. The letter k can be a preposition as in the 
term: ناطرسك (such as cancer) or it can be an original part of the word as in the words دبك (liver), لتك 
(masses), and  تاموسومورك(chromosomes). Therefore, the inaccurate results of tokenising these lexical 
items are لت ك ,دب ك, and تاموسومور ك.  
 Lexical items that start with the letter b 
AMIRA also displays a few errors in tokenising lexical items that start with the letter ب (b) which can 
be a preposition such as in the word:  ناطرسب (by cancer) or it can be an original letter of the lexical 
item. For instance, AMIRA split the letter b which is an original letter in lexical items like مغلب 
(phlegm), بيلوب (polyp), and ثيوكب (Beckwith). 
False negative errors occur when AMIRA misses tokenising a lexical item that needs to be tokenised. 
Five different false positive errors are identified and listed below. 
 Lexical items that start with the preposition b 
The most common false negative errors related to cases where lexical items that start with the 
preposition b are not segmented off. Examples of these lexical items are ناطرسلاب (bAlsrTAn – by 
cancer), ةفاضلإاب (bAlAdAfp – in addition), نوهدلاب  (bAldhwn – with fats), and دويلاب  (bAlywd – with 
iodine).  
 Lexical items that start with the preposition k  
AMIRA misses tokenising some lexical items that start with the preposition k. Examples of these 
lexical items are فنلأاك (like nose), ناطرسلاك (like cancer), and لاهسلإاك (like diarrhoea).   
 Lexical items that start with the preposition l  
AMIRA misses tokenising some lexical items that start with the preposition l. Examples of these 
lexical items are فاشتكلا (to discover), لاصئتسلا (to eradicate), and لئاسل (to liquid).  
 Lexical item that start with the conjunction f 
AMIRA misses tokenising many lexical items that start with the f conjunction. Examples of these 
lexical items are ناطرسلاف (and cancer), ةأرملاف (and women), أدبيف (and start), and سانلاف  (and people). 
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 Lexical items that start with the conjunction w. 
AMIRA misses tokenising some lexical items that start with the conjunction w, for example, the 
lexical items ناسللاو (and the tongue), عاقو (and the bottom of), and ةدغو (and the gland).  
A simple technique that would boost the performance of the AMIRA tokeniser and minimise the 
previous errors is matching the rest of each of the lexical items after deleting the prefix against an 
Arabic dictionary. If a match is found, then the deleted part of the lexical item is a prefix. Although this 
simple technique can minimise the rate of errors, it fails to work in some cases where the rest of the 
lexical item is a correct Arabic lexical item. For instance, the remainders after tokenising the letter l in 
lexical items like كيدل (you have), and سمل (touch) and the letter f in لصيف (and arrive) are correct Arabic 
lexical items. In such cases, AMIRA requires knowledge of the contextual domain; it is not possible 
even for a human to determine whether these lexical items need to be tokenised without understanding 
the context.  Another approach is to develop a machine learning algorithm using a very large set of data 
to improve tokenisation.  To address the false negative errors related to the preposition ب (b) followed 
by the determiner لا (Al), one can create a gazetteer of those lexical items as their occurrences is 
limited in the Arabic. A study of ANERcorp corpus, which consists of around 150,000 tokens 
(Benajiba et al., 2007) produced 1,104 lexical items start with ـلاب (bAl). and in only 21 of these, ـلاب  
(bAl) is part of the original lexical item, and nine of these 21 are non-Arabic lexical items. The rest of 
the 21 lexical items are a repetition of only four Arabic lexical items, which are ةغلاب (bAlghp – 
exaggerate), غلاب (bAlgh – adult), لاب (bAl – shabby) and يلاب (bAly – shabby).  
4.4.1.2 Part of speech tagging 
Two different tools are used to label each token in the corpus: AMIRA and MADAMIRA. AMIRA 
was used to test its performance and applied on a set of 5,119 tokens. Subsequently, a more recent tool, 
MADAMIRA, has been made available to researchers and applied to a larger set consisting of 62,504 
tokens (Table 4.1).  The finding of both tools are described below. 
AMIRA is a shallow syntactic parser toolkit consisting of a tokeniser, POS tagger, and base phrase 
chunker. It is based on supervised learning and relies on surface data to learn generalisations. The 
parser includes three different tag sets: the Bies tagset, extended reduced tagset (ERTS), and extended 
reduced tagset and person information (ERTS_PER). The Bies tagset, which was developed by Ann 
Bies and Dan Bikel, consists of 24 tags (Diab, 2009). It ignores certain Arabic distinctions; for 
example, it treats the dual form, a common form in the Arabic language, as a plural. It also cannot 
specify gender in both verbs and nouns. The ERTS tagset, which has 72 tags and provides additional 
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morphological features to the Bies tagset, can handle number (singular/dual/plural), gender 
(feminine/masculine), and definiteness (i.e., the existence of the definite article or not). In addition to 
the tags in the ERTS tagset, the ERTS_PER specifies the use of the first, second, and third person 
voice. 
The ERTS, which is selected for the POS tagging task, has many relevant morphological features for 
our corpus, while person information is a less important feature, as our corpus is limited to the third 
person voice. A sample is shown in Figure 4.4. In this example, AMIRA assigns a noun tag to the two 
adverbs: فلخ (behind) and مامأ (in front of). It also assigns an adjective tag to the genitive noun ةدعملا 
(stomach) and fails in assigning the plural noun tag NNS to the lexical item لماوع (factors). The POS 
tagger of AMIRA, which is estimated using the formula below, achieves an accuracy of 84.09% (see 
Equation 4.4). However, Arabic POS taggers still need further research to at least reach the 97.3% 
accuracy of the Stanford POS tagger for the English language, (Manning, 2011) 
 
 
Figure 4.4 A sample of the POS tagging task result. 
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑡𝑎𝑔𝑔𝑒𝑑 𝑡𝑜𝑘𝑒𝑛𝑠
  𝑡ℎ𝑒 𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑜𝑘𝑒𝑛𝑠
  
Equation 4.4 
 
Due to the complex and challenging nature of the Arabic language, AMIRA performs less favourably 
than English parsers in the following areas: 
 Broken plurals  
Arabic has three types of plurals: the broken plural, the sound masculine plural, and the sound feminine 
plural. The most common type is the broken (irregular) plural, constituting about half of all plurals in 
Arabic (Habash, 2010). Furthermore, AMIRA has limited capability to assign an appropriate POS tag 
to broken plurals, as 32.02% of AMIRA errors among our corpus are related to broken-plural lexical 
items. For instance, AMIRA assigns a singular feminine lexical item tag (DET_NN_FS) to the broken-
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plural lexical items ‘ةيعولأا’ ‘utensils’, ‘ةجسنلأا’ ‘tissues’, and ‘ةينقلأا’ ‘ducts’. It also failed to assign a 
plural noun tag (NNS) to most of the other broken-plural lexical items. Examples of these lexical items 
are ‘ءابطلأا’ ‘doctors’, ‘ُلبُس’ ‘ways’, and ‘ايلاخ’ ‘cells’. Broken plurals can be formed using more than 20 
morphological patterns. Furthermore, an Arabic lexical item might have more than one plural. For 
instance, the lexical item ‘دسأ’ ‘lion’ has five different broken-plural forms ( – ةدَسأ – دُسأ – دوسأ – داسآ
دُْسأ). Therefore, it can be quite difficult to identify a solution for broken-plural POS tagging. To 
improve the performance of broken-plural POS tagging machine-learning classifier techniques, such as 
neural networks or a decision tree are employed. In the literature, Goweder et al. (2004) examined 
different methods and they concluded that the dictionary and decision tree methods achieved the 
highest results in identifying broken plurals. 
 Adverbs  
In Arabic, there are two main types of adverbs: those describing time and others referring to location. 
AMIRA assigned a noun tag (NN) to most adverbs in our corpus. Examples of these adverbs are ‘فلخ’ 
‘behind’, ‘لفسأ’ ‘at the bottom of’, and ‘دعب’ ‘after’. We propose, as future work, to create an adverb 
gazetteer and use it as a binary feature to feed the machine-learning classifier. 
 Adjective and genitive nouns 
One of the most frequent errors in AMIRA’s POS output is assigning an adjective tag (JJ) to genitive 
nouns (هيلإ فاضملا). For instance, AMIRA assigns a JJ tag to the word ‘stomach’ in the phrase ‘ ناطرس
ةدعملا’ ‘cancer of the stomach’, the word ‘patient’ in the phrase ‘ةضيرملا ةصرف’ ‘the patient’s chance’, 
and the word ‘appetite’ in the phrase ‘ةيهشلا ناصقن’ ‘loss of appetite’. There are some grammatical 
differences between adjectives and genitive nouns in Arabic grammar. Adjectives and the nouns they 
modify must agree in number (singular/dual/plural), mood (indicative/subjunctive/genitive), and 
indefiniteness or definiteness (presence of the definite article). In the above examples, the adjectives 
and the nouns they modify disagree in both mood and indefiniteness or definiteness. Using these 
grammatical differences as features in the data training phase will improve the task of differentiation 
between adjectives and genitive nouns. Because of these limitations of AMIRA, an alternative tool is 
investigated to run the second experiment. MADAMIRA is a tool for morphological analysis and 
disambiguation of the Arabic language (Pasha et al., 2014). It is a combination and refinement of two 
previous and common tools used for Arabic processing, MADA (Habash et al., 2009) and AMIRA 
(Diab et al., 2007). The POS tagset of MADAMIRA contains 35 different tags: one tag for nouns, two 
tags for numbers, one tag for proper nouns, three tags for adjectives, three tags for adverbs, five tags 
for pronouns, two tags for verbs, 10 tags for particles, one tag for prepositions, one tag for 
abbreviations, one tag for punctuation, two tags for conjunctions, one tag for interjections, one tag for 
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digital numbers, and one tag for foreign/Latin words. Table 4.3 lists the tags used in MADAMIRA and 
their definitions. Unlike the first experiment, the output of the POS tagging task is not corrected 
manually, as MADAMIRA achieved an accuracy of 96% when it was applied to a blind test data set 
consisting of 25,000 words for modern standard Arabic (Pasha et al., 2013). We believe that a 4% error 
rate cannot significantly affect the results of our classifier, especially as the POS tags comprise only 
one feature among more than six features that can be used to train our classifier. Moreover, POS 
taggers tend to make systematic errors, and systematic errors cannot significantly affect the 
performance of the classifier, as the same errors appeared in the training data. 
4.4.1.3 Data Annotation 
Data annotation is a crucial step in any supervised learning-based NER system. It is a laborious and 
time-consuming process that requires human effort to carry out the task of annotation. In the context of 
NER, data annotation is the process of labelling each token in the data with an appropriate tag. The 
tags should be listed and predefined before starting the data annotation task. Our tokenised corpus, 
which included 62,500 tokens, has been manually annotated by the researcher to maintain coherence. 
During the data annotation, four NEs are recognised as relevant to the cancer domain. These are 
disease name (D), symptoms (S), treatment methods (T), and diagnosis methods (G). In the NER 
literature, the most commonly used tagging schemes are the inside-outside (IO) and the inside-outside-
beginning (IOB) schemes. In the IO tagging scheme, the tag I marks the lexical item as being inside the 
NE, and the tag O marks the lexical item as being outside the NE, while in the IOB tagging scheme the 
extra B tag marks the beginning of the NE. Table 4.4 illustrates an example of how the sentence, 
‘Salivary gland cancer is rare’ is tagged by IO and IOB schemes. 
The IO tagging scheme is used in the data annotation step. Although this scheme cannot determine the 
boundary in the case of two NEs from the same class appearing next to each other, this does not affect 
the performance of this step, as no such two NEs from the same class appear next to each other in our 
dataset. Furthermore, IO outperforms the IOB scheme in terms of cost and running time because it 
needs fewer tags in comparison with the IOB scheme. The number of tags in the IO scheme is (C +1) 
while in IOB it is (2C+1), where C is the number of NE classes. Our corpus contains 1,279 disease 
entities with total of 2,797 tokens; each disease entity is represented on average by around two tokens, 
while the disease entity constitutes around 4.47% of the whole corpus (Table 4.5). The number of 
entities representing the symptoms is limited to 333 entities out of 1,264 tokens, and each symptom 
entity is expressed on average by almost four tokens representing just over 2% of the whole corpus. 
The numbers of the treatment and diagnosis method entities are 693 and 501 with total of 1,309 and 
1,147 tokens, respectively. 
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Table 4.3 List of MADAMIRA POS Tags. 
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Table 4.4 IO and IOB schemes 
 
 
 
 
 
The treatments and diagnosis methods are represented on average by less than two (1.88) and just over 
two (2.28) entities, respectively, and they constitute 2.09% and 1.83% of the data, respectively. The 
disease entity category gained the highest number of entities; this is because disease is the most 
frequent entity type used in our corpus. However, the symptom entity is often expressed in terms of 
more than four tokens and up to 15 tokens as in the following example: ‘ ةنجولا وأ نذلأا ةقطنم يف ةلتك دوجو
مفلا لخاد يف وأ ةفشلا وأ كفلا وأ’ ‘lump in the area of the ear, cheek, jaw, lip, or inside the mouth’. A 
summary of the total number of entities and tokens extracted from the corpus for each article is given 
in the tables below. 
Table 4.5 Total number of entities and tokens in our corpus. 
 
To ensure coherence in the data annotation stage, a set of annotation guidelines is applied and listed 
below: 
 Different types of a cancer disease are tagged as disease entities. For example, acute 
lymphocytic leukaemia, acute myeloid leukaemia, chronic lymphocytic leukaemia, and chronic 
myeloid leukaemia are types of leukaemia and therefore tagged as leukaemia. 
 Related names of a given disease are tagged as a disease entity. For example, blood cancer and 
leukaemia, both are tagged as disease. 
 Collective nouns of a disease, such as blood cancers and brain cancers, are tagged as a disease. 
Lexical Items  IO Tagging IOB Tagging 
Salivary I_D B_D 
gland I_D I_D 
cancer I_D I_D 
is O O 
rare O O 
Named Entity Class 
 
Number of Entities 
 
Number of Tokens 
 
Ratio of Tokens to 
Data 
Disease Names 1279 2797 4.47% 
Symptoms 333 1264 2.02% 
Treatment Methods 693 1309 2.09% 
Diagnosis Methods 501 1147 1.83% 
Total 2806 6517 10.41% 
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 General lexical terms (e.g. cancer) that do not refer to a specific type of entity are not tagged as 
a disease. 
 The symptoms are tagged as symptom entities regardless of the number of tokens used to 
express them; for example, symptoms such as a lump in the area of the ear, cheek, jaw, lip, or 
inside the mouth are tagged as a symptom. 
 The anaphoric references are not included and hence are not annotated. 
Figure 4.5 shows a sample of the annotated data. As shown, each token in the data is given an 
appropriate tag, while the symbol ‘@@@’ is used for programming purposes. 
 
 
 
Figure 4.5 A sample of the annotated data. 
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Table 4.6 Disease entities and tokens in the corpus. 
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Table 4.7 Number of symptoms entities and tokens extracted. 
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Table 4.8 Number of treatment entities and tokens extracted. 
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Table 4.9 Number of diagnostic entities and tokens extracted. 
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4.4.2 Data Analysis step 
The data analysis step includes three main tasks: frequency analysis, collocation, and concordance. 
Frequency analysis, an important part of task when exploring a corpus, often includes the use and 
analysis of lexical items to illustrate and organise their frequency. Sinclair (1991, p.30) explained that 
“anyone studying a text is likely to need to know how often each different lexical item form occurs in 
it”. Collocation analysis, another important technique is used to study words which appear together and 
convey meaning by association. As Firth (1957) explains, you know a word through the company it 
keeps. Nowhere is this more evident than when analysing the use of collocations in a language. In 
many ways, collocates come so naturally that they are predictable (Crystal, 2004). However, this does 
not justify ignoring collocation analysis. If anything, the natural occurrence and predictability of 
certain collocations over others makes collocation analysis a highly significant step in analysing and 
understanding a text as a whole. Concordance analysis focuses on analysing the concordance lines. 
Bennet stated that “[c]oncordance lines are all the instances of a word or phrase in the corpus” (2010, 
p.17). Sorted concordance lines allow the analyser to “see more extended context of the word as it 
appears in the corpus” (Bennet, 2010, p.17). 
4.4.2.1 Frequency analysis 
Frequency analysis is used to study our corpus and to indicate the most frequent tokens in the data. A 
token is an individual occurrence of a linguistic unit in an oral or written text. This differs from type, as 
type is “the number of distinct words”, whereas a token is ‘the total count of running words” (Fry, 
2011, p.4). As defined by the Oxford Dictionary, frequency is the ‘rate at which something occurs over 
a particular period of time or in a given sample’. Therefore, token frequency refers to how often lexical 
items/words are repeated in a text, as opposed to type, which just illustrates how many different lexical 
items the text contains. In this study, a distinct token is a single lexical item including suffixes and 
excluding prefixes, given that text under study has been tokenised. 
Frequency is an important aspect of textual analysis because information about word frequency helps 
us identify key characteristics of a given text or form of communication. Harvey (2013, p.56) 
explained that for “the analyst interested in examining discoursal patterns and commonalities, the value 
of a wordlist reside [sic] in its ability to provide evidence of the “markedness” of particular discourses 
or attitudes”. Frequency can illustrate language biases, common concerns, or personal inhibitions, for 
example. Therefore, frequency reveals the language users’ preferences for specific stances, attitudes, 
and opinions. This helps the analyser to better understand the personal and cultural context of a text 
and its value within that context. The result is that the analyser has a better understanding of how the 
language user makes sense of the world around them. By highlighting commonly used words, 
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frequency analysis also draws attention to those words that are important to people in a particular field, 
culture, or context. A word preference may be due to interest or lack of interest in a subject, not due to 
personal biases and opinions. For example, Baker (2010) found that the word ‘homosexuality’ is more 
common than the word ‘heterosexuality’, as it occurs over twice as often in the British National 
Corpus. This could be attributed to simple bias and pejorative usage, as Baker notes. He added that it is 
also probably due in part to the fact that heterosexuality is considered normal and is therefore not a 
debated topic, whereas homosexuality is considered unusual and is therefore discussed more frequently 
(Baker, 2010). This leaves room for context to alter word frequency. For example, the term 
‘leukaemia’ is not in common usage. A scan of the British National Corpus revealed 443 incidents in 
100 million words or a frequency of five per million. Meanwhile, in our corpus, the frequency is 16 
incidents out of 62 thousand lexical items or a frequency of 258 per million. This is not only because 
the average person does not need to discuss leukaemia often but also because people working in 
medical fields need to discuss it more, as it is still a poorly understood form of cancer. This shows the 
bias comes from both sides; average people discuss it less, but people in medical fields discuss it more 
frequently. However, frequency-sorted wordlists, while invaluable tools for corpus analysis, are still 
just tools. To make use of them, we need to be selective about the words that are analysed and studied, 
hence the concept of keywords. These were defined by Harvey (2013, p. 57-58) as “word forms that 
occur in one particular corpus with a greater significant frequency than in another dataset”. These 
words can often be considered important to the meaning of the text and their frequency defines its 
theme. For example, it is easy to see from observing the keywords in my analysis that the analysed text 
is themed around health, disease, illness, and cures, reflecting the medical context of the corpus. The 
main benefit of keywords, as identified by Seale and Charteris-Black (2010), is their ability to 
highlight aspects of text that may be difficult to see when reading the text casually. 
This study uses word lists, referred to as lexical items, to analyse token frequency in our corpus. A 
frequency list provides a record of how often each individual lexical item occurs in the analysed text; it 
can be organised in three different ways: order of first occurrence, alphabetical order, or order of 
frequency. This study employs frequency-ordered lists, showing which lexical items occur more often. 
This is because alphabetical order is “built mainly for indexing purposes” and first occurrence order is 
“a quick guide to the distribution of words in a text” (Baron et al., 2009, p.1), whereas frequency-
ordered lists draw attention to the most common lexical items, which is the focus of our study. This 
frequency analysis is carried out to reveal the most common lexical items in a text. The most frequent 
keywords are used in a collocation analysis to define their situational context and carried out by the 
concordance analysis tool, aConCorde 0.4.3, which is a multilingual concordance tool originally 
designed for Arabic concordance analysis (Roberts et al., 2005). 
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Our corpus consists of 4,870 distinct and unique lexical items. As shown in Table 4.10, only one 
lexical item is repeated more than 2,000 times and only two lexical items are repeated between 1,500 
and 1,999 times, while three and six lexical items are repeated between 1,000 to 1,499 times and 500 to 
999 times, respectively. As we see in Table 4.10, the relationship between the frequency of these 
lexical items and the number of lexical items are repeated in an inverse relationship; whenever the 
frequency increases, the number of lexical items decreases. For example, the lexical items that appear 
only once in our corpus constitute around 43.34% of our corpus size, with a total of 2,111 lexical items 
out of 4,870 lexical items. 
 
Table 4.10 The frequency distribution of the lexical items in the corpus. 
Frequency Number of lexical items 
more than 2000 1 
between 1500-1999 2 
between 1000-1499 3 
between 500-999 6 
between 300-499 13 
between 200-299 9 
between 100-199 45 
between 50-99 89 
between 30-49 133 
between 20-29 157 
between 10-19 375 
between 5-9 537 
between 3-4 630 
twice 759 
once 2111 
Total 4870 
 
Table 4.11 lists the 30 most frequent lexical items in our corpus. Among those lexical items, the most 
frequent lexical item is the conjunction ‘and’, which appeared 2,837 times in our corpus. Usually, the 
highest frequency of lexical items in any corpus are stop words, which provide less meaning. However, 
some of the 30 most frequent words in Table 4.11 are more informative (highlighted in grey shading). 
The frequency analysis has yielded the creation of different lists, namely a list of stop words, 
gazetteers, and a list of lexical markers. The stop word list contains tokens that appear in any open-
domain corpus and impart very little meaning on their own, namely prepositions, articles, and 
conjunctions. Gazetteers are dictionaries that collect lists of relevant NEs to the corpus. Four different 
gazetteers were created for disease names, symptoms, treatment methods, and diagnostic methods. 
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Lexical markers are the lexical tokens that can indicate the presence of the NEs. For example, the 
lexical items ‘روعشلا’ and ‘ملأ’ are lexical markers for the symptom entity. 
 
Table 4.11 The 30 most frequent lexical items in our corpus. 
 
4.4.2.2 Collocation Analysis 
Collocation is a crucial tool of textual analysis. Although keywords provide various methodological 
and analytical advantages, they are not in and of themselves an analysis of the corpus as a whole. They 
are, again, additional instruments towards the effort of analysis. Keywords indicate the most promising 
lexical items and expressions in a text, allowing readers to identify themes, notable concepts, and the 
most discussed topics. However, to interpret the text fully, we need to analyse the keywords in their 
context. In order to do this, we employ collocation analysis. Collocation focuses on co-occurrence of 
keywords with other expressions and concepts, revealing which lexical items are associated with each 
other and how this alters the meaning of the keyword. It provides “a way of understanding meanings 
and associations between words which are otherwise difficult to ascertain from a small-scale analysis 
of a single text” (Baker, 2006, p. 96). This additional layer of meaning may illustrate how an individual 
or culture views the keyword, at least within the context of the text’s theme. 
Gledhill (2000) stated that there is no single definition of collocation that covers all its meanings within 
the field of linguistics. Therefore, the statistical and textual meaning of collocations will vary. Van 
Roey (1990) summarised collocation as a linguistic phenomenon that demonstrates not which lexical 
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items necessarily belong together for grammatical or conceptual purposes but which lexical items are 
connected by people’s preference of usage. This creates an individual or cultural context for collocates, 
rather than a definitional or grammatical context. This context will shift from text to text, based on the 
text’s theme and author. For this reason, many researchers observe collocation alongside co-occurrence 
and statistical probability. Collocation is, in the context of statistical textual analysis, meaningful terms 
that co-occur within a certain distance of a keyword, as established by the analyser. If a co-occurrence 
fits within the parameters of statistical probability, it can therefore be considered accidental or 
unrelated, whereas if the co-occurrence exceeds statistical probability, it is deemed meaningful and 
therefore listed as a collocation. In short, collocation is a combination of co-occurrence and recurrence 
of meaningful lexical items with keywords (Gledhill, 2000). Collocations also develop within a text. 
Reformulation, repetition, and paraphrases of synonymous expressions within a text can create various 
expressions that illustrate the same theme. They may have identical context or the same textual 
triggers, also related by distance in the text, as noted by Hoey (1991). 
Collocations have various uses, as noted by Manning and Schütze (1999). They can be applied to 
natural language generation to confirm that the expressions created sound perfectly natural by 
preventing uncommon collocates and employing common ones. They can be applied to computational 
lexicography in order to automatically identify and list collocations for dictionaries. They can be 
applied to parsing to give preference to parses that have natural collocations. They are also highly 
important to corpus linguistics research in identifying the linguistic habits of languages, regions, 
individuals, research fields, etc. Beyond that, they have also been found to have applications in lexical 
item sense disambiguation (Ide and Véronis, 1998), language teaching (Nesselhauf, 2003), and 
machine translation (Smadja et al., 1996). Its extensive variety of uses highlights the significance of 
collocation analysis in textual analysis as well as the significance of collocations in language as a 
whole. 
The text2ngram tool which is a set of tools for extracting N-grams from raw corpus up to 255-grams is 
used to perform the collocation analysis. Table 4.12 demonstrates the distribution of the collocations 
and their frequencies among our corpus. 5,559 collocations are identified in our corpus. Of those, four 
collocations occur more than 200 times in our corpus and 2,345 collocations appeared only twice 
among our data. As we observe in Table 4.12, the relationship between the number of collocations and 
their frequency is an inverse relationship where, whenever the frequency increases, the number of 
collocations decrease. For example, the collocations that appeared only twice in our corpus constitute 
around 42.18% of all the collocations in our corpus. 
Table 4.13 lists the ten most recurrent collocations in our data. The most frequent collocation in our 
data is the phrase “نأ نكمي” (maybe), which appeared 283 times. Some of the highest frequency 
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collocations in our corpus are less informative than others. For instance, the most repeated collocation 
is the term “نأ نكمي” (maybe). This collocation does not indicate a specific named entity of interest. On 
the other hand, the collocation “ب ةباصلإا” (infection with) usually indicates that the following lexical 
item is a disease entity. The most informative collocations are shaded with grey in Table 4.13 
 
Table 4.12 The frequency distribution of the collocations among our corpus. 
Frequency Number of collocations 
More than 200 4 
Between 100–199 9 
Between 50–99 49 
Between 30–49 99 
Between 10–29 476 
Between 5–9 1016 
3 and 4 times 1561 
Twice 2345 
Total 5559 
 
 
Table 4.13 The ten most recurrent collocations in our data. 
 
Table 4.14 lists the most 20 informative collocations in terms of their frequency among our corpus. As 
the table demonstrates, these collocations are related to NE of specific interest. For instance, the 
collocations ‘ناطرس ب’ ‘by cancer’, ‘ب ةباصلإا’ ‘infection with’, and ‘ناطرس ةجلاعم’ ‘curing the cancer of’ 
are indicators of the disease entities, while the collocations ‘مدلا ضاضيبا’ ‘leukaemia’, ‘قردلا ناطرس’ 
‘thyroid cancer’, and ‘مفلا ناطرس’ ‘oral cancer’ are disease entities. Regarding the remaining NEs, the 
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collocations ‘ةيئايميكلا ةجلاعملا’ ‘chemotherapy’, ‘ةيعاعشلا ةجلاعملا’ ‘radiation therapy’, and ‘ب ةجلاعملا’ 
‘curing by’ are related to the treatment methods entities, and the collocations ‘ضارعلأا هذه’ ‘these 
symptoms’ and ‘ناطرسلا ضارعأ’ ‘the symptom of the cancer’ are related to the symptom entities. 
The collocation analysis is a preparatory phase and a starting point for the next data analysis stage, 
which is the concordance analysis. In the concordance analysis, many of the most frequent and 
informative collocations are reviewed in order to extract any applicable patterns in the corpus. The 
collocation analysis also enhances the creation of gazetteers by providing detailed information about 
certain entities like the aforementioned entities in the table. The collocation analysis also produces the 
creation of lexical marker lists. These lexical markers are significant lexical tokens that can indicate the 
presences of the NEs. For example, the lexical items ‘روعشلا’ and ‘ملأ’ are lexical markers for the 
symptom entity. 
 
Table 4.14 The most twenty informative collocations in terms of their frequency among our corpus. 
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4.4.2.3 Concordance Analysis 
Examining keyword collocates can highlight some of the most obvious themes and topics surrounding 
the keyword. This allows us to begin to build on the situational occurrences of the text and to see the 
importance of context and word order. However, collocation alone does not offer a full picture about 
how words function in the context of the text as a whole. Therefore, to appreciate the subtleties and 
different layers of meanings in a text, a concordance analysis should be used to complement the 
collocation analysis (Harvey, 2013). Reviewing previous research, it was soon observed that 
concordance analysis is a very powerful, commonly employed tool. Conducting a thorough 
concordance analysis is especially important when the researcher is mining a large corpus for detailed 
information. As our corpus extracted from the King Abdullah Health Encyclopedia is extensive as in-
depth analysis of the language of the entire text, within the time limitations of the study is difficult. To 
overcome this problem of the corpus, a concordance analysis is carried out to investigate the meaning 
of words and their contextual usages.  
The concordance analysis has different usages and applications. It can be used in second language 
education: Benzenberg (2014) found that concordance software can be used as an aid to computer-
assisted language learning. He observed that “academic language classrooms are often filled with 
students who hail from a diverse range of disciplines who require different linguistic skills and lexical 
sets” (Benzenberg, 2014, p. 11). He believed that because concordance searches use authentic corpus 
from the first language, they may facilitate a pedagogical approach to second language learning, 
grounded in everyday or situational language use. Concordance analyses can also be used for 
extracting data from a large corpus. Liu et al. (2015) held that concordances are highly important to 
understanding the quality of given phrases in the context of a much larger document. These two uses 
can overlap in many ways, resulting in the development of language programmes, the creation of 
educational methods, the comprehension and correction of social biases, and the translation of large 
texts. 
In our study, this allowed patterns surrounding keywords to be located and understood. Without the 
concordance analysis, these patterns may have gone undetected. Locating these patterns is important 
for extracting new keywords and NEs of interest for further analysis. Concordance analysis draws 
attention to other lexical items that may not be significant enough to become keywords but that 
otherwise form a pattern. For example, they may frequently occur with important key lexical items. 
They may appear more frequently alongside their synonyms, or they may pair up with other significant 
and infrequent lexical items to create a theme or a dialogue around certain key lexical items. These 
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lexical items are still very important to understanding a text but would not be noticed with a frequency-
sorted lexical item list alone. The researcher is aware that it is important to be absolutely certain that 
enough of a sample has been extracted to support the findings. Running a concordance analysis on a 
smaller extract may not include all the relevant data and may not yield significant results. 
Concordances consist of keywords accompanied by a few words of accompanying text, which give the 
analyser some insight into the general context of the keyword without analysing the entire text as a 
whole. This makes concordance analysis particularly valuable when mining a large corpus for small, 
yet highly significant details. Concordance lines provide the analyser with convenient access to text 
samples surrounding the already isolated and categorised keywords. Unlike keyword lists and 
frequency-sorted lists, which focus on the quantity of lexical items used or collocations that focus 
largely on the quality of the lexical items relative to keywords, a concordance combines both elements, 
analysing both the frequency and the qualities of the keywords. This allows us to understand the 
meaning of keywords in the greater context of the text and even the subject (Harvey, 2013). 
Concordance analysis assists in the investigation of the context of NEs of specific interest. It gives 
details about the structure of the language used in our medical domain. Furthermore, it leads to the 
identification of patterns in the data. The aConCorde 0.4.3 tool which is a freely downloadable 
concordance tool for Arabic corpus linguistics (Roberts et al., 2006) is used to carry out the 
concordance analysis. Figure 4.6 illustrates the concordance analysis for the lexical item, ‘ناطرس’ 
‘cancer’. 
 
 
Figure 4.6 The concordance analysis for the lexical item ‘cancer’, ‘ناطرس’. 
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The concordance analysis identified verb-related and noun-related patterns. Details of the extracted 
patterns are given in Section 4.4.3. 
Sketch Engine is a corpus tool which can reveal language grammar patterns. It constructs word 
sketches using the usual corpus query system (CQS) functions and compares synonyms and locates 
‘sketch differences’. Each word sketch created by Sketch Engine is fully integrated with its relevant 
concordance. This means that by clicking on a collocate of interest in the word sketch, the user can be 
taken to a concordance of the corpus, which gives rise to that particular collocate in that grammatical 
relation. For example, if a user is looking at a list of high-salience objects in relation to a sketch of the 
verb ‘spread’ and clicks on ‘toast’, then the user will be taken to a concordance of contexts in which 
the noun ‘toast’ occurs as an object of the verb ‘spread’ (Kilgarriff et al., 2004). 
This word sketch is incredibly useful on many levels. It not only employs well-founded salience 
statistics and lemmatisation but also addresses other relevant questions around the keywords found in a 
corpus. Because a word sketch uses grammar patterns, it does not focus on an arbitrary window of text 
around the keyword but instead it focuses on each grammatical relation associated with this word. 
Currently, Sketch Engine contains 27 grammatical relations for English. After identifying a 
grammatical relation, the word sketch then provides a list of collocates for every grammatical relation 
related to a given keyword participates. For example, in the case of a verb, ‘the subject, the objects, the 
conjoined verbs (stand and deliver, hope and pray), modifying adverbs, prepositions and prepositional 
objects’ are all given their own list to highlight each collocate in relation to its function. Furthermore, 
each collocate can provide the lexicographer with a list of the corpus contexts related to the selected 
word and its collocate occurrences (Kilgarriff et al., 2004). 
As an example of the word sketch in action, Figure 4.7 shows the sketch of the word ‘ناطرس’ ‘cancer’. 
It shows the verb to the left, the verb to the right, the noun to the left, the noun to the right, the 
adjective to the left, and the adjective to the right of the word. Regular concordance lines show only the 
context of the word of interest. A word sketch is a more advanced tool in terms of extracting useful 
information out of the concordance lines. This makes a word sketch a valuable step to interpreting the 
concordance lines. The task of extracting useful information from concordance lines is not very 
accurate, and it would be easy to miss useful information. By clicking on any of these words, the 
Sketch Engine will show the concordance lines where this word appeared along with the word whose 
sketch is shown. In Figure 4.8, we can see an example of the results of selecting a related word for 
further analysis. Figure 4.8 is the result of selecting the first word in the column ‘verb right’ illustrated 
in Figure 4.7. This helped in studying and understanding the way the corpus is written, serving as a 
deeper insight into concordances and word co-occurrence. Observing and understanding these 
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Figure 4.7 the sketch of the word  ناطرس “cancer”. 
intricacies around each NE can help the creation of a list of lexical markers. A list of lexical markers 
will allow for a more accurate detection of NEs and enrich the different gazetteers used. 
The two highlighted lexical items in red in Figure 4.8 are the verb to the right ‘لمتشت’ ‘include’ and the 
lexical item ‘ناطرس’ ‘cancer’, which has been sketched. Following this analysis with various keywords 
and NEs, Sketch Engine helps recognise entities. Sketch Engine’s lexical item analysis helps break 
down concordances, which further contributes to studying and understanding how the corpus is 
written. Through this understanding of the structure of the corpus and its writing, it will be easier to 
detect existing patterns associated with the NE of specific interest. By doing so, the lexical item sketch 
can contribute to the creation of a list of lexical markers, which are the lexical items that give an 
indication that the following lexical item is an entity. The end result of this would be a greater 
detection of entities and an enrichment of the different gazetteers that are in use. 
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4.4.3 Features Extraction step 
The data analysis steps allow us to extract a set of features which can serve as cues for identifying 
relevant entities for our medical corpus. These features are presented to the classifier in the form of 
feature vector for training. In NER, features are the properties or characteristic attributes of words that 
a researcher feeds the computational system being used (Shalaan, 2014). A feature vector is an 
abstraction over the text and usually divides each word into binary values (where there are two possible 
results), numerical values (where there are limitless possible results) and nominal values (syntactic 
values) (Shalaan, 2014).  
 
 
Figure 4.8 the result of clicking on the first verb right, لمتشت “include” 
 
The source of these values could be detected by the classifier through surface features, a pre-processing 
breakdown, the items that surround the word list, or even the characters that compose the word. It 
could also locate values based on a combination of the different detection methods (Oudah and 
Shaalan, 2013). In this section, we present the features that have been used in this study. 
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 The POS tags  
In this study, there were five tags per POS: the target word, the two preceding words, and the two 
following words. These extracted during the POS tagging task using MADAMIRA tool. The process of 
POS tagging was useful in that it can be an indication of whether a word is an NE because there is a 
‘strong correlation between [Named Entity Recognition] and POS tagging in the Arabic language’ 
(Algahtani, 2012). This strong correlation may be due to the observation that NEs of the same category 
tend to follow a specific POS structure. Figure 4.9 shows the POS tags of a sample of the corpus in 
which the highlighted words are NEs of the category ‘disease names’. This example shows that disease 
NEs tend to be assigned a noun tag; in the example below, five out of six tokens were assigned a noun 
tag. Hence, using POS tags as a feature to feed the classifiers can enhance NER performance. 
 
Figure 4.9 The POS tags of a sample of the corpus in which the highlighted words are named entities of the category “disease 
names”. 
 Lexical marker lists  
Lexical triggers are considered to be a highly valuable linguistic resource (Shaalan and Raza, 2007). A 
lexical trigger list can assist in identifying entity cues or predictive words. This can be accomplished 
by examining their evidence category. Based on the type of evidence that they provide, lexical triggers 
can be divided into the categories of internal or external evidence. Internal evidence can be found 
within the NE, whereas external or contextual evidence comes from the clues that surround the entity 
or entities. Lexical triggers can be found by analysing the most frequent contexts to the left and right of 
the NE (Shaalan, 2013). 
Based on the data analysis steps, four lexical marker lists were produced in which every list is related 
to a specific NE: disease names, symptoms, diagnosis methods, and treatment methods. For example, 
one of the lexical markers for the disease entity is the word ‘صيخشت’ ‘diagnosis’. Figure 4.10 illustrates 
the concordance lines of the word ‘صيخشت’ ‘diagnosis’. In 13 concordance lines out of 15 below, a 
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disease NE follows the lexical marker ‘صيخشت’ ‘diagnosis’. Thus, using a lexical marker can enhance 
the NER performance. 
 Stop words list  
Stop word lists are a set of words within a certain text that do not carry any relevant information. These 
words do not bear information relevant to the application, including prepositions, pronouns, 
demonstratives, etc. (Elsebai, 2009). Stop word lists are widely used by the natural language 
processing community. For example, Samy et al. (2005) made use of a stop word list by using a filter 
to remove stop words from potential transliterated candidates. Some systems also allow the researcher 
to employ a blacklist, as described by Shaalan and Raza (2009), which makes it easy to discard 
negative evidence. A filtering mechanism can also be used to reject false matches. The use of stop 
words as a feature to train the classifier can help in the process of recognising the entities of special 
interest, although some specific entities (e.g., disease names) may not include a stop word. However, in 
some entities (e.g., symptoms), stop words will occur as a part of the entities. For example, the 
symptom ‘لصافملا وأ ماظعلا يف ملأ’ ‘bone or joint pain’ contains the stop words ‘يف’ ‘in’ and ‘وأ’ ‘or’. A 
free stop word list for the Arabic language which is available online is used to check, expand, and 
enrich the tasks of feature extraction. A copy of the Arabic language stop words list is found in the 
appendix I. 
 
Figure 4.10 The concordance lines of the lexical item diagnosis "صيخشت  " 
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 Gazetteers  
Gazetteers, otherwise known as entity dictionaries, can be highly valuable in improving NER 
performance (Kazama and Torisawa, 2008). They are normally made of a predefined list of NEs or 
keywords (Oudah and Shaalan, 2012). In most research, gazetteers are frequently utilised, and most 
systems developed for Arabic NER text are dependent on predefined proper name gazetteers (Alruily, 
2012). Although widely used, they can be very difficult and sometimes time-consuming to build. This 
is because many Arabic resources, such as corpus and other gazetteers, can be difficult to access and 
expensive to purchase. Those that are not out of reach or budget are few and may still incur a cost 
(Alruily, 2012). The use of gazetteers could improve the overall precision of the NER system. 
However, reliance only on gazetteers would affect the overall recall of the NER system. For our 
system, four different gazetteers were manually built in which each gazetteer is related to a specific 
named entity. 
 The entity type tag 
As explained in Section 4.4.1.3, four NE classes were recognised and labelled with the following tags: 
disease name (D), symptoms (S), treatment methods (T), and diagnosis methods (G). The types of 
entity tags of the target word and the two preceding and two following words (±two-word sliding 
window) are used as features to train the classifier.  
 The definiteness ( existences of ‘AL’) 
‘AL’ is the definite article of the Arabic language, equivalent to the English definite article ‘the’. The 
presence of ‘Al’ renders a noun definite. Unlike the English equivalent, it occurs as a prefix particle 
that is affixed to the noun. For example, باتك kitāb, meaning ‘book’, can be made definite by adding the 
prefix ‘AL’, which transforms it into باتكلا al-kitāb, meaning ‘the book’. The definiteness feature has 
five values that indicate the presence of the definite article ‘AL’. These are indefinite (i), definite (d), 
construct/poss/idafa (c), not applicable (na), and undefined (u). The definiteness of the target word and 
the two preceding and two following words (±two-word sliding window) were used as features to train 
the classifier. From observing the data, it seems that there is a hidden structure in the way the Arabic 
text is written. This is because of the nature of genitive nouns in the Arabic language. Usually, the 
genitive nouns are a compound of two words in which the first word is indefinite (with no ‘AL’ article), 
and the second word is definite (with the ‘AL’ article). By surveying our corpus, most of the disease 
NEs are represented as genitive nouns in which the first indefinite word is ‘ناطرس’ ‘cancer’. Figure 
4.11 shows some examples of these disease NE genitive nouns. 
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Figure 4.11 Some examples of disease NE genitive nouns. 
 
 Patterns (local grammar)  
This feature is not limited to the window size but is related to the whole sentence. The concordance and 
word sketch analyses assist in the task of identifying the hidden patterns in our corpus. Two different 
types of patterns are identified: verb-related patterns and noun-related patterns, described below. A 
total of 35 patterns are extracted from our corpus. 
i. Verb-related patterns (Figure 4.12) 
 
a. The verb نمضتت “include”  
 
 
Pattern 1:      نمضتت  “include” +  ضارعلأا“the symptoms” +  : colon  + Symptom NEs 
 
Example 1  تقولا رورم عم مقافتي و ىفشي لا يذلا لاعسلا : ةئرلا ناطرس ل  ضارعلأا نمضتت  
Translation Symptoms of lung cancer include: - A cough that doesn't go away 
Example 2 نطبلا لفسا مللاا . ضوحلا يف لقثلا ب روعشلا : يلي ام ضارعلاا نمضتت 
Translation The symptoms include: heavy feeling in pelvis. Pain in lower abdomen 
 
 
Pattern 2:      نمضتت  “include” +  ضارعلأا“the symptoms” + Symptom NEs 
 
Example 1 ةيبرلاا ةقطنملا وا نيتيصخلا يف لاتك وا امروت وا املا  ضارعلأا نمضتت 
Translation Symptoms include pain, swelling or lumps in your testicles or groin area 
Example 2 رهظلا و نطبلا يف املا و , نينيعلا و دلجلا رارفصا ضارعلاا هذه نمضتت 
Translation 
The symptoms include yellowing of the skin and eyes, pain in the abdomen 
and back. 
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b. The verb نمضتي “include”  
 
 
Pattern 3:      نمضتي  “include” +  جلاعلا“the treatment” +  : colon  + treatment method 
NEs 
 
Example  يحارجلا لمعلا ب جلاعلا و ةعشلاا ب جلاعلا و يئايميكلا جلاعلا : جلاعلا نمضتي دق 
Translation Treatment may include chemotherapy, radiation and surgery 
 
 
 
 
c. The verb ثدحي “occur” 
 
Pattern 4:      ثدحي  “occur” +  ناطرس“cancer” +  disease NE 
 
Example 1 تاسوريفلا نم ةددعتم عاونا ببس ب محرلا قنع ناطرس ثدحي 
Translation Cervical cancer is caused by several types of a virus 
Example 2 ابلاغ رمعلا نم نيسمخلا نزواجت يتاوللا ءاسنلا دنع ضيبملا ناطرس ثدحي 
Translation  Ovarian cancer usually happens in women over age 50 
 
 
d. The verb رشتني “spread” 
 
 
Pattern 5:      رشتني  “spread” +  ناطرس“cancer” +  disease NE 
 
Example 1 ناوتيربلا ءاشغ و نيتئرلا و دبكلا و ماظعلا ىلا رظكلا ناطرس  رشتني نأ عئاشلا نم 
Translation 
Adrenal gland cancer commonly spreads to the bones, liver, lungs, and 
peritoneum. 
Example 2 دبكلا ل ةرواجملا ةيفمللا دقعلا و ماظعلا و نيتئرلا ىلا دبكلا ناطرس رشتني نأ نكمي 
Translation Liver cancer can spread to the lungs, bones, and lymph nodes near the liver 
 
 
 
e. The verb بيصي “infect” 
 
 
Pattern 6:      بيصي  “infect” +  ناطرس“cancer” +  disease NE 
 
Example 1 ةدحاولا ةلئاعلا يف ةديس نم رثكا يدثلا ناطرس بيصي دق 
Translation Breast cancer may involve more than one member of a family 
Example 2 ناتفشلا و مفلا كلذ يف ام ب , مفلا فوج نم ءزج يا مفلا ناطرس بيصي 
Translation 
Oral cancer is cancer that develops in any part of the oral cavity, including 
the mouth and lips. 
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f. The verb رعشي “feel” 
 
 
Pattern 7:      رعشي  “infect” + the preposition   ـب “ba” +  symptoms NEs 
 
Example 1 بعتلا و نهولا ب رعشي و 
Translation and feel weak and tired 
Example 2 نايثغ و نطبلا يف ديدش ملا ب ذئدنع ضيرملا رعشي 
Translation The patient will have severe pain in the abdomen area, with nausea. 
 
 
 
 
 
g. The verb أشني “arise” 
 
Pattern 8:      أشني  “arise/start” +  ناطرس“cancer” +  disease NE 
 
 
 
Example 1 مظعلا ل ةيجراخلا ةقبطلا ربع ومني مث مظعلا ناطرس اشني نا نكمي 
Translation a bone tumor may grow through the bone’s outer layer 
Example 2 محرلا ل ةيجراخلا ةقبطلا ربع ومني مث محرلا ناطرس اشني نا نكمي 
Translation Cervical cancer begins on cells on the surface of the cervix 
 
 
ii. Noun-related patterns 
The discovered patterns were divided to four different types: 
a. The disease NE patterns (Figure 4.13) 
 
o The noun فاشتكا “discovery/detection” 
Pattern 1:      فاشتكا  “discovery/detection” +ناطرس “cancer” + disease NE 
 
Example 1 اضارعا ببسي لا هنأ ل اركبم سايركنبلا ناطرس فاشتكا بعصلا نم نإ 
Translation 
Pancreatic cancer is hard to catch early. It doesn't cause symptoms right 
away. 
Example 2 هتجلاعم حاجن صرف نم ركبم تقو يف ةيباعللا ددغلا ناطرس فاشتكا ديزي 
Translation 
Detecting salivary gland cancer early increases the chances of a successful 
treatment. 
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Figure 4.12 The verb-related patterns. 
 
o The noun راشتنا “spread/ prevalence” 
Pattern 2:      راشتنا  “spread/ prevalence” +ناطرس “cancer” + disease NE 
 
Example 1 مسجلا نم ءزج يا ىلا دبكلا ناطرس راشتنا ينورتيزوبلا رادصلاا ب عطقملا ريوصتلا رهظي 
Translation A CT scan can show if the liver cancer has spread to the lungs 
Example 2 
 ناطرس راشتنا فاشتكا يف اضيا ديفم هماظع و مسجلا ءاضعا رهظي يذلا ردصلا ل يعاعشلا ريوصتلا نا
ةرارملا 
Translation 
A chest x-ray of the organs and bones inside the chest is helpful in showing if 
gallbladder cancer has spread. 
 
o The noun  صيخشت“diagnosis” 
Pattern 3:      صيخشت  “diagnosis” +ناطرس “cancer” + disease NE 
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Example 1 ماظعلا ناطرس صيخشت لجا نم ةعزخ ءارجا  نكمي 
Translation A biopsy may be performed to diagnose bone cancer. 
Example 2 نيعلا ناطرس صيخشت ىلع اضيا رداق ينيسورولفلا ةيعولاا ريوصت 
Translation A fluorescein angiography can also diagnose eye cancer. 
 
 
 
Figure 4.13 The disease NE noun-related patterns. 
 
b. The symptom  NE patterns (Figure 4.14) 
 
o The noun  روعشلا “the feeling” 
Pattern 1:      روعشلا  “the feeling” + ب “the preposition b” + symptom NEs 
 
Example 1 ءيقلا و نايثغلا . بعتلا ب روعشلا و نهولا : ىرخلاا تاملاعلا نم 
Translation Other signs include: Weakness or feeling very tired. Nausea or vomiting. 
Example 2 ءلاتملإا ب روعشلاو ةيهشلا صقن. 
Translation Loss of appetite and feelings of fullness. 
 
 
Pattern 2:      روعشلا  “the feeling” + ب “the preposition b” +  symptom NEs + وأ/و ( 
and/or) + symptom NEs 
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Example 1 ةريغص ةبج و دعب ةخفنلا وا ةمختلا ب ب روعشلا 
Translation Feeling full or bloated after a small meal. 
Example 2 هجولا يف ردخلا و فعضلا ب روعشلا 
Translation Feeling of numbness or weakness in the face 
 
 
o The noun  روعش “feeling” 
Pattern 3:      روعش  “feeling” + ب “the preposition b” + symptom NEs 
 
Example 1 نفصلا يف لقث ب روعش : يلي ام ب اضيا ةيصخلا ناطرس ببستي نا نكمي 
Translation Testicular cancer can also cause: A feeling of heaviness in the scrotum. 
Example 2 نطبلا نم يولعلا مسقلا يف لقثلا ب روعش وا ةلتك دوجو 
Translation A lump or feeling of heaviness in the upper abdomen. 
 
 
o The noun  ملأ “pain” 
Pattern 4:      ملأ  “pain” + يف “the preposition in” + symptom NE 
 
Example 1 ةدعملا ةقطنم يف ملا وا جاعزنا : يه ةدعملا ناطرس ل ةفولاملا ضارعلاا نا 
Translation 
Common symptoms of stomach cancer are: Discomfort or pain in the 
stomach area. 
Example 2 علبلا يف ملا وا ةبوعص : اضيا ةيلاتلا ضارعلاا مفلا ناطرس ضيرم ىدل رهظت نا نكمي. 
Translation 
Common symptoms of oral cancer may also include: Difficulty or pain when 
swallowing. 
 
Pattern 5:      ملأ  “pain” + دنع “the adverb when” + symptom NE 
 
Example 1 علبلا دنع ملا وا لكاشم . مفلا يف ءارمح وا ءاضيب عقب روهظ : يه مفلا ناطرس  ضارعأ  
Translation 
Symptoms of oral cancer include: - White or red patches in your mouth. 
Problems or pain with swallowing. 
Example 2 
 فلخلا ىلا هجاردا دوعي دق و , ءيرملا يف ماعطلا راشحنا : يه يئيرملا ناطرسلا ل ةفولاملا ضارعلاا نا
علبلا دنع ملا . . 
Translation 
Common symptoms of esophageal cancer are: Food getting stuck in the 
esophagus, and food may come back up. Pain when swallowing. 
 
Pattern 6:      ملأ  “pain” + للاخ “the adverb during/through” + symptom NE 
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Example 1 عامجلا للاخ ملا . يضوح ملا : اهنم و , محرلا قنع ناطرس ل ىرخا ةعئاش ضارعا كانه 
Translation 
Other common symptoms of cervical cancer include: Pelvic pain. Pain 
during sex. 
 
Pattern 7:      ملأ  “pain” + قوف “the adverb above” + symptom NE 
 
Example 1 ةدعملا قوف ملا . ) نينيعلا ضايب و دلجلا رارفصا ( ناقريلا : هضارعا نم و 
Translation 
Symptoms include: - Jaundice (yellowing of the skin and whites of the eyes) - 
Pain above the stomach. 
 
o The noun  دوجو “existence” 
Pattern 8:      دوجو  “existence” + ةلتك “lump” + يف the preposition in+ symptom NE 
 
Example 1 
 وا كفلا وا ةنجولا وا نذلاا ةقطنم يف ةلتك دوجو وه ةيباعللا ددغلا ناطرس ل اعويش رثكلاا ضرعلا نكل
مفلا لخاد يف وا ةفشلا 
Translation 
The most common symptom of salivary gland cancer is a lump in the area of 
the ear, cheek, jaw, lip, or inside the mouth. 
Example 2 نطبلا نم يولعلا مسقلا يف لقثلا ب روعش وا ةلتك دوجو : دبكلا ناطرس ل ةعئاشلا ضارعلاا نم 
Translation 
Some common symptoms of liver cancer are: A lump or feeling of heaviness 
in the upper abdomen. 
 
Pattern 9:      دوجو  “existence” + ةلتك “lump” + برق near + symptom NE 
 
Example 1 جرشلا برق ةلتك دوجو: يه جرشلا ناطرس ل ةعئاشلا ضارعلاا ضارعلاا 
Translation Common symptoms of anal cancer are: A lump near the anus 
 
o The noun  روهظ “appearance” 
Pattern 10:      روهظ  “appearance” + ةلتك “lump” + يف the preposition in+ symptom NE 
 
Example 1 فنلاا لخاد يف ىفشي لا حرقت وا ةلتك روهظ اضيا فنلاا ناطرس ببسي نا نكمملا نم 
Translation 
Nasal cancer may also cause a lump or sore inside of the nose that does not 
heal. 
Example 2 نطبلا يف ةلتك روهظ : يلي ام ىلع لمتشت رظكلا ناطرس ل ةعئاشلا ضارعلاا نا ضارعلاا 
Translation 
Common symptoms of adrenal gland cancer include: A lump in the 
abdomen. 
 
Pattern 11:      روهظ  “appearance” + ةلتك “lump” + ىلع the preposition on+ symptom 
NE 
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Example 1 ةبقرلا نم ةيفلخلا ةهجلا ىلع ةينهد ةلتك روهظ 
Translation A lump of fat on the back of the neck 
 
Pattern 12:      روهظ  “appearance” + ةلتك “lump” + ب the preposition b+ symptom NE 
 
Example 1 نذلاا ب ةطيحملا ةقطنملا يف ةلتك روهظ وه ةيباعللا ددغلا ناطرس ل اعويش رثكلاا ضرعلا نا 
Translation 
The most common symptom of salivary gland cancer is a lump in the area of 
the ear. 
 
o The noun  رارمحا “redness” 
Pattern 13:      رارمحا  “redness” + يف the preposition in+ symptom NE 
 
Example 1 نيعلا يف رارمحا وا ملا : اهنيب نم , ةفلتخم ضارعا روهظ ىلا يكبشلا يمورلاا مرولا يدؤي 
Translation 
Retinoblastoma causes different symptoms, including: Pain or redness in the 
eye. 
 
o The noun  ةقرح “heartburn” 
Pattern 14:      ةقرح  “Heartburn” + يف the preposition in+ symptom NE 
 
Example 1 مضهلا رسع وا ةدعملا سار يف ةقرح : نم اضيا ةدعملا ناطرس ضيرم وكشي نا نكمي 
Translation 
Symptoms of stomach cancer also include: Heartburn in top of stomach or 
indigestion  
 
o The noun ةحرق “ulcer” 
Pattern 15:      ةحرق  “ulcer” + يف the preposition in+ symptom NE 
 
Example 1 مفلا يف ةدنعم ةحرق . مفلا يف ءارمح وا ءاضيب عقب روهظ : يه مفلا ناطرس ضارعا 
Translation 
Symptoms of oral cancer include: White or red patches in your mouth. A 
mouth sore that won't heal. 
 
c. The treatment methods  NE patterns (Figure 4.15) 
 
o The noun  مادختسا“the usage” 
Pattern 1:      مادختسا  “the usage” + جلاعلا “the treatment” + ب “the preposition b” + 
treatment method NEs 
 
Example 1 مدلا ضاضيبا عاونا ضعب يف ةيئايميكلا ةجلاعملا عم ةعشلاا ب جلاعلا مادختسا يرجي 
Translation Radiation therapy is used with chemotherapy for some kinds of leukemia. 
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Example 2 سايركنبلا ناطرس ةجلاعم ل ةعشلاا ب جلاعلا مادختسا اضيأ نكمي 
Translation Radiation therapy can also be used to treat pancreatic cancer. 
 
Pattern 2:      مادختسا  “the usage” + ةجلاعملا “the treatment” + treatment method NEs 
 
Example 1 مدلا ضاضيبا عاونا ضعب يف ةيئايميكلا ةجلاعملا عم ةعشلاا ب جلاعلا مادختسا يرجي 
Translation Radiation therapy is used with chemotherapy for some kinds of leukemia. 
Example 2 محرلا ناطرس نم ةمدقتملا لحارملا يف ءاسنلا ىدل ةينومرهلا ةجلاعملا مادختسا نكمي 
Translation Hormone therapy may be used for women with advanced uterine cancer. 
 
Pattern 3:      مادختسا  “the usage” + تاعرج “doses” + نم the preposition “of” + 
treatment method NEs 
 
Example 1 ةينيسلا ةعشلاا نم ادج ةضفخنم تاعرج مادختسا يرجي 
Translation Today, x-rays use very low doses of radiation 
Example 2 
 و ةيودلاا نم ةيلاع تاعرج مادختسا ب ضيرملا دنع مدلا ضاضيبا ببسي يذلا مظعلا يقن فلاتا متي ثيح
ةعشلاا 
Translation 
the patient’s leukemia-producing bone marrow is destroyed by high doses of 
drugs and radiation 
 
 
o The noun  ةجلاعملا“the treatment” 
Pattern 4:      ةجلاعملا  “the treatment” + ب “the preposition b” + treatment method NEs 
 
Example 1 ةحارجلا دعب مسجلا يف ةيقبتملا قردلا ناطرس ايلاخ ومن ئطبت نا نكمي قردلا نومره ب ةجلاعملا نا 
Translation 
Thyroid hormone treatment can slow the growth of thyroid cancer cells left 
in the body after surgery. 
Example 2 نيعلا ناطرس عم لماعتلا ىلع اضيا ةرداق ديربتلا ب ةجلاعملا 
Translation Cryotherapy can also treat eye cancer. 
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Figure 4.14 The symptom NE noun-related patterns. 
 
 
Figure 4.15 The treatment methods NE noun-related patterns. 
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d. The diagnosis methods  NE patterns (Figure 4.16) 
 
o The noun  مادختسا “the usage” 
 
Pattern 1:      مادختسا  “the usage” + صوحف “tests” + diagnosis method NEs 
 
Example 1 دبكلا لمع ةملاس ىدم سايق لجا نم مدلا صوحف مادختسا نكمملا نم 
Translation Blood tests can be used to check for liver problems. 
Example 2 ناطرسلا اه غلب يتلا ةلحرملا ديدحت لجا نم ابلاغ ةيريوصت صوحف مادختسا يرجي 
Translation Imaging tests are often used to determine the stage of the cancer. 
 
o The noun  ريوصتلا “the scanning/the imaging” 
 
Pattern 2:      ريوصتلا  “the scan/imaging” + ب “the preposition b” + diagnosis method 
NEs 
 
 
Example 1 اضيا يسيطانغملا نينرلا ب ريوصتلا ةطساو ب ةيفخلا مارولاا فشتكت نا نكمي 
Translation A CT scan may need to be used to check for hidden tumors. 
Example 2 
 ىرخا نكاما ىلا رشتنا دق ةدعملا ناطرس ناك اذا ام رهظي نا ينورتيزوبلا رادصلاا ب ريوصتلا عيطتسي
مسجلا نم 
Translation 
A PET scan can show if the stomach cancer has spread elsewhere in the 
body. 
 
 
o The noun  ريوصت  “scanning/imaging” 
 
Pattern 3:      ريوصت  “scan/imaging” + ب “the preposition b” + diagnosis method NEs 
 
Example 1 محرلا ناطرس صيخشت لجا نم ةيتوصلا قوف جاوملاا ب ريوصت ءارجا نكمي 
Translation An ultrasound may also be done to diagnose uterine cancer. 
Example 2 مفلا ناطرس ةلحرم ديدحت ل ةينيسلا ةعشلاا ب ريوصت ءارجا نكمي. 
Translation An x-ray is one test that may be done to determine the stage of oral cancer. 
 
o The noun صحفلا  “the test/examination” 
 
Pattern 4:      صحفلا  “the test/examination” + ب “the preposition b” + diagnosis 
method NEs  
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Example 1 ةيتوصلا قوف جاوملاا ب صحفلا : ةيصخلا ناطرس صيخشت ىلع دعاست يتلا صوحفلا نمضتت 
Translation Tests that can help diagnose testicular cancer include: Ultrasound exam. 
Example 2 
 ب صحفلا دجوي ثيح ; نولوقلا ناطرس ب ةباصلاا صيخشت ل ىرخا تارابتخا وا تاصوحف كانه
بسوحملا يعطقملا ريوصتلا 
Translation 
Other tests may also be done to diagnose colon cancer. One such test is 
called a CAT scan. 
 
o The noun  روص “images” 
 
Pattern 5:      روص  “images” + ب “the preposition by” + diagnosis method NE 
 
Example 1 مويرابلا لولحم برشي نا دعب ضيرملا ةدعم و ءيرم ل ةينيسلا ةعشلاا ب روص ذخؤت ثيح 
Translation After you drink a barium solution, you have x-rays taken of your esophagus and stomach. 
Example 2 ديرولا يف تاريغت ةيا نع اثحب ةينيسلا ةعشلاا ب روص طاقتلا  يرجي 
Translation Then x-rays are taken to see if there are any changes to the vein. 
 
 
 
Figure 4.16 The diagnosis method NE noun-related patterns. 
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4.5 Summary 
This chapter has described the language processing steps necessary to analyse our Arabic medical 
corpus prior to the extraction of named entities. A summary of the important findings and issues are 
listed below. 
Our proposed approach to named entity recognition system is applied to the medical corpus which was 
extracted from King Abdullah Bin Abdulaziz Arabic Health Encyclopedia (KAAHE); the selected 
domain for the analysis is related to the domain of cancer which is of great concern in Saudi Arabia. 
The first stage of NAMERAMA involved a series of NLP tasks and produced a set of featuers and 
pattern to be employed by BBN in the second stage. Two important results are achieved. First the 
corpus was tokenised using AMIRA tool, POS tagged using MADAMIRA tool, and annotated 
manually. Second, AMIRA tool tokeniser has performed well with 91.3%, 88.5%, and 89.9% for 
precision, recall, and F-measure, respectively. However, number of challenges has been encountered 
during the tokenisation step, specifically when dealing with lexical items starting with the letter A after 
‘AL’ determiner, conjunction ‘b’ and ‘w’ due to the morphological structure of the Arabic language. In 
spite of these difficulties, the AMIRA POS tagger has achieved an accuracy of 84% when it was 
applied on small set of data (5,119 tokens). The AMIRA POS tagger performs less favourably than 
English parsers in the area of adverbs, adjectives and genitive nouns, and, in particular, broken plurals 
with 32% errors. The annotation of our medical corpus is another challenging task and has required a 
set of annotation guidelines to be considered in order to achieve consistency. These annotation 
guidelines were described in Section 4.4.1.3. 
Finally, the three data analysis techniques, namely frequency analysis, collocation analysis, and 
concordance analysis, have been used to extract relevant features for the recognition of our domain 
specific entities. The data analysis task has helped us study the language used in the medical domain 
and identify key characteristics and meaningful features namely, gazetteers, lexical markers, patterns, 
stopwords, and definiteness. However, because relying solely on data analysis methods to extract and 
select features can mislead the classifier, further efforts have been required to evaluate and rank these 
features before feeding these into BBN; this is discussed further in the next chapter. 
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5 Chapter 5: Bayesian Named Entity Network 
5.1 Introduction 
This chapter describes the second stage of NAMERAMA which relates to the classification and 
recognition of appropriate named entities. There are three major steps: data transformation, feature 
ranking, and Bayesian network implementation. The first part of this chapter describes the process of 
converting the corpus into a feature vector to be readable by the Bayes Server tool. The second part of 
this chapter explains the feature ranking approach using the likelihood ratio and Naive Bayes network. 
The third part discusses the implementation of Bayesian Belief Network (BBN) approach to the 
classification and recognition of the appropriate named entities. The impact of the sliding window on 
the classification and recognition performance is evaluated and a five-fold cross-validation experiment 
on the corpus for each class of named entities is discussed in the last section.  
5.2 Data Transformation Step 
The goal of the data transformation step is to transform the data to be readable by the Bayesian belief 
network tool. Prior to this step, the outputs from the natural language processing stage are stored in 
different files, including: 
 The textual dataset: consist of 27 text files and 62,504 tokens.  
  The annotated 27 text files: comprise the entity type of each token in the data.  
  The POS tagged data: 27 text files store the POS tag of each token in the data.  
  Stopwords file: lists the stopwords.  
  Lexical marker files: contain the lexical markers related to a specific named entity category.  
  Gazetteers: consist of four different text files that comprise the common NEs among the data. 
Each gazetteers file is related to a specific named entity category.  
  27 Definiteness files: comprise the definiteness (the existences of ‘Al’ article in a lexical item) 
feature for our data.  
 Patterns file: comprises different patterns that are related to the specific named entities. 
In the data transformation step, relevant data are selected, transformed and consolidated into forms 
appropriate for analysis and training by the Bayesian network classifier.  The output of the data 
transformation step is a single feature vector file that contains each token in our data along with its 
features. 
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5.3 Feature Ranking 
As Shalaan (2014) explains, features in NER are important properties or characteristic attributes of 
words which are used to train a given classifier being used. Generally, there are two primary 
approaches to tackle NER task, namely rule-based approach and machine learning approach. Rule-
based systems have to rely on hand crafted rules extracted from specific domain experts, and even then 
high recall can be very difficult to achieve. Furthermore, they are also not portable, are expensive and 
hard to maintain (Baluia et al., 2000) and tend to focus on extracting entities such as organisations, 
persons and locations, or temporal expressions such as dates and times, or numerical quantities such 
currency and percentages which can be identified more easily than complex entities such as disease 
names, symptoms, diagnosis and treatments, which have no explicit recognisable expressions or 
markers. Machine Learning (ML) systems can achieve good performance by learning from features or 
patterns but demand large computational resources. Their success depends on identifying a set of 
features from which a classification model is constructed that can adequately represent the corpus 
being used (Hall, 1999). This study applies machine learning, which is a supervised learning algorithm. 
The training set, which is based on the annotated corpus from the natural language stage, captures the 
entities and their associated feature types (e.g. gazetteers, lexical marker, stopwords, POS tags, patterns 
and definiteness). A window of up to five words, including two words preceding and two words 
following the current word is adopted. 
Two methods are used to rank and evaluate the importance of each feature with respect to the correct 
named entities: the likelihood-ratio and a simple Naïve Bayesian Network (NBN), using Bayes server 
which is a tool for modelling Bayesian networks.  
5.3.1 Likelihood-ratio 
The likelihood-ratio is a statistical significance test aimed at deciding which features are likely to 
influence a target variable of interest. This is applied on the target variables in our data, which consist 
of five different values (disease, symptom, treatment method, diagnosis method, and not an entity).  
When evidence is entered in a Bayesian network the probability or likelihood of that evidence (e), 
denoted p(e), is computed by the tool. This probability, p(e), indicates how likely it is that the network 
has generated that data. The likelihood ratio for a given evidence (e) is given by the ratio of the 
probabilities of the evidence p(e) occurring given that the statement is either true or false. The result of 
this test shows that all the features are checked as true features. This may be caused by the fact that 
11% of the values of the target variable in our corpus are labelled as named entities (i.e. disease, 
 102 
 
symptom, treatment method, diagnosis method) consequently the likelihood-ratio is overwhelmed by 
the NotEntity values in the data. 
5.3.2 Naïve Bayes network 
Bayesian classifiers are statistical classifiers. They can predict the probability of class membership, for 
example, the probability that any sample belongs to any given class. These classifiers are based on 
Bayes’ theorem. A naïve Bayesian classifier assumes that the effect of an attribute value on a given 
class operates independently of the values of other attributes. This assumption is referred to as class 
conditional independence. It allows the researcher to simplify the computation of the classifier and that 
is why it is named naïve (Leung, 2007). While naïve Bayes may be a simple tool, it is invaluable for 
data classification. It is employed in a wide range of classification tasks; it is employed for highly 
varied data, including medical texts, computer network data, and text recognition. It is simple, yet 
produces solid and reliable results from its classifications. It is efficient  and easy to construct due to 
the assumption that all the features are independent of each other (Amor et al., 2004) as shown in 
Figure 5.1. Consequently, the cost of joint probability factorisation is reduced as much as possible to 
its simplest form. However, when applied to real datasets, the independence assumption can prove 
impractical and result in inaccuracies. 
 
Figure 5.1 A typical Naïve Bayes network (Ang et al., 2016). 
 
An example of our simple Naïve Bayes network structure is given in Figure 5.2 where each feature is 
expressed in terms of window size of a five-word, and each feature node includes a set of states 
representing the possible values of this feature. For each feature, our simple Naïve Bayes network is 
implemented four times once for each entity type described below.  
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Figure 5.2 A simple Naïve Bayes network to evaluate the features. 
 
 Named Entity: Disease  
The simple Naïve Bayes network structure is applied to evaluate and rank the features performance in 
order to recognise the named entity, disease. Table 5.1 presents the results which show that gazetteer 
features of the previous two words, current word, and following two words yield a true positive count 
of 436, representing 89.53% precision, 81.95% recall, and an F-measure of 85.57%. The miss-
classification errors for this entity include 51 false positives, where non-entities are flagged as entities, 
and 96 false negatives, where entities are overlooked. The lexical marker features for the same five-
word window has a true positive count of 392, with precision of 98.99%, recall of 73.68%, and an F-
measure of 84.48%.and include  4 false positives and 140 false negatives. The annotation tags have 
produced 149 true positives versus 474 false positives and 383 false negatives, accounting for the worst 
precision rate for this disease entity type at only 23.92%. Recall is at 28.01%, and the F-measure is at 
25.80%. Definiteness features show little influence, with 97 true positives, 192 false positives, and 435 
false negatives, yielding 33.56% precision, 18.23% recall, and an F-measure of 23.63%. The two 
poorest categories in terms of recall are the pattern features and POS tags, although both show high 
precision. Pattern features yield 30 true positives, no false positives, 502 false negatives, giving them 
the highest possible precision rate at 100%, a poor recall rate of 5.64% and a poor F-measure of 
10.68%. The POS tags generate only 17 true positives, 31 false positives, and 515 false negatives, 
which is the highest false negative count for this disease entity table. This caused a 35.42% precision 
rate, but the lowest recall at 3.20%, also yielding the poorest F-measure at 5.86%. The reason for the 
high F-measure achieved by the gazetteer features is due to the fact that most disease entities in the 
corpus contain the word cancer, which is listed in the gazetteers and lexical markers indicating that the 
following words are disease entities. The results of applying the simple NBN using only the annotation 
tags show us that entities tend to appear next to each other and hence, knowing whether or not the 
previous or following two words are disease entities may help our network to detect whether the 
current word is or is not an entity. 
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Table 5.1 The results of applying the NBN using each feature for the category of disease entities. 
No Features TP FP FN Precision Recall F-measure 
1 Gazetteers features  436 51 96 89.53% 81.95% 85.57% 
2 Lexical marker features  392 4 140 98.99% 73.68% 84.48% 
3 The annotation tags  149 474 383 23.92% 28.01% 25.80% 
4 Definiteness features  97 192 435 33.56% 18.23% 23.63% 
5 The pattern features  30 0 502 100 % 5.64% 10.68% 
6 POS tags  17 31 515 35.42% 3.20% 5.86% 
 
The ability of our simple NBN using POS tag features to recognise entities is somewhat limited on 
their own. However, using POS tag features alongside other features may improve the performance of 
the network. The simple NBN using only the definiteness features achieved a 23.64% F-measure. This 
might indicate that the there is a hidden pattern in how the al article is used among the disease entities. 
 Named Entity: Diagnosis Methods 
Table 5.2 presents the results related to the entity diagnosis methods. As with disease, the gazetteer 
features represent the most accurate feature, with 102 true positives, 23 false positives, and 151 false 
negatives. This gives a precision rate of 81.60%, a recall rate of 40.32% and an F-measure of 53.97%. 
Annotation tags yield a total 149 true positives, 168 false positives, and 104 false negatives, providing 
47.00% precision, 58.98% recall, and 52.28% F-measure. Lexical markers return 58 true positives, 3 
false positives, and 195 false negatives, at 95.08% precision, 22.92% recall, and 36.94% F-measure. 
Pattern features show a low score of 1 true positive and 2 false positives, with 252 false negatives. This 
gives a precision rate of 33.33%, a recall rate of 0.40%, and a total F-measure of 0.78%. The worst 
score was again related to the definiteness feature, providing no positives and unreadable results. 
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Table 5.2 The results of applying the NBN using each feature for the diagnosis method entity category. 
No Features TP FP FN Precision Recall F-measure 
1 Gazetteers features  102 23 151 81.60% 40.32% 53.97% 
2 The annotation tags  149 168 104 47.00% 58.89% 52.28% 
3 Lexical marker  58 3 195 95.08% 22.92% 36.94% 
4 The pattern features  33 13 220 71.74% 13.04% 22.07% 
5 POS tags  1 2 252 33.33% 0.40% 0.78% 
6 Definiteness features  0 0 253 N/A 0.00% N/A 
 
 Named Entity: Treatment Methods 
Table 5.3 presents the results for the treatment methods entity which generate some of the poor scores 
out of all the NBN structures. The highest influential feature is the gazetteers, with 185 true positives, 
141 false positives, and 108 false negatives returning 56.75% precision, 63.14% recall, and a total F-
measure of 59.77%. The second influential feature is the annotation tags, with 121 true positives, 205 
false positives, and 172 false negatives, yielding a precision rate of 37.12%, a recall of 41.30%, and a 
total F-measure of 39.10%. From there on, we see a sharp decline in the influence of the remaining 
features, these include i) lexical marker features with 14 true positives, 3 false positives, and 279 false 
negatives, resulting in 82.35% precision, 4.78% recall and 9.03% F-measure, ii) pattern features with 
10 true positives, 2 false positives, and 283 false negatives, resulting in 83.33% precision, 3.41% recall 
and 6.56% F-measure, iii) POS features with 1 true positive, 6 false positives, and 292 false negatives, 
resulting in 14.29% precision, 0.34% recall, and a 0.67% F-measure. Here again, the definiteness 
feature has failed to produce any positive contributions. 
 Named Entity: Symptoms 
The results of applying the NBN for the symptoms entity type are shown in Table 5.4. It is only the 
annotation tags which provide the best results, with 214 true positives, 94 false positives, and 13 false 
negatives. The precision rate is 69.48%, and the recall rate is 94.27%, while the F-measure is 80.00%. 
The remaining features have no influence to the classification of this entity. The pattern features record 
42 true positives, 7 false positives, and 185 false negatives, giving 85.71% precision, but only 18.50% 
recall and a total F-measure of 30.43%. The Gazetteer features return 4 true positives, 5 false positives, 
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and 223 false negatives, giving 44.44% precision, 1.76% recall, and 3.39% total F-measure. The 
lexical marker features yield 2 true positives, 7 false positives, and 225 false negatives, giving 
precision of 22.22%, recall of 0.88%, and a F-measure of 1.69%.   The poorest results are related to the 
definiteness features and the POS tags which yield no positives at all for either of them, meaning this 
analysis could not be completed. 
Unlike the disease entity, our gazetteers feature does not yield the most accurate results. This is 
because our gazetteers contain a limited number of symptoms and because symptoms in this corpus 
tend to be expressed in terms of sentences rather than a set of lexical items; our corpus includes one 
symptom entity described in terms of 11 lexical items. The annotation tags appear to be the most 
influential feature for this kind of medical corpus. Knowing the annotation tags of the previous two or 
following two words can help determine whether the selected word is a symptom entity. Pattern 
features have also contributed significantly to the recognition of symptom entities when compared to 
disease entities, being the fifth most influential feature for the disease entity and the second most 
influential for the symptoms entity. 
 
Table 5.3 The results of applying the NBN using each feature for the treatment method entity category. 
No Features TP FP FN Precision Recall F-measure 
1 Gazetteers features  185 141 108 56.75% 63.14% 59.77% 
3 The annotation tags  121 205 172 37.12% 41.30% 39.10% 
2 Lexical marker features  14 3 279 82.35% 4.78% 9.03% 
5 The pattern features  10 2 283 83.33% 3.41% 6.56% 
6 POS tags  1 6 292 14.29% 0.34% 0.67% 
4 Definiteness features 0 0 293 N/A 0.00% N/A 
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Table 5.4 The results of applying the NBN using each feature for the symptom entity category. 
No Features TP FP FN Precision Recall F-measure 
1 The annotation tags  214 94 13 69.48% 94.27% 80.00% 
2 The pattern features  42 7 185 85.71% 18.50% 30.43% 
3 Gazetteers features  4 5 223 44.44% 1.76% 3.39% 
4 Lexical marker features  2 7 225 22.22% 0.88% 1.69% 
5 Definiteness features  0 0 227 N/A 0.00% N/A 
6 POS tags  0 0 227 N/A 0.00% N/A 
 
5.4 Naïve Bayes Network application to named entities 
In the previous step, Naïve Bayes Network is used to rank the features according to their performance 
in recognising the entities. This is done by implementing the NBN using each feature on its own. 
Contrarily, this section describes the application of NBN using all the features. The structure of our 
NBN is presented in Figure 5.3. As required by the structure of NBNs, our network consists of one 
parent node which is the wordi   entity tag, which is the target node that needs to be classified. The root 
node is linked with 27 nodes that represent the features of the previous two words, current word, and 
the following two words.  
A Bayes Server 6.15 tool is used to construct the NBN, to learn the probability of each node and to 
perform the classification task. A relevance tree algorithm, which is an exact probabilistic inference 
algorithm for Bayesian networks and dynamic Bayesian networks, is used to perform the learning and 
inference. Each named entity category is trained and predicted on its own. Consequently, four NBNs 
were constructed, one for each category. 
5.4.1 Evaluation of the NBN classifier 
The data was divided into 80% for training and 20% for testing. Table 5.5 below shows the best results 
obtained in terms of precision, recall and F-measure relate to the entity disease, and the poorest results 
in terms of F-measure relate to the entity symptoms. 
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The results show that our NBN achieved the highest F-measure, 79.97%, in recognising the disease 
entity and the lowest F-measure, 52.47% in recognising the diagnosis methods entity. The results for 
each named entity are illustrated in Figure 5.4 highlighting the effectiveness of our NBN in predicting 
(classifying) the entities. The Venn diagram consists of two circles representing the actual entities in 
the corpus and the predicted entities by our NBN. The intersection, coloured in green, represents the 
entities which correctly have been predicted (true positives). The pink circle represents the entities 
which our NBN failed to predict (false negatives) and the blue circle represents the non-entities which 
have been predicted as entities by our NBN (false positives). It is clearly shown by the Venn diagram 
that our NBN has labelled a wider range of words as entities, achieving a a high recall where a high 
number of correct entities are detected (large number of true positives and small number of false 
negatives). However, this has affected the precision (large number of false positive errors). In other 
words, our NBN has achieved 3.5 false positive errors per false negative error. 
Table 5.5 The results from our NBN. 
No Entity TP FP FN Precision Recall F-measure 
1 Disease  481 190 51 71.68% 90.41% 79.97% 
2 Treatment methods 217 240 76 47.48% 74.06% 57.87% 
3 Symptoms 141 151 86 48.29% 62.11% 54.34% 
4 Diagnosis methods 207 329 46 38.62% 81.82% 52.47% 
 
5.4.2 Optimising the Naïve Bayes Network performance 
It is evident that the use of a high dimensional feature space can lead to a poor classification 
performance for our NBN. Table 5.6 displays the results of evaluating our NBN using the highest 
ranked feature on its own (excluding the annotation tag feature), discussed in Section 5.2, against the 
results of using all the features in one network. It is clear that the performance of the NBN using the 
complete set of features has achieved a low F-measure score for the disease, treatment method, and 
diagnosis method entities. However, it has achieved a good F-measure score for the symptoms entity. 
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Table 5.6 The results of our NBN using two different sets of features: all features and only the highest ranked feature. 
No Entity All Features Highest ranked Feature Difference 
1 Diseases 79.97% 85.57% -5.60% 
2 Treatment methods 57.87% 59.77% -1.90% 
3 Symptoms 54.34% 30.43% +23.91% 
4 Diagnosis methods 52.47% 53.97% -1.50% 
 
To optimise and enhance the performance of our NBN we have reduced the number of nodes 
representing the features in our NBN. The new optimised network only employs the three highest 
ranked features in terms of their F-measures for each named entity, within a five-word window. Figure 
5.5 illustrates the structure of the optimised NBN which consists of 16 nodes instead of 28 nodes and 
the results are summarised in Table 5.7. 
Table 5.7 The results from the optimised NBN. 
No Entity TP FP FN Precision Recall F-measure 
1 Diseases  435 10 97 97.75% 81.77% 89.05% 
2 Treatment methods 186 240 107 43.66% 63.48% 51.74% 
3 Symptoms 96 122 131 44.04% 42.29% 43.15% 
4 Diagnosis methods 136 191 117 41.59% 53.75% 46.90% 
 
Table 5.8 below compares the performance of the NBN based on the number of features used (all 
features, the highest ranked feature in Section 5.2, and the highest three features in Section 5.2). For 
the diseases entities, the NBN which is trained with only the three highest ranked features has achieved 
the highest F-measure score with 89.05%. The NBN trained with only the highest ranked feature has 
achieved the highest F-measure score for the treatment methods and diagnosis methods entities with 
59.77% and 53.97% respectively. The NBN that has been trained with the all features achieved the 
highest F-measure 54.34% in recognising the symptoms entity. In conclusion, the reduction in the 
number of features used to train our NBN has improved the performance of NBN in recognising three 
out of four named entities. 
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Figure 5.3 The structure of our NBN. 
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Figure 5.4 The Venn diagram representation of the NBN performance. 
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Figure 5.5 The structure of the optimised NBN. 
Table 5.8 The performance of the NBN depending on the number of features used. 
No Entity All Features 
The highest ranked 
feature 
The three highest 
ranked features  
1 Diseases 79.97% 85.57% 89.05% 
2 Treatment methods 57.87% 59.77% 51.74% 
3 Symptoms 54.34% 30.43% 43.15% 
4 Diagnosis methods 52.47% 53.97% 46.90% 
 
5.5 Bayesian Belief Network 
The performance abilities of NBN can be surprising, given that its main assumption is that all 
variables in the network are independent, which is an unrealistic assumption in real data. That said, 
NBN generally delivers fairly accurate classifications. For example, Friedman et al. (1997) illustrated 
this ability with a classifier that assesses the risks present in loan applications. It may appear 
counterintuitive to ignore the correlations between age, education level, and income to assess each 
one independently. This sort of scenario is precisely why some researchers contemplate the possibility 
of improving NBN performance by eliminating the assumption that variables are independent 
(Friedman et al. (1997). 
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On the other hand, the Bayesian belief network (BBN) offers greater flexibility when it comes to 
forming the structure with a classifier. Some flexibility is offered by the absence of restrictions that 
arise when all the nodes (X1, X2, ..., Xn) need to be assigned to Class C as the child of the parent. More 
flexibility is found when there can be more than one parent. Due to this flexibility, the relationship 
between all nodes, including the class nodes, can be incorporated into the structure of the BBN. 
However, there is the risk that the searching space and the parameter learning can grow exponentially 
if the number of parents is not monitored and controlled. The BBN improves the classification process 
through the unrestricted ability to link variables and classes, and the learning structure lends itself to 
forming a Bayesian network, getting closer to the model required by expert knowledge. Figure 5.7 is 
an example of a BBN. 
 
 
Figure 5.6 An example of a GBN (Ang et al., 2016). 
 
5.5.1 BBN structure 
Figure 5.7 shows the structure of our BBN approach to classify the entities. It consists of 31 nodes 
and 30 arcs.  The target node, which needs to be predicted and recognised, is the wordi entity node. 
The nodes wordi-2 entity, wordi-1 entity, wordi+1 entity and wordi+2 entity represent the annotation tags 
of the previous and subsequent two words from the target word. The other nodes represent the values 
of the lexical markers, gazetteers, and pattern features, definiteness, and POS features for each entity 
node. Each entity node is a child of three features (lexical marker, gazetteer, and pattern) and a parent 
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of two features (POS tags and definiteness). The wordi entity node is also linked with the wordi-1 and 
the wordi+1 entity nodes. 
The algorithm supporting our BBN structure can be summarised as follows: 
 Knowing the feature values of the wordi entity node (e.g., lexical marker, gazetteer, and 
pattern features, etc.) can lead to better prediction of the value of the word i entity node. 
 Knowing the entity types of the previous and subsequent two words of the target word (wordi-
2, wordi-2, wordi+1, and wordi+2) can lead to better prediction of the wordi entity node. 
 For a better prediction of the wordi-2, wordi-1, wordi+1, and wordi+2 entity node values, their 
feature nodes must be considered.  
5.4.2 Evaluation of the BBN classifier 
In order to carry out the NER task using BBN, the data is again divided into training data, which 
constitutes 80%, and testing data, which constitutes 20%. During the training phase, values of all 
nodes are provided to the BBN while during the testing phase, the values of nodes wordi entity tag, 
wordi-2 entity tag, wordi-1 entity tag, wordi+1 entity tag, and wordi+2 entity tag are set as missing. A 
relevance tree algorithm, which is an exact probabilistic inference algorithm for Bayesian networks 
and dynamic Bayesian networks, is used to perform the learning and the inference. Each named entity 
is trained and predicted on its own. Table 5.9 lists the results of our BBN network. 
Table 5.9 The results of our BBN network. 
No Entity Type TP FP FN Precision Recall F-measure 
1 Disease  483 17 49 96.60% 90.79% 93.60% 
2 Treatment methods 208 92 85 69.33% 70.99% 70.15% 
4 Diagnosis methods 135 24 118 84.91% 53.36% 65.53% 
3 Symptom 112 45 115 71.34% 49.34% 58.33% 
 
Our BBN achieved a 96.60% precision, 90.79% recall, and 93.60% F-measure for the disease entity, 
while for the treatment method entity, it achieved 69.33%, 70.99%, and 70.15% for precision, recall, 
and F-measure, respectively. For the diagnosis method and symptom categories, our system achieved 
84.91% and 71.34%, respectively, for precision, 53.36% and 49.34%, respectively, for recall, and 
65.53% and 58.33%, for F-measure, respectively. Figure 5.8 illustrates the effectiveness of our BBN, 
the green intersection area representing the true positives, the pink area representing the false 
negatives, and the blue area representing the false positives. Unlike the results of our NBN (see Table 
5.6 and Figure 5.4), this BBN structure has significantly decreased the number of false positive errors 
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as it is shown in Figure 5.9 by improving the labelling of words as entities. This has improved 
precision but the recall has slightly decreased because the false negative errors have increased. 
However, the F-measure of this BBN has outperformed the NBN results. Furthermore, the recognition 
of the diseases entities has achieved the highest precision and recall (the lowest number of errors), 
shown by the large intersection area. A complete eclipse would occur if there were no errors in 
classification phase. 
 
Table 5.10 captures the results of the BBN with three different NBN configurations: using all features, 
only the highest ranked feature and three highest ranked features. The BBN outperforms all the NBNs 
for all entities in terms of the F-measure with at least 4.55% for the disease entity, 10.38% for the 
treatment method entity, 11.19% for the symptom entity, and 4.36% for the diagnosis method entity. 
Table 5.10 Comparative analysis of the results achieved by the BBN and  three NBNs. 
No Entity 
NBN (All 
features) 
NBN (the highest 
ranked feature) 
NBN (the three 
highest ranked 
features  
BBN (all 
features)  
1 Diseases (D) 79.97% 85.57% 89.05% 93.60% 
2 Treatment methods (T) 57.87% 59.77% 51.74% 70.15% 
3 Symptoms (S) 54.34% 30.43% 43.15% 65.53% 
4 Diagnosis methods (G) 52.47% 53.97% 46.90% 58.33% 
 
5.4.3. Errors analysis 
Even though the F-measure is the standard measure by which a NER system is assessed, it does not 
inform the researcher about the nature of the errors detected. Our experiments would benefit from a 
detailed analysis of these errors as this would help improve the overall system performance which F-
measure statistics alone cannot do. To gain an understanding of the types of errors found within each 
named entity category, the researcher carried out a manual analysis of the errors for each entity, 
described below.  
 Entity: Diseases 
The results show that our BBN had 17 false positives, where non-entities were flagged as entities, and 
49 false negatives, where entities were overlooked. Table 5.11 shows the statistics of the errors in the 
results of our BBN. 
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Figure 5.7 The structure of our BBN. 
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Figure 5.8 The Venn diagram representation of the BBN performance.
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Table 5.11 Error results for the disease entity (D). 
Actual Predicted Count Probability 
Probability | 
Actual 
Probability | 
Predicted 
Disease NotEntity 49 0.392% 9.211% 0.408% 
NotEntity Disease 17 0.136% 0.142% 3.400% 
 
Figure 5.9 shows a sample of the output of our BBN. The figure illustrates the original annotation tag 
(wordi entity tag) of each word (wordi) and the predicted annotation tag and belief probability in the 
predicted annotation tag (PredictProbability (wordi entity tag)). 
 
 
Figure 5.9 A sample of the output of our BBN when recognising the disease entity. 
 
The error analysis has revealed that most errors are related to the boundary of the named entity, the 
words preceding the named entity, and the words following the named entity. For example, our BBN 
labels the word ‘لحارم’ ‘stages’, which appears immediately before the named entity in the sentence 
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‘ةدعملا ناطرس لحارم’ ‘stomach cancer stages’ and the word ‘ضارعأ’ ‘symptoms’, which appears before 
the NE in the sentence ‘ةئرلا ناطرس ضارعأ’ ‘the symptoms of lung cancer’ as a disease entity. Similarly, 
our BBN labels the word ‘ةحارجلا’ ‘surgery’, which follows the NE ‘ةحارجلا ءيرملا ناطرس جلاع لمشي’ 
‘Oesophageal cancer treatments include surgery’ as a disease entity in the sentence. Another type of 
error is related to the compound disease names. For instance, in the sentence ‘نولوقلا و يدثلا ناطرس’ 
‘Breast and colon cancer’, our BBN recognises just the first type of cancer, which is breast cancer 
and misses the word colon. Another common error is labelling the adjective of the word cancer as a 
disease entity. For example, our BBN recognises the sentence ‘يليقن ناطرس’ ‘metastatic cancer’ as a 
disease entity although it is not really a type of cancer but is an adjective describing a cancer which 
spreads from the place where it first started to another place in the body. 
 Entity: Treatment method 
The results show that our BBN had 92 false positives, where non-entities were flagged as entities, and 
85 false negatives, where entities were overlooked. The number of false positive errors and false 
negative errors are close to each other. Therefore, the precision of our BBN is quite similar to the 
recall. Table 5.12 shows the statistics of the errors in the results of our BBN. 
Table 5.12 Error results for the treatment method entity (T). 
Actual Predicted Count Probability Probability | Actual Probability | Predicted 
NotEntity Treatment 92 0.736% 0.754% 30.667% 
Treatment NotEntity 85 0.680% 29.010% 0.697% 
 
Figure 5.10 shows a sample of the output of our BBN in terms of recognising the diagnosis method 
entity. The figure illustrates the original annotation tag (wordi entity tag) of each word (wordi) and the 
predicted annotation tag and the belief probability in the predicted annotation tag (PredictProbability 
(wordi entity tag)). The error analysis revealed that many of the false positive errors are linked to the 
word ‘ةجلاعملا’ ‘treatment’ where our BBN considers this word a treatment method entity, even if it is 
not. This is due to the existence of this word in the gazetteers. In Figure 5.11, the phrase ‘ ةجلاعملا
ةرفوتملا’ ‘the available treatment’ is tagged as a treatment method entity although it is not in the 
annotated data. This clearly shows that gazetteers can mislead the classification model if the entries of 
the gazetteers are not distinctive. Regarding the false negative errors, some of the treatment method 
entities tend to appear as a sentence, which makes it a challenging task to recognise the whole entity 
and the boundaries. For instance, the phrase ‘ماتلا نيضيبملا و نيقوبلا و محرلا لاصئتسا’ ‘total abdominal 
hysterectomy with bilateral salpingo-oophorectomy’ is a treatment method entity. This issue is related 
specifically to NE types among the medical domain and particularly for the symptom entity where one 
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symptom in our data contained 15 words. Furthermore, it presents a great challenge in medical texts 
as the entities cannot be easily distinguished by temporal and numeric expressions or capitalisation. 
 Entity: Symptoms 
The results show that our BBN had 45 false positives, where non-entities were flagged as entities, and 
115 false negatives, where entities were overlooked. The precision of our BBN is quite high in 
comparison with the recall. Thus, our system classification tends to be severe in terms of labelling a  
 
Figure 5.10 A sample of the output of our BBN when recognising the treatment method entity. 
 
word as a symptom entity. Therefore, our system mistakenly labels 45 words and fails to 
recognise115 real symptom entities. Table 5.13 shows a statistical analysis of the errors generated by 
our BBN. 
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Symptoms are usually expressed in terms of long syntactic phrases and can reach up to 15 tokens for 
one entity. For instance, one of the symptoms in our corpus is ‘ وأ كفلا وأ ةنجولا وأ نذلأا ةقطنم يف ةلتك دوجو
مفلا لخاد يف وأ ةفشلا’ ‘lump in the area of the ear, cheek, jaw, lip, or inside the mouth’. This makes 
identifying the boundary of the symptom entity a challenging task. The error analysis has shown that 
our BBN could recognise symptoms of up to five tokens correctly. Figure 5.11 shows a sample of the 
output of our BBN in terms of recognising the diagnosis method entity. The figure illustrates the 
original annotation tag (wordi entity tag) of each word (wordi) and the predicted annotation tag and 
belief probability in the predicted annotation tag (PredictProbability (wordi entity tag)). Unlike other 
entities, symptom entities could have stop words among them. For instance, (Figure 5.11), the words 
يف in the sentence ‘ضوحلا يف لقثلاب روعشلا’ ‘heavy feeling in the pelvis’ and the word نم in the sentence 
‘لبهملا نم فزن’ ‘bleeding from the vagina’ are stop words. Generally, most stop words are not entities; 
therefore, our BBN did not recognise the previous words as a part of the symptom entity. 
Table 5.13 Error results for the symptom entity (S). 
Actual Predicted Count Probability 
Probability | 
Actual 
Probability | 
Predicted 
Symptoms NotEntity 115 0.920% 50.661% 0.932% 
NotEntity Symptoms 45 0.360% 0.367% 28.662% 
 
 
 Entity: Diagnosis methods 
The results show that our BBN had 24 false positives, where non-entities were flagged as entities, and 
118 false negatives, where entities were overlooked. Similarly, to the symptom entity results, the 
precision of our BBN is quite high in comparison with the recall. Thus, our system classification tends 
to be coarse in terms of labelling a word as a diagnosis method entity. Therefore, our system 
mistakenly labels 24 words and fails to recognise 118 real diagnosis method entities (Table 5.14). 
Table 5.14 Error results for the diagnosis method entity (G). 
Actual Predicted Count Probability 
Probability | 
Actual 
Probability | 
Predicted 
Diagnosis 
methods 
NotEntity 118 0.944% 46.640% 0.956% 
NotEntity 
Diagnosis 
methods 
24 0.192% 0.196% 15.094% 
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The error analysis has revealed that most of the errors are related to either the boundary of the NEs or 
the failure of detecting the whole NE. Figure 5.12 shows a sample of the output of our BBN in terms 
of recognising the diagnosis method entity. The figure illustrates the original annotation tag (word i 
entity tag) of each word (word i) and the predicted annotation tag and belief probability in the 
predicted annotation tag (PredictProbability (wordi entity tag)). By considering the examples in 
Figure 5.12, our BBN failed to detect the beginning of the diagnosis method entity ‘ ةعشلأاب ردصلا ريوصت
ةينيسلا’ ‘chest imaging with X-ray’. The term X-ray is a diagnosis method entity; however, the whole 
sentence was tagged as a diagnosis method entity during the annotation stage. Some of the false 
negative errors are repeated many times among our corpus. Hence, the recall and overall performance 
of our BBN dropped. 
 
 
Figure 5.11 A sample of the output of our BBN when recognising the symptom entity. 
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5.5 The Effect of the Sliding Window Size on the BBN Performance  
Normally the neighbouring words to the left and right of the target word can convey important 
information, which will assist in identifying named entities. Sliding windows allow the researcher to 
factor in some of the context when a classification decision is made for any given word. By including 
the features of the preceding and following words as well as those of the targeted word, the decision 
regarding the targeted word acknowledges the semantic value of its features as well as the features of 
other words in the window. In order to measure the effect of the sliding window size on the 
performance of our BBN, seven different sliding window sizes were examined for each NE category. 
These sizes are as follows: 
 
Figure 5.12 A sample of the output of our BBN when recognising the diagnosis method entity. 
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 -/+Two-word window: The features of the preceding and following two words in addition to 
the features of the current word. 
 -/+One-word window: The features of the preceding and following word in addition to the 
features of the current word. 
 One-word window: The features of the current word only. 
 -Two-word window: The features of the preceding two words in addition to the features of the 
current word. 
 -One-word window: The features of the preceding word in addition to the features of the 
current word. 
 +Two-word window: The features of the following two words in addition to the features of 
the current word. 
 +One-word window: The features of the following word in addition to the features of the 
current word. 
The sizes illustrate and visualise the different sliding window sizes given the following sentence 
‘Lung cancer is one of the most common cancers in the world’ where the target word is of (Figure 
5.13). 
 
 
Figure 5.13 Visualisation of different sliding window sizes. 
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 Entity: Diseases 
In order to carry out the experiments, our BBN size is repeatedly adjusted according the sliding 
window size. Data are divided into 80% training data and 20% testing data. Table 5.15 lists the results 
of our BBN network per sliding window size. Our BBN with a -/+ one-word window achieved the 
highest recall at 90.98% and the highest F-measure at 94.07%. The one-word window achieved the 
highest precision with 98.46%. However, it achieved a quite low recall at only 47.93% and its F-
measure was only 64.48%. The low recall is caused by ignoring the useful information that relies on 
the contextual words. It is worth noting that the -one-word and -two-word windows achieved high F-
measures in comparison with the +one- and +two-word windows. This might reflect the nature of the 
Arabic language, where usually the keywords appear before the entity. For instance, in the phrase ‘ 
ةئرلا ناطرس’ ‘lung cancer’, unlike English, the word cancer precedes the word lung. Therefore, the 
phrase is written and pronounced as ‘cancer lung’. Thus, considering the features of the previous one 
or two words will result in a better performance than when considering the following one or two 
words features. 
 
Table 5.15 The results of our BBN network per sliding window size for the disease entity. 
No Sliding window TP FP FN Precision Recall F-measure 
1 -/+ 2-word window  483 17 49 96.60% 90.79% 93.60% 
2 -/+1-word window 484 13 48 97.38% 90.98% 94.07% 
3 1-word window 255 4 277 98.46% 47.93% 64.48% 
4 -2-word window 482 16 50 96.79% 90.60% 93.59% 
5 -1-word window 438 8 94 98.21% 82.33% 89.57% 
6 +2-word window 299 80 233 78.89% 56.20% 65.64% 
7 +1-word window 346 75 186 82.19% 65.04% 72.61% 
 
 
 Entity: Diagnosis methods 
Table 5.16 shows the results of applying the different sliding window sizes using our BBN on the 
diagnosis method entity. Our BBN with a one-word window achieved the highest precision at 
88.68%. However, its recall was the lowest of all BBNs at 37.15%, and its F-measure was also the 
lowest at 52.37%. Again, ignoring the surrounding words and the contextually relevant information 
they convey resulted in a poor recall percentage. On the other hand, our BBN with a -/+ two-word 
window achieved the highest recall and F-measure at 53.36% and 65.53%, respectively, although its 
precision was only recorded at 84.91%. Here the -two-word and -one-word windows scored lower on 
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precision, recall, and F-measure than the +two-word and +one-word windows, suggesting that, here, 
the adjective and noun positioning is not as relevant as it was for the disease entity category. None of 
the BBNs scored over 53.6% for recall or over 65.53% for F-measure, which is significantly lower 
than for the disease entity category. This may be due to the complexity of most diagnosis method 
entities. 
 
 
 
 
 
 
Table 5.16 The results of our BBN network per sliding window size for the diagnosis method entity. 
No Sliding window TP FP FN Precision Recall F-measure 
1 -/+ 2-word window  135 24 118 84.91% 53.36% 65.53% 
2 -/+1-word window 134 23 119 85.35% 52.96% 65.37% 
3 1-word window 94 12 159 88.68% 37.15% 52.37% 
4 -2-word window 119 33 134 78.29% 47.04% 58.77% 
5 -1-word window 119 30 134 79.87% 47.04% 59.20% 
6 +2-word window 122 28 131 81.33% 48.22% 60.55% 
7 +1-word window 122 18 131 87.14% 48.22% 62.09% 
 
 Entity: Treatment methods 
Table 5.17 shows the results of applying the different sliding window sizes using our BBN on the 
treatment method entity. Concerning the treatment method entity category, there is a less variability in 
terms of precision. The window with the highest precision percentage is the -one-word window at 
73.31%, which also has the highest F-measure at 71.78%. However, the -/+two-word window has the 
highest recall at 70.99%. Nonetheless, unlike the disease entity and diagnosis method categories, there 
is not much variation in the results of all the word windows in terms of precision, recall, or F-
measure. Precision varies from 69.33% to 73.31%, recall from 61.09% to 70.99%, and F-measure 
from 65.82% to 71.78%. This suggests that the context of the treatment method entity is less 
significant than the context of a disease entity or diagnosis method entity. However, the “–1-word” 
and “–2-word” windows achieved high F-measures in comparison with the “+1-word” and “+2o-
word” windows. Thus, context which relies in the previous words of the target words is more 
significant than the context of the following words. 
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Table 5.17 The results of our BBN network per sliding window size for the treatment methods entity. 
No Sliding window TP FP FN Precision Recall F-measure 
1 -/+ 2-word window  208 92 85 69.33% 70.99% 70.15% 
2 -/+1-word window 207 89 86 69.93% 70.65% 70.29% 
3 1-word window 179 58 114 75.53% 61.09% 67.55% 
4 -2-word window 207 78 86 72.63% 70.65% 71.63% 
5 -1-word window 206 75 87 73.31% 70.31% 71.78% 
6 +2-word window 181 76 112 70.43% 61.77% 65.82% 
7 +1-word window 181 72 112 71.54% 61.77% 66.30% 
 
 Entity: Symptoms 
Table 5.18 shows the results of applying the different sliding window sizes using our BBN on the 
symptom entity. For the symptom entity category, the most accurate BBN across the board was the -
/+two-word window at 71.34% precision, 49.34% recall, and 58.33% F-measure. Furthermore, each 
measure of accuracy is highly variable across the BBN windows, with precision measuring between 
51.94% and 71.34%, recall between 25.99% and 49.34%, and F-measure between 36.53% and 
58.33%. These two observations suggest that the context is highly significant in categorising NEs in 
the symptom entity category. This might be because symptoms are usually sentences with a much 
larger token count than other entities. This illustrates the need for a larger window size. However, 
these are still the lowest accuracy percentages of all BBN windows in all four categories. It will be 
necessary to consider in the future the reasons for this and to adjust future experiments to ensure 
greater accuracy in the symptom entity category. 
 
Table 5.18 The results of our BBN network per sliding window size for the symptom entity. 
No Sliding Window TP FP FN Precision Recall F-measure 
1 -/+ 2-word window  112 45 115 71.34% 49.34% 58.33% 
2 -/+1-word window 87 48 140 64.44% 38.33% 48.07% 
3 1-word window 59 37 168 61.46% 25.99% 36.53% 
4 -2-word window 63 39 164 61.76% 27.75% 38.30% 
5 -1-word window 73 66 154 52.52% 32.16% 39.89% 
6 +2-word window 67 62 160 51.94% 29.52% 37.64% 
7 +1-word window 64 47 163 57.66% 28.19% 37.87% 
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5.6. Five-fold Cross-validation 
The k-fold cross-validation is usually used with a scoring method to avoid over-fitting; the data set 
can be randomly divided into k-folds of equal size. Each fold is employed as a testing set, and the 
remaining folds are then applied as a training set, and the test results are averaged over the rounds. 
The same split must be replicated for training and testing, so that when comparing evaluation results 
the precision and recall values remain accurate (Benajiba et al., 2010). This method has advantages 
and disadvantages compared to other methods. On the upside, all observations are used equally for 
training and validation, with each observation being used exactly once for validation. However, the 
downside is that the training algorithm has to be rerun k times from scratch, which means it will take k 
times as much computation to complete an evaluation. The researcher made use of this method, 
employing a five-fold cross-validation experiment for each named entity category. 
 Entity: Disease 
Table 5.19 shows the results of five rounds of the experiment for the disease entity. The overall result 
for the disease entity is 89.31%, 86.21%, and 87.73 for precision, recall, and F-measure, respectively. 
The highest precision was achieved in Round 1 at 96.60%, while the lowest precision was in Round 3 
at 84.35%. The highest obtained recall was achieved in Round 2 at 96.49%, while the lowest recall 
was in Round 4 at 74.80%. In terms of the F-measure, the highest result was achieved in Round 1 at 
93.60%, and the lowest result was in Round 4. The F-measures varied from the average result of the 
system according to the round at 5.87% up or 4.48% down. 
Table 5.19 Disease entity: five rounds experiment. 
Round Precision Recall F-measure 
One 96.60% 90.79% 93.60% 
Two 84.49% 96.49% 90.09% 
Three 84.35% 87.94% 86.11% 
Four 93.84% 74.80% 83.25% 
Five 89.26% 82.94% 85.98% 
Overall 89.31% 86.21% 87.73% 
 
 Entity: Diagnosis methods 
Table 5.20 shows the results of five rounds of the experts for the diagnosis method entity. The overall 
result is 83.62% for precision, 47.21% for recall, and 60.35% for F-measure. The highest precision 
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was in Round 2 at 93.28%, and the lowest was in Round 4 at 72.64%. The highest recall was in 
Round 1 at 53.36%, and the lowest was in Round 5 at 39.80%. The highest F-measure was in Round 1 
at 65.53%, and the lowest was in Round 5 at 52.00%. The F-measures hovered around the overall 
average; however, the precision and recall ratings displayed greater variability. 
Table 5.20 Diagnosis method entity: five rounds experiment. 
Round Precision Recall F-measure 
One 84.91% 53.36% 65.53% 
Two 93.28% 44.94% 60.66% 
Three 88.05% 47.30% 61.54% 
Four 72.64% 50.00% 59.23% 
Five 75.00% 39.80% 52.00% 
Total 83.62% 47.21% 60.35% 
 Entity: Treatment methods 
Table 5.21 shows the results of five rounds of the experiments for the treatment method entity. The 
overall result is 67.03% for precision, 69.63% for recall, and 68.31% for the F-measure. The highest 
scores for all three were in Round 3, and the lowest scores for all three were in Round 5. The highest 
precision was 71.05%, and the lowest was 63.37%. The highest recall was 89.57%, and the lowest 
was 57.86%. The highest F-measure was 79.25%, and the lowest was 60.49%. 
Table 5.21 Treatment method entity: five rounds experiment. 
Round Precision Recall F-measure 
One 69.33% 70.99% 70.15% 
Two 65.10% 64.59% 64.84% 
Three 71.05% 89.57% 79.25% 
Four 66.06% 70.43% 68.17% 
Five 63.37% 57.86% 60.49% 
Total 67.03% 69.63% 68.31% 
 
 Entity: Symptom 
Table 5.22 shows the results of five rounds of the experiment for the symptom entity. The overall 
result is 64.39% for precision, 44.85% for recall, and 52.87% for the F-measure, which were the 
lowest results across all four NE categories. The highest scores for all three measures were in Round 
1. The highest score for precision was 71.34%, and the lowest score was in Round 3 at 53.80%. The 
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highest score for recall was 49.34%, and the lowest score was in Round 5 at 41.06%. The highest 
score for the F-measure was 58.33%, and the lowest score was also in Round 5 at 46.87%. Both the 
highest and lowest results as well as the overall results represent the lowest scores of their type in all 
four categories. 
Table 5.22 Symptom entity: five rounds experiment. 
Round Precision Recall F-measure 
One 71.34% 49.34% 58.33% 
Two 71.04% 48.91% 57.93% 
Three 53.80% 47.49% 50.45% 
Four 70.25% 38.41% 49.66% 
Five 54.59% 41.06% 46.87% 
Total 64.39% 44.85% 52.87% 
5.7 Summary 
This chapter has described the steps involved in the second stage of our system which is the 
classification and named entity recognition stage.  The main findings of this stage are summarised 
below. 
 The performance of any machine learning based NER system is highly correlated with the 
features used to train it. As Table 5.8 has shown, the performance of the NBNs has varied 
depending on the number of features used. Therefore, ranking the features according to their 
performance and selecting the optimal feature set would significantly improve the 
performance of the NER system. 
 Despite the simplicity of naïve Bayes, it can deliver fairly accurate classifications for NER 
purposes, especially with a small number of features (Section 5.3 and 5.4). 
 For NER purposes, our Bayesian belief network outperforms the naïve Bayes in terms of the 
F-measure with 7.5%. 
 Minimising the number of parameters within the BBN is preferred, as the parameters number 
can dramatically increase if one node has many parents and then the classification process 
could be delayed or even stopped. The minimisation could be done by switching links to the 
other way round or by avoiding linking nodes with large discrete variables to another node 
with a large discrete variable. 
 The issue regarding the large number of parameters does not exist for naïve Bayes because 
the structure of naïve Bayes allows only one parent for each node. Thus, naïve Bayes network 
is the most common form of Bayesian network used for classification tasks. However, naïve 
Bayes network did not deliver the best classification results in this study.  
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 The large size of the sliding window could affect the performance of BBN classifier as the -
/+one-word window outperformed the -/+two-word window. 
 For Arabic NER purposes, the contextual information that relies on the words that come 
before the target word has led to a better prediction of the entities than the contextual 
information of the words that come after the target word. 
 The entities in our medical domain are often expressed in a complex set of tokens and are not 
represented by temporal or capitalisation markers; this has made the recognition and learning 
tasks in our approach very challenging. 
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6 Chapter 6: Conclusion 
6.1 Review of the study 
The aim of this study is to investigate the BBN approach to recognise and extract cancer related 
named entities from Arabic medical corpus. To this end, a system referred to as NAMERAMA in 
this thesis is developed. It consists of two main stages. The first stage, which relates to Arabic 
language processing, comprises three main steps: pre-processing, data analysis, and feature extraction, 
whereas the second stage focuses on the application of the BBN to classify, recognise, and extract the 
relevant named entities. Our pre-processing method has included data tokenisation, POS-tagging, and 
data annotation. Frequency, collocation and concordance analysis have been used to analyse the 
corpus and to extract the optimal features set. This has enabled us to prepare our corpus adequately to 
extract and transform relevant features and to be analysed using BBN software.  
In summary, the objectives outlined in Chapter 1 have been met as follows: 
Objective 1, which refers to the survey of Arabic NER systems and methodologies, is provided in 
Chapter 2. Although Arabic NER has made some progress, it continues to lag behind NER tools and 
techniques for similarly important languages. Furthermore, modern Arabic texts have received less 
research attention than English documents. Due to the complex and varied morphology of the Arabic 
language structure, it has become necessary to continue the development of toolkits and software 
systems, corpora, and methods to support future text processing research into the Arabic language. 
Objective 2 relates to the much-needed corpus to support research into Arabic NER. The selected and 
annotated corpus for this study focused on the medical corpus, which was extracted from the King 
Abdullah Bin Abdullahziz Arabic Health Encyclopedia. This corpus has provided the study with the 
four classes of named entities namely disease, diagnosis, treatment, and symptoms. This new corpus 
is a valuable addition to the currently available corpora supporting further research into Arabic 
language processing.  
Objective 3 is concerned with the development of a novel BBN approach to NER. The literature 
review of NER has identified two important needs, covered in Chapter 3. The first need is to identify 
the most suitable natural language processing approach to analyse the corpus in order to extract the 
above classes of named entities. The traditional approach of language processing of English texts has 
been also useful and applicable to the analysis of Arabic documents. Other linguistic tasks, such 
collocation and concordance, have also played an important role in identifying named entities. The 
second need is to investigate how BBN can be used to learn from the annotated data and its linguistic 
features to predict and recognise the named entities.  
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Objective 4 is related to the development of our system, NAMERAMA, which is described in two 
chapters. Chapter 4 focused on the linguistic analysis of the corpus whereas chapter 5 was concerned 
with the application of BBN to predict and extract the named entities. As this approach was new to the 
extraction of named entities from Arabic documents, a number of challenges had to be overcome. The 
most significant challenge was related to the agglutinative nature of Arabic; it became important to 
ensure that accurate tokenisation is achieved and made effective use of contextual information. 
Another challenge was related to the configuration of the Bayesian networks as there is no 
standardised approach and it tends to be domain and goal specific. Two belief networks were applied; 
the experimental study showed that the belief network has outperformed naïve Bayes with a 7.5% F-
measure. The study has also identified the need to minimise the number of parameters in the belief 
network. As our corpus is extracted from a medical domain this has presented its own challenge; some 
entity classes were expressed in terms of complex sets of tokens without any temporal or 
classification markers, making recognition and learning tasks much more complex than the research 
projects described in chapter 2. 
Objective 5, which is related to the evaluation of our approach, is also included in chapter 5. A 5-fold 
cross validation was applied to validate the developed system.  To the best of our knowledge our 
literature review has not revealed any study from modern standard Arabic medical domain; thus, 
comparing our system results to other results is difficult. However, there are several Arabic NER 
systems that recognise different sets of entities such as persons, organisations, and locations, but 
comparing our results to theirs is not significant because our system uses different data and extracts 
different sets of entities. Instead, this study has implemented a baseline system to recognise the same 
entities to compare our system with a baseline system. Our baseline system is based on gazetteers; 
therefore, it automatically labels a token with an appropriate entity tag whenever this token appears 
within a gazetteer file.  
Table 6.1 shows that the baseline system slightly outperforms our BBN approach in terms of precision 
for the disease, treatment method, and diagnosis method entities, but not for the symptom entity. On 
the other hand, our system significantly outperforms the baseline system in terms of the recall for all 
entities. This result shows that the baseline system achieved high precision with fewer false positive 
errors, but this leads to a poor recall. There is usually a trade-off between recall and precision. 
Intuitively, if the system labels a wider range of words as entities, it will detect more correct entities 
(recall), but it will also get more false errors (lower precision). If it classifies everything in the 
positive category, it will have 100% recall and bad precision and generally will not be useful as 
classifier. Thus, the F-measure is a harmonic mean that gives equal weight to recall and precision. In 
terms of the F-measure, our BBN system outperforms the baseline system by 31.74% for the disease 
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entity, 3.10% for the treatment method entity, 16.71% for the diagnosis method entity, and 28.68% for 
the symptom entity (Figure 6.1)  
Although the F-measure highlights the performance contribution of our BBN approach, the recall and 
precision of the four entities, and in particular the treatment methods and symptom entities, require 
further future work. The complexity of the Arabic language and its computational processing have 
posed a few limitations which are discussed in Section 6.2. 
 
Table 6.1 The results of the BBN and baseline systems. 
No 
 System 
Entity 
 
BBN system Baseline system 
Precision Recall F-measure Precision Recall F-measure 
1 Disease 96.60% 90.79% 93.60% 98.36% 45.11% 61.86% 
2 Treatment methods 69.33% 70.99% 70.15% 75.86% 60.07% 67.05% 
4 Diagnosis methods 84.91% 53.36% 65.53% 95.40% 32.81% 48.82% 
3 Symptom 71.34% 49.34% 58.33% 55.42% 20.26% 29.68% 
 
 
 
 
Figure 6.1 F-measure of BBN and baseline system. 
0.00%
10.00%
20.00%
30.00%
40.00%
50.00%
60.00%
70.00%
80.00%
90.00%
100.00%
Disease Diagnosis
methods
Treatment
methods
Symptom
BBN system F measure
Baseline system F
measure
 135 
 
6.2 Complexity of Arabic Language and Limitations 
As was discussed in Section 1.7, the Arabic language presents many distinctive challenges which are 
not yet fully addressed by the Natural Language Processing community. However, the domain of 
medical texts also presents additional challenges, which, combined with Arabic's challenges, may 
make computational processing a daunting task. A summary of these challenges and their limitations 
are described below. 
 The extraction of entities 
In our research we have focused on extracting named entities specific to the medical domain; these 
entities have not previously been explored by the Arabic NER research community. Most NER 
systems in the literature have aimed at recognising people's names, organisations, and locations which 
are easier to detect because they are usually represented by a smaller number of tokens.   Unlike 
aforementioned entities, entities in the medical domain tend to be expressed in terms of a larger set of 
tokens which makes it difficult to detect the boundaries of multi-word entities in Arabic, due to its 
complex morphology and different syntax structure (Alotaibi, 2015).  Althobitiy (2016) noted that 
named entities that are only one or two words long constitute 92.09% out of the total named entities in 
the well-known ANERcorp corpus and constitute 84.39% in her own corpus (ALQAMAR). 
Furthermore, for the NewsFANEGold, WikiFANEGold,  and WikiFANEAuto corpora, the percentages 
are 88.96%, 83.30%, and 86.22, respectively (Alotaibi, 2015). In our corpus, the percentage of named 
entities that consist of one or two words are 81% for disease entity, 85% for treatment method entity, 
66% for the diagnosis method entity, and only 41% for the symptom entity.  Moreover, Alotaibi 
(2015) observed that the error rate in his study was only 39% for single-word named entities while, 
for multi-words, the error rate was increased to 53%. In the same manner, our system performed 20% 
better for named entities represented by fewer words (disease and treatment method entities) than 
named entities represented by more than two words (symptoms and diagnosis methods entities).  This 
brings to light the challenges encountered in extracting such entities in the medical domain. 
 Ambiguity 
Arabic is an ambiguous language and hence it is difficult to process it automatically (Karov and 
Edelman,1998). As a result of this, much research effort was devoted to developing systems for the 
disambiguation of words in Arabic. It is worth pointing out that the challenge of disambiguation of 
Arabic words is part of our NER system as many of our named entities are noun based. For instance, 
the word “ناطرس” could mean the disease cancer or the animal crab, the word “ملأ” could mean pain 
or the question haven’t you, and the word “صقن” could be a noun that means loss in the phrase weight 
loss, could be a verb that means tell a story, or a verb that means cut. 
 136 
 
 Agglutination 
Arabic is an agglutinative language. An Arabic word may consist of prefixes, a stem or a root, and 
sometimes even more than one, as well as suffixes with different combinations. Due to this, one 
Arabic word may be expressed in a sentence in other languages like English. For example, the word 
اننوركذتيسو is equivalent to the sentence: “and they will remember us”. To overcome this challenge and 
as a part of the pre-processing steps, AMIRA tool has been used to tokenise our corpus achieving 
91.30%, 88.53%, and 89.90% for precision, recall, and F-measure, respectively. Then the errors were 
corrected manually by the researcher.  
6.3 Novel Contributions 
This study has achieved a set of novel and valuable contributions to NER and Arabic NLP. These 
contributions, which can contribute to the advancement of research into both Arabic language 
processing and medical NER tasks, are outlined below. 
 
 The application of BBN in the context of NER task 
To the best of our knowledge, no previous study has implemented BBNs to extract and recognise NEs 
from Arabic texts. Roth and Yih (2002) have performed similar research in English, however we have 
found no such research in Arabic. Furthermore, Roth and Yih's work was very limited in terms of the 
corpus employed, to fewer than a thousand sentences in total focused on four NEs. Furthermore, their 
system can only recognise entities in sentences that contain two specific verbs (kill - born in). This 
research has covered complex set of NEs expressed in terms of many tokens extracted from a larger 
corpus. The developed BBN approach has achieved an acceptable F-measure, recall, and precision. 
The literature review has shown that BBNs have been deployed successfully in many applications, 
including military applications by Johansson and Falkman (2008), risk analysis applications by 
Calviño et al. (2016), and medical diagnosis applications by Bandyopadhyay et al. (2015). Our study 
has demonstrated that the BBN can also be successfully applied and exploited to support NLP 
applications for the Arabic language, and more specifically extraction of named entities from medical 
doamins. 
 The application of BBN to analyse modern standard Arabic (MSA) texts 
This study has explored a new dimension by applying BBN to process MSA texts. It is hoped that this 
approach may contribute to alleviating some of the challenges presented by Arabic morphology and to 
ensure that Arabic NLP continues to develop until the amount and quality of research is on a par with 
similarly important languages. In the literature, BBN has been applied to MSA for various purposes, 
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including handwriting recognition by Jayech et al. (2016), to expand the Arabic WordNet semi-
automatically by Rodríguez et al. (2008), and to identify non-referential pronouns in Arabic texts by 
Hammami et al. (2010). Our study shows that BBN can be deployed successfully to analyse MSA text 
in the context of NER.   
 The application of BBN to the extraction of complex medical entities 
The BBN approach has been applied to many diagnostic medical domains but not to the extraction of 
medical entities from texts. Our BBN approach is a significant contribution to processing and learning 
and recognising entities related to Arabic medical texts. In the literature, most of the Arabic NER 
systems focused on extracting NEs related to the news domain. The application of our study is to the 
medical domain with the aim of extracting complex entities related to the cancer domain. 
 The production of a manually annotated medical corpus in MSA 
As has been noted, there is a distinct scarcity of both Arabic annotated corpora and medical annotated 
corpora. Manual annotation is by far the most accurate method of preparing corpora for NLP research. 
We believe that our manually annotated corpora in Arabic of a well-known medical corpus is an 
important and valuable contribution to the body of Arabic NER research. 
 The evaluation of AMIRA tool (tokeniser and POS tagger) 
This study has also conducted and published an evaluation of the performance of AMIRA tools, 
which is a valuable contribution to the researchers involved in processing Arabic texts. Although the 
AMIRA toolkit is essential for Arabic NER, it had not yet been tested against Arabic digital medical 
documents. 
 Measuring the impact of using different features alongside BBN on the NER task.  
As research progresses into new languages and domains, the number of features and toolkits 
accessible becomes much broader. However, not all these features are transferable between domains 
and languages. Each language and domain has its own specific set of effective features. It is necessary 
to evaluate the effectiveness of these features. This study has shed light on how the features selection 
process is important and on its impact on the recognition task. 
 Assessing the impact of using different sliding window sizes on the performance of the NER 
task. 
Window sizes are important to understanding how different Named Entities can be detected. Due to 
the agglutinative nature of Arabic language, certain Named Entities may be surrounded by other 
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words that can be used to detect them. Furthermore, medical Named Entities are often composed of 
multiple words, which requires a broader window for detection. As evidenced by the lower success 
rate for detecting Treatment Named Entities as opposed to Disease Named Entities, this research has 
demonstrated that different window sizes are needed for different Named Entity types. 
6.4 Conclusion and Future Directions 
In any domain in which it is used, NER has numerous applications, and medical texts are no 
exception. Applied to the medical domain, NER can assist in the detection of patterns in medical 
records, allowing doctors to make better diagnoses and treatment decisions, enabling different 
medical staff to quickly assess a patient's records and ensure that patients are informed about their 
data, as just a few examples. However, all these applications would require a very high level of 
accuracy. To improve the accuracy of NER in this domain, new approaches need to be developed that 
are tailored to the types of NEs to be extracted and categorised. 
In an effort to solve this problem, our research applied the BBN to the process. A probabilistic model 
for prediction of random variables and their dependencies, BBNs are used in other fields to detect and 
explain patterns. Our research is the first to apply the BBN to NER. The BBN sets itself apart from 
other machine-learning algorithms in that it can establish relationships between nodes. This also 
means that BBNs are highly flexible. Our BBN strategy has achieved good accuracy for NEs in the 
classes of disease and treatment method. However, the average word length of the other two observed 
NE classes, diagnosis method and treatment, may have had a negative effect on their accuracy. This 
This reduction in accuracy for named entities expressed in a number of tokens necessitates a different 
approach. Entities describing disease and treatment method are often composed of one to three words, 
whereas symptoms and treatments are expressed usually in terms of a full sentence. One way to 
improve the recognition of these longer entities is to specify a minimum threshold of the number of 
tokens associated with a given entity, and to adjust this threshold depending on the named entity class 
or category. Another way is to analyse these long entities at the pre-processing stage and feature 
extraction step and develop an algorithm to either break them into single components or replace them 
by a higher abstraction level. 
Overall, the application of the BBN to Arabic medical NER is successful, but more development is 
needed to improve the accuracy to a standard at which the results can be applied to real medical 
systems. These future developments can be summarised as follows: 
 Improving the performance of the system by adding additional significant features. For 
instance, the actual words themselves in the corpus can be used as a feature. This would help 
boost the system performance, as many NEs are expressed using certain words. 
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 Improving the performance of the system by building large domain-specific gazetteers. 
Building gazetteers can be time-consuming, However, they can significantly improve the 
performance of any given NER system. 
 Improving the system performance by applying other Bayesian networks, such as tree 
augmented naive Bayes. 
 Improving the BBN results where longer NEs are concerned by incorporating token 
thresholds proportionate to each category's typical token count or including further pre-
processing steps. 
The domain scope of our experiment was related to cancer. Hence, another future route to consider is 
to generalise our work to the medical domain. This can be achieved by expanding and improving our 
corpus by increasing its size to include a significant number of texts related to other diseases, 
annotating and recognising other entities like drugs, side-effects, and risk factors, and mining the new 
corpus to extract more relevant features. 
In conclusion, our study has accomplished many achievements which are as follows. We have 
fulfilled our objectives, firstly surveying the currently available Arabic NER systems and 
methodologies and identified several flaws which we attempted to address in our research.  We have 
developed an effective BBN approach to named entity recognition for the Arabic cancer domain, 
validated later via a k-cross fold validation approach. We have built and annotated a new corpus 
consisting of Arabic medical text extracted from the King Abdullah Bin Abdulaziz Arabic Health 
Encyclopaedia (KAAHE) website and tested our new approach on this corpus. This strengthen the 
claim of our novel BBN application in the context of Arabic medical NER. Notable also was our 
application of BBN to the analysis of modern standard Arabic, and our application of BBN to 
extracting complex medical entries as opposed to the traditional extraction of single entities some of 
which aided by capitalisation or numeric digits or acronyms. This is a small but important step 
towards the expansion of Arabic NER. 
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 tsil sdrowpotS .I xidneppA 8
 
 كان ما أن إن ف إذا
 آخر أنها هذه شائع أخرى اليوم
 الذي كانت بعد هي أجل بعض
 إلى أو يمكن أية قد هذا
 يساعد أكثر يكون المختلفة من أي
 التي العديد فراشة شكل أفضل على
 أيضا أن يمكن ما ك تسمى
 واحدة أسبوعين لا الغالب في حيث
 أما الذين عند ذلك رئيسي من
 متى لاسيما غير سوى بيد يلي
 بما بكم أين أيان أي أنى
 ماذا ما كيف كم بمن بماذا
 كيفما حيثما من ممن مما متى
 أولئكم أولئك مهما من متى ما
 ذا ثم  ة ثم   تلكما تلكم تلك
 كذلك ِذي ذلكما ذلكم ذلك ذاك
 هكذا بعض هذان هذا هاهنا هؤلاء
 لكنه إذ أي هنالك هناك هنا
 جميع تلقاء تجاه بعض إذا جدا
 كل شبه سوى سبحان حيث حسب
 نحو مع معاذ مثل لما لعمر
 أقل أكثر آمين الذي أمامك التي
 اللذان اللتين اللتيا اللتان اللاتي اللائي
  أب ما ذات ذا اللواتي اللذين
 لو لن فو ذو حم أخ
 ما لات إن نعم لوما لولا
 كي لعل كأن عل أَن لا
 كلا كل عين عامة جميع أجمع
 إلا نفس كليهما كليكما كلتا كلاهما
 فيما فيم لكن عدا خلا حاشا
 رب لكيلا لكي كما سوف هل
 لم مذ منذ في عن على
 جلل بلى إي إذن أجل لم  ا
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 sreettezaG .II xidneppA 9
 
 ytitnE sesaesiD
 
 سرطانات الساركومة لوكيميا الابيضاض ابيضاض اللوكيميا سرطان
 السحائية القاعدية الحرشفية الكارسينومة ساركومة السرطانة سرطانة
   المريئي المبيضي القواتم الأرومي الأرومية
       
 ytitnE smotpmyS
 
 النزف ضخامة نقص التعب الوهن القشعريرة الحمى
 تقرحات الاختلاج اضطراب القيء الصداع التعرق الكدمات
 تخلخل غثيانا تقيؤا ألما الألم الضعف كتلة
 الإنهاك اصفرار تنميل خدر الصداع تورم نزف
 سعال السعال تشنجات مشاكل صعوبة انزعاج وجع
  شحوب انتفاخ الحكة احمرار تشوش التهاب
 
 ytitnE sdohteM tnemtaerT
 الشعاعية الكيماوي السريرية زرع الكيميائية الجراحة المعالجة
 المستهدفة الليزر التبريد الدعامة التخثير الاستئصال الإشعاعي
       
 ytitnE sdohteM sisongaiD
 المنظار منظار المقطعي الرنين خزعة المجهر فحصا
 مسبارا مسبار لطاخة البوزيتروني تنظير التصويرية الخزعات
    الاختزاع المغناطيسي السينية الصوتية
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 srekraM lacixeL .III xidneppA 01
 
 ytitnE sesaesiD
 سرطانات الساركومة ساركومة الابيضاض ابيضاض السرطانة سرطان
      الأرومي سرطانة
       
 ytitnE smotpmyS
 النزف ضخامة نقص كتلة وجود ظهور الحمى
 تقرحات احمرار اضطراب التهاب تشوش التعرق الكدمات
 تخلخل غثيانا تقيؤا ألما الألم شحوب مفرزات
 سعال اصفرار تنميل خدر صعوبة تورم نزف
 حكة انتفاخ تشنجات مشاكل  انزعاج وجع
 
 ytitnE sdohteM tnemtaerT
 التخثير التبريد فغر زرع تجارب التجارب المعالجة
      الاستئصال الإشعاعي
       
 ytitnE sdohteM sisongaiD
 الأمواج منظار لطاخة الرنين خزعة الصورة فحصا
       المقطعي
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