3D scanning method of environment via Kinect sensor by Kumpán, Pavel
VYSOKÉ UČENÍ TECHNICKÉ V BRNĚ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA STROJNÍHO INŽENÝRSTVÍ
ÚSTAV MECHANIKY TĚLES, MECHATRONIKY A
BIOMECHANIKY
FACULTY OF MECHANICAL ENGINEERING
INSTITUTE OF SOLID MECHANICS, MECHATRONICS AND
BIOMECHANICS
VYTVOŘENÍ 3D MODELU PROSTŘEDÍ POMOCÍ
SENZORU KINECT
3D SCANNING METHOD OF ENVIRONMENT VIA KINECT SENSOR
BAKALÁŘSKÁ PRÁCE
BACHELOR'S THESIS
AUTOR PRÁCE PAVEL KUMPÁN
AUTHOR
VEDOUCÍ PRÁCE Ing. MICHAL RŮŽIČKA
SUPERVISOR
BRNO 2014
Vysoké učení technické v Brně, Fakulta strojního inženýrství
Ústav mechaniky těles, mechatroniky a biomechaniky
Akademický rok: 2013/2014
ZADÁNÍ BAKALÁŘSKÉ PRÁCE
student(ka): Pavel Kumpán
který/která studuje v bakalářském studijním programu
obor: Mechatronika (3906R001) 
Ředitel ústavu Vám v souladu se zákonem č.111/1998 o vysokých školách a se Studijním a
zkušebním řádem VUT v Brně určuje následující téma bakalářské práce:
Vytvoření 3D modelu prostředí pomocí senzoru Kinect
v anglickém jazyce:
3D scanning method of environment via Kinect sensor
Stručná charakteristika problematiky úkolu:
Hlavním cílem práce je návrh a realizace metody pro vytvoření 3D modelu prostředí pomocí
senzoru Kinect. Řešení by mělo být schopno provádět skenování prostředí a následně vytvořit jeho
3D model pomocí senzoru Kinect. V rámci práce by měla být navržená metoda otestována na CPU
a GPU. Součástí práce je i rešeršní část, ve které bude podrobně popsán senzor Kinect.
Cíle bakalářské práce:
- prostudujte možností senzoru Kinect a seznamte se s prislusnym SDK,
- seznamte se s metodou Kinect Fusion,
- navrhněte a prakticky realizujte metodu pro 3D skenování prostředí pomocí senzoru Kinect ve
variantách pro CPU a pro GPU a porovnejte jejich výsledky, 
- zhodnoťe dosažené výsledky a navrhněte možnosti využití u mobilních robotů.
Seznam odborné literatury:
Kinect for Windows SDK Programming Guide. Birmingham: Packt Pub. ISBN
978-184-9692-397.
ENGEL, Wolfgang. GPU Pro 4: advanced rendering techniques. xv, 366 pages. ISBN
14-665-6743-0.
Vedoucí bakalářské práce: Ing. Michal Růžička
Termín odevzdání bakalářské práce je stanoven časovým plánem akademického roku 2013/2014.
V Brně, dne 24.10.2013
L.S.
_______________________________ _______________________________
prof. Ing. Jindřich Petruška, CSc. prof. RNDr. Miroslav Doupovec, CSc., dr. h. c.
Ředitel ústavu Děkan fakulty
Abstrakt
Bakalárˇská práce pojednává o užití senzoru Microsoft Kinect pro vytvárˇení trojrozmeˇr-
ného modelu prostrˇedí. V práci je popsána metoda pro snímání prostrˇedí a její imple-
mentace ve verzích pro beˇžný procesor a grafickou kartu. Výstupem práce je aplikace
umožnˇující snímání prostrˇedí a vytvorˇení modelu ve formeˇ bodového mracˇna a poly-
gonové síteˇ.
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Abstract
This bachelor thesis deals with the use of Microsoft Kinect sensor to create a three-
dimensional model of the environment. The thesis describes a method for scanning
the environment and its implementation for common CPUs and GPUs. The outcome of
this work is an application that allows scanning the environment and creating a model
in the form of a point cloud or a polygon mesh.
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GPU
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1 Úvod
S rostoucí dostupností 3D senzoru˚ a nastupující generací grafických karet prˇinášející
vysoký výpocˇetní výkon i beˇžným uživatelu˚m se objevují nové metody pro snímání
prostrˇedí. Jedním z takovýchto systému˚ je Kinect Fusion, využívající senzor Microsoft
Kinect. Algoritmy použité v Kinect Fusion byly publikovány a prˇedstavují velmi vhodný
úkol pro otestování výpocˇetních možností soucˇasných grafických karet.
Hlavním cílem práce bylo seznámit se s metodou Kinect Fusion a na jejím základeˇ
implementovat a otestovat metodu pro snímání prostrˇedí. Dalším du˚ležitým úkolem
bylo proniknout do problematiky programování výpocˇtu˚ pro grafické karty a vyzkoušet
soucˇasné výpocˇetní možnosti grafických karet na reálné úloze ve srovnání s beˇžným
procesorem.
Práce obsahuje teoretickou cˇást, i cˇást seznamující cˇtenárˇe s výsledky praktických
experimentu˚. Kapitola cˇíslo dveˇ se zabývá parametry zarˇízení Kinect a principem fun-
gování jeho hloubkového senzoru. Trˇetí kapitola informuje o dostupných aplikací vy-
užívající Kinect pro snímání prostrˇedí. Kapitola cˇíslo cˇtyrˇi popisuje jednotlivé kroky
metody pro snímání prostrˇedí. Pátá kapitola je veˇnována implementaci této metody
a prˇibližuje základní principy programování pro grafické procesory. Šestá kapitola se-
znamuje s dosaženými výsledky prˇi meˇrˇení a porovnává cˇasovou nárocˇnost implemen-
tace pro CPU a GPU. Také obsahuje ukázky nasnímaných modelu˚. V záveˇru jsou shr-
nuty dosažené výsledky.
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2 Popis zarˇízení Kinect
KINECT je prˇídavný ovladacˇ pro herní konzoli Xbox spolecˇnosti Microsoft. Umožnˇuje
uživateli ovládat herní konzoli pomocí pohybu˚, gest a hlasových prˇíkazu˚. Na trh byl
uveden v listopadu roku 2010, SDK pro tvorbu aplikací trˇetích stran vyšlo v cˇervnu
2011. V únoru 2012 byla vydána verze Kinect for Windows prˇímo urcˇená pro použití
s operacˇním systémem Windows na PC a s mírneˇ upravenými parametry.
2.1 Hardwarové parametry
Zarˇízení obsahuje 32-bitovou RGB kameru s VGA (640× 480) rozlišením, schopnou
snímat s frekvencí 30 snímku˚ za sekundu. Kameru lze použít i s vyšším rozlišením
1280× 960 pixelu˚, ale pouze se snímací frekvencí 12 snímku˚ za sekundu. Dále se na
zarˇízení nachází hloubkový senzor o maximálním rozlišení snímku 640× 480 bodu˚,
s úcˇinným meˇrˇením vzdálenosti od 0,8 m do 4 m. Verze Kinect for Windows umož-
nˇuje použít hloubkového senzoru v tzv. Near Mode s úcˇinným meˇrˇením vzdálenosti od
0,4 m do 3 m.
Zorný úhel senzoru je 43◦ vertikálneˇ a 53◦ horizontálneˇ. Maximální frekvence sním-
kování je stejneˇ jako u RGB kamery 30 snímku˚ za sekundu [11].
Obrázek 2.1: Zarˇízení Kinect
Pomocí analýzy získaných dat dokáže firmware Kinectu detekovat osoby v zorném
poli senzoru, rozpoznávat cˇásti teˇla, sledovat jejich pohyb a detekovat prˇeddefinovaná
gesta. Zarˇízení také obsahuje pole mikrofonu˚ pro snímání zvuku˚ a ovládání pomocí
hlasových prˇíkazu˚. Kinect pracuje bez dodatecˇných informací z jiných senzoru˚ nebo
sledovacích zarˇízení a umožnˇuje hrácˇi ovládat hry pouze a jen svým vlastním teˇlem.
Tyto vlastnosti a nízké porˇizovací náklady (na jarˇe roku 2014 bylo možné Kinect
porˇídit v ceneˇ 2 400 – 3 000 Kcˇ) z Kinectu cˇiní zajímavé zarˇízení pro zábavní pru˚mysl. Na
léto 2014 je prˇislíbeno uvedení druhé generace ovladacˇe, oznacˇované jako Kinect v2.
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2.2 Hloubkový senzor
Pro úcˇely této práce byl primárneˇ využíván hloubkový senzor Kinectu. Skládá se z in-
fracˇerveného laserového emitoru a monochromatického CMOS senzoru. Díky použití
infracˇerveného rozsahu spektra jej lze využívat relativneˇ nezávisle na sveˇtelných pod-
mínkách.
Obrázek 2.2: Snímek promítaného vzoru v infracˇerveném spektru (prˇevzato z [15])
Microsoft prˇi vývoji Kinectu použil technologii izraelské firmy PrimeSense. Emi-
tor na snímanou scénu stále promítá vzor bodu˚ v infracˇerveném spektru, který je za-
chycen na obrázku 2.2. Body je snímány CMOS senzorem, který je na zarˇízení fyzicky
posunutý oproti emitoru. Porovnáním rozdílu˚ mezi vzorem promítaným a snímaným
jsou za pomoci stereo triangulace vypocˇteny vzdálenosti mezi Kinectem a jednotlivými
body snímané scény.
2.3 SDK pro práci s Kinectem
Pro tvorbu softwaru využívajícího Kinect je možné použít neˇkolik SDK (Software deve-
lopment kit). Dveˇ nejrozšírˇeneˇjší jsou oficiální KINECT SDK od spolecˇnosti Microsoft
a komunitní otevrˇené SDK OPENKINECT.
Oficiální SDK je dostupné pro operacˇní systém Windows. Podporované jazyky jsou
C++, C# a Visual Basic. Oproti tomu SDK OpenKinect je dostupné na operacˇních systé-
mech Windows, Linux a OS X, podporuje použití jazyku˚ Python, C, C++, C#, Java, Lisp
a dalších.
Pro úcˇely této práce bylo použito oficiální Kinect SDK, prˇestože parametry vypo-
vídají spíše ve prospeˇch SDK OpenKinect. Hlavní výhodou Kinect SDK je snadná in-
stalace na systém Windows vcˇetneˇ ovladacˇu˚ pro Kinect a snadné použití s vývojovým
prostrˇedím Visual Studio. Nezanedbatelnou výhodou je také to, že pochází prˇímo od
tvu˚rcu˚ Kinectu.
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3 Software pro snímání prostrˇedí
využívající Kinect
Velmi brzy po uvedení Kinectu na trh se zacˇaly objevovat aplikace, které využívali Ki-
nect jinak, než jen jako herní ovladacˇ. Jednou z oblastí, kde Kinect našel uplatneˇní, je
trojrozmeˇrná modelace prostrˇedí.
3.1 Kinect Fusion
KINECT FUSION je projekt, který vznikl v divizi Microsoft Research a umožnˇuje využít
Kinect a beˇžný pocˇítacˇ pro snímání prostrˇedí v reálném cˇase. Detaily o projektu byly
publikovány v [16] a [10], podrobné informace o projektu jsou dostupné na [20].
Obrázek 3.1: Výstup systému Kinect Fusion (prˇevzato z [20])
Kinect Fusion prˇedstavoval malou revoluci v oblasti pocˇítacˇového snímání sveˇta.
S jeho pomocí bylo možné využít levný a beˇžneˇ dostupný spotrˇební hardware ke kva-
litnímu 3D modelování, vcˇetneˇ mapování textur. Možnosti samotného systému Kinect
Fusion jsou však daleko veˇtší. Umožnˇuje interakci nasnímané scény s virtuálními ob-
jekty nebo uživatelem. A to vše v reálném cˇase.
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3.2 Další systémy
Po prˇedstavení systému Kinect Fusion zacˇalo vznikat mnoho nezávislých projektu˚, sna-
žící se více cˇi méneˇ systém reprodukovat. Jedním z nejznámeˇjších je otevrˇený komu-
nitní projekt KINFU, založený na knihovneˇ PCL.
Komercˇním produktem je aplikace RECONSTRUCTME spolecˇnosti Profactor, která
dle produktových stránek dokáže veˇrneˇ modelovat oblast o velikosti 1 metru krychlo-
vého. Prˇíklad modelu získaného pomocí ReconstructMe je na obrázku 3.2.
Spolecˇnost Occipital poskytuje podobnou aplikaci pod názvem SKANECT.
Obrázek 3.2: 3D model vytvorˇený pomocí softwaru ReconstructMe (prˇevzato z [21])
Mnoho podobných rˇešení vzniklo také na univerzitní pu˚deˇ. Za všechny lze uvést
projet MIT pro mapování prostrˇedí s využitím Kinectu prˇipevneˇného na quadrotoru
[8].
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4 Teoretický popis metody pro
snímání prostrˇedí
Zde popsaná metoda pro snímání prostrˇedí pomocí senzoru Microsoft Kinect byla vy-
tvorˇena na základeˇ metody Kinect Fusion popsané v [10] a [16].
4.1 Vstupní data
Hloubkový snímek se skládá z pixelu˚ o šestnáctibitové informaci. První trˇi bity kaž-
dého pixelu slouží k identifikaci hrácˇe, je-li na snímku neˇjaký zachycen. Zbývajících trˇi-
náct bitu˚ obsahuje zmeˇrˇenou vzdálenost mezi senzorem a scénou v daném místeˇ [11].
Prˇirˇadíme-li vzdálenostem v jednotlivých pixelech úrovneˇ šedé, dostaneme podobný
obrázek, jako je na obrázku 4.1. Žluté plochy v obrázku oznacˇují oblasti s neznámou
hodnotou hloubky. Jedná se prˇedevším o lesklé povrchy, jako jsou chromované nohy
stolu. Zmeˇrˇené hodnoty hloubky jsou celocˇíselné údaje v milimetrech.
Pro úcˇely vytvorˇení modelu snímaného prostrˇedí je potrˇebných pouze trˇináct bitu˚
s informací o vzdálenosti, proto je prvním krokem bitové posunutí doprava o trˇi bity
u všech pixelu˚ hloubkového snímku.
Obrázek 4.1: Hloubkový snímek s hloubkou vyjádrˇenou pomocí odstínu˚ šedi
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4.2 Filtrování obrazových dat
Prˇed dalším zpracováním je trˇeba nasnímaná data zbavit šumu pomocí vhodného fil-
tru. Hloubkový snímek v pravidelném rastru je možné zpracovávat stejneˇ jako bitma-
pový obrázek o jednom barevném kanálu, což umožnˇuje použít grafické filtry beˇžneˇ
používané pro zpracování obrazu.
K redukci šumu se cˇasto používá filtr Gaussovo rozostrˇení. Nedostatkem tohoto fil-
tru je však to, že dochází ke ztráteˇ informace o hranách v obraze. Tento nedostatek
rˇeší bilaterální filtr, který zachovává ostré hrany, ale odstranˇuje šum [19]. Rozdíl mezi
obrazem zpracovaným Gaussovým a bilaterálním filtrem ilustruje obrázek 4.2.
Bilaterální filtr je, podobneˇ jako Gaussu˚v filtr, 2D filtr s konvolucˇní maskou. Na
rozdíl od Gaussova filtru, který pro vyhlazování používá statickou masku definovanou
Gaussovou funkcí, je maska bilaterálního filtru promeˇnná v závislosti na okolí aktuálneˇ
zpracovávaného pixelu. Filtr definuje [17] ve tvaru
BF [I ]p = 1
Wp
∑
q∈S
Gσs (||p−q||)Gσr (|Ip− Iq|)Iq (4.1)
kde p je pixel jehož hodnota je pocˇítána, q je pixel ve zpracovávané oblasti S pod
konvolucˇní maskou. Ip , Iq jsou intenzity pixelu˚ p, q. σs , σr jsou parametry Gaussovy
funkce G , která má pro nulovou strˇední hodnotu známý tvar
G(x)= e− x
2
2σ2 (4.2)
(a) Pu˚vodní obrázek (b) Gaussovo rozostrˇení (c) Bilaterální filtr
Obrázek 4.2: Porovnání Gaussova rozostrˇení a bilaterálního filtru
Cˇást Gσs (||p−q||) urcˇuje váhu pixelu jako funkci jeho vzdálenosti od strˇedu. Tato
cˇást je identická s Gaussovým filtrem. Bilaterální filtr ji doplnˇuje o cˇást Gσr (|Ip− Iq|),
která urcˇuje váhu pixelu jako funkci rozdílu jeho intenzity oproti pixelu ve strˇedu zpra-
covávané oblasti. Srovnání masky Gaussova filtru s maskou bilaterálního filtru je na
obrázku 4.3, který také ilustruje destruktivní vliv Gaussova filtru na obrazovou hranu.
Nevýhodou bilaterálního filtru oproti Gaussovu filtru je promeˇnná konvolucˇní maska.
Tu je nutné pro každý pixel znovu pocˇítat.
Zpracování obrazu o n pixelech pomocí bilaterálního filtru vyžaduje dva vnorˇené
cykly. Vneˇjší cyklus prochází n pru˚chody všechny pixely snímku, vnorˇená smycˇka pak
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k ×k pru˚chody okolí aktuálního pixelu. Nárocˇnost bilaterální filtru je v základní verzi
O(n ·k2).
Obrázek 4.3: Porovnání masky Gaussovského rozostrˇení a bilaterálního filtru a jejich
vlivu na hranu
4.3 Prˇevod hloubkové mapy na body v prostoru
Data dodaná senzorem Kinect ve formeˇ pole hloubek je pro další zpracování nutné
prˇevést na sourˇadnice prostorových bodu˚. K provedení výpocˇtu je senzor nahrazen
zjednodušeným modelem dírkové komory, jak ukazuje obrázek 4.4.
Prˇedpokládá me, že každý reálný bod p o sourˇadnicích (x, y, z) je promítán na ob-
razovou rovinu ležící ve vzdálenosti f od dírky. Pru˚meˇtem je bod p′ o sourˇadnicích
(u, v,d). Mezi sourˇadnicemi reálného bodu p a jeho obrazu na obrazové rovineˇ p platí
dle [13, s. 132] následující vztahy
p(x)= p
′(d) · (p′(u)− cx)
fx
p(y)= p
′(d) · (p′(v)− cy )
fy
p(z)= p′(d)
(4.3)
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Obrázek 4.4: Geometrický model Kinectu
kde cx ,cy jsou sourˇadnice optické osy infracˇervené kamery Kinectu a fx , fy je její
horizontální (respektive vertikální) ohnisková vzdálenost. Sourˇadnice bodu p′ – u a v
prˇedstavují pozici pixelu na hloubkovém snímku. Sourˇadnice d reprezentuje hloubku,
tedy reálnou vzdálenost mezi senzorem a bodem. Sourˇadnice bodu p v milimetrech
se vztahují k lokálnímu sourˇadnému systému jehož pocˇátek prˇedstavuje práveˇ dírka
modelové dírkové komory. Výsledkem prˇevodu z hloubkové mapy je množina bodu˚
oznacˇovaná jako bodové mracˇno (ang. point cloud).
4.4 Vytvorˇení normálové mapy
K dalšímu zpracování je krom sourˇadnic jednotlivých bodu˚ ve snímku trˇeba znát i hod-
noty normálových vektoru˚ snímané scény v teˇchto bodech. Pro zjednodušení je nor-
mála scény v bodeˇ pi urcˇena jako normalizovaný normálový vektor roviny definované
tímto bodem a sousedními body v horizontálním a vertikálním smeˇru.
ui = pi+1, j −pi , j
vi = pi , j+1−pi , j
ni = ui ×vi|ui ×vi |
(4.4)
Vektory ui a vi jsou vektory urcˇené bodem pro který pocˇítáme normálu a jeho ho-
rizontálním, respektive vertikálním, sousedem. Normálový vektor ni je poté urcˇen po-
mocí vektorového soucˇinu teˇchto vektoru˚ a normalizován.
Obrázek 4.5 znázornˇuje vypocˇtené normály ve scéneˇ za pomoci virtuálních barev.
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Obrázek 4.5: Normály scény znázorneˇné pomocí virtuálních barev
4.5 Výpocˇet transformace mezi snímky
Dalším krokem je spojení jednotlivých snímku˚ do celkové prostorové mapy scény. Body
v jednotlivých snímcích jsou zachyceny v lokálním sourˇadném systému snímacˇe. Kdy-
bychom snímky zachycené senzorem v ru˚zných pozicích vložili do scény s jednotným
globálním systémem, snímky by na sebe nenavazovaly. Ke spojení snímku˚ je trˇeba urcˇit
transformaci T mezi snímky.
Pohyb Kinectu prˇi snímání scény lze popsat sourˇadnicemi v jednotlivých okamži-
cích porˇízení snímku˚ i i n1,2, ...,n kde n je celkový pocˇet snímku˚. Pro úcˇely modelace
snímané scény je však vhodneˇjší použít popis pomocí relativních transformací. Sou-
rˇadnice porˇízení prvního snímku ztotožneˇme s pocˇátkem globální soustavy sourˇadnic
v1 = [0;0;0]. Sourˇadnice Kinectu v okamžiku porˇízení druhého snímku lze pak pomocí
relativní transformace T2 zapsat jako v2 = T2(v1). Sourˇadnice snímacˇe prˇi porˇízení trˇe-
tího (a analogicky každého dalšího) snímku jsou v3 = T3(v2)= T3(T2(v1)).
Transformace pro spojení snímku˚ je stejná, jako transformace mezi dveˇma pozi-
cemi Kinectu prˇi porˇízení teˇchto snímku˚. Díky rychlému snímání a pomalému pohybu
snímacˇe je na dvou po sobeˇ jdoucích snímcích zachyceno velké množství identických
bodu˚ – snímky mají velký prˇekryv.
K urcˇení transformací mezi snímky byl použit algoritmus ICP (Iterative closest point
– iterace prˇes nejbližší bod) [1] ve varianteˇ „bod – rovina“ (Point-to-plane) [12]. Jednot-
livé kroky ICP jsou:
1. nalezení odpovídajících bodu˚ v novém a prˇedcházejícím snímku,
2. výpocˇet transformace minimalizující chybu zarovnání,
3. transformace bodu˚ nového snímku
4. a opakování v další iteraci od bodu 1 do splneˇní vhodneˇ nastavené podmínky.
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(a) prˇed zarovnáním (b) po zarovnání
Obrázek 4.6: Snímky prˇed a po zarovnání
Nový snímek oznacˇme P , prˇecházejí Q. Prvním krokem v algoritmu ICP je nalezení
shodných bodu˚ mezi snímky P a Q. Je známo neˇkolik efektivních strategií pro hledání
takovýchto shod. Nejjednodušší možností je pro každý bod z množiny snímku P projít
všechny body snímku Q a vybrat nejbližší. Metody tohoto typu jsou vhodné prˇi zpra-
cování snímku˚ mezi kterými je velká transformace a dávají velmi dobré výsledky. Jejich
nevýhodou je však znacˇná cˇasová složitost.
Je-li však mezi obeˇma snímky transformace malá, lze s výhodou využít prˇedpo-
kladu, že hledaný nejbližší bod se na snímku Q nachází na podobných sourˇadnicích
[u, v] jako na snímku P . Metoda založená na tomto faktu je oznacˇována jako projek-
tivní asociace (Projective data association). Její princip prˇibližuje obrázek 4.7.
Bod pi nového snímku P v jeho sourˇadném systému nejprve transformujeme po-
mocí zatím vypocˇtené transformace do polohy v globálním sourˇadném systému scény.
Poté pomocí inverzní transformace k transformaci prˇedchozího snímku Q transformu-
jeme bod pi ze sourˇadného systému scény do s. s. prˇedchozího snímku Q. Pomocí ge-
ometrického modelu Kinectu pak vypocˇteme sourˇadnice [u, v] na obrazové rovineˇ, na
které by se bod pi do snímku Q promítal, a za korespondující bod ze snímku Q pro-
hlásíme bod qi , který leží na teˇchto sourˇadnicích [u, v]. V principu tedy shodný bod
hledáme tak, že bod pi promítáme na snímek Q.
Po nalezení páru˚ bodu˚ mu˚žeme urcˇit chybu zarovnání mezi teˇmito snímky. Nej-
jednodušší zpu˚sob vycˇíslení chyby zarovnání prˇedstavuje použití Eukleidovské vzdá-
lenosti mezi spárovanými body, tzv. metrika bod – bod. Nicméneˇ efektivneˇjší možností
je použít metriku bod – rovina. Prˇi ní Eukleidovskou vzdálenost mezi ztotožneˇnými
body pi , qi nahradíme vzdáleností di mezi bodem pi a tecˇnou rovinou bodu qi , urcˇe-
nou jeho normálou ni . Metrika je znázorneˇna na obrázku 4.8.
Dalším krokem je samotný výpocˇet vhodné transformace pro spojení snímku˚. Chyba
zarovnání lze dle [18] definovat jako
e =∑
i
[(R ·pi + t−qi ) ·ni ]2 (4.5)
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Obrázek 4.7: Princip projektivní asociace
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Obrázek 4.8: Metrika bod – rovina
Snímky považujeme za zarovnané, je-li e <= ², kde ² je zvolená tolerance. Nalezení
vhodné transformace [R,t] je ve své podstateˇ optimalizacˇní problém rˇešitelný metodou
nejmenších cˇtvercu˚. Hledáme takové R a t, pro které je e minimální [12].
Matice rotace R je tvorˇena kosiny a siny Eulerových úhlu˚, jedná se tedy o nelineární
funkci. Prˇedpokládáme-li však, že rotace mezi snímky je malá, mu˚žeme ji aproximovat
linearizovaným tvarem, kde jednotlivé složky jsou Eulerovy úhly.
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R≈
 1 −γ βγ 1 −α
−β α 1
 (4.6)
Vektor translace má obecný tvar
t= ( tx ty tz )T (4.7)
Jeho složky prˇedstavují posunutí ve smeˇru os sourˇadného systému.
Zavedeme-li substituce
ci = pi ×ni (4.8)
r= ( α β γ )T (4.9)
Mu˚žeme výraz pro chybu zarovnání zapsat ve formeˇ
e =∑
i
[(pi −qi ) ·ni + t ·ni + r ·ci ]2 (4.10)
Hledanými parametry optimalizacˇní úlohy jsou úhlyα,β, γpro matici R a posunutí
tx , ty , tz vektoru t. Úlohu lze rˇešit za pomoci metody nejmenších cˇtvercu˚, která podle
[18] vede na rˇešení lineární soustavy ve tvaru
Ax= b (4.11)
kde
A=∑
i

ci ,xci ,x ci ,xci ,y ci ,xci ,z ci ,xni ,x ci ,xni ,y ci ,xni ,z
ci ,y ci ,x ci ,y ci ,y ci ,y ci ,z ci ,y ni ,x ci ,y ni ,y ci ,y ni ,z
ci ,zci ,x ci ,zci ,y ci ,zci ,z ci ,zni ,x ci ,zni ,y ci ,zni ,z
ni ,xci ,x ni ,xci ,y ni ,xci ,z ni ,xni ,x ni ,xni ,y ni ,xni ,z
ni ,y ci ,x ni ,y ci ,y ni ,y ci ,z ni ,y ni ,x ni ,y ni ,y ni ,y ni ,z
ni ,zci ,x ni ,zci ,y ni ,zci ,z ni ,zni ,x ni ,zni ,y ni ,zni ,z
 (4.12)
x=

α
β
γ
tx
ty
tz
 (4.13)
b=−∑
i

ci ,x(pi −qi ) ·ni
ci ,y (pi −qi ) ·ni
ci ,z(pi −qi ) ·ni
ni ,x(pi −qi ) ·ni
ni ,y (pi −qi ) ·ni
ni ,z(pi −qi ) ·ni
 (4.14)
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Vzhledem k tomu, že matice A je pozitivneˇ definitní, lze k rˇešení rovnice 4.11 s výho-
dou využít Choleského rozklad [18]. Získaný vektor x je tvorˇen Eulerovými úhly a slož-
kami translacˇního vektoru transformace T= [R,t]. Takto získanou transformací je sní-
mek P transformován a algoritmus se opakuje v další iteraci, která zacˇíná hledáním
nových korespondujících páru˚ bodu˚ mezi snímkem Q a transformovaným snímkem
P ′ = T (P ).
Celková transformace nového snímku P vu˚cˇi prˇedchozímu snímku Q se získá kom-
binací transformací získaných v jednotlivých iteracích. Pro urcˇení transformace snímku
P pro zacˇleneˇní do globální scény, se tato transformace prˇidá ke globální transformaci
prˇedchozího snímku Q.
Protože se zarovnání nového snímku provádí vu˚cˇi skutecˇnému prˇedchozímu snímku,
je pravdeˇpodobné, že prˇi zpracování veˇtšího množství snímku˚ bude docházet ke ku-
mulaci drobných chyb zarovnání. To se negativneˇ projeví na kvaliteˇ výsledného mo-
delu. Tento negativní jev je možné omezit tím, že se jako prˇedchozí snímek použije
„virtuální“ snímek, získaný vhodnou metodou (naprˇíklad ray-castingem) z dosud na-
snímaného globálního modelu scény. V aktuální verzi se však tento prˇístup nepodarˇilo
realizovat.
4.6 Objemová reprezentace modelu
Je-li známa transformace nového snímku vu˚cˇi globální scéneˇ, je možné jej zacˇlenit do
celkového modelu scény. Kvu˚li omezení ztrát detailu˚ není do globálního modelu prˇi-
dán snímek zpracovaný bilaterálním filtrem, ale pu˚vodní nefiltrovaný snímek.
Globální model scény je uložen v objemové formeˇ jako trojrozmeˇrné skalární pole.
Model si mu˚žeme prˇedstavit jako krychli obsahující cˇást snímaného prostoru. Celá
krychle je rozdeˇlena pravidelnou mrˇížkou na malé krychlové podoblasti – voxely.
Každý voxel obsahuje dveˇ hodnoty. Hodnotu orˇíznuté znaménkové funkce vzdále-
nosti a váhu voxelu. Orˇíznutá znaménková funkce vzdálenosti (ang. truncated signed
distance function – TSDF) vyjadrˇuje vzdálenost mezi strˇedem bunˇky a povrchem na-
snímaného prˇedmeˇtu.
Hodnota 0 znamená, že hrana prochází prˇímo strˇedem. Hodnota −1 reprezentuje
bunˇky uvnitrˇ objektu, kterými žádná hrana neprochází. Hodnota +1 analogicky ozna-
cˇuje bunˇky vneˇ objektu. Hodnoty v intervalu (−1,1) prˇísluší bunˇkám na povrchu ob-
jektu a popisují úrovenˇ v jaké vzdálenosti povrch bunˇkou prochází.
Matematický zápis funkce uvádí [16], graficky je pru˚beˇh TSDF znázorneˇn na ob-
rázku 4.9. Obrázek 4.10 ilustruje použití TSDF k reprezentaci 2D krˇivky.
Vzhledem k velké datové nárocˇnosti tohoto zpu˚sobu reprezentace modelu je ve-
likost oblasti, kterou lze do modelu zachytit, velmi omezena. Jako rozumný kompro-
mis mezi pameˇt’ovou nárocˇností a rozlišením modelu se jeví krychle scény s hranou
o délce 512 voxelu˚. Pokud do takovéto krychle chceme zachytit oblast o reálném roz-
meˇru 3×3×3 metry, je rozlišení jednoho voxelu 5,9 mm.
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Obrázek 4.9: Pru˚beˇh TSDF
Obrázek 4.10: 2D krˇivka popsána pomocí skalárního pole hodnot TSDF
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4.7 Renderování bitmapového obrazu scény
Aplikace poskytuje uživateli renderovaný náhled na modelovanou scénu. Beˇhem vý-
pocˇtu je renderován aktuálneˇ zpracovávaný snímek. Obrázek má stejné rozmeˇry jako
hloubkový snímek (640×420 px), a každému bodu prˇísluší jeden pixel.
Základní barva všech pixelu˚ je bílá. Na základeˇ normály v daném bodeˇ je za po-
moci Phongova osveˇtlovacího modelu a plochého stínování (více [6]) vypocˇtena úro-
venˇ šedé barvy. Výsledkem je obrázek v odstínech šedi (viz obrázek 4.11), ve kterém
jsou ale patrny „vrstevnicové artefakty“). Pro jejich odstraneˇní by bylo nutno sáhnout
po sofistikovaneˇjším stínování, naprˇíklad po Phongovu stínování.
Obrázek 4.11: Render scény a detail vrstevnicových fragmentu˚
4.8 Generování trojúhelníkové síteˇ
Pro vykreslení modelu jsou objemová data prˇevedena na sít’ trojúhelníku˚ reprezen-
tující povrch. K vytvorˇení síteˇ je znám pomeˇrneˇ efektivní a jednoduchý algoritmus
„POCHODUJÍCÍ KOSTKY“ (Marching cubes), který publikoval Lorensen a Cline v [14]. Al-
goritmus byl vyvinut pro spolecˇnost General Electric k vizualizaci dat získaných po-
mocí pocˇítacˇové tomografie a magnetické rezonance.
Pocˇet voxelu˚, kterými prochází povrch modelované scény, je ve srovnání s celko-
vým pocˇtem voxelu˚ malý. Je tedy výhodné algoritmus aplikovat pouze na tyto voxely.
K tomu byla použita jednoduchá metoda, která projde celou objemovou mrˇížku a na
výstup zapíše indexy teˇch voxelu˚, kde hodnota T SDF ∈ (−1;1). Seznam indexu˚ voxelu˚
na rozhraní slouží jako jeden z parametru˚ algoritmu Marching cubes.
Kostky (dále také oznacˇované jako bunˇky), na které název algoritmu odkazuje, jsou
tvorˇeny z 8 sousedících voxelu˚ objemové mrˇížky. Jednotlivé rohy kostky prˇedstavují
strˇedy voxelu˚, pro každý roh je tedy známa hodnota TSDF.
Algoritmus hledá takovou izoplochu rˇezu, která odpovídá hodnotám TSDF v rozích
bunˇky. K urcˇení rˇezu, který plocha v bunˇce vytvárˇí, nejprve urcˇí, které rohy bunˇky leží
prˇed a které za plochou.
Rohy, které mají hodnotu T SDF > 0 a nacházejí se tedy prˇed povrchem teˇlesa,
oznacˇí bitovou 1. Ty uvnitrˇ teˇlesa, mající hodnotu T SDF < 0, oznacˇí bitovou 0. Z bitu˚
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Obrázek 4.12: Vztah mezi bunˇkou a voxely
Obrázek 4.13: Možné varianty rˇezu˚ bunˇky (prˇevzato z [7])
pro jednotlivé vertexy se sestaví osmibitové cˇíslo, takzvaný index topologie. Protože je
bunˇka tvorˇena 8 vrcholy, existuje 28 = 256 možných topologických variant, jak mu˚že
izoplocha bunˇkou procházet.
Patnáct základních konfigurací je zachyceno na obrázku 4.13, šestnáctá konfigu-
25
race reprezentuje prázdnou bunˇku bez izoplochy. Ostatní varianty topologie jsou zís-
kány rotací teˇchto základních konfigurací.
Jednotlivé varianty jsou uloženy ve statické tabulce trojúhelníku˚ pod prˇíslušným
indexem. Cˇást tabulky trojúhelníku˚ ukazuje zdrojový kód 4.8, celou tabulku uvádí na-
prˇíklad [4].
1 __constant int triangle_map[4096] =
2 {
3 -1, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1,
4 // trojúhelník neprotíná ºádnou hranu
5 0, 8, 3, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1,
6 // trojúhelník protíná hrany £íslo 0, 8 a~3
7 0, 1, 9, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1,
8 // trojúhelník protíná hrany £íslo 0, 1, a~9
9 1, 8, 3, 9, 8, 1, -1, -1, -1, -1, -1, -1, -1, -1, -1, -1,
10 // první trojúhelník protíná hrany £íslo 1, 8, 3. Druhý hrany 9, 8, 1
11 ...
Kód 4.1: Cˇást tabulky trojúhelníku˚
Topologie rˇezu je v tabulce definována pomocí cˇíslic vrcholu˚ trojúhelníku˚, kterými
je tvorˇena. Každému vrcholu trojúhelníku v rˇezu je prˇirˇazeno cˇíslo hrany bunˇky, na
které leží.
Poté, co jsou pomocí tabulky trojúhelníku˚ urcˇeny hrany, které obsahují neˇkterý z
vrcholu˚ hledaných trojúhelníku˚, jsou vypocˇteny sourˇadnice teˇchto vrcholu˚. Algorit-
mus vezme cˇíslo hrany, na které leží vrchol. Pomocí další statické tabulky – tabulky
hran – identifikuje voxely na zacˇátku a na konci hrany. Sourˇadnice hledaného vrcholu
trojúhelníku jsou pak vypocˇteny pomocí lineární interpolace ze sourˇadnic bodu˚ za-
cˇátku a konce hrany a jejich hodnot TSDF. Po získání izoplochy pro danou bunˇku algo-
ritmus prˇejde („pochoduje“) k další bunˇce (kostce), kde se prˇedchozí postup opakuje.
Na obrázku 4.14 je uveden prˇíklad bunˇky protnuté plochou. Vrcholy 0 – 5 leží prˇed
plochou, v indexu mají prˇirˇazeno bitovou 1. Vrcholy 6 a 7 leží za plochou, v indexu jsou
reprezentovány bitovou nulou. Sestavený index pod bunˇkou má hodnotu 63, tomu
z tabulky trojúhelníku˚ prˇísluší topologie 11, 10, 5, 7, 11, 5, -1, -1, -1, -1,
-1, -1, -1, -1, -1, -1. Ta definuje dva trojúhelníky s vrcholy na hranách 11, 10, 5
a 7, 11, 5. K výpocˇtu reálných sourˇadnic vrcholu˚ trojúhelníku se použije lineární inter-
polace za pomoci hodnot TSDF v jednotlivých rozích hran.
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Obrázek 4.14: Bunˇka protnutá plochou a její index topologie rˇezu
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5 Praktická implementace metody
pro snímání prostrˇedí
Navržená metoda byla implementována na platformeˇ .NET s použitím jazyka C#. Kód
pro grafickou kartu je napsán pomocí jazyka OpenCL C ve verzi 1.1.
5.1 Popis použitých knihoven trˇetích stran
Pro cˇást úloh bylo využito volneˇ dostupných knihoven trˇetích stran. Jedná se z veˇtší
cˇásti o open-source knihovny.
5.1.1 Kinect for Windows SDK
Pro práci se zarˇízením Kinect bylo využito KINECT FOR WINDOWS SDK. Vývoj tohoto
SDK zajišt’uje spolecˇnost Microsoft a pro nekomercˇní použití je volneˇ dostupné na je-
jích produktových stránkách. Více na <http://www.microsoft.com/en-us/download/
details.aspx?id=40278>.
5.1.2 Math.NET
K maticovým výpocˇtu˚m posloužila knihovna MATH.NET. Jedná se o otevrˇený projekt,
který prˇedstavuje sadu knihoven pro matematické výpocˇty na platformeˇ .NET vcˇetneˇ
maticových operací a pokrocˇilých numerických metod. Více na <http://www.mathdotnet.
com/>.
5.1.3 Cloo
CLOO je otevrˇená knihovna pro práci se standardem OpenCL na platformeˇ .NET. Jedná
se tzv. wrapper pro OpenCL API. Prˇestože v dobeˇ psaní této práce byla vydána pouze
verze 0.9.1, jedná se o velmi dobrý soubor nástroju˚ pro programování výpocˇtu˚ na gra-
fických kartách. Více na <http://sourceforge.net/projects/cloo/>.
5.1.4 VTK
VTK je open-source vizualizacˇní systém spravovaný spolecˇností Kitware. Systém VTK
je vyvíjen od roku 1993 a jedná se o rozšírˇený systém v oblasti komercˇních a veˇdec-
kých pocˇítacˇových vizualizací. Rozhraní pro platformu .NET zajišt’uje knihovna Acti-
Viz.NET. Více na <http://www.vtk.org/>.
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5.2 Programování výpocˇtu˚ na grafických procesorech
I prˇes rapidní náru˚st výkonu beˇžneˇ dostupných procesoru˚ v posledních letech jsou
zde stále oblasti výpocˇtu˚ u kterých je výpocˇetní nárocˇnost úlohy na beˇžném procesoru
mimo únosnou mez. Spolecˇným rysem velké cˇásti teˇchto úloh je to, že se jedná o úlohy
paralelního charakteru. Tedy takové úlohy, kdy lze operace nad jednotlivými vstupními
daty provádeˇt nezávisle na jiných, a je možné je rˇešit na více výpocˇetních jednotkách
zárovenˇ a do jisté míry nezávisle.
Prˇestože jsou vícevláknové procesory dnes již standardem, nejsou pro takovéto vý-
pocˇty zcela vhodné. Pocˇet vláken je zde stále relativneˇ malý (v jednotkách až desít-
kách), kvu˚li cˇemuž nemu˚žou v oblasti paralelního programování konkurovat z prin-
cipu paralelneˇ navrženým grafickým kartám se stovkami až tisíci výpocˇetních jader.
Spolecˇnost Nvidia uvedla své rˇešení pro GPGPU (General-purpose computing on
graphics processing units – obecné výpocˇty na grafických kartách) v roce 2007 pod
oznacˇením CUDA. Konkurencˇní technologie Stream od AMD (ATI) spatrˇila sveˇtlo sveˇta
roce 2008. Nutnost standardizace vedla spolecˇnost Apple k vytvorˇení jednotného roz-
hraní a jazykové specifikace OpenCL (Open Computing Language), které je v soucˇas-
nosti spravováno konsorciem Khronos. OpenCL je podporováno moderními grafic-
kými kartami od spolecˇností Nvidia, AMD a Intel.
5.2.1 Struktura programu pro GPU
Program pro obecné výpocˇty na grafické karteˇ lze v zásadeˇ rozdeˇlit na trˇi cˇásti:
• kernel,
• data,
• hostitelská aplikace.
HOSTITELSKÁ APLIKACE se stará o agendu. Jedná se o aplikaci beˇžící na CPU, která
pomocí API OpenCL nacˇítá, kompiluje a spouští kernely, rˇídí prˇenos dat mezi RAM
a pameˇtí grafické karty a poskytuje uživatelské rozhraní.
KERNEL je podprogram v jazyce OpenCL C který beˇží na grafické karteˇ a realizuje
potrˇebné výpocˇty. Zdrojový kód kernelu je nejprve nacˇten pomocí hostitelské aplikace
a zkompilován pro aktuální grafický procesor. Poté je zaveden na grafický procesor
a spušteˇn paralelneˇ na každém z jeho jader.
DATA se kterými je výpocˇet provádeˇn je trˇeba nejprve zkopírovat z operacˇní pameˇti
RAM do pameˇti grafické karty pomocí tzv. bufferu. Program kernelu má beˇhem výpo-
cˇtu prˇístup k pameˇti GPU, nacˇítá z ní vstupní data a ukládá do ní data výstupní. Vý-
sledky výpocˇtu˚ jsou poté opeˇt prˇekopírovány z pameˇti GPU do RAM. Pameˇt’ový model
OpenCL obsahuje neˇkolik ru˚zných pameˇt’ových oblastí, lišící se rychlostí cˇtení a zápisu
a možnostmi prˇístupu z GPU a CPU. Podrobneˇji je uvádí [23, s. 24].
Výpocˇet je schematicky znázorneˇn na obrázku 5.1.
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Obrázek 5.1: Schéma výpocˇtu na GPU
5.3 Architektura aplikace
Aplikace byla napsána ve formeˇ neˇkolika oddeˇlených modulu˚. Pro nahrávání záznamu
z Kinectu byla vytvorˇena samostatná aplikace KinectRecorder.exe. Komunikaci s Ki-
nectem realizuje Input.dll, hlavní cˇást je obsažena v KinectDepth.dll. Grafického roz-
hraní zprostrˇedkovává KinectDepthForm.exe.
Architekturu aplikace ve verzi pro grafický procesor prˇibližuje vývojový diagram
5.2. Všechny cˇásti algoritmu, které lze efektivneˇ paralelizovat, jsou provádeˇny na gra-
fické karteˇ.
Jedinou cˇástí, kterou je naopak výhodné provádeˇt na CPU, je rˇešení soustavy rov-
nic pomocí Choleského rozkladu. Tato úloha není paralelizovatelná, proto by se na vý-
pocˇtu podílelo pouze jedno jádro. Zde se s výhodou využije vyšší výkon jednoho já-
dra procesoru oproti osamocenému jádru grafické karty. Pro program na CPU je na-
víc k dispozici rˇada matematických knihoven, které už potrˇebné algoritmy poskytují.
Oproti tomu vhodných knihoven pro OpenCL je podstatneˇ menší množství.
Architektura aplikace ve verzi pro CPU se od té pro GPU prˇíliš neliší. Jednotlivé
kroky jsou totožné, pouze se všechny vykonávají na CPU.
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Obrázek 5.2: Struktura programu ve verzi pro grafickou kartu
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5.4 Grafické rozhraní navržené aplikace
Na obrázku 5.3 je snímek grafického rozhraní programu. Levá strana GUI slouží k na-
stavení parametru˚ a ovládání aplikace. Na pravé straneˇ je render scény z pozice aktu-
álneˇ zpracovávaného snímku. Cˇerné oblasti neobsahují data. Jedná se jednak o výplnˇ
okna, kterou Kinect nezachytí, protože promítaný infracˇervený rastr není sklem odrá-
žen. Ze stejného du˚vodu nejsou zachyceny ani lesklé displeje notebooku a monitoru
na stole.
Obrázek 5.3: Grafické rozhraní programu
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6 Výsledky praktických experimentu˚
6.1 Kalibrace senzoru Kinect
Pro snímání scény je nutné znát fyzické parametry kamery senzoru. Kinect SDK sice
poskytuje informaci o optické ohniskové vzdálenosti cˇocˇky, reálná ohnisková vzdále-
nost ( fx , fy ) se však mírneˇ liší a také není stejná v horizontálním a vertikálním smeˇru.
Hlavním parametrem, který je nutno urcˇit, jsou sourˇadnice optické osy (cx ,cy ).
Kvu˚li posunu mezi infracˇerveným projektorem a senzorem optická osa neprochází prˇímo
strˇedem snímku. Byla tedy nutná fyzická kalibrace zarˇízení.
Ke kalibraci byl použit program kinect-stereo-calib, který je soucˇástí knihovny MRPT
(Mobile Robot Programming Toolkit, [3]).
Obrázek 6.1: Kalibrace Kinectu pomocí programu kinect-stereo-calib
Prˇi kalibraci je využit vzor šachovnice, který je nasnímán z neˇkolika úhlu˚ jak barev-
nou, tak i infracˇervenou kamerou. Na základeˇ posunu˚ mezi RGB a IR obrazy jsou ur-
cˇeny parametry kamer Kinectu. Výpis kódu 6.1 obsahuje cˇást zprávy o kalibraci. Tyto
parametry jsou použity v implementované aplikaci.
1 # Left camera (IR/Depth in Kinect) calibration parameters
2 (and 95% confidence intervals):
3 resolution = [640 480]
4 cx = 328,103360 // +/- 0,018
5 cy = 220,597006 // +/- 0,018
6 fx = 583,547938 // +/- 0,115
7 fy = 582,960860 // +/- 0,117
8 dist = [-8,099812e-02 -8,832197e-02 0,000e+00 0,000e+00 0,000e+00]
Kód 6.1: Úryvek zprávy o kalibraci z programu kinect-stereo-calib
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6.2 Meˇrˇení cˇasové nárocˇnosti jednotlivých kroku˚
Pro níže uvedená meˇrˇení byl použit laptop s následujícími parametry:
• Intel Core i7-3632QM @ 2.2 GHz,
• 8 GB RAM.
Grafická karta:
• NVIDIA GeForce GT 740M @ 980 MHz,
• vlastní pameˇt 2 GB,
• 384 jader CUDA.
Pro úcˇely identifikaci z hlediska výpocˇetní rychlosti kritických cˇástí bylo provedeno
meˇrˇení cˇasové nárocˇnosti jednotlivých kroku˚ metody prˇi zpracování jednoho snímku.
Byla meˇrˇena implementace pro grafickou kartu za využití výše uvedeného hardwaru.
Parametry metody prˇi meˇrˇení byly:
• rozlišení zpracovávaných snímku˚: 640×480,
• velikost jádra bilaterálního filtru: 6×6,
• pocˇet iterací ICP: 7,
• velikost objemové mrˇížky: 256×256×256.
Výsledky meˇrˇení ukazuje graf na obrázku 6.2.
Výpočet souřadnic a normál
Transformace snímku
Přidání nového snímku
Filtrace
Renderování obrazu scény
Začlenění do objemové struktury
Výpočet transformace pomocí ICP
0 20 40 60 80 100 120 140 160 180 200 220 240
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Obrázek 6.2: Cˇasová nárocˇnost jednotlivých kroku˚ metody
Nejvíce výpocˇetního cˇasu prˇi tomto nastavení zabírá výpocˇet transformace snímku
pomocí algoritmu ICP. Cˇasová nárocˇnost tohoto kroku je lineárneˇ závislá na pocˇtu ite-
rací.
Druhým cˇasoveˇ nárocˇným krokem je zacˇleneˇní snímku do objemového modelu
scény. Cˇasová nárocˇnost tohoto kroku je závislá na velikosti objemové scény a prˇi po-
užití krychlové oblasti roste s trˇetí mocninou délky hrany. To je ukázáno v grafu na
obrázku 6.3.
Dalším cˇasoveˇ nárocˇným krokem je filtrace snímku. Jeho cˇasová nárocˇnost roste
s kvadrátem délky strany jádra filtru, což ilustruje graf na obrázku 6.4.
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Obrázek 6.3: Závislost cˇasové nárocˇnosti zacˇleneˇní nového snímku do objemových dat
na velikosti objemové mrˇížky
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Obrázek 6.4: Závislost cˇasové nárocˇnosti bilaterálního filtru na velikosti konvolucˇního
jádra
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6.3 Porovnání výkonu aplikace pro GPU a CPU
Prˇi testování metody se projevil brutální výpocˇetní výkon programu beˇžícího na mnoha
jádrech grafické karty ve srovnání s výpocˇtem na jednom jádru CPU. Následující srov-
nání bylo provedeno prˇi teˇchto parametrech:
• rozlišení zpracovávaných snímku˚: 640×480,
• velikost jádra bilaterálního filtru: 6×6,
• pocˇet iterací ICP: 7
• velikost objemové mrˇížky: 128×128×128.
Operace
První snímek
CPU [ms] GPU [ms] CPU / GPU [-]
Prˇidání nového snímku 1 2 0,5
Filtrace snímku 17 167 23 746
Výpocˇet sourˇadnic a normál 286 6 48
Transformace snímku 948 9 105
Zacˇleneˇní do objemové struktury 8 804 36 245
Renderování obrazu scény 1 566 27 58
Výpocˇet transformace pomocí ICP – – –
Celkem 28 771 103 279
Operace
Další snímky
CPU [ms] GPU [ms] CPU / GPU [-]
Prˇidání nového snímku 3 8 0,4
Filtrace snímku 16 818 19 885
Výpocˇet sourˇadnic a normál 286 2 143
Transformace snímku 1 033 2 516
Zacˇleneˇní do objemové struktury 9 564 13 736
Renderování obrazu scény 1 632 17 96
Výpocˇet transformace pomocí ICP 34 120 309 110
Celkem 63 457 370 172
Pro zvolené parametry je cˇasová nárocˇnost kódu v OpenCL provádeˇného na GPU
prˇibližneˇ 170× menší. S rostoucí velikostí objemové mrˇížky a jádra bilaterálního fil-
tru bude zrychlení implementace na grafické karteˇ oproti CPU pravdeˇpodobneˇ ješteˇ
výrazneˇjší.
Tabulka ukazuje, že CPU v rychlosti víteˇzí pouze v operaci prˇidání nového snímku.
To je dáno tím, že tato operace se sestává pouze z jednoduché práce s pameˇtí. Zde
se projeví hlavní „úzké hrdlo“ výpocˇtu˚ na GPU, což je nutnost data nejprve prˇenést z
pameˇti hostitelské aplikace do pameˇti grafického cˇipu.
6.4 Nasnímané modely
Aplikace poskytuje uživateli neˇkolik grafických reprezentací modelované scény. Jed-
notlivé zpu˚soby jsou ukázány na scénách z vnitrˇního prostrˇedí. Modelované scény jsou
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zachyceny na na fotografiích 6.5 a 6.6. Snímání bylo provádeˇno pomalým pohybem
Kinectu a nahráváním záznamu pomocí programu KinectRecorder.exe. Každý model
je vytvorˇen na základeˇ záznamu o 100 snímcích, porˇízených prˇi frekvenci snímání 8
snímku˚ za sekundu.
Obrázek 6.5: Scéna 1 – pracovní stu˚l
Obrázek 6.6: Scéna 2 – okenní parapet
Prvním grafickým výstupem je bitmapový render aktuálneˇ zpracovávaného snímku,
zobrazovaný beˇhem výpocˇtu. Prˇíklad vyrenderovaného snímku je na obrázku 6.7.
Po dokoncˇení zpracování vstupních dat má uživatel možnost prohlížet vymodelo-
vanou scénu. Tentokrát se renderují prˇímo objemová data pomocí metody zvané „Ray-
casting“. Prˇíklad renderu je na obrázku 6.8. Prˇi rendeování je použito ploché stínování,
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Obrázek 6.7: Render aktuálního snímku vytvorˇený pomocí hloubkového snímku
proto je výsledný obrázek znacˇneˇ nekvalitní. V tomto kroku by urcˇiteˇ bylo namísteˇ zvá-
žit využití sofistikovaneˇjšího Phongova stínování.
Obrázek 6.8: Render scény vytvorˇený na základeˇ objemových dat pomocí Ray-castingu
Další možností, kterou program pro vizualizaci dat poskytuje, je zobrazení ve formeˇ
bodového mracˇna. To je vytvárˇeno stejneˇ jako polygonová sít’ popsaná v kapitole 4.8,
pouze s tím rozdílem, že prˇi vizualizaci v systému VTK nejsou vrcholy trojúhelníku˚ spo-
jeny plochou, ale zobrazeny jako vertexy. Model scény 2 ve formeˇ bodového mracˇna je
na obrázku 6.9.
Tento zpu˚sob vizualizace je dle mého názoru uživateli nejprˇíveˇtiveˇjší.
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Obrázek 6.9: Model scény reprezentován bodovým mracˇnem
Poslední možností zobrazení scény je trojúhelníková sít’ zobrazovaná pomocí sys-
tému VTK. Model znázorneˇný pomocí trojúhelníkové síteˇ je na obrázku 6.10. Vytvorˇení
síteˇ popisuje kapitola 4.8. Jak je videˇt na detailu v obrázku 6.11, sít’ není zcela spojitá.
Tento problém se v dobeˇ psaní práce ješteˇ nepovedlo vyrˇešit.
Obrázek 6.10: Model scény reprezentován trojúhelníkovou sítí
Na základeˇ vizuální srovnání získaného modelu s modelovanou scénu je možné
konstatovat, že implementovaná metoda modeluje scénu pomeˇrneˇ prˇesneˇ. V modelu
je bohužel patrná redukce detailu˚ zpu˚sobená omezeným rozlišením voxelové mrˇížky.
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Obrázek 6.11: Detail trojúhelníkové síteˇ
6.5 Možnosti využití metody v mobilní robotice
Prˇestože se metoda prˇedstavená v této práci mu˚že zdát jako vhodná metoda pro lo-
kalizaci a mapování (SLAM), je využití implementované aplikace v soucˇasné podobeˇ
velmi omezené. Hlavním limitujícím faktorem je maximální velikost oblasti, kterou lze
nasnímat. Aplikace ve výchozím nastavení pracuje s oblastí 3× 3× 3 metry. Lze sice
snímat i veˇtší oblast, cca do velikosti 93 m, ale daní za to je horší rozlišení výsledného
modelu.
Druhým limitujícím faktorem je rychlost zpracování snímaných dat. Aplikace v ak-
tuální verzi je na grafické karteˇ nižší trˇídy schopna pracovat rychlostí kolem 1 snímku
za sekundu. Pro praktické využití v robotice by bylo zapotrˇebí zpracovávat data pod-
statneˇ rychleji. Pro dobré fungování metody v reálném cˇase by bylo vhodné zpracová-
vat za sekundu alesponˇ 5 snímku˚.
Samotná vhodnost metody pro mobilní robotiku je znacˇneˇ diskutabilní. Tato me-
toda, jak zde byla prˇedstavena, se zameˇrˇuje spíše na detailní snímání velmi omezené
cˇásti prostrˇedí, než na prˇibližné mapování velkých oblastí, jak je tomu obvyklé v navi-
gaci mobilních robotu˚.
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7 Záveˇr
V práci byla popsána metoda pro snímání prostrˇedí vytvorˇená na základeˇ algoritmu˚
systému Kinect Fusion. Na této metodeˇ jsou ilustrovány výpocˇetní možnosti moderní
generace grafických karet. Metoda byla prakticky implementována ve verzích pro beˇžný
procesor a grafickou kartu jako robustní aplikace na platformeˇ .Net a OpenCL. Z vý-
sledku˚ porovnání výkonu v kapitole 6.3 vyplývá, že popsaná metoda není bez využití
výpocˇetní kapacity grafické karty prakticky použitelná.
Aplikace umožnˇuje vytvorˇit model prostrˇedí o omezené velikosti na základeˇ snímku˚
porˇízených senzorem Kinect. Velikost modelované oblasti je 3×3×3 m. Hlavního cíle
práce tedy bylo dosaženo.
Vizualizace nasnímaného modelu scény je v aplikace realizována neˇkolika zpu˚soby,
o kterých pojednává kapitola 6.4. Prˇedevším vizualizace na základeˇ ray-castingu obje-
mových dat nedává dostatecˇneˇ kvalitní výsledky. Do budoucna je tedy vhodné upravit
použitý zpu˚sob renderování a stínování. Stejneˇ tak si zaslouží další vývoj generování
trojúhelníkové síteˇ modelu, která není v soucˇasné verzi aplikace vytvárˇena v dosta-
tecˇné kvaliteˇ.
Naopak model znázorneˇný pomocí bodového mracˇna je pomeˇrneˇ kvalitní. Dobré
výsledky dává i renderování hloubkového snímku, provádeˇné prˇi zpracování nasníma-
ných data.
Do budoucna je v plánu zlepšit rychlost zpracování vhodnou optimalizací kódu tak,
aby aplikaci bylo možné použít v režimu „real-time“ snímání a aplikace se stala celkoveˇ
uživatelsky prˇíveˇtiveˇjší. Také je možné doplnit metodu o práci s barevnou informací,
což se kladneˇ projeví na kvaliteˇ vytvorˇeného modelu.
Zajímavou oblastí, kde popsaná metoda pro snímání prostrˇedí mu˚že nalézt uplat-
neˇní, je mobilní robotika. V kapitole 6.5 jsou uvedena omezení, limitující nasazení Ki-
nectu s touto metodou u mobilních robotu˚. Prˇestože není metoda v soucˇasné verzi pro
použití v mobilní robotice ze své podstaty prˇíliš vhodná, je možné, že po provedení
vhodných úprav nalezne popsaná metoda uplatneˇní i v této oblasti.
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