Band selection is a common technique to reducing the data dimensionality of hyperspectral imagery. When the desired object information is unknown, the objective of an unsupervised band selection approach is to select the most distinctive and informative bands. Although band selection can significantly alleviate the computational burden in the following data processing and analysis, the process itself may induce additional computation complexity. In this paper, we propose parallel processing techniques for an unsupervised band selection method without changing band selection result.
INTRODUCTION
A hyperspectral image cube contains hundreds of spectral bands with very fine spectral resolution. Its abundant spectral information provides the potential of accurate object identification. However, its vast data volume brings about problems in data transmission and storage. In particular, the very high data dimensionality may present a challenge to many traditional image analysis algorithms. Band selection is a dimensionality reduction technique which selects a subset of original bands without losing their physical meaning. Supervised and unsupervised band selection techniques have been widely studied [1] [2] [3] [4] [5] [6] [7] [8] . Compared to supervised band selection techniques, unsupervised methods need no priori information about objects or classes. In general, they are more practical than supervised methods. However, unsupervised methods may need the analysis of the whole dataset, resulting in higher computation complexity than supervised ones which may need to consider a limited number of object signatures only.
Due to the availability of multi-core processors and parallel computing facilities, the computational burden of unsupervised band selection can be significantly alleviated by parallel implementation. This paper proposes parallel implementation schemes for a similarity based unsupervised band selection technique, which has superior performance in finding distinctive and informative bands [9] .
METHODOLOGIES
The unsupervised band selection technique investigated in this paper is proposed in [9] . Let a hyperspectral dataset be denoted as n m B , where n is the number of pixels and m is the number of bands. The forward searching method is used to select bands one at a time. Let be the set with j selected bands. The set of unselected bands is denoted as
U
. The similarity based unsupervised band selection algorithm includes three major stages: 1) data whitening, which can be expressed as
where b i is the ith band, and the is the data whitening factor coming from the ith diagonal element of the inverse data covariance matrix; i w i is the ith data whitened band. 2) initial band pair determination, which can be done through a greedy searching algorithm. 3) rest band selection. Starting from the best initial band pair, bands can be selected from remaining bands one at a time using the criterion of maximum linear regression error. The key part of the linear regression technique is to solve the following linear problem:
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where X includes the parameters to be solved yielding the minimum error. The least squares solution is given by: . 
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The error between the predicted and actual pixel values in a band in U are computed; the next band will be selected and moved from U to S if the error is the maximum, i.e., . In the data whitening step the covariance matrix of needs to be computed, which is related to the correlation matrix of whitened data (i.e., and ). Thus some computation cost can be saved.
Here we consider two parallel implementation cases. Case I parallelizes all the band selection steps, including data whitening. In Case II it is assumed that data has been whitened before and parallel processing is for the rest steps only.
Case I Parallel Implementation
The covariance matrix of the original data n B is used for data whitening process in Eq.
(1) and the correlation matrix is used to solve the least squares problem in Eq. (2). Notice that the relationship between the covariance matrix and the correlation matrix,
where m is the mean vector. So the correlation matrix and covariance matrix can be formed at the same time. The correlation matrix of whitened data can be calculated from the original data correlation matrix and the whitening factor. The parallel processing algorithm is described as below, where Steps 1-3 are for data whitening, Steps 5-6 for initial band searching, and Step 7 for rest band selection.
Case II Parallel Implementation
In Case II it is assumed that the data has already been prewhitened, so band selection algorithm can be initiated directly from the Step 4 of Case I. However, the correlation matrix of whitened data cannot be derived from the previous result during the computation of original data covariance matrix. Fortunately, this correlation matrix update can be simplified during band forward searching procedure. As the forward searching algorithm selects bands one after another and the correlation matrix has symmetric property, only partial elements of the correlation matrix need to be updated. This characteristic is illustrated in Fig. 1 . From Fig. 1 we notice that when an additional band to be selected, the necessary operations are to swapping the two columns in old correlation matrix and to computing one row of the correlation matrix which corresponds to the newly selected bands. Then the resulting new correlation matrix is used to solve the least squares problem. This characteristic in the unsupervised band selection algorithm not only reduces the computation cost (since only partial elements in the correlation matrix need to be updated), but also reduces the communication cost between processors (since the global correlation matrix does not need to be transmitted in full size).
The parallel algorithm in Case II is described as follows, where Steps 1-4 are for initial band selection and Step 5 is for rest band selection.
1. Uniformly partition hyperspectral data in spatial domain and distribute each partition to a processor. 2. Compute local mean and correlation matrix. Then build the global covariance matrix. 3. Use the global covariance matrix to do whitening for the local data. 4. Set the initial band index to 1 and start from band 1 and update band list (we can use any initial band since the greedy searching algorithm will find the best initial band pair eventually). 5. According to the band list, use the corresponding elements in the global correlation matrix to solve the least squares problem locally and determine local errors. Then conduct all-to-all reduction operation to compute global error and choose the band with the maximum error as the band to be selected. 6. If the number of selected bands equals two and the newly selected bands has never been chosen before, then set the number of selected bands to 1 and use the newly selected band as the starting band. Repeat
Step 5 until the next selected band has been chosen before. 7. Start from the determined starting pair in Step 6 and
3. EXPERIMENT
Parallel Computer and dataset
The Linux-based cluster used in the experiment has 384 processors. It is composed by 192 IBM xSeries x335 servers, each with two 3.06GHz Xeon processors and 2.5 GB of memory. Each of the nodes is diskless and connected to the cluster's internal network via InfiniBand with very high speed (10 gigabits per second) and very low latency network architecture.
The dataset used in the experiment is an Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) datasetCuprite. It has been cropped spatially to a size of 350×350 and it is composed of 189 spectral bands. The data is further cropped into three different sizes to investigate the impact of the problem size on algorithm scalability. The parallel algorithms were implemented in the C++ with the message passing interface (MPI) and Intel's Math Kernel Library (MKL).
Experiments and Results and Discussion
To investigate the scaling properties of the parallel algorithms, Table I lists the time spent when different numbers of processors were used for the parallel algorithms to select 40 bands in Case I and II. Case II implementation was faster than Case I since the data had been pre-whitened.
The speedup performance is also shown in Fig. 1 . The algorithm did not have linear performance; however, the performance for 2, 4, 8, 16, 32 processors were nearly proportional to the number of processors. This is because the number of processors was actually the number of cores; but the algorithm was running on two cores in the test machine if one processor was given and the compiler optimized the algorithm to utilize the two core architecture. Thus, the algorithm did not show linear performance for 1-2 processors. But overall Case I and II had similar performance since Case I saved the computed correlation matrix during the whitening procedure for later use. To further investigate the performance, the speedups for different problem sizes are tested. In the unsupervised band selection problem, the problem size depends on two parameters: the number of bands needs to be selected, and the size of the hyperspectral image. Figs. 3 and 4 show the performance of Case I and II when 40, 20, 10 bands being selected. We find that for Case I the scalability was not affected much by the number of bands; on the other hand, in Case II the scalability performance was degraded when the number of selected bands being decreased. This is because Case II computes the necessary part for correlation matrix update; when fewer bands are needed, the overhead portion will become relatively larger and may impair the scalability. 1. Set the initial band index to 1 and start from band 1, and update the band list. 2. Compute the needed parts of local correlation matrix and use all-to-all reduction scheme to get the global correlation matrix parts. 3. Solve the least squares problem using the global correlation matrix and calculate local errors, and use all-to-all reduction to find global error and determine the next selected band. 4. If the next selected band has never been chosen before, use the next band as initial band and repeat
Step 2; otherwise, go to Step 5. 5. Repeat Steps 2-3 until the number of selected bands is the required one.
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We can see that increasing the data size yielded better speedup performance, and Case II outperformed Case I when the number of processors was 32. 
CONCLUSION
We propose and compare two parallel implementation schemes for an unsupervised band selection algorithm for hyperspectral imagery. Case I implementation does data whitening at the beginning and Case II implementation uses whitened data from other application. Both parallel implementation schemes show high scalability on the test machine. The impact of the problem sizes is also investigated: the number of bands selected does not affect the scalability much but the image size has great impact. This is reasonable since parallel implementation is more important for data with large spatial size.
It is noteworthy that parallel implementations provide the same set of selected bands as those from the original sequential version.
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