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a b s t r a c t
In this paper, we investigate the model checking problem for a partial linear model while
some responses are missing at random. By imputation and marginal inverse probability
weighted methods, two completed data sets are constructed. Based on the two completed
data sets, we build two empirical process-based tests for examining the adequacy of
partial linearity of the model. The asymptotic distributions of the test statistics under the
null hypothesis and local alternative hypotheses are obtained respectively. A re-sampling
approach is applied to obtain the approximation to the null distributions of the test
statistics. Simulation results show that the proposed tests work well and both proposed
methods have better finite sample properties compared with the complete case (CC)
analysis which discards all the subjects with missing data.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Consider the partial linear model
Y = X τβ + g(T )+ ε, (1.1)
where Y is a scalar response variate, X and T are respectively a p-variate vector and a scalar variate, β is an unknown p× 1
column vector of regression parameters, g(·) is an unknownmeasurable function on [0, 1] and ε is the statistical error with
E[ε|X, T ] = 0 and E[ε2|X, T ] <∞. Here we assume that T is a scalar only for the aim of simplicity. All the results obtained
in this paper can be extended to the case of multivariate covariate T .
When data are observed completely, many authors consider testing
H0 : E(Y |T = ·, X = ·) = βτ · +g(·) (1.2)
for some β and g(·). Whang and Andrew [30] and Yatchew [31] used sample splitting to recommend ad hoc methods to test
H0. Fan and Lin [4] constructed a test with an asymptotically normal null distribution based on kernel smooth techniques.
Zhu andNg [34] constructed an empirical process-based test and applied a re-sampling approach to obtain an approximation
to the null distribution of the test.
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In practice, however, response variables are usually missing due to various reasons such as unwillingness of some
sampled units to supply the desired information, loss of information caused by uncontrollable factors, failure on the part
of investigators to gather correct information, and so forth. Actually, missingness of responses is very common in opinion
polls, market research surveys and many scientific experiments.
When some responses aremissing, the existingmethods in the literature are not applicable anymore.Many practitioners
would discard all the subjects with missing data and treat the complete data as the original data. This method is called
complete case (CC) analysis or naive method, see [32]. It is well known that, for some estimating problems, CC analysis
usually causes biased estimator and efficiency loss. A natural question is: how does the CC analysis work for the model
checking problem considered here? To answer the question, we first develop an imputation-based test and a marginal
inverse probability weighted test, and then compare our methods with the CC analysis.
Throughout this paper, we assume that Y is missing at random (MAR). Let δ be the missing indicator variable with δ = 1
if Y is observed; 0, otherwise. The MAR assumption implies that δ and Y are conditional independent given X and T . That is,
P(δ = 1|Y , X, T ) = P(δ = 1|X, T ). MAR is a common assumption for statistical analysis withmissing data and is reasonable
in many practical situations; see [12, Chap 1].
Actually, missing response problems have been paid considerable attention. See, e.g., [14,15,3,5,18,25,27,6], among
others. In the literature, imputation is usually used to handle missing responses. We refer the readers to [12, Ch4] for an
excellent account of imputation approach for missing response. Another possible alternative to handle missing response
is to use the propensity score inverse weighing approach. It is well known that the inverse weighting approach with the
completely unknownpropensity score has been paid considerable attention for themissing covariable problem. See, e.g., [17,
32,23,24].
In this paper, we respectively use the very popular imputation and inverse probability weighted methods to construct
two completed data sets. Based on the two constructed completed data sets, we define two test statistics for test (1.2)
based on empirical process. Since the asymptotic covariances of the test statistics are too complex to estimate, we apply a
re-sampling method to approximate the asymptotic null distribution of the test statistics.
The rest of this paper is organized as follows. In Section 2, we construct two completed data sets and then define two
test statistics respectively based on the two completed data sets. In Section 3, we state the asymptotic properties of the two
test statistics under the null hypothesis and local alternative hypotheses. In Section 4, we propose re-sampling methods
to define the critical values of the tests. Simulation studies are conducted to evaluate the proposed tests in Section 5. The
proofs of the main results are presented in the Appendix.
2. Imputation and inverse probability weighted test statistics
2.1. Construction of completed data sets
Let Z = (X, T ), σ 2(Z) = E(ε2|Z),∆(z) = P(δ = 1|Z = z) and∆t(t) = P(δ = 1|T = t).
Suppose we obtain a random sample of incomplete data
(Yi, δi, Xi, Ti), i = 1, 2, . . . , n,
from model (1.1), where δi = 0 if Yi is missing, otherwise δi = 1. Let βˆn and gˆn(t) be estimators of β and g(T ), respectively.
Then, by imputation and inversemarginal probability weightingmethod respectively, we can construct two completed data
sets as follows:
(Yˆij, Xi, Ti), i = 1, 2, . . . , n; j = 1, 2, (2.1)
with
Yˆi1 = δiYi + (1− δi)(X τi βˆn + gˆn(Ti)), i = 1, 2, . . . , n (2.2)
and
Yˆi2 = δi
∆ˆt(Ti)
Yi +
(
1− δi
∆ˆt(Ti)
)
(X τi βˆn + gˆn(Ti)), i = 1, 2, . . . , n. (2.3)
Here ∆ˆt(t) =
∑n
j=1 δjλ
(
t−Tj
bn
)
∑n
j=1 λ
(
t−Tj
bn
) , with λ(·) being a kernel function and bn a bandwidth sequence.
It should be noted that (2.3) uses the estimator of the marginal response probability function ∆t(t) instead of that
of the full response probability function ∆(z). This idea is based on two considerations. First, the method can avoid
the troublesome ‘‘curse-of-dimension’’ problem which would arise in estimating the full response probability function
∆(z) = P(δ = 1|Z = z) when the dimension of the covariate X is high. The second consideration is related to the
sensitivity of the test. It is well known that the inverse full probability weighting method usually causes the so-called
‘‘double-robustness’’ property. See [9,19,13,27,1], and so on. For the estimating problem, the double-robustness property
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means that the resulting estimators are consistent if either the full propensity score or model (1.1) is specified correctly.
The property is very desirable for the estimation problem. But for the testing problem, the ‘‘double-robustness’’ property
will mask the difference between the null hypothetical models and the alternative ones. So one should avoid using the
methods with ‘‘double-robustness’’ properties in the testing problem. That is, one should not use the full propensity score
4(z) in (2.3) for our testing problems. Fortunately, the use of the marginal response probability function (2.3) can avoid the
‘‘double-robustness’’ problem.
The two constructed completed data sets concern estimators of β and g(·). Next, let us build their estimators. By [27],
we can obtain estimators of β and g(T ) as follows:
βˆn =
[
n∑
i=1
δi(Xi − gˆ1n(Ti))(Xi − gˆ1n(Ti))τ
]−1 n∑
i=1
δi(Xi − gˆ1n(Ti))(Yi − gˆ2n(Ti)) (2.4)
and
gˆn(t) = gˆ2n(t)− gˆ1n(t)τ βˆn, (2.5)
where
gˆ1n(t) =
n∑
j=1
δjXjK
(
t−Tj
hn
)
n∑
j=1
δjK
(
t−Tj
hn
) , gˆ2n(t) =
n∑
j=1
δjYjK
(
t−Tj
hn
)
n∑
j=1
δjK
(
t−Tj
hn
) (2.6)
with K(·) being a kernel function and hn a bandwidth sequence.
2.2. Construction of test statistics
We note that under H0,
E[(Y − X τβ − g(T ))W (Z)I(X ≤ x, T ≤ t)] = 0 for all t, x (2.7)
for any bounded measurable weighting function W (·). Then based on the completed data sets as shown in (2.1), we can
construct two corresponding estimated empirical processes of (2.7) as follows:
Rnj(x, t) = 1√n
n∑
i=1
(Yˆij − X τi βˆn − gˆn(Ti))W (Zi)I(Xi ≤ x, Ti ≤ t), j = 1, 2. (2.8)
Then two test statistics can be defined as
Tnj =
∫
(Rnj(x, t))2dFn(x, t), j = 1, 2 (2.9)
where Fn is the empirical distribution based on (X1, T1), (X2, T2), . . . , (Xn, Tn). If Tnj is large enough, we reject the null
hypothesis.
3. Asymptotic properties and sensitivity analysis
3.1. Asymptotic properties
Denote
g1(t) = E(δX |T )E(δ|T ) , g2(t) =
E(δY |T )
E(δ|T ) ,
Σ0 = E[∆(Z)(X − g1(T ))(X − g1(T ))τ ],
U(x, t) = E[δW (Z)I(X ≤ x)|T = t],
Γ1(x, t) = E[δ(X − g1(T ))τW (Z)I(X ≤ x, T ≤ t)]
and
Γ2(x, t) = E
[
δ
∆t(T )
(X − g1(T ))τW (Z)I(X ≤ x, T ≤ t)
]
.
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Also let
IF [1]
(x,t)
(δ˜, y˜, x˜, z˜, t˜) = δ˜(y˜− x˜τβ − g(t˜))W (z˜)I(x˜ ≤ x, t˜ ≤ t)− Γ1(x, t)Σ−10 (x˜− g1(t˜))δ˜(y˜− x˜τβ − g(t˜))
− δ˜(y˜− x˜
τβ − g(t˜))I(t˜ ≤ t)
∆t(t˜)
U(x, t˜), (3.1)
and
IF [2]
(x,t)
(δ˜, y˜, x˜, z˜, t˜) = δ˜
∆t(t˜)
(y˜− x˜τβ − g(t˜))W (z˜)I(x˜ ≤ x, t˜ ≤ t)− Γ2(x, t)Σ−10 (x˜− g1(t˜))δ˜(y˜− x˜τβ − g(t˜))
− δ˜(y˜− x˜
τβ − g(t˜))I(t˜ ≤ t)
∆2t (t˜)
U(x, t˜). (3.2)
Then we have the following results.
Theorem 3.1. Under H0 and Assumptions (a)–(h) in the Appendix, we have
Rnj(x, t) = 1√n
n∑
i=1
IF [j]
(x,t)
(δi, Yi, Xi, Zi, Ti)+ op(1), j = 1, 2 (3.3)
and Rnj(x, t) converges in distribution to Rj(x, t) in the Skorohod space D[−∞,∞]p+1, where Rj(x, t) is a centered Gaussian
process with covariance function
Cov(Rj(x1, t1), Rj(x2, t2), ) = E[IF [j]
(x1,t1)
(δ, Y , X, Z, T )IF [j]
(x2,t2)
(δ, Y , X, Z, T )], j = 1, 2.
Further, Tnj converges in distribution to
∫
R2j (x, t)dF(x, t), for j = 1, 2, where F(·, ·) is the distribution of (X,T).
3.2. Sensitivity analysis
Now we investigate how sensitive the tests Tnj for j = 1, 2 are to the alternatives. Consider a sequence of models
H1n : Yi = X τi β + g(Ti)+
1√
n
S(Xi, Ti)+ ηi, i = 1, 2, . . . , n (3.4)
with E[ηi|Xi] = 0 and some arbitrary bounded function S(·, ·). Denote
Ω1(x, t) = E[δS(X, T )W (Z)I(X ≤ x, T ≤ t)] − E[δ(X − g1(T ))τW (Z)I(X ≤ x, T ≤ t)]
×Σ−10 E
[
∆(Z)(X − g1(T ))
(
S(X, T )− E(S(X, T )|T )
E(δ|T )
)]
(3.5)
and
Ω2(x, t) = E
[
δ
∆t(T )
(X − g1(T ))S(X, T )W (Z)I(X ≤ x, T ≤ t)
]
− E
[
δ
∆t(T )
(X − g1(T ))τW (Z)I(X ≤ x, T ≤ t)
]
×Σ−10 E
[
∆(Z)(X − g1(T ))
(
S(X, T )− E(S(X, T )|T )
E(δ|T )
)]
. (3.6)
Then we have the following result.
Theorem 3.2. Under Assumptions (a)–(h) in the Appendix and the alternatives (3.4), Rnj(x, t) converges in distribution to
Rj(x, t) + Ωj(x, t) where Rj(x, t) is a centered continuous Gaussian process as shown in Theorem 3.1, Ω1(x, t) and Ω2(x, t)
are given in (3.5) and (3.6) respectively for j = 1, 2. Further, Tnj converges in distribution to
∫
(Rj(x, t) +Ωj(x, t))2dF(x, t) for
j = 1, 2.
The above theorem shows that both tests have fine properties: it can detect alternative hypotheses converging to the
null one at rate n−1/2, the fastest possible rate for a lack-of-fit test. Theorems 3.1 and 3.2 show that, for the tests Tnj for
j = 1, 2, the distance between the asymptotic distributions of the tests under the null hypothesis and that under local
alternative hypotheses can be measured by Ωj. Note that for given (x, t), Rnj(x, t), for j = 1, 2, follow normal distribution
under both the null and local alternative hypotheses. The tests Tnj only use the information contained in Rnj for j = 1, 2.
Hence the weight function W (·) should be chosen to maximize the distance between the asymptotic distributions of Rnj
under the null hypotheses and that under the local alternative hypotheses for j = 1, 2. This means that the weight function
W (·) should be chosen to maximize |Ω1| and |Ω2| for the tests Tn1 and Tn2, respectively. Exactly speaking, W (·) should
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be chosen to maximize the standardized |Ω1| and |Ω2|. That equals to choosing W (·) to maximize Ω
2
1
E
[
IF [1]
(x,t) (δ,Y ,X,Z,T )
]2 and
Ω22
E
[
IF [2]
(x,t) (δ,Y ,X,Z,T )
]2 respectively for the tests Tn1 and Tn2. However, it is difficult to obtain such an optimal weighting function,
because the structures of Ω
2
1
E
[
IF [1]
(x,t) (δ,Y ,X,Z,T )
]2 and Ω22
E
[
IF [2]
(x,t) (δ,Y ,X,Z,T )
]2 are complex and the methods to define optimal weighting
function used in [33,21] are not valid any longer. In practice, the weighting function can be chosen to be the constant 1,
which means that the weighting function is usually not considered. In fact, in the literature such as [8,20,11,2], the weight
function is not considered and is taken to be the constant 1.
As pointed out by Zhu and Ng [34] and Gonzaälez-Manteiga and Pérez-González [7], optimal selection of bandwidth is an
open problem in the testing problems. However, in this paper, the influence of the bandwidths on the proposed tests is small.
The reasons might be that the bandwidths affect Tn1 and Tn2 globally by ĝn(Ti) or ∆ˆt(Ti) for i = 1, 2, . . . , n and the effect of
the bandwidths at every point Ti can cancel out each other for i = 1, 2, . . . , n. This can be seen from the definitions of both
Rn1(x, t) and Rn2(x, t) and the asymptotic representations of them. From the asymptotic representations in Theorem 3.1,
both Rn1(x, t) and Rn2(x, t) contain no asymptotic bias terms and themain terms contain a factor 1/
√
n before the sum. This
is different from the usual regression problems where bias terms are usually contained and some factors with bandwidths
like 1/
√
nhn in asymptotic representations may be concerned. For a testing problem, the optimal bandwidth should be
chosen to make the power of the test attain the maximum. That is, the optimal bandwidth should maximize the distance
between the distributions of the test statistics under the null hypothesis and that under the alternative hypotheses. For our
tests, according to the analysis given above, the bandwidths may not affect the first order term of the distribution distance
although it may affect higher terms. Hence the selection of hn and bn may be not so critical to the proposed tests, a result
verified by the simulation study.
4. Bootstrap approximation
Although the asymptotic covariances of Rnj(x, t), for j = 1, 2, are available, the asymptotic variances of the test statistics
Tnj, for j = 1, 2, are very complex and are hard to be estimated well. That is, the critical values are hard to be obtained
from the asymptotic distributions of the two test statistics. Fortunately, we can employ a modified version of the wild
bootstrap method to approximate the null distribution of the test statistics. The method comes from the idea of random
symmetrization, see [16]. Next, let us state the procedure.
Step 1:, we generate independent random variables ei with E(ei) = 0 and E(e2i ) = 1, i = 1, 2, . . . , n. Denote
En = (e1, e2, . . . , en). Let ÎF [j]
(x,t)
(δ, Y , X, Z, T ) be IF [j]
(x,t)
(δ, Y , X, Z, T ) with β , g(·), 4t(·), Σ0,U(x, t) and Γj(x, t) replaced
by β̂n, ĝn(·), 4̂t(·), Σ̂0, Ûn(x, t) and Γ̂jn(x, t), where β̂n, ĝn(·) and 4̂t(·) are defined as above and
Σˆ0 = 1n
n∑
i=1
δi(Xi − gˆ1n(Ti))(Xi − gˆ1n(Ti))τ ,
Uˆn[x, t] =
n∑
j=1
δjW (Zj)I(Xj ≤ x)K
(
t−Tj
hn
)
n∑
j=1
K
(
t−Tj
hn
) ,
Γˆ1n(x, t) = 1n
n∑
i=1
δi(Xi − gˆ1n(Ti))τW (Z)I(Xi ≤ x, Ti ≤ t)
and
Γˆ2n(x, t) = 1n
n∑
i=1
δi
∆ˆt(Ti)
(Xi − gˆ1n(Ti))τW (Z)I(Xi ≤ x, Ti ≤ t).
Let
R[B]nj (x, t) =
1√
n
n∑
i=1
ei ÎF
[j]
(x,t)
(δ, Y , X, Z, T ). (4.1)
The resultant conditional test statistics are
T [B]nj (En) =
∫
[R[B]nj (x, t)]2dFn(x, t), j = 1, 2. (4.2)
Step 2: Generatem sets of En, say E in, i = 1, 2, . . . ,m, and getm values of T [B]nj (E in), i = 1, 2, . . . ,m, for j = 1, 2.
Z. Sun et al. / Journal of Multivariate Analysis 100 (2009) 636–651 641
Step 3: The 1 − α quantile of T [B]nj (E in), i = 1, 2, . . . ,m will act as the a-level critical values for the tests Tnj for j = 1, 2
respectively.
For the bootstrap test statistics, we have the following result.
Theorem 4.1. Under the null hypothesis (1.2) or under alternatives (3.4), if Assumptions (a)–(h) in the Appendix are satisfied,
we have, for almost all sample sequences
{(Y1, δ1, X1, T1), . . . (Yn, δn, Xn, Tn), . . .},
the conditional distributions of T [B]nj (En) converges in distribution to the limiting null distribution of Tnj for j = 1, 2, respectively.
From Theorem 4.1, it can be seen that the critical values of the two tests determined by the re-sample method
approximate the theoretical ones of the tests no matter whether data are from the hypothetical or the alternative model.
5. Simulation study
Next we consider the finite sample properties of the proposed tests Tn1 and Tn2 and compare tests Tn1 and Tn2 with the
CC analysis method. The CC analysis method discards all the records with missing data and then analyze the left data by the
method proposed by Zhu and Ng [34].
We consider the model
Y = 1+ X + CX2 +
(
T 2 − 1
3
)
+√12(T − 0.5)+ ε, (5.1)
where T ∼ U(0, 1), X ∼ N(0, 1) and ε ∼ N(0, 1/4). Obviously, C = 0 corresponds to the null hypothesis holding. We
generated 500 samples of size 100 and 200, respectively. The nominal level was taken to be 0.05.
To estimate the marginal response probability ∆t(t), the kernel function was taken to be λ(u) = 1516 (1 − 2u2 + u4), if
|u| ≤ 1; 0, otherwise. To estimate the functions g1(t) and g2(t), the kernel function K(u)was taken to be K(u) = 34 (1− u2),
if |u| ≤ 1; 0, otherwise.
We considered three missing probability mechanisms which are chosen as follows:
Case 1: ∆1(z) = P(δ = 1|X = x, T = t) = 0.70 + 0.25(|x − 1| + |t − 0.5|) if |x − 1| + |t − 0.5| ≤ 1.5, and = 0.90
elsewhere.
Case 2: ∆2(z) = P(δ = 1|X = x, T = t) = 0.95 − 0.2(|x − 1| + |t − 0.5|) if |x − 1| + |t − 0.5| ≤ 4.5, and = 0.10
elsewhere.
Case 3:∆3(z) = P(δ = 1|X = x, T = t) = 0.6 for all x and t .
For the above three cases, the mean response rates are respectively E∆1(z) ≈ 0.90, E∆2(z) ≈ 0.75 and E∆3(z) ≈ 0.60.
In Section 3, we point out that the selection of hn and bn may not be so critical to the proposed tests. Next, we used
simulation results to verify the result.
For C = 0, which corresponds to the situation that the null hypothesis holds, by respectively choosing hn = 0.1,
0.2, 0.3 . . . , 1 and bn = 0.1, 0.2, 0.3, . . . , 1, we calculated the empirical sizes of both tests Tn1 and Tn2 based on 500
simulated values for sample size 100 and the missing mechanism ∆2(z). The results are reported in Table 5.1. Further for
C = 2, which means that alternative hypothesis is true, similarly, we calculated the estimated power of both tests Tn1 and
Tn2, the results are reported in Table 5.2.
In Fig. 5.1, we plotted estimated curves of the size and power based on the results in the above two tables.
We calculated the mean sizes based on the 100 different choices of bandwidth and obtain that the mean sizes of Tn1 and
Tn2 are 0.0216 and 0.0209, respectively. From Table 5.1, it can be shown that the variations of the empirical sizes for both
tests are small. Since the unit of the estimated size axes in Fig. 5.1(A) and (B) is small (0.01), Fig. 5.1(A) and (B) give a vivid
display of the little influence of the bandwidth on the sizes of the tests.
Similarly, based on the simulated results as shown in Table 5.2, we can obtain that the mean empirical power of Tn1
is 0.4311. Table 5.2 and Fig. 5.1(C) demonstrate that the bandwidth choice has little effect on the empirical power of test
Tn1. For Tn2, from the data shown in Table 5.2, the mean empirical power can be calculated to be 0.4295. There is only one
outlier 0.306 when the bandwidths are chosen to be bn = 0.1 and hn = 0.1. This outlier also results in the fluctuation of
the estimated curves in Fig. 5.1(D). Obviously, the results in Table 5.2 and Fig. 5.1(D) show that, if the bandwidth is not too
small, the bandwidth has little effect on the behavior of the test Tn2.
All in all, the bandwidths have little influence on the behavior of both tests. In the following simulation study, the
bandwidths are chosen to be bn = n− 23 and hn = n− 23 ,which satisfy the conditions (g) and (h) in the Appendix.
From the 500 simulated values, we calculated the sizes of the tests Tn1, Tn2 and the CC analysis method, denoted by TCC ,
under different sample sizes and missing mechanisms, which are reported in Table 5.3.
Table 5.3 shows that, as the response probability and sample size increase, the empirical sizes tend to theoretic size
0.05, which is reasonable. Compared with the CC analysis method, the sizes of both tests Tn1 and Tn2 are much closer to the
theoretic size 0.05.
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Table 5.1
Simulated size under sample size 100, missing mechanisms∆2(z)with different bandwidth choices
hn \ bn 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Tn1 0.1 0.018 0.014 0.016 0.024 0.024 0.022 0.018 0.028 0.018 0.006
0.2 0.020 0.024 0.028 0.020 0.030 0.028 0.012 0.018 0.020 0.012
0.3 0.018 0.021 0.028 0.030 0.024 0.024 0.012 0.016 0.026 0.022
0.4 0.016 0.018 0.024 0.018 0.022 0.023 0.022 0.022 0.026 0.026
0.5 0.018 0.025 0.018 0.034 0.018 0.018 0.026 0.024 0.028 0.018
0.6 0.020 0.023 0.026 0.018 0.024 0.032 0.023 0.026 0.026 0.024
0.7 0.017 0.018 0.024 0.020 0.018 0.016 0.024 0.030 0.025 0.028
0.8 0.022 0.022 0.018 0.020 0.024 0.024 0.024 0.016 0.026 0.020
0.9 0.022 0.023 0.014 0.028 0.018 0.021 0.028 0.025 0.030 0.018
1.0 0.026 0.020 0.024 0.030 0.026 0.024 0.031 0.025 0.016 0.019
Tn2 0.1 0.020 0.019 0.018 0.026 0.024 0.030 0.016 0.026 0.016 0.008
0.2 0.022 0.026 0.026 0.018 0.032 0.026 0.020 0.018 0.024 0.018
0.3 0.016 0.021 0.026 0.028 0.026 0.026 0.018 0.016 0.028 0.025
0.4 0.014 0.016 0.026 0.024 0.022 0.022 0.024 0.022 0.024 0.026
0.5 0.018 0.018 0.016 0.026 0.016 0.016 0.022 0.024 0.020 0.018
0.6 0.018 0.027 0.029 0.022 0.022 0.022 0.018 0.028 0.018 0.023
0.7 0.019 0.016 0.022 0.024 0.016 0.022 0.026 0.028 0.024 0.024
0.8 0.020 0.018 0.016 0.020 0.021 0.026 0.026 0.018 0.028 0.016
0.9 0.024 0.018 0.012 0.026 0.024 0.022 0.026 0.024 0.018 0.012
1.0 0.026 0.021 0.008 0.024 0.023 0.018 0.028 0.018 0.012 0.015
Table 5.2
Simulated power under sample size 100, missing mechanisms∆2(z), C = 2 with different bandwidth choices
hn \ bn 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Tn1 0.1 0.392 0.445 0.453 0.438 0.386 0.396 0.426 0.426 0.412 0.404
0.2 0.404 0.437 0.388 0.434 0.424 0.424 0.386 0.428 0.398 0.388
0.3 0.462 0.434 0.427 0.446 0.445 0.486 0.396 0.428 0.454 0.420
0.4 0.463 0.444 0.464 0.476 0.488 0.442 0.456 0.412 0.378 0.464
0.5 0.488 0.480 0.429 0.486 0.426 0.396 0.482 0.396 0.408 0.424
0.6 0.440 0.448 0.424 0.512 0.476 0.426 0.426 0.443 0.419 0.416
0.7 0.440 0.453 0.460 0.396 0.368 0.468 0.376 0.462 0.428 0.422
0.8 0.484 0.420 0.368 0.412 0.402 0.448 0.482 0.425 0.446 0.428
0.9 0.502 0.436 0.446 0.436 0.408 0.462 0.389 0.466 0.468 0.434
1.0 0.434 0.444 0.396 0.456 0.466 0.482 0.408 0.424 0.424 0.408
Tn2 0.1 0.306 0.461 0.446 0.426 0.464 0.404 0.408 0.424 0.416 0.396
0.2 0.463 0.426 0.396 0.426 0.428 0.428 0.388 0.426 0.458 0.369
0.3 0.443 0.448 0.449 0.436 0.426 0.476 0.404 0.432 0.386 0.446
0.4 0.408 0.466 0.506 0.447 0.466 0.445 0.426 0.404 0.406 0.432
0.5 0.501 0.446 0.387 0.504 0.436 0.408 0.428 0.408 0.412 0.412
0.6 0.456 0.442 0.448 0.428 0.406 0.436 0.412 0.442 0.418 0.408
0.7 0.524 0.388 0.389 0.388 0.396 0.462 0.368 0.482 0.438 0.426
0.8 0.406 0.396 0.445 0.422 0.404 0.458 0.426 0.464 0.453 0.434
0.9 0.510 0.452 0.404 0.448 0.444 0.468 0.406 0.426 0.422 0.428
1.0 0.449 0.402 0.386 0.436 0.484 0.422 0.412 0.484 0.444 0.442
Table 5.3
Empirical sizes of the tests Tn1 , Tn2 and the CC analysis method TCC under different missing mechanisms and sample sizes
n n = 200 n = 100
Tn1 Tn2 TCC Tn1 Tn2 TCC
∆1(x) 0.042 0.043 0.024 0.026 0.024 0.017
∆2(x) 0.038 0.036 0.008 0.024 0.024 0.010
∆3(x) 0.028 0.026 0.006 0.014 0.016 0
To show the power of the tests, we take C = 2 and C = 4, which correspond to two different alternative hypotheses, and
calculate the estimated powers of the proposed tests Tn1, Tn2 and the CC analysis method TCC under different sample sizes,
missing mechanisms. Table 5.4 records the corresponding results.
From Tables 5.3 and 5.4 we can observe the following results: both tests Tn1 and Tn2 outperform TCC in terms of their sizes
and powers; As expected, the behaviors of all the three tests become worse quickly when more data are lost, especially for
the CC analysis method TCC ; The proposed tests Tn1 and Tn2 have more superiority over the CC analysis method when the
missing rate is larger. Hence the above results show that in practice, instead of using the CC analysis method, the suggested
tests Tn1 and Tn2 in this paper should be recommended.
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Fig. 5.1. (A) The estimated size curve of Tn1 under sample size 100 and missing mechanisms ∆2(z) with different bandwidth choices; (B) The estimated
size curve of Tn2 under sample size 100 and missing mechanisms ∆2(z) with different bandwidth choices; (C) The empirical power curve of Tn1 under
sample size 100, missing mechanisms ∆2(z), C = 2 with different bandwidth choices; (D) The empirical power curve of Tn2 under sample size 100,
missing mechanisms∆2(z), C = 2 with different bandwidth choices;
Table 5.4
Simulated power of the tests Tn1 , Tn2 and the CC analysis method TCC under different missing mechanisms, sample sizes and choices of C
n C = 2 C = 4
Tn1 Tn2 TCC Tn1 Tn2 TCC
200 ∆1(x) 0.996 0.996 0.966 1 1 0.976
∆2(x) 0.928 0.920 0.412 0.996 0.994 0.460
∆3(x) 0.546 0.558 0.212 0.740 0.726 0.294
100 ∆1(x) 0.954 0.952 0.941 0.964 0.964 0.955
∆2(x) 0.428 0.430 0.322 0.664 0.648 0.410
∆3(x) 0.250 0.274 0.108 0.360 0.328 0.176
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Appendix. Proofs of the theorems
We begin this section by listing the conditions needed in the proofs of all the theorems.
(a) g(·), g1(·) and g2(·) satisfy Lipschitz condition of order 1;
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(b) E [∆(Z)(X − g1(T ))(X − g1(T ))τ ] is a positive definite matrix;
(c) supx,t E
[
Y 2|X = x, T = t] <∞; E [‖X2‖] <∞;
(d) The density of T, say r(t), exists and satisfies
0 < inf
t∈[0,1] r(t) ≤ supt∈[0,1] r(t) <∞;
(e) (i) ∆t(t) has bounded partial derivatives up to order k(> 2) almost surely;
(ii) inft ∆t(t) > 0;
(f) (i) The kernel function K(·) is a bounded kernel function with bounded support; K(·) is a kernel of order k(≥ 2);
(ii) The kernel function λ(·) is a bounded kernel function with bounded support; λ(·) is a kernel of order k(≥ 2);
(g) nbn →∞ and nb2n → 0;
(h) nhn −→∞ and nh2n −→ 0;
(i) The weight functionW (·) is bounded and continuous on its support set [a,b] with−∞ < a < b <∞.
Remark. Conditions (a), (f), (g) and (h) are typical for obtaining convergence rates of the non-parametric estimates. The
conditions (b) and (c) are necessary for the asymptotic normality of the least squares estimator. Condition (d) is added
aiming for avoiding tedious proofs of the theorems.Without condition (d), a truncation technique should be used since some
denominators are zeros. We refer the reader to the truncation method in [26,29]. Condition (e) is a common assumption
in missing data study, which is also used in [27,28], and so on. Condition (i) aims at avoiding the boundary effect in non-
parametric smoothing.
We first give a lemma needed for the proofs of the theorems.
Lemma A.1. Under Assumptions(a), (b), (c), (f)ii, and (h), we have
√
n(βˆn − β) L−→ N(0,Σ−10 VCΣ−10 ),
where
VC = E
[
∆(Z)(X − g1(T ))(X − g1(T ))τσ 2(Z)
]
.
Proof. Wang et al. [27] proved that
√
n(βˆn − β) = Σ
−1
0√
n
n∑
i=1
(Xi − g1(Ti))δiεi + op(1). (A.1)
By the Central Limit Theorem, the lemma is then proved. 
Proof of Theorem 3.1. We first prove Theorem 3.1 for Rn1(x, t) and Tn1. Obviously,
√
nRn1(x, t) = 1√n
n∑
i=1
δi(Yi − X τi β − g(Ti))W (Zi)I(Xi ≤ x, Ti ≤ t)+
1√
n
n∑
i=1
δiX τi (β − βˆn)W (Zi)I(Xi ≤ x, Ti ≤ t)
+ 1√
n
n∑
i=1
δi(g(Ti)− gˆn(Ti))W (Zi)I(Xi ≤ x, Ti ≤ t)
:= Dn1(x, t)+ Dn2(x, t)+ Dn3(x, t). (A.2)
By the Law of Large Numbers, it follows that
Dn2(x, t) = −E [δX τW (Z)I(X ≤ x, T ≤ t)]
√
n(βˆn − β)+ op(1). (A.3)
For Dn3(x, t), we have
Dn3(x, t) = 1√n
n∑
i=1
δiW (Zi)I(Xi ≤ x, Ti ≤ t)× [(g2(Ti)− gˆ2n(Ti))+ (gˆ1n(Ti)− g1(Ti))τβ]
+ 1√
n
n∑
i=1
δiW (Zi)I(Xi ≤ x, Ti ≤ t)(gˆ1n(Ti)− g1(Ti))τ (βˆn − β)
+ 1√
n
n∑
i=1
δiW (Zi)g1(Ti)τ (βˆn − β)I(Xi ≤ x, Ti ≤ t)
:= Dn31(x, t)+ Dn32(x, t)+ Dn33(x, t). (A.4)
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For Dn31(x, t), it is easy to see that
Dn31(x, t) = 1√n
n∑
i=1
δiW (Zi)I(Xi ≤ x, Ti ≤ t)×

n∑
j=1
δj[g2(Ti)− Yj − (g1(Ti)− Xj)τβ]K
(
Ti−Tj
hn
)
n∑
j=1
δjK
(
Ti−Tj
hn
)

= 1√
n
n∑
i=1
δiW (Zi)I(Xi ≤ x, Ti ≤ t)
∆t(Ti)r(Ti)
× 1
nhn
n∑
j=1
δj[g2(Tj)− Yj − (g1(Tj)− Xj)τβ]K
(
Ti − Tj
hn
)
+ op(1)
= − 1√
n
n∑
j=1
δj(Yj − X τj β − g(Tj))I(Tj ≤ t)
∆t(Tj)
U(x, Tj)+ op(1) (A.5)
where U(x, t) is defined in Section 3. The facts that
sup
t
|gˆjn(t)− gj(t)| = OP((nhn)− 12 )+ OP(hn), j = 1, 2
together with Assumption (g) and Lemma A.1 yield
Dn32(x, t) = op(1). (A.6)
By the Law of Large Numbers, we have
Dn33(x, t) = E [δW (Z)g1(T )τ I(X ≤ x, T ≤ t)]
√
n(βˆn − β)+ op(1). (A.7)
From (A.4)–(A.7), it is easy to see that
Dn3(x, t) = − 1√n
n∑
j=1
δj(Yj − X τj β − g(Tj))I(Tj ≤ t)
∆t(Tj)
U(x, Tj)
+ E [δW (Z)g1(T )τ I(X ≤ x, T ≤ t)]
√
n(βˆn − β)+ op(1). (A.8)
Then by (A.2), (A.3) and (A.8) and Lemma A.1, it follows that
√
nRn1(x, t) = 1√n
n∑
i=1
δi(Yi − X τi β − g(Ti))W (Zi)I(Xi ≤ x, Ti ≤ t)
− Γ1(x, t)Σ
−1
0√
n
n∑
i=1
(Xi − g1(Ti))δi(Yi − X τi β − g(Ti))
− 1√
n
n∑
i=1
δi(Yi − X τi β − g(Ti))I(Ti ≤ t)
∆t(Ti)
U(x, Ti)+ op(1)
= 1√
n
n∑
i=1
IF [1]
(x,t)
(δi, Yi, Zi, Ti)+ op(1) (A.9)
where IF [1]
(x,t)
(·) is the influence function as shown in (3.1). LetM
(x,t)(δ˜, y˜, x˜, z˜, t˜) = Γ1(x, t)Σ−10 (x˜− g1(t˜))δ˜(y˜− x˜τβ− g(t˜)).
Since M
(x,t)(·) is a subspace of a one-dimensional vector space, then we can get that the function class {M(x,t)(δ˜, y˜, x˜, z˜, t˜) :
x, t is any real number } is a VC-class. Further, let Φ
(x,t)(δ˜, y˜, x˜, z˜, t˜) = δ˜(y˜ − x˜τβ − g(t˜))W (z˜)I(x˜ ≤ x, t˜ ≤ t) −
δ˜(y˜−x˜τ β−g(t˜))I(t˜≤t)
∆t (t˜)
U(x, t˜), and then it is clear that the function class {Φ
(x,t) (δ˜, y˜, x˜, z˜, t˜) : x, t are any real numbers } is a
VC-class. We take a common envelop function of the above two classes, which are respectively constructed by functions
M
(x,t)(·) andΦ(x,t)(·)with index (x, t) varying, as |(y˜− x˜τβ−g(t˜))W (z˜)|+supx,t |Γ1(x, t)Σ−10 (x˜−g1(t˜))δ˜(y˜− x˜τβ−g(t˜))|+
| (y˜−x˜τ β−g(t˜))
∆t (t˜)
| supx |U(x, t˜)|. Then it can be proved that the second moment of this envelop function exists by Assumptions
(c), (e) and the fact that the weighting functionW (·) is bounded. By Theorem 2.6.7, Theorem 2.5.2 of [22] and Corollary 9.3.1
of [10], Theorem 3.1 for Rn1 is then proved. By continuous mapping theorem, we can prove Theorem 3.1 for Tn1.
Next we prove Theorem 3.1 for Rn2(x, t) and Tn2. It is easy to prove that
√
nRn2(x, t) = 1√n
n∑
i=1
δi
∆t(Ti)
(Yi − X τi βˆn − gˆn(Ti))W (Zi)I(Xi ≤ x, Ti ≤ t)+ op(1)
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= 1√
n
n∑
i=1
δi
∆t(Ti)
(Yi − X τi β − g(Ti))W (Zi)I(Xi ≤ x, Ti ≤ t)
+ 1√
n
n∑
i=1
δi
∆t(Ti)
X τi (β − βˆn)W (Zi)I(Xi ≤ x, Ti ≤ t)
+ 1√
n
n∑
i=1
δi
∆t(Ti)
Xi(g(Ti)− gˆn(Ti))W (Zi)I(Xi ≤ x, Ti ≤ t)+ op(1)
:= Gn1(x, t)+ Gn2(x, t)+ Gn3(x, t)+ op(1). (A.10)
For Gn2(x, t), by the Law of Large Numbers, it yields
Gn2(x, t) = −E
[
δ
∆t(T )
X τW (Z)I(X ≤ x, T ≤ t)
]√
n(βˆn − β)+ op(1). (A.11)
For Gn3(x, t), we have
Gn3(x, t) = 1√n
n∑
i=1
δi
∆t(Ti)
[(g2(Ti)− gˆ2n(Ti))+ (gˆ1n(Ti)− g1(Ti))τβ] ×W (Zi)I(Xi ≤ x, Ti ≤ t)
+ 1√
n
n∑
i=1
δi
∆t(Ti)
(gˆ1n(Ti)− g1(Ti))τ (βˆn − β)W (Zi)I(Xi ≤ x, Ti ≤ t)
+ 1√
n
n∑
i=1
δi
∆t(Ti)
g1(Ti)τ (βˆn − β)W (Zi)I(Xi ≤ x, Ti ≤ t)
:= Gn31(x, t)+ Gn32(x, t)+ Gn33(x, t). (A.12)
Similarly to Dn31(x, t),Dn32(x, t) and Dn33(x, t), it can be proved that
Gn31(x, t) = − 1√n
n∑
j=1
δjεjI(Tj ≤ t)
∆2t (Tj)
U(x, Tj)+ op(1), (A.13)
Gn32(x, t) = op(1) (A.14)
and
Gn33(x, t) = E
[
δ
∆t(T )
g1(T )τW (Zi)I(Xi ≤ x, Ti ≤ t)
]√
n(βˆn − β)+ op(1). (A.15)
Hence
Gn3(x, t) = E
[
δ
∆t(T )
g1(T )τW (Zi)I(Xi ≤ x, Ti ≤ t)
]√
n(βˆn − β)− 1√n
n∑
j=1
δjεjI(Tj ≤ t)
∆2t (Tj)
U(x, Tj)+ op(1). (A.16)
Further by (A.10), (A.11) and (A.16), it follows that
√
nRn2(x, t) = 1√n
n∑
i=1
δi
∆t(Ti)
(Yi − X τi β − g(Ti))W (Zi)I(Xi ≤ x, Ti ≤ t)
− E
[
δ
∆t(T )
(X − g1(T ))τW (Z)I(X ≤ x, T ≤ t)
]√
n(βˆn − β)
− 1√
n
n∑
j=1
δjεjI(Tj ≤ t)
∆2t (Tj)
U(x, Tj)+ op(1). (A.17)
Similarly to the proof of Theorem 3.1 for Rn1 and Tn1, we can prove Theorem 3.1 for Rn2 and Tn2. 
Lemma A.2. Assuming (a)–(g) , under local alternatives (3.4), we have
√
n(βˆn − β) = Σ−10 E
[
∆(Z)(X − g1(T ))
(
S(X, T )− E(S(X, T )|T )
E(δ|T )
)]
+ Σ
−1
0√
n
n∑
i=1
(Xi − g1(Ti))δiηi + op(1).
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Proof. By some simple computations, we have
√
n(βˆn − β) = Σ−10 In + op(1) (A.18)
with In = 1√n
∑n
i=1 δi(Xi − gˆ1n(Ti))[(Yi − gˆ2n(Ti))− (Xi − gˆ1n(Ti))τβ]. For In, we have
In = 1√n
n∑
i=1
δi(Xi − g1(Ti))[(Yi − gˆ2n(Ti))− (Xi − gˆ1n(Ti))τβ]
+ 1√
n
n∑
i=1
δi(g1(Ti)− gˆ1n(Ti))[(Yi − gˆ2n(Ti))− (Xi − gˆ1n(Ti))τβ]
:= In1 + In2. (A.19)
It is easy to verify that
In1 = 1√n
n∑
i=1
δi(Xi − g1(Ti))[(Yi − g2(Ti))− (Xi − g1(Ti))τβ] + 1√n
n∑
i=1
δi(Xi − g1(Ti))(g2(Ti)− gˆ2n(Ti))
+ 1√
n
n∑
i=1
δi(Xi − g1(Ti))(gˆ1n(Ti)− g1(Ti))τβ
:= In11 + In12 + In13. (A.20)
Note that under H1n as shown in (3.4), we have
(Yi − g2(Ti))− (Xi − g1(Ti))τβ = ηi + 1√n
(
S(Xi, Ti)− E(δiS(Xi, Ti)|Ti)E(δi|Ti)
)
, (A.21)
for i = 1, 2, . . . , n. Hence
In11 = 1√n
n∑
i=1
δiηi(Xi − g1(Ti))+ E
[
∆(Z)(X − g1(T ))
(
S(X, T )− E(δS(X, T )|T )
E(δ|T )
)]
+ op(1). (A.22)
It can be proved that
In12 = op(1), In13 = op(1). (A.23)
Hence we have
In1 = 1√n
n∑
i=1
δiηi(Xi − g1(Ti))+ E
[
∆(Z)(X − g1(T ))
(
S(X, T )− E(δS(X, T )|T )
E(δ|T )
)]
+ op(1). (A.24)
By standard kernel techniques, we can prove that
In2 = op(1). (A.25)
From (A.18), (A.19), (A.24) and (A.25), Lemma A.2 is then proved. 
Proof of Theorem 3.2. We first prove Theorem 3.2 for Rn1(x, t) and Tn1. Obviously,
√
nRn1(x, t) = 1√n
n∑
i=1
δi(Yi − X τi β − g(Ti))W (Zi)I(Xi ≤ x, Ti ≤ t)+
1√
n
n∑
i=1
δiX τi (β − βˆn)W (Zi)I(Xi ≤ x, Ti ≤ t)
+ 1√
n
n∑
i=1
δi(g(Ti)− gˆn(Ti))W (Zi)I(Xi ≤ x, Ti ≤ t)
:= Jn1(x, t)+ Jn2(x, t)+ Jn3(x, t). (A.26)
Note that under local alternative hypotheses (3.4),
Yi − X τi β − g(Ti) = ηi +
1√
n
S(Xi, Ti).
for i = 1, 2, . . . , n. Hence, for Jn1(x, t), we have
Jn1(x, t) = 1√n
n∑
i=1
δiηiW (Zi)I(Xi ≤ x, Ti ≤ t)+ E [δS(X, T )W (Z)I(X ≤ x, T ≤ t)]+ op(1). (A.27)
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By the Law of Large Numbers, we have
Jn2(x, t) = −E [δX τW (Z)I(X ≤ x, T ≤ t)]
√
n(βˆn − β)+ op(1). (A.28)
For Jn3, it is easy to see that
Jn3(x, t) = 1√n
n∑
i=1
δiW (Zi)I(Xi ≤ x, Ti ≤ t)×
[
(g2(Ti)− gˆ2n(Ti))+ (gˆ1n(Ti)− g1(Ti))τβ
]
+ 1√
n
n∑
i=1
δiW (Zi)I(Xi ≤ x, Ti ≤ t)(gˆ1n(Ti)− g1(Ti))τ (βˆn − β)
+ 1√
n
n∑
i=1
δiW (Zi)g1(Ti)τ (βˆn − β)I(Xi ≤ x, Ti ≤ t)
:= Jn31(x, t)+ Jn32(x, t)+ Jn33(x, t). (A.29)
For Jn31(x, t), recalling (A.21), we have
Jn31(x, t) = 1√n
n∑
i=1
δiW (Zi)I(Xi ≤ x, Ti ≤ t)×

n∑
j=1
δj[g2(Ti)− Yj − (g1(Ti)− Xj)τβ]K
(
Ti−Tj
hn
)
n∑
j=1
δjK
(
Ti−Tj
hn
)

= −1
n
n∑
j=1
δj
[
S(Xj, Tj)− E
[
δjS(Xj, Tj)|Tj
]
E
[
δj|Tj
] ] I(Tj ≤ t)
∆t(Tj)
U(x, Tj)− 1√n
n∑
j=1
δjηjI(Tj ≤ t)
∆t(Tj)
U(x, Tj)+ op(1)
= − 1√
n
n∑
j=1
δjηjI(Tj ≤ t)
∆t(Tj)
U(x, Tj)+ op(1). (A.30)
The fact that supt |gˆ1n(t)− g1(t)| = OP((nhn)− 12 )+ OP(hn), assumption (f) and Lemma A.2 together yield
Jn32(x, t) = op(1). (A.31)
By the Law of Large Numbers, it follows that
Jn33(x, t) = E [δW (Z)g1(T )τ I(Xi ≤ x, Ti ≤ t)]
√
n(βˆn − β)+ op(1). (A.32)
From (A.29)–(A.32), it is easy to see that
Jn3(x, t) = − 1√n
n∑
j=1
δjηjI(Tj ≤ t)
∆t(Tj)
U(x, Tj)+ E [δW (Z)g1(T )τ I(X ≤ x, T ≤ t)]
√
n(βˆn − β)+ op(1). (A.33)
Then from (A.26)–(A.28), (A.33) and Lemma A.2, we have
√
nRn1(x, t) = 1√n
n∑
i=1
δiηiW (Zi)I(Xi ≤ x, Ti ≤ t)
− E [δ(X − g1(T ))τW (Z)I(X ≤ x, T ≤ t)] Σ
−1
0√
n
n∑
i=1
(Xi − g1(Ti))δiηi
− 1√
n
n∑
j=1
δjεjI(Tj ≤ t)
∆t(Tj)
U(x, Tj)+ E [δS(X, T )W (Z)I(X ≤ x, T ≤ t)]
− E [δ(X − g1(T ))τW (Z)I(X ≤ x, T ≤ t)]Σ−10
× E
[
∆(Z)(X − g1(T ))
(
S(X, T )− E(S(X, T )|T )
E(δ|T )
)]
+ op(1). (A.34)
Then similarly to the proof of Theorem 3.1, we can prove Theorem 3.2 for Rn1 and Tn1.
Next we prove that Theorem 3.2 for Rn2(x, t) and Tn2 is true. It is easy to see that
√
nRn2(x, t) = 1√n
n∑
i=1
δi
∆t(Ti)
(Yi − X τi βˆn − gˆn(Ti))W (Zi)I(Xi ≤ x, Ti ≤ t)
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+ 1√
n
n∑
i=1
(
1
∆ˆt(Ti)
− 1
∆t(Ti)
)
δi(Yi − X τi βˆn − gˆn(Ti))×W (Zi)I(Xi ≤ x, Ti ≤ t)
:= Ln1(x, t)+ Ln2(x, t). (A.35)
For Ln1(x, t), we have
Ln1(x, t) = 1√n
n∑
i=1
δi
∆t(Ti)
(Yi − X τi β − g(Ti))W (Zi)I(Xi ≤ x, Ti ≤ t)
+ 1√
n
n∑
i=1
δi
∆t(Ti)
X τi (β − βˆn)W (Zi)I(Xi ≤ x, Ti ≤ t)
+ 1√
n
n∑
i=1
δi
∆t(Ti)
(g(Ti)− gˆn(Ti))W (Zi)I(Xi ≤ x, Ti ≤ t)
:= Ln11(x, t)+ Ln12(x, t)+ Ln13(x, t). (A.36)
Similarly to Jn1(x, t), it can be verified that
Ln11(x, t) = 1√n
n∑
i=1
δi
∆t(Ti)
ηiW (Zi)I(Xi ≤ x, Ti ≤ t)+ E
[
δ
∆t(T )
S(X, T )W (Z)I(X ≤ x, T ≤ t)
]
+ op(1). (A.37)
For Ln12(x, t), by the Law of Large Numbers, we have
Ln12(x, t) = −E
[
δ
∆t(T )
X τW (Z)I(X ≤ x, T ≤ t)
]√
n(βˆn − β)+ op(1). (A.38)
For Ln13(x, t), it can be shown that
Ln13(x, t) = 1√n
n∑
i=1
δi
∆t(Ti)
[(g2(Ti)− gˆ2n(Ti))+ (gˆ1n(Ti)− g1(Ti))τβ] ×W (Zi)I(Xi ≤ x, Ti ≤ t)
+ 1√
n
n∑
i=1
δi
∆t(Ti)
(gˆ1n(Ti)− g1(Ti))τ (βˆn − β)W (Zi)I(Xi ≤ x, Ti ≤ t)
+ 1√
n
n∑
i=1
δi
∆t(Ti)
g1(Ti)τ (βˆn − β)W (Zi)I(Xi ≤ x, Ti ≤ t). (A.39)
Using arguments similar to (A.33), we can validate that
Ln13(x, t) = E
[
δ
∆t(T )
g1(T )τW (Z)I(T ≤ t, X ≤ x)
]√
n(βˆn − β)− 1√n
n∑
j=1
δjηjI(Tj ≤ t)
∆2t (Tj)
U(x, Tj)+ op(1). (A.40)
Further by (A.36)–(A.38), (A.40) and Lemma A.2, we have
Ln1(x, t) = 1√n
n∑
i=1
δi
∆t(Ti)
ηiW (Zi)I(Xi ≤ x, Ti ≤ t)− E
[
δ
∆t(T )
(X − g1(T ))τW (Z)I(Xi ≤ x, Ti ≤ t)
]
× Σ
−1
0√
n
n∑
i=1
[Xi − g1(Ti)]δiηi − 1√n
n∑
j=1
δjηjI(Tj ≤ t)
∆2t (Tj)
U(x, Tj)
+ E
[
δ
∆t(T )
S(X, T )W (Z)I(X ≤ x, T ≤ t)
]
− E
[
δ
∆t(T )
(X − g1(T ))τW (Z)I(Xi ≤ x, Ti ≤ t)
]
Σ−10
× E
[
∆(Z)(X − g1(T ))
(
S(X, T )− E(S(X, T )|T )
E(δ|T )
)]
+ op(1). (A.41)
By the standard kernel method, we can prove that
Ln2(x, t) = op(1). (A.42)
From (A.35), (A.41) and (A.42), it follows that
√
nRn2(x, t) = 1√n
n∑
i=1
δi
∆t(Ti)
ηiW (Zi)I(Xi ≤ x, Ti ≤ t)− E
[
δ
∆t(T )
(X − g1(T ))τW (Z)I(X ≤ x, T ≤ t)
]
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× Σ
−1
0√
n
n∑
i=1
[Xi − g1(Ti)]δiηi − 1√n
n∑
j=1
δjεjI(Tj ≤ t)
∆2t (Tj)
U(x, Tj)
+ E
[
δ
∆t(T )
S(X, T )W (Z)I(X ≤ x, T ≤ t)
]
− E
[
δ
∆t(T )
(X − g1(T ))τW (Z)I(Xi ≤ x, Ti ≤ t)
]
Σ−10
× E
[
∆(Z)(X − g1(T ))
(
S(X, T )− E(S(X, T )|T )
E(δ|T )
)]
+ op(1). (A.43)
By some similar arguments used in the proof of Theorem 3.1, Theorem 3.2 for Rn2(x, t) and Tn2 is then proved. 
Proof of Theorem 4.1. Comparing with the case where the null hypothesis is true, the asymptotic expansion of Rnj(x, t)
under local alternatives (3.4) has an extra non-random shift Ωj which is given in (3.5) and (3.6) for j = 1, 2. The random
symmetrization variable ei in R
[B]
nj (x, t) make the effects of such non-random shift vanish as n → ∞. Hence we only give
the proof under H0.
Next, we prove :
(a) cov(R[B]nj (x1, t1), R
[B]
nj (x2, t2)) converges to cov(R(x1, t1), R(x2, t2));
(b) Finite-dimensional convergence of R[B]nj (x, t);
(c) Uniform tightness of R[B]nj (x, t).
By some tedious computations, it can be shown that
R[B]nj (x, t) =
1√
n
n∑
i=1
eiIF [1]
(x,t)
(δi, Yi, Xi, Zi, Ti)+ op(1). (A.44)
Hence it is easy to verify (a). Using (A.44), (b) follows from the Multivariate Central Limit Theorem.
Denote
Λ
(x,t)(δ˜, y˜, x˜, z˜, t˜) = e˜δ˜(y˜− x˜τβ − g(t˜))W (z˜)I(x˜ ≤ x, t˜ ≤ t),
Υ
(x,t)(δ˜, y˜, x˜, z˜, t˜) = −Γ1(x, t)Σ−10 e˜(x˜− g1(t˜))δ˜(y˜− x˜τβ − g(t˜))
and
V
(x,t)(δ˜, y˜, x˜, z˜, t˜) = −
e˜δ˜(y˜− x˜τβ − g(t˜))I(t˜ ≤ t)
∆t(t˜)
U(x, t˜).
By a similar method as shown in the proof of Theorem 3.1, we can prove that the classes {Λ
(x,t)(·): x, t are any real
numbers}, {Υ
(x,t)(·): x, t are any real numbers} and {V(x,t)(·): x, t are any real numbers} are VC-classes. We take an common
envelop function of the above three classes as |e˜(y˜− x˜τβ−g(t˜))W (z˜)|+supx,t{Γ1(x, t)Σ−10 e˜(x˜−g1(t˜))δ˜(y˜− x˜τβ−g(t˜))}+
| e˜(y˜−x˜τ β−g(t˜))
∆t (t˜)
| supx U(x, t˜). Then it can be proved that the second moment of this envelop function exists. By Theorem 2.6.7,
Theorem 2.5.2 of [22] and Corollary 9.3.1 of [10], Theorem 4.1 for j = 1 is then proved. Theorem 4.1 for j = 2 can be proved
similarly. 
References
[1] M. Davidian, A. Tsiatis, S. Leon, Semiparametric estimation of treatment effect in a Pretest–Posttest study with missing data, Statist. Sci. 20 (2005)
261–301.
[2] G. Dikta, M. Kvesic, C. Schmidt, Bootstrap approximations in model checks for binary data, J. Amer. Statist. Assoc. 101 (2006) 521–530.
[3] J. Fan, I. Gijbels, Censored regression: Nonparametric techniques and their applications, J. Amer. Statist. Assoc. 89 (1994) 560–570.
[4] J. Fan, S. Lin, Test of significance when data are curves, J. Amer. Statist. Assoc. 93 (1998) 1007–1021.
[5] G.M. Fitzmaurice, G. Molenberghs, S.R. Lipsitz, Regression models for longitudinal binary responses with informative drop-outs, J. Roy. Statist. Soc.
Ser. B 57 (1996) 691–704.
[6] A. Gelman, I. Van Mechelen, G. Verbeke, D.F. Heitjan, M. Meulders, Multiple imputation for model checking: Completed-data plots with missing and
latent data, Biometrics 61 (2005) 74–85.
[7] W. Gonzaälez-Manteiga, A. Pérez-hGonzález, Goodness-of-fit tests for linear regressionmodels withmissing response data, Canad. J. Statist. 34 (2006)
149–170.
[8] W. Härdle, E. Mammen, Testing parametric versus nonparametric regression, Ann. Statist. 21 (1993) 1926–1947.
[9] D.G. Horvitz, D.J. Thompson, A generalization of sampling without replacement from a finite universe, J. Amer. Statist. Assoc. 47 (1952) 663–685.
[10] M.R. Kosorok, Introduction to Empirical Processes and Semiparametric Inference, Springer, New York, 2008.
[11] D.Y. Lin, L.J. Wei, Z. Ying, Model-checking techniques based on cumulative residuals, Biometrics 58 (2002) 1–12.
[12] R.J.A. Little, D.B. Rubin, Statistical Analysis with Missing Data, Wiley, New York, 1987.
[13] J.K. Lunceford, M. Davidian, Stratification and weighting via the propensity score in estimation of causal treatment effects: A comparative study, Stat.
Med. 23 (2004) 2937–2960.
[14] M.S. Pepe, Inference using surrogate outcome data and a validation sample, Biometrika 79 (1992) 355–365.
[15] M.S. Pepe, M. Reilly, T.R. Fleming, Auxiliary outcome data and the mean score method, J. Statist. Plann. Inference 42 (1994) 137–160.
[16] D. Pollard, Convergence of Stochastic Processes, Springer-Verlag, New York, 1984.
Z. Sun et al. / Journal of Multivariate Analysis 100 (2009) 636–651 651
[17] J.M. Robins, A. Rotnitzky, L.P. Zhao, Estimation of regression coefficients when some regressors are not always observed, J. Amer. Statist. Assoc. 89
(1994) 846–865.
[18] J.L. Schafer, N. Schenker, Inference with imputed conditional means, J. Amer. Statist. Assoc. 95 (2000) 144–154.
[19] D.O. Scharfstein, A. Rotnizky, J. Robin, Adjusting for nonignorable drop-out in semiparametric nonresponse models (with discussion), J. Amer. Statist.
Assoc. 94 (1999) 1096–1146.
[20] W. Stute, G.W. Manteiga, M.P. Quindimil, Bootstrap approximations in model checks for regression, J. Amer. Statist. Assoc. 93 (1998) 141–149.
[21] W. Stute, L.X. Zhu, Nonparametric checks for single-index models, Ann. Statist. 33 (2005) 1048–1083.
[22] A.W. van der Vaart, J.A. Wellner, Weak Convergence and Empirical Processes, Springer, New York, 1996.
[23] C.Y. Wang, S. Wang, L.P. Zhao, S.T. Ou, Weighted semiparametric estimation in regression analysis with missing covariate data, J. Amer. Statist. Assoc.
92 (1997) 512–525.
[24] C.Y. Wang, S.J. Wang, R.G. Gutierrez, R.J. Carrol, Local linear regression for generalized linear models with missing data, Ann. Statist. 26 (1998)
1028–1050.
[25] C.Y. Wang, H.Y. Chen, Augmented inverse probability weighted estimator for Cox missing covariate regression, Biometrics 57 (2001) 414–419.
[26] Q.H. Wang, J.N.K. Rao, Empirical likelihood-based inference under imputation for missing response data, Ann. Statist. 30 (2002) 345–358.
[27] Q.H. Wang, O. Lindon, W. Härdle, Semiparametric regression analysis with missing response at random, J. Amer. Statist. Assoc. 99 (2004) 334–345.
[28] Q.H. Wang, Z.H. Sun, Estimation in partially linear models with missing responses at random, J. Multivariate Anal. 98 (2007) 1470–1493.
[29] Q. Wang, K. Yu, Likelihood-based kernel estimation in semiparametric errors-in-covariables models with validation data, J. Multivariate Anal. 98
(2007) 455–480.
[30] Y.J. Whang, D.W.K. Andrews, Tests of specification for parametric and semi-parametric models, J. Econometrics 57 (1993) 277–318.
[31] A.J. Yatchew, Nonparametric regression tests based on least squares, Econom. Theory 8 (1992) 435–451.
[32] L.P. Zhao, S. Lipsitz, D. Lew, Regression analysis with missing covariate data using estimating equations, Biometrics 52 (1996) 1165–1182.
[33] L.X Zhu, H.J. Cui, Testing lack-of-fit for general linear errors in variables models, Statist. Sinica 15 (2005) 1049–1068.
[34] L.X Zhu, K.W. Ng, Checking the adequacy of a partial linear model, Statist. Sinica 13 (2003) 763–781.
