Abstract. We prove the existence of a global fundamental solution Γ(x; y) (with pole x) for any Hörmander operator L = m i=1 X 2 i on R n which is δ λ -homogeneous of degree 2. Here homogeneity is meant with respect to a family of non-isotropic diagonal maps δ λ of the form δ λ (x) = (λ σ 1 x 1 , . . . , λ σn xn), with 1 = σ 1 ≤ · · · ≤ σn. Due to a global lifting method for homogeneous operators proved by Folland in [On the Rothschild-Stein lifting theorem, Comm. PDEs, 1977], there exists a Carnot group G and a polynomial surjective map π : G → R n such that L is π-related to a sub-Laplacian L G on G. We show that it is always possible to perform a (global) change of variable on G such that the lifting map π becomes the projection of G ≡ R n ×R p onto R n . We prove that an integration argument over the (non-compact) fibers of π provides a fundamental solution for L. Indeed, if Γ G (x, x ′ ; y, y ′ ) (x, x ′ ∈ R n ; y, y ′ ∈ R p ) is the fundamental solution of L G , we show that Γ G (x, 0; y, y ′ ) is always integrable w.r.t. y ′ ∈ R p , and its y ′ -integral is a fundamental solution for L.
Introduction
Let us consider, on Euclidean space R n , a second-order linear partial differential operator (PDO, in the sequel) L with smooth coefficients, and let H = L − ∂ t be the associated Heat operator on R n+1 ≡ R n x × R t . Roughly put, if H admits a Heat kernel {p t (x; y)} t>0 which is integrable on (0, ∞) w.r.t. t, then in many meaningful cases the function (1.1) Γ : {(x, y) ∈ R n × R n : x = y} −→ R, Γ(x; y) = ∞ 0 p t (x; y) dt, is a fundamental solution for the operator L on R n . To fix the naming, we say that Γ(x; y) in (1.1) is obtained from p t (x; y) via the saturation of the variable t; since, for any function u(x, t) on R n+1 which is independent of t, Hu(x, t) coincides with Lu(x) for any x ∈ R n and any t ∈ R, we say that the operator H is a lifting of L.
The same lifting/saturation process also occurs in another classical case, which -for its simplicityis worth mentioning: if ∆ n = n j=1 (∂ xj ) 2 is the usual Laplace operator on R n , then ∆ n+p is a lifting of ∆ n whenever p ≥ 1. If n > 2, the fundamental solution of ∆ n (a constant multiple of x 2−n ) can be recovered by that of ∆ N by saturation: this is easily seen by the integral identity holding true for some constant c whenever n > 2, the identity following from the change of variable t = x τ (with τ ∈ R p ). Incidentally, the above integral is convergent if n > 2.
In the literature, there are many other examples of lifting involving meaningful PDOs: for instance, consider the case of the following Grushin operator
a lifting of which is given by the PDO
In its turn, the latter is nothing but a copy (via a change of variable) of the well known KohnLaplacian on the first Heisenberg group. Parallel to what happens in the mentioned case of L and its heat lifting H or in the case of ∆ n and ∆ n+p , the idea of obtaining a fundamental solution for the Grushin operator G via a saturation argument applied to the (explicit!) fundamental solution of G has already been exploited in the literature (e.g., in Bauer, Furutani, Iwasaki [6] ; see also Calin, Chang, Furutani, Iwasaki [32, Sect. 10.3] for the Heat kernel; more generally, see Beals, Gaveau, Greiner, Kannai [15] for operators lifting to sub-Laplacians on 2-step Carnot groups).
The main aim of this paper is to obtain a process of lifting/saturation in a quite general setting: for instance, we shall show that any Hörmander operator L = m i=1 X 2 i on R n , which is the sum of squares of vector fields X 1 , . . . , X m δ λ -homogeneous of degree 1, admits a lifting which is a subLaplacian L G on some Carnot group G. Here homogeneity is meant with respect to a family of non-isotropic diagonal maps δ λ of the form (1.3) δ λ (x) = (λ σ1 x 1 , . . . , λ σn x n ), with 1 = σ 1 ≤ · · · ≤ σ n .
Most importantly, since L G admits a global fundamental solution Γ G (see Folland [39] ), we shall prove that a global fundamental solution for L can always be obtained by a saturation argument from Γ G (provided that n i=1 σ i , the so-called homogeneous dimension of (R n , δ λ ), is > 2). This gives an existence result for a fundamental solution Γ for L, together with an integral representation for Γ in terms of Γ G . In selected cases (namely when Γ G is explicitly known, possibly under an integral form) one also obtains a rather explicit (integral) representation for Γ. This is possible also because G can be constructed in a quite simple way.
We describe more closely our procedure. The Lifting method introduced by Rothschild and Stein [57] is a remarkable tool for obtaining a lifting L of any Hörmander operator L, with L locally approximated by a sub-Laplacian on a (free) Carnot group. Due to our purpose to obtaining a global fundamantal solution, this general result does not seem applicable. What is instead perfectly suited to our case is the global Lifting for homogeneous operators proved by Folland in [40] , which we now recall. Let X 1 , . . . , X m be C ∞ vector fields in R n , homogeneous of degree 1 w.r.t. δ λ in (1.3) , that is
for any i = 1, . . . , m. We assume that X 1 , . . . , X m are linearly independent (as linear differential operators) and they satisfy Hörmander's hypoellipticity condition.
Example 1.1. For example, the vector fields X 1 = ∂ x1 and X 2 = x 1 ∂ x2 associated with the Grushin operator G on R 2 in (1.2) fulfil these assumptions 1 with the family of dilations δ λ (x 1 , x 2 ) = (λ 1 x 1 , λ 2 x 2 ). The same is true of X 1 = ∂ x1 , X 2 = x 2 1 ∂ x2 on R 2 (modeling a higher-step Grushin operator) with dilations δ λ (x 1 , x 2 ) = (λ 1 x 1 , λ 3 x 2 ).
Let a = Lie{X 1 , . . . , X m } be the Lie algebra generated by X 1 , . . . , X m , i.e., the smallest Lie subalgebra of the smooth vector fields on R n containing X 1 , . . . , X m . Then, by the δ λ -homogeneity of the X i 's it is easy to recognize that a is nilpotent and stratified, that is a = a 1 ⊕ a 2 ⊕ · · · ⊕ a r , and the sum being finite due to the nilpotency of a. We can choose a linear basis A of a by grouping together some fixed bases of a 1 , a 2 , . . . , a r and such that X 1 , . . . , X m belong to A. Setting N := dim(a), we identify a with R N via coordinates w.r.t. A. Then A = (a, ⋄) is a Carnot group (with underlying manifold a ≡ R N ) with Lie algebra Lie(A) isomorphic to the Lie algebra a. But a is not only a Lie algebra (and a Carnot group, when equipped with the operation ⋄): it is a Lie algebra of vector fields on R n , so it can be "exponentiated", that is one can consider the integral curves in R n of any X ∈ a. Due to δ λ -homogeneity reasons, any such X is global, i.e., its integral curves are defined for any real time. Hence the following map is well defined
where t → Ψ X t (0) denotes the integral curve of X at time t starting from 0 ∈ R n at t = 0. Let us denote by J 1 , . . . , J N the basis of the left-invariant vector fields on A coinciding with the coordinate 2 partial derivatives at 0 ∈ R N ≡ a. It is not difficult to recognize that, thanks to the Hörmander condition satisfied by X 1 , . . . , X m , the vector fields J 1 , . . . , J m form a basis of Liegenerators for Lie(A), so that J What Folland proved in [40] are the following remarkable facts: π is a surjective map; it is polynomial; 3 and, for i = 1, . . . , m, X i is π-related to J i , that is:
In particular, the sub-Laplacian
m . Our goal is to perform a change of variable on A ≡ R N turning it into a homogeneous Carnot group G = (R N , ⋆, d λ ) (in the sense of [26, Section 1.4]) and, most importantly, turning π into a genuine projection map; namely (without changing notation from the old π to the map π read in the new coordinates after the change of variable) we have
Our construction of this change of variable is quite technical, and we refer the reader directly to Section 4. We further denote by Z 1 , . . . , Z m the vector fields on G obtained from J 1 , . . . , J m via the change of variable and we set L G := m j=1 Z 2 j . The reason for this change of variable is motivated by the fact that we need to control the fibers of π, since we shall perform an integration over them, and we shall need suitable estimates allowing for integration.
Due to the different roles of the first n variables of R N if compared to the remaining ones, we use, from now on, the following notation for the points of G ≡ R N :
where p = N − n = dim(Lie{X 1 , . . . , X m }) − n. With this notation, one can easily check that the dilations d λ on R N take on the product form
The fact that π is now the projection onto R n says that (1.5) Z i is a genuine lifting of X i (in the sense introduced in the incipit of this introduction); this means that, for any smooth function f = f (x, ξ) which is independent of ξ, one has
Equivalently, there exist vector fields R 1 , . . . , R m on R N operating only in the ξ variables (and with coefficients possibly depending on (x, ξ)) such that
This also proves that
In the first case considered in Example 1.1, one has X 1 = ∂ x1 and X 2 = x 1 ∂ x2 , and the lifting vector fields are
In the second example, one has X 1 = ∂ x1 and X 2 = x 2 1 ∂ x2 , and the lifting vector fields are
We are now ready to state our result proving the existence of a fundamental solution
obtained by a saturation argument starting from the fundamental solution Γ G (x, ξ; y, η) of the sub-Laplacian L G . The formula relating Γ to Γ G is the following one:
Before stating the complete theorem, we show what it gives in the previous examples. Example 1.3. In the first case considered in Example 1.1, the fundamental solution of the operator
for some positive constant c; for a more explicit formula (comparable to the existing formulas for the Grushin operator), see (6.3) . In the second example, for the fundamental solution of
we obtain the representation
where Γ G is the fundamental solution with pole at 0 ∈ R 4 of the sub-Laplacian
Even if Γ G is not explicitly known, due to the equivalence of all homogeneous norms on a Carnot group, we can infer that Γ(x; y) is bounded from above and from below (up to two structural constants independent of x, y ∈ R 2 ) by the following integral (here (x 1 , x 2 ) = (y 1 , y 2 ))
This shows how our representation, albeit not explicit, can be used to derive estimates of Γ.
The following theorem is the main result of this paper.
Theorem 1.4. Let X 1 , . . . , X m be C ∞ vector fields in R n , homogeneous of degree 1 w.r.t. δ λ in (1.3), linearly independent (as linear differential operators) and satisfying Hörmander's rank condition at 0 ∈ R n . Suppose that q := n j=1 σ j > 2. Finally let us set N = dim(Lie{X 1 , . . . , X m }) and p = N − n.
Then there exists a homogeneous Carnot group G = R N , ⋆, d λ (with m generators and nilpotent of step σ n ), and there exist vector fields Z 1 , . . . , Z m , Lie-generators of Lie(G), such that (for every i = 1, . . . , m) Z i is a lifting of X i , via the projection π :
j with pole at 0 ∈ R N and vanishing at infinity (whose existence is proved in [39] ). Then
is a fundamental solution of L, that is, 4 y → Γ(x; y) is locally integrable on R n and
Moreover Γ is strictly positive, and it has the (joint) homogeneity property
, for every x, y ∈ R n with x = y and λ > 0.
Furthermore, it is symmetric:
Γ(x; y) = Γ(y; x) for every x, y ∈ R n with x = y.
Finally, for every x ∈ R n , we have the following properties of the functions Γ(x; ·) = Γ(·; x):
is smooth and L-harmonic on R n \ {x}; (ii) y → Γ(x; y) vanishes at infinity (uniformly for x in compact sets); (iii) (x, y) → Γ(x; y) is locally integrable on R n × R n and smooth out of the diagonal.
There exists only one function Γ satisfying the above properties.
In order to demonstrate that y → Γ(x; y) solves −L(Γ(x; ·)) = Dir x (the latter being the Dirac mass concentrated at {x}) we shall make use of a general result, of independent interest, providing sufficient conditions for a process of saturation to be applicable (see Theorem 2.5). Moreover, due to the equivalence of all d λ -homogeneous norms, from (1.7) one can obtain uniform estimates of Γ, from above and from below, on R n × R n . More precisely, with the notation (1.3) for δ λ and (1.6) for δ * λ , let us set
Then there exists a constant c (depending only on G) such that
holding true for x, y ∈ R n with x = y; here we have used the notation Q =
We postpone to a future investigation the study of the Heat kernel associated with L − ∂ t (see also [24] ) and fine estimates of Γ in terms of the Carnot-Carathéodory distance associated with X 1 , . . . , X m .
We end the introduction with some bibliographical references. In the literature, when the existence of a global fundamental solution Γ for a PDO is provided, it seems that in the vast majority of cases (though exceptions are available):
-PDOs with polynomial coefficients (or having a polynomial growth) are considered; -existence is a by-product of an explicit formula (possibly under an integral form) for Γ.
Incidentally, the same happens in the present paper, since homogeneous operators have necessarily polynomial coefficients, and an integral representation for Γ (albeit not explicit) is furnished. Global fundamental solutions, without an explicit representation, are given e.g., in Folland [39] ; Nagel, Ricci, Stein [56] ; the second-named author and Lanconelli [21] . Existence results without an exact representation are also available, based on the so-called Levi's parametrix method [53] : the interested reader is referred to e.g., [29, 42, 48] ; concerning Levi's parametrix method, we also highlight the recent paper by Bramanti, Brandolini, Manfredini, Pedroni [30] , where a local Lifting technique and a local saturation argument are also applied. See also the paper [35] by Citti, Manfredini, where it is exploited a local Lifting technique involving hypoelliptic Hörmander operators and their local fundamental solutions.
Since our method is based on a saturation argument, we would like to highlight that a similar saturation method was also used by Beals, Gaveau, Greiner, Kannai in [15] , where operators lifting to sub-Laplacians on Carnot groups of step two are considered; or in Bauer, Furutani, Iwasaki [6] (where the sub-Laplacian of the first Heisenberg group is used as a lifting a Grushin operator on R 2 ). Our theorem, allowing for general homogeneous operators, comprises both of these cases. We also observe that some general results on fiber integration for obtaining Heat kernels appear in [32, Sect. 10.3] , where it is required that the fibers be compact, but this does not hold in our case. To the best of our knowledge, our paper is the first systematic analysis of this lifting/saturation technique for all homogeneous sums of squares.
The literature on the (difficult) problem of obtaining explicit/integrally-represented fundamental solutions is wide. Starting from early works (dating back to 1930-40's) on kinetic operators by Kolmogorov [52] and Chandrasekhar [34] , the focus (in the 1970's) shifted to operators on the Heisenberg groups: Folland [38] ; Folland, Stein [41] ; Tsutsumi [59] (for some parabolic pseudo-differential operators); Hulanicki [49] ; Gaveau [44] ; Kaplan [50] (for the case of H-type groups). In [44, 36] Heat kernels on nilpotent Lie groups of step two are also considered (on the same topic, see also the more recent paper by Furutani [43] ).
Starting from the paper [45] by Greiner in 1979, a large part of the literature has subsequently focused on PDOs of Grushin-type, the golden age for this issue being the late 1990's with fundamental papers by Beals, Gaveau, Greiner [9, 10, 11, 12, 16] , and by the same authors and Kannai [14] ; see also Beals [7, 8] . In [10] sub-Laplacians on general step two Carnot groups are considered.
The interest in PDOs on Heisenberg groups (or on groups modeled on the Heisenberg groups, such as quaternionic or Cayley Heisenberg) has not ceased during the decades, see: Benson, Dooley, Ratcliff [17] ; Klingler [51] ; Beals, Gaveau, Greiner [13] ; Zhu [60] ; Luan, Zhu [54, 55] ; Zhu, Yang [61] ; Boggess, Raich [20] .
Explicit fundamental solutions are available also for non-linear PDOs, such as p-Laplacians (for Heisenberg/Grushin-type PDOs): Capogna, Danielli, Garofalo [33] ; Heinonen, Holopainen [46] ; Bieske, Gong [19] ; Bieske [18] .
Recent papers by Agrachev, Boscain, Gauthier, Rossi [4] , and by Boscain, Gauthier, Rossi [28] deal with heat kernels, respectively, on unimodular Lie groups of type I (in the sense of [37] , comprising the real connected nilpotent Lie groups) and on 3-step nilpotent Engel/Cartan groups.
Different examples for which an explicit fundamental solution is available can be found in Aarão [1, 2] (kinetic operators of physical interest) and in Calin, Chang [31] (PDOs with radical coefficients).
A comprehensive list of references can be found in the 2011 monograph by Calin, Chang, Furutani, Iwasaki [32] , where many theories and techniques for obtaining explicit Heat kernels for elliptic and sub-elliptic PDOs are presented.
The plan of the paper is the following. In Section 2 we introduce the relevant definitions and notation used throughout, and we prove a general saturation theorem under minimal assumptions (Theorem 2.5). Afterwards, we focus on Hörmander sums of squares of homogeneous operators: in Section 3, we first recall Folland's version of the Lifting technique in this framework; then in Section 4 we add a change-of-variable argument to Folland's Lifting. In Section 4 we also prove a crucial technical result (Theorem 4.4) showing that the general saturation process of Section 2 is allowed in the homogeneous case. Section 5 contains the proof of our main Theorem 1.4, as a consequence of the results of the previous sections. Finally, in Section 6 we furnish some explicit examples of operators to which our theory applies.
A general saturation argument for obtaining fundamental solutions
To begin with, since there is no common agreement on the notion of what fundamental solutions are, we fix the relevant definitions. In what follows we use the notation
for higher order derivatives on R n . Here α = (α 1 , . . . , α n ) ∈ (N ∪ {0}) n and |α| = α 1 + · · · + α n .
Definition 2.1 (Fundamental solution). On Euclidean space R n , we consider a linear partial differential operator of order d ∈ N,
with smooth real valued coefficient functions a α (x) on R n . We say that a function
is a (global) fundamental solution for P if it satisfies the following property: (i) For every fixed x ∈ R n , the function Γ(x; ·) is locally integrable on R n and
where P * denotes the usual formal adjoint of P .
In the literature, many authors ask for other properties in order to define a fundamental solution for P ; some of these further requirements are listed below; we explicitly mention them since we will be able to prove that our operators L = j X 2 j fulfil many of them as well:
and, for every fixed y ∈ R n , Γ(·; y) is locally integrable on R n ; (iv) for every fixed x ∈ R n , the function y → Γ(x; y) vanishes as y → ∞. (v) for every fixed x ∈ R n , the function y → Γ(x; y) goes to ∞ as y → x.
If Γ is a fundamental solution for P and if x ∈ R n is fixed, then (2.2) can be rewritten as
where Dir x is the Dirac distribution supported at {x}. We give some remarks in order to describe the meaning of the above extra requirements (ii)-to-(v).
Remark 2.2. (a)
The existence of a global fundamental solution for P is far from being obvious and it is, in general, a very delicate issue. In the particular case of C ∞ -hypoelliptic linear PDOs P having a C ∞ -hypoelliptic formal adjoint P * , it is possible to prove the local existence of a fundamental solution on a suitable neighborhood of each point of R n (see, e.g., [58] ); moreover, in [27] Bony showed that any Hörmander operator admits a smooth fundamental solution on every bounded open set satisfying suitable regularity assumptions on the boundary.
(b) Fundamental solutions are, in general, not unique since the addition of a P -harmonic function (that is, a smooth function h such that P h = 0 in R n ) to a fundamental solution produces another fundamental solution.
(c) Nonetheless, if P is a second order C ∞ -hypoelliptic operator with P (1) ≤ 0, and fulfilling the Weak Maximum Principle on every bounded open set of R n , then there exists at most one Γ satisfying properties (i) and (iv) above. Indeed, if Γ 1 , Γ 2 are two such functions, then (for every fixed
and it is a solution of P u x = 0 in the weak sense of distributions on R n ; the hypoellipticity of P ensures that u x is (a.e. equal to) a smooth function on R n which vanishes at infinity by properties (iv) of Γ 1 , Γ 2 ; from the Weak Maximum Principle for P (and P (1) ≤ 0) it is standardly obtained that u x ≡ 0 (a.e.), i.e., Γ 1 ≡ Γ 2 (a.e.). When continuity of Γ(x; ·) is also requested, this gives Γ 1 ≡ Γ 2 .
(d) If Γ is a fundamental solution for P satisfying condition (iii) above, then it is almost tautological to verify that, for any ϕ ∈ C ∞ 0 (R n ), the function
is locally integrable and it satisfies P (Λ(ϕ)) = −ϕ in the weak sense of distributions. Therefore, if P is C ∞ -hypoelliptic and whenever Γ satisfies some integrability conditions ensuring that Λ(ϕ)(y) is continuous w.r.t. y, then −Λ(ϕ) is a smooth classical solution to P u = ϕ. This is one of the alternative definitions of fundamental solution.
(e) Suppose that conditions (iv) and (v) and the strict positivity of Γ hold true. Then the so-called Γ-balls Ω r (x) := {y ∈ R n : Γ(x; y) > 1/r} ∪ {x} form a basis of neighborhoods of x (thanks to condition (v)) invading R n , i.e., r>0 Ω r (x) = R n (thanks to condition (iv) and the positivity of Γ). Applications of these further geometrical assumptions to the Potential Theory for a class of second-order operators L in divergence-form have been given in the series of papers [3, 5, 22, 23] . This shows that the qualitative well-behaved properties of a fundamental solution Γ can produce meaningful properties of the sheaf of the harmonic and sub-harmonic functions for L.
Let P be a smooth linear PDO on R n as in (2.1). We say that a linear PDO P , defined on a higher-dimensional space R n × R p , is a lifting of P if the following conditions are fulfilled:
(a) P has smooth coefficients, possibly depending on x ∈ R n and ξ ∈ R p ; (b) for every fixed f ∈ C ∞ (R n ), one has
It is immediate to recognize that (2.4) holds true if and only if (2.5)
for (finitely many) coefficient functions r α,β ∈ C ∞ (R N ), possibly identically vanishing on R N . In other words, every summand of R operates, at least once necessarily, in the ξ 1 , . . . , ξ p variables. Our use of the term 'lifting' is more specific than what is usually done in Differential Geometry; 5 throughout, it is understood that we refer to a lifting in the above sense.
If P is a lifting of P and if P admits a fundamental solution Γ, it is not at all obvious if the same holds true for P , nor if a fundamental solution for P may be obtained via a saturation argument. Technically, this is the case if the following heuristic argument can be made rigorous. By the definition of fundamental solution for P we have
) and we recall that P = P + R, the above equality gives (by choosing ξ = 0)
We want to pass to the limit as j → ∞ in such a way that the above identity produces
so that a fundamental solution for P is available by saturating the η variable in Γ(x, 0; y, η). Our idea is to choose a sequence θ j ∈ C ∞ 0 (R p ) such that the set {η : θ j (η) = 1} invades R p as j → ∞, and such that II j in (2.6) goes to 0 as j → ∞. This may be reasonably possible (together with some integrability assumptions on Γ) provided some conditions are fulfilled by the remainder operator R:
* operates in the lifting variables, so that R * (θ(η/j)) always gives out at least 1/j, -and if a dominated convergence can apply.
When we shall deal with δ λ -homogeneous operators, this will be made possible if the cut-off functions θ j are further adapted to the homogeneous structure.
The above argument justifies the following definition of "saturable Lifting"; immediately after the technicalities, we show (see Remark 2.4) that a saturable Lifting is always available in meaningful cases (as for δ λ -homogeneous operators: one of our main results here). 5 It is sometimes customary to say that a smooth map π : M → N is a lifting of P to P if (2.4) is replaced by
Definition 2.3 (Saturable Lifting). Let P be a smooth linear PDO on R n , and P = P + R be a lifting of P on R n × R p as in (2.5). We say that P is a saturable lifting for P if the following conditions hold: (S.1) Every summand of the formal adjoint R * of R operates at least once in the ξ variables, i.e., R * has the form
for (finitely many, possibly vanishing) smooth functions r * α,β (x, ξ).
We next give some sufficient conditions for a lifting to be saturable. In what follows we always assume that P is a smooth linear PDO on R n , and that P = P + R is a lifting of P on R n × R p , with R as in (2.5). The notation (x, ξ) for the points of R n × R p is always understood.
Remark 2.4. (a)
If the coefficients of R are independent of ξ, then P is a saturable lifting for P . In fact, under this assumption, the operator R takes the form
and thus its formal adjoint R * acts on smooth functions ψ as follows:
Thus condition (S.1) in Definition 2.3 is fulfilled. In order to verify (S.2) as well, we choose a function θ ∈ C ∞ 0 (R p , [0, 1]) such that θ ≡ 1 on the Euclidean ball centered at 0 and radius 1, and we set θ j (ξ) := θ ξ/j , for any ξ ∈ R p and any j ∈ N. Clearly, {θ j = 1} ↑ R p as j ↑ ∞. Finally, for every fixed compact set K ⊆ R n we have
and (2.8) follows.
(b) If, for every compact set K ⊆ R n , the coefficient functions of the operator R * are bounded on K × R p , then (S.2) of Definition 2.3 is satisfied. It suffices to take θ j (ξ) = θ(ξ/j) as in (a) above.
(c) If L is a smooth second-order operator on R n and if we consider the associated Heat-type operator H = L − ∂ t in R n × R, then we have the above formalism with R = −∂ t . Since R has constant coefficients, we are in case (a) above and H is therefore a saturable Lifting of L.
(d) As we shall prove in Section 4, if L is a sum of squares of Hörmander vector fields which are δ λ -homogeneous of degree 1 w.r.t. a family of dilations δ λ as in (1.3), then there exists a saturable lifting L of L, which is actually a sub-Laplacian on a suitable Carnot group G on R N . This fact is non-trivial and it will be proved in Theorem 4.4.
6 By this we mean that, denoting by Ω j the set {ξ ∈ R p : θ j (ξ) = 1}, one has j∈N Ω j = R p and Ω j ⊂ Ω j+1 for any j ∈ N.
We now prove the following useful theorem.
Theorem 2.5. Let P be a smooth linear PDO on R n and let P be a saturable Lifting of L on R n × R p , according to Definition 2.3. Let us assume that there exists a fundamental solution Γ for P on the whole of R n × R p (see Definition 2.1), further satisfying the following properties:
(i) for every fixed x, y ∈ R n with x = y, one has
(ii) for every fixed x ∈ R n and every compact set K ⊆ R n , one has
Then the function Γ :
is a global fundamental solution for P on R n .
Proof. First of all, thanks to (2.10), Γ is well-posed. In order to prove that Γ is a fundamental solution for P on R n , we have to prove the following facts: for every fixed x ∈ R n , one has
Assertion (1) is a trivial consequence of assumption (2.11). We next prove assertion (2) . To this end, we fix a point x ∈ R n and a function ϕ ∈ C ∞ 0 (R n ). Moreover, the Lifting P being saturable, there exists a sequence of test functions θ j as in Definition 2.3. Since the function Γ is a fundamental solution for P on R n × R p , we have (for large j's so that θ j (0) = 1)
thus, recalling that P = P + R (where R is a linear PDO operating in y and η), we get 13) with the obvious notation. Our aim is now to pass to the limit for j → ∞ in (2.13). To this end we first notice that, if we denote by K the support of the function ϕ, then both integrals expressing I j and II j are actually performed over K × R p . As for I j , a simple dominated convergence argument based on (2.10) and (2.11) shows that (2.14)
lim
We next turn to II j . First we observe that, since the sets {η : θ j (η) = 1} increasingly invade R p , and since the operator R * always differentiate w.r.t. η (see (S.1) in the definition of saturable Lifting), we obtain that lim
Moreover, by writing R * as in (2.7), we get
From this, by crucially exploiting property (2.8) of the sequence θ j , we infer the existence of a positive constant C = C(ϕ, K) > 0 such that
uniformly for (y, η) ∈ K × R p and j ∈ N. Therefore, due to property (2.11) of Γ, we can apply once again the a dominated convergence argument to infer that
By gathering together (2.14) and (2.15), we can pass to the limit for j → ∞ in (2.13), obtaining
This ends the proof.
Remark 2.6. We observe that, if Γ is a fundamental solution for P on R n × R p , then we have, for every fixed x ∈ R n (see Definition 2.1-(i)),
This means that the integrability assumption (2.11) in Theorem 2.5 is actually an integrability condition at infinity; thus (2.11) is equivalent to the following condition:
for every x ∈ R n and every compact set K ⊆ R n , there exists a compact set
The next task is to consider the other properties (ii)-to-(v) possibly required to a well-behaved fundamental solution, and to find sufficient conditions on Γ in such a way that these are inherited by the Γ function in (2.12). Clearly, the nonnegativity property (ii) of Γ passes to Γ; also, if Γ > 0 then the same is true of Γ. In the following result we study condition (iv) of vanishing at infinity. Proposition 2.7 (Continuity and limit at infinity). Let the notation and the hypotheses of Theorem 2.5 apply. Let us assume, in addition, that Γ satisfies the following bound property:
Then the following facts hold true:
(a) if, for every fixed x ∈ R n , the function (y, η) → Γ x, 0; y, η is continuous away from (x, 0), then the function y → Γ(x; y) is continuous on R n \ {x};
(b) if, for every fixed x ∈ R n , the function (y, η) → Γ x, 0; y, η vanishes at infinity, then the same is true of y → Γ(x; y).
Proof. Let us prove (a). We fix a point y 0 ∈ R n \ {x} and a real ρ > 0 such that the Euclidean ball B ρ (y 0 ) centered at y 0 and radius ρ is contained in R n \ {x}. Moreover, we choose a sequence (y j ) j in this ball converging to y 0 as j → ∞. If K x ⊆ R p is as in assumption (B), for every j ∈ N we have
We pass to the limit as j → ∞ in the right-hand side of (2.18). To this end we first observe that under condition (a) we obviously have lim j→∞ Γ(x, 0; y j , η) = Γ(x, 0; y 0 , η) for every η ∈ R p . Moreover, since the set K := B ρ (y 0 ) × K x is compact, there exists a positive real constant M x > 0 such that Γ(x, 0; y j , η) ≤ M x , for every j ∈ N and every η ∈ K x .
By a dominated convergence argument, we obtain
As for the second integral in the rhs of (2.18), assumption (B) is shaped in such a way that another dominated convergence argument can apply, so that
By gathering together identities (2.19) and (2.20) we obtain the continuity of Γ(x; ·) at y 0 . The proof of (b) is completely analogous and it is skipped.
We next take into account condition (v):
Proposition 2.8 (Pole of Γ). Let the notation and the hypotheses of Theorem 2.5 apply. Let us assume, in addition, that Γ enjoys the following properties:
(a) Γ is nonnegative; (b) for every x ∈ R n , the function (y, η) → Γ(x, 0; y, η) is lower semi-continuous outside (x, 0); (c) for every x ∈ R n , the function η → Γ x, 0; x, η) is not integrable on R p .
Then the function y → Γ(x; y) defined in (2.12) has a pole at the point x, i.e.,
Proof. Let (y j ) j be a sequence in R n \ {x} converging to x as j → ∞. Since, by our assumptions, the function (y, η) → Γ(x, 0; y, η) is nonnegative and lower semi-continuous on R n × R p \ {(x, 0)}, from Fatou's lemma we obtain
Taking into account hypothesis (c), the proof is complete.
In the sequel, we shall apply the results of the present section to PDOs of the following form: we consider a sum of squares L = m j=1 X 2 j of Hörmander vector fields which are δ λ -homogeneous of degree 1 w.r.t. a family of dilations δ λ as in (1.3) . We want to prove that L can be lifted to a sub-Laplacian on a Carnot group by means of a saturable Lifting, in the sense of Definition 2.3.
To this end, we firstly need to recall Folland's version, [40] , of Rothschild and Stein Lifting for homogeneous vector fields: this is done in Section 3. Secondly, we prove that we can perform a change of variable giving a saturable Lifting, which is provided in Section 4. Finally, in Section 5 we shall show that all the hypotheses of Theorem 2.5 are satisfied: this will prove that L admits a fundamental solution, which turns out have further selected properties (ii)-(iii)-(iv).
Recalls on the Lifting of homogeneous sums of squares
Let us fix a family {X 1 , . . . , X m } of linearly independent smooth vector fields on Euclidean space R n , satisfying the following properties:
(H1) X 1 , . . . , X m are δ λ -homogeneous of degree 1 with respect to a family of non-isotropic dilations {δ λ } λ>0 as in (1.3) ; (H2) X 1 , . . . , X m satisfy Hörmander's rank condition at 0, i.e., dim X(0) : X ∈ Lie{X 1 , . . . , X m } = n.
Remark 3.1. For a future reference, we remark that the homogeneity assumption (H1) is equivalent to any of the following facts:
•
• For every fixed j ∈ {1, . . . , m}, the following identity holds true
, for every x ∈ R n and every λ > 0.
As a consequence, it is important to highlight that a k,j is a polynomial and it is independent of x k , . . . , x n . This last fact ensures that the vector fields X 1 , . . . , X m are complete.
Our main goal is to prove the following theorem, by using Folland's results in [40] plus a change of variable (later introduced in Section 4). The proof if this theorem will be constructive, modulo the knowledge of the Campbell-BakerHausdorff operation. To begin with, let a be the Lie algebra generated by X 1 , . . . , X m : a := Lie X 1 , . . . , X m . It follows from the homogeneity assumption (H1) that every commutator of X 1 , . . . , X m containing more than σ n terms vanishes identically, hence a is nilpotent of step r ≤ σ n . Moreover, the rank condition (H2) ensures that r cannot be smaller than σ n , so that a is nilpotent of step equal to σ n , which is therefore an integer which we also denote by r.
As a consequence, a being finitely generated, its dimension (as a subspace of the linear space of the smooth vector fields on R n ) is finite. We then set N := dim a and p := N − n, and we assume from now on that N > n. Now, since a is generated by X 1 , . . . , X m and since it is nilpotent of step r, we have
In other words, the Lie algebra a is stratified. In particular, a vector field X ∈ a belongs to a k (with 1 ≤ k ≤ r) if and only if X is δ λ -homogeneous of degree k. By means of (3.2), we can define a family {∆ λ } λ>0 of dilations on a in the following way:
V k and V k ∈ a k for any k = 1, . . . , r.
Moreover, since a is nilpotent, the Campbell-Baker-Hausdorff multiplication ⋄ in (1.4) defines a group on a. We now transfer the operation ⋄ and the dilation {∆ λ } λ>0 to a copy of a by fixing a suitable coordinate system on (the finite-dimensional vector space) a.
To this end we first observe that, by means of (3.2) and of the rank condition (H2), we can complete X 1 , . . . , X m to form a basis A = {X 1 , . . . , X m , X m+1 , . . . , X N } of a such that:
• the set {X 1 (0), . . . , X N (0)} is a set of generators for the vector space R n ;
• the basis A is adapted to the stratification: A = X
1 , . . . , X
m1 , . . . , X
We then consider the linear isomorphism Φ associated with the basis A, i.e.,
In the sequel we also set, for brevity, a · X := N j=1 a j X j . Next we define an operation * and a family of dilations {D λ } λ>0 on R N by pushing ⋄ and D λ :
Remark 3.3. The following facts hold:
(a) For every a, b ∈ R N , the operations * and ⋄ are related by the identity
(b) For every λ > 0 and every a ∈ R N , the dilations D λ and ∆ λ are related by the identity
As a consequence of the above identity (3.7), the dilation D λ can be written as follows With this notation, X 1 , . . . , X N are δ λ -homogeneous of degrees s 1 , . . . , s N respectively, and one has
As it is reasonable to expect, the following fact holds true (for a proof see [26, Theorem 17.4 
.2]):
The triple A = (R N , * , D λ ) is a homogeneous Carnot group on R N , with m generators and nilpotent of step r. Furthermore, the Lie algebra Lie(A) of A is isomorphic to a.
Following Folland [40] , we consider the crucial map
where, for every fixed vector field V ∈ a, we denote by Ψ V t (0) the integral curve at time t of the vector field V starting from 0 ∈ R n at time 0. We also use the notation exp(tV )(0) for Ψ V t (0). We explicitly observe that π is well-posed, since any vector field in a is complete (see Remark 3.1). The selected properties of π are given in the following result, proved in [40] ; we give the proof for the reading convenience. (1) For every fixed λ > 0, one has
(2) π is a surjective polynomial map.
(3) Let J 1 , . . . , J N be the (unique) vector fields in Lie(A) coinciding at 0 ∈ R N with the coordinate partial derivatives; then, for every j = i, . . . , N , one has (3.10) dπ(J i )(a) = X i (π(a)), for every a ∈ R N .
Proof.
(1) For every λ > 0 and every a ∈ R N , one has
We then consider the following integral curves:
One has γ(0) = µ(0) = 0. Moreover, since X j is δ λ -homogeneous of degree s j ,
From the very definition of γ we getγ(t) = ∆ λ ((a · X))(γ(t)), and this shows that γ and µ solve the same Cauchy problem, whence they coincide; by taking t = 1 we get (3.9).
(2) Clearly π ∈ C ∞ (R N , R n ). Moreover, by applying Taylor's formula, we get
This shows that the Jacobian matrix of π at a = 0 is given by the matrix
and thus rank(J π (0)) = n. As a consequence, it is possible to find an open neighborhood W of 0 = π(0) ∈ R n such that π : R N → W is surjective. We claim that the homogeneity property (3.9) implies that π is also onto R n . Indeed, let x ∈ R n be fixed and let λ > 0 be such that y = δ λ (x) ∈ W . Since π is onto W , there exists a point a ∈ R N such that π(a) = y, and thus
proving that π is surjective.
(3) Let i ∈ {1, . . . , N } be fixed and let e i denote the i-th vector of the canonical basis of R N . By definition of J i , for every a ∈ R N we have
We now recall that the Campbell-Baker-Hausdorff multiplication satisfies the formula exp(W )(exp(V )(x)) = exp(V ⋄ W )(x), for all x ∈ R N and every V, W ∈ a.
Therefore, by inserting this in the above computation, we obtain
This is precisely the desired (3.10), and the proof is complete.
A change of variable turning π into a projection, and allowing saturation
In order to construct a projection acting as a lifting for X 1 , . . . , X m , we add a new feature to Folland's ideas: we find an appropriate change of coordinates of the group A in the previous section which transforms the vector fields J 1 , . . . , J m on A into new vector fields Z 1 , . . . , Z m on R N lifting X 1 , . . . , X m via the projection of R N onto R n . To this end we first observe that, since the vectors X 1 (0), . . . , X N (0) generate the whole of R n , we can find n indexes in {1, . . . , r}
such that B := {X i1 (0), . . . , X in (0)} is a basis of R n . As a consequence, the vector fields X i1 , . . . , X in must be δ λ -homogeneous of degree σ 1 , . . . , σ n , respectively. We then set
and we note that, from Hörmander's rank condition (H2), it follows that j p ≤ r − 1, that is, all the vector fields in the basis A which are δ λ -homogeneous of maximum degree r = σ n contribute to B. So far we have assumed that Hörmander's rank condition holds at 0 only; the last remark shows that it automatically holds at any point of R n .
Remark 4.1. With the above notation, we claim that
In order to see this, let us consider the matrix-valued function M defined as follows
Since {X i1 (0), . . . , X in (0)} is a basis of R n , the matrix M(0) is non-singular; therefore, it is possible to find a small open neighborhood U of 0 (in R n ) such that det(M(x)) = 0 for every x ∈ U. We now fix a point x ∈ R n and we choose λ > 0 such that δ λ (x) ∈ U. Then, recalling that X i1 , . . . , X in are δ λ -homogeneous of degrees σ 1 , . . . , σ n respectively, we have
and thus, since the point δ λ (x) belongs to U, we obtain
This ensures that the vectors δ λ X i1 (x) , . . . , δ λ X in (x) form a basis of R n , so that the same is true of X i1 (x), . . . , X in (x), since the map δ λ is an isomorphism of R n . As a consequence, we see that X 1 , . . . , X m satisfy Hörmander's rank condition not only at the origin 0 (see assumption (H2)), but at every point of R n , that is, dim X(x) : X ∈ Lie{X 1 , . . . , X m } = n, for every x ∈ R n .
We are ready to introduce our change of coordinates: we set, with reference to (4.1),
We also define a new family {d λ } λ>0 of dilations on R N by setting
We then have the following crucial result.
Lemma 4.2. The map T defined in (4.3) satisfies the following properties:
(i) For every fixed λ > 0, one has
Proof. (i): For every λ > 0 and every a ∈ R N we have
which is precisely the desired identity (4.5).
(ii):
where e j1 , . . . , e jp denote some of the vectors (written as row 1 × N vectors) of the canonical basis of R N . From this, by recalling that X i1 (0), . . . , X in (0) form a basis of R n and by (4.1), we derive that J T (0) is invertible, so that there exist neighborhoods U, W of 0 in R N such that
We now claim that the homogeneity property (i) implies that the map T is actually a C ∞ -diffeomorphism of R N onto itself. To prove this claim, we first show that T is a bijection.
T is 1-1: Suppose that a, b ∈ R N are such that T (a) = T (b), and let λ > 0 be so small that
T is onto: Let u ∈ R N be fixed and let λ > 0 be such that v = d λ (u) ∈ W. Since T | U is onto W, it is possible to find a (unique) point a ∈ U such that T (a) = d λ (u), and thus
This proves that T is surjective.
In order to end the proof, we are left show that the map T −1 (which is globally defined) is smooth. To this end we first notice that, from the homogeneity property (i) of T , we get (4.6)
Let now u 0 ∈ R N and λ > 0 be such that d λ (u 0 ) ∈ W. The map d λ being continuous, it is possible to find a positive ρ > 0 such that d λ (B(u 0 , ρ)) ⊆ W; thus, for every u ∈ B(u 0 , ρ),
This shows that T 
, with x ∈ R n and ξ ∈ R p ; we set
is a homogeneous Carnot group on R N , with m generators and nilpotent of step r. Furthermore, T is an isomorphism between A and G, that is,
We also have, for every λ > 0,
There is therefore no reason to use the notation D We can then consider, in particular, the vector fields (4.11)
The map dT being an isomorphism of Lie algebras, we immediately infer that
• the set {Z 1 , . . . , Z N } is a basis of Lie(G);
We can finally prove the following result. 
where R i is a vector field on R N only operating in the ξ variables (with coefficients possibly depending on (x, ξ)). As a consequence, the sub-Laplacian L G := Proof. (i) We fix i ∈ {1, . . . , N } and λ > 0. We recall that (4.13) J i is D λ -homogeneous of degree s i .
For every (x, ξ) ∈ R N = R n × R p , we have the following computation
and this proves that Z i is d λ -homogeneous of degree s i , as claimed.
(ii) We fix i ∈ {1, . . . , N } and (x, ξ) ∈ R N ; we have
On the other hand, by (3.10) we infer
therefore, by inserting (4.15) and (4.16) in (4.14), we infer
where, for k = 1, . . . , p we have used the notation
This shows that the vector field Z i can be written (as a vector field on R N ) in the form
hence Z i is a lifting for X i and this ends the proof.
All the algebraic machinery of this section is motivated by the following central result.
k , in the sense of Definition 2.3. Proof. With reference to Definition 2.3, we need to prove properties (S.1) and (S.2).
The same is true of L, this time invoking the δ λ -homogeneity of degree 1 of X 1 , . . . , X m . Thus the formal adjoint R * of R = L G − L coincides with R so that (L G being a lifting for L) it has the form (2.7).
(S.2) With reference to the dilations δ * λ in (4.9), we consider δ * λ -homogeneous map (4.17) N :
We now choose a smooth function
We then define a sequence θ j in C ∞ 0 (R p ) by setting, for any ξ ∈ R p and any j ∈ N,
Consequently {θ j = 1} ↑ R p as j ↑ ∞. In order to complete the verification of (S.2), let us fix a compact set K ⊆ R n and let r α,β be the coordinate coefficient function of the PDO
The functions r α,β are polynomials; a simple but tedious computation shows that any monomial decomposing r α,β (x, ξ), has the following feature: as a function of ξ only it is δ * λ -homogeneous of degree not exceeding |β| * − 1, where we have used the notation (see also (4.9))
With this notation, note that, for any ξ ∈ R p and any multi-index β,
We can write r α,β in the following way
where c α,β,γ (x) are polynomial functions only depending on x. Now, for every multi-index γ with |γ| * ≤ |β| * − 1, every (x, ξ) ∈ K × R p and every j ∈ N, we have the estimate (we use the notation χ B for the characteristic function of a set B):
(we denote by c α,β,γ a constant bounding the product of the first two factors,
Observe that, if the point ξ belongs to the annulus B j = {2 j ≤ N (ξ) ≤ 2 j+1 }, then the point δ * 2 −j (ξ) belongs to the compact set B 1 = {ξ ∈ R p : 1 ≤ N (ξ) ≤ 2}; as a consequence, there exists a constant M γ > 0, only depending on γ but independent on j ∈ N, such that
Since |β| * − |γ| * ≥ 1, from (4.21) and (4.22), we then obtain
We are now ready to conclude: by taking into account (4.20), for every for every x ∈ K, ξ ∈ R p and j ∈ N we have
and this completes the verification of property (S.2) of a saturable Lifting.
Fundamental solution for homogeneous second-order sums of squares
j is a sum of squares of (linearly independent) vector fields satisfying assumptions (H1) and (H2) in Section 3. Without further comments, we denote by
We know that d λ takes the form
, where δ * λ is the dilation on R p in (4.9). Three homogenous dimensions naturally arise:
Let us now assume that the δ λ -dimension of R n is greater than 2:
In the sequel, we consider the homogeneous norm on G (in the sense [26, Def. 5.
Remark 5.1. Under condition (5.2), the homogeneous dimension Q of the Carnot group G is also greater than 2, so that the following notable result holds true (see [38, Theorem 2 
.1]):
The sub-Laplacian L G admits a unique fundamental solution with pole at 0, that is, a function γ G : R N → R satisfying the following properties:
• if h is as in (5.3) , there exists a (group) constant c > 0 such that
One can then obtain the fundamental solution Γ G of L G under group-convolution:
Occasionally, by an abuse of notation, we may denote γ G by Γ G as well.
Our main goal to show that Γ G satisfies the integrability assumptions Theorem 2.5 (plus the other good properties in Prop. 2.7). As a consequence, since we proved in Theorem 4.4 that L G is a saturable Lifting of L, then L admits a fundamental solution obtained by a saturation of Γ G . This will prove Theorem 1.4.
Due to its role in the saturation formula (2.12), we study some properties of the map
First of all we observe that, since the family of dilations {d λ } λ>0 forms a one-parameter group of automorphisms of G, for every x ∈ R n and every (y, η) ∈ R N we have
hence, if we consider the family of dilations { D λ } λ>0 on R n × R N given by
then the components of F , say
are D λ -homogeneous of degrees, respectively,
On the other hand, if we take x = 0, we get F (0, (y, η)) = (y, η), whilst F (x, (x, 0)) = (0, 0) (since the origin is the neutral element of G). By all these facts, we deduce that the components of F are D λ -homogeneous polynomials, and that, for every x ∈ R n and every (y, η) ∈ R N , they take the form
where p i and q k are D λ -homogeneous polynomials of degrees σ i and σ * k , respectively, and • p i only depends on those variables x h , y h and η j such that σ h , σ * j < σ i ;
• q k only depends on those variables x h , y h and η j such that σ h , σ *
Remark 5.2. Let x, y ∈ R n be fixed. Since the polynomial q 1 does not depend on η 1 , . . . , η p and since, for every k ∈ {2, . . . , p}, the polynomial q k only depends on η 1 , . . . , η k−1 , we see that
defines a C ∞ -diffeomorphism, with polynomial components. Hence, in particular, we have
Furthermore, by (5.7), we get
Summing up, by (5.4) and (5.5), we obtain (whenever (y, η) = (x, 0))
where we have set K(x, y, η) := h((x, 0) −1 ⋆ (y, η)), with h as in (5.3).
Taking into account (5.3) and (5.7), a more explicit expression for K is
(5.12)
Thanks to (5.11), we are now able to prove the following crucial result:
Theorem 5.3. Suppose that (5.2) holds true. Then the fundamental solution Γ G of L G satisfies assumptions (i) and (ii) in Theorem 2.5. As a consequence,
is a fundamental solution for L. Moreover, if h is as in (5.3) , one has global estimates c −1
holding true for every x, y ∈ R n with x = y, where c is a constant (only depending on G), Q is the homogeneous dimension of G, and ⋆ is the group law of G.
Proof. First we prove condition (i). We need to prove (2.10) when Γ is Γ G ; due to (5.11), we need to prove that, for fixed x = y in R n , we have
We perform the change of variable η = Ψ −1
x,y (u) introduced in Remark 5.2:
x,y (u)) du.
We now observe that, since x = y, the function u → K 2−Q (x, y, Ψ −1
x,y (u)) is continuous on R p , hence it is integrable on every compact subset of R p . In fact, K(x, y, Ψ −1
x,y (u)) = 0, which necessarily implies x = y. Thus, if we consider the homogeneous norm N in (4.17), (5.13) will follow if we show that
By exploiting the expression of K given in (5.12) and the definition of Ψ x,y , we infer
Therefore, we are left to show that (5.14)
In proving (5.14), we use a typical argument on diadic annuli (modeled on the homogeneous norm N ): setting, for j ∈ N, C j := {u ∈ R p : 2 j−1 ≤ N (u) < 2 j }, then (see (4.9) for the definition of δ * λ )
. This ends the proof of (i).
Finally we prove (ii) of Theorem 2.5. We need to prove (2.11) when Γ is Γ G . If x ∈ R n is fixed and K ⊂ R n is compact, we perform the change of variable (u, v) = (y, Ψ x,y (η)) and we get (arguing as in (i) to recognize that this substitution has Jacobian determinant ≡ 1)
where N is as above. Clearly I is finite since we integrate a continuous function on a compact set. As for II, we use (5.11) and we have to prove the finiteness of the following integral:
The finiteness of the last integral follows by the same argument as in the previous part of the proof (and the fact that K is compact).
Proposition 5.4. In the assumption and notation of Theorem 5.3, the function Γ fulfils the following (joint) δ λ -homogeneity property:
Furthermore, it is continuous out of the diagonal of R n × R n , and it is symmetric:
for every x, y ∈ R n with x = y.
Finally, for every fixed x ∈ R n , we have the following properties:
is smooth and L-harmonic on R n \ {x}; (ii) Γ(x; ·) = Γ(·; x) vanishes at infinity (uniformly for x in compact sets); (iii) Γ is locally integrable on R n × R n and C ∞ out of the diagonal of R n × R n .
Proof. Let λ > 0 and let x, y ∈ R n be distinct. We have
By the substitution η = δ * λ (u), and by the d λ -homogeneity of degree 2 − Q of Γ G , we obtain
since Q = q + q * . This gives (5.15). The proofs of (5.16) and (i)-to-(iii) are technical and long; for this reason we postpone them to the Appendix, Section 7.
Examples
This last section is devoted to present some explicit examples of linear homogeneous PDOs to which our theory applies.
Example 6.1 (Grushin operator on R 2 ). Let us consider the vector fields on R
It is readily seen that X 1 and X 2 are homogeneous of degree 1 with respect to the dilations
Obviously, assumptions (H1) and (H2) of Section 3 are satisfied and Theorem 3.2 can be applied; the relevant Carnot group is G = (R 3 , ⋆, d λ ) with
while the composition law is
Furthermore, the vector fields Z 1 , Z 2 lifting X 1 and X 2 are (6.1)
The latter is (modulo a change of variable) the Kohn-Laplacian on the first Heisenberg group, whence its fundamental solution with pole at the origin is
where c > 0 is a suitable constant. According to Theorem 5.3, the function
is the unique fundamental solution for the Grushin operator L vanishing at infinity. From (6.2) we also derive that, for every x ∈ R 2 , the function Γ(x; ·) has a pole at x: in fact (see Proposition 2.8)
Finally, the integral in (6.2) can be expressed in terms of Elliptic Functions: more precisely, we have
where K denotes the complete elliptic integral of the first kind, that is,
This gives back a formula already obtained by Greiner [45] (see also Beals, Gaveau, Greiner [9, 12] ; Beals, Gaveau, Greiner, Kannai [15] ; Bauer, Furutani, Iwasaki [6] ).
Example 6.2 (Another Grushin-type operator). Let us consider the vector fields on R 2 X 1 = ∂ x1 , X 2 = x 2 1 ∂ x2 . They are homogeneous of degree 1 with respect to the dilations
The Lie algebra a generated by X 1 , X 2 is 4-dimensional and the dimensions of the layers of the stratification as in (3.2) are, respectively, 2, 1, 1. Assumptions (H1) and (H2) of Section 3 are satisfied and Theorem 3.2 provides us with the Carnot group G = (R 4 , ⋆, d λ ) where
and the composition law (
The vector fields Z 1 , Z 2 lifting X 1 and X 2 are
is the unique fundamental solution for L vanishing at infinity. Furthermore, from Theorem 5.3 we derive that Γ(x; y) is bounded from above and from below (up to two structural constants) by
where the function K is
In this case we are able to deduce that, for every fixed x ∈ R 2 , the function Γ(x; ·) has a pole at x (see Proposition 2.8): indeed, for some constant c > 0
Example 6.3 (An Engel-type operator). Let us now consider the vector fields on R
. They are homogeneous of degree 1 with respect to
while the composition (x 1 , x 2 , x 3 , ξ) ⋆ (y 1 , y 2 , y 3 , η) is (x 1 + y 1 , x 2 + y 2 + x 1 η, x 3 + y 3 + 2x 1 y 2 + x 2 1 η, ξ + η). G is isomorphic to the Engel group on R 4 . The vector fields Z 1 , Z 2 lifting X 1 , X 2 are
is the unique fundamental solution for L vanishing at infinity.
Furthermore, from Theorem 5.3 we derive that Γ(x; y) is bounded from above and from below (up to two structural constants) by
dη.
In this case we are able to deduce that, for every fixed x ∈ R 3 , the function Γ(x; ·) has a pole at x (see Proposition 2.8): indeed, for some constant c > 0
Appendix: Further qualitative properties of Γ
We tacitly follow all the notation of the previous sections.
Proposition 7.1. For every fixed x ∈ R n one has (i) Γ(x; ·) is continuous on R n \ {x}; (ii) Γ(x; ·) vanishes at infinity.
Proof. These properties of Γ are inherited from those of Γ G : it suffices to apply Dominated Convergence in the integral defining Γ, via the change of variable η = Ψ −1
Proof. It is a standard consequence of the C ∞ -hypoellipticity of L (which is a Hörmander operator) and of the continuity of Γ(x; ·) out of x (see Proposition 7.1).
Lemma 7.3. The following properties hold true:
(ii) for every y ∈ R n , the map (x, η) → Γ G x, 0; y, η is locally integrable on R N .
Proof. (i) Let K 1 ⊆ R n and K 2 ⊆ R N be compact sets. By Fubini's Theorem and by the change of variable (y, η) = (x, 0) ⋆ (z, ζ), we get K1×K2 Γ G x, 0; y, η dx dy dη 
where τ x denotes the left-translation on G by (x, 0). We now observe that, for every x ∈ K 1 , the set τ
hence, by recalling that γ G is locally integrable on R N , we obtain property (i).
(ii) We fix a point y ∈ R n and a compact set K ⊆ R n , and we set
It can be easily deduced from (5.7) that C y is a C ∞ -diffeomorphism of R N onto itself; hence, by change of variable (x, η) = C −1
Proposition 7.4. The function Γ satisfies the following properties:
(ii) for every y ∈ R n , we have
Proof. (i) Let K 1 , K 2 ⊆ R n be compact sets and let Φ be the map defined as follows:
As pointed out in Remark 5.2, Ψ x,y is a smooth diffeomorphism of R n onto itself, and the map (x, y, η) → Ψ x,y (η) is smooth on R n × R N ; hence, Φ defines a smooth diffeomorphism and The finiteness of II follows from the integrability of N 2−Q on {ν ∈ R p : N (ν) ≥ 1}.
(ii) Let y ∈ R n and let K ⊆ R n be a compact set. We consider the map Since K × {N (v) < 1} is bounded, by Lemma 7.3-(ii) we infer that I is finite; the finiteness of II can be proved as above.
Proposition 7.5. The following facts hold true:
(i) setting O := {(x, y) ∈ R n × R n : x = y}, then Γ ∈ C(O, R);
(ii) for every compact set K ⊆ R n , then lim y →∞ Γ(x; y) = 0, uniformly for x ∈ K;
(iii) for every fixed y ∈ R n , the function Γ(·; y) vanishes at infinity.
Proof. (i) follows by a standard argument of dominated convergence, by the use of the change of variable Ψ x,y and of the level sets of the homogeneous norm N ; obviously, the continuity of Γ G out of the diagonal of R N × R N is exploited. (ii) follows again by dominated convergence; we also invoke the estimate (valid for K ⊆ R is well-defined and it satisfies the following properties:
(ii) Λ ϕ ∈ C R n \ supp(ϕ), R and it vanishes at infinity;
(iii) L Λ ϕ = −ϕ in the weak sense of distributions on R n .
Proof. It follows in a standard way, by using Propositions 7.4 and 7.5.
Corollary 7.7. For every ϕ ∈ C ∞ 0 (R n , R), one has (7.2) Λ Lϕ (y) = R n Γ(x; y) Lϕ(x) dx = −ϕ(y), a.e. on R n .
Proof. We know from Theorem 7.6 that Λ Lϕ ∈ L 1 loc (R n ) and that L(Λ Lϕ ) = −Lϕ in the weak sense of distributions on R n ; hence, since L is C ∞ -hypoelliptic, there exists h ∈ C ∞ (R n , R) such that Lh = −Lϕ point-wise on R n and h = Λ Lϕ almost everywhere on R n .
Since Λ Lϕ is continuous outside supp(ϕ) (see Theorem 7.6), we have h = Λ Lϕ on R n \ supp(ϕ). As a consequence, the function Λ Lϕ vanishing at infinity, then the same is true of h.
Let us now set u := h + ϕ. Obviously, we have u ∈ C ∞ (R n , R) and (7.3) Lu = Lh + Lϕ = −Lϕ + Lϕ = 0, on R n ; moreover, since ϕ has compact support and h vanishes at infinity, then (7.4) u(y) → 0, as y → ∞.
By (7.3) and (7.4), we deduce from the Strong Maximum Principle for L that u must vanish identically on R n , whence h(y) = −ϕ(y) for every y ∈ R n . From this, by recalling that h coincides almost everywhere with Λ ϕ , we immediately obtain the desired identity (7.2) , and the proof is complete.
Thanks to all the results established so far, we can finally prove the symmetry of Γ. Γ(x; y) = Γ(y; x), for every x, y ∈ R n with x = y.
Proof. We prove the existence of a measurable set E ⊆ R n , with 0 Lebesgue measure and (7.6) LΓ(·; x) = −Dir x , for every x ∈ R n \ E.
To this end we observe that, the space C ∞ 0 (R n , R) being separable (with the usual topology), there exists a countable dense set F ⊆ C ∞ 0 (R n , R); moreover, thanks to Corollary 7.2, for every ϕ ∈ F it is possible to find a measurable set E(ϕ), with zero Lebesgue measure, such that R n Γ(y; x) Lϕ(y) dy = −ϕ(x), for every x ∈ R n \ E(ϕ).
We then set E := ϕ∈F E(ϕ). Since F is countable and E(ϕ) has measure 0 for every ϕ ∈ F, we see that E has measure 0 as well; furthermore, for every x ∈ R n \ E, we have R n Γ(y; x) Lϕ(y) dy = −ϕ(x), for every ϕ ∈ F.
This proves that, for every x / ∈ E, the distribution LΓ(·; x) coincides with −Dir x on F, so that, the latter being dense, we immediately obtain the claimed (7.6).
We now consider, for x / ∈ E, the function u x := Γ(x; ·) − Γ(·; x). Obviously, u x ∈ L 1 loc (R n ) (since the same is true of Γ(x; ·) and Γ(·; x)) and, thanks to (7.6), we have 
as a consequence, L being C ∞ -hypoelliptic, there exists h x ∈ C ∞ (R n , R) such that Lh x = 0 on R n and h x = u x almost everywhere on R n .
In particular, as u x is continuous on R n \ {x} and it vanishes at infinity (see Proposition 7.5), h x (y) = u x (y) = Γ(x; y) − Γ(y; x), for every y ∈ R n \ {x}; h x (y) → 0 as y → ∞.
We deduce from the Strong Maximum Principle for L that h x ≡ 0 on R n , whence (7.7) Γ(x; y) = Γ(y; x), for every x / ∈ E and every y ∈ R n \ {x}.
To complete the proof, we have to show that the above identity actually holds out of the diagonal of R n × R n . To this end, let x, y ∈ R n with x = y and let r > 0 be such that y / ∈ B r (x). Since R n \ E is dense in R n (as E has measure 0), there exists a sequence {x j } j in (R n \ E) ∩ B r (x) convergent to x as j → ∞; hence, identity (7.7) implies that Γ(x j ; y) = Γ(y; x j ), for every j ∈ N. From this, as Γ is continuous out of the diagonal of R n × R n , we deduce that Γ(x; y) = Γ(y; x).
Corollary 7.9. If x ∈ R N , then Γ(·; x) ∈ C ∞ (R n \ {x}, R), and LΓ(·; x) = 0 outside x.
Theorem 7.10. The function Γ is smooth out of the diagonal of R N × R N .
Proof. We introduce the 2m vector fields X 1 (x, y), . . . , X m (x, y), Y 1 (x, y), . . . , Y m (x, y), operating on (x, y) ∈ R N × R N , defined as follows X i (x, y) = X i (x), Y i (x, y) = X i (y) for every i = 1, . . . , m.
We then set L := LΓ(x; y) = LΓ(·; y) + LΓ(x; ·) = 0, for every x, y ∈ R N with x = y, and since Γ is continuous out of the diagonal of R N × R N (see Proposition 7.5), we infer that Γ is smooth on the same set.
