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Abstract
We prove a criterion for the transcendence of continued fractions whose partial quotients are
contained in a finite set {b1, . . . , br } of positive integers such that the density of occurrences of bi in
the sequence of partial quotients exists for 1 i  r . As an application we study continued fractions
[0, a1, a2, a3, . . .] with an = 1 + ([nθ] mod d) where θ is irrational and d  2 is a positive integer.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
In a recent paper J.-P. Allouche, J.L. Davison, M. Queffélec, and L.Q. Zamboni [1]
proved a number of transcendence results for continued fractions whose partial quotients
are all one of two positive integers a and b and which have the property that the
densities of their occurrences in the sequence of partial quotients exist. One of their
main tools was a method developed by J.L. Davison [3] that involves a semigroup of
matrices. To prove transcendence they employed a generalization of Roth’s theorem
by W.M. Schmidt [13]. One of their results was the proof of the transcendence of all
continued fractions [0, a1, a2, . . .] with an = 1 + ([nθ ] mod 2) where θ is irrational. In
a follow-up paper J.L. Davison [4] proved a generalization for continued fractions whose
partial quotients are contained in a finite set {b1, . . . , br } of positive integers such that
the density of occurrences of bi in the sequence of partial quotients exists for 1 i  r .
He used his result to tackle the problem whether continued fractions [0, a1, a2, . . .] with
an = 1 + ([nθ ] mod d) are transcendental (where θ is again irrational and d  2 is a posi-
tive integer) for which he obtained a number of partial results.
E-mail address: baxa@ap.univie.ac.at.0196-8858/$ – see front matter  2003 Elsevier Inc. All rights reserved.
doi:10.1016/S0196-8858(03)00103-9
C. Baxa / Advances in Applied Mathematics 32 (2004) 754–790 755In this paper we study the same questions as J.L. Davison in [4]. Our results were
obtained independently and we learned about Davison’s paper only after a first draft of
the present paper had been completed. Some of our main results are the same as in
[4] but we employ completely different methods throughout the paper. In fact, it was
surprising to learn that the method of the semigroup of matrices could be generalized.
It might even be an interesting problem to explain why both methods lead to the same
results.
In Section 2 of this paper we present a result on extremal values of continuants by
G. Ramharter [12]. This theorem replaces the semigroup of matrices as a main technical
tool in our approach. Because of the great importance of this result for our approach
we include a complete proof. In Section 3 we apply Ramharter’s theorem to obtain
an upper bound for limn→∞(1/n) logqn and a lower bound for limn→∞(1/n) logqn.
(Here qn denotes the denominator of the continued fraction [0, a1, . . . , an].) Our bounds,
described in Corollary 8, agree with those by Davison. However, the difference between his
approach and ours is well exemplified by Theorem 7 that gives a natural meaning to these
bounds. We then proceed to prove our transcendence criterion in Corollary 11 employing
W.M. Schmidt’s theorem [13]. In Section 4 we apply this criterion to prove transcendence
of continued fractions [0, a1, a2, . . .] with an = 1 + ([nθ ] mod d). Again our approach is
completely different from Davison’s as we deal with an equivalent problem instead. We
give a new proof of the case d = 2 (Theorem 21) and tackle the case d = 3 (Theorem 23).
For d = 3 we prove transcendence for all θ with the exception of one class of θ whose
continued fraction expansion has shape θ = [t0, t1, t2, . . . , tm,3,3,3, . . .]. Furthermore, we
prove transcendence for almost all θ for given d (Corollary 20).
2. Extremal values of continuants
Let a1, . . . , an be positive integers. Then the continuant Kn(a1, . . . , an) is defined as
Kn(a1, . . . , an) =
∣∣∣∣∣∣∣∣∣∣∣∣
a1 1 0 . . . 0
−1 a2 1 0 . . . 0
0 −1 a3 1 0 . . . 0
...
...
0 . . . 0 −1 an−1 1
0 . . . 0 −1 an
∣∣∣∣∣∣∣∣∣∣∣∣
.
Furthermore, it is convenient to set K0 = 1 and K−1 = 0.
Continuants are closely related to continued fractions. If α = [a0, a1, a2, . . .] and
pm/qm = [a0, a1, . . . , am] then
qm = Km(a1, . . . , am) for m−1. (1)
Their two main properties are the relations
Kn(a1, . . . , an) = Kn(an, . . . , a1) and (2)
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+ Kk−1(a1, . . . , ak−1)Kn−k−1(ak+2, . . . , an) for 0 k  n. (3)
The later can be found in O. Perron’s classic textbook [10] under the name “Fundamen-
talformeln.” For n = k + 1 it turns into the recursion relation for the denominators of
convergents.
In this part we deal with the following problem: given positive integers a1  a2 
· · · an which assume the values b1 < b2 < · · · < br with multiplicities λ1, . . . , λr (i.e.,
λ1 + · · · + λr = n), what are
max
{
Kn
(
aσ(1), . . . , aσ(n)
) ∣∣ σ ∈ Sn} and min{Kn(aσ(1), . . . , aσ(n)) ∣∣ σ ∈ Sn}
and which are the permutations σ+ and σ− at which the extremal values are attained? This
question has been answered:
Theorem 1 (G. Ramharter [12]). With the above notations
(a) max
σ∈Sn
Kn
(
aσ(1), . . . , aσ(n)
)= Kn( . . . , b4λ4−1, b3, b2λ2−1, b1λ1, b2, b3λ3−1, b4, . . . )
=
{
Kn
(
br
λr−1, br−1, . . . , b3, b2λ2−1, b1λ1, b2, b3λ3−1, . . . , br−1λr−1−1, br
)
if 2 | r ,
Kn
(
br, br−1λr−1−1, . . . , b3, b2λ2−1, b1λ1, b2, b3λ3−1, . . . , br−1, brλr−1
)
if 2  r .
(We use bλ to denote a block b, . . . , b of length λ.)
(b) min
σ∈Sn
Kn
(
aσ(1), . . . , aσ(n)
)= Kn(a1, an, a3, an−2, . . . , an−3, a4, an−1, a2)
=

Kn
(
a1, an, . . . , a n2 −1, a n2 +2, a n2 +1, a n2 , . . . , an−1, a2
)
if n ≡ 0 (mod 4),
Kn
(
a1, an, . . . , a n−3
2
, a n+5
2
, a n+1
2
, a n+3
2
, a n−1
2
, . . . , an−1, a2
)
if n ≡ 1 (mod 4),
Kn
(
a1, an, . . . , a n2 +3, a n2 , a n2 +1, a n2 +2, . . . , an−1, a2
)
if n ≡ 2 (mod 4),
Kn
(
a1, an, . . . , a n+7
2
, a n−1
2
, a n+3
2
, a n+1
2
, a n+5
2
, . . . , an−1, a2
)
if n ≡ 3 (mod 4).
The permutations at which the extremal values are attained are uniquely determined up to
permutations of ai with the same value bj and the reversal of order, i.e., the permutation(
1 2 · · · n − 1 n
n n − 1 · · · 2 1
)
,
because of (2).
Although this result and its proof are available we have decided to include a complete
proof. Our aim is to make this paper as self-contained as possible and to make Ramharter’s
most interesting result easier accessible. We consider our proof to be easier to understand
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convince the reader that they both use the same basic ideas. The following lemma will
be of fundamental importance for our proof of Theorem 1 and we will use it sometimes
without referring to it.
Lemma 2. Let s  2, k,m 0, and u1, . . . , uk, v1, . . . , vs ,w1, . . . ,wm  1 be integers.
(a) Let
∆ := Kk+s+m(uk, . . . , u1, v1, . . . , vs ,w1, . . . ,wm)
− Kk+s+m(uk, . . . , u1, vs, . . . , v1,w1, . . . ,wm).
Then
∆ = Kk(u1, . . . , uk)Ks(v1, . . . , vs)Km(w1, . . . ,wm)
× ([0, vs, . . . , v1] − [0, v1, . . . , vs ])([0,w1, . . . ,wm] − [0, u1, . . . , uk]).
Here we use the convention that, e.g., [0, u1, . . . , uk] = 0 if k = 0.
(b) sgn∆ = sgn(([0, vs, . . . , v1] − [0, v1, . . . , vs ])([0,w1, . . . ,wm] − [0, u1, . . . , uk])).
(c) If k,m 1 and (v1 − vs)(u1 − w1) = 0 then sgn∆ = sgn((v1 − vs)(u1 − w1)).
(d) If k = 0 and m 1 then sgn∆ = sgn([0, vs, . . . , v1] − [0, v1, . . . , vs ]).
(e) If k = 0, m 1 and v1 = vs then sgn∆ = sgn(v1 − vs).
Proof. After using relation (3) repeatedly and simplifying we find
∆ = Kk(u1, . . . , uk)Ks−1(v1, . . . , vs−1)Km−1(w2, . . . ,wm)
+ Kk−1(u2, . . . , uk)Ks−1(v2, . . . , vs)Km(w1, . . . ,wm)
− Kk(u1, . . . , uk)Ks−1(v2, . . . , vs)Km−1(w2, . . . ,wm)
− Kk−1(u2, . . . , uk)Ks−1(v1, . . . , vs−1)Km(w1, . . . ,wm)
= Kk(u1, . . . , uk)Ks(v1, . . . , vs)Km(w1, . . . ,wm)
×
(
Ks−1(v1, . . . , vs−1)
Ks(v1, . . . , vs)
− Ks−1(v2, . . . , vs)
Ks(v1, . . . , vs)
)
×
(
Km−1(w2, . . . ,wm)
Km(w1, . . . ,wm)
− Kk−1(u2, . . . , uk)
Kk(u1, . . . , uk)
)
.
This yields assertion (a) because of (1). Assertion (a) implies assertions (b)–(e). 
Remark. As Lemma 2 will be used so many times we have stated (b)–(e) which are obvious
consequences of (a). Nevertheless, there are further variants we did not state but which are
useful to keep in mind, e.g., if k,m 1 and u1 = w1 but v1 = vs then
sgn∆ = sgn(([0, vs, . . . , v1] − [0, v1, . . . , vs ])(u1 −w1)).
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0, an,an−1µn−1, an−2, . . .
]
>
[
0, anµn, an−1, an−2µn−2 , . . .
]
if (µ1, . . . ,µn) = (1, . . . ,1).
Proof. We use induction on n. As [0, a1] > [0, a1µ1] if either µ1 = 0 (and therefore
[0, a1µ1 ] = 0) or µ1  2 the assertion is true if n = 1. Now let n  1. We want to prove
that
[
0, an+1, anµn, an−1, . . .
]
>
[
0, an+1µn+1, an, an−1µn−1 , . . .
] (4)
with exception of the case µ1 = · · · = µn+1 = 1. If µn+1 = 0 then (4) is equivalent to
[0, an+1, anµn, . . .] > [0, an, an−1µn−1, . . .] which is true. If µn+1 = 1 and (µ1, . . . ,µn) =
(1, . . . ,1) then (4) is equivalent to [0, an, an−1µn−1 , . . .] > [0, anµn, an−1, . . .] which fol-
lows from the induction hypothesis. If µn+1  2 then (4) is equivalent to [0, anµn, an−1, . . .]
< [0, an+1µn+1−1, an, . . .] which is easily seen to be true. 
Proof of Theorem 1(a). The proof will be in two steps. In the first step we will prove the
following claim: if the maximum is attained at (aσ(1), . . . , aσ(n)) then there exist integers
λ′2, . . . , λ′r and λ′′2, . . . , λ′′r such that 0 λ′i , λ′′i  λi and λ′i + λ′′i = λi for 2 i  r and
(
aσ(1), . . . , aσ(n)
)= (brλ′r , . . . , b2λ′2, b1λ1, b2λ′′2 , . . . , brλ′′r ). (5)
We will prove (5) by downward induction on r .
If λ, j  1, n j + λ+ 1, xj < br , and xj+λ+1, . . . , xn < br then
Kn
(
x1, . . . , xj ,br
λ, xj+λ+1, . . . , xn︸ ︷︷ ︸)< Kn(x1, . . . , xj , xn, . . . , xj+λ+1, brλ︸ ︷︷ ︸) (6)
because of Lemma 2(e). This relation is true for all positive integers x1, . . . , xj and
xj+λ+1, . . . , xn satisfying the assumptions but the reader should interpret the xi—here and
in what follows—as those ai which “have not yet been assigned a place.” As announced
above we will apply Lemma 2 many times during the proof of Theorem 1. This always
involves the reversal of a certain block of entries which was named v1, . . . , vs in Lemma 2.
To facilitate reading of the proof we put braces under the respective blocks.
If λ,µ, i  1, j  i + λ+ 1, xi < br , and xi+λ+1, . . . , xj < br then
Kn
(
x1, . . . , xi, br
λ, xi+λ+1, . . . , xj︸ ︷︷ ︸, brµ)
< Kn
(
x1, . . . , xi, xj , . . . , xi+λ+1, brλ, brµ
) (7)︸ ︷︷ ︸
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and (7) prove the following: if the maximum is attained at (aσ(1), . . . , aσ(n)) then there
exist integers λ′r , λ′′r (with 0 λ′r , λ′′r  λr and λ′r + λ′′r = λr ) such that(
aσ(1), . . . , aσ(n)
)= (brλ′r , xλ′r+1, . . . , xn−λ′′r , br λ′′r ),
where xλ′r+1, . . . , xn−λ′′r is some permutation of a1, . . . , an−λr .
If r = 2 the proof of claim (5) is complete. For r > 2 we conduct an induction
step. Suppose that we have already proved the following for some l ∈ {2, . . . , r − 1}: if
the maximum is attained at (aσ(1), . . . , aσ(n)) then there exist integers λ′l+1, . . . , λ′r and
λ′′l+1, . . . , λ′′r such that 0 λ′i , λ′′i  λi and λ′i + λ′′i = λi for l + 1 i  r and(
aσ(1), . . . , aσ(n)
)= (brλ′r , . . . , bl+1λ′l+1, xu, . . . , xv, bl+1λ′′l+1, . . . , brλ′′r ),
where u = λ′l+1 + · · · + λ′r + 1, v = n − (λ′′l+1 + · · · + λ′′r ), and xu, . . . , xv is some
permutation of a1, . . . , aλ1+···+λl (and therefore xu, . . . , xv  bl).
If λ 1, i  u, v  i + λ + 1, xi < bl , and xi+λ+1, . . . , xv < bl then
Kn
(
br
λ′r , . . . , bl+1λ
′
l+1, xu, . . . , xi, blλ, xi+λ+1, . . . , xv︸ ︷︷ ︸, bl+1λ′′l+1, . . . , brλ′′r )
< Kn
(
br
λ′r , . . . , bl+1λ
′
l+1, xu, . . . , xi, xv, . . . , xi+λ+1, blλ︸ ︷︷ ︸, bl+1λ′′l+1, . . . , brλ′′r ) (8)
because of Lemma 2(c). If λ,µ 1, i  u, v  i +λ+ 1, xi < bl , and xi+λ+1, . . . , xv < bl
then
Kn
(
br
λ′r , . . . , bl+1λ
′
l+1, xu, . . . , xi, blλ, xi+λ+1, . . . , xv︸ ︷︷ ︸, blµ, bl+1λ′′l+1, . . . , brλ′′r )
< Kn
(
br
λ′r , . . . , bl+1λ
′
l+1, xu, . . . , xi, xv, . . . , xi+λ+1, blλ︸ ︷︷ ︸, blµ, bl+1λ′′l+1, . . . , brλ′′r ) (9)
because of Lemma 2(c). Applications of (8) and (9) prove the induction hypothesis for
l − 1 instead of l. This completes the proof of the induction step and thus of claim (5).
In the second step we will prove the assertion of Theorem 1(a), again by downward
induction. We begin by proving the following: if the maximum is attained at(
br
λ′r , . . . , b2
λ′2, b1
λ1, b2
λ′′2 , . . . , br
λ′′r
)
then λ′r = 1 or λ′′r = 1. If λ′r = 1 or λ′′r = 1 we are done. Therefore, we assume w.l.o.g.
λ′r  2. As br > br−1 and [0,brλ′′r ] < [0, br] (by Lemma 3) we get
Kn
(
br
λ′r , br−1λ
′
r−1, . . . , b2λ
′
2, b1
λ1, b2
λ′′2 , . . . , br−1λ
′′
r−1, brλ
′′
r
)
= Kn
(
br, br
λ′r−1, br−1λ
′
r−1, . . . , b2λ
′
2, b1
λ1, b2
λ′′2 , . . . , br−1λ
′′
r−1, brλ
′′
r
)︸ ︷︷ ︸
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(
br, br−1λ
′′
r−1, . . . , b2λ
′′
2 , b1
λ1, b2
λ′2, . . . , br−1λ
′
r−1, brλ
′
r−1︸ ︷︷ ︸, brλ′′r )
= Kn
(
br, br−1λ
′′
r−1, . . . , b2
λ′′2 , b1
λ1, b2
λ′2, . . . , br−1λ
′
r−1, br
λr−1).
If r = 2 this completes the proof of Theorem 1(a). If r > 2 we conduct an induction step.
Suppose that we have already proved the following for some j ∈ {2, . . . , r − 1}: if the
maximum is attained at a permutation then it has to be of shape(
. . . , bj+2, bj+1λj+1−1, bj λ
′
j , . . . , b2
λ′2, b1λ1, b2λ
′′
2 , . . . , bj
λ′′j , bj+1, bj+2λj+2−1, . . .
)
,
where 0 λ′i , λ′′i  λi and λ′i + λ′′i = λi for 2 i  j .
If λ′j = 1 or (λ′′j , λj+1, . . . , λr ) = (1,2, . . . ,2) we are done and therefore we exclude
these cases from now on. For the rest of the proof we distinguish between the two cases
λ′j  2 and λ′j = 0. First, let λ′j  2. Then
Kn
(
. . . , bj+1λj+1−1, bj λ
′
j , bj−1λ
′
j−1, . . . , b2
λ′2, b1
λ1, b2
λ′′2 , . . . , bj−1λ
′′
j−1, bj
λ′′j , bj+1, . . .
)
= Kn
(
. . . , bj+1λj+1−1, bj , bj λ
′
j−1, bj−1λ
′
j−1, . . . , b2λ
′
2, b1
λ1, b2
λ′′2 , . . . , bj−1λ
′′
j−1︸ ︷︷ ︸,
bj
λ′′j , bj+1, . . .
)
< Kn
(
. . . , bj+1λj+1−1, bj , bj−1λ
′′
j−1, . . . , b2
λ′′2 , b1
λ1, b2
λ′2, . . . , bj−1λ
′
j−1, bj
λ′j−1︸ ︷︷ ︸,
bj
λ′′j , bj+1, . . .
)
= Kn
(
. . . , bj+1λj+1−1, bj , bj−1λ
′′
j−1, . . . , b2λ
′′
2 , b1
λ1, b2
λ′2, . . . , bj−1λ
′
j−1, bj λj−1,
bj+1, . . .
)
as bj > bj−1 and [0, bj λ
′′
j , bj+1, bj+2λj+2−1, . . .] < [0, bj , bj+1λj+1−1, bj+2, . . .] (because
of Lemma 3). Finally, let λ′j = 0. Then λ′′j = λj and
Kn
(
. . . , bj+1λj+1−1, bj−1λ
′
j−1, . . . , b2
λ′2, b1
λ1, b2
λ′′2 , . . . , bj−1λ
′′
j−1, bj
λj , bj+1, . . .
)
= Kn
(
. . . , bj+1λj+1−1, bj−1λ
′
j−1 , . . . , b2
λ′2, b1
λ1, b2
λ′′2 , . . . , bj−1λ
′′
j−1 , bj︸ ︷︷ ︸, bj λj−1,
bj+1, . . .
)
< Kn
(
. . . , bj+1λj+1−1, bj , bj−1λ
′′
j−1, . . . , b2λ
′′
2 , b1
λ1, b2
λ′2, . . . , bj−1λ
′
j−1︸ ︷︷ ︸, bj λj−1,
bj+1, . . .
)
as bj−1 < bj and [0,bj λj−1, bj+1, bj+2λj+2−1, . . .] > [0, bj+1λj+1−1, bj+2, . . .]. The later
inequality is easily seen to be true if λj  2 and follows from Lemma 3 if λj = 1. 
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an−2  bn−2, . . . , (−1)n+1(a1 − b1)  0, i.e., (−1)n+i (ai − bi)  0 for 1  i  n. Then
[0, an, an−1, . . . , a1]  [0, bn, bn−1, . . . , b1]. If in addition there exists a j ∈ {1, . . . , n}
such that (−1)n+j (aj − bj ) > 0 then [0, an, an−1, . . . , a1] < [0, bn, bn−1, . . . , b1].
Proof. The proof will be by induction on n. The assertions are obviously true for n = 1.
Now suppose that they have been proved for some positive integer n and that a1, . . . , an+1
and b1, . . . , bn+1 are positive integers such that (−1)n+i+1(ai − bi) 0 for 1 i  n+ 1.
If an+1 > bn+1 then
[0, an+1, an, . . . , a1] 1
an+1
 1
bn+1 + 1 < [0, bn+1, bn, . . . , b1].
If an+1 = bn+1 then (−1)n+i (bi − ai)  0 for 1  i  n and by the induction hypothesis
[0, bn, . . . , b1] [0, an, . . . , a1] and therefore [0, bn+1, bn, . . . , b1] [0, an+1, an, . . . , a1].
If (−1)n+i (bi − ai) > 0 for some i ∈ {1, . . . , n} then [0, bn, . . . , b1] < [0, an, . . . , a1] and
therefore [0, bn+1, bn, . . . , b1] > [0, an+1, an, . . . , a1]. 
Proof of Theorem 1(b). If n ∈ {1,2} there is nothing to prove. Therefore, let n  3 and
let x1, . . . , xn be any permutation of a1, . . . , an. Furthermore, we set m1 := b1. If x1 = m1
or xn = m1 we are done. Therefore, we assume x1, xn > m1. Using Lemma 2(e) we find
Kn(x1, . . . , xi−1,m1︸ ︷︷ ︸, xi+1, . . . , xn) > Kn(m1, xi−1, . . . , x1︸ ︷︷ ︸, xi+1, . . . , xn)
if xi+1, . . . , xn > m1, i.e., we choose the maximal i ∈ {1, . . . , n} such that xi = m1.
We have proved that the minimum has to be attained at a permutation of shape
(m1, x2, . . . , xn) with m1  x2, . . . , xn. If x2 = · · · = xn we are done. Therefore, we assume
|{x2, . . . , xn}| 2 and set m2 := min{x2, . . . , xn}. If xn = m2 we are done and therefore we
assume xn > m2. Employing Lemma 2(e) we get
Kn(m1, x2, . . . , xi−1,m2, xi+1, . . . , xn︸ ︷︷ ︸) > Kn(m1, x2, . . . , xi−1, xn, . . . , xi+1,m2︸ ︷︷ ︸)
if x2, . . . , xi−1 > m2, i.e., we choose the minimal i ∈ {2, . . . , n} such that xi = m2. (Note
that this remains valid if i = 2, i.e., the block x2, . . . , xi−1 may be empty.) We have proved
that the minimum has to be attained at a permutation of shape (m1, x2, . . . , xn−1,m2) with
m1 m2  x2, . . . , xn−1. If n = 3 or x2 = · · · = xn−1 we are done. Therefore, we assume
n  4 and |{x2, . . . , xn−1}|  2. Set M1 := br . If x2 = M1 of (xn−1,m2) = (M1,m1) we
are done and therefore assume x2 < M1 and (xn−1,m2) = (M1,m1). We get
Kn(m1, x2, . . . , xi−1,M1︸ ︷︷ ︸, xi+1, . . . , xn−1,m2)
> Kn(m1,M1, xi−1, . . . , x2︸ ︷︷ ︸, xi+1, . . . , xn−1,m2)
if xi+1, . . . , xn−1 < M1 as x2 < M1 and [0, xi+1, . . . , xn−1,m2] < [0,m1]. The last
inequality is true if xi+1 > m1 or i + 1 < n (i.e., the block xi+1, . . . , xn−1 is not empty).
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fulfilled. (If i = n − 1 we set xn = xi+1 = m2.) We have proved that the minimum has
to be attained at a permutation of shape (m1,M1, x3, . . . , xn−1,m2) with m1  m2 
x3, . . . , xn−1 M1. If n = 4 of x3 = · · · = xn−1 we are done. Therefore, we assume n 5
and |{x3, . . . , xn−1}|  2. Set M2 := max{x3, . . . , xn−1}. If xn−1 = M2 we are done and
therefore we assume xn−1 < M2. If x3, . . . , xi−1 < M2 we get
Kn(m1,M1, x3, . . . , xi−1,M2, xi+1, . . . , xn−1︸ ︷︷ ︸,m2)
> Kn(m1,M1, x3, . . . , xi−1, xn−1, . . . , xi+1,M2︸ ︷︷ ︸,m2)
as xn−1 < M2 and [0,m2] > [0, xi−1, . . . , x3,M1,m1]. (Note that the last inequality
remains valid if the block x3, . . . , xi−1 is empty.) We have proved that the minimum
can only be attained at a permutation of shape (m1,M1, x3, . . . , xn−2,M2,m2) with m1 
m2  x3, . . . , xn−2 M2 M1. We use this as the starting point of yet another induction.
Suppose that it has already been proved that the minimum has to be attained at a per-
mutation of shape
(m1,M1,m3,M3, . . . ,m2k−1,M2k−1, x2k+1, . . . , xn−2k,M2k,m2k, . . . ,M4,m4,M2,m2),
where k is a positive integer such that 4k < n and
m1 m2  · · ·m2k  x2k+1, . . . , xn−2k M2k M2k−1  · · ·M1.
If n = 4k + 1 or x2k+1 = · · · = xn−2k we are done. Therefore, we assume n  4k + 2
and |{x2k+1, . . . , xn−2k}|  2 and set m := min{x2k+1, . . . , xn−2k}. If x2k+1 = m or
(xn−2k,M2k,m2k, . . . ,M2,m2) = (m,M2k−1,m2k−1, . . . ,M1,m1) we are done. There-
fore, we assume x2k+1 > m and
(xn−2k,M2k,m2k, . . . ,M2,m2) = (m,M2k−1,m2k−1, . . . ,M1,m1). (10)
If xi+1, . . . , xn−2k > m then
Kn(m1,M1, . . . ,M2k−1, x2k+1, . . . , xi−1,m︸ ︷︷ ︸, xi+1, . . . , xn−2k,M2k,m2k, . . . ,m2)
> Kn(m1,M1, . . . ,M2k−1,m,xi−1, . . . , x2k+1︸ ︷︷ ︸, xi+1, . . . , xn−2k,M2k,m2k, . . . ,m2)
as x2k+1 > m and
[0, xi+1, . . . , xn−2k,M2k,m2k, . . . ,m2] > [0,M2k−1,m2k−1, . . . ,m1]. (11)
To check inequality (11) we distinguish three cases.
(1) If the block xi+1, . . . , xn−2k is empty (11) follows from Lemma 4 and (10).
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[0, xn−2k,M2k,m2k, . . . ,m2] > [0,M2k−1,m2k−1, . . . ,m1].
This is true if xn−2k < M2k−1. If xn−2k = M2k−1 it follows from
M2k  xn−2k > mm2k−1.
(3) If the block xi+1, . . . , xn−2k has length  2 then (11) is true if xi+1 < M2k−1. If
xi−1 = M2k−1 then (11) follows from xi+2 > mm2k−1.
We have proved that the minimum has to be attained at a permutation of shape
(m1,M1, . . . ,m2k−1,M2k−1,m2k+1, x2k+2, . . . , xn−2k,M2k,m2k, . . . ,M2,m2),
where
m1 m2  · · ·m2k+1  x2k+2, . . . , xn−2k M2k M2k−1  · · ·M1.
If n = 4k + 2 or x2k+2 = · · · = xn−2k we are done. Therefore, we assume n 4k + 3 and
|{x2k+2, . . . , xn−2k}|  2 and set m := min{x2k+2, . . . , xn−2k}. If xn−2k = m we are done
and therefore we assume xn−2k > m. If x2k+2, . . . , xi−1 > m then
Kn(m1,M1, . . . ,M2k−1,m2k+1, x2k+2, . . . , xi−1,m,xi+1, . . . , xn−2k︸ ︷︷ ︸,M2k,m2k, . . . ,m2)
> Kn(m1,M1, . . . ,M2k−1,m2k+1, x2k+2, . . . , xi−1, xn−2k, . . . , xi+1,m︸ ︷︷ ︸,M2k,
m2k, . . . ,m2)
as m < xn−2k and
[0,M2k,m2k, . . . ,m2] < [0, xi−1, . . . , x2k+2,m2k+1,M2k−1, . . . ,m1]. (12)
To check inequality (12) we again distinguish three cases.
(1) If the block x2k+2, . . . , xi−1 is empty (12) follows from m2k+1 m < xn−2k M2k .
(2) If the block x2k+2, . . . , xi−1 has length 1 then (12) turns into
[0,M2k,m2k, . . . ,m2] < [0, x2k+2,m2k+1,M2k, . . . ,m1].
This is true if x2k+2 < M2k . If x2k+2 = M2k it is equivalent to
[0,m2k, . . . ,m2] > [0,m2k+1,M2k−1, . . . ,m1],
which is easily seen to be true by induction on k.
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xi−1 = M2k then (12) follows from m2k m < xi−2.
We have proved that the minimum has to be attained at a permutation of shape
(m1,M1, . . . ,M2k−1,m2k+1, x2k+2, . . . , xn−2k−1,m2k+2,M2k, . . . ,M2,m2),
where
m1 m2  · · ·m2k+2  x2k+2, . . . , xn−2k−1 M2k M2k−1  · · ·M1.
If n = 4k + 3 or x2k+2 = · · · = xn−2k−1 we are done. Therefore, we assume n  4k + 4
and |{x2k+2, . . . , xn−2k−1}|  2 and set M := max{x2k+2, . . . , xn−2k−1}. If x2k+2 = M
or (xn−2k−1,m2k+2,M2k, . . . ,m2) = (M,m2k+1,M2k−1, . . . ,m1) we are done. Therefore,
we assume x2k+2 < M and
(xn−2k−1,m2k+2,M2k, . . . ,m2) = (M,m2k+1,M2k−1, . . . ,m1). (13)
If xi+1, . . . , xn−2k−1 < M then
Kn(m1, . . . ,M2k−1,m2k+1, x2k+2, . . . , xi−1,M︸ ︷︷ ︸, xi+1, . . . , xn−2k−1,m2k+2,M2k, . . . ,m2)
> Kn(m1, . . . ,M2k−1,m2k+1,M,xi−1, . . . , x2k+2︸ ︷︷ ︸, xi+1, . . . , xn−2k−1,m2k+2,
M2k, . . . ,m2)
as x2k+2 < M and
[0, xi+1, . . . , xn−2k−1,m2k+2,M2k, . . . ,m2] < [0,m2k+1,M2k−1, . . . ,m1]. (14)
To check inequality (14) we again distinguish three cases.
(1) If the block xi+1, . . . , xn−2k−1 is empty (14) follows from Lemma 4 and (13).
(2) If the block xi+1, . . . , xn−2k−1 has length 1 then (14) is true if xn−2k−1 > m2k+1. If
xn−2k−1 = m2k−1 then (14) follows from m2k+2  x2k+2 < M M2k−1.
(3) If the block xi+1, . . . , xn−2k−1 has length  2 then (14) is true if xi+1 > m2k+1 and
follows from xi+2 < M M2k−1 if xi+1 = m2k+1.
We have proved that the minimum has to be attained at a permutation of shape
(m1,M1, . . . ,M2k−1,m2k+1,M2k+1, x2k+3, . . . , xn−2k−1,m2k+2,M2k, . . . ,M2,m2),
where
m1 m2  · · ·m2k+2  x2k+3, . . . , xn−2k−1 M2k+1 M2k  · · ·M1.
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and |{x2k+3, . . . , xn−2k−1}| 2 and set M := max{x2k+3, . . . , xn−2k−1}. If xn−2k−1 = M
we are done and therefore we assume xn−2k−1 < M . If x2k+3, . . . , xi−1 < M then
Kn(m1, . . . ,m2k+1,M2k+1, x2k+3, . . . , xi−1,M,xi+1, . . . , xn−2k−1︸ ︷︷ ︸,m2k+2,M2k, . . . ,m2)
> Kn(m1, . . . ,m2k+1,M2k+1, x2k+3, . . . , xi−1, xn−2k−1, . . . , xi+1,M︸ ︷︷ ︸,m2k+2,
M2k, . . . ,m2)
as xn−2k−1 < M and
[0,m2k+2,M2k, . . . ,m2] > [0, xi−1, . . . , x2k+3,M2k+1,m2k+1, . . . ,m1]. (15)
To check inequality (15) we again distinguish three cases.
(1) If the block x2k+3, . . . , xi−1 is empty (15) follows from m2k+2  xn−2k−1 < M 
M2k+1.
(2) If the block x2k+3, . . . , xi−1 has length 1 then (15) is true if m2k+2 < x2k+3. If m2k+2 =
x2k+3 then (15) is equivalent to [0,M2k, . . . ,m2] < [0,M2k+1,m2k+1, . . . ,m1] which
is easily seen to be true by induction on k.
(3) If the block x2k+3, . . . , xi−1 has length  2 then (15) is true if m2k+2 < xi−1. If
m2k+2 = xi−1 then (15) follows from xi−2 < M M2k .
Thus, we have proved the induction hypothesis with k+1 instead of k which completes
the proof of Theorem 1(b). 
3. Growth of denominators of convergents
Lemma 5.
(a) If a1, . . . , an, b1, . . . , bm are positive integers then
logKn+m(a1, . . . , an, b1, . . . , bm) = logKn(a1, . . . , an) + logKm(b1, . . . , bm) + O(1)
with an absolute implied constant.
(b) If a is a positive integer and α = [0, a] then logqm(α) = m log([a]) + O(1) with an
implied constant that depends on a.
(c) If a, b are positive integers and α = [0, a, b] then logqm(α) = (m/2) log([a, b] ·
[b, a]) + O(1) with an implied constant that depends on a and b. (We remind the
reader that qm(α) denotes the denominator of the mth convergent of α and [a] is
a shorthand notation for the continued fraction [a, a, a, . . .].)
Proof. (a) Using relation (3) we see that
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= Kn(a1, . . . , an)Km(b1, . . . , bm)
(
1 + Kn−1(a1, . . . , an−1)Km−1(b2, . . . , bm)
Kn(a1, . . . , an)Km(b1, . . . , bm)
)
,
which implies the assertion.
(b) This follows from
qm(α) = 1√
a2 + 4
((
a + √a2 + 4
2
)m+1
−
(
a −√a2 + 4
2
)m+1)
= 1√
a2 + 4
(
[a]m+1 − (−[0, a])m+1)
for m−1.
(c) Similar to part (b) we use that
q2n−1(α) = a√
a2b2 + 4ab
((
ab + 2 + √a2b2 + 4ab
2
)n
−
(
ab + 2 − √a2b2 + 4ab
2
)n)
and q2n(α) = (1/a)(q2n+1(α) − q2n−1(α)) for n 0. Furthermore,
[a, b] = ab +
√
a2b2 + 4ab
2b
implies
[a, b] · [b, a] = (ab +
√
a2b2 + 4ab)2
4ab
= ab + 2 +
√
a2b2 + 4ab
2
. 
Remarks.
(1) Quantities [a] and [a, b] · [b, a] introduced in parts (b) and (c) of Lemma 5 are the
spectral radii of the matrices
(
a 1
1 0
)
and
(
a 1
1 0
) · ( b 11 0 ) used in [1].(2) Alternatively, one can express
ab + 2 − 1
ab + 2 − 1
ab + 2 − 1
. . .
= ab + 2 +
√
a2b2 + 4ab
2
= [a, b] · [b, a],
which is used in [12].
Next we introduce some notations. Let r be a positive integer. Given positive integers
b1 < b2 < · · · < br with multiplicities λ1, . . . , λr  1 we denote by σ+(b1λ1, . . . , brλr ) and
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and maximum are attained, i.e.,
σ+
(
b1
λ1, . . . , br
λr
)
=
{
br
λr−1, br−1, . . . , b3, b2λ2−1, b1λ1, b2, b3λ3−1, . . . , br−1λr−1−1, br if 2 | r ,
br ,br−1λr−1−1, . . . , b3, b2λ2−1, b1λ1, b2, b3λ3−1, . . . , br−1, brλr−1 if 2  r ,
σ−(b1λ1) = b1λ1 and
σ−
(
b1
λ1, . . . , br
λr
)
=
{
b1, br
[(λ1+1)/2], σ−
(
b2
λ2, . . . , br−1λr−1, brλr−λ1
)
, br , b1
[λ1/2] if λ1  λr ,
b1, br
[(λr+1)/2], σ−
(
b1
λ1−λr , b2λ2, . . . , br−1λr−1
)
, br , b1
[λr/2] if λ1  λr ,
for r  2. Here we use
σ−
(
b2
λ2, . . . , br−1λr−1, br0
)= σ−(b10, b2λ2, . . . , br−1λr−1)= σ−(b2λ2, . . . , br−1λr−1).
Therefore, σ−(b1λ1, . . . , brλr ) is well-defined if λ1 = λr .
If b1 < · · · < br are positive integers and ρ1, . . . , ρr ∈ [0,1] we set
F+r (b1, ρ1; . . . ;br, ρr ) :=
r∏
i=1
[bi]ρi
and note that these functions satisfy the recursion relation
F+r (b1, ρ1; . . . ;br, ρr )
=
{([b1] · [br ])ρ1F+r−1(b2, ρ2; . . . , br−1, ρr−1;br, ρr − ρ1) if ρ1  ρr ,([b1] · [br ])ρr F+r−1(b1, ρ1 − ρr ;b2, ρ2; . . . ;br−1, ρr−1) if ρ1  ρr ,
for r  2. Furthermore, we define F−0 := 1, F−1 (b1, ρ1) := [b1]ρ1 , and
F−r (b1, ρ1; . . . ;br, ρr )
:=
{([b1, br ] · [br, b1])ρ1F−r−1(b2, ρ2; . . . , br−1, ρr−1;br, ρr − ρ1) if ρ1  ρr ,([b1, br ] · [br, b1])ρr F−r−1(b1, ρ1 − ρr ;b2, ρ2; . . . ;br−1, ρr−1) if ρ1 > ρr .
Lemma 6. Using the above definitions
F−r−1(b2, ρ2; . . . ;br−1, ρr−1;br,0) = F−r−1(b1,0;b2, ρ2; . . . ;br−1, ρr−1)
for r  2.
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We distinguish two cases.
(1) If ρ2 > 0 using the definition we get
F−r−1(b2, ρ2; . . . ;br−1, ρr−1;br,0) = F−r−2(b2, ρ2; . . . ;br−1, ρr−1)
= F−r−1(b1,0;b2, ρ2; . . . ;br−1, ρr−1).
(2) If ρ2 = 0 we use the definition and the induction hypothesis to get
F−r−1(b2, ρ2; . . . ;br−1, ρr−1;br,0)
= F−r−2(b3, ρ3; . . . ;br−1, ρr−1;br,0) = F−r−2(b2,0;b3, ρ3; . . . , br−1, ρr−1)
= F−r−2(b2, ρ2; . . . ;br−1, ρr−1) = F−r−1(b1,0;b2, ρ2; . . . ;br−1, ρr−1).
As a consequence we see that([b1, br ] · [br, b1])ρ1F−r−1(b2, ρ2; . . . , br−1, ρr−1;br, ρr − ρ1)
= ([b1, br ] · [br, b1])ρr F−r−1(b1, ρ1 − ρr ;b2, ρ2; . . . ;br−1, ρr−1)
if ρ1 = ρr and therefore,
F−r (b1, ρ1; . . . ;br, ρr )
= ([b1, br ] · [br, b1])ρr F−r−1(b1, ρ1 − ρr ;b2, ρ2; . . . ;br−1, ρr−1)
even if ρ1  ρr which will prove useful later on. 
Theorem 7. Let b1 < · · · < br be positive integers and (λn1, . . . , λnr )n1 be a sequence of
r-tuples of nonnegative integers such that limn→∞ λni  1 and limn→∞ λni /n = ρi ∈ [0,1]for 1 i  n. Then
(a) lim
n→∞
1
n
logKλn1+···+λnr
(
σ+
(
b1
λn1 , . . . , br
λnr
))= logF+r (b1, ρ1; . . . ;br, ρr );
(b) lim
n→∞
1
n
logKλn1+···+λnr
(
σ−
(
b1
λn1 , . . . , br
λnr
))= logF−r (b1, ρ1; . . . ;br, ρr ).
Proof. (a) Using Lemma 5(a) and (b) yields
logKλn1+···+λnr
(
σ+
(
b1
λn1 , . . . , br
λnr
))= logKλn1 (b1λn1 )+ r∑
i=2
logKλni −1
(
bi
λni −1)+ O(1)
=
r∑
λni log
([bi])+ O(1)
i=1
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lim
n→∞
1
n
logKλn1+···+λnr
(
σ+
(
b1
λn1 , . . . , br
λnr
))= lim
n→∞
(
r∑
i=1
λni
n
log
([bi])+ O(1
n
))
= log
r∏
i=1
[bi]ρi .
(b) We use induction on r . If r = 1 then using Lemma 5(b) we see that
lim
n→∞
1
n
logKλn1
(
b1
λn1
)= lim
n→∞
1
n
(
λn1 log
([b1])+ O(1))= ρ1 log([b1])= logF−1 (b1, ρ1).
For the induction step we first regard the subsequence of those positive integers n such that
λn1  λnr (if there are infinitely many such n). For n in this subsequence we use Lemma 5(a)
and (c) to show
logKλn1+···+λnr
(
σ−
(
b1
λn1 , . . . , br
λnr
))
= logKλn1+···+λnr
(
b1, br
[(λn1+1)/2], σ−
(
b2
λn2 , . . . , br−1λ
n
r−1, brλ
n
r −λn1 ), br , b1[λn1/2])
= logK2[(λn1+1)/2]
(
b1, br
[(λn1+1)/2])
+ logKλn2+···+λnr −λn1
(
σ−
(
b2
λn2 , . . . , br−1λ
n
r−1, brλ
n
r−λn1 ))
+ logK2[λn1/2]
(
b1, br
[λn1/2])+ O(1)
=
[
λn1 + 1
2
]
log
([b1, br ] · [br, b1])
+ logKλn2+···+λnr −λn1
(
σ−
(
b2
λn2 , . . . , br−1λ
n
r−1, brλ
n
r−λn1 ))
+
[
λn1
2
]
log
([b1, br ] · [br, b1])+ O(1)
= λn1 log
([b1, br ] · [br, b1])+ logKλn2+···+λnr −λn1 (σ−(b2λn2 , . . . , br−1λnr−1, brλnr −λn1 ))
+ O(1),
which implies
1
n
logKλn1+···+λnr
(
σ−
(
b1
λn1 , . . . , br
λnr
))
= λ
n
1
n
log
([b1, br ] · [br, b1])
+ 1 logKλn2+···+λnr −λn1
(
σ−
(
b2
λn2 , . . . , br−1λ
n
r−1, brλ
n
r −λn1 ))+ O(1)n n
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([b1, br ] · [br, b1])+ logF−r−1(b2, ρ2; . . . ;br−1, ρr−1;br, ρr − ρ1)
= log(([b1, br ] · [br, b1])ρ1F−r−1(b2, ρ2; . . . ;br−1, ρr−1;br, ρr − ρ1)). (16)
Regarding the subsequence of those n such that λn1  λnr we see completely analogously
that
1
n
logKλn1+···+λnr
(
σ−
(
b1
λn1 , . . . , br
λnr
))
→ log(([b1, br ] · [br, b1])ρr F−r−1(b1, ρ1 − ρr ;b2, ρ2; . . . ;br−1, ρr−1)) (17)
for these n (if there are infinitely many such n). To complete the proof we distinguish three
cases. If ρ1 < ρr then λn1 < λ
n
r for almost all n 1, i.e., only the first subsequence exists.
The assertion follows from (16). If ρ1 > ρr then λn1 > λnr for almost all n and the assertion
follows the same way from (17). If ρ1 = ρr then both subsequences may exist, but in this
case the limits (16) and (17) have the same value. 
Corollary 8. Let α = [a0, a1, a2, . . .] such that {an | n  1} = {b1, . . . , br } for some
positive integers b1 < b2 < · · · < br . Furthermore, set λnj = |{i | 1  i  n, ai = bj }|
and assume that limn→∞ λnj /n = ρj exists for 1 j  r . Then
logF−r (b1, ρ1; . . . ;br, ρr ) lim
n→∞
1
n
logqn(α) lim
n→∞
1
n
logqn(α)
 logF+r (b1, ρ1; . . . ;br, ρr ).
Proof. This follows from Theorem 7 and
Kn
(
σ−
(
b1
λn1 , . . . , br
λnr
))
 qn(α)Kn
(
σ+
(
b1
λn1 , . . . , br
λnr
))
. 
Remarks.
(1) In Corollary 8 the relations λn1 +· · ·+λnr = n and ρ1 +· · ·+ρr = 1 are fulfilled which
we did not (and could not) assume in Theorem 7.
(2) If ρj = 1 and ρi = 0 for 1 i  n, i = j then
F−r (b1, ρ1; . . . ;br, ρr ) = F+r (b1, ρ1; . . . ;br, ρr ) = [bj ]
and therefore limn→∞(1/n) logqn(α) = log([bj ]).
(3) Corollary 8 contains Theorem 5 of [1] as the case r = 2.
Lemma 9. Let a, b be positive integers.
(a) [a, b] · [b, a] [a] · [b] with equality if and only if a = b.
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C(a) :=

1 + log([a]/a)
log([a, a + 1] · [a + 1, a])
= 1 + log((1 +
√
1 + 4/a2)/2)
log((a2 + a + 2 +√a4 + 2a3 + 5a2 + 4a)/2) if a  2,
log([1] · [13])
log([1,13] · [13,1]) =
log((1 + √5)/2)+ log((13 + √173)/2)
log((15 + √221)/2) if a = 1.
Then
log([a] · [b])
log([a, b] · [b, a])  C(a).
Proof. (a) Using the Cauchy–Schwarz inequality twice we get
(
ab +
√
a2b2 + 4ab )2  (ab + 4√a4 + 4a2 4√b4 + 4b2 )2

(
a2 +
√
a4 + 4a2 )(b2 +√b4 + 4b2 ),
which is equivalent to
(ab + √a2b2 + 4ab)2
4ab
 a +
√
a2 + 4
2
· b +
√
b2 + 4
2
.
As we used the Cauchy–Schwarz inequality, equality is possible only if there exists a λ ∈ R
such that b = λa and b2 = λa2 which implies λ = 1.
(b) Let a  2. We first check that
[b]
[a, b] · [b, a] <
1
a
⇐⇒ b +
√
b2 + 4
ab + 2 +√a2b2 + 4ab <
1
a
,
which is obviously true. (We remark that [b]/([a, b] · [b, a]) → 1/a as b → ∞.) This
implies
log([a] · [b])
log([a, b] · [b, a]) = 1 + log
( [a] · [b]
[a, b] · [b, a]
)/
log
([a, b] · [b, a]) C(a).
For all b  2 we have
log([1] · [b])
log([1, b] · [b,1]) = 1 + log
( [1] · [b]
[1, b] · [b,1]
)/
log
([1, b] · [b,1])
 1 + log([1]/1) = 1 + log((1 +
√
5)/2) =: Cb(1).log(b) log(b)
772 C. Baxa / Advances in Applied Mathematics 32 (2004) 754–790The assertion follows now from
C42(1) < max
2b41
log([1] · [b])
log([1, b] · [b,1]) =
log([1] · [13])
log([1,13] · [13,1]) . 
Remark. The sequence (C(n))n1 is decreasing and limn→∞ C(n) = 1.
Theorem 10. Let b1 < b2 < · · · < br be positive integers and ρ1, . . . , ρr ∈ [0,1]. Then
logF+r (b1, ρ1; . . . ;br, ρr ) C(b1) logF−r (b1, ρ1; . . . ;br, ρr ).
Proof. We use induction on r . The assertion is trivial if r = 1. For the induction step we
distinguish between two cases. If ρ1  ρr then
logF+r (b1, ρ1; . . . ;br, ρr )
= ρ1 log
([b1] · [br])+ logF+r−1(b2, ρ2; . . . ;br−1, ρr−1;br, ρr − ρ1)
C(b1)ρ1 log
([b1, br ] · [br, b1])
+ C(b2) logF−r−1(b2, ρ2; . . . ;br−1, ρr−1;br, ρr − ρ1)
C(b1)
(
ρ1 log
([b1, br ] · [br, b1])+ logF−r−1(b2, ρ2; . . . ;br−1, ρr−1;br, ρr − ρ1))
= C(b1) logF−r (b1, ρ1; . . . ;br, ρr ).
The case ρ1  ρr can be proved analogously. 
Corollary 11. Let α = [0, a1, a2, a3, . . .] be an irrational number satisfying the following
conditions:
(1) α is not a quadratic irrationality.
(2) There are positive integers b1 < · · · < br such that {an | n 1} = {b1, . . . , br}.
(3) If λnj = |{i | 1 i  n, ai = bj }| then limn→∞ λnj /n = ρj ∈ [0,1] for 1 j  r .
(4) There exist an increasing sequence (ki)i1 of positive integers and a sequence (li)i1
of positive integers such that li  ki for i  1, aki+ν = aν for 1 ν  li and i  1 (i.e.,
α = [0, a1, . . . , ali , . . . , aki , a1, . . . , ali , . . .] for i  1), and
lim
i→∞
(
1 + li
ki
)
>
(
3 lim
n→∞
1
n
logqn
)/(
2 lim
n→∞
1
n
logqn
)
.
(A sufficient condition for this inequality is
lim
i→∞
(
1 + li
ki
)
>
3 logF+r (b1, ρ1; . . . ;br, ρr )
2 logF−r (b1, ρ1; . . . ;br, ρr )
, (18)
and a sufficient condition for (18) to hold is that limi→∞(1 + li/ki) > (3/2)C(b1).)
Then α is transcendental.
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lim
i→∞
(1 + li/ki) > 32C(b1)
3 logF+r (b1, ρ1; . . . ;br, ρr )
2 logF−r (b1, ρ1; . . . ;br, ρr )

(
3 lim
n→∞
1
n
logqn
)/(
2 lim
n→∞
1
n
logqn
)

(
3 lim
i→∞
1
ki
logqki
)/(
2 lim
i→∞
1
ki + li logqki+li
)
,
where we used Theorem 10 and Corollary 8. 
Remark. The numerical bounds (3/2)C(1) < 1.693328 and (3/2)C(2) < 1.63683 are
useful for applications. It is interesting to compare them with the values given in [1,
Theorem 6]. However, a careful comparison of both proofs reveals that these are bounds
for the same quantities obtained by a different way of estimating. Especially the improved
value given in [1, Remark 4] is a very good upper bound for the quantity we named
(3/2)C(1). (Compare also with [4, Remark, p. 663].)
4. Continued fractions with partial quotients 1 + ([nθ] mod d)
Let θ be irrational. For all integers d  2 the sequence (nθ/d)n1 is uniformly
distributed modulo 1 and therefore (by [9, Chapter 5, Theorem 1.4])
lim
N→∞
1
N
· ∣∣{n ∈ N | 1 nN, [nθ ] ≡ j (mod d)}∣∣= 1
d
for all j ∈ {0,1, . . . , d − 1}.
We use this fact to generate continued fractions [0, u1, u2, . . .] that satisfy conditions (1)–
(3) of Corollary 11. Let Cd denote the set of all d-tuples of positive integers with pairwise
different entries, i.e.,
Cd :=
{
(c0, . . . , cd−1) | ci ∈ N for 0 i < d and ci = cj for 0 i = j < d
}
.
If (c0, . . . , cd−1) ∈ Cd then set un := cj if [nθ ] ≡ j (mod d) where 0 j < d . Obviously,
[0, u1, u2, . . .] satisfies conditions (2) and (3) of Corollary 11 with r = d and ρ1 = · · · =
ρd = 1/d . The simplest choice is to set (c0, c1, . . . , cd−1) := (1,2, . . . , d). (It is not
very difficult to check that the sequence ([nθ ] mod d)n1 cannot be periodic. Therefore,
condition (1) of Corollary 11 is fulfilled.) To prove transcendence of [0, u1, u2, . . .] it
remains to check condition (4). To this end we rewrite the problem. The following lemma
is so simple that we can state it without a proof. Yet, it is crucial for our approach.
Lemma 12. Let θ be irrational and d , j integers with d  2 and 0 j < d . Then
[nθ ] ≡ j (mod d) if and only if j
d
<
{
n
θ
d
}
<
j + 1
d
( for all n 1).
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exists j ∈ {0,1, . . . , d −1} such that {n1(θ/d)}, {n2(θ/d)} ∈ (j/d, (j +1)/d). By virtue of
Lemma 12 we can regard our question as a problem about the distribution of the sequence
(n(θ/d))n1 modulo 1.
We fix some notations for the rest of this part. Let α := θ/d with continued fraction
expansion α = [a0, a1, a2, . . .]. This is not consistent with the notation of Section 3 but is
convenient as we will work mostly with the continued fraction expansion of α. In a similar
way pn/qn will usually denote a convergent of α. If there is any danger of confusion we
will write pn(α)/qn(α) or pn(θ)/qn(θ).
The basic idea of our approach is to study the distribution of ({nα})1nqm in [0,1) and
to determine those n ∈ {1, . . . , qm} for which it is possible that {nα} ∈ (j/d, (j + 1)/d)
and {(n + qm)α} ∈ (k/d, (k + 1)/d) for 0  j = k < d . We determine nmin (the smallest
such n) and calculate nmin/qm. Our aim is to find an increasing sequence (mi)i1 such
that 1 + limi→∞ nmin(qmi )/qmi > (3/2)C(1) or, if that is impossible, at least such that
1 + limi→∞ nmin(qmi )/qmi > 3/2.
We will make extensive use of the following results. For given N ∈ N we denote with
σN ∈ SN the uniquely determined permutation such that {σN(k)α} < {σN(k + 1)α} for
1 k < N .
Lemma 13.
(1) If m is an even positive integer then
{
σqm(k) · α
}= (k − 1)|qm−1α − pm−1| +(1 + [qm−1
qm
(k − 1)
])
(qmα − pm)
=

qmα − pm if k = 1,
k − 1
qm
+ (qmα − pm)
{
−qm−1
qm
(k − 1)
}
if 2 k  qm.
(2) If m is an odd positive integer then
{
σqm(k) · α
}= k(qm−1α − pm−1) −([−qm−1
qm
k
]
+ 1
)
|qmα − pm|
=

k
qm
+ (qmα − pm)
{
qm−1
qm
k
}
if 1 k  qm − 1,
1 + qmα − pm if k = qm.
Proof. For both (1) and (2) it is a special case of [2, Proposition 1] that the left-hand side
equals the second expression on the right-hand side and it is easy to check that the two
expressions on the right-hand side are equal. 
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(1) If m is an even positive integer then
σqm(k) =

qm if k = 1,
qm
{
−qm−1
qm
(k − 1)
}
if 2 k  qm.
(2) If m is an odd positive integer then
σqm(k) =
qm
{
qm−1
qm
k
}
if 1 k  qm − 1,
qm if k = qm.
Proof. This follows immediately from Lemma 13. 
Corollary 15.
(1) If m is an even positive integer then{
σqm(1) · α
}− 0 = qmα − pm, 1 − {σqm(qm) · α}= |qm−1α − pm−1|, and{
σqm(k + 1) · α
}− {σqm(k) · α} ∈ {|qm−1α − pm−1|, |qm−1α − pm−1| + qmα −pm}
for 1 k < qm.
(2) If m is an odd positive integer then{
σqm(1) · α
}− 0 = qm−1α − pm−1, 1 − {σqm(qm) · α}= |qmα − pm|, and{
σqm(k + 1) · α
}− {σqm(k) · α} ∈ {qm−1α − pm−1, qm−1α − pm−1 + |qmα − pm|}
for 1 k < qm.
Proof. This follows immediately from Lemma 13 and the well-known identity
qm|qm−1α − pm−1| + qm−1|qmα − pm| = 1 for all positive integers m. 
Remark. It has been proved by J.H. Halton [7] that{
σqm(1) · α
}− 0, 1 − {σqm(qm) · α}, and {σqm(k + 1) · α}− {σqm(k) · α}
for 1 k < qm, consist of qm − qm−1 + 1 intervals of length |qm−1α − pm−1|, qm−1 − 1
intervals of length |qm−1α −pm−1| + |qmα −pm|, and one interval of length |qmα −pm|.
Now we have enough information to determine those n ∈ {1, . . . , qm} for which it
is possible that {nα} ∈ (j/d, (j + 1)/d) but {(n + qm)α} ∈ (k/d, (k + 1)/d) for some
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{1, . . . ,N} those numbers such that {n−N(β) ·α} < β < {n+N(β) ·α} and {nα} /∈ ({n−N(β) ·α},
{n+N(β) · α}) for 1 nN . As {(n + qm)α} = {nα} + qmα − pm for 1  n qm we see
from Corollary 15 that {nα} and {(n+ qm)α} will be in the same interval (j/d, (j + 1)/d)
if n /∈ {n−qm(1/d), . . . , n−qm((d −1)/d)} (if 2 | m) or n /∈ {n+qm(1/d), . . . , n+qm((d −1)/d)} (if
2  m). To proceed we need to determine {n±qm(β) · α}:
Lemma 16.
(1) If m is even (and sufficiently large) then
• {n−qm(β) · α} = {σqm(βqm) · α} if βqm ∈ N (Case 1);
• {n−qm(β) · α} = {σqm([βqm] + 1) · α} if βqm /∈ N and either
{βqm}−1
(
1 − {−βqm−1}
)
> [0, am, . . . , a1] and
{βqm}−1{−βqm−1} < [am+1, am+2, . . .]
or {βqm}−1(1 − {−βqm−1}) < [0, am, . . . , a1] (Case 2);
• {n−qm(β) · α} = {σqm([βqm]) · α} if βqm /∈ N,
{βqm}−1
(
1 − {−βqm−1}
)
> [0, am, . . . , a1] and
{βqm}−1{−βqm−1} > [am+1, am+2, . . .] (Case 3).
(2) If m is odd (and sufficiently large) then
• {n+qm(β) · α} = {σqm(βqm + 1) · α} if βqm ∈ N (Case 1);
• {n+qm(β) · α} = {σqm([βqm] + 1) · α} if βqm /∈ N and either
[0, am, . . . , a1] <
(
1 − {βqm}
)−1(1 − {βqm−1}) and(
1 − {βqm}
)−1{βqm−1} < [am+1, am+2, . . .]
or [0, am, . . . , a1] > (1 − {βqm})−1(1 − {βqm−1}) (Case 2);
• {n+qm(β) · α} = {σqm([βqm] + 2) · α} if βqm /∈ N,
[0, am, . . . , a1] <
(
1 − {βqm}
)−1(1 − {βqm−1}) and(
1 − {βqm}
)−1{βqm−1} > [am+1, am+2, . . .] (Case 3).
Proof. We will prove the case 2 | m and leave to the reader the case 2  m that can be
proved analogously. If k  βqm then (for sufficiently large m)
{
σqm(k) · α
}= k − 1 + (qmα − pm){−qm−1 (k − 1)}< 1 (βqm − 1)+ 1 · 1 = β.
qm qm qm qm
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proves {n−qm(β) · α} = {σqm(βqm) · α} if βqm ∈ N and{
n−qm(β) · α
} ∈ {{σqm([βqm]) · α},{σqm([βqm] + 1) · α}} if βqm /∈ N.
It remains to determine the sign of β − {σqm([βqm] + 1) · α}. Lemma 13 implies
{
σqm
([βqm] + 1) · α}= β − 1
qm
{βqm} + (qmα − pm)
{
{−βqm−1} + {βqm}qm−1
qm
}
=

β − 1
qm
{βqm} + (qmα − pm)
(
{−βqm−1} + {βqm}qm−1
qm
)
if {−βqm−1} + {βqm}qm−1
qm
< 1,
β − 1
qm
{βqm} + (qmα − pm)
(
{−βqm−1} − 1 + {βqm}qm−1
qm
)
if {−βqm−1} + {βqm}qm−1
qm
> 1.
If {−βqm−1} + {βqm}qm−1/qm < 1 then {σqm([βqm] + 1) · α} < β is equivalent to
1
qm
> (qmα − pm)
(
{βqm}−1{−βqm−1} + qm−1
qm
)
and thus to
{βqm}−1{−βqm−1} + [0, am, . . . , a1] < 1
qm(qmα − pm)
= [am+1, am+2, . . .] + [0, am, . . . , a1],
which can be simplified to {βqm}−1{−βqm−1} < [am+1, am+2, . . .]. In the same way we
can check that always {σqm([βqm] + 1) · α} < β if {−βqm−1} + {βqm}qm−1/qm > 1. 
We will say that α is good at β (for m) if {n−qm(β) · α} + qmα − pm < β (if 2 | m) or
{n+qm(β) · α} + qmα − pm > β (if 2  m). The next theorem gives a detailed account of
whether α is good at β ∈ {1/d, . . . , (d − 1)/d} or not and describes sufficient conditions
for α to be good at β .
Theorem 17 (First part). Let m be an even positive integer (and sufficiently large).
Case 1A. Let βqm ∈ N and 1 − {−βqm−1} > [0, am, . . . , a1]. Then
{
n−qm(β) · α
}= {σqm(βqm) · α}= β − 1 + (qmα − pm)({−βqm−1} + qm−1)
qm qm
778 C. Baxa / Advances in Applied Mathematics 32 (2004) 754–790and α is good at β if and only if {−βqm−1} + 1 < [am+1, am+2, . . .]. A sufficient condition
for α to be good at β is am+1  2.
Case 1B. Let βqm ∈ N and 1 − {−βqm−1} < [0, am, . . . , a1]. Then
{
n−qm(β) · α
}= {σqm(βqm) · α}= β − 1
qm
+ (qmα − pm)
(
{−βqm−1} − 1 + qm−1
qm
)
and α is good at β .
Case 2A. Let βqm /∈ N,
{βqm}−1
(
1 − {−βqm−1}
)
> [0, am, . . . , a1] and
{βqm}−1{−βqm−1} < [am+1, am+2, . . .].
Then {
n−qm(β) · α
}= {σqm([βqm] + 1) · α}
= β − 1
qm
{βqm} + (qmα − pm)
(
{−βqm−1} + {βqm}qm−1
qm
)
and α is good at β if and only if {βqm}−1({−βqm−1}+1) < [am+1, am+2, . . .]. A sufficient
condition for α to be good at β is am+1  2d − 1. This can be replaced by the weaker
condition am+1  2d − 2 if d is a prime and qm ≡ qm−1 (mod d).
Case 2B. Let βqm /∈ N and {βqm}−1(1 − {−βqm−1}) < [0, am, . . . , a1]. Then{
n−qm(β) · α
}= {σqm([βqm] + 1) · α}
= β − 1
qm
{βqm} + (qmα − pm)
(
{−βqm−1} − 1 + {βqm}qm−1
qm
)
and α is good at β if and only if {βqm}−1{−βqm−1} < [am+1, am+2, . . .]. A sufficient
condition for α to be good at β is am+1  d − 1.
Case 3A. Let βqm /∈ N,
{βqm}−1
(
1 − {−βqm−1}
)
> [0, am, . . . , a1],
{βqm}−1{−βqm−1} > [am+1, am+2, . . .], and({βqm} + 1)−1(1 − {−βqm−1})> [0, am, . . . , a1].
Then
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n−qm(β) · α
}= {σqm([βqm]) · α}
= β − 1
qm
({βqm} + 1)+ (qmα − pm)({−βqm−1} + ({βqm} + 1)qm−1
qm
)
and α is good at β if and only if ({βqm} + 1)−1({−βqm−1} + 1) < [am+1, am+2, . . .].
A sufficient condition for α to be good at β is am+1  2.
Case 3B. Let βqm /∈ N,
{βqm}−1
(
1 − {−βqm−1}
)
> [0, am, . . . , a1],
{βqm}−1{−βqm−1} > [am+1, am+2, . . .], and({βqm} + 1)−1(1 − {−βqm−1})< [0, am, . . . , a1] < ({βqm} + 1)−1(2 − {−βqm−1}).
Then
{
n−qm(β) · α
}= {σqm([βqm]) · α}
= β − 1
qm
({βqm} + 1)
+ (qmα − pm)
(
{−βqm−1} − 1 +
({βqm} + 1)qm−1
qm
)
and α is good at β .
Case 3C. Let βqm /∈ N,
{βqm}−1
(
1 − {−βqm−1}
)
> [0, am, . . . , a1],
{βqm}−1{−βqm−1} > [am+1, am+2, . . .], and({βqm} + 1)−1(2 − {−βqm−1})< [0, am, . . . , a1].
Then
{
n−qm(β) · α
}= {σqm([βqm]) · α}
= β − 1
qm
({βqm} + 1)
+ (qmα − pm)
(
{−βqm−1} − 2 +
({βqm} + 1)qm−1
qm
)
and α is good at β .
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other cases can be dealt with in an completely analogous manner. We have already seen in
Lemma 16 that βqm /∈ N,
{βqm}−1
(
1 − {−βqm−1}
)
> [0, am, . . . , a1] and
{βqm}−1{−βqm−1} < [am+1, am+2, . . .]
imply {
n−qm(β) · α
}= {σqm([βqm] + 1) · α}
= β − 1
qm
{βqm} + (qmα −pm)
(
{−βqm−1} + {βqm}qm−1
qm
)
.
Therefore, α is good at β if and only if
β − 1
qm
{βqm} + (qmα − pm)
(
{−βqm−1} + 1 + {βqm}qm−1
qm
)
< β
⇐⇒ 1
qm
> (qmα − pm)
(
{βqm}−1
({−βqm−1} + 1)+ qm−1
qm
)
⇐⇒ {βqm}−1
({−βqm−1} + 1)+ [0, am, . . . , a1] < 1
qm(qmα − pm)
⇐⇒ {βqm}−1
({−βqm−1} + 1)+ [0, am, . . . , a1]
< [am+1, am+2, . . .] + [0, am, . . . , a1]
⇐⇒ {βqm}−1
({−βqm−1} + 1)< [am+1, am+2, . . .].
As {βqm} 1/d and {−βqm−1} (d − 1)/d it follows that am+1  2d − 1 implies
{βqm}−1
({−βqm−1} + 1) d · 2d − 1
d
= 2d − 1 am+1 < [am+1, am+2, . . .],
which proves that am+1  2d − 1 is a sufficient condition for α to be good at β . We claim
now that {βqm}−1({−βqm−1} + 1) = 2d − 1 if and only if {βqm} = {βqm−1} = 1/d . If
{βqm−1} = 0 then {βqm}−1({−βqm−1} + 1) = {βqm}−1  d . Let now {βqm} = i/d and
{βqm−1} = j/d with 1  i, j  d − 1. Then {βqm}−1({−βqm−1} + 1) = (2d − j)/i . If
i  2 then (2d − j)/i  2d/i  d . If i = 1 then we can assume j  2 and (2d − j)/i 
2d − 2. If d is a prime and qm ≡ qm−1 (mod d) then there cannot exist a β ∈ {j/d | 1 
j  d − 1} such that {βqm} = {βqm−1} = 1/d . 
We proceed to give the second half of Theorem 17 which covers the case 2  m. We
will state it without proof as it can be given in an analogous manner. It would be possible
to present Theorem 17 more concisely (and even to merge the two parts). However, this
would make reading far more difficult and we have refrained from it.
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Case 1A. Let βqm ∈ N and [0, am, . . . , a1] < 1 − {βqm−1}. Then
{
n+qm(β) · α
}= {σqm(βqm + 1) · α}= β + 1
qm
+ (qmα − pm)
(
{βqm−1} + qm−1
qm
)
and α is good at β if and only if {βqm−1} + 1 < [am+1, am+2, . . .]. A sufficient condition
for α to be good at β is am+1  2.
Case 1B. Let βqm ∈ N and [0, am, . . . , a1] > 1 − {βqm−1}. Then
{
n+qm(β) · α
}= {σqm(βqm + 1) · α}= β + 1
qm
+ (qmα − pm)
(
{βqm−1} − 1 + qm−1
qm
)
and α is good at β .
Case 2A. Let βqm /∈ N, [0, am, . . . , a1] < (1 − {βqm})−1(1 − {βqm−1}), and (1 −
{βqm})−1{βqm−1} < [am+1, am+2, . . .]. Then{
n+qm(β) · α
}= {σqm([βqm] + 1) · α}
= β + 1
qm
(
1 − {βqm}
)+ (qmα − pm)({βqm−1} + (1 − {βqm})qm−1
qm
)
and α is good at β if and only if (1 − {βqm})−1(1 + {βqm−1}) < [am+1, am+2, . . .].
A sufficient condition for α to be good at β is am+1  2d − 1. This can be replaced by
the weaker condition am+1  2d − 2 if d is a prime and qm ≡ qm−1 (mod d).
Case 2B. Let βqm /∈ N and [0, am, . . . , a1] > (1 − {βqm})−1(1 − {βqm−1}). Then{
n+qm(β) · α
}= {σqm([βqm] + 1) · α}
= β + 1
qm
(
1 − {βqm}
)+ (qmα − pm)({βqm−1} − 1 + (1 − {βqm})qm−1
qm
)
and α is good at β if and only if (1 − {βqm})−1{βqm−1} < [am+1, am+2, . . .]. A sufficient
condition for α to be good at β is am+1  d − 1.
Case 3A. Let βqm /∈ N,
[0, am, . . . , a1] <
(
1 − {βqm}
)−1(1 − {βqm−1}),(
1 − {βqm}
)−1{βqm−1} > [am+1, am+2, . . .], and
[0, am, . . . , a1] <
(
2 − {βqm}
)−1(1 − {βqm−1}).
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n+qm(β) · α
}= {σqm([βqm] + 2) · α}
= β + 1
qm
(
2 − {βqm}
)+ (qmα − pm)({βqm−1} + (2 − {βqm})qm−1
qm
)
and α is good at β if and only if (2 − {βqm})−1(1 + {βqm−1}) < [am+1, am+2, . . .].
A sufficient condition for α to be good at β is am+1  2.
Case 3B. Let βqm /∈ N,
[0, am, . . . , a1] <
(
1 − {βqm}
)−1(1 − {βqm−1}),(
1 − {βqm}
)−1{βqm−1} > [am+1, am+2, . . .], and(
2 − {βqm}
)−1(1 − {βqm−1})< [0, am, . . . , a1] < (2 − {βqm})−1(2 − {βqm−1}).
Then{
n+qm(β) · α
}= {σqm([βqm] + 2) · α}
= β + 1
qm
(
2 − {βqm}
)+ (qmα − pm)({βqm−1} − 1 + (2 − {βqm})qm−1
qm
)
and α is good at β .
Case 3C. Let βqm /∈ N,
[0, am, . . . , a1] <
(
1 − {βqm}
)−1(1 − {βqm−1}),(
1 − {βqm}
)−1{βqm−1} > [am+1, am+2, . . .], and
[0, am, . . . , a1] >
(
2 − {βqm}
)−1(2 − {βqm−1}).
Then{
n+qm(β) · α
}= {σqm([βqm] + 2) · α}
= β + 1
qm
(
2 − {βqm}
)+ (qmα − pm)({βqm−1} − 2 + (2 − {βqm})qm−1
qm
)
and α is good at β .
Corollary 18. Let θ be irrational, α = θ/d = [a0, a1, a2, . . .] with convergents (pn/qn)n0
and m a (sufficiently large) positive integer. If any of the following three conditions is
fulfilled then α is good at all β ∈ {1/d, . . . , (d − 1)/d} for m:
C. Baxa / Advances in Applied Mathematics 32 (2004) 754–790 783(1) am+1  2d − 1,
(2) d is prime, qm ≡ qm−1 (mod d), and am+1  2d − 2,
(3) d | qm−1, and am+1  d .
Proof. Assertions (1) and (2) follow from the sufficient conditions given in Theorem 17.
(3) If d | qm−1 then {±βqm−1} = 0 for all β ∈ {1/d, . . . , (d − 1)/d} and only Cases 1A,
2A, and 2B can occur. If we have Case 1A or 2B then α is good at β and am+1  d is a
sufficient condition for α to be good at β if we have Case 2A. 
Corollary 19. Let θ be irrational, d  2 an integer and α = θ/d = [a0, a1, a2, . . .]
with convergents (pn/qn)n0. Furthermore, let (c0, . . . , cd−1) ∈ Cd and set un := cj if
[nθ ] ≡ j (mod d) where 0  j < d . If the continued fraction expansion of α satisfies
any of the conditions (1)–(3) in Corollary 18 for infinitely many positive integers m, then
[0, u1, u2, . . .] is transcendental.
Proof. This follows immediately from Corollaries 18 and 11. 
Remark. The last result seems to invite comparison with similar looking results by
Davison in [4]. However, he uses the continued fraction expansion of θ whereas we work
with that of α = θ/d . These two are of course closely related but the relation is more
complicated than one might think. Here is a simple example that shows how the size of
partial quotients can change:
√
5 = [2,4] and √5/2 = [1,8,2] but 1 + √5 = [3,4] and
(
√
5 + 1)/2 = [1].
Corollary 20. Let d  2 be an integer. For a fixed (c0, . . . , cd−1) ∈ Cd and all irrational θ
set un := cj if [nθ ] ≡ j (mod d) where 0  j < d . Then [0, u1, u2, . . .] is transcendental
for almost all θ .
Proof. This follows from the fact that almost all α(= θ/d) have unbounded continued
fraction expansion and therefore satisfy condition (1) in Corollary 18 for infinitely
many m. 
We now deal with the case d = 2. Both [1] and [4] contain a treatment of this case.
Nevertheless, we present a short proof using our approach to enable the reader to compare
the various methods.
Theorem 21. Let θ be irrational and (c0, c1) ∈ C2. Set un := cj if [nθ ] ≡ j (mod 2) for
j ∈ {0,1}. Then [0, u1, u2, . . .] is transcendental.
Proof. Because of Corollary 18(1) and (2) we can restrict ourselves to the situation
am+1 ∈ {1,2} and am+1 = 1 if qm ≡ qm−1 (mod 2) (19)
for all but finitely many m. We note that (19) implies that qm ≡ qm−1 ≡ 1 (mod 2) if
am+1 = 2 for all sufficiently large m. We claim the following: if am+1 = 1 then α is good
at 1/2 for one of the three numbers m − 1, m and m + 1.
784 C. Baxa / Advances in Applied Mathematics 32 (2004) 754–790Let first 2  qm−1, 2 | qm, and am+1 = 1. If am = 1 then we have Case 1B at 1/2 and α
is good at 1/2 for m. If am = 2 we have Case 1A at 1/2 and α is good at 1/2 if and only if
am+2 = 1. Now qm+1 = qm + qm−1 ≡ 1 ≡ qm (mod 2). This implies am+2 = 1 because of
(19) and α is good at 1/2 for m.
Now let qm−1 ≡ qm ≡ 1 (mod 2) and am+1 = 1. Then qm+1 ≡ 0 ≡ qm (mod 2) and
am+2 = 1 because of (19). By what we proved in the first case α is good at 1/2 for m + 1.
Let finally 2 | qm−1, 2  qm and am+1 = 1. Then 1 ≡ qm ≡ qm−2 (mod 2) which yields
qm−1 ≡ qm−2 (mod 2) and am = 1 because of (19). By the first case α is good at 1/2 for
m − 1.
We can conclude that α is good at 1/2 for infinitely many m unless am+1 = 2 and
qm ≡ 1 (mod 2) for all but finitely many m. In this case we have Case 2A at 1/2 and α is
not good at 1/2 for all but finitely many m. As
n±qm
(
1
2
)
= σqm
([qm/2] + 1)= σqm(qm + 12
)
= qm
{
±qm−1
qm
qm ± 1
2
}
= qm
{
1
2
+ 1
2
qm−1
qm
}
we see that
lim
m→∞
1
qm
n±qm
(
1
2
)
= lim
m→∞
(
1
2
+ 1
2
[0, am, . . . , a1]
)
= 1
2
+ 1
2
[0,2] = 1√
2
,
which implies
lim
m→∞
(
1 + 1
qm
(
n±qm
(
1
2
)
− 1
))
= 1 + 1√
2
>
3
2
C(1). 
Remark. We just told the reader that the relation between the continued fraction
expansions of θ and α can be complicated. Then why are we led to exactly the same
special case that appeared in [1,4] in the above proof? To be able to give an explanation we
remind the reader that two numbers ξ and ζ are called equivalent if their continued fraction
expansions have shape ξ = [x0, x1, . . . , xn, y1, y2, . . .] and ζ = [z0, z1, . . . , zm, y1, y2, . . .].
It is well known that ξ and ζ are equivalent if and only if there exists integers a, b, c, d
such that |ad − bc| = 1 and ζ = (aξ + c)/(bξ + d). If α = [a0, a1, . . . , an,2] and 2  qk(α)
for all k  n− 1 then
θ = 2α = 2pn(α)[2] + pn−1(α)
qn(α)[2] + qn−1(α)
= 2pn(α)
[2]−1
2 + pn(α) + pn−1(α)
qn(α)
[2]−1
2 + qn(α)+qn−1(α)2
.
As 2 | (qn(α) + qn−1(α)) and∣∣∣∣2pn(α)qn(α) + qn−1(α)2 − qn(α)(pn(α) + pn−1(α))
∣∣∣∣
= ∣∣pn(α)qn−1(α) − qn(α)pn−1(α)∣∣= 1
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more effort it is possible to prove that pn(θ) ≡ 1 (mod 2) for all sufficiently large n.
We now move on to the case d = 3 and first prove a lemma that can be seen as a stronger
version of Corollary 18(3) for this case.
Lemma 22. Let θ be irrational, α = θ/3 = [a0, a1, a2, . . .] with convergents (pn/qn)n0
and m a (sufficiently large) positive integer. If 3 | qm then α is good at both 1/3 and 2/3
for at least one of the three numbers m − 1, m, and m+ 1.
Proof. If α is good at 1/3 and 2/3 for m we are done. So we now assume that this is not
the case. This implies that there is a β0 ∈ {1/3,2/3} such that we have Case 1A at β0 and
1 − {(−1)m+1β0qm−1}> [0, am, . . . , a1] and{
(−1)m+1β0qm−1
}+ 1 > [am+1, am+2, . . . ].
We claim that am+1 = 1 and max{am,am+2}  3. Assume am+1  2. This would imply
[am+1, am+2, . . .] > 2 > {(−1)m+1β0qm−1} + 1, a contradiction. Therefore, am+1 = 1.
If {(−1)m+1β0qm−1} = 1/3 then 4/3 > [1, am+2, am+3, . . . ] and therefore am+2  3. If
{(−1)m+1β0qm−1} = 2/3 then 1/3 > [0, am, . . . , a1] and therefore am  3.
If am+2  3 then α is good at both 1/3 and 2/3 for m + 1 because of Corollary 18(3).
Now let am  3. We have amqm−1 + qm−2 = qm ≡ 0 (mod 3). If qm−2 ≡ 0 (mod 3) then
3 | (amqm−1) and therefore 3 | am and am  3. This implies that α is good at 1/3 and 2/3
for m − 1 because of Corollary 18(3).
If qm−1 ≡ qm−2 ≡ j (mod 3) with j ∈ {1,2} then 3 | (j (am + 1)) and therefore
3 | (am + 1) and am ≡ 2 (mod 3). This yields am  5 and α is good at 1/3 and 2/3 for
m − 1 because of Corollary 18(1).
Finally, if qm−1 ≡ j (mod 3) and qm−2 ≡ k (mod 3) with {j, k} = {1,2} then jam +k ≡
0 (mod 3) and therefore jam ≡ j (mod 3) and am ≡ 1 (mod 3). This yields am  4 and α
is good at both 1/3 and 2/3 for m − 1 because of Corollary 18(2). 
Before we state our results for the case d = 3 we introduce the following two
conditions. Both refer to the convergents (pn/qn)n0 of the continued fraction expansion
α = [a0, a1, a2, . . .] of α = θ/3.
Condition A. We have qm ≡ 0 (mod 3) and either qm−1 ≡ qm (mod 3) and am+1 = 1 or
qm−1 ≡ qm (mod 3) and am+1 ∈ {2,3} for all but finitely many m.
Condition B. We have am+1 = 3 and either qm ≡ (−1)m (mod 3) or qm ≡ (−1)m+1 (mod 3)
for all but finitely many m.
Note that Condition B is a special case of Condition A.
786 C. Baxa / Advances in Applied Mathematics 32 (2004) 754–790Theorem 23. Let θ be irrational such that α = θ/3 does not satisfy Condition B and let
(c0, c1, c2) ∈ C3. Set un := cj if [nθ ] ≡ j (mod 3) for j ∈ {0,1,2}. Then [0, u1, u2, . . .] is
transcendental.
Proof. Because of Corollary 18(1) and (2) and Lemma 22 we are done unless qm ≡ 0
(mod 3) and either qm−1 ≡ qm (mod 3) and am+1  4 or qm−1 ≡ qm (mod 3) and am+1  3
for all but finitely many m.
If qm−1 ≡ qm (mod 3) and am+1 = 2 then qm+1 = 2qm + qm−1 ≡ 0 (mod 3). If
qm−1 ≡ qm (mod 3) and am+1 = 1 then qm+1 = qm + qm−1 ≡ 0 (mod 3) for sufficiently
large m. Therefore, both can happen only finitely many times and we can restrict ourselves
to α such that qm ≡ 0 (mod 3) and either qm−1 ≡ qm (mod 3) and am+1 ∈ {1,3,4} or
qm−1 ≡ qm (mod 3) and am+1 ∈ {2,3} for all but finitely many m.
If α does not satisfy Condition A there exists an infinite set M of positive integers
such that qm−1 ≡ qm (mod 3) and am+1 ∈ {3,4} for m ∈ M. For such m we have
Case 2A at both 1/3 and 2/3. Let qm−1 ≡ qm ≡ j (mod 3) with j ∈ {1,2}. If m is
even then the conditions in Theorem 17 imply that α is good at 1 − j/3 but not good
at j/3 and (1/qm)n−qm(j/3) = 2/3 + 1/3[0, am, . . . , a1]. If m is odd then α is good at
j/3 but not good at 1 − j/3 and (1/qm)n+qm(1 − j/3) = 2/3 + 1/3[0, am, . . . , a1]. As[0, am, . . . , a1] [0,4,1,4,1, . . ., a1] and
lim
m∈M
(
1 + 2
3
+ 1
3
[0, am, . . . , a1] − 1
qm
)
 5
3
+ 1
3
[0,4,1] = 9 +
√
2
6
>
3
2
C(1)
the assertion follows from Corollary 11.
If α satisfies Condition A but does not satisfy Condition B there have to exist infinitely
many m such that either qm−1 ≡ qm (mod 3) and am+1 = 1 or qm−1 ≡ qm (mod 3)
and am+1 = 2. If am+1 = 2 then qm+1 = 2qm + qm−1 ≡ qm (mod 3) and therefore
am+2 = 1 (for sufficiently large m). This means that it suffices to prove our assertion
if qm−1 ≡ qm (mod 3) and am+1 = 1 for infinitely many m ∈ N ⊆ N. Let qm−1 ≡
qm ≡ j (mod 3) with j ∈ {1,2}. If m is even then we have Case 3B at j/3 and Case 2A
at 1 − j/3. Furthermore, α is not good at 1 − j/3 for m and (1/qm)n−qm(1 − j/3) =
1/3+2/3[0, am, . . . , a1]. If m is odd then we have Case 2A at j/3 and Case 3B at 1− j/3.
Again, α is not good at j/3 and (1/qm)n+qm(j/3) = 1/3 + 2/3[0, am, . . . , a1].
We claim that [0, am, . . . , a1]  [0,2,1,2,1, . . ., a1]. The congruence conditions for
qm of α that satisfy Condition A imply that am ∈ {1,3} ⇔ am+1 ∈ {2,3} and am = 2 ⇔
am+1 = 1 (for sufficiently large m). As am+1 = 1 we know that am = 2 which in turn
implies am−1 ∈ {1,3}. As we want to prove a lower bound we have to choose am−1 = 1.
From here we can proceed with induction until we hit the region of those finitely many
partial quotients that are excluded in Condition A.
Altogether we see that
lim
(
1 + 1
3
+ 2
3
[0, am, . . . , a1] − 1
q
)
 4
3
+ 2
3
[0,2,1] = 1 + 1√ .m∈N m 3
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have done so far. However, one can prove that limn→∞(1/n) logqn(ω) exists (where qn(ω)
denotes the denominator of the nth convergent of ω = [0, u1, u2, . . .]). Therefore, it suffices
to prove that there are sequences (ki)i1 and (li)i1 as in condition (4) of Corollary 11
such that limi→∞(1 + li/ki) > 3/2. As 1 + 1/
√
3 > 3/2 the above estimate is sufficient to
prove the transcendence of [0, u1, u2, . . .]. 
At the end of the proof of Theorem 23 we used that limn→∞(1/n) logqn(ω) exists.
Several results of this kind have been proved, e.g., by C. Faivre [5,6], H. Jager and P. Liardet
[8], and M. Queffélec [11]. We give a short proof of the result we employed above making
essential use of a result from uniform distribution.
Theorem 24. Let θ be irrational and (c0, . . . , cd−1) ∈ Cd . Set un := cj if [nθ ] ≡ j (mod d)
for 0 j  d − 1 and let ω := [0, u1, u2, . . .]. Then limn→∞(1/n) logqn(ω) exists.
Proof. Starting from the well-known identities
n+1∏
i=1
[ui, ui+1, . . . ] =
∣∣qn(ω) · ω −pn(ω)∣∣−1 = qn(ω) · [un+1, un+2, . . .] + qn−1(ω)
we easily deduce that (1/n)
∑n
i=1 log[ui, ui+1, . . .] = (1/n) logqn(ω) + O(1/n).
Therefore, limn→∞(1/n) logqn(ω) exists if and only if
lim
n→∞
1
n
n∑
i=1
log[ui, ui+1, . . .]
exists and their values are identical if they exist. Let s be a positive integer and j1, . . . , js ∈
{0, . . . , d − 1}. If (ui , . . . , ui+s−1) = (cj1, . . . , cjs ) for some i  1 then[
cj1, . . . , cjs−1, cjs +
1
2
(
1 + (−1)s)] [ui, ui+1, . . .]

[
cj1 , . . . , cjs−1, cjs +
1
2
(
1 + (−1)s+1)].
This implies that
d−1∑
j1=0
· · ·
d−1∑
js=0
1
n
· ∣∣{i ∣∣ 1 i  n, (ui, . . . , ui+s−1) = (cj1, . . . , cjs )}∣∣
× log
[
cj1 , . . . , cjs−1, cjs +
1
2
(
1 + (−1)s)]
 1
n
n∑
log[ui, ui+1, . . .]i=1
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d−1∑
j1=0
· · ·
d−1∑
js=0
1
n
· ∣∣{i ∣∣ 1 i  n, (ui, . . . , ui+s−1) = (cj1, . . . , cjs )}∣∣
× log
[
cj1 , . . . , cjs−1, cjs +
1
2
(
1 + (−1)s+1)]. (20)
Because of Lemma 12
{
i
∣∣ 1 i  n, (ui, . . . , ui+s−1) = (cj1, . . . , cjs )}
=
{
i
∣∣∣∣ 1 i  n, ({iα}, . . . ,{(i + s − 1)α}) ∈(j1d , j1 + 1d
)
× · · · ×
(
js
d
,
js + 1
d
)}
,
where α = θ/d . The sequence (iα, (i + 1)α, . . . , (i + s − 1)α)i1 is uniformly distributed
modulo 1 in Rs (see, e.g., [9, Chapter 1, Exercise 6.10]) and therefore,
lim
n→∞
1
n
· ∣∣{i ∣∣ 1 i  n, (ui , . . . , ui+s−1) = (cj1, . . . , cjs )}∣∣= 1ds .
Letting n → ∞ we derive
Us  lim
n→∞
1
n
n∑
i=1
log[ui, ui+1, . . .] lim
n→∞
1
n
n∑
i=1
log[ui, ui+1, . . .] Vs (21)
from (20) where
Us := 1
ds
d−1∑
j1=0
· · ·
d−1∑
js=0
log
[
cj1, . . . , cjs−1, cjs +
1
2
(
1 + (−1)s)]
and
Vs := 1
ds
d−1∑
j1=0
· · ·
d−1∑
js=0
log
[
cj1, . . . , cjs−1, cjs +
1
2
(
1 + (−1)s+1)].
It is not difficult to check that (Us)s1 is increasing, (Vs)s1 is decreasing and
lims→∞(Vs − Us) = 0. Together with (21) these facts imply the assertion and we see that
lim
n→∞
1
n
logqn(ω) = lim
s→∞
1
ds
d−1∑
j1=0
· · ·
d−1∑
js=0
log
[
cj1, . . . , cjs
]
. 
Remarks. (1) If we could not use the fact that limn→∞(1/n) logqn(ω) exists in the case
that α satisfies Condition A but not Condition B we could still prove transcendence for
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for all (c0, c1, c2) ∈ C˜3  C3 with
C˜3 :=
{
(c0, c1, c2) ∈ C3
∣∣∣∣ 3 logF+3 (b1,1/3;b2,1/3;b3,1/3)2 logF−3 (b1,1/3;b2,1/3;b3,1/3) < 1 + 1√3
}
,
where the positive integers b1 < b2 < b3 are defined via {b1, b2, b3} = {c0, c1, c2}. One can
check that we would have to exclude the following set of values:
C3 \ C˜3 =
{
(c0, c1, c2) ∈ C3
∣∣∣∣ b1 = 1, 2 b2  83, b2 < b3,
6 + 2√3
9
log
([1, b3] · [b3,1])− log([b3])
 log 1 +
√
5
2
+ 3 − 2
√
3
9
log
([b2])}

{
(c0, c1, c2) ∈ C3
∣∣∣∣ b1 = 1, 2 b2  83,
b2 < b3 <
1
2
(
1 + √5
2
)9+6√3(√
b22 + 4 − b2
)
− 1
}
.
Using MATHEMATICA it is easy to determine that this set has |C3 \ C˜3| = 3! × 36257 =
217542 elements. The bounds 2 b2  83 cannot be improved, i.e.,
{2,3, . . . ,83} = {b2  2 | There is a b3 > b2 such that (1, b2, b3) /∈ C˜3}.
Furthermore, we have (1, b, b+1) /∈ C˜3 for 3 b  83 and (1,2,4) /∈ C˜3 but (1,2,3) ∈ C˜3.
However, the upper bound
b3 <
1
2
(
1 + √5
2
)9+6√3(√
b22 + 4 − b2
)
− 1
is just a decent estimate.
(2) Analogous to the case d = 2 one can check that θ is equivalent to [0,3] if α satisfies
Condition B which justifies the description given at the end of the introduction.
(3) We do not give a proof for the remaining case of α that satisfy Condition B as it
is beyond the reach of the method as it has been developed above. (If one tries to use it
one is lead to a limit < 3/2 which is not good enough for our purposes.) Nevertheless, it is
possible to prove the transcendence of [0, u1, u2, . . .] in this case in a similar way [4], again
using W.M. Schmidt’s theorem [13]. A complementary modification of our method will be
sufficient to take care of this case. However, its development would require a considerable
amount of space and for this reason we have decided to present it elsewhere.
790 C. Baxa / Advances in Applied Mathematics 32 (2004) 754–790(4) We believe that our method should yield further interesting results for d  4 and
hope to return to the questions of Section 4 in a subsequent paper. It is probably too early
to compare Davison’s approach with ours. Yet, we believe that our method might require
more work but should also yield more detailed results.
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