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Abstract
In this paper, we present the formulas of different types (explicit and recursive) for the determinant,
other characteristic polynomial coefficients, adjugate, and inverses in real Clifford algebras over vector
space of arbitrary dimension n using only the operations of multiplication, summation, and operations of
conjugation without using the corresponding matrix representations. We use the methods of Clifford algebras
(including the method of quaternion typification suggested by the author in previous papers and the method
of operations of conjugation of special type presented in this paper) and the matrix methods (related to the
Cayley-Hamilton theorem, the Faddeev-LeVerrier algorithm, and the Bell polynomials), which we generalize
to the case of Clifford algebras in this paper. We present the construction of operations of conjugation of
special type and study relations between these operations and the projection operations onto fixed subspaces
of Clifford algebras. We use this construction in the analytical proof of the formulas for the determinant,
other characteristic polynomial coefficients, adjugate, and inverses in Clifford algebras.
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1. Introduction
The real Clifford algebras Cℓp,q are isomorphic to the matrix algebras over R, C, R ⊕ R, H, or H ⊕ H
depending on p − qmod 8. The advantage of Clifford algebras over matrix algebras is a more powerful
mathematical apparatus, which allows us to naturally realize different geometric structures and operations
(the exterior product, the left and right contractions, the grade structure), spin group, spinors, etc. At the
same time, the matrix methods are also useful for different purposes and applications. Therefore the problem
arises to transfer the matrix methods to the formalism of Clifford algebras. Note the papers [2, 7, 10, 13, 14].
The problem of the determinant and inverses in Clifford algebras (or geometric algebras) Cℓp,q, p+q = n,
is very important from the theoretical and practical points of view. The explicit (symbolic, basis-free)
formulas for inverses of Clifford algebras elements give us the explicit formulas for the solutions of linear
algebraic equations in Clifford algebras, which are used in different applications of Clifford algebras – in
physics, engineering, computer science, robotics, signal and image processing, etc.
Over the past years, several results were obtained on the problems of the determinant and inverses in
Clifford algebras. The basis-free formulas for the inverses of Clifford algebra elements for the cases n ≤ 5
were presented in [12, 5, 15, 8] using different methods. For the case n = 6, the explicit formula was presented
for the first time in [3]. In [9], it was presented how to obtain the algebraic expression for the inverse in
the case of arbitrary odd n, if we know the corresponding expression for the case of previous even n− 1. In
this paper, we generalize results to the case of arbitrary n using different techniques. We present the basis-
free formulas of different types (explicit and recursive) for the determinant, other characteristic polynomial
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coefficients, adjugate, and inverses in the case of arbitrary n using only the operations of multiplication,
summation, and operations of conjugation without using the corresponding matrix representations.
The paper is organized as follows.
In Section 2, we propose a new construction of [log2 n] + 1 operations of conjugation of special type in
Clifford algebras Cℓp,q, p+q = n. The standard fundamental operations (the grade involution, the reversion,
and their superposition, which is called the Clifford conjugation) are naturally included in this construction.
We realize all other 2n+1 operations of conjugations as linear combinations of superpositions of the proposed
m = [log2 n]+1 operations of conjugation △1, . . . , △m of special type. In some sense, the use of the proposed
[log2 n] + 1 operations of conjugations of special type is an alternative to the use of n + 1 grade-negation
operations (see the papers [5, 3, 8]). We study properties of the proposed operations and relations between
these operations and the operations of projection onto fixed subspaces of Clifford algebra, especially the
projection onto the subspace of grade 0 (scalar part of the element), which is related to the trace – one of
the invariants (characteristic polynomial coefficients) of the element.
In Section 3, we give algebraic proof of several formulas for functionals N(U) : Cℓp,q → Cℓ
0
p,q ≡ R of
special form in Clifford algebras over vector spaces of dimension n ≤ 6. We present some new formulas (for
n = 4, 5) and prove them analytically in this section. We prove that each of 92 formulas (20 formulas in
the form of doublets and 72 formulas in the form of triplets) obtained by computer calculations in [3] for
the case n = 6 is equal to one of the two formulas (41), (43) presented in this paper using only two or three
operations of conjugation. The main tools in presented analytical proofs are the properties of the operations
of conjugation of special type △1, . . . , △m proposed in this paper and the method of quaternion typification
in Clifford algebras proposed in the previous papers of the author [17, 19, 20].
In Section 4, we generalize the concept of characteristic polynomial coefficients (in particular, the trace
and the determinant) to the case of real Clifford algebras. We use matrix representations of minimal
dimensions of the complexified Clifford algebras C ⊗ Cℓp,q as the matrix representations (of non-minimal
dimension) of the corresponding real Clifford algebras Cℓp,q ⊂ C ⊗ Cℓp,q to do this. We give the explicit
formulas for the determinant, other characteristic polynomial coefficients, adjugate, and inverses in the
case of arbitrary n using only the operations of multiplication, summation, and operations of conjugation
without using the corresponding matrix representations. To obtain these results, we use the matrix methods
(related to the Faddeev-LeVerrier algorithm, the Cayley-Hamilton theorem, and the Bell polynomials) and
the methods of Clifford algebras (in particular, the properties of the proposed operations △1, . . . , △m). The
examples are given for the cases of small n.
2. Operations of conjugation of special type in Clifford algebras and their properties
Let us consider the real Clifford algebra (or the geometric algebra) Cℓp,q, p+ q = n, with the generators
ea, a = 1, . . . , n, and the identity element e. The generators satisfy the conditions
eaeb + ebea = 2ηabe, a, b = 1, . . . , n,
where η = ||ηab|| = diag(1, . . . , 1,−1, . . . ,−1) is the diagonal matrix with its first p entries equal to 1 and the
last q entries equal to −1 on the diagonal. We call the subspace of Cℓp,q of Clifford algebra elements, which
are linear combinations of the basis elements ea1...ak := ea1 · · · eak , a1 < a2 < · · · < ak, with multi-indices of
length k, the subspace of grade k and denote it by Cℓkp,q, k = 0, 1, . . . , n. Elements of grade 0 are identified
with scalars Cℓ0p,q ≡ R, e ≡ 1.
We denote the projection of an element U ∈ Cℓp,q onto the subspaces Cℓ
k
p,q by 〈U〉k (or sometimes by Uk
to simplify notation). The operations of projection are linear:
〈U + V 〉k = 〈U〉k + 〈V 〉k, 〈λU〉k = λ〈U〉k, λ ∈ R, U, V ∈ Cℓp,q. (1)
We denote the projection of U ∈ Cℓp,q onto the center of Clifford algebra
cen(Cℓp,q) =
{
Cℓ0p,q, if n is even,
Cℓ0p,q ⊕ Cℓ
n
p,q, if n is odd,
(2)
2
by 〈U〉cen. If n is even, then 〈U〉cen = 〈U〉0. If n is odd, then 〈U〉cen = 〈U〉0 + 〈U〉n.
Lemma 1. We have the following properties
〈UV 〉0 = 〈V U〉0, for an arbitrary n; (3)
〈UV 〉n = 〈V U〉n, for odd n. (4)
As a consequence, we get
〈UVW 〉0 = 〈VWU〉0 = 〈WUV 〉0, 〈T
−1UT 〉0 = 〈U〉0, for an arbitrary n; (5)
〈UVW 〉n = 〈VWU〉n = 〈WUV 〉n, 〈T
−1UT 〉n = 〈U〉n, for odd n, (6)
for all U, V,W ∈ Cℓp,q and T ∈ Cℓ
×
p,q, where Cℓ
×
p,q is the group of all invertible elements of Cℓp,q.
Proof. One can find the proof of the facts that 〈[U, V ]〉0 = 0 in the case of arbitrary n and 〈[U, V ]〉n = 0 in
the case of odd n for the commutator [U, V ] := UV − V U of two arbitrary elements, for example, in [16].
We get the invariance under cyclic permutations as a consequence of the previous properties. The similarity
invariance is a consequence of the invariance under cyclic permutations.
The operation 〈U〉0 is also called the scalar part of U ∈ Cℓp,q. This operation is related to the trace of
matrices (see Section 3, and note that the operation 〈 〉0 has the same properties (1), (3), (5) as the trace
of matrices).
We call any operation of the form
U →
n∑
k=0
λk〈U〉k, λk = ±1, U =
n∑
k=0
〈U〉k, 〈U〉k ∈ Cℓ
k
p,q, (7)
the operation of conjugation in Clifford algebra. The operations of conjugation commute with each other by
definition. The operation of conjugation is an involution: the square of each operation equals the identical
operation id (which is also an operation of conjugation with all λk equal to 1). In the theory of Clifford
algebras, there are three classical operations of conjugation: the grade involution (or the main involution) ˆ ,
the reversion ˜ , and the superposition of these two operations ˆ˜ , which is called the Clifford conjugation:
Uˆ =
n∑
k=0
(−1)k〈U〉k, U˜ =
n∑
k=0
(−1)
k(k−1)
2 〈U〉k,
˜ˆ
U =
n∑
k=0
(−1)
k(k+1)
2 〈U〉k, (8)
ÛV = Uˆ Vˆ , U˜V = V˜ U˜ ,
̂˜
UV = ˆ˜V ˆ˜U, ∀U, V ∈ Cℓp,q. (9)
We do not use separate notation for the Clifford conjugation in this paper and write the combination of
the two symbols ˆ and ˜ . The reversion and the Clifford conjugation are anti-involutions because they
satisfy (9).
Let us consider the following four subspaces of quaternion types r = 0, 1, 2, 3 in Cℓp,q (see [17, 19, 20]),
which are defined using the grade involution and the reversion:
Cℓrp,q =
⊕
k=rmod 4
Cℓkp,q = {U ∈ Cℓp,q : Uˆ = (−1)
rU, U˜ = (−1)
r(r−1)
2 U}, r = 0, 1, 2, 3. (10)
We denote the projection of an arbitrary element U ∈ Cℓp,q onto the subspace of quaternion type k by 〈U〉k,
k = 0, 1, 2, 3. Using the following four linear equations
U = 〈U〉0 + 〈U〉1 + 〈U〉2 + 〈U〉3, Uˆ = 〈U〉0 − 〈U〉1 + 〈U〉2 − 〈U〉3, (11)
U˜ = 〈U〉0 + 〈U〉1 − 〈U〉2 − 〈U〉3,
ˆ˜
U = 〈U〉0 − 〈U〉1 − 〈U〉2 + 〈U〉3,
3
we get
〈U〉0 =
1
4
(U + Uˆ + U˜ + ˆ˜U), 〈U〉1 =
1
4
(U − Uˆ + U˜ − ˆ˜U),
〈U〉2 =
1
4
(U + Uˆ − U˜ − ˆ˜U), 〈U〉3 =
1
4
(U − Uˆ − U˜ + ˆ˜U).
This means that the projection operations onto the subspaces of quaternion types k = 0, 1, 2, 3 are determined
by the operations id, ˜ , ˆ , and ˆ˜ . In Cℓp,q with n = p+q ≤ 3, we can similarly realize projection operations
onto the subspaces of fixed grades 〈U〉k = 〈U〉k, k = 0, 1, 2, 3, using only the operations (8) because the
concepts of grades and quaternion types are the same in these cases: Cℓkp,q = Cℓ
k
p,q, k = 0, 1, 2, 3.
1 If we want
to realize projection operations onto fixed grades k = 0, 1, . . . , n in the cases n ≥ 4, we need more operations
of conjugation. For example, in the case n = 4, we have Cℓ0p,q = Cℓ
0
p,q ⊕ Cℓ
4
p,q, 〈U〉0 = 〈U〉0 + 〈U〉4, and we
can not separately realize operations 〈U〉0 and 〈U〉4 using only the operations (8).
Let us consider the following2 operations of conjugation of special type △1, △2, . . . , △m, m := [log2 n]+1:
U△j =
n∑
k=0
(−1)C
2j−1
k 〈U〉k =
∑
k=0, ..., 2j−1−1mod2j
〈U〉k −
∑
k=2j−1, ..., 2j−1mod2j
〈U〉k, (12)
where Cik :=
(
k
i
)
= k!
i!(k−i)! is the binomial coefficient (for i > k, we have C
i
k = 0 by definition) and [log2 n]
is the integer part of log2 n. In the particular cases, we get
U△1 =
n∑
k=0
(−1)C
1
k〈U〉k =
n∑
k=0
(−1)k〈U〉k = Uˆ , n ≥ 1; (13)
U△2 =
n∑
k=0
(−1)C
2
k〈U〉k =
n∑
k=0
(−1)
k(k−1)
2 〈U〉k = U˜ , n ≥ 2; (14)
U△3 =
n∑
k=0
(−1)C
4
k〈U〉k =
∑
k=0,1,2,3mod8
〈U〉k −
∑
k=4,5,6,7mod 8
〈U〉k, n ≥ 4; (15)
U△4 =
n∑
k=0
(−1)C
8
k〈U〉k =
∑
k=0,1,...,7mod16
〈U〉k −
∑
k=8,9,...,15mod16
〈U〉k, n ≥ 8. (16)
We see that the first two operations coincide with the two classical operations – the grade involution △1= ˆ
and the reversion△2= ˜ . We denote the superposition of the operations △k and △l by △k△l. The definitions
of the operations (12) and their superpositions are illustrated in Table 1 (we put “+” if 〈U〉k → 〈U〉k under
the corresponding operation and put “−” if 〈U〉k → −〈U〉k under the corresponding operation for each
grade k = 0, 1, . . . , n). In the case n = 1, we can realize projection operations onto the subspaces of fixed
grades 0 and 1 using only the identity operation and the grade involution (because the 2× 2 matrix in the
upper left corner of Table 1 is invertible; we interpret “+” as 1 and “−” as −1 ). In the cases n = 2, 3, we
need also the operation ˜ (see the invertible 4 × 4 matrix in the upper left corner of Table 1; this matrix
corresponds to the system of equations (11)). In the cases n = 4, 5, 6, 7, we can do this using the first three
operations ˆ , ˜ , △3, and their superpositions (see the invertible 8 × 8 matrix in the upper left corner
of Table 1). In the cases n = 8, . . . , 15, we need also the fourth operation △4 (see the invertible 16 × 16
matrix, which corresponds to the whole Table 1), and so on. As we will see below, the explicit formulas
for the determinant, other characteristic polynomial coefficients, and inverses can be written using only the
presented here operations of conjugation. We use the notation △:=△3 further.
1As a consequence, the expressions for the determinant, other characteristic polynomial coefficients, and inverses can be
realized using only the three classical operations of conjugations (8) in the cases n ≤ 3 (see Sections 3 and 4).
2The equivalence of two definitions follows from the following fact: the binomial coefficient Ci
k
is odd if and only if there
are no 1 in the binary notation of the number i in the digits, in which there is 0 in the binary notation of the number k.
4
grade k 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
id + + + + + + + + + + + + + + + +
△1 = ˆ + − + − + − + − + − + − + − + −
△2 = ˜ + + − − + + − − + + − − + + − −
△1△2 + − − + + − − + + − − + + − − +
△3 + + + + − − − − + + + + − − − −
△1△3 + − + − − + − + + − + − − + − +
△2△3 + + − − − − + + + + − − − − + +
△1△2△3 + − − + − + + − + − − + − + + −
△4 + + + + + + + + − − − − − − − −
△1△4 + − + − + − + − − + − + − + − +
△2△4 + + − − + + − − − − + + − − + +
△1△2△4 + − − + + − − + − + + − − + + −
△3△4 + + + + − − − − − − − − + + + +
△1△3△4 + − + − − + − + − + − + + − + −
△2△3△4 + + − − − − + + − − + + + + − −
△1△2△3△4 + − − + − + + − − + + − + − − +
Table 1: The identity operation id and the operation △1 for n ≤ 1; the operations id, △1, △2, △1△2 for n ≤ 3; the operations
△1, △2, △3 and their superpositions for n ≤ 7; the operations △1, △2, △3, △4 and their superpositions for n ≤ 15. The table
can be continued.
In the following theorem, we give the explicit formulas for the operation 〈 〉0 using only the operations
△1, . . . , △m and their superpositions. Different explicit formulas for the projection onto the subspace
of grade 0 correspond to different explicit formulas for the trace, determinant, and other characteristic
polynomial coefficients of the Clifford algebra elements (see Section 4).
Theorem 1. We can realize the operation 〈 〉0 using the operations △1, △2, . . .△m in the following form:
〈U〉0 =
1
2m
(U + U△1 + U△2 + · · ·+ U△1...△m), m = [log2 n] + 1, (17)
in particular,
〈U〉0 =
1
2
(U + Uˆ), n = 1; (18)
〈U〉0 =
1
4
(U + Uˆ + U˜ + ˆ˜U), n = 2, 3; (19)
〈U〉0 =
1
8
(U + Uˆ + U˜ + ˆ˜U + U△ + Uˆ△ + U˜△ + ˆ˜U
△
), n = 4, 5, 6, 7. (20)
In some cases, the operation 〈 〉0 can be realized in the following simpler form:
〈U〉0 =
1
2
(U + ˆ˜U) =
1
2
(Uˆ + U˜), n = 2; (21)
〈U〉0 =
1
4
(U + ˆ˜U + Uˆ△ + U˜△) =
1
4
(Uˆ + U˜ + U△ + ˆ˜U
△
), n = 4, 5, 6; (22)
〈U〉0 =
1
4
(U + Uˆ + U˜△ + ˆ˜U
△
) =
1
4
(U˜ + ˆ˜U + U△ + Uˆ△), n = 4, 5; (23)
〈U〉0 =
1
4
(U + U˜ + Uˆ△ + ˆ˜U
△
) =
1
4
(Uˆ + ˆ˜U + U△ + U˜△), n = 4. (24)
The same expressions coincide with the projection onto the center cen(Cℓp,q) in the cases:
〈U〉cen = 〈U〉0 + 〈U〉n =
1
2
(U + ˆ˜U) =
1
2
(Uˆ + U˜), n = 3; (25)
5
〈U〉cen = 〈U〉0 + 〈U〉n =
1
4
(U + ˆ˜U + Uˆ△ + U˜△) =
1
4
(Uˆ + U˜ + U△ + ˆ˜U
△
), n = 7; (26)
〈U〉cen = 〈U〉0 + 〈U〉n =
1
4
(U + U˜ + Uˆ△ + ˆ˜U
△
) =
1
4
(Uˆ + ˆ˜U + U△ + U˜△), n = 5. (27)
Proof. We get the formula (17) using the following fact. We have the same number of pluses and minuses
in each column, except the first one, of each of the considered square matrices (of dimension 2, 4, 8, 16, . . . ,
2[log2 n]+1) in the upper left corner of Table 1. This can be proved by induction: this is true for the first
matrix of dimension 2; each of the considered square matrices is equal to the block-diagonal matrix(
A A
A −A
)
,
where A is the previous square matrix (by the definition of the operations △1, . . . , △m). We get all other
formulas for 〈 〉0 and 〈 〉cen using the definitions of the operations △j , j = 1, . . . ,m in the particular cases
n ≤ 7.
Note that for fixed n, there are 2n+1 different operations of conjugation (7). The grade-negation opera-
tions
Uk := U − 2〈U〉k, k = 0, 1, . . . , n,
which are used in [5, 3, 8, 9], are the particular cases of the operations of conjugation (7). We can consider
n + 1 grade-negation operations and realize the other operations of conjugation as superpositions of these
operations. Alternatively, we can consider m = [log2 n] + 1 (which is less than n + 1) operations of conju-
gation of special type △1, . . . , △m and realize the other operations of conjugation as linear combinations of
superpositions of these operations (for example, we have different realization of the operation of conjugation
(30) using the operations △1, . . . ,△m, see Lemma 2)
3.
Note that for the operations △j , j = 3, 4, . . . (we call them additional operations of conjugation), we
have (UV )△j 6= U△jV △j and (UV )△j 6= V △jU△j in the general case. Let us present the following nontrivial
properties of the operation △:=△3. We use these properties in Sections 3 and 4 of this paper.
Theorem 2. We have
U(U˜ Uˆ)△ = (Uˆ U˜)△U, Uˆ( ˆ˜UU)△ = (U ˆ˜U)△Uˆ , U˜(U ˆ˜U)△ = ( ˆ˜UU)△U˜ , ˆ˜U(Uˆ U˜)△ = (U˜ Uˆ)△ ˆ˜U, n ≤ 7; (28)
U( ˆ˜UUˆ)△ = (Uˆ ˆ˜U)△U, Uˆ(U˜U)△ = (UU˜)△Uˆ , U˜(Uˆ ˆ˜U)△ = ( ˆ˜UUˆ)△U˜ , ˆ˜U(UU˜)△ = (U˜U)△ ˆ˜U, n ≤ 5. (29)
Proof. In the cases n ≤ 6, using (22), (17) and substituting V = ˆ˜U , we get
1
4
(UV +
̂˜
UV + (ÛV )△ + (U˜V )△) = 〈UV 〉0 = 〈V U〉0 =
1
4
(V U +
̂˜
V U + (V̂ U)△ + (V˜ U)△) ∈ Cℓ0p,q,
U
ˆ˜
U + U ˆ˜U + (Uˆ U˜)△ + (Uˆ U˜)△ = ˆ˜UU + ˆ˜UU + (U˜ Uˆ)△ + (U˜ Uˆ)△ ∈ Cℓ0p,q.
The expressions on the left side and on the right side are scalars. We can multiply the left side by U on
the right and the right side by U on the left and get (Uˆ U˜)△U = U(U˜ Uˆ)△. Taking the grade involution, the
reversion, or superposition of these two operations, we obtain the other formulas (28). We get the same in
the case n = 7 using (26) and the property 〈UV 〉cen = 〈V U〉cen.
In the cases n ≤ 4, using (24), (17) and substituting V = U˜ , we get
1
4
(UV + U˜V + (ÛV )△ + (
̂˜
UV )△) = 〈UV 〉0 = 〈V U〉0 =
1
4
(V U + V˜ U + (V̂ U)△ + (
̂˜
V U)△) ∈ Cℓ0p,q,
UU˜ + UU˜ + (Uˆ ˆ˜U)△ + (Uˆ ˆ˜U)△ = U˜U + U˜U + ( ˆ˜UUˆ)△ + ( ˆ˜UUˆ)△ ∈ Cℓ0p,q.
3It can be proved that all operations 〈U〉k , k = 1, . . . , n (similarly to the case of the operation 〈U〉0, see Theorem 1) can
be realized as linear combinations of the operations id, △1, . . . , △m, △1△2, . . . , △1 · · · △m. As a consequence, we get that all
operations of conjugation (7) can be realized as linear combinations of the operations id, △1, . . . , △m, △1△2, . . . , △1 · · · △m.
We do not use this fact in this paper.
6
Multiplying the left side by U on the right and the left side by U on the left, we get (Uˆ ˆ˜U)△U = U( ˆ˜UUˆ)△.
Taking the grade involution, the reversion, or superposition of these two operations, we obtain the other
formulas (29). We get the same in the case n = 5 using (27) and the property 〈UV 〉cen = 〈V U〉cen.
Let us consider one else operation of conjugation that will be useful for the purposes of this paper:
U := 〈U〉0 −
n∑
k=1
〈U〉k, U ∈ Cℓp,q. (30)
We denote this operation by “ ¯ ” because this operation is the analogue of the complex conjugation in
the case Cℓ0,1 ∼= C (and coincides with the grade involution U = Uˆ) and is the analogue of the quaternion
conjugation in the case Cℓ0,2 ∼= H (and coincides with the Clifford conjugation U =
ˆ˜
U)4.
Lemma 2. We can realize the operation ¯ using the operations △1, △2, . . .△m in the following form:
U =
1
2m−1
((1− 2m−1)U + U△1 + U△2 + · · ·+ U△1...△m), m = [log2 n] + 1,
in particular,
U = Uˆ , n = 1; (31)
U =
1
2
(Uˆ + U˜ + ˆ˜U − U), n = 2, 3; (32)
U =
1
4
(Uˆ + U˜ + ˆ˜U + U△ + Uˆ△ + U˜△ + ˆ˜U
△
− 3U), n = 4, 5, 6, 7. (33)
In some cases, the operation ¯ can be realized in the following simpler form:
U =
˜ˆ
U, n = 2; (34)
U =
1
2
(Uˆ△ + U˜△ + ˆ˜U − U), n = 4, 5, 6; (35)
U =
1
2
(Uˆ + U˜△ + ˆ˜U
△
− U), n = 4, 5; (36)
U =
1
2
(Uˆ△ + U˜ + ˆ˜U
△
− U), n = 4. (37)
Proof. We use U = 2〈U〉0−U and different realizations of the operation 〈 〉0 from Theorem 1. For example,
using (17), we get
U = 〈U〉0 −
n∑
k=1
〈U〉k = 2〈U〉0 − U =
1
2m−1
(U + U△1 + U△2 + · · ·+ U△1...△m)− U
=
1
2m−1
((1− 2m−1)U + U△1 + U△2 + · · ·+ U△1...△m)
for 2m−1 − 1 < n ≤ 2m − 1. We obtain the other formulas analogously.
The operation ¯ has the following property in the case of arbitrary n.
Lemma 3. We have
UV U = UV U, ∀U, V ∈ Cℓp,q. (38)
In the particular case, UU = UU , ∀U ∈ Cℓp,q.
4Note that some authors [11] denote by “ ¯ ” the operation of Clifford conjugation. We denote the Clifford conjugation by
two symbols “ ˜ˆ ” in this paper so that there is no confusion.
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Proof. We have
UV + UV
2
= 〈UV 〉0 = 〈V U〉0 =
V U + V U
2
.
The expressions on the left side and on the right side are scalars. Multiplying the left side by 2U on the
right and the right side by 2U on the left, we get UV U = UV U . Substituting V = e, we get UU = UU .
3. Functionals of special form and inverses in Cℓp,q with n = p+ q ≤ 6
Let us call an arbitrary function N(U) : Cℓp,q → Cℓ
0
p,q ≡ R with values in the subspace of grade 0 a
functional5 in Clifford algebra (note that it can be non-linear). We are mainly interested in functionals of
the special form N(U) = UF (U), where the non-trivial function F (U) : Cℓp,q → Cℓp,q contains only the
operations of summation, multiplication, and the operations of conjugation (7). Such functionals give us the
explicit formulas for the inverse of the Clifford algebra element U−1 = F (U)
N(U) , where we identify elements of
grade 0 with scalars Cℓ0p,q ≡ R, e ≡ 1. Note that N(U) = UF (U) = F (U)U because the left inverse coincides
with the right inverse in Clifford algebras. In Section 4, we show that all considered in this section functionals
N(U) coincide with the determinant Det(U) of the Clifford algebra element U ∈ Cℓp,q (generalization of the
concept of the determinant of matrices) and the corresponding functions F (U) coincide with the adjugate
Adj(U) of the Clifford algebra element U .
Below we present the explicit expressions for functionals of special form in the cases n ≤ 6. The formulas
for the cases n = 1, 2, 3 are known. The presented new formulas for the cases n = 4, 5, 6 use standard
operations of conjugation ˆ , ˜ and only one additional operation △ (they do not use grade-negation
operations, compare with the known formulas for the cases n = 4, 5, 6 in the papers [5, 12, 15, 8, 3]). We
give the analytical proof of all formulas using the properties of the additional operation of conjugation △
(see the previous section) and the method of quaternion typification. We do not use the exterior product,
the left and right contractions (see [5, 8, 12]) in our considerations.
One of the key points of the method of quaternion typification (see [17, 19, 20]) is that the Clifford
algebra Cℓp,q is a Z2 × Z2-graded algebra w.r.t. the four subspaces (10) and the operations of commutator
[U, V ] = UV − V U and anticommutator {U, V } = UV + V U :
[Cℓkp,q, Cℓ
k
p,q] ⊂ Cℓ
2
p,q, [Cℓ
k
p,q, Cℓ
2
p,q] ⊂ Cℓ
k
p,q, k = 0, 1, 2, 3,
[Cℓ0p,q, Cℓ
1
p,q] ⊂ Cℓ
3
p,q, [Cℓ
0
p,q, Cℓ
3
p,q] ⊂ Cℓ
1
p,q, [Cℓ
1
p,q, Cℓ
3
p,q] ⊂ Cℓ
0
p,q; (39)
{Cℓkp,q, Cℓ
k
p,q} ⊂ Cℓ
0
p,q, {Cℓ
k
p,q, Cℓ
0
p,q} ⊂ Cℓ
k
p,q, k = 0, 1, 2, 3,
{Cℓ1p,q, Cℓ
2
p,q} ⊂ Cℓ
3
p,q, {Cℓ
2
p,q, Cℓ
3
p,q} ⊂ Cℓ
1
p,q, {Cℓ
3
p,q, Cℓ
1
p,q} ⊂ Cℓ
2
p,q.
As a particular case, we have U2 = 12{U,U} ∈ Cℓ
0
p,q for arbitrary U ∈ Cℓ
k
p,q, k = 0, 1, 2, 3. Also we use some
other simple facts on grades of different expressions in Clifford algebras, see [16]. For example, the product
of two elements of grades k and l, k ≥ l, is the sum of elements of grades k − l, k − l + 2, . . . , k + l.
Lemma 4. For an arbitrary Clifford algebra element U ∈ Cℓp,q, we have
UU˜ ∈ Cℓ0p,q ⊕ Cℓ
1
p,q, U˜U ∈ Cℓ
0
p,q ⊕ Cℓ
1
p,q, U
ˆ˜
U ∈ Cℓ0p,q ⊕ Cℓ
3
p,q,
ˆ˜
UU ∈ Cℓ0p,q ⊕ Cℓ
3
p,q.
Proof. Using (9), we get
U˜ U˜ = ˜˜UU˜ = UU˜, ˜˜UU = U˜ ˜˜U = U˜U, ̂˜U ˆ˜U = ˆˆ˜U˜ ˆ˜U = U ˆ˜U, ̂˜ˆ˜UU = ˆ˜U ˆˆ˜U˜ = ˆ˜UU.
This means that the considered expressions do not change under the reversion or under the Clifford conju-
gation and belong to the corresponding subspaces of quaternion types by the definition (10).
5In the literature [5, 3, 8, 12], such expressions or special cases of such expressions are also called norms in Clifford algebras,
norm functions, determinant norms, scalars, etc.
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Note that in the case of arbitrary n, there exist functionals N : Cℓp,q → Cℓ
0
p,q of the special form
N(U) = UF (U), where nontrivial function F (U) contains only the operations of multiplication, summation,
and m = [log2 n] + 1 operations of conjugation △1, △2, . . . , △m. In Theorem 3, we give the explicit form
of these functionals for the cases n ≤ 5 (and the operation of summation is not needed in these cases). In
Lemma 5, we give the explicit form of N(U) for the case n = 6. For the cases n ≥ 7, the existence of such
functionals (which equal Det(U)) follows from the results of Section 4. The method of construction of such
functionals (and explicit formulas) in the case of arbitrary n is also given in Section 4.
Let us use the following notation for the expressions H := UU˜ and J := U ˆ˜U . We omit the brackets
Uk := 〈U〉k ∈ Cℓ
k
p,q to simplify notations for the projection operations onto subspaces of fixed grades in this
section. For example, 〈UU˜〉0 is denoted by H0.
In the following theorem, we use the operation △ (see the details in Section 2)
U△ := U△3 = U0 + U1 + U2 + U3 − U4 − U5 − U6 − U7 + U8 + · · ·
Theorem 3. For the cases n ≤ 5, there exist the following functionals N : Cℓp,q → Cℓ
0
p,q:
N(U) := UUˆ = UˆU, n = 1;
N(U) := U ˆ˜U = ˆ˜UU = Uˆ U˜ = U˜ Uˆ , n = 2;
N(U) := UU˜Uˆ ˆ˜U = U ˆ˜UUˆU˜ = UUˆU˜ ˆ˜U = U ˆ˜UU˜Uˆ = Uˆ U˜U ˆ˜U = Uˆ U˜ ˆ˜UU = UˆU ˆ˜UU˜ = Uˆ ˆ˜UUU˜
= U˜ UˆU ˆ˜U = U˜ Uˆ ˆ˜UU = U˜U ˆ˜UUˆ = U˜ ˆ˜UUUˆ = ˆ˜UUUˆU˜ = ˆ˜UUU˜Uˆ = ˆ˜UUˆU˜U = ˆ˜UU˜UˆU, n = 3;
N(U) := UU˜(Uˆ ˆ˜U)△ = U ˆ˜U(Uˆ U˜)△ = U˜(Uˆ ˆ˜U)△U = ˆ˜U(Uˆ U˜)△U = (Uˆ
˜ˆ
U)△UU˜ = (Uˆ U˜)△U ˆ˜U
= Uˆ ˆ˜U(UU˜)△ = ˆ˜U(UU˜)△Uˆ = (UU˜)△Uˆ ˆ˜U = Uˆ U˜(U ˆ˜U)△ = (U ˆ˜U)△UˆU˜ = U˜(U ˆ˜U)△Uˆ
= U( ˆ˜UUˆ)△U˜ = U(U˜ Uˆ)△ ˆ˜U = ( ˆ˜UUˆ)△U˜U = (U˜ Uˆ)△ ˆ˜UU = U˜U( ˆ˜UUˆ)△ = ˆ˜UU(U˜Uˆ)△
= Uˆ(U˜U)△ ˆ˜U = (U˜U)△ ˆ˜UUˆ = ˆ˜UUˆ(U˜U)△ = Uˆ( ˆ˜UU)△U˜ = ( ˆ˜UU)△U˜Uˆ = U˜ Uˆ( ˆ˜UU)△, n = 4;
N(U) := UU˜(Uˆ ˆ˜U)△(UU˜(Uˆ ˆ˜U)△)△ = U ˆ˜UUˆU˜(Uˆ U˜U ˆ˜U)△, 6 n = 5.
As a consequence, if N(U) 6= 0, then there exists U−1 with the following explicit form
U−1 =
F (U)
N(U)
, F (U) :=


Uˆ , if n = 1,
ˆ˜
U, if n = 2,
U˜ Uˆ
ˆ˜
U = Uˆ U˜ ˆ˜U = ˆ˜UUˆU˜ = ˆ˜UU˜Uˆ , if n = 3,
U˜(Uˆ ˆ˜U)△ = ˆ˜U(Uˆ U˜)△ = ( ˆ˜UUˆ)△U˜ = (U˜ Uˆ)△ ˆ˜U, if n = 4,
U˜(Uˆ ˆ˜U)△(UU˜(Uˆ ˆ˜U)△)△ = ˆ˜UUˆU˜(Uˆ U˜U ˆ˜U)△, 7 if n = 5.
(40)
Proof. In the case n = 1, we have UUˆ = U ˆ˜U ∈ Cℓ0p,q ⊕ Cℓ
3
p,q = Cℓ
0
p,q by Lemma 4. We have UUˆ = UˆU
because the left inverse coincides with the right inverse.
In the case n = 2, we have analogously U ˆ˜U ∈ Cℓ0p,q ⊕ Cℓ
3
p,q = Cℓ
0
p,q by Lemma 4. Taking the grade
involution, we get Û ˆ˜U = Uˆ U˜ .
6And more than 400 other formulas obtained from the presented here two formulas: we can take the reversion, the grade
involution, or the Clifford conjugation of the scalar N(U); we can do cyclic permutations of multipliers in the obtained products
because the left inverse equals to the right inverse; we can use the properties of the operation △ (28) and (29); also we can use
N(U) = N(Uˆ) = N(U˜ ) because of the results of Section 4. We do not present all these formulas here because of their large
number.
7And other formulas for F (U) in the case n = 5 because of the large number of different formulas for N(U), see above.
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In the case n = 3, the expression Uˆ U˜ is invariant under the Clifford conjugation
̂ˆ˜
UU˜ = Uˆ U˜ (we use the
properties (9)), thus it lies in Cℓ0p,q ⊕ Cℓ
3
p,q = Cℓ
0
p,q ⊕ Cℓ
3
p,q = cen(Cℓp,q), thus UUˆU˜
˜ˆ
U = U
˜ˆ
UUˆU˜ . Using (9), we
conclude that this expression is invariant under the reversion and the Clifford conjugation
˜
U
˜ˆ
UUˆU˜ = U
˜ˆ
UUˆU˜,
̂˜
UUˆU˜
˜ˆ
U = UUˆU˜
˜ˆ
U,
thus it lies in Cℓ0p,q by (10), which coincides with Cℓ
0
p,q.
8 We obtain all other formulas for this case using
UˆU˜ = U˜ Uˆ ∈ Cℓ0p,q ⊕ Cℓ
3
p,q = cen(Cℓp,q) and U
ˆ˜
U =
˜ˆ
UU˜ =
˜˜
UUˆ = ˆ˜UU ∈ cen(Cℓp,q).
In the case n = 4, using Lemma 4 and (39) we have
UU˜(Uˆ ˆ˜U)△ = HHˆ△ = (H0 +H1 +H4)(H0 −H1 −H4)
= (H0)
2 − (H1)
2 − (H4)
2 + [H0, H1 +H4]− {H1, H4} = (H0)
2 − (H1)
2 − (H4)
2 ∈ Cℓ0p,q,
where {H1, H4} = 0 because e123...n anticommutes with odd elements in the case of even n. We obtain the
second formula using
U
ˆ˜
U(Uˆ U˜)△ = JJˆ△ = (J0 + J3 + J4)(J0 − J3 − J4)
= (J0)
2 − (J3)
2 − (J4)
2 + [J0, J3 + J4]− {J3, J4} = (J0)
2 − (J3)
2 − (J4)
2 ∈ Cℓ0p,q,
where (J3)
2 ∈ Cℓ0p,q because J3 = e1234W1 for some element W1 ∈ Cℓ
1
p,q. We get the other formulas by taking
the reversion, the grade involution, or the Clifford conjugation of the scalar N(U), doing cyclic permutations
of multipliers in the obtained products (we can do this because the left inverse equals to the right inverse),
and using the properties (28) and (29).
In the case n = 5, we have
Y := UU˜(Uˆ ˆ˜U)△ = HHˆ△ = (H0 +H1 +H4 +H5)(H0 −H1 −H4 +H5)
= (H0)
2 − (H1)
2 − (H4)
2 + (H5)
2 + [H0, H1 +H4] + {H0, H5} − {H1, H4}+ [H1 +H4, H5]
= (H0)
2 − (H1)
2 − (H4)
2 + (H5)
2 + 2H0H5 − {H1, H4} ∈ Cℓ
0
p,q ⊕ Cℓ
5
p,q,
where {H1, H4} ∈ Cℓ
5
p,q, because it lies in Cℓ
1
p,q by (39) and the grade can be only 3 and 5. Finally,
Y Y △ = (Y0 + Y5)(Y0 − Y5) = (Y0)
2 − (Y5)
2 + [Y0, Y5] = (Y0)
2 − (Y5)
2 ∈ Cℓ0p,q.
We obtain the second formula using
Z := U ˆ˜UUˆU˜ = JJˆ = (J0 + J3 + J4)(J0 − J3 + J4) = (J0)
2 − (J3)
2 + (J4)
2 + [J0, J3] + {J0, J4}+ [J3, J4]
= (J0)
2 − (J3)
2 + (J4)
2 + 2J0J4 + [J3, J4] ∈ Cℓ
0
p,q ⊕ Cℓ
1
p,q ⊕ Cℓ
4
p,q,
because (J3)
2 = 12{J3, J3} ∈ Cℓ
0
p,q = Cℓ
0
p,q ⊕ Cℓ
4
p,q and [J3, J4] ∈ Cℓ
1
p,q by (39). Finally,
ZZˆ△ = (Z0 + Z1 + Z4)(Z0 − Z1 − Z4) = (Z0)
2 − (Z1)
2 − (Z4)
2 + [Z0, Z1 + Z4]− {Z1, Z4}
= (Z0)
2 − (Z1)
2 − (Z4)
2 ∈ Cℓ0p,q, where
{Z1, Z4} = {[J3, J4], 2J0J4 − 〈(J3)
2〉4} = 2J0{[J3, J4], J4} − {[J3, J4], 〈(J3)
2〉4} = 0,
because {[J3, J4], J4} = [J3, J
2
4 ] = 0, J
2
4 ∈ Cℓ
0
p,q, and
{[J3, J4], 〈(J3)
2〉4} = 〈{[J3, J4], 〈(J3)
2〉4}〉5 = 2〈J4[J3, 〈(J3)
2〉4]〉5 = 2〈J4[J3, (J3)
2 − 〈(J3)
2〉0]〉5 = 0,
8Let us give alternative proof: UU˜Uˆ ˆ˜U = HHˆ = (H0 +H1)(H0 −H1) = (H0)2 + [H0,H1]− (H1)2 = (H0)2 − (H1)2 ∈ Cℓ0p,q.
One else alternative proof: U ˆ˜UUˆU˜ = JJ˜ = (J0 + J3)(J0 − J3) = (J0)2 + [J0, J3]− (J3)2 = (J0)2 − (J3)2 ∈ Cℓ0p,q .
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where we used 〈UV 〉n = 〈V U〉n for odd n (see Lemma 1). We get the other formulas by taking the reversion,
the grade involution, or the Clifford conjugation of the scalar N(U), doing cyclic permutations of multipliers
in the obtained products, and using the properties (28) and (29).
In [3], there are 92 formulas (20 formulas in the form of doublets and 72 formulas in the form of
triplets, see Tables 4 and 5 in [3]) for the determinant in the case n = 6. They were obtained by computer
calculations. Let us present an analytical proof that all these formulas are equal to (41), where we use only
three operations of conjugation ˆ , ˜ , △, or (43), where we use two operations ˜ and ¯ .
Lemma 5. For n = 6, there exists the following functional N : Cℓp,q → Cℓ
0
p,q:
N(U) =
1
3
(A+ 2B),
where
A = HHˆ(HˆH)△, B = H(Hˆ△(Hˆ△H△)△)△ = H((H△Hˆ△)△Hˆ△)△, H = UU˜.
Substituting A, B, and H, we get
N(U) =
1
3
UU˜Uˆ
ˆ˜
U(Uˆ ˆ˜UUU˜)△ +
2
3
UU˜((Uˆ ˆ˜U)△((Uˆ ˆ˜U)△(UU˜)△)△)△, (41)
If N(U) 6= 0, then there exists
U−1 =
1
N(U)
(
1
3
U˜ Uˆ
ˆ˜
U(Uˆ ˆ˜UUU˜)△ +
2
3
U˜((Uˆ ˆ˜U)△((Uˆ ˆ˜U)△(UU˜)△)△)△). (42)
Proof. We use the formula from [3], which is obtained by computer calculations:
1
3
HH1,5(H1,5H)4 +
2
3
H(H4,5(H4,5H1,4)4)1,4 ∈ Cℓ
0
p,q, H = UU˜,
where we denote grade-negation operations by9 Uk := U −2〈U〉k and Uk,l := U −2〈U〉k−2〈U〉l. By Lemma
4, we get H = H˜ ∈ Cℓ0p,q ⊕ Cℓ
1
p,q = Cℓ
0
p,q ⊕ Cℓ
1
p,q ⊕ Cℓ
4
p,q ⊕ Cℓ
5
p,q. Thus
H4,5 = H
△, H1,4 = Hˆ
△, H1,5 = Hˆ.
Using (9) and (10), we get
̂˜
HHˆ = H˜ ˆ˜H = HHˆ,
̂˜
H△Hˆ△ = H˜△ ˆ˜H
△
= H△Hˆ△,
HHˆ, H△Hˆ△ ∈ Cℓ0p,q ⊕ Cℓ
3
p,q = Cℓ
0
p,q ⊕ Cℓ
3
p,q ⊕ Cℓ
4
p,q, (HHˆ)4 = (HHˆ)
△, (H△Hˆ△)4 = (H
△Hˆ△)△.
Using Lemma 4, the properties (9), (28), and (10), we get
˜
H(HHˆ)△ = (HˆH)△H = H(HHˆ)△, ˜(H△(H△Hˆ△)△) = (Hˆ△H△)△H△ = H△(H△Hˆ△)△,
H(HHˆ)△, H△(H△Hˆ△)△ ∈ Cℓ0p,q ⊕ Cℓ
1
p,q = Cℓ
0
p,q ⊕ Cℓ
1
p,q ⊕ Cℓ
4
p,q ⊕ Cℓ
5
p,q,
(H(HHˆ)△)1,5 =
̂(H(HHˆ)△), (H△(H△Hˆ△)△)1,5 =
̂(H△(H△Hˆ△)△).
Finally, we obtain (41).
9In this paper, we denote the grade-negation operations by k (not by k as in [3]) to avoid confusion with the notation of
quaternion types.
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Lemma 6. For n = 6, there exists the following functional N : Cℓp,q → Cℓ
0
p,q:
N(U) =
1
3
(C + 2D),
where
C = HH(HH), D = H(H¯(H¯H¯)) = H((H¯H¯)H¯), H = UU˜.
Substituting C, D, and H, we get
N(U) =
1
3
UU˜UU˜UU˜UU˜ +
2
3
UU˜((UU˜)(UU˜ UU˜)). (43)
If N(U) 6= 0, then there exists
U−1 =
1
N(U)
(
1
3
U˜UU˜UU˜UU˜ +
2
3
U˜((UU˜)(UU˜ UU˜))). (44)
Proof. We use the other formula from [3], which is obtained by computer calculations:
1
3
HH(HH)1,4,5 +
2
3
H(H1,4,5(H1,4,5H1,4,5)1,4,5)1,4,5 ∈ Cℓ
0
p,q, H := UU˜.
Since H ∈ Cℓ0p,q ⊕ Cℓ
1
p,q = Cℓ
0
p,q ⊕ Cℓ
1
p,q ⊕ Cℓ
4
p,q ⊕ Cℓ
5
p,q, we have H1,4,5 = H. Since
H˜ = H, H˜H = HH, ˜¯HH¯ = H¯H¯,
we have
HH, H¯H¯ ∈ Cℓ0p,q ⊕ Cℓ
1
p,q = Cℓ
0
p,q ⊕ Cℓ
1
p,q ⊕ Cℓ
4
p,q ⊕ Cℓ
5
p,q, (H
2)1,4,5 = H2, (H¯H¯)1,4,5 = H¯H¯.
Using Lemma 3, we get
˜
(H¯(H¯H¯)) = (H¯H¯)H¯ = H¯(H¯H¯),
H¯(H¯H¯) ∈ Cℓ0p,q ⊕ Cℓ
1
p,q = Cℓ
0
p,q ⊕ Cℓ
1
p,q ⊕ Cℓ
4
p,q ⊕ Cℓ
5
p,q, (H¯(H¯H¯))1,4,5 = (H¯(H¯H¯)).
The other formulas from [3] (with doublets and triplets) coincide with (41) or (43) because of the
properties of the grade involution (9), the properties of the operation △ (28), and the properties of the
operation ¯ (see Lemma 3). For example,
1
3
H(H4(H4H4)1,4,5)4 +
1
3
H((H4H4)4H1,4,5)1,4,5 +
1
3
HH(HH)1,4,5
=
1
3
H
̂
(Hˆ(Hˆ Hˆ)) +
1
3
H(
̂
(Hˆ Hˆ)H) +
1
3
HH(HH) =
1
3
HH(HH) +
2
3
H(H¯(H¯H¯)).
From the computer calculations [3], it follows that the expressions (41) and (43) coincide too. In our
terms, this means that if we represent the operation ¯ in (43) as a linear combination of the other operations
of conjugation using (35), then (43) should coincide with (41). However it is difficult to give analytical proof
of this fact because of cumbersomeness of the calculations and nontrivial properties of the operations △
and ¯ .
Note that in the cases of n ≤ 5, the formulas from Theorem 3 can be rewritten in the following form
using the operation ¯ instead of the operation △:
N(U) = J, n = 1, 2;
N(U) = JJ = HH, n = 3, 4; (45)
N(U) = JJˆJJˆ, n = 5.
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In Theorem 3, we have 16 different expressions for N(U) in the case n = 3. All of them are the products
of the four elements U , U˜ , Uˆ , ˆ˜U in a different order. We have 4! = 24 different permutations of 4 elements.
It can be proved that the remaining 8 expressions
UU˜
ˆ˜
UUˆ, U˜UUˆ
ˆ˜
U, UUˆ
ˆ˜
UU˜, UˆUU˜
ˆ˜
U,
ˆ˜
UU˜UUˆ, U˜
ˆ˜
UUˆU, Uˆ
ˆ˜
UU˜U,
ˆ˜
UUˆUU˜
are not elements of grade 0. However, their linear combinations are elements of grade 0 (see the next lemma).
Lemma 7. In the case n = 3, we have
UU˜
ˆ˜
UUˆ + U˜UUˆ ˆ˜U = UUˆ ˆ˜UU˜ + UˆUU˜ ˆ˜U = ˆ˜UU˜UUˆ + U˜ ˆ˜UUˆU = Uˆ ˆ˜UU˜U + ˆ˜UUˆUU˜ ∈ Cℓ0p,q. (46)
Proof. Using (9), we can verify that the grade involution and the reversion do not change the following two
expressions
̂
(UUˆ ˆ˜UU˜ + UˆUU˜ ˆ˜U) = UUˆ ˆ˜UU˜ + UˆUU˜ ˆ˜U,
˜
(UUˆ ˆ˜UU˜ + UˆUU˜ ˆ˜U) = UUˆ ˆ˜UU˜ + UˆUU˜ ˆ˜U,
̂
( ˆ˜UU˜UUˆ + U˜ ˆ˜UUˆU) = ˆ˜UU˜UUˆ + U˜ ˆ˜UUˆU,
˜
( ˆ˜UU˜UUˆ + U˜ ˆ˜UUˆU) = ˆ˜UU˜UUˆ + U˜ ˆ˜UUˆU,
Using (10), we conclude that UUˆ ˆ˜UU˜ + UˆUU˜ ˆ˜U and ˆ˜UU˜UUˆ + U˜ ˆ˜UUˆU belong to Cℓ0p,q = Cℓ
0
p,q. Using the
properties 〈UV 〉0 = 〈V U〉0, 〈U + V 〉0 = 〈U〉0 + 〈V 〉0, we get
UUˆ
ˆ˜
UU˜ + UˆUU˜ ˆ˜U = 〈UUˆ ˆ˜UU˜ + UˆUU˜ ˆ˜U〉0 = 〈
ˆ˜
UU˜UUˆ + U˜ ˆ˜UUˆU〉0 =
ˆ˜
UU˜UUˆ + U˜ ˆ˜UUˆU.
Also we can verify that the Clifford conjugation (superposition of the grade involution and the reversion)
does not change the following two expressions
̂˜
(UU˜ ˆ˜UUˆ + U˜UUˆ ˆ˜U) = UU˜ ˆ˜UUˆ + U˜UUˆ ˆ˜U,
̂˜
(Uˆ ˆ˜UU˜U + ˆ˜UUˆUU˜) = Uˆ ˆ˜UU˜U + ˆ˜UUˆUU˜.
Using (10), we conclude that UU˜ ˆ˜UUˆ + U˜UUˆ ˆ˜U and Uˆ ˆ˜UU˜U + ˆ˜UUˆUU˜ belong to the center Cℓ0p,q ⊕ Cℓ
3
p,q =
Cℓ0p,q ⊕ Cℓ
3
p,q = cen(Cℓp,q). Using the properties 〈UV 〉cen = 〈V U〉cen, 〈U + V 〉cen = 〈U〉cen + 〈V 〉cen, we get
UU˜
ˆ˜
UUˆ + U˜UUˆ ˆ˜U = 〈UU˜ ˆ˜UUˆ + U˜UUˆ ˆ˜U〉cen = 〈
ˆ˜
UU˜UUˆ + U˜ ˆ˜UUˆU〉cen =
ˆ˜
UU˜UUˆ + U˜ ˆ˜UUˆU,
Uˆ
ˆ˜
UU˜U + ˆ˜UUˆUU˜ = 〈Uˆ ˆ˜UU˜U + ˆ˜UUˆUU˜〉cen = 〈UUˆ
ˆ˜
UU˜ + UˆUU˜ ˆ˜U〉cen = UUˆ
ˆ˜
UU˜ + UˆUU˜ ˆ˜U.
Finally, all four expressions coincide and lie in Cℓ0p,q.
The functionals (46) are not of the (special) form UF (U) (or F (U)U), so they can not be used to calculate
the inverse of U , but they can be used for other purposes. There exist also other functionals in Cℓp,q that
are not of the special form. For example, the formulas for 〈U〉0 from Theorem 1 give us such functionals.
They are related to the trace of an element. In the next section, we consider other functionals, which are
not always of the form UF (U) (or F (U)U). They are other characteristic polynomial coefficients.
4. Trace, determinant, and other characteristic polynomial coefficients in Clifford algebras
We have the following isomorphisms between the real Clifford algebras and matrix algebras
γ : Cℓp,q → Lp,q :=


Mat(2
n
2 ,R), if p− q = 0, 2mod8,
Mat(2
n−1
2 ,R)⊕Mat(2
n−1
2 ,R), if p− q = 1mod8,
Mat(2
n−1
2 ,C), if p− q = 3, 7mod8,
Mat(2
n−2
2 ,H), if p− q = 4, 6mod8,
Mat(2
n−3
2 ,H)⊕Mat(2
n−3
2 ,H), if p− q = 5mod8.
(47)
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One can say that we have faithful representations γ of the real Clifford algebras Cℓp,q of the corresponding
(minimal) dimensions over R, R⊕ R, C, H, or H⊕H depending on p− qmod 8.
Let us consider the complexified Clifford algebras and the isomorphisms to the matrix algebras
β : C⊗ Cℓp,q → Mp,q :=
{
Mat(2
n
2 ,C), if n is even,
Mat(2
n−1
2 ,C)⊕Mat(2
n−1
2 ,C), if n is odd.
(48)
One can say that we have faithful representations β of the complexified Clifford algebras C ⊗ Cℓp,q of the
corresponding (minimal) dimensions over C or C⊕ C depending on nmod 2.
We have Cℓp,q ⊂ C⊗ Cℓp,q and Cℓp,q are isomorphic to some subalgebras of Mp,q. Thus we can consider
the representation (of not minimal dimension)
β : Cℓp,q → β(Cℓp,q) ⊂Mp,q. (49)
This representation of Cℓp,q is more useful for the problems of this paper than the representation γ (47),
because it is more convenient for us to deal with complex matrices in the general case than with matrices over
quaternions in some cases. Another reason for using the representation (49) instead of the representation
(47) for the purposes of this paper is the structure of the formulas in Theorem 3. The formulas do not
depend on p and q, and the number of multipliers in the presented expressions equal 2
[n+1]
2 , i.e. depend on
nmod2 and coincides with the dimension of the representation (49), which we denote by
N := 2[
n+1
2 ]. (50)
Let us present an explicit form of one of these representations ((48) for C⊗Cℓp,q and (49) for Cℓp,q). We denote
this fixed representation by β′. Let us consider the case p = n, q = 0. To obtain the matrix representation
for another signature with q 6= 0, we should multiply matrices β′(ea), a = p+ 1, . . . , n by imaginary unit i.
For the identity element, we always use the identity matrix β′(e) = IN of the corresponding dimension N .
We always take β′(ea1a2...ak) = β
′(ea1)β
′(ea2) · · ·β
′(eak). In the case n = 1, we take β
′(e1) = diag(1,−1).
Suppose we know β′a := β
′(ea), a = 1, . . . , n for some fixed odd n = 2k + 1. Then for n = 2k + 2, we take
the same β′(ea), a = 1, . . . , 2k + 1, and
β′(e2k+2) =
(
0 I
I 0
)
.
For n = 2k + 3, we take
β′(ea) =
(
β′a 0
0 −β′a
)
, a = 1, . . . , 2k + 2, β′(e2k+3) =
(
ikβ′1 · · ·β
′
n 0
0 −ikβ′1 · · ·β
′
n
)
.
This recursive method gives us the explicit form of matrix representation β′ for all n.
By the following theorem, the projection onto the subspace of grade 0 in Cℓp,q coincides up to scalar with
the trace of the corresponding matrix representation β (49).10
Lemma 8. For the matrix representation β (49), we have
1
N
tr(β(U)) = 〈U〉0 ∈ Cℓ
0
p,q.
Proof. For the presented matrix representation β′, we have tr(β′(U)) = tr(〈U〉0IN ) = N〈U〉0 by construc-
tion. Let we have some another matrix representation β of the same dimension. If n is even, then using
the Pauli theorem [18] (or using the representation theory) we conclude that there exists an element T such
that β(ea) = T
−1β′(ee)T . We get β(U) = T
−1β′(U)T and tr(β(U)) = tr(β′(U)) using the property of trace.
In the case odd n, by the Pauli theorem we can have also the relation β(ea) = −T
−1β′(ea)T , which can be
rewritten in the form β(U) = T−1β′(Uˆ)T by linearity. We obtain tr(β(U)) = tr(β′(Uˆ)) = tr(β′(U)), where
we use 〈Uˆ〉0 = 〈̂U〉0 = 〈U〉0.
10Note that the same statement is valid for the matrix representation (48) β : C⊗ Cℓp,q →Mp,q of the complexified Clifford
algebra, see the details in [15].
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Let us introduce the concept of determinant Det(U) in the real Clifford algebra Cℓp,q using the matrix
representation β (49):11
Det(U) := det(β(U)) ∈ Cℓ0p,q ≡ R, U ∈ Cℓp,q. (51)
The determinant of the complex matrix is real in this case, because tr(β(U)) is real for an arbitrary U ∈ Cℓp,q
(see Lemma 8) and it is known from the matrix theory that the determinant of a matrix is a real polynomial
of traces of the matrix powers (see, for example, the Faddeev-LeVerrier algorithm for matrices).
Let is give one example. In the case n = 2, p = q = 1, for an arbitrary U = ue+u1e1+u2e2+u12e12 ∈ Cℓp,q,
u, u1, u2, u12 ∈ R, we get the complex matrix
β′(U) =
(
u+ u1 iu2 + iu12
iu2 − iu12 u− u1
)
∈ Mat(2,C)
with the real trace tr(β′(U)) = 2u ∈ R and the real determinant det(β′(U)) = u2 − u21 + u
2
2 − u
2
12 ∈ R.
Lemma 9. The determinant Det(U) (51) is well-defined, i.e. it does not depend on the representation
β (49).
Proof. Let us consider the representation β′, which is discussed above. In the case of even n, for an
arbitrary representation β of the same dimension, by the Pauli theorem [18], there exists T such that
β(ea) = T
−1β′(ea)T . We get β(U) = T
−1β′(U)T and det(β(U)) = det(β′(U)). In the case of odd n, we can
have also the relation β(ea) = −T
−1β′(ea)T , which means β(U) = T
−1β′(Uˆ)T and det(β(U)) = det(β′(Uˆ).
Let us prove that det(β′(Uˆ)) = det(β′(U)). For the representation β′, we have β′(ea) = diag(β
′
a,−β
′
a),
a = 1, . . . , n, where blocks β′a and β
′
a are identical up to sign. Thus the matrix β
′(eab) = β
′(ea)β
′(eb) =
diag(β′aβ
′
b, β
′
aβ
′
b) has two identical blocks. We conclude that for the even part 〈U〉even of the element U
we have β′(〈U〉even) = diag(A,A) with two identical blocks A, and for the odd part 〈U〉odd of the same
element we have β′(〈U〉odd) = diag(B,−B) with the two blocks B and −B differing in sign. Finally, we get
β′(U) = diag(A+B,A−B), β′(Uˆ) = diag(A−B,A+B), and det(β′(U)) = (A+B)(A−B) = det(β′(Uˆ)).
Lemma 10. The operation Det : Cℓp,q → R has the following properties
Det(UV ) = Det(U)Det(V ), Det(λU) = λNDet(U), (52)
Det(U˜) = Det(Uˆ) = Det(U), ∀U, V ∈ Cℓp,q, ∀λ ∈ R; (53)
U ∈ Cℓp,q is invertible if and only if Det(U) 6= 0. (54)
As a consequence, we obtain
Det(T−1UT ) = Det(U), Det(T−1) = (Det(T ))−1, ∀U ∈ Cℓp,q, ∀T ∈ Cℓ
×
p,q. (55)
Proof. We get (52), (54), and (55) from the standard properties of the determinant of matrices.
Let us prove Det(Uˆ) = Det(U). If n is even, then Uˆ = (e1...n)
−1Ue1...n, because e1...n commutes with all
even elements and anticommutes with all odd elements. We get Det(Uˆ) = Det((e1...n)
−1Ue1...n) = DetU .
In the case of odd n, we have already verify this for the representation β′ in the proof of Lemma 9. This is
valid for an arbitrary representation β (49) because Det(U) does not depend on the choice of β.
Let us prove that Det(U˜) = Det(U). We have the following relation between the transpose and the
reversion or the Clifford conjugation (this depends on the matrix representation, see the details in [23, 24]):
(β(U))T = β(eb1...bk U˜(eb1...bk)
−1), (β(U))T = β(eb1...bk
ˆ˜
U(eb1...bk)
−1)
for some fixed basis element eb1...bk . Finally, we get det(β(U˜)) = det((β(U))
T) = det(β(U)) and Det(U˜) =
Det(U).
11Note that if we will use the matrix representation γ (47) instead of the matrix representation β (49) in the definition
of the determinant, then we obtain another concept of the determinant with values in R, C, or H, which does not coincide
with the first one in the general case. We need not this concept in this paper but use it, for example, in [22]. In the cases
p−q = 0, 1, 2mod 8, we can use the representation γ (47) and some fixed representation γ′ (see the recursive method in [21, 22]
or the method using idempotents and basis of the left ideal in [1]) instead of β and β′ and obtain the same concept of the
determinant.
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By Lemma 8, we have a realization of the trace of an element U ∈ Cℓp,q in terms of Clifford algebra
operations without using matrix representations: N〈U〉0. Since Det(U) also does not depend on the repre-
sentation β by Lemma 9, it would be an important task to find another definition (realization) of Det instead
of the definition (51) in terms of only Clifford algebra operations without using matrix representations. We
do this using the relation between the determinant and the trace, which is known from the matrix theory
by the Cayley-Hamilton theory.
Let us give the example for Cℓp,q, p+q = 2. Let we have an arbitrary element U ∈ Cℓp,q. For the complex
matrix A := β(U) of dimension 2, by the Cayley-Hamilton theorem, we have A2 − tr(A)A + det(A)I2 = 0.
From this equation, we get det(A)I2 = A(tr(A)I2 − A). Taking β and using tr(β(U)) = 2〈U〉0, we obtain
Det(U) = U(2〈U〉0 −U) = U
ˆ˜
U , which coincides with N(U) in Theorem 3. The expression Adj(U) = ˆ˜U can
be interpreted as the adjugate of the Clifford algebra element U ∈ Cℓp,q.
Now let us consider the general case. Let we have U ∈ Cℓp,q. We call the characteristic polynomial of U
ϕU (λ) := Det(λe − U) = det(β(λe − U)) = det(λIN − β(U)) (56)
= λN − C(1)λ
N−1 − · · · − C(N−1)λ− C(N) ∈ Cℓ
0
p,q,
where12 C(j) = C(j)(U) ∈ Cℓ
0
p,q ≡ R, j = 1, . . . , N can be interpreted as constants or as elements of grade 0
and are called characteristic polynomial coefficients of U . We have C(j)(U) = c(j)(β(U)), where c(j)(β(U))
are the ordinary characteristic polynomial coefficients of the matrix β(U). By the Cayley-Hamilton theorem,
we have
ϕU (U) = U
N − C(1)U
N−1 − · · · − C(N−1)U − C(N) = 0.
In particular, we have C(N) = (−1)
N+1Det(U) = −Det(U) (because N = 2[
n+1
2 ] is even) and C(1) =
tr(β(U)) = N〈U〉0.
Lemma 11. We have
C(k)(Uˆ) = C(k)(U˜) = C(k)(U), k = 1, . . . , N.
Proof. We have this property for the C(N)(U) = −Det(U) by Lemma 10. We get the same property for the
other characteristic polynomial coefficients because of the definition of C(k) (56).
We call the adjugate of an arbitrary Clifford algebra element U ∈ Cℓp,q the element Adj(U) ∈ Cℓp,q such
that
Adj(U)U = UAdj(U) = Det(U).
There exists
U−1 =
Adj(U)
Det(U)
if and only if Det(U) 6= 0. The expression Adj(U) is the analogue of the adjugate of the matrix, namely
Adj(U) = adj(β(U)).
Theorem 4. Let we have an arbitrary Clifford algebra element U ∈ Cℓp,q, n = p + q, and N := 2
[n+12 ].
Let us introduce the following set of Clifford algebra elements U(k), k = 1, . . . , N , and the set of scalars
C(k) ∈ Cℓ
0
p,q ≡ R, k = 1, . . . , N :
U(1) := U, U(k+1) := U(U(k) − C(k)), C(k) =
N
k
〈U(k)〉0 ∈ Cℓ
0
p,q ≡ R. (57)
Then C(k) are the characteristic polynomial coefficients,
Det(U) = −U(N) = −C(N) = U(C(N−1) − U(N−1)) ∈ Cℓ
0
p,q ≡ R (58)
12We use the notation with indices in round brackets “(k)” to avoid confusion with the notation of the projection operations
onto subspaces of fixed grades.
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is the determinant of U , and
Adj(U) = C(N−1) − U(N−1) ∈ Cℓp,q (59)
is the adjugate of U .
Alternatively, using the set of scalars
S(k) := (−1)
k−1N(k − 1)!〈Uk〉0 ∈ Cℓ
0
p,q ≡ R, k = 1, . . . , N, (60)
we have the following formulas
C(k) =
(−1)k+1
k!
Bk(S(1), S(2), S(3), . . . , S(k)), k = 1, . . . , N, (61)
Det(U) = −C(N) =
1
N !
BN (S(1), S(2), S(3), . . . , S(N)), (62)
Adj(U) =
N−1∑
k=0
(−1)N+k−1
k!
UN−k−1Bk(S(1), S(2), S(3), . . . , S(k)), (63)
where we use the complete Bell polynomials with the following two equivalent definitions
Bk(x1, . . . , xk) :=
k∑
i=1
∑ k!
j1!j2! · · · jk−i+1!
(
x1
1!
)j1 (
x2
2!
)j2 · · · (
xk−i+1
(k − i+ 1)!
)jk−i+1
= det


x1 C
1
k−1x2 C
2
k−1x3 · · · xk
−1 x1 C
1
k−2x2 · · · xk−1
0 −1 x1 · · · xk−2
· · · · · · · · · · · · · · ·
0 0 0 · · · x1

 ,
where the second sum is taken over all sequences j1, j2, . . . , jk−i+1 of nonnegative integers satisfying the
conditions j1 + j2 + · · ·+ jk−i+1 = i and j1 + 2j2 + 3j3 + · · ·+ (k − i+ 1)jk−i+1 = k.
Proof. The theorem follows from the Faddeev-LeVerrier algorithm (see, for example, [6]) for the matrix
β(U) ∈ Mp,q, U ∈ Cℓp,q and the techniques developed before the theorem (in particular, Lemmas 8, 9, and
the generalization of the concepts of the trace, determinant, and other characteristic polynomial coefficients
to the case of Clifford algebras). The second part of the theorem follows from the method of calculating the
characteristic polynomial coefficients using the complete Bell polynomials [4].
Note that in Theorem 4 all formulas use only operations in Clifford algebras, we need not matrix rep-
resentations. We realize the trace, determinant, other characteristic polynomial coefficients, adjugate, and
inverses using only the operations of summation, multiplication, and one operation of projection (the oper-
ation of projection 〈 〉0 onto the subspace of grade 0).
We can realize the operation 〈 〉0 using the operation of conjugation U (see Section 2):
〈U〉0 =
U + U
2
, U = 〈U〉0 −
n∑
k=1
〈U〉k. (64)
Substituting (64) into (57) or (60), we obtain the formulas for all characteristic polynomial coefficients,
adjugate, and inverse using only the operation ¯ . Let us write down the explicit formulas in the case of
small dimensions using (57) and (64).
In the cases n = 1 and n = 2, we have:
C(1) = 2〈U〉0 = U + U¯ , Det(U) = −C(2) = −U(2) = U(C(1) − U) = UU¯,
Adj(U) = U¯ , U−1 =
Adj(U)
Det(U)
=
U¯
UU¯
.
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In the cases n = 3 and n = 4, we have:
C(1) = 4〈U〉0 = 2(U + U¯), U(2) = U(U − C(1)) = −(U
2 + 2UU¯),
C(2) = 2〈U(2)〉0 = −(U
2 + 2UU¯ + U2 + 2UU¯), U(3) = U(U(2) − C(2)) = U(U2 + 2UU¯),
C(3) =
4
3
〈U(3)〉0 =
2
3
(UU2 + 2UUU¯ + UU2 + 2UUU¯),
Det(U) = −C(4) = −U(4) = U(C(3) − U(3)) =
1
3
U(−UU2 − 2UUU¯ + 2UU2 + 4UUU¯),
Adj(U) =
1
3
(−UU2 − 2UUU¯ + 2UU2 + 4UUU¯),
U−1 =
Adj(U)
Det(U)
=
(−UU2 − 2UUU¯ + 2UU2 + 4UUU¯)
U(−UU2 − 2UUU¯ + 2UU2 + 4UUU¯)
.
Alternatively, we can use the complete Bell polynomials. The complete Bell polynomialsBk = Bk(x1, . . . , xk)
have the following explicit form for small k ≤ 8:
B1 = x1, B2 = x
2
1 + x2, B3 = x
3
1 + 3x1x2 + x3, B4 = x
4
1 + 6x
2
1x2 + 4x1x3 + 3x
2
2 + x4,
B5 = x
5
1 + 10x
3
1x2 + 15x1x
2
2 + 10x
2
1x3 + 10x2x3 + 5x1x4 + x5,
B6 = x
6
1 + 15x
4
1x2 + 20x
3
1x3 + 45x
2
1x
2
2 + 15x
3
2 + 60x1x2x3 + 15x
2
1x4 + 10x
2
3 + 15x2x4 + 6x1x5 + x6,
B7 = x
7
1 + 21x
5
1x2 + 35x
4
1x3 + 105x
3
1x
2
2 + 35x
3
1x4 + 210x
2
1x2x3 + 105x1x
3
2 + 21x
2
1x5 + 105x1x2x4
+70x1x
2
3 + 105x
2
2x3 + 7x1x6 + 21x2x5 + 35x3x4 + x7,
B8 = x
8
1 + 28x
6
1x2 + 56x
5
1x3 + 210x
4
1x
2
2 + 56x
5
1x3 + 70x
4
1x4 + 560x
3
1x2x3 + 420x
2
1x
3
2 + 56x
3
1x5
+420x21x2x4 + 280x
2
1x
2
3 + 840x1x
2
2x3 + 105x
4
2 + 28x
2
1x6 + 168x1x2x5 + 280x1x3x4 + 210x
2
2x4
+280x2x
2
3 + 8x1x7 + 28x2x6 + 56x3x5 + 35x
2
4 + x8.
Let us write down the explicit formulas for the determinant in the cases of small dimensions using (62). For
the cases n = 1 and n = 2, we get
Det(U) =
1
2
B2(2〈U〉0,−2〈U
2〉0) = 2〈U〉
2
0 − 2〈U
2〉0.
For the cases n = 3 and n = 4, we get
Det(U) =
1
24
((4〈U〉0)
4 + 6(4〈U〉0)
2(−4〈U2〉0) + 4(4〈U〉0)(8〈U
3〉0) + 3(−4〈U
2〉0)
2 + (−24〈U4〉0))
=
1
3
(32〈U〉40 − 48〈U〉
2
0〈U
2〉0 + 16〈U〉0〈U
3〉0 + 6〈U
2〉20 − 3〈U
4〉0).
For the cases n = 5 and n = 6, we get
Det(U) =
1
8!
((8〈U〉0)
8 + 28(8〈U〉0)
6(−8〈U2〉0) + 56(8〈U〉0)
5(16〈U3〉0) + 210(8〈U〉0)
4(8〈U2〉0)
2
+56(8〈U〉0)
5(16〈U3〉0) + 70(8〈U〉0)
4(−48〈U4〉0) + 560(8〈U〉0)
3(−8〈U2〉0)(16〈U
3〉0)
+420(8〈U〉0)
2(−8〈U2〉0)
3 + 56(8〈U〉0)
3(192〈U5〉0) + 420(8〈U〉0)
2(−8〈U2〉0)(−48〈U
4〉0)
+280(8〈U〉0)
2(16〈U3〉0)
2 + 840(8〈U〉0)(8〈U
2〉0)
2(16〈U3〉0) + 105(8〈U
2〉0)
4
+28(8〈U〉0)
2(−960〈U6〉0) + 168(8〈U〉0)(−8〈U
2〉0)(192〈U
5〉0) + 280(8〈U〉0)(16〈U
3〉0)(−48〈U
4〉0)
+210(8〈U2〉0)
2(−48〈U4〉0) + 280(−8〈U
2〉0)(16〈U
3〉0)
2 + 8(8〈U〉0)(5760〈U
7〉0)
+28(−8〈U2〉0)(−960〈U
6〉0) + 56(16〈U
3〉0)(192〈U
5〉0) + 35(48〈U
4〉0)
2 − 40320〈U8〉0).
For the cases n = 7 and n = 8, the formula for the determinant of this type has 231 summands. Similarly
we can write down the explicit formulas for all characteristic polynomial coefficients in the case of arbitrary
n. Also we can substitute (64) into these expressions and get the formulas using only the operation ¯ .
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From the results of Section 2, it follows that we can realize the operation 〈 〉0 as a linear combination
of the operations △1, △2, . . . , △m, m = [log2 n] + 1 and their superpositions (see Theorem 1). For example,
we can substitute the following expression (or other realizations of 〈 〉0 from Theorem 1)
〈U〉0 =
1
2m
(U + U△1 + U△2 + · · ·+ U△1...△m), m = [log2 n] + 1, U
△1 = Uˆ , U△2 = U˜ (65)
into (57) or (60) and obtain the explicit formulas for all characteristic polynomial coefficients (in particular,
determinant), adjugate, and inverse using the operations △1, △2, . . . , △m. We simplify the obtained formulas
for the cases n ≤ 4 (see the next theorem, the formulas for C(2) and C(3) in the cases n = 3, 4 are new).
Theorem 5. In the case n = 1, we have
C(1) = U + Uˆ ∈ Cℓ
0
p,q, Det(U) = −C(2) = UUˆ ∈ Cℓ
0
p,q, Adj(U) = Uˆ , U
−1 =
Uˆ
Det(U)
.
In the case n = 2, we have
C(1) = U +
ˆ˜
U ∈ Cℓ0p,q, Det(U) = −C(2) = U
ˆ˜
U ∈ Cℓ0p,q, Adj(U) =
ˆ˜
U, U−1 =
ˆ˜
U
Det(U)
.
In the case n = 3, we have
C(1) = U + Uˆ + U˜ +
ˆ˜
U ∈ Cℓ0p,q, C(2) = −(UU˜ + UUˆ + U
ˆ˜
U + Uˆ ˆ˜U + U˜ ˆ˜U + Uˆ U˜) ∈ Cℓ0p,q,
C(3) = UUˆ
ˆ˜
U + UU˜ ˆ˜U + UUˆU˜ + Uˆ U˜ ˆ˜U ∈ Cℓ0p,q, Det(U) = −C(4) = UUˆU˜
ˆ˜
U ∈ Cℓ0p,q,
Adj(U) = Uˆ U˜ ˆ˜U, U−1 =
UˆU˜
ˆ˜
U
Det(U)
.
In the case n = 4, we have
C(1) = U +
ˆ˜
U + Uˆ△ + U˜△ ∈ Cℓ0p,q, C(2) = −(U
ˆ˜
U + UUˆ△ + UU˜△ + ˆ˜UUˆ△ + ˆ˜UU˜△ + (Uˆ U˜)△) ∈ Cℓ0p,q,
C(3) = U
ˆ˜
UUˆ△ + U ˆ˜UU˜△ + U(Uˆ U˜)△ + ˆ˜U(Uˆ U˜)△ ∈ Cℓ0p,q, Det(U) = −C(4) = U
ˆ˜
U(Uˆ U˜)△ ∈ Cℓ0p,q,
Adj(U) = ˆ˜U(Uˆ U˜)△, U−1 =
ˆ˜
U(Uˆ U˜)△
Det(U)
.
Note that in the formulas above we present only one of the possible realizations of the elements C(k),
k = 1, . . . , N , and Adj(U). We can use different realizations of the trace C(1) (take different expressions
C(1) = N〈U〉0 from Theorem 1), determinant, adjugate (take different expressions Det(U) = N(U) and
Adj(U) = F (U) from Theorem 3), and other characteristic polynomial coefficients (for example, we can use
the properties from Lemma 11 to obtain other realizations).
Proof. In the case n = 1, we have N = 2. Using (57) and (18), we get
U(1) = U, C(1) = 2〈U〉0 = U + Uˆ , Det(U) = −U(2) = U(U + Uˆ − U) = UUˆ.
In the case n = 2, we have N = 2. Using (57) and (21), we get
U(1) = U, C(1) = 2〈U〉0 = U +
ˆ˜
U, Det(U) = −U(2) = U(U +
ˆ˜
U − U) = U ˆ˜U.
In the case n = 3, we have N = 4. Using (57) and (19), we get
U(1) = U, C(1) = 4〈U〉0 = U + Uˆ + U˜ +
ˆ˜
U, U(2) = U(U − C(1)) = −U(Uˆ + U˜ +
ˆ˜
U),
C(2) = 2〈U(2)〉0 = −2〈U(Uˆ + U˜ +
ˆ˜
U)〉0 = −
1
2
(UUˆ + UU˜ + U ˆ˜U + UˆU + Uˆ ˆ˜U + UˆU˜ + ˆ˜UU˜ + UU˜ + UˆU˜
+U˜ ˆ˜U + Uˆ ˆ˜U + U ˆ˜U) = −(UU˜ + UUˆ + U ˆ˜U + Uˆ ˆ˜U + U˜ ˆ˜U + Uˆ U˜),
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where we used UˆU + ˆ˜UU˜ = UUˆ + U˜ ˆ˜U , which is equivalent to [Uˆ , U ] =˜[Uˆ , U ]. This formula follows from
the following reasoning. We have ̂[Uˆ , U ] = [U, Uˆ ] = −[Uˆ , U ], i.e. [Uˆ , U ] ∈ Cℓ1p,q ⊕ Cℓ
3
p,q. Also we have
〈[Uˆ , U ]〉3 = 〈[Uˆ , U ]〉n = 0 by Lemma 1. Thus [Uˆ , U ] ∈ Cℓ
1
p,q and [Uˆ , U ] =
˜[Uˆ , U ].
Further,
U(3) = U(U(2) − C(2)) = U(Uˆ
ˆ˜
U + U˜ ˆ˜U + Uˆ U˜),
C(3) =
4
3
〈U(3)〉0 =
1
3
(UUˆ ˆ˜U + UU˜ ˆ˜U + UUˆU˜ + UˆUU˜ + Uˆ ˆ˜UU˜ + UˆU ˆ˜U + Uˆ ˆ˜UU˜ + UˆUU˜ + U ˆ˜UU˜,
+UU˜ ˆ˜U + UUˆ ˆ˜U + UˆU˜ ˆ˜U) =
1
3
(2UUˆ ˆ˜U + 2UU˜ ˆ˜U + UUˆU˜ + UˆU˜ ˆ˜U + U ˆ˜U(Uˆ + U˜) + 2Uˆ(U + ˆ˜U)U˜)
=
1
3
(2UUˆ ˆ˜U + 2UU˜ ˆ˜U + UUˆU˜ + Uˆ U˜ ˆ˜U + U(Uˆ + U˜) ˆ˜U + 2(U + ˆ˜U)Uˆ U˜) = UUˆ ˆ˜U + UU˜ ˆ˜U + UUˆU˜ + UˆU˜ ˆ˜U,
where we use Uˆ U˜ = U˜Uˆ , ˆ˜UU = U ˆ˜U , U + ˆ˜U , U˜ + Uˆ ∈ cen(Cℓp,q). Finally, we get
Det(U) = −U(4) = U(C(3) − U(3)) = UUˆU˜
ˆ˜
U.
In the case n = 4, we have N = 4. Using (57) and (22), we get
U(1) = U, C(1) = 4〈U〉0 = U +
ˆ˜
U + Uˆ△ + U˜△, U(2) = U(U − C(1)) = −U(
ˆ˜
U + Uˆ△ + U˜△),
C(2) = 2〈U(2)〉0 = −2〈U(
ˆ˜
U + Uˆ△ + U˜△)〉0 = −
1
2
(U ˆ˜U + UUˆ△ + UU˜△ + U ˆ˜U + U˜△ ˆ˜U + Uˆ△ ˆ˜U + (Uˆ U˜)△
+(UˆU△)△+ (Uˆ ˆ˜U
△
)△+ (Uˆ U˜)△+ ( ˆ˜U
△
U˜)△+ (U△U˜)△) = −(U ˆ˜U + UUˆ△+ UU˜△+ ˆ˜UUˆ△+ ˆ˜UU˜△+ (Uˆ U˜)△),
U(3) = U(U(2) − C(2)) = U(
ˆ˜
UUˆ△ + ˆ˜UU˜△ + (Uˆ U˜)△), C(3) =
4
3
〈U(3)〉0 =
1
3
(U ˆ˜UUˆ△ + U ˆ˜UU˜△
+U(Uˆ U˜)△ + U˜△U ˆ˜U + Uˆ△U ˆ˜U + (Uˆ U˜)△ ˆ˜U + (Uˆ U˜U△)△ + (Uˆ U˜ ˆ˜U
△
)△ + (Uˆ(U ˆ˜U)△)△ + ( ˆ˜U
△
Uˆ U˜)△
+(U△Uˆ U˜)△ + ((U ˆ˜U)△U˜)△) = U ˆ˜UUˆ△ + U ˆ˜UU˜△ + U(Uˆ U˜)△ + ˆ˜U(Uˆ U˜)△.
Finally, we get
Det(U) = −U(4) = U(C(3) − U(3)) = U
ˆ˜
U(Uˆ U˜)△.
Note that in the case n = 5, we can analogously take the formula (22) from Theorem 1 and get the
explicit formulas for all characteristic polynomial coefficients C(1), . . . C(8) using (57):
U(1) = U, C(1) = 8〈U〉0 = 2(U +
ˆ˜
U + Uˆ△ + U˜△), U(2) = U(U − C(1)) = −U(U + 2
ˆ˜
U + 2Uˆ△ + 2U˜△),
C(2) = 4〈U(2)〉0, U(3) = U(U(2) − C(2)), C(3) =
8
3
〈U(3)〉0, . . . , Det(U) = −C(8) = U(C(7) − U(7)).
The final explicit formula for Det(U) should coincide after cumbersome calculations with the formula for the
functional N(U) from Theorem 3 (this follows from the results of [3] using computer calculations). Similarly,
from the results of [3], it follows that the expressions (41) and (43) coincide with the determinant Det(U)
in the case n = 6.
From our results (see Theorems 1 and 4), it follows that all characteristic polynomial coefficients can
be represented using only the operations of multiplication, summation, and the operations of conjugation
△1,△2, . . . ,△m, where m = [log2 n] + 1, in the case of arbitrary n. We have the recursive formulas (57) and
explicit formulas (61) for all C(k) in the case of arbitrary n. We see from the examples for small dimensions
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that the recursive formulas can be simplified using the properties of the operations △1, . . . , △m (and do this
in the cases n ≤ 4, see Theorem 5). Analytic simplification of these formulas in the case of arbitrary n is
non-trivial because of the non-trivial properties of the operations △3, . . .△m and seems to be an interesting
task for further research. However, we can use the formulas (57) without simplification.
The alternative way is to use the formulas for the determinant, other characteristic polynomial coeffi-
cients, and inverses using the operation ¯ (64) instead of the operations △3, . . . , △m (examples are given
in Section 3: the formulas (45) for the cases n ≤ 5 and the formula (43) for the case n = 6) or instead of
all operations △1, △2, △3, . . . , △m (we give several examples for the cases n ≤ 4 after Theorem 4, in the
general case we use the formulas (60), (61), and (64)).
5. Conclusions
In this paper, we present the explicit (basis-free) formulas for the trace, determinant, other characteristic
polynomial coefficients, adjugate, and inverses in the real Clifford algebra Cℓp,q in the case of arbitrary
n = p+ q. These formulas do not use matrix representations and use only operations in Clifford algebras.
The formulas of the first type (57) are recursive, the formulas of the second type (61) are explicit and use
the complete Bell polynomials. The formulas of both types use the operations of multiplication, summation,
and the operation 〈 〉0 of projection onto the subspace of grade 0. The operation 〈 〉0 can be realized
using one operation of conjugation ¯ (64), or using m = [log2 n] + 1 operations of conjugation △1, . . . ,△m
(12). Sometimes these formulas can be simplified using the properties of the operations △1, . . . ,△m (see
the discussion at the end of the previous section). We present simplification of these formulas in the case
of small dimensions (see Theorem 5). Analytic simplification of the formulas in the case of arbitrary n is
non-trivial and seems to be an interesting task for further research. However, we can use the formulas (57),
(58), (61), and (62) without any simplification. We can use different formulas for different purposes.
The formulas (58) and (62) can be interpreted as definitions of the concept of determinant in Clifford
algebra. They are equivalent to the definition (51) but do not use matrix representations. The formulas (57)
and (61) can be interpreted as two different (equivalent) definitions of characteristic polynomial coefficients
in Clifford algebras. We see that the condition of invertibility of Clifford algebra element (Det(U) 6= 0) does
not depend on p and q in the real Clifford algebras Cℓp,q for arbitrary n.
Note that the main results of this paper remain true for the case of the complexified Clifford algebras
C ⊗ Cℓp,q. All results of Sections 2 and 3 are generalized to the case of C ⊗ Cℓp,q without any changes.
In Section 4, we should take the matrix representation β (48) instead of (49) in all considerations. The
characteristic polynomial coefficients C(k) (in particular, the trace and the determinant) will be complex
numbers. All formulas of Theorems 4 and 5 will be valid in the case of C⊗ Cℓp,q.
An interesting task is to generalize results to the Moore-Penrose inverses (pseudo-inverses), which are
important for different applications. Another task is to define the concepts of rank, minors, and cofactors
of Clifford algebra elements (the analogues of the corresponding concepts of matrix theory). The Clifford
algebra theory (or the theory of geometric algebras), including not only its own specific methods (related to
the exterior product, the grade structure, spin groups), but also various matrix methods, is a more powerful
mathematical tool for different applications.
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