In this note, we explore some consequences of the Modica-Mortola construction of a singular elliptic measure, as regards the link between the quantitative absolute continuity (A ∞ ) of their approximations and the suitability of a well-known tool, the so-called Kenig-Pipher condition (KP). The Kenig-Pipher condition is used to ascertain absolute continuity in the presence of some mild regularity of the coefficient matrix. We perform some modifications of the Modica-Mortola example to show the following two statements: (a) there are sequences of matrices for which both KP and the A ∞ condition break down in the limit. (b) there are sequences of matrices for which KP breaks down but A ∞ is preserved in the limit.
Introduction
In this note, we explore some consequences of the Modica-Mortola construction [MM81] of a singular elliptic measure, as regards the link between the quantitative absolute continuity of their approximations and the suitability of a well-known tool, the so-called Kenig-Pipher condition. The Modica-Mortola example, in conjunction with the Caffarelli-Fabes-Kenig example [CFK81] , were the first (and concurrent) constructions of an elliptic measure singular with respect to the surface measure of a smooth domain. The former uses an approximation procedure, lacunary sequences, and Riesz products, while the latter relies on the theory of quasi-conformal mappings. The interest in evidencing such cases had been aroused since Dahlberg [Dah77] proved a few years earlier that the elliptic measure for the Laplacian L = −∆ was absolutely continuous with respect to the surface measure of the unit ball. On the other hand, Caffarelli-Fabes-Mortola-Salsa [CFMS81] had shown that all elliptic measures were doubling, precluding the existence of trivial examples.
Ever since then, understanding the precise relationship between the coefficients of a divergence-form elliptic operator and the absolute continuity of the elliptic measure has been an ongoing and lively area of research, whose review we defer to any one of the many contemporaneous papers in the landscape. We do bring attention to one of the landmark results in the literature, [KP01] , in which it is shown that quantifiable absolute continuity of the elliptic measure on the unit ball can be ascertained when the gradient of the coefficient matrix satisfies a Carleson-measure type condition. Their condition has come to be known as the Kenig-Pipher condition, and its connection to the absolute continuity of elliptic measures has been seen to be remarkably robust in the past decade.
Our aim here is modest. We will adapt the game played by Modica-Mortola to (a) provide a sequence of A ∞ elliptic measures for whom their Kenig-Pipher condition breaks down in the limit, but which nevertheless converge weakly to a singular elliptic measure, and (b) provide a sequence of A ∞ elliptic measures for whom their Kenig-Pipher condition breaks down in the limit, but which converge to an absolutely continuous elliptic measure.
For case (a), we also argue that the placement in A ∞ of the approximating measures degenerates. This shows that, in a sense (see Remark 3.12), the Modica-Mortola matrix lies at the boundary of the set of matrices with A ∞ elliptic measures.
The Modica-Mortola example: an exposition
Let us first supply a brief exposition of the construction in [MM81] . In preparation, note that if A, B are two positive functions, we say that A ≈ B if there exists a constant C ≥ 1 such that
If C depends on some parameter β, then we make the dependence on β explicit by using A ≈ β B instead. We reserve the notation dx for the Lebesgue measure on an interval. The idea of the construction is to jam the boundary with very thin layers consisting of a material with highly oscillatory periodic anisotropy. Let
,
and {h j }, {k j } are suitable lacunary sequences (see, for instance, [Zyg02] ) of positive integers which can be chosen to satisfy that
Observe that α ∈ C 0 (R 2 ) ∩ C ∞ ({(x, y) ∈ R 2 : y 0}) and 1 2 ≤ α(x, y) ≤ 3 2 for every (x, y) ∈ R 2 . Note that α j ∈ C ∞ (R 2 ) for each j ∈ N and α j converges pointwise uniformly in R 2 to α.
Let Ω be an open, bounded subset of the upper-half plane R × R + , with smooth boundary and such that [−10, 20] × {0} ⊂ ∂Ω, and let L j := − div A j ∇ and L := − div A∇ be operators on Ω with corresponding elliptic measures {ω P j } P∈Ω and {ω P } P∈Ω on ∂Ω. Henceforth, we fix an arbitrary P ∈ Ω and write ω j = ω P j , ω = ω P . We say that a measure µ is singular with respect to a measure ν if µ is not absolutely continuous with respect to ν. The main result in [MM81] is Theorem 2.3 (A singular elliptic measure; [MM81] ). The probability measure ω on ∂Ω is singular with respect to the surface measure.
Proof. In this situation, ω P j converges weakly in the sense of measures to ω P on ∂Ω as j → ∞ (cf. Lemma 1 in [MM81] ). For each j ∈ N, let g j = g j (·, P) be the Green function for the Dirichlet problem for the operator L j on Ω, with pole P. By the Green representation formula, for each χ ∈ C(∂Ω) we have the identity
wheren is the unit normal vector on ∂Ω pointing inward and σ is the surface measure on ∂Ω, which is the (n − 1)-dimensional Hausdorff measure on ∂Ω (up to a dimensional constant). 1 The condition h j ≥ jk j does not appear in [MM81] ; however, it is clear by their inductive construction of the sequences in pages 16-17 that we may choose the sequences in this way, since we choose h j+1 large based on already having chosen k j+1 . Note that asking this condition simplifies the proof of Proposition 3.3 below, but is probably not strictly required to achieve the result.
Since Ω is a smooth bounded domain and each A j is smooth in R 2 , the classical Hopf lemma and the fact that α j ≈ 1 imply that (A∇g j ) ·n ≈ j 1, so that ω j and σ are mutually absolutely continuous. Let K j = K P j be the Poisson kernel of ω j with pole P, which is the Radon-Nikodym derivative of ω j with respect to σ. We have concluded that
Observe that by specializing (2.4) to the case when χ ∈ C c ([−1, 1] × {0}), we procure the identity
so that pointwise almost everywhere on [−1, 1] × {0}, we have the representation
We will now sketch the fact that for each j ≥ 2, we may choose the lacunary se-
whence we summarily deduce that
We call R j a Riesz product (see [Zyg02] , Chapter V, Section 7). Let
and observe that, by the Hopf lemma, M > 0. The sequences {h j }, {k j } are chosen so that the estimate
holds for all j ∈ N. That this can be done is much of the program in [MM81] , and thus we leave the study of this technology to them. Consider for each j ∈ N the function
which can easily be rewritten as
.
From the above equality, (2.8), and the fact that φ j ≥ 1 2 for each j ∈ N, it follows that {w j } is a Cauchy sequence in C[−1, 1], whence there exists w ∈ C[−1, 1] so that w j → w in C[−1, 1], and moreover
These computations prove (2.6) and therefore (2.7). We now borrow from [Zyg02] Chapter V, Section 7, Lemma 7.5, the wisdom that these Riesz products are the partial sums of a Fourier-Stieltjes series of a non-decreasing (non-constant) continuous function F on [−1, 1], whose derivative is 0 almost everywhere. In particular, R j dx converges weakly in the sense of measures to a singular measure dF on [−1, 1]. Since we have (2.7) and the fact that ω j → ω weakly in the sense of measures, it follows that ω is singular, as desired.
3. The Modica-Mortola approximations, their absolute continuity, and the Kenig-Pipher condition
Let Ω ⊂ R 2 be as above. Given X ∈ Ω, denote by δ(X) the distance from X to ∂Ω. For an elliptic matrix A of bounded real measurable coefficients in Ω, we say that A satisfies the Kenig-Pipher condition if the quantity
is finite. It turns out that if the matrix A satisfies the Kenig-Pipher condition, then the elliptic measure ω A associated to the operator L = − div A∇ is absolutely continuous with respect to the surface measure. In fact, one can say more: in this case, the absolute continuity can be quantified using the theory of Muckenhoupt A p weights (see [Ste93] for definitions and the basic results). Thus, it can be shown that if A satisfies the Kenig-Pipher condition, then ω A ∈ A ∞ (σ). We now briefly summarize some results regarding the Muckenhoupt A ∞ class and Reverse Hölder classes which we shall later use. The characterization ω A ∈ A ∞ (σ) is equivalent to (and, therefore, may be defined as) the condition that ω A is absolutely continuous with respect to the surface measure σ and such that the Poisson kernel K A lies in RH q for some q > 1, where RH q is the space of nonnegative weights satisfying a Reverse-Hölder inequality: a non-negative weight w on ∂Ω lies in RH q for q > 1 if there exists a constant C ≥ 1 such that for all surface balls ∆ = B ∩ ∂Ω (B is an n−dimensional ball centered on ∂Ω), the estimate
holds. We let |w| RH q be the infimum of the set of all possible constants C such that (3.1) holds. Moreover, we have the following direct characterization of A ∞ weights 2 : a non-negative weight w lies in A ∞ if and only if the quantity
log w −1 dσ 2 here, there is a slight abuse of notation, as we consider both A ∞ for measures and for weights; these are essentially equivalent, however.
is finite. We call |w| A ∞ the A ∞ constant of w. The limiting case of the Reverse Hölder classes is the space RH L log L of weights which satisfy the reverse Jensen's inequality for the function x log x:
and we call |w| RH L log L the infimum of the set of all possible C such that the above inequality holds. We have that A ∞ = RH L log L = q>1 RH q . Using the notation of the previous section, note that for each fixed j ∈ N, A j trivially satisfies the Kenig-Pipher condition. Indeed, since A j is smooth on R 2 , there exists a constant C j such that |∇A j | ≤ C j on Ω, whence
This fact provides a second easy proof of the fact that for each j ∈ N, ω j ∈ A ∞ (σ).
The main calculations of this note follow. First, we check directly that the approximations A j of the Modica-Mortola example break the Kenig-Pipher condition "in the limit". ∂α j ∂x (x 2 , y 2 ) 2 y 2 dy dx
where r j := 1 2k j . We may assume that both h j and k j are large, and h j ≫ k j (a fact afforded by virtue of the choice h j ≥ jk j ). Given x 0 ∈ [0, 1], observe that sup x 2 ∈(x− y 2 , x+ y 2 )
| sin(h j x 2 )| 2 = 1 for each (x, y) in the set
because sin(h j ·) is oscillating rapidly in an interval of length roughly 1/k j . Therefore,
where c ∈ (0, 1) is a small fixed quantity. By using the method of proof above, it is clear that we may also directly show that P(A) = +∞.
By virtue of Theorem 2.3, we may deduce heuristically that the A ∞ constant of ω P j must blow up as j → ∞. We now present a rigorous description of this fact. Proposition 3.6 (Degeneracy of the quantitative absolute continuity). For any q > 1, |K j | RH q goes to infinity as j → ∞. Moreover, |K j | A ∞ goes to infinity as j → ∞.
Proof. We show the first statement. Suppose otherwise, so that there exists q > 1 and a constant C q such that for each j ∈ N and each surface ball ∆ ⊂ ∂Ω, the estimate (3.1) holds with w ≡ K j and C ≡ C q . In particular, by setting ∆ = [0, 1] × {0}, we have that (3.1) reduces to
Using (2.7), the above estimate implies that
In fact, we have that (see [Gra14] page 233)
Therefore, from (3.7) we deduce that (3.9) R j L q [0,1] q 1, which in particular implies that the family {R j } is uniformly integrable on [0, 1]. Recall that ( [Zyg02], Chapter V, Section 7, Theorem 7.7) R j → 0 pointwise a.e. on [0, 1]. Then by (3.9) and the de la Vallée Poussin criterion for equiintegrability (see [Bog07] Volume I, Theorem 4.5.9), we must conclude by the Vitali Convergence Theorem that R j → 0 in L 1 [0, 1] as j → ∞, but this stands in direct contradiction to (3.8). The first desired statement follows. By the same technique as above, we can verify that |K j | RH L log L → ∞ as j → ∞, and this must imply (quantitatively [BR14] , actually) that |K j | A ∞ → ∞.
Next, let us tweak some parameters in the Modica-Mortola construction to obtain Proposition 3.10 (Degeneracy of the Kenig-Pipher condition while A ∞ is preserved). There exists a sequence {A j } of diagonal elliptic matrices on Ω with smooth, bounded, real coefficients in Ω and uniformly continuous on Ω, and there exists a diagonal elliptic matrix A on Ω with smooth, bounded, real coefficients in Ω and uniformly continuous on Ω, such that A j → A pointwise uniformly on Ω, ω A is absolutely continuous with respect to the surface measure σ, and Proof. Consider the following modifications: First, we use the formula
for φ j instead of the formula (2.1) in Section 2. Second, we ask that the lacunary sequences {h j }, {k j } satisfy the additional stronger estimate
See the footnote to (2.2). With these changes in mind and following the argument for the proof of Theorem 2.3, we still conclude as before that the measures ω j converge weakly to a measure ω, and that the corresponding Riesz products R j (x) = j i=1 φ i form the partial sums of a Fourier-Stieltjes series for a non-decreasing continuous function F on [−1, 1]. Moreover, we may mimic the proof of Proposition 3.3 and easily deduce (3.11) accordingly.
On the other hand, in this situation, the amplitude coefficients 1 2 j of the Riesz Products are such that the sum of their squares is finite. According to [Zyg02] Chapter V, Section 6, Lemma 6.5, it follows that {R j } is a uniformly bounded sequence in L 2 [0, 1] which converges pointwise a.e. on [0, 1] to F ′ . Per the Vitali Convergence Theorem, we must conclude that R j → F ′ strongly in L 1 [0, 1], whence the Fundamental Theorem of Calculus applies. Consequently, dF = F ′ dx on [0, 1]. Since K j ≈ R j , it finally follows that ω ≪ dx, and we do remark that ω ∈ A ∞ holds via the Vitali Convergence Theorem and the Reverse Hölder inequality. Remark 3.12. Let us reframe the above results as follows. Define M as the Fréchet space of n × n matrix functions in C 0 (Ω) ∩ C ∞ (Ω) with the usual topology. Designate KP ⊂ M as the subset of such matrices which satisfy the Kenig-Pipher condition, and 3 D ⊂ M as the subset of such matrices for whom the associated elliptic measure lies in A ∞ . Let ∂ = ∂ M be the boundary operator on M.
In this setting, note that the theorem of Kenig-Pipher [KP01] is the statement that KP ⊂ D. Hence ∂ KP ⊂ D. What we have done in the previous propositions is to parse the relationship between ∂ KP and D more delicately. Indeed, observe that for A ∈ ∂ KP, we must necessarily have P(A) = +∞, and if A ′ ∈ ∂ D, then it must be the case that ω A ′ is not A ∞ . Proposition 3.3 gives that ∂ KP ∩∂ D ∅, which is not too surprising in light of the [CFK81] and [MM81] examples. On the other hand, Proposition 3.10 yields that ∂ KP ∩ D ∅, which prohibits any quantifiable "equivalence" between the Kenig-Pipher condition and the A ∞ property.
