Rise of correlations of transformation strains in random polycrystals by Berlyand, Leonid et al.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
SIAM J. MATH. ANAL. c© 2008 Society for Industrial and Applied Mathematics
Vol. 40, No. 4, pp. 1550–1584
RISE OF CORRELATIONS OF TRANSFORMATION STRAINS IN
RANDOM POLYCRYSTALS∗
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Abstract. We investigate the statistics of the transformation strains that arise in random
martensitic polycrystals as boundary conditions cause its component crystallites to undergo marten-
sitic phase transitions. In our laminated polycrystal model the orientation of the n grains (crystal-
lites) is given by an uncorrelated random array of the orientation angles θi, i = 1, . . . , n. Under
imposed boundary conditions the polycrystal grains may undergo a martensitic transformation. The
associated transformation strains εi, i = 1, . . . , n depend on the array of orientation angles, and they
can be obtained as a solution to a nonlinear optimization problem. While the random variables θi,
i = 1, . . . , n are uncorrelated, the random variables εi, i = 1, . . . , n may be correlated. This issue is
central in our considerations. We investigate it in following three diﬀerent scaling limits: (i) Inﬁnitely
long grains (laminated polycrystal of height L = ∞); (ii) Grains of ﬁnite but large height (L  1);
and (iii) Chain of short grains (L = l0/(2n), l0  1). With references to de Finetti’s theorem, Riesz’
rearrangement inequality, and near neighbor approximations, our analyses establish that under the
scaling limits (i), (ii), and (iii) the arrays of transformation strains arising from given boundary
conditions exhibit no correlations, long-range correlations, and exponentially decaying short-range
correlations, respectively.
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1. Introduction. We investigate the statistics of the transformation strains
(misﬁts) that arise in random martensitic polycrystals as boundary conditions cause
its component crystallites to undergo solid-to-solid (martensitic) phase transitions.
Martensitic transformations are shape-deforming phase transitions that can be in-
duced in certain alloys as a result of changes in the imposed strains, stresses, or
temperatures. These transitions occur when a crystalline solid transforms between
its parent phase (austenite) and any of a number of variants of the product phase
(martensite). We focus on a setting that, while suﬃciently simple to allow for a com-
plete analytical treatment, provides signiﬁcant insights on the problem: We study
laminated polycrystals that consist of sequences of n of grains of rectangular cross-
section—of base 1/n and height L = L(n), so that a complete polycrystal is an inﬁnite
parallelepiped with rectangular cross-section of base 1 and height L. The goal of this
work is to provide a rigorous probabilistic theory for the misﬁt statistics in such poly-
crystals and, in particular, to provide a rationale for the approximations implicit in
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Fig. 1.1. A reference crystallite undergoes stress-free transformations: Atomic view (left) and
macroscopic view (right).
Fig. 1.2. One of two grains undergoes a stress-free transformation.
the numerical algorithms [6, 7, 8] for polycrytalline phase transitions in two- and
three-dimensional space.
The microstructure in a laminated polycrystal is described by a sequence of the
orientation angles θi, i = 1, . . . , n; θi represents the orientation of the two-dimensional
lattice structure in the ith grain. We assume θi is a sequence of n independent
identically distributed (i.i.d.) random variables. The transformation in the ith grain
gives rise to a strain tensor, the transformation strain εTi , (i = 1, . . . , n), which is
constant, and it takes one of three admissible values: No deformation (the original
square lattice remains square), or deformation into one of two rectangular crystalline
lattices parallel to the original square lattice. The phase transition in the polycrystal
gives rise to a sequence of transformation strains εTi , i = 1, . . . , n obtained by the
minimization of the elastic misﬁt energy among all admissible conﬁgurations.
We brieﬂy explain the concept of misﬁt using a simple example of a polycrystal
with two grains. Assume a rectangular single-crystalline grain, considered separately,
can undergo a stress-free (two-dimensional version of the) cubic-to-orthorhombic phase
deformation into shapes depicted in Figure 1.1. A polycrystal with two square grains
can undergo deformations as depicted in Figure 1.2. The elastic energy of the former
transformation is zero, because it is stress-free. In contrast, the latter transforma-
tion requires some elastic misﬁt energy that arises because when two crystallites are
combined in a polycrystal, their boundaries must remain coherent after the transfor-
mation. In general, minimization of misﬁt energy leads to interactions amongst all of
the grains in a polycrystal. Our probabilistic setup allows us to provide a rigorous
description of this phenomenology.
The main results of this paper characterize the probability distributions of the
random variables εTi that arise as minimizers of the overall elastic energy for a given
i.i.d. distribution of the angle sequence θi. Such results are provided in three diﬀerent
cases according to whether the grains are (1) inﬁnitely long (L = ∞), (2) of ﬁnite
but large height (L = L  1), and (3) short height (L = l0/(2n), l0  1). In
case (1) our treatment applies to arbitrary i.i.d. probability measures ρ deﬁning the
distribution of angles, and in cases (2) and (3), in turn, we restrict consideration to
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i.i.d. distribution of angles with Bernoulli probability measures ρ. Our main results
can be brieﬂy described as follows:
1. Inﬁnitely long grains. Theorem 5.2. For an arbitrary i.i.d. distribution of
angles θi, i = 1, 2, . . . , n, under certain technical assumptions, in the limit
n → ∞, the transformation strains εTi , i = 1, 2 . . . , n are also i.i.d. with
probability measure μ, where the measure μ is the minimizer of a certain
functional ((5.8) below). In particular, in the case of inﬁnitely long grains
there are no correlations between transformation strains of any two grains.
2. Long ﬁnite grains. L  1. Theorem 6.4. If θi, i = 1, . . . , n are Bernoulli
random variables (4.3), then in the limit n → ∞, εTi , i = 1, 2 . . . , n have
long-range but no short-range correlations.
3. Short grains. L = l0/(2n), l0  1. Theorems 7.4 and 7.5. If θi, i = 1, . . . , n
are Bernoulli random variables (4.3), then in the limit n → ∞, εTi , i =
1, 2 . . . , n have short-range but no long-range correlations.
Results 2 and 3 can be explained as follows. The cornerstone of our study is the
maximization of an integral energy functional (see (3.4) below) of the form
∫
KL(x−
t)f(x)f(t)dxdt. Its integral kernel KL(x) decays on diﬀerent length scales for long
and short grains. For long grains it decays on the length scale of the composite (on
O(1) scale), while for short grains it decays on the length scale of a grain (on O(1/n)
scale). Maximization with respect to this integral kernel leads to long-range and short-
range correlations for long and short grains, respectively. Formally, correlations arise
because grains that undergo the stress-free transformation tend to “group together”
on the scale of the decay of the integral kernel. We justify this heuristic idea in the
case of long grains (see section 6) by applying a randomized version of the Riesz
rearrangement inequality. In the case of short grains (see section 7) we show the
transforming grains group together—by applying an isoperimetric inequality.
The paper is organized as follows: After describing in section 2 our model of
the polycrystal, in section 3 we solve an auxiliary linear elasticity problem, and we
obtain an explicit expression for the stored elastic energy for a ﬁxed admissible ar-
ray of transformation strains. In section 4 we describe our probabilistic model. Our
main results are then established in the next three sections, where the nonlinear min-
imization problem for a random polycrystal is solved. The cases concerning inﬁnitely
long grains, ﬁnitely long grains, and short grains are studied in sections 5, 6, and 7,
respectively.
2. Formulation.
Stress-free transformation. A two-dimensional polycrystal is a collection of grains.
In our model, each grain is a single crystal (a crystallite) which can undergo a shape-
deforming phase transition that results in a transformation strain. An untransformed
grain with a horizontal-vertical square lattice (angle θ = 0) may either elongate in the
horizontal direction and remain unchanged in the vertical direction (the upper-right
state in Figure 1.1); it may elongate in the vertical direction and remain unchanged
in the horizontal direction (the lower right state in Figure 1.1); or, ﬁnally, it may not
transform at all and thus have its size unchanged (the left state in Figure 1.1). These
states correspond to the transformation strains:
(2.1) ε10 =
(
1 0
0 0
)
, ε20 =
(
0 0
0 1
)
, ε00 =
(
0 0
0 0
)
.
The ﬁrst and the second state correspond to a nontrivial transformation. The null
strain ε00 corresponds to absence of transformation.
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Fig. 2.1. The laminated polycrystal.
Mathematical model of a laminated polycrystal. Grains in a polycrystal have a
varying orientation of the crystalline lattices. We consider a rectangular polycrystal
ΠL = [0, 1] × [−L,L] (see Figure 2.1) partitioned into n vertical rectangular layers
(the grains) of width 1/n and height 2L,
ΠL = ∪ni=1ΠiL, ΠiL =
[
i− 1
n
,
i
n
]
× [−L,L].
Each grain ΠiL is occupied by a crystallite obtained by rotation by the orientation
angle
θi, 0 ≤ θi ≤ π/2,
of the reference crystallite (see Figure 2.1).
The array of crystallites’ orientations is completely determined by the vector of
the orientation angles
(2.2) θ = (θ1, θ2, . . . , θn).
Using the matrix of rotation by an angle θ
R = R(θ) =
(
cos θ sin θ
− sin θ cos θ
)
,
we see that the stress-free transformation strain for the grain ΠiL must lie in the set
(2.3) Sθi =
{
ε1(θi), ε2(θi), ε0(θi)
}
, 0 ≤ θi ≤ π/2,
where
ε1(θ) = Rε1(0)Rt =
(
cos2(θ) sin(θ) cos(θ)
sin(θ) cos(θ) sin2(θ)
)
,
ε2(θ) = Rε2(0)Rt =
(
sin2(θ) − sin(θ) cos(θ)
− sin(θ) cos(θ) cos2(θ)
)
,
ε0(θ) = Rε0(0)Rt =
(
0 0
0 0
)
.
(2.4)
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The superscript t stands for the matrix transpose. The set of all sequences of strains
that are admissible for some sequence of angles is denoted by Ω˜n:
(2.5) Ω˜n =
{
εT|εT = (εT1 , εT2 , εT3 , . . . , εTn ), εTi ∈ Sθi for some θi ∈ [0, π/2]
}
.
The set of all sequences of strains that are admissible for a given sequence θ will be
denoted by
(2.6) Ω˜n(θ) =
{
εT|εT ∈ Ω˜n such that εTi ∈ Sθi
}
.
Linear elasticity equations for given transformation strains. For a given sequence
of the orientation angles θ = {θi, i = 1, . . . , n} there are up to 3n corresponding
sequences εT = {εTi , i = 1, . . . , n} in the class Ω˜n(θ) deﬁned in (2.6). Here we
introduce the relevant elasticity PDEs on the domain ΠL for a given such εT. We
assume that each grain can be described by isotropic elasticity equations with elastic
moduli given by
(2.7) cijkl = λδijδkl + G(δikδjl + δilδjk),
where λ and G are the Lame´ constants [19].
As an applied displacement is imposed, our polycrystal may acquire microscopic
strains ε which contain combined contributions of elastic and stress-free transforma-
tions (see [9]):
(2.8) ε = εelastic + εT.
Then Hooke’s law σij = cijklεelastickl yields the stress-strain relation of linear elasticity
under a given transformation strain εT
(2.9) σij = cijkl(εkl − εTkl).
Here the strain tensor εkl is determined by the displacement vector u = (u1(x, y),
u2(x, y)):
(2.10) εij =
1
2
(∂iuj + ∂jui) where ∂1 =
∂
∂x
, ∂2 =
∂
∂y
.
The stress tensor satisﬁes the elasticity equations
(2.11) ∂jσij = 0 for i = 1, 2.
The above equation is to be understood in the distributional sense, and thus the
traction must be continuous across the interfaces between grains:
(2.12) [σi1](x, y) = 0, for i = 1, 2 and x = m/n, m = 1, 2, . . . , n− 1.
For such a given admissible conﬁguration εTi , we assume a given imposed dis-
placement that is chosen in the direction transversal to the laminates:1
(2.13) u1(0, y) = 0, u1(1, y) = U, u2(0, 0) = 0,
together with the zero-traction boundary conditions
(2.14) σ12(0, y) = σ12(1, y) = 0, σi2(x,±L) = 0.
1Other boundary conditions (e.g., shears) could be treated similarly.
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It is easy to check that, for a ﬁxed admissible conﬁguration εT, (2.11), (2.13), and
(2.14) are the Euler–Lagrange equations for the minimizer of the elastic energy
(2.15)
W (U, εT) =
1
Ec
min
u
1
2L
∫
ΠL
(εij − εTij)cijkl(εkl − εTkl)dxdy, u subject to (2.13),
where
(2.16) Ec =
4G(λ + G)
λ+ 2G
,
is the two-dimensional Young modulus. Thus it can be veriﬁed that the boundary
value problem (2.11), (2.13), and (2.14) admits a unique solution.
Overall polycrystalline energy. As a displacement (2.13) is imposed on the poly-
crystal, each grain may undergo a stress-free transformation into one of the three
possible stress-free states. The overall energy Wn(U,θ) in the polycrystal is deter-
mined by global minimization of the misﬁt energy W (U, εT) of the polycrystal over
all admissible conﬁgurations [9]
(2.17) Wn(U,θ) = min
εT∈ Ω˜n|θ
W (U, εT).
The (possible nonunique) array(s) of transformations strains that arise in the poly-
crystal is (are) the minimizer(s) in (2.17).
Simplifying assumptions of our model. The idea that the energy minimization in
composites and polycrystals can explain correlations has been long pursued in material
science (see, e.g., [16, 22]). In this paper we use a quadratic form of the polycrystal’s
energy proposed in [9] and further developed analytically in [20, 6] and numerically
in [6, 7, 8].
The probabilistic model introduced in this work captures many of the essential fea-
tures of the general physical phenomenon of misﬁt and, at the same time, is amenable
to rigorous analytical treatment.
Clearly, however, our model is too simple to reﬂect the rich phenomena that
occur in actual three-dimensional polycrystals. For example, we consider isotropic
elasticity, whereas typically, the crystalline lattice of each of the martensite variants
has less symmetry than that of the austenite. Further, for suﬃciently large grains, the
lattices associated with the various martensite variants could be combined, giving rise
to twins and/or higher-rank laminates of two or more diﬀerent variants of martensite
within each grain [21, 4, 15, 5, 17]—an eﬀect that our model does not allow. We also
note that, in general, a stress-free transformation is a time-dependent process that
involves energy dissipation. Our study assumes that the ﬁnal state of a polycrystal is
determined by minimizers of a time-independent, dissipation-free misﬁt energy (see,
e.g., [9, 6, 8] and references therein). Importantly, however, we do not assume that
the grains in the polycrystal transform without elastic stresses (self-accommodation);
see, e.g., [3, 2] and references therein.
Although not explicitly considered in this work, related phenomena, including
electrical and magnetic polarizations in electro- and magneto-rheological materials
and the combined elastic and magnetic-electric misﬁts arising from magnetostriction
and electrostriction in composite materials, could be treated by similar methods.
3. Elasticity kernel. In this section we give a representation for the elastic
energy W (U, εT) in terms of a certain integral kernel KL((x−t)), and we then present
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
1556 LEONID BERLYAND, OSCAR BRUNO, AND ALEXEI NOVIKOV
asymptotics of this kernel under two regimes that are relevant in our studies of the
statistics of transformation strains in sections 5, 6, and 7. Denote spatial averages as
(3.1) 〈g〉 = 1|ΠL|
∫
ΠL
g(x, y)dxdy =
1
2L
∫
ΠL
g(x, y)dxdy.
It turns out that the most convenient mathematical formulation of the elastic energy
is in terms of
(3.2) s(x) = εT22(x),
and the volume fraction of grains that undergo a phase transition2
(3.3) f = 〈I〉, I = εT11 + εT22.
Then the elastic energy
(3.4) W (U, εT) = 〈(U − f + s)2〉 −
∫ 1
−1
∫ 1
−1
(s(x) − 〈s〉)KL((x− t))(s(t) − 〈s〉)dxdt,
where KL is an even, 2-periodic integral kernel whose cosine Fourier coeﬃcients
(3.5) KˆL(m) =
∫ 1
−1
KL(x) cos(πmx)dx
are explicitly given in Appendix A.1 by formulas (A.5) and (A.6).
The idea of the proof of (3.4) is to decompose the solution u = (u1, u2) of the
boundary value problem (2.11), (2.13), and (2.14) in the form u = u˜ + u¯, where
u˜ solves the elasticity equations (2.15) for inﬁnitely long grains (L = ∞) and the
remainder u¯ is the correction for ﬁnite L. It turns out that u˜ is a piecewise linear
function of the form
(3.6)
{
u˜i1 = aix + fi,
u˜i2 = cix + dy + gi,
and u¯ satisﬁes the boundary value problem
(3.7)
⎧⎪⎨
⎪⎩
∂j σ¯ij = 0 for i = 1, 2,
u¯1(0, y) = u¯1(1, y) = 0, ∂1u¯2(0, y) = ∂1u¯2(1, y) = 0,
σ¯12(x,±L) = 0, σ¯22(x,±L) = Ec(εT22 − 〈εT22〉).
where {
σ¯ij = cijkl ε¯kl,
ε¯11 = ∂1u¯1, ε¯12 = ε¯21 = (∂2u¯1 + ∂1u¯2)/2, ε¯22 = ∂2u¯2.
Both functions can be computed explicitly: u˜ is obtained from direct computations
and u¯ is found by the Airy function method. A detailed proof is provided in Ap-
pendix A.1. The asymptotics of the convolution kernel in two important limiting
2Since the transformation strains deﬁned in (2.4) satisfy ε111 + ε
1
22 = 1, ε
2
11 + ε
2
22 = 1, and
ε011 + ε
0
22 = 0, it follows that the quantity f equals the volume fraction of grains that undergo a
phase transition.
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cases, in turn, are summarized in the following two lemmas. The proofs of the lem-
mas are provided in Appendices A.2 and A.3, respectively.
Lemma 3.1 (kernel asymptotics as L → ∞). KL(x) can be represented in the
form
(3.8) KL(x) =
B
L
K∞(x) + O(exp(−L)), as L →∞,
where
K∞ = − ln | sin(πx/2)|,
and
B =
5λ + 9G
4π(λ + 2G)
> 0.
We now consider polycrystals for which the height is commensurate with the grain
widths L = l0/(2n). The parameter l0 is the height-to-width ratio. In particular, when
L = 1/(2n), such polycrystals can be viewed as chains of square grains.
Lemma 3.2 (kernel asymptotics as L → 0). Suppose L = l0/(2n), where l0 > 0,
and n→∞. Then for each ﬁxed height-to-width ratio l0 there exists a positive-deﬁnite
function Kl0(x), x ∈ R independent of n, such that
(3.9) ||KL(x)− nKl0(nx)||L∞([−1,1]) → 0, as n→∞,
where Kl0(x) is even: Kl0(−x) = Kl0(x), and
(3.10) |Kl0(x)| ≤
c
l0
exp(−|x|/l0).
The constant c in (3.10) does not depend on n and l0.
We will ﬁnd it useful, especially for chains of rectangular grains, to identify se-
quences (vectors) (f1, . . . .fn) (of real number, matrices, etc.) with the corresponding
piecewise constant (real valued, matrix valued, etc.) functions deﬁned in the interval
[0, 1] that take the values f(x) = fk for x ∈ ΠkL, k = 1, . . . , n. For example, the
argument εT of W in (2.15), which is a matrix-valued function deﬁned in the interval
[0, 1], will often be replaced by a sequence of n matrices (εT1 , εT2 , εT3 , . . . , εTn ). As an-
other example, note that the dependence on n of the quantity on the left-hand side
of (2.17) arises merely from the fact that εT on the right-hand side of that formula is
a piecewise constant function determined by a sequence of n matrices. For a function
f deﬁned by a sequence (f1, . . . .fn) the spatial average (3.1) is
〈f〉 = 1
n
n∑
i=1
fi.
Further, on the space of the piecewise constant functions the integral representation
of the misﬁt energy (3.4) can be viewed as an algebraic nonnegative deﬁnite quadratic
form:
(3.11) Wn(U, εT) = 〈(U − f + s)2〉 − 〈(s− 〈s〉)M(n,L)(s− 〈s〉)〉,
where M = M(n,L) is a n × n symmetric Toeplitz matrix with entries Mij(n,L) =
λi−j(n,L) deﬁned by
(3.12) (s− 〈s〉)M(s− 〈s〉) =
∫ 1
−1
∫ 1
−1
(s(x) − 〈s〉)KL(x− t)(s(t)− 〈s〉)dxdt
for piecewise constant functions s = (s1, . . . , sn).
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
1558 LEONID BERLYAND, OSCAR BRUNO, AND ALEXEI NOVIKOV
As an immediate consequence of Lemma 3.2 we can estimate the decay of the
coeﬃcients λi−j(n,L) for a chain of rectangular grains (L = l0/(2n)): As n → ∞,
λk(n,L)→ λk(l0) where
(3.13) |λk(l0)| ≤ c
n
exp(−|k|/l0).
By (3.13) for a chain of rectangular grains λi−j(n,L) can be accurately approxi-
mated by a (truncated) Toeplitz matrix by setting λk(n,L) ≡ 0, for |k| > k0, and the
misﬁt energy is approximately
(3.14) W k0n (U, ε
T) = 〈(U − f + s)2〉 −
k0∑
k=−k0
n∑
i=1
λk(n)(si − 〈s〉)(si+k − 〈s〉),
where we deﬁne si+k for i + k > n by periodicity
si+k =
{
si+k, if i + k ≤ n,
si+k−n, if i + k > n.
The approximation (3.14) provides a justiﬁcation, in a one-dimensional con-
text, of numerical schemes which are used in practical evaluation of the misﬁt en-
ergy [9, 6, 7, 8]. The approximation (3.14) takes into account only interaction with
the nearest neighbors. Hence we call (3.14) k0-nearest neighbors energy. The next
proposition shows that for any ﬁnite value of n and ﬁnite k0, this k0-nearest neigh-
bors approximation has an exponential in k0 error. Therefore the computational
complexity of ﬁnding the misﬁt energy can be signiﬁcantly reduced if (3.11) is re-
placed by (3.14). In [6, 7, 8] this truncation was implemented for general two- and
three-dimensional polycrystals, and the convergence was veriﬁed numerically. The
following proposition justiﬁes this convergence analytically in the case of chains of
rectangular grains, and provides an explicit exponential error estimate.
Proposition 3.3. For a given U and a given vector of orientation angles θ,
suppose εT(k0) ∈ Ω˜n(θ) is a minimizer of the k0-nearest neighbors energy W k0n (U, εT)
given by (3.14). Then there is a universal constant c, independent of n, such that
Wn(U,θ), the minimum of the misﬁt energy (3.11), satisﬁes
(3.15) |Wn(U,θ)−W k0n (U, εT(k0))| ≤ c exp(−k0).
A proof the theorem is given in Appendix A.4. Finally, applying Proposition 3.3
and Lemma 3.2, the misﬁt energy (3.4) of a chain of short grains becomes
(3.16)
Wn(U, εT) = 〈(U − f + s)2〉 − λ0〈(s− 〈s〉)2〉 − Be
−1/l0
n
n∑
i=1
(si − 〈s〉)(si+1 − 〈s〉) + O(e−2/l0 ), as l0 → 0,
where λ0 > 0, B > 0.3 Thus, when l0  1, the misﬁt energy is approximated by the
nearest neighbor energy.
3From numerical computations λk , k ≥ 2 are negligible even for large l0 = 1:
∑∞
k=2 |λk| ≤ .1λ1,
λ1 ≤ .17λ0.
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4. A probabilistic model. Our probabilistic model is set to describe energy
minimizers within a random setting. In detail, we consider orientation angles θi,
i = 1, 2, . . . as a sequence of random variables4
θi : Ω→ Ωθ = [0, π/4]
on a common probability space (Ω,F , P ). We denote by ρn the usual induced prob-
ability measure of a sequence of the ﬁrst n orientation angles on (Ωθn, σ
θ
n), where
Ωθn =
(
Ωθ
)n = Ωθ × Ωθ × · · · × Ωθ, and σθn is the Borel σ-algebra on Ωθn.
We may deﬁne and work with the probability space (Ω˜n, σ˜n, μ˜n) of arrays of
transformation strains (εTi )
n
i=1, where we recall that Ω˜n is the set of all sequences of
strains that are admissible for some sequence of orientation angles (see (2.5)).
We will, however, work with a diﬀerent, but equivalent probability space. Recall
that the misﬁt energy (3.4) depends only on a sequence of pairs {(si, Ii)}, i = 1, . . . , n,
where
Ii = εT11,i + ε
T
22,i ∈ {0, 1}, and si = εT22,i ∈ [0, 1].
Therefore, we will study the probability space(
ΩTn , σ
T
n , μn
)
, ΩTn =
(
ΩT
)n
= ΩT × ΩT × · · · × ΩT, (si, Ii) ∈ ΩT = [0, 1]× {0, 1},
where σTn is the Borel σ-algebra on Ω
T
n and μn is a probability measure, which we will
deﬁne next.
Probability measure in the space of transformation strains. Suppose the applied
deformation U is given. For a ﬁxed sequence of orientation angles θ, there are up to
3n diﬀerent admissible arrays of transformation strains (εTi )
n
i=1, T = 0, 1, 2; see (2.6)
with (2.3) and (2.4). They correspond to 3n diﬀerent arrays of pairs {(si, Ii)}, i =
1, . . . , n using the rule that the matrices ε1(θi), ε2(θi), and ε0(θi) in (2.4) correspond to
the pairs (si, Ii) = (sin2 θi, 1), (si, Ii) = (cos2 θi, 1), and (si, Ii) = (0, 0), respectively.
Some of these arrays {(si, Ii)}, i = 1, . . . , n, say a number k of them, minimize the
misﬁt energy (3.4) amongst all admissible arrays. We assume, as it may indeed be
natural from a physics perspective, that each of these energy minimizing arrays occurs
with equal probability. In other words, we will deﬁne the probability measure μn in
such a way that the conditional probability measure μn((si, Ii)ni=1|θ) satisﬁes
(4.1) μn((si, Ii)ni=1|θ) =
{
1/k, if εT is a minimizer
0, if εT is not a minimizer,
where k is the number of minimizers of the misﬁt energy (3.4) for the ﬁxed θ. The
probability measure μn on the sequences (si, Ii)ni=1 is thus deﬁned by
(4.2) μn(A) =
∫
Ωθn
μn(A|θ)dρn(θ)
for any Borel set A ∈ σTn .
4In principle θ ∈ [0, π/2]. It follows from (2.4) that we are concerned only with sin2 θ and cos2 θ.
Since sin(π/2 − θ) = cos θ and cos(π/2 − θ) = sin θ, we may and do assume that θ ∈ [0, π/4]. The
orientation of a square crystalline lattice can be described uniquely by a value θ ∈ [0, π/4].
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The measure μn describes statistics of the transformation strains; the main ob-
jective of this paper is to describe it in detail for n  1 and for various polycrystal
conﬁgurations.
Distribution of angles. In the remainder of this paper we will assume that the
angles θi are independent and identically distributed with the induced probability
measure (distribution) ρ on Ωθ = [0, π/4]—although other types of angle distribu-
tions could be considered within the present context. In other words, the probability
measure ρn on the sequences of the orientation angles will be taken to be a product
measure of the form
ρn = Πni=1ρ.
In particular, to illustrate our theory we will consider two speciﬁc probability distri-
butions ρ: (1) the uniform distribution, in which ρ is proportional to the Lebesgue
measure, and (2) the Bernoulli trials model for which ρ is concentrated in two θ values
(4.3) θi =
{
α, with probability q,
β, with probability 1− q,
0 ≤ β ≤ α ≤ π/4.
5. Statistics of asymptotic energy minimizers 1: Infinitely long grains
(L =∞).
5.1. The main theorem. Suppose the grains are inﬁnitely long (L = ∞).
Then, by Lemma 3.1 the misﬁt energy for a given admissible sequence of transforma-
tion strains on the array of n grains is given by
(5.1) Wn(U, εT) = 〈
(
U − f + εT22
)2〉 = 〈(U − f + s)2〉.
The sequence of measures (4.2) contains convergent subsequences [18]; each such limit
μlim is a measure on the set of inﬁnite sequences of transformation strains; the limits
along various subsequences may, in principle, not all coincide. In fact, in all cases
we consider, however, all such limits do coincide, and the full sequences (4.2) are
convergent. For the sake of simplicity, in the subsequent analysis we assume this is
the case and we denote μlim = limn→∞ μn.
As we shall show the limits μlim are convex combinations of product measures.
This is a consequence of the de Finetti’s representation theorem (see [13] for a general
version of this theorem). In order to motivate the advantages of this observation in
our context, we ﬁrst consider one such limit μlim and we assume (this may or may not
be true!) that (1) for each ﬁnite n the minimizers are unique, and (2) the measure
μlim is given by a product of the form
(5.2) μlim = μ˜ := Π∞i=1μ,
for a certain measure μ so that, according to μlim, the random variables {(si, Ii)}∞i=1
are i.i.d.
Since, as we have seen above, for each i we must necessarily have si = sin2(θi)
or si = cos2(θi) whenever Ii = 1, under the uniqueness assumption (1) above the
measure μ in (5.2) must satisfy{
μ
(
s = sin2(θ)|θ, I = 1)+ μ (s(θ) = cos2(θ)|θ, I = 1) = 1
μ
(
s = sin2(θ)|θ, I = 1) = 0 or 1 and μ (s(θ) = cos2(θ)|θ, I = 1) = 0 or 1.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
RISE OF CORRELATIONS IN RANDOM POLYCRYSTALS 1561
Hence, we can deﬁne a function κ(θ), κ(θ) = 0, or κ(θ) = 1 such that
(5.3) κ(θ) =
{
1, if μ
(
s = sin2(θ)|θ, I = 1) = 1,
0, if μ
(
s = cos2(θ)|θ, I = 1) = 1.
By the law of large numbers, as n→∞ we have for the misﬁt energy (5.1)
(5.4) Wn(U, εT)→
∫ π/4
0
g(θ)χ(θ)dρ(θ) + (U − f)2(1− f),
where g(θ) = (U − f + sin2 θ)2κ(θ) + (U − f + cos2 θ)2(1− κ(θ)) and where we have
set
(5.5) χ(θ) = μ(I = 1|θ), (0 ≤ χ(θ) ≤ 1),
and f =
∫ π/4
0
χ(θ)dρ(θ).
Clearly, in the present context the limiting values of the energy function Wn(U, εT)
are determined uniquely by the functions κ(θ) and χ(θ). Since μlim is the limit of
probability measures {μn} given by (4.1) with (5.1), it follows that the measure μ in
(5.2) must minimize (5.4). In other words, under the assumption (5.2), the overall
minimization problem has been reduced to the following minimization problem for
the functions κ(θ) and χ(θ):
min
κ(θ),χ(θ)
∫ π/4
0
g(θ)χ(θ)dρ(θ) + (U − f)2(1− f)
g(θ) = (U − f + sin2 θ)2κ(θ) + (U − f + cos2 θ)2(1 − κ(θ)),
f =
∫ π/4
0
χ(θ)dρ(θ), 0 ≤ χ(θ) ≤ 1, 0 ≤ κ(θ) ≤ 1.
(5.6)
One can anticipate that, generally, the assumption (5.2) does not hold. Indeed,
even working under the assumption (5.2), we note that a solution μ (i.e., (κ, χ)) to
the minimization problem (5.6) may not be unique. If there are two such solutions
μ1 and μ2 to this problem, then the corresponding inﬁnite products μ˜1 and μ˜2 could,
conceivably, equal to the limit of a subsequence of μn. As shown in Theorem 5.2,
however, in general μlim will equal a convex combination of such inﬁnite products.
The following deﬁnition will be useful in these regards.
Definition 5.1. Consider the set S of all measures on the set of pairs (s, I) ∈
[0, 1]× {0, 1}. For each measure μ ∈ S deﬁne the associated product measure
μ˜ = Π∞i=1μ
on Π∞i=1(si, Ii). A measure γ is called a convex combination of such product measures,
if there exists a positive measure ν(μ) on the set S, such that
(5.7) γ(A) =
∫
S
μ˜(A)dν(μ),
∫
S
dν(μ) = 1.
Theorem 5.2. Consider inﬁnitely long grains and an arbitrary i.i.d. angle dis-
tribution with the probability measure ρ, and assume the limit μlim of the sequence
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μn deﬁned by (4.2) and (4.1) exists. Then μlim is given by a convex combination of
product measures arising from minimization problems. In detail, we have
μlim =
∫
S
μ˜dν(μ),
∫
S
dν(μ) = 1,
where S is the set of product measures: μ˜ = Π∞i=1μ, and each μ is deﬁned by
μ((s, I)|θ) =
{
χ(θ)κ(θ), if I = 1,
1− χ(θ), if I = 0,
where κ(θ) and χ(θ) are minimizers of
min
κ(θ),χ(θ)
∫ π/4
0
(U − f + s(θ))2χ(θ)dρ(θ) + (U − f)2(1− f),
f =
∫ π/4
0
χ(θ)dρ(θ), χ : [0, π/4]→ [0, 1],
(5.8)
(5.9) s(θ) = κ(θ) sin2(θ) + (1− κ(θ)) cos2(θ), where κ : [0, π/4]→ {0, 1}.
If the minimizer of (5.8) is unique, then transformation strains in diﬀerent grains are
independent identically distributed; that is, μlim is a product measure μlim = Π∞i=1μ.
Proof. A key property of the energy Wn (5.1) in the case of inﬁnitely long
grains is that it is invariant under permutations; e.g., for a three-grain polycrys-
tal, if (s1, I1), (s2, I2), (s3, I3) is a minimizing sequence for the angles (θ1, θ2, θ3), then
(s2, I2), (s1, I1), (s3, I3) is a minimizing sequence for the angles (θ2, θ1, θ3) with the
same probability. More generally, the form of the misﬁt energy and our assumption
(4.1) imply that the probability measure μn (deﬁned by (4.1), (4.2)) on the minimizers
must be symmetric;5 that is, for any ﬁnite permutation τ ∈ S(n)
μn((s1, I1) ∈ A1 . . . , (sn, In) ∈ An) = μn((sτ(1), Iτ(1)) ∈ A1, . . . , (sτ(n), Iτ(n)) ∈ An).
As n→∞, the probability measure μn converges to a certain μlim. Clearly, μlim must
be symmetric as well: For any n and τ ∈ S(n)
μlim ((s1, I1) ∈ A1, . . . , (sn, In) ∈ An, (sn+1, In+1) ∈ An+1, . . . )
= μlim
(
(sτ(1), Iτ(1)) ∈ A1, . . . , (sτ(n), Iτ(n)) ∈ An, (sn+1, In+1) ∈ An+1, . . .
)
.
Hence, we can apply the de Finetti’s representation theorem [13], and μlim must be a
convex combination of product measures μ˜:
μlim =
∫
S
μ˜dν(μ),
∫
S
dν(μ) = 1, ν(μ) ≥ 0;
see Deﬁnition 5.1, as claimed.
Let us now show that
(5.10)
lim
n→∞
∫
ΩTn
Wn(U, εT)dμn
=
∫
S
[∫ π/4
0
(U − f + s(θ))2χ(θ)dρ(θ) + (U − f)2(1− f)
]
dν(μ).
5Sometimes the term exchangeable is used instead of symmetric.
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The key issue here is classical: Given that μn → μlim weakly, we cannot, in general,
conclude convergence of
∫
Wndμn. In our case, however, we can, because the measures
μn are symmetric. It follows that for an n-grain sample, the functions {(si, Ii)}ni=1
satisfy, for any i, j, 1 ≤ i, j ≤ n,∫
IiIjdμn =
{∫
I1I2dμn, i = j,∫
I21dμn, i = j,
and similar equalities hold for siIj , and (U − 〈I〉+ si)2. Therefore, Wn can be written
as ∫
Wn(U, εT)dμn =
∫
F (U, s1, I1, I2)dμn +
1
n
∫
G(s1, I1, I2)dμn,
where both functions F (U, s1, I1, I2) and G(s1, I1, I2) depend continuously (they are
quadratic polynomials) on the values of si and Ii only in two grains i = 1, 2 (and,
thus, do not depend on n), and they are explicitly given as
F = (U + s1)2 − 2UI1 − 2s1I2 + I1I2, G = −2s1I1 + 2s1I2 + I21 − I1I2.
Therefore
lim
n→∞
∫
ΩTn
Wn(U, εT)dμn = lim
n→∞
∫
ΩTn
F (U, s1, I1, I2)dμn + lim
n→∞
1
n
∫
ΩTn
G(s1, I1, I2)dμn
=
∫
ΩT∞
F (U, s1, I1, I2)dμlim.
Hence it only remains to show that
(5.11)
∫
ΩT∞
F (U, s1, I1, I2)dμlim
=
∫
S
[∫ π/4
0
(U − f + s(θ))2χ(θ)dρ(θ) + (U − f)2(1− f)
]
dν(μ).
The last equality is obtained by explicit computations provided in Appendix B.1. The
proof of the identity (5.10) is now complete.
Further, up to a set of ν-measure zero, each μ must minimize (5.8). Otherwise,
we can choose a δ > 0 such that the set
A =
{
μ :
∫
F (U, s1, I1, I2)dμ˜− δ > min
∫
F (U, s1, I1, I2)dμ˜
}
has positive measure: ν(A) > 0. Then, if ν(S \A) = 0 we deﬁne a new measure ν˜ by
ν˜(B) = ν(B \A)/ν(S \A).
Clearly ∫
S
[∫
F (U, s1, I1, I2)dμ˜
]
dν˜(μ) <
∫
S
[∫
F (U, s1, I1, I2)dμ˜
]
dν(μ),
which contradicts the assumption that ν yields a limit of minimizers of the misﬁt
energy (5.8) as indicated in (5.11). If ν(S \ A) = 0, in turn, we can select a single
minimizer and assign ν˜ measure 1 to it, arriving again to a contradiction.
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To establish (5.9), note that for a minimizer μ of (5.6), the μ probabilities condi-
tional to a given angle θ and to I = 1, satisfy
μ
(
s(θ) = cos2(θ)|θ, I = 1) = 0, or μ (s(θ) = sin2(θ)|θ, I = 1) = 0.
Hence κ(θ) takes only the values 0 and 1 and (5.9) holds.
Finally, suppose (5.8) admits a unique minimizer μ. Since, as established above,
the limit μlim must be a convex combination of product measures that minimize
(5.8); in the case of uniqueness of solution to (5.8), μlim must be the product measure
μlim = Π∞i=1μ, as claimed.
A few remarks about Theorem 5.2 are in order. Firstly, we are aware of some
examples when the minimization problem (5.8) has more than one solution. One of
these examples is to consider a deterministic sequence θi = 0 and U = 1. Then
there are two solutions κ1 ≡ 0, χ1 ≡ 1, and κ2 ≡ 0, χ2 ≡ 0 to the minimization
problem (5.8), which give rise to correspondingmeasures μ1 and μ2, and, thus, product
measures μ˜1 and μ˜2. For both i = 1, 2 we have∫ π/4
0
(U − fi + si(θ))2χi(θ)dρ(θ) + (U − fi)2(1− fi) = 1.
In view of our symmetrization assumption 4.1, the limit of μn exists and it is equal to
a convex combination of product measures as implied by Theorem (5.2); the convex
combination is given by μ˜1/2 + μ˜2/2. We expect that generically the minimization
problem (5.8) has a unique solution. We give two explicit examples when this measure
is unique: Bernoulli trials, Lemma 5.3, and Uniform distribution, Lemma 5.6, in
section 5.2.
Secondly, in principle, the (unique) solution to the minimization problem (5.8)
may be such that χ(θ) takes only two values 0 or 1, i.e., χ : [0, π/4] → {0, 1}. This,
indeed, happens for uniform distribution (Lemma 5.6 in section 5.2). If we know
that χ : [0, π/4] → {0, 1}, then the proof of Theorem 5.2 becomes straightforward.
However, there are examples, when 0 < χ(θ) < 1 for some θ, and one of them is the
Bernoulli trials (Corollary 5.4 in section 5.2).
Finally, if we do not assume the uniform conditional probability (4.1), then μlim
may not be unique even if the minimizer of (5.8) is unique. We discuss this issue for
Bernoulli trials after the proof of Corollary 5.4 below.
Motivated by the above remarks, we next investigate in more detail how measure
μ, a solution to the minimization problem (5.8), depends on the underlying probability
measure ρ for two speciﬁc probability measures ρ: the Bernoulli trials model and the
uniform distribution of θ.
5.2. Bernoulli trials and uniform distribution. For the Bernoulli trials
model (4.3), the minimization problem (5.8) from Theorem 5.2 is
min
qα,qβ ,s(α),s(β)
W (qα, qβ , s(α), s(β)),
W = (U − f + s(α))2qα + (U − f + s(β))2qβ + (U − f)2(1− f),
(5.12)
with f = qα + qβ ,
(5.13) 0 ≤ qα ≤ q, 0 ≤ qβ ≤ 1− q,
0 ≤ β ≤ α ≤ π/4, and s(α), s(β) are deﬁned by s(θ) = sin2 θ or s(θ) = cos2 θ.
In particular, the minimization with respect to χ is reduced to determining the pro-
portions qα and qβ of grains with angles α and β that do not undergo a stress-free
transformation.
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Lemma 5.3. For the Bernoulli trials model (4.3) with 0 < q < 1 the minimizer
(κ, χ) of (5.12) is unique. For the minimizer κ(θ) ≡ 1, i.e.,
(5.14) s(θ) = sin2 θ,
and χ depends on U and can be described as follows. For a given U the total proportion
of grains that undergoes a stress-free transformation f = f(U) is a (deterministic)
nondecreasing function of U . For a given f we have several cases
• if f < 1− q, then
(5.15) qα = 0, 0 ≤ qβ ≤ 1− q,
i.e., χ(α) = 0, χ(β) = qβ/(1− q),
• if f > 1− q, then
(5.16) 0 ≤ qα ≤ q, qβ = 1− q,
i.e. χ(β) = qα/q, χ(β) = 1.
A proof of the Lemma is in Appendix B.2.
Corollary 5.4. The probability distribution
θi =
{
π/4, with probability q, q ≥ 1/2,
0, with probability 1− q
is an example, where the minimizer (κ, χ) of (5.12) is unique, but
χ : [0, π/4]→ K ⊂ [0, 1],K = {0, 1}.
Indeed, in this case
χ(0) = U, χ(π/4) = 0, if U ≤ 1− q,
χ(0) = 1, χ(π/4) = 0, if 1− q ≤ U ≤ 5/4− q,
χ(0) = 1, χ(π/4) = U − 5/4 + q, if 5/4− q ≤ U ≤ 3/4, or
χ(0) = 1, χ(π/4) = 1, if 3/4 ≤ U.
Let us now discuss our ﬁnal remark that if we do not assume the uniform condi-
tional probability (4.1), then μlim may not be unique even if the minimizer of (5.12)
is unique. It depends on whether χ takes more than two values, that is, on whether
χ : [0, π/4] → K, but K = {0, 1}. For example, consider the Bernoulli trials with
0 < qα < q. Then one can choose the grains with θi = α, which do not undergo
a stress-free transformation, arbitrarily, provided that their total proportion is qα.
Thus, if we remove our assumption of equal probability (4.1), in the case of inﬁnitely
long grains there are many minimizers of the misﬁt energy in addition to minimizers
described in Theorem 5.2. Hence, it is possible to construct the limiting measure
μlim on the inﬁnite sequence of pairs {(si, Ii)}∞i=1 so that it is not a product measure.
Moreover, actual construction of the exact minimizers εT of the energy (5.1) (for a
given sequence {θi}ni=1) in practice [9, 6, 7, 8] is done numerically. Thus it typically
results in ﬁnding an almost minimizer ε˜T, such that
(5.17) |Wn(U, εT)−Wn(U, ε˜T)| ≤ δ, δ > 0.
Thus, it is natural to ask which characteristic properties of exact minimizers
are approximated by characteristic properties of almost minimizers. The property
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that μlim is a product measure is not characteristic, but the proportion of grains that
undergo a stress-free transformation is such property. For example, for Bernoulli trials,
qα(θ) characterizes the proportion of grains with θi = α, i = 1, . . . , n, which undergo
a stress-free transformation (grains for which I = 1), and we have the following
immediate result.
Lemma 5.5. For every δ′ > 0 there exists δ > 0 such that an almost minimizer
ε˜T in the sense (5.17) satisﬁes
|qα(θ)− q˜α(θ)| < δ′, |qβ(θ)− q˜β(θ)| < δ′,
where qα(θ) and q˜α(θ) correspond to the exact and almost minimizers, respectively
(qβ(θ) and q˜β(θ) are deﬁned analogously).
Analogous to the Bernoulli trials model, direct computations show the following
result for the uniform distribution.
Lemma 5.6. For the uniform distribution of θ ∈ [0, π/4], the minimizer (κ, χ) of
(5.12) is unique. For the minimizer κ(θ) ≡ 1, hence
(5.18) s(θ) = sin2 θ,
and χ depends on U and can be described as follows. For a given U the total propor-
tion of grains that undergoes a stress-free transformation f(U) is a (deterministic)
nondecreasing function of U given by
f(U) =
{
4π
8+πU + g(U), if U ≤ 14 + 2π ≈ .88662,
1 otherwise,
where the small correction g(U) is concave and it satisﬁes g(0) = f(1/4 + 2/π) =
0, −0.055 < g(U) ≤ 0. For a given f < 1
χ(θ) =
{
1, if sin2 θ ≤ 2(f − U),
0, otherwise.
If f = 1, then χ ≡ 1.
Lemmas 5.3 and 5.6 together with Theorem 5.2 imply the following.
Corollary 5.7. For Bernoulli trials and uniform distribution, the unique min-
imizing sequence of transformation strains is i.i.d, and, in particular, it is uncorre-
lated.
6. Statistics of asymptotic energy minimizers 2: Thin long grains (fi-
nite L 1).
6.1. Basic definitions and formulation of the main theorem. In contrast
to the case of inﬁnitely long grains, if L is large but ﬁnite, then each grain may
undergo a stress-free transformation which, as we show in this section, is correlated
to stress-free transformations of other grains. In particular, for Bernoulli trials in
case 1 (L = ∞, n → ∞) the minimizers are shown to be i.i.d. (see Corollary 5.7 in
the previous section), whereas in case 2 (n→∞, followed by L →∞) the minimizers
are no longer i.i.d. (see Theorem 6.4 below).6
By Lemma 3.1 the misﬁt energy for L  1 has the following asymptotic repre-
sentation (up to higher order terms):
(6.1) Wn(U, εT) = 〈(U − f + s)2〉 − B
L
W¯n(U, εT), as L →∞,
6In this sense, we prove that the limits for large n and large L do not commute.
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where
(6.2) W¯n(U, εT) =
∫ 1
−1
∫ 1
−1
(s(x) − 〈s〉)(s(t) − 〈s〉)K∞(x− t)dxdt,
(6.3) K∞ = − ln | sin(πx/2)| > 0.
For L  1 the second term on the right-hand side of (6.1) amounts to a small
correction to the misﬁt energy of inﬁnitely long grains (5.1) (the ﬁrst term in (6.1)),
a situation that bears connections with the concept of almost minimizers (5.17) in-
troduced in the previous section. In the present context we have:
Lemma 6.1. For any δ > 0, there exists a suﬃciently large L0 > 0, so that for
any L ≥ L0
(6.4) s(θ) = sin2 θ,
(6.5) |qα(θ)− qLα (θ)| < δ, |qβ(θ)− qLβ (θ)| < δ,
where qα(θ) and qLα (θ) correspond to minimizers of (5.1) and (6.1), respectively (qβ(θ)
and qLβ (θ) are deﬁned analogously).
A proof of Lemma 6.1 is in Appendix C.1. As we pointed out after Corollary 5.4,
when L = ∞ and 0 < qα < q or 0 < qβ < 1 − q there is an ambiguity: The
solution to the minimization problem (5.1) (the ﬁrst term in (6.1)) is not unique. We
now show that the second term (6.2) plays a role of regularization—it resolves this
ambiguity by reducing the number of minimizers, and it gives rise to correlation of
transformations in diﬀerent grains of a laminated polycrystal. The correlations arise
from maximization of W¯ (note the negative sign in front of the second term in (6.1)).
We formalize this idea in the next deﬁnition.
Definition 6.2. For a given deformation U and a sequence of angles {θi}ni=1,
an asymptotic energy minimizer is a pair of piecewise constant functions
(s(x), I(x)) = (si, Ii) if x ∈
(
i− 1
n
,
i
n
]
, i = 1, 2, . . . , n, s(x), I(x) ∈ Hn,
which maximizes (6.2) (the second term in (6.1)) amongst all7 minimizers of the misﬁt
energy of inﬁnitely long grains (5.1) (the ﬁrst term in (6.1)).
When the distribution of angles ρn is given, we denote by μan the corresponding
probability measure of the distribution of asymptotic energy minimizers (si, Ii)ni=1.
The behavior of the asymptotic energy minimizers for the distribution of angles ρn
given by the Bernoulli trials (4.3) model will be described by the Riesz symmetrically
rearranged minimizer which we deﬁne as follows.
Definition 6.3. Consider Bernoulli trials (4.3) model (θ is α or β with prob-
abilities q or 1 − q). For a given displacement U , let qα and qβ be the proportion of
grains for which I = 1 with θ = α and θ = β, respectively,
(6.6) 0 ≤ qα ≤ q, 0 ≤ qβ ≤ 1− q,
7Note that we consider here all possible minimizers of the misﬁt energy of inﬁnitely long
grains (5.1) (the ﬁrst term in (6.1)). In other words, here minimizers of (5.1) may not satisfy
our assumption of equal probability (4.1).
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as given by Lemma 5.3. For a given sequence of angles {θi}ni=1 a Riesz left-rearranged
sequence of transformation strains is a pair of functions (sl(x), Il(x)) ∈ Hn given for
each x ∈ ((i− 1)/n, i/n] as
(sl(x), Il(x)) =
(
sl
(
i
n
)
, Il
(
i
n
))
=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(sin2 α, 1), if θ = α, 0 ≤ i/n ≤ qα/q,
(0, 0), if θ = α, qα/q ≤ i/n ≤ 1,
(sin2 β, 1), if θ = β, 0 ≤ i/n ≤ qβ/(1− q),
(0, 0), if θ = β, qβ/(1− q) ≤ i/n ≤ 1.
Similarly, a Riesz right-rearranged sequence (sr(x), Ir(x)) ∈ Hn is determined by
(sr(x), Ir(x)) =
(
sr
(
i
n
)
, Ir
(
i
n
))
=
⎧⎪⎪⎨
⎪⎪⎪⎩
(sin2 α, 1), if θ = α, 1− qα/q ≤ i/n ≤ 1,
(0, 0), if θ = α, 0 ≤ i/n ≤ 1− qα/q,
(sin2 β, 1), if θ = β, 1− qβ/(1− q) ≤ i/n ≤ 1,
(0, 0), if θ = β, 0 ≤ i/n ≤ 1− qβ/(1− q).
We denote by μln and μ
r
n the corresponding probability measures. A Riesz symmet-
rically rearranged probability measure μsn is the average of right- and left-rearranged
measures μsn = 1/2μ
l
n+1/2μ
r
n. Finally, the Riesz symmetrically rearranged probability
measure μs, the weak limit of probability measures: μsn ⇒ μs, as n→∞.
The rearranged minimizers quantitatively describe the rise of correlations for
asymptotic energy minimizers (Deﬁnition 6.2), because, as we prove in Lemma 6.7,
the asymptotic and rearranged minimizers coincide in the limit as n → ∞. In other
words, Deﬁnitions 6.2 and 6.3 characterize the same measure as n → ∞. Moreover,
the following theorem shows that the minimizer probability measure of the full mis-
ﬁt energy (6.1) converges to the Riesz symmetrically rearranged probability measure
when we let n→∞, and then let L →∞.
Theorem 6.4. Consider the Bernoulli trials (4.3). For a given U , let qα and qβ
be deﬁned as in Lemma 5.3 by (5.15) or (5.16). Then as n → ∞ and subsequently
L → ∞ the probability measure of the energy minimizer of the misﬁt energy (6.1)
converges weakly to the Riesz symmetrically rearranged probability measure μs.
6.2. Riesz rearrangement inequalities and proof of Theorem 6.4. The
key idea of the proof comes from the classical Riesz rearrangement inequality (see
e.g., [12], [14]). In particular, this inequality motivated the name for minimizers in
Deﬁnition 6.3. The simplest form of this inequality, which is suﬃcient for our purposes
is as follows.
Lemma 6.5. Riesz rearrangement inequality on a circle.
Consider two classes of even, bounded, and positive functions on [−1, 1]:
Ai = {f(x)|f(x) = f(−x), 0 ≤ f(x) ≤ 1,
∫ 1
0
f(x)dx = pi}, i = 1, 2.
Let χ1pi(x) ∈ Ai be the characteristic function of the set [−pi, pi] and χ2pi(x) ∈ Ai be
the characteristic function of the set [−1,−1 + pi] ∪ [1 − pi, 1]. Suppose K(x) is an
even positive locally integrable 2-periodic function on R that decreases on [0, 1]:
(6.7)
K(x) ≥ 0, K(x) = K(−x),
∫ 1
0
K(x)dx <∞, K(x+2) = K(x), and K(x1) > K(x2),
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if 0 < x1 < x2 ≤ 1. Then for any f(x) ∈ A1, g(x) ∈ A2
(6.8)
∫ 1
−1
∫ 1
−1
(f(x)− p1)(g(t)− p2)K(x− t)dxdt
≤
∫ 1
−1
∫ 1
−1
(χ1p1(x)− p1)(χ1p2 (t)− p2)K(x− t)dxdt,
where the equality holds only in the following two cases
(6.9) (a) f(x) = χ1p1(x), g(x) = χ
1
p2(x), (b) f(x) = χ
2
p1(x), g(x) = χ
2
p2(x).
Moreover, for any δ > 0 there exists δ′ > 0 so that if min(e1, e2) ≥ δ′,
(6.10) e1 =
∫ 1
0
(|f − χ1p1 |+ |g − χ1p2 |)dx, e2 =
∫ 1
0
(|f − χ2p1 |+ |g − χ2p2 |)dx,
then
(6.11)
∫ 1
−1
∫ 1
−1
(f(x)− p1)(g(t) − p2)K(x− t)dxdt
≤
∫ 1
−1
∫ 1
−1
(χ1p1(x) − p1)(χ1p2(t)− p2)K(x− t)dxdt − δ.
We assumed in this lemma that the functions are bounded from above by one.
This assumption can be replaced by any positive number with obvious modiﬁcations of
the results. The proof of Lemma 6.5 follows from considerations similar to those found
in [1]. It basically says that among all possible functions 0 ≤ f(x) ≤ 1, 0 ≤ g(x) ≤ 1
on a circle [−1, 1] (where the endpoints x = ±1 are identiﬁed) the maximum of the
integral
(6.12)
∫ 1
−1
∫ 1
−1
(f(x)− p1)(g(t)− p2)dxdt, with
∫ 1
0
f(x)dx = p1,
∫ 1
0
g(x)dx = p2
is achieved on characteristic functions of the intervals of length 2p1 and 2p2. The
reason why the intervals centered at x = 0 and x = 1 is due to our assumption that
f(x) and g(x) are even. In order to explain how Lemma 6.5 must be modiﬁed and
applied for our case, we decompose
s(x)− 〈s〉 = sin2 αεα + sin2 βεβ , εα = (χαχ˜α − qα), εβ = (χβχ˜β − qβ),
where χα and χβ , χα + χβ = 1 are (random) characteristic functions of the angle
distributions θ = α and θ = β, respectively; χ˜α and χ˜β are the characteristic function
of the grains with θ = α and θ = β, respectively, for which I = 1.
The term (6.2) (the second term in (6.1)) equals
W¯ (U, εT) = sin4 α
∫ 1
−1
∫ 1
−1
εα(x)εα(t)K∞(x− t)dxdt
+ 2 sin2 α sin2 β
∫ 1
−1
∫ 1
−1
εα(x)εβ(t)K∞(x− t)dxdt
+ sin4 β
∫ 1
−1
∫ 1
−1
εβ(x)εβ(t)K∞(x− t)dxdt.
(6.13)
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p
1
0 x1
y
1−p
1
0 x1
y
Fig. 6.1. A sample of two random intervals χα(x)χ1qα (x) and χα(x)χ
2
qα
(x), where p = qα/q.
Each of the three integral terms in (6.13) has the form described in the previous
Lemma 6.5, because by Lemma 3.1 the integral kernel K∞ = − ln | sin(πx/2)|, and
hence it satisﬁes all the conditions (6.7). As in Lemma 6.5 we need to maximize the
integral (6.13) by varying the characteristic functions χ˜α and χ˜β . The only diﬀerence
is the additional constraint that χα and χβ are random characteristic functions. This
additional constraint, loosely speaking, requires that the maximizers of (6.13) are
“random intervals” still centered at x = 0 or x = 1. More precisely, note that the
values of the characteristic functions χ˜α and χ˜β in (6.13) are important only where
χα = 1 and χβ = 1, respectively. Hence for a sequence of Bernoulli random variables
θi, i = 1, . . . , n we can deﬁne characteristic functions of random intervals of length
2qα on [−1, 1] centered at x = 0 and x = 1 as a product of two characteristic functions
χα(x)χ1qα (x) and χα(x)χ
2
qα (x), respectively, where
(6.14) χ1qα(x) =
{
1,− qαq ≤ x ≤ qαq ,
0, otherwise,
χ2qα(x) =
{
0,−1 + qαq < x < 1− qαq ,
1, otherwise.
Similarly, functions χα(x)χ1qα(x) and χα(x)χ
2
qα(x) are random intervals of length 2qβ
centered at x = 0 and x = 1 where
(6.15) χ1qβ (x) =
{
1,− qβ1−q ≤ x ≤ qβ1−q ,
0, otherwise,
χ2qβ (x) =
{
0,−1 + qβ1−q < x < 1− qβ1−q ,
1, otherwise.
For an illustration see Figure 6.1. The above discussion is made rigorous by the
following.
Lemma 6.6 (randomized Riesz rearrangement inequality for asymptotic energy
minimizers). Consider Bernoulli trials (4.3). Suppose χα and χβ, χα + χβ = 1
are (random) characteristic functions of the angle distributions θ = α and θ = β,
respectively. Let qα(θ) and qβ(θ) be random variables of θ with values
0 ≤ qα(θ) ≤ q, 0 ≤ qβ(θ) ≤ 1− q.
Suppose K(x) satisﬁes (6.7). Then for every δ > 0 there exists δ′ > 0 so that if
(6.16) |qα(θ)− qα| < δ′, |qβ(θ)− qβ| < δ′
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for some ﬁxed qα and qβ, then almost surely8 as n→∞ the maximizers of
max
χ˜α,χ˜β
∫ 1
−1
∫ 1
−1
(aεα(x) + bεβ(x))(aεα(t) + bεβ(t))K(x − t)dxdt,
εα = (χαχ˜α − qα(θ)), εβ = (χβχ˜β − qβ(θ)), a > 0, b > 0
χα(x) = χα(−x), χβ(x) = χβ(−x),
∫ 1
0
χαχ˜αdx = qα(θ),
∫ 1
0
χβχ˜βdx = qβ(θ)
(6.17)
satisfy
(6.18) min (e1, e2) < δ,
where
(6.19)
e1 =
∫ 1
0
(|χ˜α − χ1qα |χα + |χ˜β − χ1qβ |χβ)dx, e2 =
∫ 1
0
(|χ˜α − χ2qα |χα + |χ˜β − χ2qβ |χβ)dx,
χiqα and χ
i
qβ , i = 1, 2 are deﬁned in (6.14) and (6.15), respectively.
The proof of Lemma 6.6 is by contradiction to the law of large numbers and it is
provided in Appendix C.2. The next lemma shows the equivalence of Deﬁnitions 6.2
and 6.3 as n→∞.
Lemma 6.7. Consider the Bernoulli trials (4.3). For a given U , let qα and qβ
be deﬁned as in Lemma 5.3 by (5.15) or (5.16). Then the probability measure μan of
the asymptotic energy minimizer of the misﬁt energy (6.1) (see Deﬁnition 6.2)) and
the probability measure μsn of the Riesz symmetrically rearranged energy minimizer
(Deﬁnition 6.3) have the same weak limit μs. Moreover,
(6.20) lim
n→∞ e1 = 0, or limn→∞ e2 = 0 with equal probability 1/2,
where e1 and e2 are deﬁned by (6.19) in Lemma 6.17 above.
Proof. By Lemmas 5.3 and 5.5, depending on U , the minimizer of the ﬁrst term
in (6.1) satisﬁes (5.15) or (5.16) for almost every θ as n → ∞. Since the condition
(6.16) of the randomized Riesz rearrangement inequality is satisﬁed for any δ > 0, by
Lemma 6.17 for almost every θ,
lim
n→∞min (e1, e2) = 0.
Hence {(si, Ii)}ni=1 is either a left-rearranged or right-rearranged sequence almost
surely as n → ∞. For every n the measure μan must be symmetric with respect to
the to reﬂection about the point x = 1/2, i.e. with equal probability either e1 → 0 or
e2 → 0 as n → ∞. This proves (6.20). Clearly (6.20) implies that μan and the Riesz
symmetrically rearranged measure μsn have the same weak limit as n→∞.
End of proof of Theorem 6.4. Again, by the symmetry of the problem with
respect to reﬂection about the point x = 1/2, μn also must be similarly symmetric. By
Lemma 6.1 the minimizer of (6.1) is an almost minimizer, i.e. for any δ > 0 there is L0
so that the condition (6.16) of the randomized Riesz rearrangement inequality holds.
8Here and in the sequel almost sure convergence is considered in the probability space (Ω,F , P )
set in the beginning of section 4.
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Hence it implies that for suﬃciently large L0 the minimizing sequences {(si, Ii)}ni=1
for any L > L0 are arbitrarily close to the Riesz symmetrically rearranged minimizing
sequences, namely either
(6.21)∫ 1
0
(|χ˜α−χ1qα |χα + |χ˜β −χ1qβ |χβ)dx < δ, or
∫ 1
0
(|χ˜α−χ2qα |χα + |χ˜β −χ2qβ |χβ)dx < δ,
with equal probability 1/2 as n → ∞. If L0 → ∞, then δ → 0, and this completes
the proof.
It follows from (6.21) that long/short-range correlations in the minimizing se-
quences {(si, Ii)}ni=1 are determined by long/short-range correlations of the Riesz
symmetrically rearranged minimizing sequences. There is no short-range correlations
of the Riesz symmetrically rearranged minimizing sequences. Riesz rearranged mea-
sure is, however, correlated on the large-scale: For example, suppose qα = q and
qβ < 1− q, then for the right-rearranged measure:
(6.22) (s, I) =
⎧⎪⎨
⎪⎩
(sin2 α, 1), with probability q,
(sin2 β, 1), with probability 1− q, if 1− qβ/(1− q) ≤ x ≤ 1,
(0, 0), with probability 1− q, if 0 ≤ x < 1− qβ/(1− q),
and for the left-rearranged measure:
(6.23) (s, I) =
⎧⎪⎨
⎪⎩
(sin2 α, 1), with probability q,
(sin2 β, 1), with probability 1− q, if 0 ≤ x < qβ/(1− q),
(0, 0), with probability 1− q, if qβ/(1− q) ≤ x ≤ 1.
The long-range correlation of transformation strains for the symmetrically rearranged
minimizer probability measure can be read oﬀ the formulas (6.22) and (6.23).
7. Statistics of asymptotic energy minimizers 3: Chain of short grains.
7.1. Basic definitions and ideas. In this section we will show how exponen-
tially decaying correlations arise when the scaling of the polycrystal is such that
L = l0/(2n), l0  1 (short grains). By estimate (3.16) the misﬁt energy for l0  1 is
given (up to higher order terms) by the nearest neighbor energy
(7.1) Wn(U, εT) = 〈(U − f + s)2〉 − λ0〈(s− 〈s〉)2〉 − Bl0
n
n∑
i=1
(si − 〈s〉)(si+1 − 〈s〉),
where B > 0, λ0 > 0. In this case, we show that for Bernoulli trials (4.3) exponentially
decaying correlations arise when n→∞, followed by l0 → 0.
Qualitatively, the misﬁt energy W 1n(U, ε
T) has three terms which are analogous
to the case of thin long grains (6.1). The minimization of the ﬁrst two terms,
(7.2) W 0n(U, ε
T) = 〈(U − f + s)2〉 − λ0〈(s− 〈s〉)2〉
determines, as in Lemma 5.3, qα and qβ, the total amount of the grains that undergo
a stress-free transformation. The minimizers of (7.2) are, in general, not unique. The
third term provides a small correction to (7.2), and, as in section 6, plays a role of
regularization, that is it selects the unique minimizer of (7.2) that maximizes
(7.3) W¯n(U, εT) :=
1
n
n∑
i=1
(si − 〈s〉)(si+1 − 〈s〉).
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Analogous to Deﬁnition 6.2, the above considerations motivate the following
deﬁnition:
Definition 7.1. For a ﬁxed sequence θi, i = 1, . . . , n, the asymptotic energy
minimizer of the nearest neighbor model (7.1) is the sequence (si, Ii), i = 1, . . . , n
such that it minimizes (7.2) and maximizes (7.3) among minimizers of (7.2).
Lemma 7.2. For the Bernoulli trials model (4.3) the minimizing sequence (si, Ii),
i = 1, . . . , n of the misﬁt energy W 0n(U, εT) given by (7.2) satisﬁes
(7.4) s(θ) = sin2 θ,
and as n→∞,
qα(θ)→ qα, qβ(θ)→ qβ
almost surely. The values qα and qβ are determined as follows. For a given U the
total proportion of grains that undergoes a stress-free transformation f = f(U) is a
(deterministic) nondecreasing function of U . For a given f we have several cases:
• if f < 1− q, then
(7.5) qα = 0, 0 ≤ qβ ≤ 1− q,
χ(α) = 0, χ(β) = qβ/(1− q),
• if f > 1− q, then
(7.6) 0 ≤ qα ≤ q, qβ = 1− q,
χ(β) = qα/q, χ(β) = 1.
There are values of α, β, and U for which 0 < qβ < 1− q or 0 < qα < q.
The proof of this lemma is analogous to Lemma 5.3. Clearly, the function f(U)
in Lemma 7.2 is diﬀerent from the one for the inﬁnitely long grains in Lemma 5.3.
However, the characteristic property of the measure that it is determined by qα and qβ
with either (7.5) or (7.6) still holds. One of the consequences of the previous lemma is
that there are, again, some values qα and qβ that determine the proportion of grains
that undergo a stress-free transformation and they satisfy qα = 0 or qβ = 1− q. This
is exactly the characteristic property that we need to be able to prove exponential
decay of correlations by applying the isoperimetric inequality (7.8) to the sequences
described in Deﬁnition 7.1. Following the logic in section 6, we obtain that asymptotic
energy minimizer of the nearest neighbor model (7.1) arises in the limit n → ∞,
followed by l0 → ∞. The proof of this statement is similar to the proof of the
analogous statement in case 2; see end of the proof of Theorem 6.4 in section 6.2.
Hence we only need to ﬁnd a statistical characterization of maximizers of (7.3) for
ﬁxed qα and qβ found from Lemma 7.2. This is given in Theorems 7.4 and 7.5 below.
7.2. Isoperimetric inequalities and characterization of maximizers of
(7.3). Here, it is convenient to characterize any point in the composite x ∈ [0, 1] as
a point that belongs to a (maximal) uninterrupted string of identical values of θ.
Definition 7.3. For a ﬁxed θ = θ1, θ2, . . . , θn we say that a string
θmα = θi+1, θi+2, . . . , θi+m, θ
m
α ⊂ θ
is a (maximal) uninterrupted string of θ = α of length m if all θi+j = α, i = 1, . . . ,m
and θi = θi+1+m = β. We say that x ∈ [0, 1] belongs to an uninterrupted string of
values α of length m if x ∈ θmα . The notion x ∈ θmβ is deﬁned analogously.
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Recall our notation
s(x)− 〈s〉 = sin2 αεα + sin2 βεβ ,
εα = (χαχ˜α − qα), εβ = (χβχ˜β − qβ),
where χα and χβ , χα + χβ = 1 are (random) characteristic functions of the angle
distributions θ = α and θ = β, respectively; χ˜α and χ˜β are the characteristic function
of the grains with θ = α and θ = β, respectively, for which I = 1.
By Lemma 7.2, we have two cases: Either qβ = 1− q, and then χ˜β ≡ 1, or qα = 0,
and then χ˜α ≡ 0. Let us study these two cases separately.
Suppose qα = 0. Let us look at maximization of
(7.7)
1
n
n∑
i=1
sisi+1, 〈s〉 = qβ sin2 β
only. Each of si (up to the constant sin2 β) is either 1 or 0; therefore the maximization
of the nearest neighbors term (7.7) can be understood as the minimization of the
boundary of a set with constant area:
(7.8) min
D∈A
∂D, A =
{
D|D = {x|si(x) = 0},
∫
D
dx = qβ
}
.
Then the usual isoperimetric inequality implies that the maximizer of (7.7) is
such that the grains with θi = β undergo a stress-free transformation, if they belong
to a “long” uninterrupted sequence θmβ of the grains with the same θ = β. If θi = β
belongs to a “short” uninterrupted sequence θmβ , then it does not undergo a stress-free
transformation. Hence there should be short-range correlations. The notion of short
and long sequences is relative to the value of the total number of grains that must
undergo a stress-free transformation. The above ideas are formulated more precisely
in the next theorem.
Theorem 7.4. Consider the Bernoulli trials (4.3). Denote by χ˜α and χ˜β the
characteristic function of the grains with θ = α and θ = β, respectively, for which
I = 1. Suppose U is such that the minimizer of the ﬁrst term in (7.1) satisﬁes qα = 0.
Then in the limit n → ∞ the sequence (si, Ii), i = 1, 2, . . . , n, . . . is a stationary
process with exponentially decaying short-range correlations, long-range correlations
are zero, and χ˜α ≡ 1. Moreover, almost surely as n→∞ the minimizer of the nearest
neighbor model (7.1) satisﬁes
χ˜β(x) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1, if x ∈ θmβ , m > k,
0, if x ∈ θmβ , m < k,
1, with probability r, if x ∈ θkβ,
0, with probability 1− r, if x ∈ θkβ,
where
(7.9) k = max(m) such that qβ < (1 − q)m,
and r is found from
(7.10) qβ = rq(1 − q)k − (1− q)k+1.
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Proof. By the law of the large numbers, χ˜α = 0 and qβ(θ) → qβ almost surely;
therefore it is suﬃcient to study (7.7) or, equivalently, (7.8). By the isoperimetric
inequality for every θ the function χ˜β(x) must be such that if θm1β , θ
m2
β , . . . θ
mt
β are
all the (maximal) uninterrupted sequences θmiβ ∈ θ of values β ordered so that the
indices are decreasing m1 ≥ m2 ≥ · · · ≥ mt, then there exists an i: 1 ≤ i ≤ t so that
χ˜(x) = 1, if x ∈ θmjβ , j ≤ i, and χ˜(x) = 0, if x ∈ θmjβ , j > i with the exception of at
most one j ≥ i.
By construction as n → ∞, the process (si, Ii), i = 1, . . . , n, . . . is stationary.
Since all θmα , θ
m
β are geometrically distributed independent random variables [11], it
means explicitly that the probability of a string θmβ is given by
ρ∞(. . . θmβ . . . ) = q(1− q)m−1.
Hence if the total proportion of grains that undergoes a stress-free transformation is
qβ , we must have, as n→∞
qβ = rq(1 − q)k +
∑
i=k+1
q(1− q)i = rq(1 − q)k + (1− q)k+1,
where, due to our assumption of equal probability (4.1), r is the probability that
χ˜(x) = 1, if x ∈ θkβ . Therefore k is found so that (1 − q)k+1 ≤ qβ < (1 − q)k, i.e.,
(7.9), and r is found from (7.10).
Since θmα , θmβ are independent random variables, the limiting process has ex-
ponentially decaying short-range correlations. It implies simultaneously two results:
long-range correlations are zero, and short-range correlations decay exponentially with
k. These correlations are not zero and can be computed explicitly.
Suppose qβ = 1 − q. This case is slightly more technically complicated, but the
methods are the same as in the case qα = 0. The main new issue is that si may
now take three values, and, therefore, we have to account for three possible diﬀerent
interfaces. Direct computations show that we have here three diﬀerent situations,
depending on the relative value of α and β. If sin2 α > 2 sin2 β, then the maximizer
of (7.7) is such that χ˜α(x) = 1 if x belongs to the longest (maximal) uninterrupted
strings θmα . If, however, sin
2 α < 2 sin2 β, then χ˜α(x) = 1 if x belongs to to the shortest
uninterrupted strings θmα . If sin
2 α = 2 sin2 β, then there is no diﬀerence, and the only
statement that is possible to make here is that χ˜α(x) = χ˜α(y), if x and y belong to
the same uninterrupted string θmα . Due to our assumption of equal probability (4.1),
it is possible to conclude that if sin2 α = 2 sin2 β, then there is no correlation at all,
therefore we will omit the discussion of this case. Combining these arguments with
the arguments in the proof of Theorem 7.4 we have the following result.
Theorem 7.5. Consider the Bernoulli trials (4.3). Denote by χ˜α and χ˜β the
characteristic function of the grains with θ = α and θ = β, respectively, for which
I = 1. Suppose U is such that the minimizer of the ﬁrst term in (7.1) satisﬁes
qβ = 1 − q. Then in the limit n → ∞ the sequence (si, Ii), i = 1, 2, . . . , n, . . . is
a stationary process with exponentially decaying short-range correlations; long-range
correlations are zero, and χ˜β ≡ 1. Moreover, almost surely as n→∞, the minimizer
of the nearest neighbor model (7.1) satisﬁes: If sin2 α > 2 sin2 β, then
χ˜α(x) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1, if x ∈ θmα , m > k,
0, if x ∈ θmα , m < k,
1, with probability r, if x ∈ θkα,
0, with probability 1− r, if x ∈ θkα,
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where k = max(m) such that qα < qm and r solves qα = r(1 − q)qk − qk+1; if
sin2 α < 2 sin2 β, then
χ˜α(x) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1, if x ∈ θmα , m < k,
0, if x ∈ θmα , m > k,
1, with probability r, if x ∈ θkα,
0, with probability 1− r, if x ∈ θkα,
where k = max(m) such that q − qα < qm and r solves q − qα = r(1 − q)qk − qk+1.
Appendix A. Proofs for section 3.
A.1. Proof of formula (3.4). To obtain the representation (3.4) we begin by
decomposing u = (u1, u2) of the boundary value problem (2.11), (2.13), and (2.14)
in the form u = u˜ + u¯, where u˜ solves (3.6). The constants ai, ci, d, fi, and gi are
chosen to satisfy the continuity of the displacement u˜ and traction (condition (2.12))
and, denoting
σ˜ij = cijkl(ε˜kl − εTkl), ε˜11 = ∂1u˜1, ε˜12 = ε˜21 = (∂2u˜1 + ∂1u˜2)/2, ε˜22 = ∂2u˜2,
the boundary conditions
u˜1(0, y) = 0, u˜1(1, y) = U, u˜2(0, 0) = 0, σ˜12(x, y) = 0, for x = 0, 1.
The stresses are
σ˜i,11 = (λ + 2G)(ai − εTi,11) + λ(d− εTi,22),
σ˜i,22 = (λ + 2G)(d − εTi,22) + λ(ai − εTi,11),
σ˜i,12 = G(ci − 2εTi,12).
Hence [σ˜12] = 0, if ci = 2εTi,12. Similarly [σ˜i,11] = 0, if
ai = εTi,11 +
λ
λ + 2G
εTi,22 + Const,
where the constant can be found from the condition that the displacement of the right
boundary is U :
Const = U − 〈εT11〉 −
λ
λ + 2G
〈εT22〉.
Finally,〈
σ˜22〉 = 〈(λ + 2G)(d − εT22) + λ
(
λ
λ + 2G
εT22 + U − 〈εT11〉 −
λ
λ + 2G
〈εT22〉
)〉
= (λ + 2G)(d− 〈εT22〉) + λ(U − 〈εT11〉).
Setting 〈σ˜22〉 = 0 we have
d = 〈εT22〉 −
λ
λ + 2G
(U − 〈εT11〉).
The values of fi and gi in (3.6) are unimportant for our analysis, and we omit them.
We have
(A.1) σ˜11 = Ec(U − 〈εT11〉), σ˜i,22 = Ec(〈εT22〉 − εTi,22), σ˜12 = 0,
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where the Young’s modulus Ec is given by (2.16). The elastic misﬁt energy associated
with u˜ is
1
Ec
1
4L
∫ L
−L
∫ 1
−1
[ 1
Ec
((σ˜11)2 + (σ˜22)2)− 2 λ4G(λ + G) σ˜11σ˜22 +
1
2G
(σ˜12)2
]
dxdy.
Since σ˜12 ≡ 0, σ˜11 = const, and σ˜22 is mean-zero, the above equation becomes
1
E2c
1
4L
∫ L
−L
∫ 1
−1
(
(σ˜11)2 + (σ˜22)2
)
dxdy = 〈(U − f + εT22)2〉 = 〈(U − f + s)2〉,
which is the ﬁrst term in (3.4).
Let us now ﬁnd u¯. It solves (3.7) on a bounded domain ΠL. A useful periodic
setting for (3.7) is obtained by assuming this equation is posed on an inﬁnite strip
]−∞,∞[×[−L,L] with data that is even and periodic in x:
(a) θ(−x) = θ(x), θ(x + 2) = θ(x),(A.2)
(b) εT(x, y) = εT(−x, y), εT(x + 2, y) = εT(x, y).
Thus, u¯ equals to the restriction of the solution of (3.7) on an inﬁnite strip x ∈
]−∞,∞[, y ∈ [−L,L] with periodicity conditions deﬁned by (A.2). Since σ¯22(x,±L)
is a periodic, mean-zero, even function, it can be represented as a cosine Fourier
series. The solution on the inﬁnite strip with a sinusoidal symmetric stress cos(kπx)
at y = ±L can be computed explicitly for any k by the Airy function method. Namely,
since we are given that σ¯22(x,±L) is a periodic, mean-zero, even function, it can be
represented as
σ¯22(x,±L) = Ec
∞∑
k=1
ck cos(kπx), Ec =
4G(λ + G)
λ + 2G
,
where ck are the corresponding Fourier coeﬃcients of εT(x). The solution for the
inﬁnite strip with a sinusoidal symmetric stress cos(kπx) at y = ±L is given (see [19])
by the Airy function
Φk(x, y)
= 2
cos(kπx)
(kπ)2
kπy sinh(kπL) sinh(kπy)− [kπL cosh(kπL) + sinh(kπL)] cosh(kπy)
2kπL + sinh(2kπL)
.
This Airy function gives rise to the following stresses
σ¯k11 =
∂2Φk
∂y2
= dk11 cos(kπx), σ¯
k
12 = −
∂2Φk
∂x∂y
= dk12 sin(kπx), σ¯
k
22 =
∂2Φk
∂x2
= dk22 cos(kπx),
where
dk11 = 2
kπy sinh(kπL) sinh(kπy)− [kπL cosh(kπL)− sinh(kπL)] cosh(kπy)
2kπL + sinh(2kπL)
,
dk12 = 2
kπy sinh(kπL) cosh(kπy)− kπL cosh(kπL) sinh(kπy)
2kπL+ sinh(2kπL)
,
dk22 = 2
−kπy sinh(kπL) sinh(kπy) + [kπL cosh(kπL) + sinh(kπL)] cosh(kπy)
2kπL + sinh(2kπL)
.
(A.3)
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Therefore the total stresses are
σ11 = Ec(U − 〈εT11〉) + Ec
∞∑
k=1
ckd
k
11 cos(kπx),
σ12 = Ec
∞∑
k=1
ckd
k
12 sin(kπx), σ22 = Ec
∞∑
k=1
ck(dk22 − 1) cos(kπx),
where in the last equation we have dk22 − 1 instead of dk22, because (see (A.1))
σ˜22 = −Ec
∞∑
k=1
ck cos(kπx).
By deﬁnition
W =
1
Ec
1
4L
∫ L
−L
∫ 1
−1
[ 1
Ec
((σ11)2 + (σ22)2)− 2 λ4G(λ + G)σ11σ22 +
1
2G
(σ12)2
]
dxdy.
Since
∫ 1
−1 cos(kπx) cos(mπx)dx = δkm
W (U, εT) = 〈(U − f + εT22)2〉+
∞∑
m=1
c2mKˆL(m),
where
(A.4) KˆL(m) =
1
4L
∫ L
−L
[
(dm11)
2+dm22(d
m
22−2)−
2λdm11(dm22 − 1)
λ + 2G
+
2(λ + G)(dm12)2
λ + 2G
]
dy.
Denoting a = 2πmL and using MathematicaR© we obtain an explicit form of (A.4):
(A.5) KˆL(m) =
5λ + 9G
2(λ + 2G)
S1(a)− λ + G
λ+ 2G
S2(a), a = 2πmL, where
(A.6) S1(a) =
(cosh(a)− 1)
a(a + sinh(a))
, S2(a) =
a2(2 + cosh(a))
6(a + sinh(a))2
.
A.2. Proof of Lemma 3.1. Using (A.5) and (A.6) from Appendix A.1, direct
computations show that the Fourier coeﬃcients of KL(x) (3.5) are given by
(A.7) KˆL(m) =
B
L
1
m
+ O(exp(−L)),
so that, deﬁning
(A.8) K∞(x) =
∞∑
m=1
1
m
cos(πmx),
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(3.8) is satisﬁed. A closed form expression for this sum is known: K∞(x) =
− ln | sin(πx/2)| (see, e.g., [10]), and the Lemma follows.
A.3. Proof of Lemma 3.2. Set L = l0/(2n), then for a deﬁned in (A.5) we
obtain a = 2πmL = l0πm/n. Substitute (A.6) into (A.5) and observe that the Fourier
coeﬃcients KˆL(m) depend on the variable a = l0πm/n. Thus we can introduce the
notation
Kˆ(a) := KˆL(m), a = l0π
m
n
.
In other words the Fourier series of KL(x) can be written in the form
KL(x) =
∞∑
m=−∞
Kˆ
(
l0π
m
n
)
cos(πmx).
For y = nx, y ∈ [−n, n] let
K(n)(y) :=
1
n
KL(y/n) =
1
n
∞∑
m=−∞
Kˆ
(
l0π
m
n
)
cos
(
π
m
n
y
)
,
and K(n)(y) = 0 for |y| ≥ n. Set
Kl0(y) =
1
2π
∫ ∞
−∞
Kˆ (l0ζ) cos(ζy)dζ, y ∈ R.
Note that
Kˆ (l0ζ) =
∫ ∞
−∞
Kl0(y) cos (ζy) dy,
provided Kl0(y) is smooth and it decays suﬃciently fast as y → ∞. The function
Kl0(y) is exactly the limiting function mentioned in Lemma 3.2; that is, K(n)(y) =
KL(y/n)/n converges to Kl0(y) as n → ∞. Let us ﬁrst verify properties of Kl0 de-
scribed in Lemma 3.2 and then establish convergence. Direct calculations using (A.5)
show that Kˆ(a) > 0 for all physical choices of the Lame´ constants, so that, by
Bochner’s theorem [18, Vol. 1], Kl0 is positive-deﬁnite. We verify (3.10) by applying
the Paley–Wiener type Theorems [18, Vol. 1]. Indeed, from (A.6) it follows that the
Fourier transform of Kl0 can be analytically extended into a ﬁnite strip |Im(a)| ≤ c2
around the real axis provided there is no solution of the equation a + sinh(a) = 0,
a = 0, or, equivalently
(A.9) Re(a) = − sinh(Re(a)) cos(Im(a)), Im(a) = − cosh(Re(a)) sin(Im(a)), a = 0.
There is no solution of the last equation in (A.9) at least in the strip |Im(a)| ≤ π. This
implies the exponential decay (3.10) of Kl0(y) by Paley–Wiener theorems. Finally,
for every n consider the 2n-periodization of Kl0(y):
K(n)l0 (y) =
+∞∑
k=−∞
Kl0(y + 2nk).
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Since Kl0(y) decays exponentially as y → ∞, we have that K(n)l0 (y) is a smooth 2n
periodic function and its Fourier coeﬃcients
Kˆ(n)l0 (m) =
1
n
∫ n
−n
K(n)l0 (y) cos
(
π
m
n
y
)
dy
=
1
n
∫ n
−n
(
+∞∑
k=−∞
Kl0(y + 2nk)
)
cos
(
π
m
n
y
)
dy
=
1
n
∫ ∞
−∞
Kl0(y) cos
(
π
m
n
y
)
dy =
1
n
Kˆ
(
l0π
m
n
)
=
1
n
KˆL(m).
Thus K(n)l0 (y) = KL(y/n)/n = K(n)(y) on [−n, n]. Therefore
||KL(x) − nKl0(nx)||L∞([−1,1]) = n||K(n)(y)−Kl0(y)||L∞([−n,n])
= n||K(n)l0 (y)−Kl0(y)||L∞([−n,n])
= n
∥∥∥∥∥∥
∑
k =0
Kl0(y + 2nk)
∥∥∥∥∥∥
L∞([−n,n])
≤ Cn
∞∑
k=1
e−ckn
≤ Cne−cn → 0,
as n→∞, and C = C(l0) > 0 is independent of n.
A.4. Proof of Proposition 3.3. For any U and εT we can estimate the error
of the truncation (3.14) as
|Wn(U, εT)−W k0n (U, εT)| ≤ c
∑
k>k0
|λk(n)|〈(s− 〈s〉)2〉
≤ c exp(−k0)〈(s− 〈s〉)2〉 ≤ c exp(−k0).
Since
W k0n (U, ε
T
k0) = min
ε˜T∈Ω˜n(θ)
W k0n (U, ε˜
T),
we have
Wn(U, εT) ≤ min
ε˜T∈Ω˜n(θ)
Wn(U, ε˜T) + c exp(−k0) = Wn(U,θ) + c exp(−k0).
By deﬁnition of the minimizer Wn(U,θ) ≤Wn(U, εT). This implies (3.15).
Appendix B. Proofs for section 5.
B.1. Verification of (5.11). For a given product measure μ˜ we have∫
I1I2dμ˜ =
(∫
I1dμ˜
)2
,
∫
s1I2dμ˜ =
(∫
s1dμ˜
)(∫
I1dμ˜
)
,
because the events in the ﬁrst and the second grains are independent and identically
distributed. Hence∫
I1I2dμ˜ =
(∫ π/4
0
χ(θ)dρ(θ)
)2
= f2,
∫
(U + s1)I2dμ˜ = f
(∫ π/4
0
(U + s(θ))χ(θ)dρ(θ) + (1− f)U
)
.
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It gives
∫
F (U, s1, I1, I2)dμ˜
=
∫ (
(U + s1)2 − 2(U + s1)I2 + I1I2
)
dμ˜
=
∫ π/4
0
(U + s(θ))2χ(θ)dρ(θ) + (1 − f)U2
− 2f
(∫ π/4
0
(U + s(θ))χ(θ)dρ(θ) + (1− f)U
)
+ f2
=
∫ π/4
0
(
(U + s(θ)− f)2 − f2)χ(θ)dρ(θ) + (1− f)(U2 − 2Uf) + f2
=
∫ π/4
0
(U + s(θ)− f)2χ(θ)dρ(θ) + (U − f)2(1− f),
where the last equality is obtained by noting the following identity:
f2 = f2(1− f) +
∫ π/4
0
f2χ(θ)dρ(θ).
B.2. Proof of Lemma 5.3. The proof is the direct evaluation and comparison
of all possible scenarios in (5.12). Using (5.12), we simply consider four functions of
U , q, qα, and qβ :
W1 = (U − qα − qβ + cos2 α)2qα
+ (U − qα − qβ + cos2 β)2qβ + (U − qα − qβ)2(1− qα − qβ),
W2 = (U − qα − qβ + cos2 α)2qα
+ (U − qα − qβ + sin2 β)2qβ + (U − qα − qβ)2(1 − qα − qβ),
W3 = (U − qα − qβ + sin2 α)2qα
+ (U − qα − qβ + cos2 β)2qβ + (U − qα + qβ)2(1− qα − qβ),
W4 = (U − qα − qβ + sin2 α)2qα
+ (U − qα − qβ + sin2 β)2qβ + (U − qα − qβ)2(1 − qα − qβ),
and compare their values for each ﬁxed U and q, where qα and qβ are in the range
(5.13). It is easy to check that the minimum is always achieved for W4; hence equation
(5.14) is satisﬁed.
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Appendix C. Proofs for section 6.
C.1. Proof of Lemma 6.4. Since the Fourier coeﬃcients of a convolution equal
the products of the Fourier coeﬃcients, and since from (A.8) we know the Fourier
coeﬃcients of K∞ are ≤ 1 in absolute value, and in view of Plancherel’s theorem, we
have ∫ 1
−1
∫ 1
−1
(s(x) − 〈s〉)(s(t) − 〈s〉)K∞(x − t)dxdt ≤
∫ 1
−1
(s(x)− 〈s〉)2dx,
and |s(x)| ≤ 1, for any δ > 0, there exists L0 > 0, so that for any L ≥ L0∣∣∣∣BL W¯n(U, εT)
∣∣∣∣ ≤ δ.
Hence for any s = εT22
〈(U − f + s)2〉 < Wn(U, εT) ≤ 〈(U − f + s)2〉+ δ.
It follows that
min
s,f
〈(U − f + s)2〉 < min
s,f
Wn(U, εT) ≤ min
s,f
〈(U − f + s)2〉+ δ
for any sequence of angles θ. Applying Lemma 5.5 we complete the proof of (6.5).
Equality (6.4) follows from direct computations as in Lemma 5.3.
C.2. Proof of Lemma 6.6. Suppose (6.18) and (6.19) do not hold. It means
that there exists δ > 0 such that for every δ′ > 0 there is a sequence of sets Ank ∈ σθnk ,{nk} → ∞ with probability ρnk(Ank) > 2C > 0 such that for every ﬁxed θ ∈ Ank
(or, equivalently, (χα, χβ) ∈ Ank ) there is a (at least one) maximizer χ˜α, χ˜β of (6.17)
such that
(C.1) min (e1, e2) > δ,
where
(C.2)
e1 =
∫ 1
0
(|χ˜α − χ1qα |χα + |χ˜β − χ1qβ |χβ)dx, e2 =
∫ 1
0
(|χ˜α − χ2qα |χα + |χ˜β − χ2qβ |χβ)dx;
χiqα and χ
i
qβ are deﬁned in (6.14) and (6.15), respectively. Since K(x) ∈ L1[−1, 1]
is ﬁxed and χ˜αχα, χ˜βχβ are uniformly bounded in L∞[−1, 1], for any δ1 > 0 there
exists h > 0 so that∣∣∣∣
∫ 1
−1
∫ 1
−1
εα(x)εα(t)K(x− y)dxdt−
∫ 1
−1
∫ 1
−1
ε¯α(x)ε¯α(t)K(x − y)|dxdt
∣∣∣∣ < δ1,∣∣∣∣
∫ 1
−1
∫ 1
−1
εα(x)εβ(t)K(x− y)|dxdt −
∫ 1
−1
∫ 1
−1
ε¯α(x)ε¯β(t)K(x − y)|dxdt
∣∣∣∣ < δ1,∣∣∣∣
∫ 1
−1
∫ 1
−1
εβ(x)εβ(t)K(x− y)|dxdt−
∫ 1
−1
∫ 1
−1
ε¯β(x)ε¯β(t)K(x − y)|dxdt
∣∣∣∣ < δ1,
(C.3)
where
ε¯α(x) =
1
2h
∫ h
−h
ε¯α(x + t)dt, ε¯β(x) =
1
2h
∫ h
−h
ε¯β(x + t)dt.
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By the law of the large numbers, for any δ2 > 0 there is A¯nk ∈ Ank , ρnk(Ank) > C so
that for every θ ∈ A¯nk (or, equivalently, (χnkα , χnkβ ) ∈ A¯nk) and nk > N0, we have
ε¯α(x) = qχα(x,θ)− qα(θ), ε¯β(x) = (1 − q)χβ(x,θ)− qα(θ),
where (random in θ ∈ A¯nk) functions χα(x,θ), χβ(x,θ) satisfy
0 ≤ χα(x,θ) ≤ 1 + δ2, 0 ≤ χβ(x,θ) ≤ 1 + δ2,
and min (e1, e2) > δ − δ2 where
e1 =
∫ 1
0
(|χα(x,θ)− χ1qα |+ |χβ(x,θ)− χ1qβ |)dx, e2
=
∫ 1
0
(|χα(x,θ)− χ2qα |+ |χβ(x,θ)− χ2qβ |)dx.
The classical Riesz rearrangement inequality (6.11) implies that when δ1 and δ2 are
suﬃciently small, there is δ′ > 0 so that for every θ ∈ A¯nk∫ 1
−1
∫ 1
−1
(aεα(x) + bεβ(x))(aεα(t) + bεβ(t))K(x − t)dxdt
≤
∫ 1
−1
∫ 1
−1
(aε1α(x) + bε
1
β(x))(aε
1
α(t) + bε
1
β(t))K(x− t)dxdt− δ′,
where
ε1α(x) = χ
1
qαχα, ε
1
α(x) = χ
1
qβ
χβ .
Hence we have that χ˜α and χ˜β with (C.1) and (C.2) cannot be maximizers of (6.17).
This leads to contradiction with our assumption that (6.18) and (6.19) do not hold.
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