Additive Chow groups with higher modulus and the generalized de Rham-Witt complex by Rülling, Kay
Additive Chow groups with higher modulus
and
the generalized de Rham-Witt complex
Dissertation
zur Erlangung des Grades
Doktor der Naturwissenschaften
(Dr. rer. nat.)
vorgelegt beim
Fachbereich Mathematik und Informatik
der Universita¨t Duisburg-Essen
von Kay Ru¨lling
aus Essen
Tag der Disputation 11. Mai 2005
Vorsitzender der Pru¨fungskommission Prof. Dr. Axel Klawonn
Erster Gutachter Prof. Dr. He´le`ne Esnault
Zweiter Gutachter Prof. Dr. Eckart Viehweg

Acknowledgments
I am very grateful to He´le`ne Esnault for giving me the subject of this thesis and for
her excellent guidance and support, not only during the work on this problem, but
from the very beginning of my mathematical studies.
I want to express my gratitude to Lars Hesselholt for explaining the Witt vectors
and the generalized de Rham-Witt complex to me.
I would like to thank Spencer Bloch and Gerd Faltings for several hints, in
particular, to construct the trace for the Witt vectors via the norm map.
I want to thank Stefan Kukulies for the many discussions concerning the foun-
dations of algebraic geometry, Andre Chatzistamatiou for the careful reading of the
introduction and Wioletta Syzdek for the supply with chocolate.
Finally I want to thank my parents for making untroubled studies possible.

Contents
0 Introduction 1
1 Witt Vectors 5
2 The generalized de Rham-Witt Complex 14
3 A Residue Theorem 29
4 Additive cubical Chow groups with higher modulus 54
A Intersection Theory for Cartier Divisors 77
References 81

10 Introduction
Let X be an equidimensional scheme of finite type over a field k and write ∆n =
Spec k[t0, . . . , tn]/(
∑n
i=0 ti − 1). In [Bl86] Bloch introduced higher Chow groups
CHp(X,n), generalizing the Chow groups ofX (i.e. CHp(X, 0) = CHp(X)). Roughly
speaking, these are defined by considering the quotient of p-codimensional cycles in
X × ∆n in suitable good position modulo the boundary of p-codimensional cycles
in X × ∆n+1, where the boundary is given by intersecting with the faces (ti = 0)
and then take the alternating sum. This construction is usually referred to as the
simplicial definition of the higher Chow groups. There is also a cubical one, which
mainly differs by taking (P1\{1})n instead of ∆n (see [To92]) and one can show that
these two definitions of Bloch’s higher Chow groups coincide. One of the rare cases,
where the higher Chow groups can be computed, which means to give a presentation
in terms of generators and relations, is the case X = Spec k and p = n, i.e. formal
sums of points in ∆n (resp. (P1\{0, 1,∞})n) modulo the boundary of formal sums of
curves in good position in ∆n+1 (resp. (P1\{1})n+1). In this case Nesterenko-Suslin
and Totaro proved (see [NeSu89], [To92])
CHn(k, n) ∼= KMn (k),
where KMn (k) are the degree n elements in the Milnor ring of k.
We observe that one could replace ∆n in the definition of the higher Chow groups
by Spec k[t0, . . . , tn]/(
∑
ti − λ), for any λ ∈ k×. In [BlEs03a] Bloch and Esnault
investigated the degenerated case λ = 0. They obtain a theory of additive higher
Chow groups, SHp(X,n), and prove in particular
SHn(k, n) ∼= Ωn−1k/Z ,
using a presentation of Ωn−1k/Z as a quotient of the anti commutative graded ring
k ⊗Z
∧∗ k× modulo the graded ideal generated by a⊗ a+ (1− a)⊗ (1− a).
In [BlEs03b, Section 6.] Bloch and Esnault construct a cubical version of the
additive higher Chow groups (so far only for fields and on the level of zero cycles).
Since these groups are our main object of study, we give a more precise definition.
Denote by Zd(X) the group of d-dimensional cycles on X and write
Xn = Gm × (P1 \ {1})n, with coordinates (x, y1, . . . , yn).
Define Z1(Xn; 1) to be the subgroup of Z1(Xn), which is freely generated by 1-
dimensional subvarieties C ⊂ Xn, C 6⊂
⋃
i(yi = 0,∞) satisfying the following prop-
erties
(a) (Good position) (yi = j).[C] ∈ Z0(Xn−1 \
⋃
i(yi = 0,∞)), for i = 1, . . . , n,
j = 0,∞.
(b) (Modulus 2 condition) If ν : C˜ → P1 × (P1)n is the normalization of the
compactification of C, then
(1) 2[ν∗(x = 0)] ≤
n∑
i=1
[ν∗(yi = 1)] in Z0(C˜).
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There is a map ∂ =
∑n
i=1(−1)i(∂0i − ∂∞i ) : Z1(Xn; 1) → Z0(Xn−1 \ Yn−1) and
Bloch and Esnault define
THn(k, n) = THn(k, n; 1) =
Z0(Xn−1 \ Yn−1)
∂Z1(Xn; 1)
.
They show by similar methods as before, assuming 1/6 ∈ k,
THn(k, n; 1) ∼= Ωn−1k/Z .
Now the natural question is, what happens, if we replace the modulus 2 condition
in (b), by a modulus (m + 1) condition, i.e. replace the 2 in (1) by (m + 1) and
THn(k, n; 1) by THn(k, n;m)? The answer to this question, which is given in this
thesis, is motivated by the following considerations. Denote by Pic(A1k, (m+ 1){0})
the equivalence classes of divisors in A1, supported on Gm. Two divisors D, D′ being
equivalent iff D−D′ = div(f/h), for some f, h ∈ 1+ tk[t] with f −h ∈ tm+1k[t], this
is f/h ≡ 1 mod (m + 1){0} in the language of [Se88, Chapter III, §1]. Now given
such functions f and h we can define a curve C ⊂ Gm × P1 \ {1} by the equation
h(x)y−f(x) = 0 and one easily checks that this curve satisfies the modulus (m+1)-
condition. Thus we obtain a well defined and surjective map
(2) Pic(A1, (m+ 1){0}) −→ TH1(k, 1;m).
Now it is quiet reasonable to believe this map to be an isomorphism (at least for
m = 1, both sides equal k, by the above). But we may identify Pic(A1, (m+ 1){0})
with the group
(
1+tk[t]
1+tm+1k[t]
)×
, which in turn may be identified with the ring of
generalized Witt vectors of length m over k, Wm(k), (see [Bl78]). Hence we hope to
obtain an isomorphism
TH1(k, 1;m) ∼=Wm(k).
If this is true, then the groups THn(k, n;m) should in general give something, which
generalizes the absolute Ka¨hler differentials on the one hand and the big Witt rings
of finite length on the other. The natural suspect for this is the generalized de
Rham-Witt complex of Hesselholt-Madsen, WmΩnk , which generalizes the p-typical
de Rham-Witt complex of Bloch-Deligne-Illusie. And indeed the main theorem of
this thesis is
Theorem. Let k be a field of characteristic 6= 2. Then we have for all n,m ≥ 1 an
isomorphism
THn(k, n;m) ∼=WmΩn−1k .
The first part of the proof, namely to define the map from the additive Chow
groups to the de Rham-Witt complex, is analogous to the proof of the case m = 1
by Bloch and Esnault. To verify that the map THn(k, n;m) → WmΩn−1k is well
defined, we use a reciprocity law (as it was done in [NeSu89], [To92], [BlEs03a] and
[BlEs03b]). Here it is a ”sum-of-residues-equal-zero” theorem, which we prove in
section 3, generalizing the well known residue formula for differentials on smooth
projective curves. To obtain the inverse map we use the universality of the de
Rham-Witt complex, i.e. we equip the additive Chow groups with a structure of
3such a complex and then the universality of the de Rham-Witt complex yields a
map WmΩn−1k → THn(k, n;m), which is inverse to the map we constructed first.
Now we want to give a more detailed description of the structure of this thesis.
In section 1 we recall the definition and the main properties of the (big) Witt
vectors over a ring for arbitrary truncation sets S ⊂ N, following [Be66]. (Recall,
S ⊂ N is a truncation set iff for each n ∈ S all the divisors of n are contained in S.)
We give an alternative description via formal power series (see [Bl78]) and construct
a trace TrA/B : WS(B) → WS(A) for A-algebras B, with B a free A-module of
finite rank, via the norm on the formal power series (following hints by Bloch and
Faltings).
In section 2 we give the definition of a generalized Witt complex over a ring A
(following Hesselholt-Madsen) as a contravariant functor from the category of trun-
cation sets into the category of differential graded algebras, equipped with Frobenius
maps Fn and Verschiebung maps Vn (n ∈ N) satisfying certain relations. The de
Rham-Witt complex over A is by definition the initial object in the category of Witt
complexes over A. Using category theory Hesselholt-Madsen showed in [HeMa01]
that an initial object always exists. We give a more concrete construction for A a
Z(p)-algebra, p 6= 2 a prime. Following a method of Illusie (see [Il79] or [HeMa04])
we first construct a de Rham-Witt complex without Frobenius as a quotient of the
absolute Ka¨hler differentials over the Witt vectors and then we use the results from
the p-typical case ([HeMa04]) to obtain Frobenius maps. In the rest of the section
we give some standard properties of the de Rham-Witt complex, which easily follow
from the corresponding results in the p-typical situation.
The first aim of section 3 is to define a trace TrL/k : WSΩnL → WSΩnk for
arbitrary finite field extensions L ⊃ k and finite truncation sets S, which generalizes
the trace on the Ka¨hler differentials (see [Ku64], [Ku86]). This is done by defining it
separately for separable field extensions and purely inseparable ones of degree p and
a combination of these two cases in general. If L ⊃ k is separable, then we can write
WSΩnL =WS(L)⊗WS(k)WSΩnk and the trace is defined as Tr⊗ id, with Tr being the
trace constructed in section 1. If L ⊃ k is purely inseparable of degree p, the trace of
a Witt differential ω ∈WSΩnL is defined by the following procedure: first lift ω to the
level S∪pS, then multiply the lift ω˜ with p, then there is an element α inWS∪pSΩnk ,
which maps to pω˜ and then the trace is defined by Tr(ω) = α|S . Afterwards we
define, for a point P on a smooth projective curve C, a residue symbol for Witt
1-forms over the function field of C, generalizing the residue symbol on the Ka¨hler
differentials (and also the one defined by Witt in [Wi36], see also [AnRo04]). We
prove the ”sum-of-residues-equal-zero” theorem, using the classical method (use a
trace formula to reduce the proof to P1 and then calculate explicitly). Finally we
generalize the definition of the residue symbol and the residue theorem to higher
Witt forms.
In section 4 we finally arrive at our object of study, namely the additive cubical
Chow groups. We give the definition, as it was done above and show that we have
a well defined map
θ : THn(k, n;m)→WmΩn−1k , [P ] 7→ Trk(P )/k(ψn−1(P )),
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with
ψn−1 =
1
[x]
d[y1]
[y1]
. . .
d[yn−1]
[yn−1]
∈WmΩn−1k(x,y).
We prove that the map is well defined by generalizing the arguments in [BlEs03b]:
We first show that, if C satisfies the modulus condition, then ψn(C˜) has no poles in
(x = 0) (where C˜ is the normalization of the compactification of C). It follows that∑
P
ResP (ψn(C˜)) = θ(∂[C]).
Hence θ is well defined by the residue theorem of section 3.
Afterwards we equip the additive Chow groups with the structure of a (restricted)
Witt complex, where the multiplication is induced by taking exterior products of
cycles and then pushing forward via the multiplication map on Gm. The differential
comes from pushing forward with the diagonal embedding Gm → Gm × Gm and
the Frobenius Fr (resp. the Verschiebung Vr) is induced by pushing forward (resp.
pulling back) via the map Gm → Gm, x 7→ xr. We use the results of Nesterenko-
Suslin and Totaro to show that these maps satisfy the relations, which should be
satisfied in a Witt complex and then the universality of the de Rham-Witt complex
gives a map, inverse to θ. This finishes the proof.
In the appendix, finally, we list some results from [Fu84], concerning push-
forward and pull-back of cycles as well as intersecting cycles with Cartier divisors.
51 Witt Vectors
In this section we will summarize the definition and properties of the Witt vectors.
See [Wi36] for the original paper, [Be66] for a detailed treatment, [Bl78] for the
description via power series and [HeMa01] for the language we are using.
Rings are always assumed to be commutative and unital. The natural num-
bers do not contain 0, i.e. N = {1, 2, 3, . . .}.
A subset of the natural numbers S ⊂ N is called a truncation set if for any
number n ∈ S all its divisors are in S too. Examples of truncation sets are N itself,
{1, 2 . . . ,m}, for any m ∈ N, P = {1, p, p2, . . .}, for a prime p, and
< n >= {d|d divides n}.
If S is a truncation set and n ∈ N we get a truncation set
S/n = {d ∈ N|nd ∈ S} ⊂ S.
We have (S/n)/m = S/(nm). Notice, that S/n is not empty iff n ∈ S. We denote
by J the category of truncation sets with inclusions as morphisms. It is a filtered
category. For S ∈ J we write JS for the restricted category whose objects are subsets
of S.
1.1 Definition of the Witt ring. Let A be a ring and S ∈ J a truncation set.
The (big) Witt ring is by definition the ring WS(A) whose elements are of the
form (ws)s∈S , for ws ∈ A, and whose ring structure is uniquely determined by the
condition that the ghost map
gh :WS(A) −→ AS , ghs(w) =
∑
d|s
dw
s/d
d
is a natural transformation of functors of rings. (The proof of the existence of such a
ring structure reduces to A = Z[x1, x2, . . .] and follows then from the lemma below.)
An element of WS(A) is called a Witt vector. We write
W(A) :=WN(A), Wm(A) =W{1,...,m}(A)
and if a prime p is fixed
W(A) :=W{1,p,p2,...}(A), Wn(A) :=W{1,p,...,pn−1}(A),
which we call the p-typical Witt ring and the p-typical Witt ring of length n, respec-
tively.
The following lemma is taken from lecture notes from Michael Hopkins (written
by Matthew Ando); knowing the formulation, the proof is an easy exercise.
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1.2 Lemma. Write A = Z[x1, x2, . . .] and, for any prime p, let ϕp : A −→ A be the
map defined by ϕp(
∑
aIx
I) =
∑
aIx
pI . Let S be a truncation set and c = (cs)s∈S ∈
AS. Then c is in the image of the ghost map if and only if for all s ∈ S and all
primes p,
cs ≡ ϕp(cs/p) mod pvp(s)A.
It is time for a first list of Properties, which follow immediately from the defini-
tion.
1.3 Properties. Let A be a ring and S ∈ J .
(i) If ϕ : A −→ B is a homomorphism of rings, then
WS(A) −→WS(B), (ws)s∈S 7→ (ϕ(ws))s∈S
is a homomorphism of rings, which will be also denoted by ϕ. If ϕ is surjective
(respectively injective) on the rings, then the same holds on the level of Witt
vectors.
(ii) W{1}(A) = A.
(iii) If A has no Z-torsion, then the ghost map gh :WS(A) −→ AS is injective, for
all truncation sets S.
(iv) If A is a Q-algebra, then the ghost map is an isomorphism, for all truncation
sets S.
(v) If T ⊂ S are truncation sets, then there is a natural restriction map
RST :WS(A) −→WT (A), (ws)s∈S 7→ (ws)s∈T .
It is a surjective homomorphism of rings. If w ∈WS(A), we also write RST (w) =
w|T .
1.4 Maps: Frobenius, Verschiebung, Teichmu¨ller. Let A be a ring and S ∈ J .
For each n ∈ N there is a natural map
Fn :WS(A) −→WS/n(A)
which is indirectly defined by
ghs(Fn(w)) = ghsn(w).
The existence follows from lemma 1.2. We call Fn the (n-th) Frobenius.
The (n-th) Verschiebung
Vn :WS/n(A) −→WS(A)
is given by
(Vn(w))s =
{
ws/n if n|s
0 else
.
7And finally, the Teichmu¨ller map
[−] = [−]S : A −→WS(A)
is defined by
[a] = (a, 0, 0, . . .).
1.5 Properties. Let A be a ring, S ∈ J and n ∈ N. Then
(i)
ghs(Vn(w)) =
{
nghs/n(w) if n|s
0 else
, s ∈ S
for all w ∈WS/n(A).
(ii) ghs([a]S) = as, for all s ∈ S and a ∈ A.
(iii) The Teichmu¨ller map is multiplicative. Furthermore, [1]S is the 1 in WS(A)
and [0]S is the 0.
(iv) The Frobenius Fn : WS(A) −→ WS/n(A) is a unital ring homomorphism.
We have F1 = id and Fm ◦ Fn = Fmn, for all m, n. If A → B is a ring
homomorphism, then the Frobenius maps on WS(A) and on WS(B) form the
obvious commutative diagram.
(v) Write Fn∗WS/n(A) for WS/n(A) considered as WS(A)-module via Fn. Then
Vn : Fn∗WS/n(A) −→ WS(A) is WS(A)-linear. We have V1 = id and
Vm ◦ Vn = Vmn, for all m, n. If A → B is a ring homomorphism, then the
Verschiebung maps on WS(A) and on WS(B) form the obvious commutative
diagram.
Proof. (i) and (ii) are easy. The other statements reduce to A = Z[x1, x2, . . .] and
follow then by the injectivity of the ghost map from (i), (ii) and the definition,
respectively.
1.6 Remark. If p is a fixed prime number, it is customary to write V : Wn(A) −→
Wn+1(A) instead of Vp and then, of course, by (v) above, Vn instead of Vpn . Simi-
larly, we write F : Wn(A) −→Wn−1(A) instead of Fp and Fn for Fpn .
We give a final list of formulas.
1.7 Properties. Let A be a ring and S ∈ J . Then
(i) For w = (ws)s∈S ∈WS(A) we have
w =
∑
n∈S
Vn([wn]S/n).
(ii) If (m,n) = 1, then Fm ◦Vn = Vn ◦ Fm.
(iii) Fn ◦Vn = n.
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(iv) Fm(Vn([a])) = (m,n)V n
(m,n)
([a]m/(m,n)), for all a ∈ A.
(v) Vn([a])Vr([b]) = (n, r)V nr
(n,r)
([a]r/(n,r)[b]n/(n,r)), for all a, b ∈ A.
(vi) [a]Vn(w) = Vn([a]nw), for all a ∈ A and w ∈WS(A).
Proof. Same as in 1.5.
1.8 Remark. Notice, that we can do all this also if A is not unital. Especially it
makes sense to talk about the Witt ring of an ideal.
1.9 Lemma ([He04a], Lemma 1.2.1.). Let S be a truncation set, A a ring and
I ⊂ A an ideal. Then WS(I) ⊂WS(A) is an ideal and we have an isomorphism
WS(A)/WS(I)
'−→WS(A/I).
Proof. The proof is the one of Hesselholt (there for p-typical Witt vectors). It is
enough to prove the isomorphism for finite truncation sets. For S = {1} it is trivial.
Now let S be any finite truncation set with at least two elements and assume the
assertion is proved for all S0  S. Take n ∈ S maximal, then S/n = {1} and we get
the following diagram with exact columns
0

0

0

0 // I //
Vn

A //
Vn

A/I //
Vn

0
0 //WS(I) //
R

WS(A) //
R

WS(A/I) //
R

0
0 //WS\{n}(I) //

WS\{n}(A) //

WS\{n}(A/I) //

0
0 0 0
Now the top and the bottom row are exact, hence the middle one is exact too.
1.10 Alternative description of the Witt vectors. There is another description
of the Witt vectors, which is in some sense more intuitive. Let A be a ring. We
write
Γ(A) = (1 + TA[[T ]])×.
Any P ∈ Γ(A) can be uniquely written as a product
P (T ) =
∏
n≥1
(1− wnTn), wn ∈ A.
Therefore, we get a bijection
w : Γ(A) −→W(A),
∏
(1− wnTn) 7→ (wn)n∈N
9Now we define γ : Γ(A) −→ AN to be the composition of the maps
Γ(A)
−T d
dT
log−→ TA[[T ]] '−→ AN,
where the latter map is given by
∑
anT
n 7→ (an)n∈N. The map γ is a group homo-
morphism and functorial in A. One checks
gh(w(P )) = γ(P ).
It follows from the definition of the Witt ring that w : Γ(A) −→ W(A) is an
isomorphism of groups. For S ∈ J , the kernel of the composition with the restriction
RNS ◦ w is given by
IS = {
∏
n6∈S
(1− wnTn)|wn ∈ A},
in particular I{1,2,...,m} = (1 + Tm+1A[[T ]])×. Denoting by ΓS(A) the quotient
Γ(A)/IS , we get an isomorphism of groups, which we will call w again
w : ΓS(A)
'−→WS(A).
The ring structure ofWS(A) induces one on ΓS(A) and we thus obtain an alternative
description of the Witt ring. The Verschiebung and Teichmu¨ller maps act as follows
• [a] = w(1− aT )
• Vn([a]) = w(1− aTn)
and the properties 1.7, (iv) and (v) determine the multiplication and the Frobenius
maps.
From now on we will not distinguish between these two descriptions (so forget
about the Γ-notation).
1.11 Remark. (i) If p is a prime, it is now easy to see,
Vp ◦ Fp = p iff pA = 0
and an integer n ∈ Z is a unit in WS(A) iff it is a unit in A.
(ii) The Frobenius may be defined in a more natural way. Indeed, it comes out that
Fn :W(A) −→W(A) is the map induced by the norm map Nm : A[[T 1/n]] −→
A[[T ]].
(iii) Notice that the above description of the Witt vectors is not restricted to rings
with 1. Indeed, if A is not unital, we may define the group (1 + TA[[T ]])×,
with 1 a formal symbol and group operation
(1 + TP (T )) · (1 + TQ(T )) = 1 + (P (T ) +Q(T ))T + P (T )Q(T )T 2.
One easily checks that this gives a group and that the above discussion still
works in this case.
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Next we want to define a trace map. The treatment via the norm map on the
ring of power series is due to hints by Bloch and Faltings.
1.12 Proposition. Let A be a ring and B an A-algebra, which is a free A-module
of finite rank. Let S be a truncation set. Then the norm map Nm : B[[T ]] −→ A[[T ]]
induces a trace map
Tr = TrB/A,S :WS(B) −→WS(A),
(usually we will just write Tr, but the notations TrB/A or TrS may also occur, de-
pending on the point we want to stress) which satisfies the following properties
(i) gh ◦ Tr = Tr ◦ gh, where the latter trace is the usual one Tr : BS −→ AS.
(ii) Tr is WS(A)-linear, it commutes with restriction and we have
Tr ◦ Fn = Fn ◦ Tr and Tr ◦Vn = Vn ◦ Tr.
(iii) We have
Tr
(∑
n∈S
Vn([an])
)
=
∑
n∈S
Tr (Vn([an])) .
(iv) If C is a B-algebra, which is a free B-module of finite rank, then
TrC/A = TrB/A ◦ TrC/B.
(v) If A −→ A′ is a ring homomorphism and B′ = B ⊗A A′, then we have the
following commutative diagram
WS(B)
Tr

//WS(B′)
Tr

WS(A) //WS(A′).
(vi) If we have A-algebras Bi, i = 1, . . . , r, which are free A-modules of finite rank
and B =
∏r
i=1Bi, then WS(B) =
∏r
i=1WS(Bi) and
TrB/A(w) =
r∑
i=1
TrBi/A(wi),
for w = (w1, . . . , wr) ∈WS(B).
Proof. Since B is a free A-module of finite rank, B[[T ]] is a free A[[T ]]-module of
finite rank. Thus we have a norm map. Let e = {e1, . . . , ed} be a basis of B
over A and i ∈ A such that 1 =
∑d
i=1 iei. Now take a 1-power series over B,
f = 1+Tmb(T ) ∈ (1+TmB[[T ]])× and write b(T ) =∑di=1 ai(T )ei. If we denote by
Ei the matrix of ei in the basis e, the matrix of f is given by
F =
∑
(i + Tmai(T ))Ei = id + Tm
∑
ai(T )Ei.
11
Calculating the determinant via the Leibniz rule, we obtain
Nm(f) ∈ (1 + TmA[[T ]])×.
Thus, for all m ∈ N, Nm induces a well defined group homomorphism (denoted by
Nm again)
Nm : (1 + TB[[T ]])×/(1 + TmB[[T ]])× −→ (1 + TA[[T ]])×/(1 + TmA[[T ]])×.
Now, since (1+TB[[T ]])× = lim←− ((1 + TB[[T ]])
×/(1 + TmB[[T ]])×), we see that the
map
Nm : (1 + TB[[T ]])× −→ (1 + TA[[T ]])×
satisfies
(1.12.1) Nm
(∏
i≥1
(1− aiT i)
)
=
∏
i≥1
Nm(1− aiT i).
(Which was not a priori clear, since the product is infinite.) Write IS(B) =
{∏j 6∈S(1−bjT j)|bj ∈ B} and similarly for A. We want to show Nm(IS(B)) ⊂ IS(A).
By (1.12.1) it is enough to show
Nm(1− bTn) ∈ IS(A), for b ∈ B and n 6∈ S.
For this we write
Nm(1− bTn) =
∏
(1− αjT j), αj ∈ A
and the claim follows, if we show αj = 0, for all j with n 6 |j. Assume this is not the
case, i.e. r := inf{j | n 6 |j and αj 6= 0} is a natural number. Obviously we have
Nm(1− bTn) = 1 +
∑
i≥1
aiT
in, ai ∈ A.
This shows, that, if we expand
∏
(1− αjT j) in a power series, the coefficient of T r
has to be zero, that is( r∑
l=2
∑
1≤j1<...<jl
j1+...+jl=r
(−1)lαj1 . . . αjl
)
− αr = 0.
But by the definition of r the term in brackets is zero, thus αr = 0, a contradiction.
All in all the norm map induces, by 1.10, a map
Tr :WS(B) −→WS(A),
which is additive and satisfies (iii), (iv), (v) and (iv). Next we want to show (i). For
this we may assume S = N. Recall from 1.10 that the ghost map is given by the
composition
gh :W(B) = (1 + TB[[T ]])×
−T d
dT
log−→ TB[[T ]] '−→ BN
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and that, under the latter isomorphism, the trace on BN corresponds to the trace
on TB[[T ]]. Thus it remains to show
Nm(P )′
Nm(P )
= Tr
(
P ′
P
)
, P ∈ (B[[T ]])×,
where ′ means the derivation relative to T . Here we follow an argument of [Hu89].
Let M = (aij) be the matrix of P in the Basis e and M˜ = (a˜ij), with a˜ij =
(−1)i+j detMji, Mji arising from M by canceling the j-th row and the i-th column.
Then M ′ is the matrix of P ′ and
(detM)′ =
∑
i,j
a˜jia
′
ij .
(Since, if we view the aij ’s as indeterminants, the Laplace expansion shows
∂(detM)/∂aij = (−1)j+i detMij and thus d(detM) =
∑
i,j(−1)j+i detMi,jdaij .)
So we get
Tr
(
P ′
P
)
= Tr(M−1M ′) =
1
detM
Tr(M˜M ′) =
1
detM
∑
i,j
a˜ija
′
ji
=
(detM)′
detM
=
Nm(P )′
Nm(P )
.
The last thing we have to show is (ii), i.e. the linearity and that the trace commutes
with Frobenius and Verschiebung. Denote A˜ = Z[ya|a ∈ A]. We get a map A˜ −→
A, ya 7→ a. Now define B˜ := A˜n. There is a ring structure on B˜ such that the
natural map B˜ −→ B = ⊕ni=1Aei is a surjective ring homomorphism and we have
B˜ ⊗A˜ A = B. (Take aijk ∈ A such that eiej =
∑
aijkek, for 1 ≤ i ≤ j and write fi
for the standard basis vector in B˜ , i.e. f1 = (1, 0 . . . , 0), etc. . Then define the ring
structure on B˜ via, fifj = fjfi =
∑
yaijkfk. Thus the map B˜ −→ B, yafi 7→ aei
becomes a ring homomorphism. Notice, that B˜ is in general not unital, but it does
not need to be by remark 1.11, (iii).) Thus we get a commutative diagram as in
(v). So we may assume that A is Z-torsion free and since gh is now injective, the
linearity follows from (i) and the linearity of the usual trace map. The statement for
the Verschiebung follows from property 1.5, (i) and for the Frobenius from 1.4.
1.13 Example. Let L ⊃ k be a finite separable field extension of degree n. Denote
by σ1, . . . , σn the n distinguished embeddings from L into k¯, the algebraic closure
of k. Then the σi’s define maps from the Witt ring over L in the Witt ring over k¯
(again denoted by σi) and we get
Trw =
∑
i
σi(w), for all w ∈WS(L).
(This follows immediately from the corresponding relation for the norm.)
If L ⊃ k is a purely inseparable field extension of degree pe and a ∈ L, we have
TrVn([a]) = Vn(VpeFpe([a])) = Vnpe([ap
e
]),
by remark 1.11, (i) this is just multiplication with pe. (This is because [L((T )) :
k((T ))] = pe and thus Nm(1− aT ) = (1− aT )pe = (1− apeT pe).)
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Let p be a prime. We denote by Z(p) the localization of Z with respect to the
prime ideal (p) ⊂ Z. If A is a Z(p)-algebra, the Witt ring may be described in terms
of the p-typical one:
1.14 Proposition. Let p be a prime, A a Z(p)-algebra, S ∈ J , P = {1, p, p2, . . .}
and Ip = {n ∈ N|(n, p) = 1}. For n ∈ Ip we define
n =
∏
q prime ∈S
q 6=p
(
1
nVn(1)− 1nqVnq(1)
)
∈WS(A).
Then there is an isomorphism of rings
ϕ :WS(A)
'−→
∏
n∈Ip
WP∩S/n(A), w 7→ (F1(w)|P∩S , . . . , Fn(w)|P∩S/n, . . .),
with inverse map
ψ :
∏
n∈Ip
WP∩S/n(A) −→WS(A), (w1, . . . , wn, . . .) 7→
∑
n∈Ip
1
nnVn(w˜n),
where w˜n ∈WS/n(A) is any lifting of wn under the restriction map.
Proof. The n’s enjoy the following properties
a) ghs(n) =
{
1 if s ∈ nP ∩ S
0 else
, for all s ∈ S.
b) For m,n ∈ Ip and m 6= n, Fm(n) = 0.
c) Fn(n)|P∩S/n = 1 ∈WP∩S/n(A).
Indeed, a) follows from the property 1.5, (i). For b) and c) it is enough to consider
A = Z(p)[x1, . . .]. Then b) follows from a) and ghs ◦Fm = ghsm. For a prime q with
q 6= p, we remark that Vq(w)|P∩S/n = 0, w ∈WS(A). By property 1.7, (iii)
Fn(n)|P∩S/n =
∏
p6=q
(
1− 1qVq(1)
)
|P∩S/n
= 1 ∈WP∩S/n(A),
thus c).
Now ϕ is obviously a unital ring homomorphism, so it remains to check that ψ
is the inverse map. ϕ ◦ ψ = id follows immediately form b), c) and 1.7, iii). For
w ∈ WS(A), we want to show, ψ(ϕ(w)) = w. We may assume A = Z(p)[x1, . . . , ].
By a) we have, for any s ∈ S,
ghs
(
1
n
nVn( ˜Fn(w)|P∩S/n)
)
=
{
ghs(w) if s ∈ nP ∩ S
0 else
and, since S =
⊔
n∈Ip∩S nP∩S, we see that ghs(ψ(ϕ(w)) = ghs(w), for all s ∈ S.
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2 The generalized de Rham-Witt Complex
We give the definition of Hesselholt’s and Madsen’s [HeMa01] generalization of the
de Rham-Witt complex of Bloch [Bl78], Deligne and Illusie [Il79]. It is the initial
object in a category whose objects are functors from the category of truncation sets
into the category of differential graded algebras, which are equipped with Frobenius
and Verschiebung maps, satisfying certain relations. Hesselholt and Madsen show
the existence in [HeMa01] using category theory. For Z(p)-algebras, p odd, we
construct the generalized de Rham-Witt complex as a quotient of the absolute de
Rham complex over the Witt vectors, following the method of Illusie. Therefore,
we first construct a Witt complex without Frobenius, which works completely
analogous to the p-typical case and then we show that there is already a Frobenius
on it, using the results of Illusie or the more general results of Hesselholt-Madsen in
the p-typical case. Afterwards we list some properties, which all follow easily from
corresponding results in the p-typical situation.
We denote by DGA the category of differential graded Z-algebras.
2.1 Definition. Let A be a ring. A V-complex over A is a contravariant functor
E : J −→ DGA,
which transforms direct limits into inverse ones and posses the following additional
structure: We denote the elements of degree i in the dga E(S) by E(S)i, then there
is a natural transformation of rings
λ :WS(A) −→ E(S)0, for all S ∈ J
and for all n ∈ N, natural transformations of graded Z-modules
Vn : E(S/n) −→ E(S), for all S ∈ J,
satisfying
(i) V1 = id, Vn ◦Vm = Vnm, and Vn ◦ λ = λ ◦Vn, where the latter Vn is the
Verschiebung on WS(A).
(ii) Vn(xdy) = Vn(x)dVn(y), for all x ∈ E(S/n)i and y ∈ E(S/n)j , all i, j.
(iii) Vn(x)dλ([a]) = Vn(xλ([a])n−1)dλ(Vn([a])), for all a ∈ A and x ∈ E(S/n)i,
all i.
A morphism of V-complexes, f : E −→ E′, is a natural transformation of differential
graded algebras in degree 0, which is compatible with the Vn’s and λ’s.
If p is a fixed prime, P = {1, p, p2, . . .} and we take the restricted category JP
instead of J , we call such a functor p-typical V-complex.
2.2 Remark. In [Il79], chapter I, Illusie defined a (p-typical) V-pro-complex over
A to be the following thing (see also [HeMa04], section 5): A projective system of
differential graded Z-algebras, E = ((En)n∈N, R : En → En−1), together with a map
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of projective systems of rings, λ : W·(A) −→ E0· and a map of projective systems
of groups V : E·−1 −→ E·, satisfying λ ◦ V = V ◦ λ, V(xdy) = V(x)dV(y) and
V(x)dλ([a]) = V(xλ([a])p−1)dV(λ([a])), for all x, y ∈ E and a ∈ A. A p-typical-V-
complex, in our sense, is obviously one in the sense of Illusie. On the other hand,
if E is a V-pro-complex in the sense of Illusie and E·n is as a dga generated by E0n
and λ is surjective, then E is also a p-typical-V-complex in our sense. One only has
to show Vs(x)dλ([a]) = V s(xλ([a])p
s−1)dVs(λ[a]), for all s ≥ 1, a ∈ A and x ∈ E.
But from the property 1.7, (vi), together with the extra assumption, one sees easily
λ([a])V(x) = V(λ([a]p)x) and the statement follows by induction.
The following proposition is a straightforward generalization of [Il79], chapter I,
theorem 1.3 (see also [HeMa04], proposition 5.1.1).
2.3 Proposition. Let A be a ring. Then there is an initial object in the category
of V-complexes,
S 7→WSΩ·A,
which we call the de Rham-Witt complex. If S is a finite truncation set, then there
is an epimorphism of dga’s
Ω·WS(A)/Z −→WSΩ·A.
Furthermore,
W{1}Ω·A = Ω·A/Z, and WSΩ
0
A =WS(A).
Proof. We begin with the construction for finite truncation sets. Set
W{1}Ω·A = Ω·A/Z.
Now let S be a finite truncation set. Assume we have constructed a functor from
the category {S0  S} ⊂ JS to DGA, S0 7→ WS0Ω·A, together with a natural
transformations of graded groups, Vn : WS0/nΩ·A −→ WS0Ω·A, for all n, satisfying
the following properties, for all S0  S
(a)S0 WS0Ω0A =WS0(A) and the Vn’s and the restriction maps on either side coin-
cide.
(b)S0 V1 = id, Vn ◦Vm = Vnm.
(c)S0 Vn(xdy) = Vn(x)dVn(y), for all x ∈WS0/nΩiA and y ∈WS0/nΩjA.
(d)S0 Vn(x)d[a] = Vn(x[a]
n−1)dVn([a]), for all x ∈WS0/nΩiA and a ∈ A.
(e)S0 We have an epimorphism of dga’s pi : Ω
·
WS0 (A)/Z
−→WS0Ω·A.
Now we define N ·S ⊂ Ω·WS(A) to be the differential graded ideal, generated by the
following elements, for all n > 1
(I)n ∑
j
Vn(xj)dVn(y1j) . . . dVn(yij),
for all xj , ylj ∈WS/nΩ0A =WS/n(A) with
∑
j xjdy1j . . . dyij = 0 in WS/nΩiA.
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(II)n
Vn(x)d[a]−Vn(x[a]n−1)dVn([a]),
for all a ∈ A and x ∈WS/nΩ0A.
We define
WSΩ·A =
Ω·WS(A)/Z
N ·S
.
Clearly, WSΩ0A = WS(A). Let S0 ⊂ S be a truncation set. We have a restriction
mapWS(A) −→WS0(A) and composing the induced map on the absolute de Rham
complex with the map from (e)S0 , we get a map of dga’s Ω
·
WS(A) −→WS0Ω·A. Using
(c)S0 and (d)S0 , we see that this map factors to give a map of dga’s
RSS0 :WSΩ
·
A −→WS0Ω·A.
We obtain a functor
JS −→ DGA, S0 7→WS0Ω·A.
For each n ∈ N we define a map of graded groups Vn : WS/nΩ·A −→ WSΩ·A by
Vn(xdy1 . . . dyi) := Vn(x)dVn(y1) . . . dVn(yi), for all x, yi ∈WS/n(A), where the Vn
on the right hand side is the Verschiebung on the Witt vectors. By definition the
Vn’s are well defined and fulfill (i), (ii) and (iii) from the definition 2.1.
Now take any S ∈ J . We write JfS for the category whose objects are finite
truncation sets contained in S. Then we define in DGA
WSΩ·A = lim←−
S0∈JfS
WS0Ω·A.
For S′ ⊂ S, the restriction maps on the finite truncation sets defined above induce
a map of dga’s
WSΩ·A −→WS′Ω·A.
We get a functor
J −→ DGA, S 7→WSΩ·A,
which transforms direct limits into inverse ones and coincides in degree 0 with S 7→
WS(A). Notice, JfS/n = {S0/n|S0 ∈ JfS}, thus we can write
WS/nΩ·A = lim←−
S0∈JfS
WS0/nΩ
·
A
and we see that the Vn’s, which we defined for finite truncation sets, induce maps
of graded groups
Vn :WS/nΩ·A −→WSΩ·A.
Thus we get a V-complex S 7→WSΩ·A.
It remains to show that this is the initial object in the category of V-complexes.
So take a V-complex E and a finite truncation set S. Then the map λ :WS(A) −→
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E(S)0 induces a homomorphism of dga’s, which factors by definition 2.1, (i), (ii)
and (iii) to give a map
WSΩ·A −→ E(S)·, xdy1 . . . dyi 7→ λ(x)dλ(y1) . . . dλ(yi), x, yi ∈WS(A),
which commutes with restriction and Verschiebung. Furthermore this arrow is
unique with the property that it is λ in degree 0 and since E transforms direct limits
into inverse ones, we get a unique homomorphism of V-complexesW−Ω·A −→ E(−)·
and we are done.
2.4 Remark. We write WΩ·A := WNΩ·A. If p is a fixed prime and P = {1, p, . . .},
then we will say p-typical de Rham-Witt complex instead of “de Rham-Witt complex
restricted to JP”. By remark 2.2 this coincides with the de Rham-Witt pro-complex
of Deligne-Illusie. We write WnΩ·A for the p-typical de Rham-Witt complex evalu-
ated in {1, . . . , pn−1} and WΩ·A, if we evaluate it in P and V := Vp.
The following definition is [HeMa01], definition 1.1.1., it generalizes the definition
of a Witt pro-complex (with Frobenius) of Deligne-Illusie.
2.5 Definition. Let A be a ring. A Witt complex over A is a contravariant functor
E : J −→ DGA,
which transforms direct limits into inverse ones, together with natural transforma-
tions of graded rings
Fn : E(S) −→ E(S/n), for all n ∈ N
and natural transformations of graded groups
Vn : E(S/n) −→ E(S), for all n ∈ N,
satisfying the following relations, for all n,m ∈ N
(i) F1 = V1 = id, FmFn = Fmn, VmVn = Vnm.
(ii) FnVn = n, and if (m,n) = 1, then FmVn = VnFm.
(iii) Vn(Fn(x)y) = xVn(y), for all x ∈ E(S), y ∈ E(S/n) and all n ∈ N.
(iv) FmdVn = kdFm/cVn/c + lFm/cVn/cd,
where c = (m,n) and l, k ∈ Z are arbitrary with km+ ln = (m,n).
Furthermore, there is a natural transformation of rings
λ :WS(A) −→ E(S)0,
which commutes with Fn and Vn and satisfies
(v) Fndλ([a]) = λ([a]n−1)dλ([a]), for all a ∈ A and n ∈ N.
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A morphism of Witt complexes, is a natural transformation of differential graded
algebras, compatible with Fn, Vn and λ.
If p is a fixed prime, we say p-typical Witt complex for a Witt complex on JP
and write F := Fp and Vp := V.
In [HeMa01], proposition 1.1.5., Hesselholt and Madsen proved, using the Freyd
adjoint functor theorem that there always exists an initial object in the category
of Witt complexes. For Z(p)-algebras, we will show, using the corresponding results
from the p-typical situation that the de Rham-Witt complex is the initial object in
the category of Witt complexes.
2.6 Properties. Let E be a Witt complex over a ring A. Then the following
equalities hold, for all n ∈ N, S ∈ J , x, y ∈ E(S/n) and all a ∈ A
(a) FndVn = d.
(b) dFn = nFnd, Vnd = ndVn.
(c) Vn(xdy) = Vn(x)dVn(y), Vn(x)dλ([a]) = Vn(xλ([a]n−1))dλVn([a]).
(d) FmdVn(λ([a])) = kdVn/c(λ([a])m/c) + lVn/c(λ([a])
m
c
−1)dVn/c(λ([a])),
where c = (m,n) and l, k ∈ Z are arbitrary with km+ ln = (m,n).
Proof. (a) follows immediately from (iv) of the definition. The first equation of (c)
follows from (a) and (iii) of the definition, the second equation from the first, (iii)
and (v). Now (b),
Vn(dx) = Vn(1)dVn(x) = Vn(1)dVn(x) + Vn(x)dVn(1) = d(Vn(x)Vn(1))
= dVn(FnVn(x)) = ndVn(x)
and similarly
dFn(x) = FndVnFn(x) = Fnd(Vn(1)x) = Fn(d(Vn(1))x) + Fn(Vn(1)dx)
= Fnd(Vn(1))Fn(x) + FnVn(1)Fn(dx) = nFn(dx).
It remains to show (d). First we consider (m,n) = 1 and take l, k ∈ Z with km+ln =
1. Then by (iv) and (ii)
FmdVn([a]) = kdFmVn([a]) + lFmVnd[a] = kdVn([am]) + lVn([a]m−1d[a])
and by (c) we are done in this case. The general statement follows now from
FmdVn = Fm/cdVn/c.
2.7 Remark. Property (c) shows that we have a forgetful functor from the category
of Witt complexes into the category of V-complexes.
The following theorem was first proved for Fp-algebras by Illusie, see [Il79], chap-
ter I, theorem 2.17, and then generalized by Hesselholt-Madsen for Z(p)-algebras.
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2.8 Theorem ([HeMa04], Theorem D). Let p be an odd prime and A a Z(p)-
algebra. Then there is a map of projective systems of graded rings
F : W·Ω·A −→W·−1Ω·A,
which is in degree zero the Frobenius of the Witt ring over A and satisfies
FdV = d, FV = p, V(F(x)y) = xV(y), for all x ∈WnΩ·A, y ∈Wn−1Ω·A
and
Fd[a] = [a]p−1d[a], for all a ∈ A.
2.9 Corollary. W·Ω·A is the initial object in the category of p-typical Witt com-
plexes.
Proof. First we have to show that W·Ω·A is a p-typical Witt complex, i.e. we have
to show that (iv) and (v) of definition 2.5 hold true in our p-typical situation. (v)
follows by induction and the fact that F coincides with the Frobenius on the Witt
vectors. For (iv) we must show
FsdVr = kdFs−tVr−t + lFs−tVr−td,
with t = min(r, s) and kps+ lpr = pt. But we have Vd = pdV and dF = pFd (proved
in the same way as in 2.6, b)). Thus if t = s, we have
kdVr−s + lVr−sd = dVr−s = FsdVr
and if t = r,
kdFs−r + lFs−rd = Fs−rd = FsdVr.
So we see that F makes W·Ω·A a p-typical Witt complex. Now, if E is any p-typical
Witt complex over A, we have a unique map of p-typical V-complexes W·Ω·A −→ E,
which becomes automatically (by property 2.6, (d)) a map of Witt complexes. Thus
W·Ω·A is the initial object in the category of p-typical Witt complexes.
Now, for a Z(p)-algebra A, we want to decompose the de Rham-Witt complex
into p-typical parts (analogous to the decomposition of the Witt vectors into the
p-typical ones, as in proposition 1.14). Then the F from the theorem 2.8 will define
Fn’s on the de Rham-Witt complex and we see that W−Ω·A is the initial object in
the category of Witt complexes. These calculations were already done in [HeMa01],
section 1.2., but since this construction helps us to reduce almost all statements
concerning the de Rham-Witt complex to the p-typical one, we will include it here.
If (Ω, d) is a dga, we denote Ω(1j ) = (Ω,
1
j d).
2.10 Construction of a Witt complex (see [HeMa01], Section 1.2.). Let
p be an odd prime and A a Z(p)-algebra. Then we define a contravariant functor
M : J −→ DGA, by
M(S)· =
∏
j∈Ip
WP∩S/jΩ·A(1j ),
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with the product ring structure and the differential, ∂, given by
∂(αj)j∈Ip = (
1
j dαj)j∈Ip .
M transforms direct limits into inverse ones and by proposition 1.14, we have an
isomorphism in degree zero
λ :WS(A) −→M(S)0, w 7→ (Fj(w)|P∩S/j)j∈Ip ,
in particular λ([a]) = ([a]j)j∈Ip , a ∈ A. For n ∈ N we define maps
Vn :M(S/n) −→M(S), Fn :M(S) −→M(S/n)
by
Vn(α)j =
{
hVs(αj/h) if h|j
0 else
,
where n = psh with (h, p) = 1 and α = (αj)j∈Ip ∈ M(S/n), and for β = (βj)j∈Ip ∈
M(S)
Fn(β)j = F s(βjh).
Here V and F are the maps from proposition 2.3 and theorem 2.8. (One easily checks
that Vn and Fn map the elements, where they should be mapped to.) Obviously,
Fn is a natural transformation of graded rings and Vn is one of graded groups.
2.11 Proposition. The functor M constructed above is a Witt complex.
Proof. We have to check the relations of definition 2.5. This is all straightforward,
so we will just present the most confusing part, i.e. that Vn and Fn commute with
λ and relation (iv).
First we show, Vn commutes with λ. Take w ∈ WS/n(A), j ∈ Ip ∩ S and write
n = psh, with (h, p) = 1, then by definition
Vn(λ(w))j =
{
hVs(Fj/h(w)|P∩S/(nj/h)) if h|j
0 else
.
On the other hand, if we write c = (j, n),
λ(Vn(w))j = Fj(Vn(w))|P∩S/j = cFj/c(Vn/c(w))|P∩S/j = cVn/c(Fj/c(w))|P∩S/j .
Now if the last term is not zero, then n/c ∈ P ∩ S/j, which is equivalent to c =
h, n/c = ps. Thus we have
λ(Vn(w))j = Vn(λ(w))j .
Next, Fn commutes with λ. For w ∈WS(A) and n as above,
Fn(λ(w))j = Fs(λ(w)jh) = Fps(Fjh(w)|P∩S/(jh)).
But, this last term lives on P ∩ (S/jh)/ps = P ∩ S/(jn), so
Fn(λ(w))j = (FpsFjh(w))|P∩S/(jn) = (FjFn(w))|P∩S/(jn) = λ(Fn(w))j .
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Finally relation (iv). After checking relation (i) (easy), this is equivalent to (by 2.6
(a) and (b))
Fn∂Vn = ∂, n∂Vn = Vn∂ and nFn∂ = ∂Fn.
Now again this is easy, but we include the calculations as an example. Write n = psh
with (h, p) = 1 and take α ∈M(S/n), j ∈ Ip. Then
(Fn∂Vn(α))j = Fs(∂Vn(α))jh =
1
j
FsdVs(αj) = (∂α)j
and if h divides j
(n∂Vn(α))j =
nh
j
dVs(αj/h) =
h
j
hVsd(αj/h) = (Vn∂(α))j ,
which obviously also holds if h does not divide j. For α ∈M(S)
(nFn∂α)j = nFs(
1
jh
dαjh) =
1
j
dFs(αjh) = (∂Fnα)j
and we are done.
2.12 Theorem. Let p be an odd prime and A a Z(p)-algebra. Then the de Rham-
Witt complex over A, W−Ω·A, is the initial object in the category of Witt complexes.
Furthermore, the isomorphism of proposition 1.14 induces an isomorphism of Witt
complexes
(2.12.1) ϕ :W−Ω·A
'−→M(−),
with
ϕ(xdy1 . . . dyi) =
(
Fj(x)∂jFj(y1) . . . ∂jFj(yi)|P∩S/j
)
j∈Ip , x, yl ∈WS(A).
Proof. If we equip the de Rham-Witt complex with a structure of a Witt complex,
then it is automatically the initial object. Since, if we take a Witt complex E,
we get by remark 2.7 a unique map of V-complexes, which by property 2.6, (d),
commutes with the Fn’s. Thus it is enough to show that we have an isomorphism
of V-complexes ϕ : W−Ω·A
'−→ M(−), since then the Fn’s on M induce Fn’s on
the de Rham-Witt complex. As both functors take direct limits to inverse ones,
we are reduced to prove the isomorphism for finite truncation sets. So take a finite
truncation set S ∈ J . By proposition 1.14 we have an isomorphism
WS(A) −→
∏
j∈Ip
WP∩S/j(A), w 7→ (Fj(w)|P∩S/j)j∈Ip ,
with inverse map
ψ :
∏
j∈Ip
WP∩S/j(A) −→WS(A), (wj)j∈Ip 7→
∑
n∈Ip
1
j jVj(w˜j),
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where w˜j ∈ WS/j(A) is any lifting of wj under the restriction map and the j ’s are
as in proposition 1.14. If we denote the differential of Ω·WP∩S/j(A)(
1
j ) by ∂j =
1
j d,
this map induces an isomorphism of dga’s
ϕ : Ω·WS(A)
'−→
∏
j∈Ip
Ω·WP∩S/j(A)(
1
j ),
with
ϕ(xdy1 . . . dyi) =
(
Fj(x)∂jFj(y1) . . . ∂jFj(yi)|P∩S/j
)
j∈Ip , x, yl ∈WS(A).
We observe that 2j = j (this follows from (a) in the proof of proposition 1.14) and
thus the inverse map is given by
(2.12.2) ϕ−1
(
(xj∂jy1j . . . ∂jyij)j∈Ip
)
=
∑
j∈Ip
1
ji+1
jVj(x˜j)dVj(y˜1j) . . . dVj(y˜ij).
Now we have to show that this gives a well defined isomorphism as in (2.12.1). For
S = {1} nothing is to prove. So we take any finite truncation set S and assume that
the statement is known for all S0  S. Let N ·S be the differential graded ideal from
the proof of proposition 2.3, generated by (I)n and (II)n, for 1 < n ∈ S. Then we
have to show
(2.12.3) ϕ(N iS) =
∏
j∈Ip
N iP∩S/j .
That the left hand side is contained in the right, follows if we prove
(2.12.4) piϕ(Vn(x)dVn(y1) . . . dVn(yi)) = Vn(piϕ(xdy1 . . . dyi)) in M(S),
where pi :
∏
j∈Ip Ω
·
WS(A)(
1
j ) −→ M(S) is the natural map, the Vn on the right
hand side is the one from construction 2.10 and x, yi ∈ WS/n(A). But if we write
ϕ = (ϕj)j , then
piϕj(Vn(x)dVn(y1) . . . dVn(yi)) = λ(Vn(x))jdλ(Vn(y1))j . . . dλ(Vn(yi))j
and thus (2.12.4) follows from the fact that M is a Witt complex. It remains
to show that the right hand side of (2.12.3) is contained in the left. Denote ej =
(0, . . . , 0, 1, 0 . . .), with 1 sitting in the j-th place. Now take xn, yln ∈W(P∩S/j)/ps(A)
with ∑
n
xndy1n . . . dyin = 0 ∈W(P∩S/j)/psΩiA
and write α = ej
∑
nVps(xn)∂jVps(y1n) . . . ∂jVps(yin). Then
ϕ−1(α) =
∑
n
Vjps( 1ji+1Fjps(j)x˜n)dVjps(y˜1n) . . . dVjps(y˜in),
but Fjps(j) = Fjps(
∏
(1jVj(1)− 1jqVjq(1)) = 1 ∈WS/(jps)(A) and∑
1x˜ndy˜1n . . . y˜in = ϕ−1(e1
∑
n
xndy1n . . . dyin) = 0.
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This shows that ϕ−1α is of type (I)j and thus in N iS . Finally we take the element
β = ejVps(x)∂j [a]− ejVps(x[a]ps−1)∂jVps([a]) ∈WS/jΩ1Aej
and get
ϕ−1(β) = Vj(1Vps( 1j2 x˜))dVj([a])−Vj(1Vps( 1j2 x˜[a]p
s−1))dVj(Vps([a])),
which is of type (II)ps , if j = 1 and of type (I)j , if j > 1. This yields (2.12.3) and
thus an isomorphism (2.12.1), which is compatible with Vn by (2.12.4).
2.13 Remark. If A is a Q-algebra, we may choose any prime p. In particular, if
S is a finite truncation set, we can choose a prime p, which is not contained in S.
Then P ∩ S = {1} and we obtain by theorem 2.12 an isomorphism
WSΩ·A
'−→
∏
s∈S
Ω·A(
1
s ).
Therefore almost all statements for the de Rham-Witt complex follow immediately
from the corresponding statements for the de Rham complex.
2.14 Remark. Similar to the definition and construction of the p-typical de Rham-
Witt complex of Deligne-Illusie (or Hesselholt-Madsen in the case of Z(p)-algebras),
Langer-Zink give in [LaZi04, Chapter 1] a definition and construction of a (p-typical)
relative de Rham-Witt complex for a R-algebra A (with R a Z(p)-algebra), denoted
by W·Ω·A/R. The differential in the n-th level is required to be Wn(R)-linear. The
universality of the p-typical de Rham-Witt complex gives a natural map W·Ω·A →
W·Ω·A/R.
2.15 Lemma. If R is a perfect Fp-algebra (i.e. Rp = R), with p odd, or R = Q and
A is a R-algebra, then the natural map
W·Ω·A →W·Ω·A/R
is an isomorphism
Proof. We have to check that the differential of a p-typical Witt complex is W·(R)-
linear. This follows from remark 2.13, if R = Q. Else let a ∈ R be an arbitrary
element and take b ∈ R such that bpn = a. Then
dVr([a]) = dVrFr[bp
n−r
] = prd[bp
n−r
] = pn[bp
n−r−1]d[b] = 0 in WnΩ1A.
There are two important examples of truncation sets, sets of the shape
{1, p, . . . , pr}, these give the p-typical Witt complexes, and the sets {1, 2, . . . ,m},
m ∈ N. The following definition says how a Witt complex on these sets look like.
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2.16 Definition. Let A be a ring. A restricted Witt complex over A is a projective
system of differential graded Z-algebras
((Em)m∈N, R : Em+1 → Em)
together with families of homomorphisms of graded rings
(Fn : Enm+n−1 −→ Em)m,n∈N
and homomorphisms of graded groups
(Vn : Em −→ Enm+n−1)m,n∈N,
satisfying the following relations, for all n, r ∈ N
(i) RFn = FnRn, RnVn = VnR, F1 = V1 = id, FnFr = Fnr, VnVr = Vnr.
(ii) FnVn = n, and if (n, r) = 1, then FrVn = VnFr on Erm+r−1.
(iii) Vn(Fn(x)y) = xVn(y), for all x ∈ Enm+n−1, y ∈ Em and all n ∈ N.
(iv) FndVn = d, dFn = nFnd, Vnd = ndVn.
Furthermore, there is a homomorphism of projective systems of rings
(λ :Wm(A) −→ E0m)m∈N,
which commutes with Fn and Vn and satisfies
(v) Fndλ([a]) = λ([a]n−1)dλ([a]), for all a ∈ A and n ∈ N.
A morphism of restricted Witt complexes over A is a morphism of projective
systems of dga’s, compatible with Fn, Vn and λ.
Notice, that we have a forgetful functor from the category of Witt complexes over
A to the category of restricted Witt complexes over A, E(−) 7→ (E({1, . . . ,m}))m∈N.
2.17 Corollary. Let A be a Z(p)-algebra with p an odd prime. Then (WmΩ·A)m∈N
is the initial object in the category of restricted Witt complexes.
Proof. Let E be a restricted Witt complex over A. Using the construction ofWmΩ·A
in the proof of proposition 2.3 one checks immediately that we have a unique map of
projective systems of dga’s W·Ω·A → E, commuting with Vn and λ. It follows from
2.6, (d), that it automatically becomes a map of restricted Witt complexes.
We give some properties of the de Rham-Witt complex we need later on.
2.18 Proposition. Let (Ai)i∈I be a directed system, A = lim−→Ai. For a finite
truncation set S define E(S) = lim−→WSΩ
·
Ai
∈ DGA and for an arbitrary truncation
set S define E(S) = lim←−S0 E(S0) ∈ DGA, where the limit is taken over all finite
truncation sets contained in S. Then
E : J −→ DGA, S 7→ E(S)
can be equipped in a natural way with the structure of a Witt complex and the natural
map
W−Ω·A −→ E(−)·
is an isomorphism.
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Proof. First of all notice, that direct and inverse limits exist in DGA (see [Ku86,
2.11 Theorem]), thus the statement makes sense. Next we observe,
E(S)0 = lim−→WS(Ai) ∼=WS(A)
(where the latter isomorphism is induced by the natural maps WS(Ai)→WS(A)).
With the same reasoning as in the proof of proposition 2.3 it is enough to show that
S 7→ E(S) is a Witt complex on the category of finite truncation sets. For finite
truncation sets T ⊂ S, n, q ∈ N and ω ∈ lim−→WSΩ
q
Aj
define
(2.18.1) ω|T = ϕj,T (ωj |T ),
and
(2.18.2) Fn(ω) = ϕj,S/n(Fn(ωj)),
where ωj ∈ WSΩqAj is a representative of ω and ϕj,S : WSΩ
q
Aj
→ lim−→WSΩ
q
Ai
is the
natural map. Furthermore define for ω ∈ lim−→WS/nΩ
q
Ai
(2.18.3) Vn(ω) = ϕj,S(Vn(ωj)).
One immediately verifies that these maps are well defined and make S 7→ E(S)
into a Witt complex over A. Thus, by the universal property of the de Rham-Witt
complex, we get a map
W−Ω·A −→ E(−)·,
which is easily checked to be the inverse to the natural map
E(−)· −→W−Ω·A,
coming from the maps
WSΩ·Ai −→WSΩ·A, for S finite,
hence the assertion.
2.19 Proposition. Let k be a field of characteristic p 6= 2 and A a k-algebra, U ⊂ A
a multiplicative system and S a finite truncation set. Then, for all i, the natural
map
WS(U−1A)⊗WS(A)WSΩiA
'−→WSΩiU−1A
is an isomorphism of WS(U−1A)-modules.
Proof. If p = 0, this follows from the remark 2.13. If p > 2, then by theorem 2.12
and proposition 1.14 we are reduced to the p-typical situation and the statement
becomes proposition 1.11. in chapter I of [Il79].
2.20 Proposition. Let k be a field of characteristic p 6= 2 and A −→ B an e´tale
homomorphism of k-algebras and S a finite truncation set. Then, for all i, the
natural map
WS(B)⊗WS(A)WSΩiA
'−→WSΩiB
is an isomorphism of WS(B)-modules.
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Proof. Again in characteristic zero this follows from remark 2.13 and the corre-
sponding statement for Ka¨hler differentials (see [EGA IV], corollaire (17.2.4)). If
p > 2, it is by theorem 2.12 and proposition 1.14 enough to consider the p-typical
de Rham-Witt complex and the statement becomes proposition 1.14., in chapter I
of [Il79].
The following Lemma was proved by Hesselholt in the p-typical case.
2.21 Lemma ([He04a], Lemma 1.2.2.). Let p be an odd prime, A a Z(p)-algebra
and I ⊂ A an ideal. Let S be a finite truncation set and denote by IS the differential
graded ideal inWSΩ·A generated byWS(I). Then, for all q, we have an isomorphism
of WS(A)-modules
WSΩqA/IqS
'−→WSΩqA/I .
Proof. Obviously we have a contravariant functor
Γ : JS −→ DGA, S0 7→WS0Ω·A/I·S0 .
We want to show that this is a Witt complex over A/I on the restricted category
JS . By lemma 1.9 we have a natural isomorphism
λ :WS0(A/I)
'−→ Γ(S0)0 =WS0(A)/WS0(I).
Furthermore, it follows from the properties 1.7, (i),(iv) and 2.6, (c) and (d), that for
S0 ⊂ S and all n,m
Fm(IS0) ⊂ IS0/m, Vn(IS0/n) ⊂ IS0 .
Thus the Vn’s and Fm’s on the de Rham-Witt complex over A, induce such maps on
Γ. It follows that Γ is a Witt-complex over A/I on JS . Therefore we get a unique
map WS−Ω·A/I −→ Γ (where WS−Ω·A/I denotes the de Rham-Witt complex restricted
to JS). One easily checks that this map and the natural map Γ −→ WS−Ω·A/I are
inverse to each other and we are done.
Finally, we want to introduce the great brother of the ghost map.
2.22 Definition-Proposition (cf. [LaZi04], 2.4). Let p be an odd prime number,
S a finite truncation set and A a Z(p)-algebra. Then there is a map of gradedWS(A)-
algebras
Gh :WSΩ·A −→
∏
s∈S
ghs∗Ω
·
A,
which sends elements ω = wdVn1([a1]) . . . dVnr([ar]), with w ∈ WS(A) and ai ∈ A,
to (Ghs(ω))s∈S with
(2.22.1) Ghs(ω) =
{
ghs(w)a
s
n1
−1
1 . . . a
s
nr
−1
r da1 . . . dar if ni|s, all i
0 else.
(A sloppy way to say this is “Ghs(xdy1 . . . dyr) = ghs(x)
1
sdghs(y1) . . .
1
sdghs(yr)”.)
Gh is a natural transformation with respect to A and if A is a Q-algebra, it is an
isomorphism. We call Gh the ghost map on WSΩ·A.
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Proof. We define
∂ = (∂s)s :WS(A) −→
∏
s∈S
ghs∗Ω
1
A, w = (ws)s 7→
(∑
e|s
w
s
e
−1
e dwe
)
s
.
We observe that ∂ is a derivation. Indeed, it is enough to check this on A = Z[x1, . . .],
but then it follows immediately from s∂s = dghs. We obtain a map of gradedWS(A)-
algebras
Gh : Ω·WS(A) −→
∏
s∈S
ghs∗Ω
·
A,
which is clearly an isomorphism, if A is a Q-algebra. It remains to show that Gh
factors through WSΩ·A, i.e. the elements (I)n, (II)n from the proof of proposition
2.3 go to zero under Gh. Again we can assume A = Z[x1 . . .] and then the assertion
follows easily from srGhs(xdy1 . . . dyr) = ghs(x)dghs(y1) . . . dghs(yr).
2.23 Properties. We have for all s ∈ S
(i) Ghs(Vn(ω)) =
{
nGhs/n(ω) if n|s
0 else,
for ω ∈WS/nΩ·A.
(ii) Ghs(Fm(ω)) = Ghsm(ω), for ω ∈WSΩ·A.
(iii) Ghs(
d[a]
[a] ) =
da
a , for a ∈ A×.
(iv) sGhs ◦ d = d ◦Ghs.
(v) If ϕ :WSΩqA
'→M(S)q is the map from theorem 2.12, then for j ∈ Ip, r ∈ N0
Ghpr(ϕ(ω)j) = Ghjpr(ω).
Proof. (i), (iii) and (iv) follow immediately from (2.22.1). It is enough to check (ii)
for ω = dVr([a]), a ∈ A. Write c = (m, r) and take l, k ∈ Z with km+ lr = c. Then,
by property 2.6, (d), FmdVr([a]) = kdVr/c([a]m/c) + lVr/c([a]
m
c
−1)dVr/c([a]). Using
(2.22.1), we see that Ghs(FmdVr([a])) is zero if rc 6 |s or equivalently r 6 |sm, and if
r|sm
Ghs(FmdVr([a])) = a
(ms)
r
−1da = Ghms(dVr([a])).
This proves (ii). Finally, (v) follows from
ϕ(xdy1 . . . dyq)j = Fj(x)∂jFj(y1) . . . ∂jFj(yq)|P∩S/j = Fj(xdy1 . . . dyq)|P∩S/j
and (ii).
2.24 Remark. Let R be a Z(p)-algebra and A a R-algebra. Then Langer and Zink
construct in [LaZi04, 2.4.] in the same way as above a homomorphism of projective
systems of graded algebras
Gh = (Gh1,Ghp, . . . ,Ghpn−1) : WnΩ
·
A/R →
n−1∏
i=0
ghpi∗Ω
·
A/R,
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satisfying the relations in (2.22.1) and 2.23, (i)-(iv) formulated for the p-typical
situation. And they prove:
2.25 Lemma ([LaZi04], Cor 2.18.). If R is a Z(p)-algebra without p-torsion, then
Gh : WnΩ·R[x1,...,xd]/R −→
n−1∏
i=0
ghpi∗Ω
·
R[x1,...,xd]/R
is injective.
2.26 Corollary. If A = Z(p)[x1, . . . , xd] and f ∈ A \ {0}, then the natural map
WnΩ·Af/Z(p) −→WnΩ·Q⊗Z(p)Af
is injective.
Proof. We have a commutative square
WnΩ·Z(p)[x1,...,xd]/Z(p) //
Gh

WnΩ·Q[x1,...,xd]
Gh
∏n−1
i=0 ghpi∗Ω
·
Z(p)[x1,...,xd]/Z(p)
//
∏n−1
i=0 ghpi∗Ω
·
Q[x1,...,xd].
Now the right map is an isomorphism, the left map and the lower map are injective
(since Ω·Z(p)[x1,...,xd]/Z(p) is a free Z(p)-module). Hence the upper map is injective too.
Furthermore WnΩ·Af/Z(p) = Wn(A)[f ] ⊗Wn(A) WnΩ·A/Z(p) (see [LaZi04, (1.35)]) and
since localization is flat, the statement follows.
2.27 Remark. Notice, that the above injectivity would be false, if we wrote the
absolute de Rham-Witt complex at the left instead of the relative one. For example
WnΩ1Q is zero, but WnΩ
1
Z(p) is not (see [HeMa04, Example 1.2.4.]).
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3 A Residue Theorem
In this section we will define a residue symbol on the de Rham-Witt complex
over the function field K of a curve, which is defined over an arbitrary field k of
characteristic 6= 2. This residue will generalize the one on the Ka¨hler differentials
on the one hand and the one defined by Witt on WS(K) ×K× on the other hand
(see [Wi36, 2. Der Residuenvektor], see also [AnRo04, 4.3.]). To be able to define
a residue for curves defined over a field k, we first have to construct a trace on
the de Rham-Witt complex for arbitrary finite field extensions. Here we proceed
analogously to the construction of the trace for Ka¨hler differentials (see [Ku64, §2.
Der Begriff der Spur], see also [Ku86, §16.]). The main goal of this section is to
prove a reciprocity law for the residue symbol. The proof will be done as in the
classical case, by reduction to P1 via a trace formula and a direct proof in this case.
(See [Se88, II, 12.], when the ground field is algebraically closed, and [Ku86, 17.7
corollary], for the general case.)
Any field in this section has characteristic 6= 2.
Before we can start with the construction of the trace, there are some tech-
nical points to settle.
3.1 Theorem ([HeMa04], Theorem 4.2.8.). Let p be an odd prime, A a Z(p)-
algebra and A[x] the polynomial ring over A. Then, for all n, q ∈ N, the group
WnΩ
q
A[x] is freely generated by elements of the following type
(3.1.1) a[x]j , for a ∈WnΩqA, j ∈ N0,
(3.1.2) b[x]j−1d[x], for b ∈WnΩq−1A , j ∈ N,
(3.1.3) Vs(a[x]j), for a ∈Wn−sΩqA, j ∈ Ip, s = 1, . . . , n− 1,
(3.1.4) dVs(b[x]j), for b ∈Wn−sΩq−1A , j ∈ Ip, s = 1, . . . , n− 1.
3.2 Remark. In [HeMa04, 4.2.] Hesselholt and Madsen say also how d, V and F
act on these elements and they give rules for multiplication. In fact, it is this result
which enables Hesselholt and Madsen to define the Frobenius map form theorem 2.8.
A more general statement, for a polynomial ring with a finite number of variables,
may be found in [He04a, Theorem 1.2.1.]. (See also [LaZi04, Theorem 2.8] for the
corresponding result in the case of the relative version of the p-typical de Rham-Witt
complex.)
3.3 Lemma. (i) Let A −→ B be an e´tale morphism of Fp-algebras. Then for all
n ∈ N, the map Wn(A) −→Wn(B) is e´tale and
Wn+1(B)⊗Wn+1(A) F∗Wn(A)
'−→Wn(B), b⊗ a 7→ F(b)a
is an isomorphism of Wn(A)-algebras.
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(ii) Let A be a Fp-algebra and U ⊂ A a multiplicative system. Then the map
Wn(A)→Wn(U−1A) is flat and
ϕ : Wn+1(U−1A)⊗Wn+1(A) F∗Wn(A)
'−→Wn(U−1A), q ⊗ a 7→ F(q)a
is an isomorphism of Wn(A)-algebras.
Proof. (i) may be found for example in [LaZi04, A.8, A.11]. To prove (ii), we define
a map ψ : Wn(U−1A) −→Wn+1(U−1A)⊗Wn+1(A) F∗Wn(A), by
(3.3.1) ψ
(
Vj([ au ])
)
= 1[u] ⊗Vj([a][u]p
j+1−1), and ψ
(∑
j
Vj([qj ])
)
=
∑
j
ψ(Vj([qj ])).
We have to check that this is well defined. So take a, b ∈ A and t, u, v ∈ U with
t(av − ub) = 0, then
ψ(Vj([ au ])) =
1
[tuv] ⊗Vj([atv][utv]p
j+1−1) = ψ(Vj([ bv ])).
Obviously, ϕ ◦ ψ = id. Thus it remains to show ψ ◦ ϕ = id and for this it is enough
to consider elements of the form α = Vj([ au ])⊗Vi([b]). Since we are in a Fp-algebra,
we have V◦F = F◦V = p, thus, if t = min(i, j), we obtain with the help of property
1.7, (v)
ϕ(α) = Vj(F([ au ]))V
i([b]) = ptVj+i−t([ au ]
pi+1−t [b]p
j−t
) = Vi+j( [a]
pi+1 [b]p
j
[u]pi+1
).
So we get
ψ(ϕ(α)) = 1
[u]pi+1
⊗Vi+j([a]pi+1 [b]pj ([u]pi+1)pj+i+1−1)
= 1
[u]pi+1
⊗ F(Vj([a][u]pi+j+1−1))Vi([b]) = α.
Furthermore, the flatness of Wn(A) → Wn(U−1A), follows from Wn(U−1A) =
U−1n Wn(A), with Un = {(a0, . . . , an−1) ∈Wn(A)|a0 ∈ U} (see the proof of proposi-
tion 1.11. in [Il79]) and the fact that localization is flat.
The following lemma is a slight adjustment of [Il79, I, 3.2., 3.4., 3.21.1.] to our
situation.
3.4 Lemma. Let k be a field of characteristic p ≥ 3 and i ≥ 0, n ≥ 1. Then
(3.4.1)
ker(R : Wn+1Ωik −→WnΩik) = ker(p : Wn+1Ωik −→Wn+1Ωik) = VnW1Ωik+dVnW1Ωi−1k ,
where p means multiplication by p, and
(3.4.2) ker(V : WnΩik −→Wn+1Ωik) = dVn−1W1Ωi−1k .
Proof. Illusie already proved the statement for smooth Fp-schemes, in particular for
ArFp . We write A = Fp[x1, . . . , xr] and Q for its quotient field. From (3.4.1) for A
instead of k it follows that we have exact sequences of Wn+1(A)-modules
0 // VnW1ΩiA + dV
nW1Ωi−1A //Wn+1Ω
i
A
R // R∗WnΩiA // 0
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and
0 // VnW1ΩiA + dV
nW1Ωi−1A //Wn+1Ω
i
A
p
// pWn+1ΩiA // 0 .
Tensoring with Wn+1(Q) together with Wn+1(Q)⊗Wn+1ΩiA = Wn+1ΩiQ (proposi-
tion 2.19), shows that the abelian groups ker RQ and ker pQ are generated by
aVn(α) + bdVn(β) = Vn(Fn(a)α) + dVn(Fn(b)β)−Vn(Fn(db)β),
with a, b ∈ Wn+1(Q), α ∈ W1ΩiA and β ∈ W1Ωi−1A . This shows (3.4.1) for Q.
Furthermore, by combining proposition 2.19 with lemma 3.3, (ii), we obtain an
isomorphism
Wn+1(Q)⊗Wn+1(A) F∗WnΩiA
'−→WnΩiQ, q ⊗ α 7→ F (q)α.
This yields the following commutative diagram with exact columns
0

Wn+1(Q)⊗Wn+1(A) ker VA //

ker VQ

Wn+1(Q)⊗Wn+1(A) F∗WnΩiA
' (3.3,(ii))
//
id⊗V

WnΩiQ
V

Wn+1(Q)⊗Wn+1(A) VWnΩiA
' (2.19)
//

VWnΩiQ

0 0.
From (3.4.2) for A it follows that we have a surjection
Wn+1(Q)⊗Wn+1(A) F∗dVn−1W1Ωi−1A  ker VQ.
Thus the abelian group ker VQ is generated by
F(q)dVn−1(α) = dVn−1(Fn(q)α)−Vn−1(Fn−1dF(q)α), for q ∈Wn+1(Q), α ∈W1Ωi−1A .
But Vn−1(Fn−1dF(q)α) = pVn−1(Fn(dq)α) = 0 in WnΩiQ, by what we saw above
and this proves (3.4.2) for Q. Now assume k ⊃ Q is a finite separable field extension,
then replacing A by Q and Q by k in the discussion above and quoting proposition
2.20 instead of 2.19 and the part (i) of lemma 3.3 instead of (ii), we see that the
lemma holds in this case.
We observe: let k ⊃ Q be an algebraic separable (resp. k ⊃ Fp any) field extension
and L a finite separable (resp. finitely generated) intermediate field and α ∈WnΩiL
with α 7→ 0 under WnΩiL −→WnΩik. Then there is a finite separable (resp. finitely
generated) intermediate field L ⊂ L′ ⊂ k with α 7→ 0 under WnΩiL −→ WnΩiL′.
(Indeed, we may write k = lim−→L, where the limit is over all finite separable field
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extensions L ⊃ Q contained in k (resp. over all finitely generated field extensions
L ⊃ Fp contained in k) and then the observation follows from proposition 2.18.)
Now let k be finitely generated over Fp. Then there exists a transcendence
basis {x1, . . . , xr}, such that k ⊃ Fp(x1, . . . , xr) = Q is an algebraic separable field
extension. Take α ∈ ker(R : Wn+1Ωik −→WnΩik). Clearly, there is a finite separable
intermediate field Q ⊂ L ⊂ k and an element α′ ∈Wn+1ΩiL, which maps to α. Thus
R(α′) 7→ 0 under WnΩiL −→ WnΩik and the assertion in this case follows from the
observation and by what we saw above. The statements for p and V follow similarly.
Finally, let Fp ⊂ k be an arbitrary field of characteristic p, then we replace in the
discussion above Q by Fp and “finite separable” by “finitely generated” and the
statement is proved.
The following proposition is essential to prove that the trace we will define in
3.7 is well defined in the case of purely inseparable field extensions of degree p.
3.5 Proposition. Let k be a field of characteristic p ≥ 3 and L = k[x]/(xp− b), for
some b ∈ k \ kp. Then
(3.5.1) ker(Wn+1Ωik −→Wn+1ΩiL)
=
n∑
r=1
(Vr([b])dVnW1Ωi−1k +dV
r([b])dVnW1Ωi−2k )+(V
nW1Ωi−1k +dV
nW1Ωi−2k )d[b].
Proof. We denote by ι : Wn+1Ωik −→ Wn+1ΩiL the map induced by the inclusion
k ⊂ L. First we observe that by lemma 3.4 the right hand side of the equation is
contained in the left hand side, for example
ι(Vr([b])dVn(ω)) = Vr(F([x]))dVn(ι(ω)) = pVr−1([x])dVn(ι(ω)) = 0
or
ι(Vn(ω)d[b]) = pVn(ι(ω))[x]p−1dx = 0.
Thus our task is to show the other inclusion. Let I be the kernel of k[x] → L and
Ii the kernel of the map Wn+1Ωik[x] →Wn+1ΩiL. Then, since we have an inclusion
Wn+1Ωik ⊂Wn+1Ωik[x] (by theorem 3.1), ker ι equals Ii ∩Wn+1Ωik. Now by lemma
2.21, Ii is generated by Wn+1(I) and dWn+1(I). We claim that every element in
Wn+1(I) may be written as a sum of elements
vr(a, j) := V r(a[x]j([x]p − [b])), for a ∈Wn+1−r(k), r = 0, . . . , n, j ≥ 0.
(To see this, we define an operator ϕ in the following way: take w = (w0, . . . , wn) ∈
Wn+1(I), write m = min{l|wl 6= 0} and wm =
∑
j ajx
j(xp − b), for aj ∈ k. Then
u(w) =
∑
j V
m([aj ][x]j([x]p − [b])) is in Wn+1(I) (by lemma 1.9) and ϕ(w) :=
w − u(w) ∈ V m+1Wn(I). It follows that there is a N such that ϕN (w) = 0, hence
the assertion.) Thus we can write every Element of Ii as
∑
j
n∑
r=0
ωjrvr(ajr, j) + ηirdvr(bjr, j),
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for ωir ∈ Wn+1Ωik[x], ηir ∈ Wn+1Ωi−1k[x] and air, bir ∈ Wn+1−r(k). Now k[x] −→ k,
x 7→ 0, defines a map s : Wn+1Ωik[x] −→ Wn+1Ωik such that the inclusion followed
by s is the identity. We obtain ker ι = Ii ∩Wn+1Ωik ⊂ s(Ii). Thus every element
in ker ι may be written as sum of elements of the following type (we write them
directly in the form of theorem 3.1)
ωVr(a([x]p − [b])) =
{
aω[x]p − aω[b] for r = 0
Vr−1(V (F r(ω)a)[x])− ωVr(a[b]) for r ≥ 1
with ω ∈Wn+1Ωik, a ∈Wn+1−r(k), and
ηdV r(c([x]p − [b])) =
ηdc[x]p + ηcp[x]p−1d[x]− ηd(c[b]) for r = 0
ηdV(c)[x] + ηV(c)d[x]− ηdV(c[b]) for r = 1
(−1)i−1
(
dVr−1(Fr−1(η)V(c)[x])−Vr−1(Fr−1(dη)V(c)[x])
)
− ηdVr(c[b]) for r > 1
with η ∈Wn+1Ωi−1k , c ∈Wn+1−r(k). Thus we can write every element α ∈ ker ι in
the following way
α =
∑
i0
a0i0ω0i0 [x]
p −
∑
i0
a0i0ω0i0 [b] +
∑
i1
V(F(ω1i1)a1i1)[x]−
∑
i1
ω1i1V(a1i1 [b])
+
n∑
r=2
(∑
ir
Vr−1
(
V(Fr(ωrir)arir))[x]
)−∑
ir
ωrirV
r(arir [b])
)
+
∑
j0
η0j0dc0j0 [x]
p + η0j0c0j0p[x]
p−1d[x]− η0j0d(c0j0 [b])
+
∑
j1
η1j1dV(c1j1)[x] + η1j1V(c1j1)d[x]− η1j1dV(c1j1 [b])
+
n∑
r=2
(∑
jr
(−1)i−1dVr−1(V(crjr)Fr−1(ηrjr)[x])−
(−1)i−1Vr−1(V(crjr)Fr−1(dηrjr)[x])− ηrjrdVr(crjr [b])).
By theorem 3.1 such an element is in Ii ∩Wn+1Ωik if and only if the coefficients of
the x-terms cancel out each other, that is
(a)
∑
i1
V(F(ω1i1)a1i1) +
∑
j1
η1j1dV(c1j1) = 0 in Wn+1Ω
i
k,
(b)
∑
i0
a0i0ω0i0 +
∑
j0
η0j0dc0j0 = 0 in Wn+1Ω
i
k,
(c)
∑
j1
η1j1V(c1j1) = 0 in Wn+1Ω
i−1
k ,
(d) p
∑
j0
η0j0c0j0 = 0 in Wn+1Ω
i−1
k ,
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(e)
∑
ir
V(Fr(ωrir)arir)−(−1)i−1
∑
jr
V(crjr)Fr−1(dηrjr) = 0 in Wn+2−rΩik, r ≥ 2,
(f)
∑
jr
V(crjr)Fr−1(ηrjr) = 0 in Wn+2−rΩ
i−1
k , r ≥ 2.
If we write
γr =
∑
ir
ωrirV
r(arir [b]) +
∑
jr
ηrjrdV
r(crjr [b])
we obtain
α = −
n∑
r=0
γr
and thus it is enough to show that γr is contained in the right hand side of (3.5.1),
for r ≥ 0. We start with γ0. By (b)
γ0 =
∑
j0
η0j0c0j0d[b]
and from (d) and (3.4.1) we obtain γ0 ∈ VnW1Ωikd[b] + dVnW1Ωi−1k d[b]. Next γ1.
Writing (c) as V
(∑
j1
F(η1j1)c1j1
)
= 0, we see from (3.4.2) that there is a β ∈W1Ωi−1k
such that
(3.5.2)
∑
j1
F(η1j1)c1j1 = dV
n−1(β).
Furthermore, (c) tells us
∑
j1
η1j1dV(c1j1) = (−1)i
∑
j1
V(c1j1)dη1j1 , thus (a) be-
comes
V
(∑
i1
F(ω1i1)a1i1 + (−1)i
∑
j1
c1j1F(dη1j1)
)
= 0
and by (3.4.2) there exists an β′ ∈W1Ωi−1k such that
(3.5.3)
∑
i1
F(ω1i1)a1i1 + (−1)i
∑
j1
c1j1F(dη1j1) = dV
n−1(β′).
All in all we get by (3.5.2) and (3.5.3)
γ1 =
∑
i1
ω1i1V(a1i1 [b])+(−1)i−1
∑
j1
dV(F(η1j1)c1j1 [b])+(−1)i
∑
j1
V(c1j1F(dη1j1)[b])
= V(dVn−1(β′)[b])+(−1)i−1dV(dVn−1(β)[b]) = V([b])dVn(β′)+dV([b])dVn((−1)i−1β).
Finally γr, for r ≥ 2. We see from (e) and (3.4.2) that there is a β ∈W1Ωi−1k with
(3.5.4)
∑
ir
Fr(ωrir)arir + (−1)i
∑
jr
crjrF
r(dηrjr) = dV
n−r(β).
By (f) and (3.4.2) there is a β′ ∈W1Ωi−2k such that
(3.5.5)
∑
jr
crjrF
r(ηrjr) = dV
n−r(β′).
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Using (3.5.4) and (3.5.5), we obtain
γr = Vr
(∑
ir
Fr(ωrir)arir [b]
)
+
∑
jr
(−1)iVr(crjr [b]Fr(dηrjr))+(−1)i−1
∑
jr
dVr(Fr(ηrjr)crjr [b])
= Vr
(
dVn−r(β)[b]
)
+(−1)i−1dVr(dVn−r(β′)[b]) = Vr([b])dVn(β)+dVr([b])dVn((−1)i−1β′)
and we are done.
3.6 Definition (cf. [Il79], Proposition I.3.4.). Let k be a field of characteristic
p ≥ 3 and S a finite truncation set. We just write pS instead of S ∪ pS (which is
again a truncation set). Then we define a map of dga’s
p :WSΩ·k −→WpSΩ·k, ω 7→ pω˜,
where ω˜ is any lifting of ω toWpSΩ·k. By lemma 3.4 p is well defined and injective in
the p-typical case, p : WnΩ·k →Wn+1Ω·k, and thus by theorem 2.12 also in general.
The following construction of the trace in the case of a finite field extension, by
defining it separately for separable field extensions and for purely inseparable ones
of degree p and then in the general case by combining these two, is the way it was
done for Ka¨hler differentials in [Ku64, §2.]. We recall the definition of the trace on
Ka¨hler differentials for separable and purely inseparable field extensions, to point
out that our construction harmonizes with the one of Kunz. If L ⊃ k is a separable
extension, the trace is given by Tr = TrL/k ⊗ 1 : L ⊗k Ωnk = ΩnL → Ωnk . If L ⊃ k
is purely inseparable of degree p, we can write L = k[x]/(xp − b), b ∈ k \ kp. Then
each ω ∈ ΩnL may be written in the form
∑p−1
i=0 αix
i +
∑p−1
i=1 βix
idx, with αi ∈ Ωnk
and βi ∈ Ωn−1k and then, by definition, Tr(ω) = βp−1db.
3.7 Theorem. Let k ⊂ L be a finite field extension of characteristic p 6= 2 and S a
finite truncation set. Then there is a map of differential graded WSΩ·k-modules
Tr = TrL/k :WSΩ·L −→WSΩ·k,
satisfying the following properties (usually we just write Tr but depending on the situ-
ation, we also use TrL/k, TrS or Tri to indicate that we are in degree i, combinations
of these notations may also occur, but we try to omit TrqL/k,S).
(i) Tr0 is the trace from proposition 1.12. For S = {1}, TrS is the old trace on
Ka¨hler differentials.
(ii) If k ⊂ L is a separable field extension, then we may identify (by proposition
2.20) WS(L)⊗WSΩik =WSΩiL and then Tr is given by
Tr = Tr0 ⊗ id :WS(L)⊗WSΩik −→WSΩik.
(iii) If k ⊂ L is purely inseparable of degree p and ω ∈WSΩiL, then p(ω) is in the
image of the natural map WpSΩik → WpSΩiL and if we take an α ∈ WpSΩik
which maps to p(ω), we have
Tr(ω) = α|S .
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(iv) If k ⊂ E ⊂ L are finite field extensions, then
TrL/k = TrE/k ◦ TrL/E .
(v) Tr commutes with Vn, Fn and restriction maps.
Proof. First assume k ⊂ L separable. Denote by σj , j = 1, . . . , d, the embeddings
of L into its algebraic closure, which leave k invariant. These induce maps on the
level of the de Rham-Witt complex, again denoted by σj . For ω ∈WSΩiL, we define
Tr(ω) =
∑
j
σj(ω).
By example 1.13 this gives (ii) and (i). Obviously it is a map of differential graded
WSΩ·k-modules and fulfills (iv) and (v).
Now we consider the case of a purely inseparable field extension k ⊂ L of degree
p. We want to define the trace in this case by (iii). To be able to do this, we have
to show
(3.7.1) im(p
L
) ⊂ im(WpSΩ·k →WpSΩ·L)
and check that the trace is independent of the choices. By theorem 2.12 it is enough
to consider the p-typical case. We can find an element b ∈ k \ kp such that we may
identify
L = k[x]/(xp − b).
If we denote by y the image of x in L, we see by theorem 3.1 that every ω ∈WnΩiL
may be written in the following way
ω =
p−1∑
j=0
a0j [y]j +
p−1∑
j=1
b0jd[y]j + b0p[y]p−1d[y] +
n−1∑
s=1
p−1∑
j=1
Vs(asj [y]j) + dVs(bsj [y]j),
with asj ∈ Wn−sΩik and bsj ∈ Wn−sΩi−1k . Recalling from remark 1.11, (i), that
V ◦ F = p, we obtain
(3.7.2) p(ω) =
p−1∑
j=0
a˜0jV([b]j) +
p−1∑
j=1
b˜0jdV([b]j) + b˜0pd[b]
+
n−1∑
s=1
p−1∑
j=1
Vs
(
a˜sjV([b]j)
)
+ dVs
(
b˜sjV([b]j)
)
,
where˜denotes any lifting from the level n − s to the level n − s + 1. This shows
(3.7.1). So take an α ∈ Wn+1Ωik, which maps to ω and define Tr(ω) = α|n. By
proposition 3.5 this is independent of the choice of α. Example 1.13 shows that this
coincides in degree 0 with the trace on Witt vectors and for n = 1 it is by (3.7.2)
the old trace for Ka¨hler differentials, hence (i). No doubt, Tr is a map of differential
graded modules and satisfies (v).
37
Finally, the general case. Here we copy the proof of [Ku64, 2.3.] almost word
by word. So let k ⊂ L be any finite field extension of characteristic p ≥ 3. Then we
find a tower of field extensions
(3.7.3) k = k0 ⊂ k1 ⊂ . . . ⊂ km = L,
with kj+1/kj either separable or purely inseparable of degree p. Then we define
TrL/k = Trk1/k0 ◦ Trk2/k1 ◦ . . . ◦ Trkm/km−1 .
Of course, we have to show that this is independent of the choice of the kj . (Notice
that the theorem follows, once this is proved.) Again we consider first some special
cases.
First case. Assume there is an a ∈ L, with ap ∈ k and a 6∈ k such that L ⊃ L′ =
k(a) is finitely separable. Then there is a primitive element b ∈ L with L = L′(b).
Since L′(b) = L′(bp), we may assume b is separable over k. Define L′′ = k(b). Then
(3.7.4) TrL′/k ◦ TrL/L′ = TrL′′/k ◦ TrL/L′′ .
Indeed, take ω ∈ WSΩiL, since L′′ ⊂ L is purely inseparable of degree p we find
an α ∈ WpSΩiL′′ with α 7→ p(ω) under WpSΩiL′′ → WpSΩiL. Now denote by L the
algebraic closure of L, then
HomL′(L,L) = {σ1, . . . , σd} '−→ Homk(L′′, L), σ 7→ σ|L′′
defines a bijection (since L′ ⊂ L and k ⊂ L′′ are separable and [L : L′] = [L′′ : k]).
Therefore
TrL′′/kTrL/L′′(ω) =
∑
j
σj(α|S).
On the other hand
∑
j σj(α) 7→ p
(∑
j σj(ω)
)
under WpSΩik → WpSΩiL′ , hence
(3.7.4).
Second case. Assume L = k(a, b) with ap, bp ∈ k, a, b 6∈ k and [L : k] = p2. Write
L′ = k(a) and L′′ = k(b). Then
(3.7.5) TrL′′/k ◦ TrL/L′′ = TrL′/k ◦ TrL/L′ .
This follows from the definition.
General case. If we have a tower of field extensions as in (3.7.3), we can assume
by the first case that there is a natural number r such that the kj+1/kj are separable
extensions for j = 0, . . . , r and kj+1/kj are purely inseparable of degree p, for j =
r+ 1, . . . ,m− 1. Since (iv) holds for separable extensions, we are reduced to k ⊂ L
purely inseparable of degree pm. We make induction over m. For m = 1 there is
nothing to prove. Now assume we have two towers of field extensions
k = k0 ⊂ k1 ⊂ . . . ⊂ km = L,
k = k0 ⊂ k1 ⊂ . . . ⊂ km = L,
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with ki+1/ki (resp. ki+1/ki) purely inseparable of degree p. Write k1 = k(a) and
k1 = k(b). We may assume [k(a, b) : k] = p2, else k1 = k1 and we are done by
induction. Now take any tower
k(a, b) ⊂ k′3 ⊂ . . . ⊂ k′m = L
and by induction
Trk(a,b)/k1 ◦ Trk′3/k(a,b) ◦ . . . ◦ Trk′m/k′m−1 = Trk2/k1 ◦ . . . ◦ Trkm/km−1
and
Trk(a,b)/k1 ◦ Trk′3/k(a,b) ◦ . . . ◦ Trk′m/k′m−1 = Trk2/k1 ◦ . . . ◦ Trkm/km−1 .
Thus from the second case it follows
Trk1/k0 ◦ . . . ◦ Trkm/km−1 = Trk1/k0 ◦ . . . ◦ Trkm/km−1
and we are done.
The following proposition is the formulation of proposition 1.12, (v) for the de
Rham-Witt complex, whose technical appearance is due to the fact that we defined
the trace only for field extensions.
3.8 Proposition. Let S be finite truncation set and E,L ⊃ k finite field extensions.
Write E ⊗k L = ⊕ni=1Ai, where the Ai’s are local artinian rings with residue field
(Ai)red = Li and length li = lAi(Ai). We denote by σi : E ↪→ Li the natural
inclusion. Then the following square is commutative
WSΩqE
∏
i liσi //
TrE/k

∏
iWSΩ
q
Li∑
i TrLi/L

WSΩqk //WSΩ
q
L.
The following lemma will be useful in the proof of the proposition.
3.9 Lemma. Let k be a field of characteristic p, L ⊃ k a field extension.
(i) If E ⊃ k is a finite separable field extension, then there are finite field exten-
sions Li ⊃ L such that we have an isomorphism of L-algebras
E ⊗k L ∼=
∏
i
Li.
(ii) If E ⊃ k is purely inseparable, then E ⊗k L is local artinian.
(iii) Let A and B be two local artinian k-algebras such that A ⊗k B is again local
artinian. Then (A⊗k Bred)red = (A⊗k B)red and
lA⊗B(A⊗B) = lA⊗Bred(A⊗Bred)lB(B).
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Proof. (i) follows from [Bo90, V,§6, No. 7, Prop. 5, Thm. 4] and (ii) from [Bo90,
V, Exercises §14, 11)]. The first statement in (iii) is a special case of [EGA I, I,§4,
Cor.(4.5.12)]. For the second statement we notice that B → A ⊗k B is a flat and
local homomorphism and then [Fu84, Lemma A.4.1.] gives the assertion.
Proof of Proposition 3.8. We have to consider several cases.
First case: E ⊃ k is separable. We have E ⊗ L ∼= ∏i Li and li = 1 (by 3.9,(i)).
Hence the statement follows from the definition of the trace and proposition 1.12,
(vi) and (v).
Second case: E ⊃ k is purely inseparable of degree p. Now E⊗kL is local artinian
(by 3.9, (ii)) and (E ⊗k L)red = L1. Hence we have to show that
WSΩqE
l1σ1 //
TrE/k

WSΩqL1
TrL1/L

WSΩqk //WSΩ
q
L
commutes. Write E = k[x]/(xp − a), a ∈ k \ kp. If a ∈ Lp, then L1 = L and l1 = p.
Thus the statement follows from theorem 3.7, (iii). If a 6∈ Lp, then E ⊗k L = L1 =
L[x]/(xp − a) and l1 = 1 and we may argue again with 3.7, (iii).
Third case: E ⊃ k is purely inseparable of degree ps. By induction over s. The
induction step remains to be checked. Write E ⊃ E′ ⊃ k with E ⊃ E′ (resp. E′ ⊃ k)
purely inseparable of degree p (resp. ps−1). Now by 3.9, (ii) and (iii)
l1 = lE⊗E′ (E′⊗kL)red(E ⊗E′ (E′ ⊗k L)red)lE′⊗kL(E′ ⊗k L).
Then the assertion follows from the induction hypothesis and the transitivity of the
trace.
General case: E ⊃ k finite field extension. Write E ⊃ E′ ⊃ k with E ⊃ E′
purely inseparable and E′ ⊃ k separable and apply the second and the third case,
together with the transitivity of the trace.
Since we want to prove a residue theorem, we need a residue. Now we define a
residue on the de Rham-Witt complex over the ring of Laurent series over a Z(p)-
algebra, generalizing the residue on Ka¨hler differentials.
3.10 Proposition. Let p be an odd prime, S a finite truncation set and A a Z(p)-
algebra. Denote by A((t)) the ring of Laurent series over A. Then there is aWS(A)-
linear map
ResS = Res :WSΩ1A((t)) −→WS(A),
satisfying the following properties
(i) ghs ◦ResS = Res ◦Ghs, for all s ∈ S, where the latter Res is the usual residue
on Ω1A((t))/A (of course here we mean by Ghs the composition of Ghs with the
natural map Ω1A((t)) → Ω1A((t))/A.)
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(ii) Res
(
Vn([atj ])dVm([bti])
)
=
{
sgn(i)(i, j)V(mn)/c([a]m/c[b]n/c) if jm+ in = 0
0 else,
where a, b ∈ A, i, j ∈ Z, n,m ∈ N, c = (m,n) and sgn(i) = i/|i|, for i 6= 0,
sgn(0) = 0.
(iii) Res is a natural transformation in A.
(iv) If u ∈ A[[t]]× and τ = tu, then A((t)) = A((τ)) and Rest = Resτ .
(v) If ω ∈WSΩ1A[[t]] or ∈WSΩ11
t
A[[ 1
t
]]
, then Res(ω) = 0.
(vi) Res commutes with Vn, Fn and restriction.
Before we start with the proof of this proposition, we need the following Lemma.
3.11 Lemma. In the situation of 3.10, the infinite sums
∑∞
j=r[aj ][t
j ], with r ∈ Z
and aj ∈ A, are well defined elements in WS(A((t))) and every w ∈WS(A((t))) can
be uniquely written
w =
∑
n∈S
Vn
( ∞∑
j>>−∞
[anj ][t]j
)
, anj ∈ A,
where j >> −∞ means, only finitely many negative j’s.
Proof. It is enough to check the first statement for A = Z(p)[x1, . . .], but if it is true
for its quotient field, its true for A, thus we may assume A to be a Q-algebra. So we
are reduced to show that ghs(
∑n
j=r[aj ][t
j ]) converges for n→∞ and all s ∈ S. But
this is obvious (since ghs([a]) = as). Now take w = (ws)s∈S ∈ WS(A((t))). Write
s0 = min{s ∈ S |ws 6= 0} and ws0 =
∑
j≥r ajt
j ∈ A((t)). Then define an operator
ϕ by ϕ(w) = w − Vs0(
∑
j≥r[aj ][t
j ]). Now the lemma follows from the observation
that there is a natural number N with ϕN (w) = 0. (Indeed, we may assume A is
without Z-torsion and then by the definition of s0 and ϕ we have ghs(ϕ(w)) = 0 for
all s < s0 + 1. Thus such a N exists, since S is finite.)
Proof of Proposition 3.10. We define a map
Res :WS(A((t)))×WS(A((t))) −→WS(A)
by
(3.11.1) Res
(∑
n∈S
Vn
( ∑
j>>−∞
[anj ][t]j
)
,
∑
m∈S
Vm
( ∑
i>>−∞
[bmi][t]i
))
=
∑
in+jm=0
sgn(i)(i, j)V(mn)/(m,n)([anj ]
m/(m,n)[bmi]n/(m,n)).
Notice that the sum is finite. Now we claim
(3.11.2) ghs(Res(α, β)) = Res(Ghs(αdβ)), all s ∈ S
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where α, β ∈ WS(A((t))), αdβ ∈ WSΩ1A((t)) and the Res on the right is the residue
on Ω1A((t))/A. We may assume α = Vn([a][t]
j) and β = Vm([b][t]i) and we write
c = (m,n). If mj + ni 6= 0, then Res(α, β) = 0, if mj + in = 0, then by property
1.5, (i)
ghs(Res(α, β)) = ghs
(
sgn(i)(i, j)Vmn/c([a]
m/c[b]n/c)
)
=
{
sgn(i)(i, j)mnc (a
s/nbs/m) if mnc |s
0 else.
If mnc 6 |s, then Ghs(αdβ) is zero by definition, else
Ghs(αdβ) = nias/nbs/mt(js/n)+(is/m) dtt ∈ Ω1A((t))/A.
Therefore
Res(Ghs(αdβ)) =
{
nias/nbs/m if mj + ni = 0
0 else.
Now the claim follows, since in = sgn(i)(i, j)mnc , if jm+ in = 0. It follows that Res
induces a well defined map on WSΩ1A((t)), denoted by Res again. Indeed, WSΩ
1
A((t))
is a quotient ofWS(A((t)))×WS(A((t))) (recall that B⊗ZB/(a⊗bc−ab⊗c−ac⊗b)→
Ω1B via a ⊗ b 7→ adb is an isomorphism for any ring B), thus we have to show that
Res vanishes on the kernel of the quotient map. Again it is enough to consider the
case where A has no Z-torsion, but then the vanishing follows immediately from the
claim, since Gh is well defined on WSΩ1A((t)). The other statements of proposition
3.10 follow with the same reasoning and the corresponding properties of the usual
residue on Ω1A((t)).
3.12 Remark. 3.10, (i) shows that the composition WS(A((t))) × A((t))× →
WSΩ1A((t))
Res→ WS(A), where the first map is given by (w, a) 7→ wd[a]/[a], is the
residue symbol defined by Witt in [Wi36, 2. Der Residuenvektor (α, β)]. See also
[AnRo04, 4.3.4.] for a definition of Witts residue symbol using the Contou-Carre`re
symbol.
3.13 Remark. It follows from (3.11.1) that the map Res : WnΩ1A((t)) → Wn(A)
factors through the relative p-typical de Rham-Witt complex WnΩ1A((t))/A.
The following lemma will be essential for the residue theorem. It is a gener-
alization of lemma 5 in chapter II of [Se88]. See also the proof of [Ku86, 17.6.
Theorem].
3.14 Lemma. Let p be an odd prime, S a finite truncation set, A a Z(p)-algebra
and B an A-algebra, which is a free A-module of finite rank r. Take z = te +∑
i>e ait
i ∈ A((t)) with e ≥ 1. Then B((t)) is a free A((z))-module of rank re and
for β ∈WS(B((t))) and α ∈WS(A((z))) we have
(3.14.1) TrB/A(ResB((t))(βdα)) = ResA((z))(TrB((t))/A((z))(β)dα) ∈WS(A).
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Proof. Only the second statement must be proved. We observe that by lemma 3.11
it is enough to prove (3.14.1) for
β = Vn([bti]) and α = Vm([azj ]),
with b ∈ B, a ∈ A and i, j ∈ Z. By the same argument as in the proof of (ii) of
proposition 1.12 and using that Res is a natural transformation, we may assume
A to be Z-torsion free. But then A sits injective in A ⊗Z Q, which extends to the
level of Witt vectors and by base change for the trace (see proposition 1.12, (v)) we
are reduced to the case, where A and B are Q-algebras. Now write z = teu with
u = 1+ ae+1t+ . . . ∈ 1+ tA[[t]]. Then there is a v ∈ 1+ tA[[t]] with ve = u (namely
v = exp(1/e log(u))). By proposition 3.10, (iv), we may replace t by tv, and thus
assume te = z. Now it is time for calculations. We have
(3.14.2) ghs
(
TrA((t))/A((z)),S([t]
i)
)
= TrA((t))/A((z))(t
is) =
{
ezis/e if e|is
0 else.
Now write c = (m,n), if mnc 6 |s, then ghs
(
ResS,z(Tr(β)dα)
)
is zero, else
ghs
(
ResS,z(TrS(β)dα)
)
= Resz
(
nghs/n
(
TrA((t))/A((z)),S([t]
i)TrB/A,S([b])
)
as/m−1(zj)s/m−1d(azj)
)
.
By (3.14.2) this is zero, if e 6 | isn , else this is equal to
Resz(nejTrB/A(b
s/n)as/mz(is/(ne))+(js/m) dzz ).
All in all we obtain
(3.14.3)
ghs
(
ResS,z(TrB((t))/A((z)),S(β)dα)
)
=
{
nejTrB/A(bs/n)as/m if mnc |s and im+ jne = 0
0 else
and it is easy to check that this coincides with ghs
(
TrB/A,S
(
ResS,t(βdα)
))
. Hence
the assertion.
We recall the notion of absolute and relative Frobenius, see for example [EsVi92,
§9].
3.15 Definition. Let k be a field of characteristic exponent p (i.e if the characteristic
of k is 0, then p = 1 else p equals the characteristic of k) and X a k-scheme of finite
type. Then the absolute Frobenius FX on X is defined to be the identity on the
topological space of X and the p-th power on the structure sheaf, that is
F ∗X : OX −→ OX , a 7→ ap.
We write X(p) = X ×Fk Spec k, then we have a commutative diagram
X
F //
""F
FF
FF
FF
FF X
(p)
pr1 //

X

Spec k
Fk // Spec k,
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where pr1 is the projection map and F is the unique map, which satisfies F◦pr1 = FX .
We call F the relative Frobenius or just Frobenius. We define X(p
n) via X(p
n) =
(Xp
n−1
)(p) and the composition of the iterated relative Frobenius
X
F−→ X(p) F−→ X(p2) −→ . . . −→ X(pn)
will be denoted by
Fn : X −→ X(pn).
(Notice, that this notation coincides with the n-th Frobenius on the p-typical de
Rham-Witt complex, but it should be clear from the context whom of these two we
are talking about.)
3.16 Lemma. Let k be a field of characteristic exponent p ≥ 1 and X a scheme of
finite type over k. Let P ∈ X be a closed point and denote by k(P ) the residue field of
P . Then there is a natural number N such that for all n ≥ N , k(Fn(P )) = k(FN (P ))
is the relative separable closure of k in k(P ).
Proof. It follows from the definition of the relative Frobenius that k(Fn(P )) is the
compositum of k with the pn-th power of k(P ), i.e. k(Fn(P )) = k
(
k(P )p
n)
. But the
chain k(P ) ⊃ k(F(P )) ⊃ k(F2(P )) ⊃ . . . ⊃ k becomes stationary, since [k(P ) : k] is
finite and hence the assertion.
3.17 Lemma. Let C be a smooth projective curve with function field K. For j ≥ 1
let Fj : C → C(pj) be the relative Frobenius and Kj the function field of C(pj). Then
for all closed points P ∈ C
pj = [K : Kj ] = eP fP ,
where ep is the ramification index, i.e. eP = vP (z) with z ∈ OC(pj),Fj(P ) a local
parameter in Fj(P ), and fP = [k(P ) : k(Fj(P ))].
Proof. The first equation, pj = [K : Kj ], is [Si92, Proposition 2.11, (c)] and [K :
Kj ] = eP fP is a special case of [Se68, I,§4, Proposition 10].
3.18 Definition-Proposition (cf. [Ku86], 17.4.). Let S be a finite truncation
set, k a field with characteristic exponent p ≥ 1, C a smooth projective curve over
k with function field K = k(C) and P ∈ C a closed point. Let n be a natural
number such that k(Fn(P )) is the relative separable closure of k in k(P ) (such
an n exists by the lemma). We write Pn := Fn(P ) ∈ C(pn), κn = k(Pn) and
Kn = k(C(p
n)) = k(Kp
n
). Finally we denote by K̂n the completion of Kn in Pn.
Now the choice of a local parameter t in Pn identifies K̂n ∼= κn((t)) (this is an
isomorphism over k, since κn ⊃ k is separable) and we have a natural inclusion
ι : Kn ↪→ κn((t)). Take ω ∈WSΩ1K , then we define the residue of ω in P to be
(3.18.1) ResS,P (ω) = ResP (ω) = Trκn/k
(
Rest,S
(
ι(TrK/Kn(ω))
)) ∈WS(k),
where the Rest,S on the right hand side, is the residue onWSΩ1κn((t)) from proposition
3.10. The residue is well defined, i.e. independent from the choice of the local
parameter t and the number n.
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Proof. The independence of the choice of the local parameter follows from propo-
sition 3.10, (iv). Thus it remains to check the independence of the choice of n.
Therefore it is enough to show that nothing changes, if we replace n by n + 1. By
the choice of n, we have κn = κn+1 =: κ and Kn+1 = k(K
p
n) ⊂ Kn is purely insepa-
rable of degree p (lemma 3.17). If t is a local parameter in Pn, z = tp is one in Pn+1
(by lemma 3.17). Thus our situation is
Kn
  ιn // κ((t))
Kn+1
?
OO
  ιn+1 // κ((z))
?
OO
and we want to show
(3.18.2) Rest
(
ιn(TrK/Kn(ω))
)
= Resz
(
ιn+1(TrK/Kn+1(ω))
)
.
It follows easily from theorem 3.7, (iii), that in WSΩ1Kn
ιn+1 ◦ TrKn/Kn+1 = Trκ((t))/κ((z)) ◦ ιn.
Together with TrK/Kn+1 = TrKn/Kn+1 ◦ TrK/Kn , we see that it is enough to prove
(3.18.3) Rest(α) = Resz
(
Trκ((t))/κ((z))(α)
)
, for α ∈WSΩ1κ((t)).
Furthermore, we may assume by lemma 3.11
α = Vm([ati])dVn([btj ]),
with n,m ∈ S, i, j ∈ Z and a, b ∈ κ. Then we consider the following cases.
First case: n = m = 1. Thus
α = j[abti+j−1]d[t] + [ati+j ]d[b],
we denote the first summand by α′. If we write i + j − 1 = pl + r with l ∈ Z and
0 ≤ r ≤ p− 1, we have
α′ = j[abzl][tr]d[t]
and calculating the trace as in (3.7.2) we obtain
Tr(α′) =
{
j
r+1 [abz
l]dVp([z]r+1) if r < p− 1
j[abzl]d[z] if r = p− 1.
Thus by proposition 3.10, (ii)
Resz(Tr(α)) = Resz(Tr(α′)) =

j
r+1(l, r + 1)p[ab] if pl + r + 1 = 0, r < p− 1
j[ab] if l + 1 = 0, r = p− 1
0 else
=
{
j[ab] if i+ j = 0
0 else
= Rest(α).
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Second case: n = 1, m arbitrary. Then α = Vm(j[abm][ti+m(j−1)])d[t] +
Vm([a][ti+mj ])d[b]. Again we denote the first summand by α′, thus
α′ = Vm(j[abm][ti+mj−1]d[t]).
Now both, Rest and Resz, only see α′, but since they commute with Vm we are done
by the first case.
Third case: p 6 |n and m arbitrary. Write c = (m,n). Then
α = Vm([a][ti]) 1nVn(1)dVn([b][t
j ]) = Vn
(
Vm/c( cn [a]
n/c[tin/c])d([b][tj ])
)
and we are done by the second case.
Fourth case: n arbitrary and p 6 |m. Here we write
α = d
(
Vm([a][ti])Vn([b][tj ])
)−Vn([b][tj ])dVm([a][ti])
and since Tr commutes with d and Res ◦ d = 0, the result follows from the third
case.
Fifth case: m,n arbitrary. Write c = (m,n), r = vp(c) and m′ = m/pr, n′ =
n/pr, then
α = Vpr
(
Vm′([a][ti])dVn′([b][tj ])
)
and the assertion follows either from the third or the fourth case.
3.19 Remark. In the situation of 3.18 we have
ResP (ω) = ResPn(TrK/Kn(ω)), for all n ∈ N.
(This holds by definition for n sufficiently large and follows else from TrK/Km =
TrKn/Km ◦ TrK/Kn .)
3.20 Remark. Still in the situation of 3.18. If ω ∈ WSΩ1K has no pole in P ∈ C
(i.e. ω is in the image of the natural map WSΩ1OC,P →WSΩ1K), then ResP (ω) = 0.
(This follows from 3.10, (v) and the fact that the trace map TrK/Kn restricts by
construction to a map Tr :WSΩ1OC,P →WSΩ1OC(pn),Pn .)
The following proposition is a generalization of the trace formula for residues on
Ka¨hler differentials, see [Ku86, 17.6.] or [Se88, II, Lemma 4.].
3.21 Proposition. Let S be a finite truncation set and f : C −→ C ′ be a separable
dominant morphism of smooth projective curves over a field k. Denote by K (resp.
K ′) the function field of C (resp. C ′). Let P ∈ C ′ be a closed point and ω ∈WSΩ1K .
Then ∑
Q7→P
ResQ(ω) = ResP (TrK/K′(ω)).
Proof. First we assume that the residue fields of P and the Q’s mapping to P are
separable over the ground field k. We denote by K̂Q (resp. K̂ ′P ) the completion of
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K (resp. K ′) in Q (resp. P ). Since K is separable over K ′, we see from [Bo89],
chapter VI, §8, No.2, corollary 2, that we have an isomorphism
K̂ ′P ⊗K′ K '−→
∏
Q7→P
K̂Q, e⊗ f 7→ (ef, ef, . . .).
Thus
WS(K̂ ′P ⊗K′ K) ∼=
∏
Q7→P
WS(K̂Q).
Since WSΩ1K = WS(K) ⊗WS(K′)WSΩ1K′ , we may write ω = xdy with x ∈ WS(K)
and y ∈ WS(K ′). Identifying the elements of WS(K) (resp. WS(K ′)) with their
images in WS(K̂ ′P ⊗K′ K) (resp. WS(K̂ ′P )) and writing xQ for the image of x in
WS(K̂Q), we obtain in WS(K̂ ′P )
TrK/K′(x) = TrK̂′P⊗K′K/K̂′P (x) =
∑
Q7→P
Tr
K̂Q/K̂′P
(xQ).
Thus we have to show
(3.21.1) ResQ(xQdyP ) = ResP
(
Tr
K̂Q/K̂′P
(xQ)dyP
)
.
Now let t be a local parameter in Q and z a parameter in P , since we assumed k(Q)
and k(P ) to be separable over k, we may identify
K̂ ′P = k(P )((z)) and K̂Q = k(Q)((t)).
Furthermore, we may write z = te +
∑
i>e ait
i, with e = vQ(z). But then (3.21.1)
follows from lemma 3.14 and definition (3.18.1).
Now in general we choose n sufficiently large such that k(Fn(Q)) and k(Fn(P ))
are separable over k, for all Q 7→ P . Then applying the case above to C(pn) → C ′(pn)
and by remark 3.19, we obtain (with the notation of 3.18)∑
Q7→P
ResQ(ω) =
∑
Q7→P
ResQn
(
TrK/Kn(ω)
)
= ResPn
(
TrKn/K′nTrK/Kn(ω)
)
= ResPn
(
TrK′/K′nTrK/K′(ω)
)
= ResPTrK/K′(ω)
and we are done.
Now we can prove the residue theorem for the de Rham-Witt complex in degree
one. This generalizes the classical residue theorem for Ka¨hler differentials on curves.
Our proof is the classical one (with some adjustments), see [Se88, II, Proposition
6] or [Ku86, 17.7.]. Witt also stated such a theorem for his residue symbol on
WS(K)×K×, where K is the function field of a curve, see [Wi36, 9. Analogon zum
Residuensatz]. Anderson and Romo give in [AnRo04, 4.3.6.] a different proof of
this, by first defining the residue symbol via the Contou-Carre`re symbol and then
using a general reciprocity law for the Contou-Carre`re symbol, which they prove by
methods, similar to the one of Tate in [Ta68].
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3.22 Theorem. Let S be a finite truncation set, k a field and C a smooth projective
curve over k with function field K. Then∑
P∈C
ResP (ω) = 0, for all ω ∈WSΩ1K .
(Notice, that ResP (ω) = 0, if ω ∈WSΩ1OC,P , thus the sum is finite.)
Proof. Since C is smooth over k, there exists an element x ∈ K such that k(x) ⊂ K
is separable and finite. Thus x defines a separable dominant morphism C → P1k and
by proposition 3.21 we are reduced to C = P1k. Furthermore, we may assume that
the points P ∈ P1k with ResP (ω) 6= 0 are e´tale over Spec k, since by remark 3.19 and
with the notations of 3.18∑
P∈C
ResP (ω) =
∑
Pn∈C(pn)
ResPn(TrK/Kn(ω)), for all n ∈ N.
Denote by k¯ the algebraic closure of k. Then the pull-back of a closed point P
which is e´tale over k under P1
k¯
→ P1k decomposes into finitely many k¯-rational points
without multiplicities, i.e. k(P )⊗k k¯ =
∏
i k¯. Thus we obtain a commutative diagram
WSΩ1k(P )((t))
Rest //

WS(k(P ))
Trk(P )/k
//

WS(k) _
∏
iWSΩ1k¯((t))
∏
i Rest //
∏
iWS(k¯)
∑
//WS(k¯).
Therefore, if ω′ is the image of ω under WSΩ1k(x) → WSΩ1k¯(x) and
∑
iQi is the
pull-back of P under P1
k¯
→ P1k, then
ResP (ω) =
∑
i
ResQi(ω
′) in WS(k¯),
hence we may assume k to be algebraically closed. Now we need a small lemma.
3.23 Lemma. Let k be an algebraically closed field, then any w ∈ WS(k(x)) may
be uniquely written in the following way
w =
∑
n∈S
Vn
(∑
j≥0
[ajn][xj ] +
∑
i
[bin][ 1(x−cin)rin ]
)
,
where all sums are finite and ain, bin, cin ∈ k and rin ≥ 1.
Proof of the lemma. It is known that the elements
xj , for j ≥ 0, and 1(x−a)r , for a ∈ k, r ≥ 1
form a k-basis of k(x). Now the rest of the proof works exactly as in lemma 3.11.
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It follows from the lemma and proposition 2.19, that we have to prove the theo-
rem only for the following two types of differentials,
ω1 = Vn([a][x]j)dVm([b][x]i), with a, b ∈ k, i, j ≥ 0
and
ω2 = Vn(
[a]
[x−c]r )dVm([b][x]
i), with a, b, c ∈ k, i ≥ 0, r ≥ 1.
Obviously, ResP (ω1) = 0 for all P ∈ P1k \ {∞} and in P =∞ the element t = 1/x is
a local parameter, thus by proposition 3.10, (ii)
Res∞(ω1) = Rest
(
Vn([a][t]−j)dVm([b][t]−i)
)
= 0.
Now ω2. Denote by p the characteristic of k and write A = Z(p)[za, zb, zc]. We have
a map ϕ : A → k sending za (resp. zb, zc) to a (resp. b, c). The only points with
non vanishing residue are P = c and ∞. We have t = x− c is a local parameter in
P = c and
ω˜2,P = Vn(
[za]
[tr] )dVm([zb][t+ zc]
i) ∈WSΩ1A((t))
is a lifting of ω2,P ∈ WSΩ1k((t)), in particular ResP (ω2) = ϕ(Rest(ω˜2,P )). It follows
from the definition of Res that ghs(Res(ω˜2,P )) = 0 if m 6 |s or n 6 |s, else
(3.23.1) ghs(Res(ω˜2,P )) = Res(niz
s/n
a z
s/m
b t
−sr/n(t+ zc)si/m−1dt)
=
ni
( is
m
−1
rs
n
−1
)
z
s/n
a z
s/m
b z
s(in−rm)/(nm)
c if n,m|s, rsn ≤ ism
0 else
In P =∞ we have that t = 1/x is a local parameter and
ω˜2,∞ = Vn(
[za][t]r
[1−zct]r )dVm([zb][t]
−i) ∈WSΩ1A((t))
is a lifting of ω2,∞ ∈ WSΩ1k((t)), in particular Res∞(ω2) = ϕ(Rest(ω˜2,∞)). Again,
ghs(Res(ω˜2,∞)) = 0, if m 6 |s or n 6 |s and else
ghs(Res(ω˜2,∞)) = Res(−inzs/na zs/mb ts(rm−in)/(mn)(1 + zct+ z2c t2 + . . .)rs/n dtt ).
But the coefficient of tj in (1 + zct+ z2c t
2 + . . .)rs/n is
zjc#{I ∈ Nrs/n0 with |I| = j} = zjc
( rs
n + j − 1
rs
n − 1
)
.
Thus we obtain
(3.23.2)
ghs(Res(ω˜2,∞)) =
−in
( rs
n
+ is
m
− rs
n
−1
rs
n
−1
)
z
s/n
a z
s/m
b z
s(in−rm)/(nm)
c if m,n|s, rsn ≤ ism
0 else.
All together we see
ghs(Res(ω˜2,c)) + ghs(Res(ω˜2,∞)) = 0, for all s ∈ S
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and since A has no Z-torsion, we obtain
0 = ϕ(Res(ω˜2,c) + Res(ω˜2,∞)) =
∑
P∈P1k
ResP (ω2)
and we are done.
Next we want to define a residue in higher degrees, cf. [BlEs03b], (6.14).
3.24 Remark. We recall the definition of the residue on ΩqA((t))/Z = Ω
q
A((t)), for any
ring A. Take ω ∈ ΩqA((t)). Then we can write ω uniquely in the following way
ω =
m∑
i=1
βi
dt
ti
+ ω0,
with βi ∈ Ωq−1A , ω0 ∈
(
ΩqA[[t]] +A((t))⊗A ΩqA
)
and m ∈ N. Then the residue in ω is
defined to be
Resq(ω) = β1.
We obtain a map Resq : ΩqA((t)) → Ωq−1A , which satisfies
(i) Resq is Ω·A-linear, i.e. Res
q(αω) = αResq−i(ω), for α ∈ ΩiA and ω ∈ Ωq−iA((t)).
(ii) Resq is a natural transformation in A.
(iii) Resq ◦ d = d ◦ Resq−1.
(iv) If u ∈ (A[[t]])× and pi = tu, then A((t)) = A((pi)) and Resqt = Resqpi.
(v) Resqω = 0, for ω ∈ ΩqA[[t]] or ω ∈ Ωq1
t
A[[ 1
t
]]
.
(vi) Take β, γ ∈ A[[t]] and αi = tmiui, with ui ∈ (A[[t]])×, mi ∈ Z, for i = 1, . . . , q.
Then
Resq(β dα1α1 . . .
dαq−1
αq−1
dt
t ) = β(0)
du1(0)
u1(0)
. . .
duq−1(0)
uq−1(0)
and
Resq(β d(1+tγ)(1+tγ)
dα2
α2
. . .
dαq
αq
) = 0.
(By linearity the proof of (iv) reduces to the known case q = 1, the rest is easy.)
For the construction of a residue on the de Rham-Witt complex in higher de-
grees with respect to an arbitrary Z(p)-algebra A, we need that the ghost map Gh
is injective, if A has no p-torsion. But the injectivity only holds in the relative
situation, WnΩ
q
A/Z(p) (cf. 2.24-2.27). Unfortunately we have no relative version of
the generalized de Rham-Witt complex. Thus we first construct the residue in the
p-typical situation for arbitrary Z(p)-algebras (p odd), using the relative de Rham-
Witt complex of Langer and Zink and as a corollary we will get a residue in the
absolute situation for A being any k-algebra, k a field.
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3.25 Proposition. Let p be an odd prime, q, n ∈ N and A a Z(p)-algebra. Then
there is a map
Resqn,t = Res
q : WnΩ
q
A((t)) −→WnΩq−1A/Z(p) ,
which we will call the (p-typical) residue map, satisfying the following properties
(i) For all i ∈ N0,
Ghpi ◦ Resqn = Resq ◦Ghpi ,
where the latter Resq is the one from remark 3.24.
(ii) Resq is WnΩ·A-linear, i.e. Res
q(αω) = α¯Resq−i(ω), for α ∈ WnΩiA, α¯ its
image in WnΩiA/Z(p) and ω ∈WnΩ
q−i
A((t)).
(iii) Resq is a natural transformation in A.
(iv) Resq ◦ d = d ◦ Resq−1 and Resq commutes with Vi, F i and restriction.
(v) If u ∈ (A[[t]])× and pi = tu, then A((t)) = A((pi)) and Resqt = Resqpi.
(vi) Resqω = 0, for ω ∈WnΩqA[[t]] or ω ∈WnΩq1
t
A[[ 1
t
]]
.
(vii) Take w ∈ Wn(A[[t]]), γ ∈ A[[t]] and αi = tmiui, with ui ∈ (A[[t]])×, mi ∈ Z,
for i = 1, . . . , q. Then
Resq(w d[α1][α1] . . .
d[αq−1]
[αq−1]
d[t]
[t] ) = w(0)
d[u1(0)]
[u1(0)]
. . .
d[uq−1(0)]
[uq−1(0)]
and
Resq(w d[1+tγ][1+tγ]
d[α2]
[α2]
. . .
d[αq ]
[αq ]
) = 0.
Proof. First assume A is a Q-algebra. Then Gh is an isomorphism and we define
Resqn = Gh
−1 ◦
n∏
i=0
(Resq ◦Ghpi).
It follows immediately from remark 3.24 and the properties 2.23 that Resqn fulfills
(i)-(vii). Now assume A = Z(p)[x1, . . . , xd] or A = Z(p)[x1, . . . , xd, 1x1 , . . . ,
1
xd
] and
write B = Q⊗Z(p) A. By corollary 2.26 we have an inclusion
(3.25.1) WnΩ
q
A/Z(p) ↪→WnΩ
q
B = WnΩ
q
B/Z(p) .
We claim that the composition
WnΩ
q
A((t))
ι−→WnΩqB((t))
ResqB−→ WnΩq−1B
factors to give a map
ResqA : WnΩ
q
A((t)) −→WnΩq−1A/Z(p) ,
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which then automatically satisfies (i), (ii) and (iv)-(vii). By the injectivity of (3.25.1)
it is enough to show that for all ω ∈WnΩqA((t))
(3.25.2) ResqB(ι(ω)) ∈ im(WnΩq−1A/Z(p) ↪→WnΩ
q−1
B ).
By lemma 3.11 we may assume
(3.25.3)
ω = Vn0
( ∞∑
j0>>−∞
[an0j0t
j0 ]
)
dVn1
( ∞∑
j1>>−∞
[an1j1t
j1 ]
)
. . . dVnq
( ∞∑
jq>>−∞
[anqjq t
jq ]
)
, aij ∈ A
and since the calculation of Resq on ΩqA((t)) involves only finitely many terms, we
may even assume
ω = Vn0([an0j0t
j0 ])dVn1([an1j1t
j1 ]
)
. . . dVnq([anqjq t
jq ]),
with alk ∈ A and ji ∈ Z. That is, ω is in the image of the map
Wn(A(t))⊗Wn(A[t]) WnΩqA[t] = WnΩqA(t) −→WnΩqA((t))
and therefore ω is a sum of products of the elements (3.1.1)-(3.1.4) with elements
from Wn(A(t)). But for w ∈Wn(A(t))
(3.25.4) ResqB(wa[t]
j) = 0, for a ∈WnΩqA, j ∈ N0,
(3.25.5) ResqB(wb[t]
j−1d[t]) = bRes1B(w[t]
j−1d[t]), for b ∈WnΩq−1A , j ∈ N,
(3.25.6) ResqB(wV
s(a[t]j)) = 0, for a ∈Wn−sΩqA, j ∈ Ip,
(3.25.7) ResqB(wdV
s(b[t]j)) = (−1)q−1dVs(b1) . . . dVs(bq−1)Res1B(wdVs(b0[t]j)),
for b = b0db1 . . . dbq−1 ∈Wn−sΩq−1A , j ∈ Ip,
and since the claim is known for Res1B, it follows for all q.
Now let A be any ring and take ω ∈WnΩqA((t)). Write ω as in (3.25.3) and define
ωm (m ∈ N) by
(3.25.8)
ω = Vn0
( m∑
j0>>−∞
[an0j0t
j0 ]
)
dVn1
( m∑
j1>>−∞
[an1j1t
j1 ]
)
. . . dVnq
( m∑
jq>>−∞
[anqjq t
jq ]
)
.
Now for each m there is a polynomial ring A˜m = Z(p)[x1, . . . , xd] with a ring
homomorphism ϕ : A˜m → A such that ωm has a lifting ω˜m ∈ WnΩqA˜m . Then
m1 = min{m|ϕ
(
Resq
A˜m
(ω˜m)
)
= ϕ
(
Resq
A˜m+r
(ω˜m+r)
)
, all r ∈ N} exists (by the con-
struction of Resq above) and we define
Resqn,A(ω) := ϕ(Res
q
n,A˜m1
(ω˜m1)) ∈WnΩq−1A/Z(p) .
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It follows from (3.25.4)-(3.25.7) and the naturalness of Res1 that this map is inde-
pendent of the lifting. Obviously ResqA fulfills (i)-(iv) and (vi). To prove (v) and
(vii) we must be able to lift units u ∈ A[[t]]×. But by definition of ResqA the state-
ments depend only on a finite part of u. Thus we may assume u =
∑m
i=0 ait
i, with
ai ∈ A, a0 ∈ A×. If we now consider the map A˜ = Z(p)[x0, 1x0 , x1, . . . , xm] → A,
xi 7→ ai, then u˜ =
∑m
i=0 xit
i ∈ (A˜[[t]])× lifts u. Being able to lift u to (A˜[[t]])× the
statements (v) and (vii) follow from the first case and we are done.
3.26 Corollary. Let k be a field of characteristic p 6= 2, S a finite truncation set,
q ∈ N and A a k-algebra. Then there is a map
ResqS,t = Res
q :WSΩqA((t)) −→WSΩq−1A ,
which we will call the residue map, satisfying the following properties
(i) For all s ∈ S,
Ghs ◦ ResqS = Resq ◦Ghs,
where the latter Resq is the one from remark 3.24.
(ii) Resq is WSΩ·A-linear, i.e. Res
q(αω) = αResq−i(ω), for α ∈ WSΩiA and ω ∈
WSΩq−iA((t)).
(iii) Resq is a natural transformation in A.
(iv) Resq ◦ d = d ◦ Resq−1 and Resq commutes with Vn, Fn and restriction.
(v) If u ∈ (A[[t]])× and pi = tu, then A((t)) = A((pi)) and Resqt = Resqpi.
(vi) Resqω = 0, for ω ∈WSΩnA[[t]] or ω ∈WSΩq1
t
A[[ 1
t
]]
.
(vii) Take w ∈ WS(A[[t]]), γ ∈ A[[t]] and αi = tmiui, with ui ∈ (A[[t]])×, mi ∈ Z,
for i = 1, . . . , q. Then
Resq(w d[α1][α1] . . .
d[αq−1]
[αq−1]
d[t]
[t] ) = w(0)
d[u1(0)]
[u1(0)]
. . .
d[uq−1(0)]
[uq−1(0)]
and
Resq(w
d[1 + tγ]
[1 + tγ]
d[α2]
[α2]
. . .
d[αq ]
[αq ]
) = 0.
Proof. We define ResqS,t to be the composition
(3.26.1)
WSΩqA((t))
'(2.12)−→
∏
j∈Ip
WP∩S/jΩ
q
A((t))(
1
j
) 3.25−→
∏
j∈Ip
WP∩S/jΩ
q−1
A/Z(p)(
1
j
) 2.15=
∏
j∈Ip
WP∩S/jΩ
q−1
A (
1
j
)
'(2.12)−→ WSΩq−1A
and the statements follow easily from proposition 3.25.
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3.27 Definition. Let S be a finite truncation set, q ∈ N, k a field with characteristic
exponent p 6= 2, C a smooth projective curve over k with function fieldK = k(C) and
P ∈ C a closed point. Let n be a natural number such that k(Fn(P )) is separable
over k. Write Pn := Fn(P ) ∈ C(pn), κn = k(Pn) and Kn = k(C(pn)) = k(Kpn).
Finally we denote by K̂n the completion ofKn in Pn. The choice of a local parameter
t in Pn identifies K̂n = κn((t)) and we have a natural inclusion ι : Kn ↪→ κn((t)).
Take ω ∈WSΩqK , then we define the residue of ω in P to be
(3.27.1) ResqS,P (ω) = Res
q
P (ω) = Trκn/k
(
ResqS,t
(
ι(TrK/Kn(ω))
)) ∈WSΩq−1k ,
where the ResqS,t on the right hand side, is the residue onWSΩ
q
κn((t))
from proposition
3.26. By 3.26, (v), ResqS,P is independent of the choice of the local parameter t. To
show that it is independent of the choice of n, one reduces it, in the same way as it
was done in the proof of 3.18, to
Resqt (α) = Res
q
z(Trκ((t))/κ((z))(α)), for α ∈WSΩqκ((t)),
with κ = κn = κn+1 and z = tp. But this follows form (3.25.4)-(3.25.7) and the
corresponding property of Res1.
3.28 Remark. In the situation of 3.27 we have
ResqP (ω) = Res
q
Pn
(TrK/Kn(ω)), for all n ∈ N.
3.29 Remark. In the situation of 3.27, we have ResqP (ω) = 0, if ω ∈ WSΩqK is
regular in P ∈ C (cf. remark 3.20).
3.30 Corollary (cf. [BlEs03b], (6.14)). Let S be a finite truncation set, q ∈ N,
k a field of characteristic 6= 2 and C a smooth projective curve over k with function
field K. Then ∑
P∈C
ResqP (ω) = 0, for all ω ∈WSΩqK .
Proof. It is enough to consider the p-typical case. Let x be a separating transcen-
dence basis of K over k. Then we have WnΩ
q
K = Wn(K) ⊗Wn(k[x]) WnΩqk[x] and
the statement follows with the same reasoning as in (3.25.4)-(3.25.7) and theorem
3.22.
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4 Additive cubical Chow groups with higher modulus
In this section we will define the additive cubical higher Chow groups for fields
on the level of zero cycles with modulus (m + 1), as it was done by Bloch and
Esnault in [BlEs03b, Section 6.] (there for m = 1). We will prove our main
theorem that the additive Chow groups with modulus (m + 1) over an arbitrary
field k of characteristic 6= 2 are isomorphic to the de Rham-Witt complex of length
m over k. This generalizes [BlEs03b, Theorem 6.4.], where the statement was
proven for m = 1. The proof is as follows: First we construct a map from the
additive Chow groups to the de Rham-Witt complex. That the map is well defined
follows essentially from the residue theorem of the previous section. This is just a
generalization of the arguments in [BlEs03b]. Then we equip the additive Chow
groups with the structure of a restricted Witt complex to obtain an inverse map.
To verify that the constructed maps satisfy the relations, which the multiplication,
the differential, the Frobenius and the Verschiebung should satisfy in a restricted
Witt complex, we use a result of Nesterenko-Suslin and Totaro, which identifies
Bloch’s higher Chow groups of a field on the level of zero cycles with the Milnor
K-theory, see [NeSu89] and [To92].
We will use the definitions and conventions from appendix A, without men-
tioning it explicitly.
In the following k is always assumed to be a field of characteristic p 6= 2.
We write
Xn,k = Xn = Gm,k ×k
(
P1k \ {1}
)n
, with coordinates (x, y1, . . . , yn).
For j = 0,∞, we denote by F jn,i = F ji ⊂ Xn the face given by yi = j. Furthermore
we define the divisors Fn,0 = F0 ⊂ P1 × (P1)n = Xn by x = 0 and F 1n,i = F 1i ⊂ Xn
by yi = 1. The boundary maps
∂ji : Z1(Xn) −→ Z0(Xn−1) i = 1, . . . , n, j = 0,∞
are given by the composition of the intersection map Z1(Xn)→ Z0(F jn,i), α 7→ F ji .α
with the canonical isomorphism Z0(F
j
n,i) ∼= Z0(Xn−1). Furthermore we denote
Yn =
⋃
i=1,...,n
j=0,∞
F ji =
∞⋃
i=1
Gm ×
((
P1 \ {1})i−1 × {0,∞}× (P1 \ {1})n−i).
Finally we define for any m ∈ N
(4.0.1) ψn,m = ψn =
1
[x]
d[y1]
[y1]
. . .
d[yn]
[yn]
∈WmΩnΓ(Xn\Yn,OXn ).
If C ⊂ Xn is a curve with function field K = k(C), we denote the image of ψn in
WmΩnK again by ψn and if P ∈ Xn \ Yn is a point, we write ψn(P ) for the image of
ψn in WmΩnk(P ).
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4.1 Definition ([BlEs03b], 6.). Let m ≥ 1 be an integer. We define Z1(Xn;m) to
be the subgroup of Z1(Xn), which is freely generated by 1-dimensional subvarieties
C ⊂ Xn, C 6⊂ Yn satisfying the following properties
(a) (Good position) ∂ji [C] ∈ Z0(Xn−1 \ Yn−1), for i = 1, . . . , n, j = 0,∞.
(b) (Modulus (m+1) condition) If ν : C˜ → P1× (P1)n is the normalization of the
compactification of C, then
(4.1.1) (m+ 1)[ν∗F0] ≤
n∑
i=1
[ν∗F 1i ] in Z0(C˜).
We have a map ∂ =
∑n
i=1(−1)i(∂0i − ∂∞i ) : Z1(Xn;m) → Z0(Xn−1 \ Yn−1) and
we define
THn(k, n;m) =
Z0(Xn−1 \ Yn−1)
∂Z1(Xn;m)
.
We call these groups additive cubical higher Chow groups of k of level n, codimension
n and modulus (m+ 1).
For m′ ≤ m we have Z1(Xn;m) ⊂ Z1(Xn;m′), hence we naturally obtain a
projective system
(4.1.2)
(
(THn(k, n;m))m∈N, R : THn(k, n;m+ 1)→ THn(k, n;m)
)
.
4.2 Remark. The condition 4.1.1 can be spelled out explicitly as
(m+ 1)vP (ν∗x) ≤
n∑
i=1
vP (ν∗yi − 1), for all P ∈ ν−1
({0} × (P1)n),
with vP the discrete valuation of OC˜,P .
4.3 Proposition. Let C ⊂ Xn be a curve with [C] ∈ Z1(Xn;m), K = k(C) its
function field and ν : C˜ → P1 × (P1)n be the normalization of the compactification.
Then ν∗ψn ∈WmΩnK has only poles in
Σ :=
n⋃
i=1
ν−1
(
Gm ×
(
P1 \ {0, 1,∞})i−1 × {0,∞}× (P1 \ {0, 1,∞})n−i) ⊂ C˜.
Before we start with the proof of the proposition, we need a little lemma.
4.4 Lemma. Let S be a finite truncation set. Then for all n ∈ S there are fn ∈ Z[x]
such that
[1 + x] = [1] +
∑
n∈S
Vn([xfn(x)]) ∈WS(Z[x]).
Proof. We do induction over S. If S = {1}, we have [1 + x] = [1] + [x] and we are
done. Now take any finite S and write r = maxS for the greatest number in S.
Then, by induction hypothesis, there are fn ∈ Z[x], for n ∈ S\{r}, and a polynomial
g ∈ Z[x] such that
[1 + x]− ([1] +
∑
n∈S
Vn([xfn(x)])) = Vr([g]).
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Applying ghr, we obtain
rg = (1 + x)r − (1 +
∑
n|r
n<r
n(xfn(x))r/n).
Now the right hand side is divisible by x, hence g too and this gives the assertion.
Proof of Proposition 4.3. A priori ν∗ψn may have poles only in ν−1(x = 0) and
ν−1(yi = 0,∞), i = 1, . . . , n. Now we have to show
(a) ν∗ψn has no poles in ν−1(x = 0).
(b) If ν∗ψn has a pole in P ∈ ν−1(yi = 0,∞), for some i, then P /∈ ∪j 6=iν−1(yj =
0, 1,∞).
We will see that (a) holds because C satisfies the modulus (m + 1) condition and
(b) since C is in good position.
We begin with the proof of (a). Take P ∈ ν−1(x = 0) and let t ∈ O
C˜,P
be a
local parameter in P . The modulus condition tells us in particular that there is at
least one i0 with P ∈ ν−1(yi0 = 1). Thus we may assume
P ∈
r⋂
i=1
ν−1(yi = 1) and P /∈
n⋃
i=r+1
ν−1(yi = 1), for some r with 1 ≤ r ≤ n.
Hence we can write
ν∗x = tav, ν∗yi = 1 + tbiui, for i = 1, . . . , r, ν∗yi = tciui, for i = r + 1, . . . , n,
with v, ui ∈ O×
C˜,P
, a, bi ≥ 1 and ci ∈ Z for i = 1, . . . , n, and the modulus (m + 1)
condition tells us
(4.4.1) (m+ 1)a ≤ b1 + . . .+ br.
Now we have in WmΩnK
ν∗ψn =
1
[tav]
d[1 + tb1u1]
[1 + tb1u1]
· · · d[1 + t
brur]
[1 + tbrur]
d[tcr+1ur+1]
[tcr+1ur+1]
· · · d[t
cnun]
[tcnun]
and to show that this is regular in t = 0 amounts to show that the forms
1
[t]a
d[1 + tb1u1] . . . d[1 + tbrur]
d[t]
[t]
and
1
[t]a
d[1 + tb1u1] . . . d[1 + tbrur]
are regular in t = 0. We will use the shorthand z = [t]. Then, by lemma 4.4, we can
write
[1 + tbiui] = [1] +
m∑
j=1
Vj(zbiwij), for some wij ∈Wm(OC˜,P ).
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Hence it is enough to show that the differentials
1
za
dVj1(z
b1w1) . . . dVjr(z
brwr)
dz
z
and
1
za
dVj1(z
b1w1) . . . dVjr(z
brwr),
with wi ∈ Wm(OC˜,P ) and 1 ≤ j1 ≤ . . . ≤ jr ≤ m, are regular in z = 0. Now we
claim that the differential ω = dVj1(z
b1w1) . . . dVjr(zbrwr) can be written as
(4.4.2) dVjr(z
b1+...+brα+ zb1+...+br−1βdz),
with β ∈WmΩr−2O
C˜,P
and α ∈WmΩr−1O
C˜,P
.
By induction on r it is enough to show that
η = dVi(zew)dVj(zeα′ + zb dzz β
′), i ≤ j and α′, β′ appropriate,
can be written as dVj(zb+eα + zb+e dzz β). We write c = (i, j) and take h, l with
hi+ lj = c. Then by 2.5, (iv)
FidVj(zbα′ + zb dzz β
′) = hdFi/cVj/c(zbα′ + zb dzz β
′) + lFi/cVj/cd(zbα′ + zb dzz β
′)
and since Fi/cVj/c = Vj/cFi/c and Fi(γ)dz/z = Fi(γdz/z), there are appropriate
α0, α1, β0, β1 such that this may be written as
dVj/c(z
bi/cα0 + zbi/c dzz β0) + Vj/c(z
bi/cα1 + zbi/c dzz β1).
Therefore η is the sum of the differentials
dVi(zewdVj/c(z
bi/cα0+zbi/c dzz β0)) = −dVi((eze dzz w+zedw)Vj/c(zbi/cα0+zbi/c dzz β0))
and
dVi(zewVj/c(z
bi/cα1 + zbi/c dzz β1)).
Both can be written in the form
dVjVi/c(z
(bi+ej)/cα2+z(bi+ej)/c dzz β2) = dVj(z
b+eVi/c(z
e(j−i)/cα2)+zb+e dzz Vi/c(z
e(j−i)/c)β2),
which is of the promised shape.
Thus we are reduced to show that
1
za
dVjr(z
b1+...+brα+ zb1+...+br−1βdz)
dz
z
and
1
za
dVjr(z
b1+...+brα+ zb1+...+br−1βdz),
with α, β as in (4.4.2), are regular in z = 0. Since Vj(γ)dz/z = Vj(γdz/z), we have
1
za
dVjr(z
b1+...+brα+ zb1+...+br−1βdz)
dz
z
=
1
za
dVjr(z
b1+...+br−1αdz)
= dVjr(z
b1+...+br−1−jraαdz)− d( 1
za
)Vjr(z
b1+...+br−1αdz).
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The second term is zero and the first is regular in z = 0 because jra+1 ≤ (m+1)a ≤
b1 + . . . + br by (4.4.1). Without the dzz -term at the end it works the same. This
proves (a).
Now (b). We know that C is in good position, i.e.
C∩(Gm×(P1\{1})i−1×{0,∞}×(P1\{1})n−i) ⊂ Gm×(P1\{0, 1,∞})i−1×{0,∞}×(P1\{0, 1,∞})n−i.
Thus a point P ∈ C˜ \ ν−1(x = 0), which lies in ν−1(yi = 0,∞) for more than
one i, must lie in ν−1(yj = 1) for at least one j. We may assume j = 1 and
then it is enough to show that ν∗ψn is regular in ν−1(y1 = 1) ∩ ν−1(x 6= 0). Take
P ∈ ν−1(y1 = 1)∩ν−1(x 6= 0) and let t be a local parameter in P . Since ν∗x ∈ O×
C˜,P
,
we see that the question of regularity of ν∗ψn in P reduces to show
d[1 + tbu]
d[t]
[t]
, b ≥ 1, u ∈ O×
C˜,P
is regular in t = 0. By lemma 4.4 it is enough to prove the regularity in z = 0 of
dVj(zbw)
dz
z
= dVj(zb−1wdz), w ∈Wm(OC˜,P ),
which is obvious.
4.5 Theorem (cf. [BlEs03b], Proposition 6.2.). Let m be a positive number.
Then the group homomorphism
θ : Z0(Xn−1 \ Yn−1) −→WmΩn−1k , [P ] 7→ Trk(P )/k(ψn−1(P ))
factors to give a map (which we will call θ again)
θ : THn(k, n;m) −→WmΩn−1k .
Proof. Let C ⊂ Xn be a curve with [C] ∈ Z1(Xn;m). We have to show θ(∂[C]) = 0
inWmΩn−1k . Denote by ν : C˜ → P1×(P1)n the normalization of the compactification
of C. It follows from proposition 4.3 and remark 3.29 that ResP (ν∗ψn) = 0 for all
P ∈ C˜ \ Σ. Next we want to calculate ResP (ν∗ψn) for P ∈ Σ.
Take P ∈ ν−1(yn = 0) ∩ Σ. Choose j ≥ 0, such that κj = k(Fj(P )) ⊃ k
is separable and write K (resp. Kj) for the function field of C˜ (resp. C˜(p
j)).
Furthermore write
eP = pr, fP = ps,
then by lemma 3.17
(4.5.1) j = r + s.
Let z be a local parameter in Fj(P ) and t one in P . Then we may write
(4.5.2) z = teP u = tp
r
u, with u ∈ O×
C˜,P
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and
ν∗x = u0, ν∗yi = ui, i = 1, . . . , n− 1, ν∗yn = taun,
with ui ∈ O×
C˜,P
, i = 0, . . . , n and a = vP (ν∗yn). Therefore in Wpj(n−1)+rmΩnk
pj(n−1)+rResP (ν∗ψn) = aTrκj/kReszTrK/Kj
( 1
[u0]
d[up
j
1 ]
[up
j
1 ]
· · · d[u
pj
n−1]
[up
j
n−1]
d[z]
[z]
)
+Trκj/kReszTrK/Kj
( 1
[u0]
d[up
j
1 ]
[up
j
1 ]
· · · d[u
pj
n−1]
[up
j
n−1]
d[up
r
n /ua]
[up
r
n /ua]
)
,
here p is the map from definition 3.6, which is, lifting to the level pm and then
multiplication with p. By remark 3.29, the second term on the right hand side is
zero and since TrK/Kj (
1
[u0]
) = Vpj (
1
[up
j
0 ]
), we obtain by the linearity of the trace and
proposition 3.26 (vii)
pj(n−1)+rResP (ν∗ψn) = aTrκj/k
(
Vpj
( 1
[ν∗x(P )pj ]
)d[ν∗y1(P )pj ]
[ν∗y1(P )p
j ]
· · · d[ν
∗yn−1(P )p
j
]
[ν∗yn−1(P )p
j ]
)
.
Denoting k(P ) = κ, we have fP = [κ : κj ] = ps and thus
pj(n−1)+rResP (ν∗ψn) = aTrκj/kTrκ/κj
(
pj(n−1)+j−s
1
[ν∗x(P )]
d[ν∗y1(P )]
[ν∗y1(P )]
· · · d[ν
∗yn−1(P )]
[ν∗yn−1(P )]
)
= apj(n−1)+rTrκ/k
(
1
[x(ν(P ))]
d[y1(ν(P ))]
[y1(ν(P ))]
· · · d[yn−1(ν(P ))]
[yn−1(ν(P ))]
)
= pj(n−1)+sa[κ : k(ν(P ))]Trk(ν(P ))/k
(
ψn−1
(
ν(P )0n
))
,
where ν(P )0n is the point ν(P ) ∈ F 0n viewed as a point in Xn−1 via the canonical
isomorphism F 0n ∼= Xn−1. Since p is injective, we obtain in WmΩn−1k
(4.5.3) ResP (ν∗ψn) = vP (ν∗yn) [k(P ) : k(ν(P ))] θ
(
[ν(P )0n]
)
.
Similarly, one shows
ResP (ν∗ψn) = (−1)n−ivP (ν∗yi) [k(P ) : k(ν(P ))] θ
(
[ν(P )ji ]
)
,
for all P ∈ Σ∩ ν−1(yi = j) and j = 0,∞, with ν(P )ji being the point P viewed as a
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point in Xn−1. Thus by corollary 3.30, proposition 4.3 and example A.1 we obtain
0 =
∑
Q∈Σ
ResQ(ν∗ψn)
=
n∑
i=1
∑
Q∈Σ∩ν−1(yi=0)
(−1)n−ivQ(ν∗yi) [k(Q) : k(ν(Q))] θ
(
[ν(Q)0i ]
)
−
∑
Q∈Σ∩ν−1(yi=∞)
−(−1)n−ivQ(ν∗yi) [k(Q) : k(ν(Q))] θ
(
[ν(Q)∞i ]
)
= (−1)n
n∑
i=1
∑
P∈C∩(yi=0)
(−1)iordP (yi)θ([P 0i ]))−
∑
P∈C∩(yi=∞)
(−1)i(−ordP (yi))θ([P∞i ])
= (−1)n
n∑
i=1
(−1)iθ(∂0i [C]− ∂∞i [C]) = (−1)nθ(∂[C])
and this proves the theorem.
4.6 Corollary. The map
(4.6.1) θ : TH1(k, 1;m) −→Wm(k), [P ] 7→ Trk(P )/k( 1[x(P )])
is an isomorphism of groups. (Notice that the brackets [ ] on the left denote a cycle
class, whereas on the right the Teichmu¨ller lift.)
Proof. First we observe that we can represent every cycle class ξ ∈ TH1(k, 1;m) by
a principal divisor
(4.6.2) ξ = div(f)− div(g), f, g ∈ (k× + xk[x]).
(By abuse of notation we write div(f) for the residue class of the divisor of f in
TH1(k, 1;S).) Now we claim
(4.6.3) θ(div(f)− div(g)) = w(f(T )
f(0)
)− w(g(T )
g(0)
),
where w(f(T )f(0) ) is the Witt vector coming from
f(T )
f(0) ∈
( 1+Tk[[T ]]
1+Tm+1k[[T ]]
)× (see 1.10).
Obviously it is enough to check
θ(div(1− xh(x)) = w(1− Th(T )),
for h =
∑n
i=1 aix
i ∈ k[x], such that 1 − xh(x) ∈ k[x] is irreducible. Then div(1 −
xh(x)) = P ∈ Gm is a point with residue field k(P ) = k[x, 1x ]/(1−xh(x)). Denoting
the residue class of x in k(P ) by α, we have
θ([P ]) = Trk(P )/k(
1
[α]
) = Trk(P )/k
(
[h(α)]
)
= w
(
Nmk(P )[[T ]]/k[[T ]](1− Th(α))
)
.
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Now the matrix of 1− Th(α) in the basis 1, α, . . . , αn is
Mn =

1− a0T −T 0 · · · 0 0
−a1T 1 −T . . . 0 0
−a2T 0 1 . . . 0 0
...
...
. . . . . . . . .
...
−an−1T 0 0 · · · 1 −T
−anT 0 0 · · · 0 1

.
By induction over n (Laplace expansion with respect to the last column) we see
detMn = 1− Th(T ).
This proves the claim (4.6.3). It follows immediately that θ is surjective. Thus it
remains to check the injectivity of θ. Take ξ ∈ TH1(k, 1;m) with θ(ξ) = 0. Write
ξ = divf − divg, f, g ∈ (1 + xk[x]), with (f, g) = 1.
Then by (4.6.3) we have
(4.6.4)
f(T )
g(T )
∈ (1 + Tm+1k[[T ]])×.
Now we define a curve C ⊂ Gm × P1 \ {1} by
C : f(x)− yg(x) = 0.
Since (f, g) = 1 it follows from the Eisenstein criterion that C is integral. Fur-
thermore C is nonsingular in P = (0, 1), we have C 6⊂ {y = 0} ∪ {y = ∞} and
C∩({0}×P1) = P . Additionally x is a local parameter in P and thus it follows from
(4.6.4) and remark 4.2 that C fulfills the modulus condition. Hence [C] ∈ Z1(X1;m)
and ∂[C] = ξ.
Next we want to equip the additive Chow groups with the structure of a restricted
Witt complex. Then the universality of the de Rham-Witt complex will yield an
inverse map to the map θ of theorem 4.5.
4.7 Some morphisms on Xn.
(i) Let µ0 : Gm × Gm → Gm be the multiplication morphism on Gm (i.e. the
morphism induced by k[x, 1/x] → k[x1, 1/x1, x2, 1/x2], x 7→ x1x2). Then we
define the morphism
(4.7.1) µr,s = µ : Xr ×Xs −→ Xr+s
to be the composition
Xr×Xs ∼= Gm×Gm×(P1\{1})r×(P1\{1})s µ0×id−→ Gm×(P1\{1})r+s = Xr+s.
If P = (a, b1, . . . , br) ∈ Xr and P ′ = (a′, c1, . . . , cs) ∈ Xs are k-rational points,
then
µ(P × P ′) = (aa′, b1, . . . , br, c1, . . . , cs) ∈ Xr+s.
If P ∈ Xr is any closed point, then µ|P×Xs is finite.
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(ii) Let ∆ : Gm → Gm × Gm be the diagonal embedding. Then we define the
morphism
(4.7.2) ∆n : (Gm \ {1})× (P1 \ {1})n−1 −→ Xn
to be the composition
(Gm \{1})× (P1 \{1})n−1 ∆×id−→ (Gm \{1})× (Gm \{1})× (P1 \{1})n−1 ↪→ Xn,
where the last map is the natural inclusion. If P = (a, b1, . . . , bn−1) ∈ Xn−1 is
a k-rational point with a 6= 1, then
∆n(P ) = (a, a, b1, . . . , bn−1).
∆n is a closed immersion.
(iii) Let r ≥ 1 be a number and ϕr,0 : Gm → Gm the morphism induced by
k[x, 1/x]→ k[x, 1/x], x 7→ xr. We define the morphism ϕr,n = ϕr by
(4.7.3) ϕr = ϕr,0 × id : Xn = Gm × (P1 \ {1})n −→ Xn.
If P = (a, b1, . . . , bn) ∈ Xn is a k-rational point, then
ϕr(P ) = (ar, b1, . . . , bn).
For all r ≥ 1, ϕr is flat and finite of degree r.
4.8 Definition-Proposition. Let m,n, r and s be natural numbers.
(i) The map
k −→ Z0(Gm), a 7→ div(1− ax)
induces a map
(4.8.1) {−} : k −→ TH1(k, 1;m), a 7→ {a}.
(ii) The composition
Z0(Xr−1)⊗ Z0(Xs−1) ×−→ Z0(Xr−1 ×Xs−1) µ∗−→ Z0(Xr+s−2)
induces a map
(4.8.2)
∗ : THr(k, r;m)⊗THs(k, s;m) −→ THr+s−1(k, r + s− 1;m), ξ⊗ η 7→ ξ ∗ η.
(iii) The map
−∆n∗ : Z0(Xn−1) −→ Z0(Xn),
where we define ∆n∗([P ]) := 0 for all closed points P ∈ {1} × (P1 \ {1})n−1,
induces a map
(4.8.3) Dn = D = −∆n∗ : THn(k, n;m) −→ THn+1(k, n+ 1;m).
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(iv) The map
ϕ∗r : Z0(Xn−1) −→ Z0(Xn−1)
induces a map
(4.8.4) Vr : THn(k, n;m) −→ THn(k, n; rm+ r − 1).
(v) The map
ϕr∗ : Z0(Xn−1) −→ Z0(Xn−1)
induces a map
(4.8.5) Fr : THn(k, n; rm+ r − 1) −→ THn(k, n;m).
Proof. For (i) nothing is to show. Since the composition in (ii) obviously restricts
to Z0(Xr−1 \ Yr−1)⊗ Z0(Xs−1 \ Ys−1)→ Z0(Xr+s−2 \ Yr+s−2), (ii) amounts to show
that for a curve C ⊂ Xs with [C] ∈ Z1(Xs;m) and a point P ∈ Xr−1 \ Yr−1 there is
a 1-cycle ξ ∈ Z1(Xs+r−1;m) with
(4.8.6) µ∗([P ]× ∂[C]) = ∂ξ.
We set
ξ := µ∗([P × C]) ∈ Z1(Xr+s−1).
Then with the use of proposition A.11 in the appendix we see
F jr+s−1,i.ξ = µ∗(µ
∗(F jr+s−1,i).[P×C]) =
{
µ∗(p∗r−1(F
j
r−1,i).[P × C]) 1 ≤ i ≤ r − 1
µ∗(p∗s(F
j
s,i−(r−1)).[P × C]) r ≤ i ≤ r + s− 1,
where pr−1 and ps are the projections from Xr−1×Xs to Xr−1 and Xs respectively.
Therefore F jr+s−1,i.ξ is 0 for 1 ≤ i ≤ r − 1 and it equals µ∗([P ] × (F js,i−(r−1).[C]))
for r ≤ i ≤ s. This yields (4.8.6) and that ξ is in good position. It remains to
show that ξ satisfies the modulus (m + 1) condition. Let C ′′ ⊂ µ(P × C)red be an
irreducible component and C ′ ⊂ (P × C)red an irreducible component mapping to
C ′′ under the finite map (P × C)red  µ(P × C)red. Denoting by pi the projection
Xr−1 ×Xs → Xs, with Xn = P1 × (P1)n, compactification and normalization give
us the following diagram
C˜
ν

C˜ ′
ν′

p˜ioo
µ˜
//
C˜ ′′
ν′′

Xs Xr−1 ×Xspioo Xr+s−1.
Now notice, that p˜i∗ν∗(Fs,0) = µ˜∗ν ′′∗(Fr+s−1,0) (here we need that the x-coordinate
of P is not zero) and p˜i∗ν∗(F 1s,i) = µ˜
∗ν ′′∗(F 1r+s−1,i+r−1). Thus, applying µ˜∗p˜i
∗ to the
modulus condition satisfied by C, we obtain
deg(µ˜)(m+1)[ν ′′∗Fr+s−1,0] = (m+1)µ˜∗p˜i∗[ν∗Fs,0] ≤
s∑
i=1
µ˜∗p˜i∗[ν∗F 1s,i] = deg(µ˜)
r+s−1∑
i=1
[ν ′′∗F 1r+s−1,i].
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(Here we need that p˜i is flat, which is the case by [Ha77, III, Proposition 9.7.].) This
proves the modulus condition for C ′′ and thus ξ ∈ Z1(Xr+s−1;m).
Next (iii). Obviously ∆n∗ restricts to Z0(Xn−1 \ Yn−1)→ Z0(Xn \ Yn). Now let
[C] ∈ Z1(Xn;m) be a curve. We have to show that there is a 1-cycle ξ ∈ Z1(Xn+1,m)
with
(4.8.7) ∆n∗(∂[C]) = ∂ξ.
Write C0 = C ∩
(
(Gm \ {1})× (P1 \ {1})n
)
. We set
ξ := ∆n∗[C0] = [∆n(C0)] ∈ Z1
(
(Gm \ {1})× (P1 \ {1})n+1
)
.
But ∆n(C0) is closed in Xn+1 (since a point in ∆n(C0) \∆n(C0) ⊂ Xn+1 must have
the x- and the y1-coordinate equal to 1, which is impossible by the definition of
Xn+1). Thus we may view ξ as a 1-cycle on Xn+1. Now ξ lives on (Gm \ {1}) ×
(Gm \ {1})× (P1 \ {1})n, hence, for j = 0,∞
F jn+1,1.ξ = 0
and since ∆n∗ = 0 on {1} × (P1 \ {1})n,
F jn+1,i.ξ = ∆n∗(∆n
∗(F jn+1,i).[C0]) = ∆n∗(F
j
n,i−1.[C]) ∈ Z0(Xn \ Yn) for i ≥ 2.
Thus ξ is in good position and satisfies (4.8.7). It remains to check the modulus
condition. Compactifying and normalizing the map C → ∆n(C0) give us a diagram
C˜
∆˜n //
ν

∆˜n(C0)
ν′

Xn
∆¯n // Xn+1.
We have ν∗Fn,0 = ∆˜∗nν ′
∗(F 1n+1,0) and ν∗F 1n,i = ∆˜
∗
nν
′∗(F 1n+1,i+1), i = 1, . . . , n. Now
we apply ∆˜n∗ to the modulus condition for C and, as in (ii), we obtain the modulus
condition for ξ.
(iv). Let [C] ∈ Z1(Xn;m) be a curve. We have to find a cycle ξ ∈ Z1(Xn; rm+
r − 1) with
(4.8.8) ϕ∗r(∂[C]) = ∂ξ.
We set
ξ := ϕ∗r [C] ∈ Z1(Xn).
Then for j = 0,∞ and i = 1, . . . , n
F ji .ξ = ϕ
∗
r(F
j
i ).ϕ
∗
r [C] = ϕ
∗
r(F
j
i .[C]) ∈ Z0(Xn \ Yn).
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Hence ξ is in good position and fulfills (4.8.8). It remains to show that ξ satisfies the
modulus condition. Let C ′ ⊂ ϕ−1r (C) be an irreducible component. Compactifying
and normalizing the map ϕr : C ′ → C, yield the diagram
C˜ ′
ϕ˜r //
ν′

C˜
ν

Xn
ϕ¯r // Xn
Since ν ′∗F0 is the Cartier divisor defined by ν ′∗x = 0 and ν ′∗(F 1j ) the one defined
by ν ′∗yi = 1, we have by the definition of ϕr,
(4.8.9) r[ν ′∗F0] = [ϕ˜∗rν
∗(F0)] = ϕ˜∗r [ν
∗F0] and [ν ′∗F 1i ] = ϕ˜
∗
r [ν
∗F 1i ].
Thus
((mr + r − 1) + 1)[ν ′∗(F0)] = (m+ 1)ϕ˜∗r [ν∗F0] ≤
n∑
i=1
ϕr
∗[ν∗F 1i ] =
n∑
i=1
[ν ′∗F 1i ],
hence ξ ∈ Z1(Xn; rm+ r − 1).
Finally (v). Let [C ′] ∈ Z1(Xn; rm+r−1) be a curve. The usual argument shows
that
ξ := ϕr∗([C
′]) ∈ Z1(Xn)
is in good position and satisfies ∂ξ = ϕr∗∂[C ′]. Compactifying and normalizing the
map ϕr : C ′ → C = ξred give us a diagram
C˜ ′
ϕ˜r //
ν′

C˜
ν

Xn
ϕ¯r // Xn.
Applying ϕ˜r∗ to the modulus condition of C ′ and using the relations (4.8.9), we
obtain
deg ϕ˜r(m+1)[ν∗F0] = ((rm+r−1)+1)ϕ˜r∗[ν ′∗F0] ≤
n∑
i=1
ϕ˜r∗[ν ′∗(F 1i )] = deg ϕ˜r
n∑
i=1
[ν∗F 1i ]
and we are done.
Next we investigate the behavior of the additive Chow groups under finite field
extensions.
4.9 Lemma. Let m,n ≥ 1 be integers, L ⊃ k be a finite field extension and denote by
pi : SpecL→ Spec k the induced map. Then pi∗ : Z0(Xn−1,L \Yn−1,L)→ Z0(Xn−1,k \
Yn−1,k) induces a group homomorphism (also denoted by pi∗)
pi∗ : THn(L, n;m) −→ THn(k, n;m)
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and pi∗ : Z0(Xn−1,k \Yn−1,k)→ Z0(Xn−1,L \Yn−1,L) induces a group homomorphism
pi∗ : THn(k, n;m) −→ THn(L, n;m),
satisfying the following properties
(i) pi∗ and pi∗ commute with D,Vr and Fr, all r.
(ii) For η ∈ THn(k, n;m) and ξ ∈ THn(L, n;m) we have
pi∗((pi∗η) ∗L ξ) = η ∗k pi∗ξ.
(iii) The following diagrams commute
THn(L, n;m)
θL //
pi∗

WmΩn−1L
TrL/k

THn(k, n;m)
θk //WmΩn−1k
and
THn(L, n;m)
θL //WmΩn−1L
THn(k, n;m)
θk //
pi∗
OO
WmΩn−1k ,
pi∗
OO
where the pi∗ on the right hand side is the natural map induced by k ⊂ L.
Proof. First we show, pi∗ is well defined on the additive Chow groups. Therefore
take a curve [C] ∈ Z1(Xn,L;m) and define η := pi∗[C] ∈ Z1(Xn,k). One easily checks
that η is in good position and satisfies ∂η = pi∗∂[C]. Compactifying and normalizing
the map C → pi(C) yield
C˜
p˜i //
ν

pi(C)
ν′

XL,n
p¯i // Xk,n.
We have
(4.9.1) ν∗F0,L = p˜i∗ν ′
∗(F0,k) and ν∗F 1i,L = p˜i
∗ν ′∗(F 1i,k)
and thus applying p˜i∗ to the modulus condition for C gives us the modulus condition
for η.
To show that pi∗ is well defined we take any curve [C ′] ∈ Z1(Xn,k;m) and define
ξ := pi∗[C ′] ∈ Z1(Xn,L). Again ξ is in good position and fulfills ∂ξ = pi∗∂[C ′]. Now
let C ⊂ pi−1(C ′) be an irreducible component. Compactifying and normalizing the
map pi : C → C ′ yield
C˜
p˜i //
ν

C˜ ′
ν′

XL,n
p¯i // Xk,n.
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Since (4.9.1) still holds we obtain the modulus condition for ξ by applying p˜i∗ to the
modulus condition for C ′.
The proof of (i) and (ii) is immediate (for (ii) use lemma A.9). To check the
commutativity of the first diagram in (iii), we take a point P ∈ Xn−1,L \ Yn−1,L,
notice that we have inclusions k ⊂ k(pi(P )) ⊂ k(P ) ⊃ L, then the statement follows
from
θk(pi∗[P ]) = [k(P ) : k(pi(P ))]Trk(pi(P ))/k
(
ψn−1(pi(P ))
)
= Trk(P )/k(ψn−1(P ))
= TrL/kTrk(P )/L(ψn−1(P )) = TrL/kθL([P ]).
It remains to check the second diagram in (iii). Thus take Q ∈ Xn−1,k \ Yn−1,k and
denote E = k(Q) ⊃ k. We write
pi∗[Q] =
∑
i
li[Ri],
where the Ri ∈ Xn−1,L \ Yn−1,L are all the points mapped to Q under pi. If we
further denote Li = k(Ri) and let σi : E ↪→ Li be the natural inclusion, then
θL(pi∗[Q]) =
∑
i
liTrLi/L(ψn−1(Ri)) =
∑
i
TrLi/L
(
liσi
(
ψn−1(Q)
))
,
which by proposition 3.8 equals
pi∗TrE/k(ψn−1(Q)) = pi∗θk([Q])
and we are done.
4.10 Corollary. The map θ : THn(k, n;m)→WmΩn−1k from theorem 4.5 satisfies
(4.10.1)
θ ◦ {−} = [−], θ ◦ D = d ◦ θ, θ ◦ Vr = Vr ◦ θ, θ ◦ Fr = Fr ◦ θ, for all r ≥ 1
and
(4.10.2) θ(η ∗ ξ) = θ(η)θ(ξ), for all η ∈ THr(k, r;m), ξ ∈ THs(k, s;m), r, s ≥ 1.
Proof. The first equality in (4.10.1) follows immediately from the definitions of θ
and {−}. It is enough to prove the other equalities in (4.10.1) for k-rational points.
Indeed, if P ∈ Xn−1,k is a closed point with residue field k(P ) = L, we denote
by a, b1, . . . , bn−1 ∈ L the residue classes of the coordinates in L and by P ′ =
(a, b1, . . . , bn−1) ∈ Xn−1,L. Now let pi : SpecL → Spec k be the map induced by
k ⊂ L, then we have pi∗[P ′] = [P ] ∈ THn(k, n;m). Thus if we know the equalities for
k-rational points on Xn−1,k, for any field k, we know it in general by lemma 4.9 and
the fact that on the side of the de Rham-Witt complex the trace commutes with Vr,
Fr and d. Thus it is enough to consider points P = (1/a, b1, . . . , bn−1) ∈ Xn−1\Yn−1
with a and bi ∈ k×. For such points
θ(D[P ]) = −θ(1
a
,
1
a
, b1, . . . , bn−1) = [a]
d[a]
[a]
d[b1]
[b1]
. . .
d[bn−1]
[bn−1]
= dθ([P ])
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(here a 6= 1 and it is trivially true for a = 1) and
θ(Fr[P ]) = θ( 1
ar
, b1, . . . , bn−1) = Fr([a])
d[b1]
[b1]
. . .
d[bn−1]
[bn−1]
= Frθ([P ]).
Furthermore, we recall θ(div(1−axr)) = Vr([a]) (this follows from (4.6.3) and 1.10)
and since
Vr([P ]) = [div(1− axr)]× [(b1, . . . , bn−1)],
we obtain
θ(Vr[P ]) = θ(div(1− axr))d[b1][b1] . . .
d[bn−1]
[bn−1]
= Vr([a])
d[b1]
[b1]
. . .
d[bn−1]
[bn−1]
= Vr(θ([P ])).
It remains to show (4.10.2) and since ∗ is distributive by definition, this is equiv-
alent to
θ([P ] ∗ [Q]) = θ([P ])θ([Q]),
for P ∈ Xr−1 \ Yr−1 and Q ∈ Xs−1 \ Ys−1 arbitrary points.
First case: P is k-rational. We write P = (1/a, b1, . . . , br−1), a, bi ∈ k×, and
denote by L = k(Q) the residue field of Q. Then µ∗([P ] × [Q]) = [Q′] is a point
whose residue field k(Q′) = L′ is over k isomorphic to L and the isomorphism is
given by
(4.10.3) L′ '−→ L, x(Q′) 7→ 1
a
x(Q), yi(Q′) 7→ yi−r+1(Q), for i = r, . . . , r+s−2.
Thus
θ([P ] ∗ [Q]) = TrL′/k
( 1
[x(Q′)]
d[b1]
[b1]
. . .
d[br−1]
[br−1]
d[yr(Q′)]
[yr(Q′)]
. . .
d[yr+s−2(Q′)]
[yr+s−2(Q′)]
)
=
d[b1]
[b1]
. . .
d[br−1]
[br−1]
TrL′/k
( 1
[x(Q′)]
d[yr(Q′)]
[yr(Q′)]
. . .
d[yr+s−2(Q′)]
[yr+s−2(Q′)]
)
,
which, by the isomorphism (4.10.3) equals
d[b1]
[b1]
. . .
d[br−1]
[br−1]
TrL/k
( [a]
[x(Q)]
d[y1(Q)]
[y1(Q)]
. . .
d[ys−1(Q)]
[ys−1(Q)]
)
= θ([P ])θ([Q]).
General case. Now let P and Q be arbitrary. Let L be the residue field of P
and pi : SpecL→ Spec k be the map induced by k ⊂ L. As we saw above, there is a
point P ′ ∈ Xr−1,L \ Yr−1,L with pi∗[P ′] = [P ]. By the first case and lemma 4.9, (iii)
we have
θ([P ′] ∗ pi∗[Q]) = θ([P ′])θ(pi∗[Q]) = θ([P ′])pi∗θ([Q]) in THr+s−1(L, r + s− 1;m).
Now we apply TrL/k to this and use lemma 4.9 (ii), (iii) to obtain the assertion.
Let us recall the cubical definition of Bloch’s higher Chow groups over a field
on the level of zero cycles (of course this can be done more general, see [To92] for
the definition of the cubical version of Bloch’s higher Chow groups and [Bl86] for a
simplicial version).
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4.11 Definition (cf. [To92]). Let F be a field and denote
cn(F, n) = Z0
(
(P1F \ {0, 1,∞})n
)
and
cn(F, n+ 1) = ⊕Z[C],
where the sum is over curves C ⊂ (P1F \ {1})n+1, satisfying ∂ji [C] ∈ cn(F, n), for
j = 0,∞ and i = 1, . . . , n. Then we define
CHn(F, n) =
cn(F, n)
∂cn(F, n+ 1)
.
The exterior product of cycles (see A.7) makes
⊕
nCH
n(F, n) into a graded ring.
4.12 Lemma. Let P0 ∈ Gm,k be a closed point. Denote by
ιP0 : (P1k(P0) \ {1})n = Spec k(P0)×k (P1k \ {1})n ↪→ Gm,k ×k (P1k \ {1})n
the closed embedding induced by Spec k(P0) ↪→ Gm. Then push-forward yields a
homomorphism of groups
ιP0∗ : CH
n(k(P0), n) −→ THn+1(k, n+ 1;m),
for all n ≥ 0 and m ≥ 1, and⊕
P0∈Gm
CHn(k(P0), n))
⊕ιP0∗−→ THn+1(k, n+ 1;m)
is surjective.
Proof. To show that ιP0∗ is well defined, let [C] ∈ cn(k(P0), n + 1) be a curve and
define ξ = ιP0∗[C] ∈ Z1(Xn+1). Clearly ξ is in good position and since P0 6= 0
the modulus condition is fulfilled trivially for all m. Thus ξ ∈ Z1(Xn+1;m) and
∂ξ = ιP0∗∂[C]. Hence ιP0∗ is well defined. For the surjectivity, take a closed point
P ∈ Gm× (P1 \ {0, 1,∞})n and write the maximal ideal of P in the form (cf. [To92,
proof of Lemma 2])
m = (f(x), g1(x, y1), . . . , gn(x, y1, . . . , yn)), f ∈ k[x] irreducible , gi ∈ k[x, y1, . . . , yi].
Now let P0 ∈ Gm be the point defined by f(x) = 0 and P ′ ∈ (P1k(P0) \ {0, 1,∞})n
the point defined by the maximal ideal m = (g1(x¯, y1), . . . , gn(x¯, y1, . . . , yn)) ⊂
k(P0)[y1, . . . , yn]. Then
ιP0∗[P
′] = [P ],
hence the assertion.
4.13 Milnor K-Theory. We recall the basic facts about Milnor K-theory, our
reference is [BaTa73].
Let F be a field. Denote by T∗(F×) the tensor algebra (over Z) of F× and by
R∗(F×) ⊂ T∗(F×) the homogeneous ideal generated by a ⊗ (1 − a), for a ∈ F×.
Then the Milnor ring of F is the graded algebra
KM∗ (F ) = T∗(F
×)/R∗(F×).
We denote by KMn (F ) the group of homogeneous elements of degree n and by
{a1, . . . , an} the image of a1 ⊗ . . .⊗ an in KMn (F ). We have
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(i) {a1, . . . , an} · {b1, . . . , bm} = {a1, . . . an, b1, . . . , bm}.
(ii) {a1a′1, a2 . . . , an} = {a1, a2 . . . , an}+ {a′1, a2 . . . , an}.
(iii) {a, b} = −{b, a}.
(iv) {a, a} = {a,−1}, in particular 2{a, a} = 0.
Let L ⊃ F be a finite field extension. Then Bass-Tate and Kato (see [BaTa73],
[Ka80]) constructed a group homomorphism (the construction is due to Bass and
Tate, and Kato showed that it is well defined)
NmL/F : K
M
n (L) −→ KMn (F ),
satisfying the following properties
(i) NmL/F (i(x)y) = x · NmL/F (y), where x ∈ KMn−r(F ), y ∈ KMr (L) and i :
KMr (F )→ KMr (L) is the natural map.
(ii) NmL/F ({a}) = {NmL/F (a)}, for all a ∈ F×, where the Nm on the right hand
side is just the usual norm of field extensions.
(iii) For field extensions L ⊃ K ⊃ F we have
NmL/F = NmK/F ◦NmL/K and NmL/L = id.
4.14 Theorem ([NeSu89], [To92]). The map
ρ : KM∗ (F )
'−→
⊕
n
CHn(F, n), {a1, . . . , an} 7→ (a1, . . . , an),
is an isomorphism of anti commutative graded rings with inverse
ρ−1 : CHn(F, n) −→ KMn (F ), [P ] 7→ NmF (P )/F ({y1(P ), . . . , yn(P )}).
4.15 Lemma ([NeSu89], Lemma 4.7.). Let L ⊃ F be a finite field extension and
pi : SpecL → SpecF the morphism induced by the inclusion. Then the following
diagram commutes
KMn (L)
ρL //
NmL/F

CHn(L, n)
pi∗

KMn (F )
ρF // CHn(F, n).
4.16 Definition. We denote
Γn =
⊕
P0∈Gm,k
KMn
(
k(P0)
)
and write {a1, . . . , an}P0 for the image of a1 ⊗ . . .⊗ an in KMn
(
k(P0)
)
, P0 ∈ Gm.
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(i) For P0, Q0 ∈ Gm with [P0×Q0] =
∑n
i=1mi[Ri] ∈ Z0(Gm×k Gm) and r, s ≥ 1,
we define
{a1, . . . , ar}P0∗{b1, . . . , bs}Q0 =
n∑
i=1
miNmk(Ri)/k(µ(Ri))({a1, . . . , ar, b1, . . . , bs}Ri),
where µ : Gm × Gm → Gm is the multiplication and the ai’s and bj ’s on
the right hand side are viewed as elements in k(Ri) via the natural inclusions
k(P0), k(Q0) ↪→ k(Ri). Bilinear extension yields a map
∗ : Γr ⊗ Γs −→ Γr+s.
Note that this map is clearly well defined.
(ii) For n ≥ 1, we define a group homomorphism
D : Γn −→ Γn+1
via
D({a1, . . . , an}P0) = −{x(P0), a1, . . . , an}P0 ,
where x is, as before, the coordinate of Gm and x(P0) is its residue class in
k(P0).
(iii) Let ϕr : Gm → Gm be the morphism induced by x 7→ xr. Let P0 ∈ Gm be a
point and write ϕ∗r [P0] =
∑s
i=1mi[Qi] ∈ Z0(Gm). Then we define
Vr({a1, . . . , an}P0) =
s∑
i=1
mi{ϕ∗r(a1), . . . , ϕ∗r(an)}Qi ,
where ϕ∗r(aj) is the image of the aj under the inclusion k(P0) ↪→ k(Qi). This
gives a well defined map
Vr : Γn −→ Γn.
(iv) We define
Fr : Γn −→ Γn
by
Fr({a1, . . . , an}P0) = Nmk(P0)/k(ϕr(P0))({a1, . . . , an}P0).
4.17 Lemma. For α ∈ Γr and β ∈ Γs, we have
(i) α ∗ β = (−1)rsβ ∗ α.
(ii) D(α ∗ β) = D(α) ∗ β + (−1)rα ∗D(β).
(iii) 2DD(α) = 0.
(iv) DFr = rFrD, rDVr = VrD.
(v) FrDVr({b1, . . . , bs}P0) = D({b1, . . . , bs}P0)− (r − 1){−1, b1, . . . , bs}P0.
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Proof. We may assume α = {a1, . . . , ar}P0 ∈ KMr
(
k(P0)
)
and β = {b1, . . . , bs}Q0 ∈
KMs
(
k(Q0)
)
. Then (i) and (iii) follow immediately from the properties in 4.13. For
(ii) we write [P0 ×Q0] =
∑n
i=1mi[Ri] ∈ Z0(Gm ×Gm), then by definition
D(α ∗ β) = −
n∑
i=1
mi {x
(
µ(Ri)
)}Nmk(Ri)/k(µ(Ri))({a1, . . . , ar, b1, . . . , bs}Ri)
= −
n∑
i=1
miNmk(Ri)/k(µ(Ri))({x1(P0)x2(Q0), a1, . . . , ar, b1, . . . , bs}Ri)
= D(α) ∗ β + (−1)rα ∗D(β).
The first equation in (iv) follows from
{x(ϕr(P0))}ϕr(P0)Nmk(P0)/k(ϕr(P0))({b1, . . . , bs}P0) = Nmk(P0)/k(ϕr(P0))({x(P0)r, b1, . . . , bs}P0).
For P0 ∈ Gm, write ϕ∗r [P0] =
∑n
i=1mi[Qi] ∈ Z0(Gm), then the second equation in
(iv) follows from
n∑
i=1
mir{x(Qi), ϕ∗r(b1), . . . , ϕ∗r(bs)}Qi =
n∑
i=1
mi{ϕ∗r(x(P0)), ϕ∗r(b1), . . . , ϕ∗r(bs)}Qi .
In (v) we have
(4.17.1)
FrDVr({b1, . . . , bs}P0) = −
n∑
i=1
miNmk(Qi)/k(P0)({x(Qi), ϕ∗r(b1), . . . ϕ∗r(bs)}Qi)
= −
( n∑
i=1
mi{Nmk(Qi)/k(P0)(x(Qi))}P0
)
{b1, . . . , bs}P0 .
But if we write in k(P0)[T ]
T r − x(P0) =
∏
i
fi(T )mi with fi ∈ k(P0)[T ] irreducible of degree di,
then Qi = Spec
k(P0)[T ]
fi(T )
and
Nmk(Qi)/k(P0)(x(Qi)) = (−1)difi(0).
Now (v) follows from (4.17.1) and
∏
i(−1)dimifi(0)mi = (−1)(r−1)x(P0).
4.18 Lemma. Let ψn : Γn −→ THn+1(k, n+ 1;m) be the composition
Γn
4.14−→
⊕
P0∈Gm
CHn(k(P0), n)
4.12−→ THn+1(k, n+ 1;m).
Then ψn is surjective and the following diagrams commute
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(i)
Γr ⊗ Γs ψr⊗ψs //
∗

THr+1(k, r + 1;m)⊗ THs+1(k, s+ 1;m)
∗

Γr+s
ψr+s
// THr+s+1(k, r + s+ 1;m).
(ii)
Γn
ψn //
D

THn+1(k, n+ 1;m)
D

Γn+1
ψn+1
// THn+2(k, n+ 2;m).
(iii)
Γn
ψn //
Vr

THn+1(k, n+ 1;m)
Vr

Γn
ψn // THn+1(k, n+ 1; rm+ r − 1).
(iv)
Γn
ψn //
Fr

THn+1(k, n+ 1; rm+ r − 1)
Fr

Γn
ψn // THn+1(k, n+ 1;m).
Proof. The surjectivity of ψn is clear. To prove the commutativity of the first
diagram, take points P0, Q0 ∈ Gm, write [P0 × Q0] =
∑n
i=1mi[Ri] ∈ Z0(Gm ×
Gm) and let α = {a1, . . . , ar}P0 and β = {b1, . . . , bs}Q0 be elements in Γr and Γs
respectively. Then
ψr+s(α ∗ β) =
n∑
i=1
mi ιµ(Ri)∗Nmk(Ri)/k(µ(Ri))({a1, . . . , ar, b1, . . . , bs}Ri).
But it follows from lemma 4.15 that we have in CHr+s
(
k
(
µ(Ri)
)
, r + s
)
Nmk(Ri)/k(µ(Ri))({a1, . . . , ar, b1, . . . , bs}Ri) = µ|Ri∗(a1, . . . , ar, b1, . . . , bs).
Hence
ψr+s(α ∗ β) =
n∑
i=1
mi µ∗ιRi∗(a1, . . . , ar, b1, . . . , bs) = µ∗[ιP0∗(a1, . . . , ar)× ιQ0∗(b1, . . . , bs)]
= ψr(α) ∗ ψs(β).
The commutativity of the second diagram amounts to show
∆n∗ιP0∗(a1, . . . , an) = ιP0∗(x(P0), a1, . . . , an).
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For P0 = 1 both sides are zero (the left hand side by definition of ∆n∗ and the right
hand side since ψn+1 is well defined) and for P0 6= 0 the equality holds again by
definition of ∆n. Finally diagram (iii) commutes just by the definition of the Vr’s
and diagram (iv) by the definition of the Fr together with lemma 4.15.
Now we are ready to state and prove our main result.
4.19 Theorem. Let k be a field of characteristic 6= 2. Then(
(⊕n≥1THn(k, n;m))m∈N, R,∗,D, (Fr)r≥1, (Vr)r≥1)
is a restricted Witt complex (see 2.16) and the natural map induced by the univer-
sality of the de Rham-Witt complex
ϑ :WmΩn−1k
'−→ THn(k, n;m)
is an isomorphism for all m,n ≥ 1 with inverse the map θ from theorem 4.5.
4.20 Remark. For m = 1 the statement becomes
THn(k, n; 1) ∼= Ωn−1k/Z ,
which was proved by Bloch and Esnault in [BlEs03b] under the additional assump-
tion 1/6 ∈ k.
Proof of the theorem. First we have to show that (
⊕
n≥1TH
n(k, n;m))m∈N is a re-
stricted Witt complex, that is, we have to check all the properties from definition
2.16. Notice, that everything automatically commutes with the restriction R. Next
we observe that ∗ is associative, since the multiplication map on Gm is. We already
know from corollary 4.6 that we have an isomorphism TH1(k, 1;m) ∼=Wm(k). Thus,
since 2 is invertible in k, 2 is also invertible in
⊕
n≥1TH
n(k, n;m). Hence, by the
lemmas 4.17 and 4.18, (
⊕
n≥1TH
n(k, n;m))m∈N is a projective system of differential
graded Z-algebras. Furthermore it follows directly from the definitions of ∗, Fr and
Vr that Fr is a homomorphism of graded rings, for all r, and we have F1 = V1 = id,
FrFs = Frs and VrVs = Vrs, as well as FrVr = r (this is, pulling back and then
pushing forward via a finite and flat map is just multiplication with the degree).
Next we want to show FrVs = VsFr, if (r, s) = 1. By proposition A.5 this amounts
to show that
Gm
ϕs //
ϕr

Gm
ϕr

Gm
ϕs // Gm
is cartesian, where ϕr is induced by x 7→ xr. This means the following: view
k[x1, 1/x1] as a k[x, 1/x]-module via x 7→ xs1 and k[x2, 1/x2] as a k[x, 1/x]-module
via x 7→ xr2, then we have to show
A = k[x1, 1x1 ]⊗k[x, 1x ] k[x2,
1
x2
] −→ k[t, 1t ], f(x1)⊗ g(x2) 7→ f(tr)g(ts)
is an isomorphism, if (r, s) = 1.
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Obviously the map is well defined and surjective. For the injectivity take an
element α =
∑
i,j∈Z λi,jx
i
1⊗xj2 ∈ A. Then α goes to zero in k[t, 1/t], iff for all q ∈ Z
0 =
∑
ir+js=q
λij =
∑
a∈Z
λiq−as,jq+ar, iq, jq fixed, with iqr + jqs = q.
Thus
α =
∑
q
(
∑
a
λiq−as,jq+ar)x
iq
1 ⊗ xjq2 = 0,
hence the claim. It remains to check the equalities (iii)-(v) from definition 2.16.
Next we show (iii), i.e. Vr(Fr([P ])∗[Q]) = [P ]∗Vr([Q]). But again by proposition
A.5 this is satisfied, if
Gm ×Gm id×ϕr //
µ

Gm ×Gm
µ◦(ϕr×id)

Gm
ϕr // Gm
is cartesian. That is: view k[x1, 1/x1, x2, 1/x2] as a k[z, 1/z]-module via z 7→ xr1x2
and k[x, 1/x] as a k[z, 1/z]-module via z 7→ xr, then
k[x1, 1x1 , x2,
1
x2
]⊗
k[z,
1
z ]
k[x, 1x ] −→ k[x1, 1x1 , x2, 1x2 ], f(x1, x2)⊗g(x) 7→ f(x1, xr2)g(x1x2)
has to be an isomorphism. Indeed the map is clearly well defined, the surjectivity
follows from x1⊗1 7→ x1 and (1/x1)⊗x 7→ x2 and the injectivity is proved as above.
Hence (iii).
The equalities in definition 2.16, (iv), i.e.
FrDVr = D, DFr = rFrD, VrD = rDVr,
follow immediately from the lemmas 4.17 and 4.18 (taking into account that
ψs+1({−1, b1, . . . , bs}P0) = 0, since 2 is invertible in
⊕
n≥1TH
n(k, n;m)).
It remains to prove relation (v), i.e. FrD({a}) = {a}r−1D({a}) for all a ∈ k. If
a = 0, then by definition {a} = 0 ∈ TH1(k, 1;m). If a = 1 both sides are zero by
definition of D and for a ∈ k× \ {1}, both sides equal (1/ar, 1/a).
Thus
⊕
n≥1TH
n(k, n;m) is a restricted Witt complex and the universality of
the de Rham-Witt complex yields a map
ϑ :WmΩn−1k −→ THn(k, n;m).
For θ the map from theorem 4.5, we have by corollary 4.10, θ ◦ ϑ = id. Thus it
remains to check that ϑ is surjective. Similar to the arguments in [NeSu89, Lemma
4.7.] and [BlEs03b, Theorem 6.4.], this will be done with the use of the following
lemma.
4.21 Lemma. Let L ⊃ k be a finite field extension, inducing pi : SpecL → Spec k.
Then the following diagram commutes
WmΩn−1L
ϑ //
TrL/k

THn(L, n;m)
pi∗

WmΩn−1k
ϑ // THn(k, n;m).
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Now assuming the lemma holds, we can prove the surjectivity of ϑ. Take a point
P ∈ Xn−1,k \ Yn−1,k and denote by L = k(P ) its residue field. Then there is a
L-rational point P ′ = (a, b1, . . . , bn−1) ∈ Xn−1,L \ Yn−1,L with pi∗[P ′] = [P ]. On
the other hand we may write (using the notation from definition 4.8, (i), {b} =
div(1− bx))
[P ′] = (−1)n−1{ b1...bn−1a } ∗D({ 1b1 }) ∗ . . . ∗D({ 1bn−1 })
Hence by lemma 4.21
[P ] = ϑ
(
TrL/k
(
(−1)n−1 [b1...bn−1][a] d( 1[b1]) . . . d( 1[bn−1])
))
in THn(k, n;m).
What remains to be done is the
Proof of Lemma 4.21. First we prove the assertion on the level of Witt vec-
tors, i.e. n = 1. Since Tr and pi∗ commute with Vr and Vr respectively, we are
reduced to show ϑ(TrL/k[a]) = pi∗{a}. But by the construction of the trace on the
Witt ring (via norm) and by corollary 4.6, we have
ϑ(TrL/k([a])) = div(NmL/k(1− aT )) in TH1(k, 1;m),
which equals pi∗{a}, by [Fu84, Proposition 1.4.]. Thus the lemma is true for n = 1.
By construction of the trace (theorem 3.7), it is enough to consider in general the
cases, L ⊃ k separable or purely inseparable of degree p.
First case: L ⊃ k separable. We have WmΩn−1L = Wm(L) ⊗Wm(k) WmΩn−1k .
Thus it is enough to consider elements wα with w ∈ Wm(L) and α ∈ WmΩn−1k .
Hence the assertion follows from
pi∗(ϑ(wα)) = pi∗(ϑ(w) ∗ pi∗ϑ(α)) = ϑ(Tr(w)α),
where the last equality is the case n = 1 together with lemma 4.9 (ii).
Second case: L ⊃ k purely inseparable of degree p. We can write L = k[x]/(xp −
b), with b ∈ k\kp. Denoting by y the image of x in L it follows from theorem 3.1 and
theorem 2.12 that every element in WmΩn−1L can be written as a sum of elements
of the following form
(i) Vr(α[y]j), α ∈Wbm
r
cΩn−1k , j ∈ {0, . . . , p− 1}, r ∈ {1, . . . ,m},
(ii) Vr(β[y]j−1d[y]), β ∈Wbm
r
cΩn−2k , j ∈ {1, . . . , p}, r ∈ {1, . . . ,m},
(iii) dVr(β[y]j), β ∈Wbm
r
cΩn−2k , j ∈ {0, . . . , p− 1}, r ∈ {1, . . . ,m}.
Thus it is enough to check the commutativity in the cases (i)-(iii). These are straight-
forward calculations, similar to the one in the first case. To prove (ii) one has to use
[y]j−1d[y] = 1j d[y]
j , for j < p, and [y]p−1d[y] = Fp(d[y]). This finishes the proof of
the lemma and hence the proof of theorem 4.19.
4.22 Remark. Notice, that the relations (i)-(iii) and (v) from definition 2.16 are
already satisfied on the level of cycles and that we explicitly needed the modulus
condition only once, namely in the proof of corollary 4.6, where we showed the
injectivity of the map θ : TH1(k, 1;m)→Wm(k).
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A Intersection Theory for Cartier Divisors
In this appendix we give the definition of algebraic n-cycles, flat pull-back,
push-forward, pull-back of Cartier divisors and intersection of those with cycles
and we will list some properties. Of course this is all taken from [Fu84, Chapter
1, 2] (see also [VoSuFr00, Chapter 2]), except that in [Fu84] everything is done
modulo rational equivalence and the push-forward is only defined for proper maps.
Whereas here we are defining everything on the level of cycles and the push-forward
is defined whenever the map is proper along the cycle we wish to push-forward (see
[VoSuFr00, Chapter 2]).
All schemes are assumed to be algebraic, i.e. of finite type over a field.
Let k be a field and X a k-scheme. We define for n ∈ N0
Zn(X) =
⊕
Z [V ],
where the sum is over all n-dimensional subvarieties V ⊂ X. If X is equidimensional
of pure dimension d we also write Zi(X) := Zd−i(X). An element in Zn(X) is called
a n-cycle and an element in Z(X) =
⊕
n≥0 Zn(X) just a cycle.
Let X1, . . . , Xr be the irreducible components of X equipped with the reduced
scheme structure and ηi, i = 1, . . . , r, their generic points, then the cycle of X is
defined to be
(A.0.1) [X] =
r∑
i=1
lOXi,ηi (OXi,ηi)[Xi] ∈ Z(X).
If X is a variety with function field K = k(X) and V ⊂ X is a codimension one
subvariety with generic point η, then we define the order of vanishing of f ∈ K×
along V to be
(A.0.2) ordV (f) = lOX,η(OX,η/a)− lOX,η(OX,η/b), with f =
a
b
, a, b ∈ OX,η.
A.1 Example ( [Fu84], Example 1.2.3. ). Let X˜ → X be the normalization of
X in K, then
ordV (f) =
∑
V˜V
[k(V˜ ) : k(V )]ordV˜ (f),
where the sum is over all subvarieties V˜ ⊂ X˜ which map onto V .
A.2 Pull-back of Cartier Divisors. Let X ′ be a variety over k, f : X ′ → X a
morphism of k-schemes and D = {Ui, gi} a Cartier divisor on X satisfying f(X ′) 6⊂
|D|. Then f∗gi ∈ k(X ′) is defined and f∗D = {f−1(Ui), f∗gi} is a well defined
Cartier divisor on X. We have |f∗D| = f−1(|D|). If X ′′ is a variety and g : X ′′ → X ′
is a morphism of k schemes with g(X ′′) 6⊂ f−1(|D|), then g∗f∗D = (f ◦ g)∗D.
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A.3 Push-forward of Cycles. Let f : X → X ′ be a morphism of k-schemes. We
say f is proper along a cycle α ∈ Z(X), if the restriction of f to the support of α is
proper. If f is proper along a n-dimensional variety V ⊂ X we define
f∗[V ] =
{
[k(V ) : k(f(V ))][f(V )] if [k(V ) : k(f(V ))] <∞
0 else
∈ Zn(X ′).
We extend f∗ additively to all cycles α with f proper along α. If g : X ′ → X ′′ is
proper along f∗α, α ∈ Zn(X), then g∗f∗α = (g ◦ f)∗α ∈ Zn(X ′′). For a proper map
f : X → X ′ we obtain a map f∗ : Zn(X)→ Zn(X ′). If f is a closed immersion, then
f∗ is injective, hence we may view cycles on X as cycles on X ′.
A.4 Flat Pull-back of Cycles ([Fu84], 1.7). Let f : X ′ → X be a flat morphism
of k-schemes of relative dimension r. Then we have a group homomorphism f∗ :
Zn(X)→ Zn+r(X ′) uniquely determined by
f∗[V ] = [f−1(V )], V ⊂ X a variety.
If Y ⊂ X is any closed subscheme, then f∗[Y ] = [f−1(Y )]. If g : X ′′ → X ′ is flat of
relative dimension s, then g∗f∗ = (f ◦ g)∗ : Zn(X)→ Zn+s+r(X).
A.5 Proposition. Let
X ′
g′
//
f ′

X
f

Y ′ g // Y
be a fiber square with g flat of relative dimension r. Let α be a cycle on X, with f
proper along α. Then g′ is flat of relative dimension r, f ′ is proper along g′∗α and
f ′∗g
′∗α = g∗f∗α.
Proof. Is the same as in [Fu84, Proposition 1.7.].
A.6 Lemma ([Fu84], Example 1.7.4.). Let f : X ′ → X be a finite and flat
k-morphism of degree n and α a cycle on X. Then
f∗f∗α = nα.
A.7 Exterior Product. Let X,Y be two schemes of finite type over a field k.
Then the exterior product
Zn(X)⊗Z Zr(Y ) ×−→ Zn+r(X ×k Y ), α⊗ β 7→ α× β
is the bilinear form uniquely determined by
[V ]× [W ] = [V ×k W ], for subvarieties V ⊂ X,W ⊂ Y.
A.8 Proposition ([Fu84], 1.10). Let f : X ′ → X and g : Y ′ → Y be two
morphisms of k-schemes and f × g : X ′ ×k Y ′ → X ×k Y the induced morphism.
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(i) Take α ∈ Z(X ′) and β ∈ Z(Y ′) with f proper along α, g proper along β. Then
f × g is proper along α× β and
(f × g)∗(α× β) = f∗α× g∗β.
(ii) If f and g are flat of relative dimension m and n, then f × g is flat of relative
dimension m+ n and
(f × g)∗(α× β) = f∗α× g∗β.
(iii) The exterior product is associative.
A.9 Lemma. Let L ⊃ k be a finite field extension, pi : SpecL→ Spec k the induced
map, X a k-scheme, α a cycle on X and β a cycle on XL = X ×k SpecL. Then
pi∗(pi∗α×L β) = α×k pi∗β.
(Notice the sloppy notation, e.g. the pi∗ on the left hand side is the push-forward
from XL ×L XL = X ×k X ×k SpecL to X ×k X, etc. .)
Proof. We may assume α = [V ] and β = [W ]. Then
pi∗(pi∗[V ]×L [W ]) = pi∗[V ×k SpecL×LW ] = pi∗([V ]×k [W ]) = [V ]×k pi∗[W ],
where the last equality holds by A.8, (i).
A.10 Intersecting with Cartier Divisors ([Fu84], Remark 2.3.). Let X be a
k-scheme and D = {Ui, gi} a Cartier divisor on X such that
(∗) OX(D)||D| is trivial
(e.g. there is an open set U ⊂ X with |D| ⊂ U and D|U is a principal divisor). Let
j : V ↪→ X be a n-dimensional subvariety. Then we define
D.[V ] =
{
[j∗D] if V 6⊂ |D|
0 else
∈ Zn−1(|D| ∩ V )
where [j∗D] is the Weil divisor on V associated to the Cartier divisor j∗D, i.e.
[j∗D] =
∑
Z∈Z1(V )
ordZ(j∗D)[Z],
with ordZ(j∗D) = ordZ(j∗gi) for any i with Z ∩ j−1(Ui) 6= ∅. By linearity we obtain
a map
Zn(X) −→ Zn−1(|D|), α 7→ D.α.
(Notice, that the assumption (∗) can be dropped if one defines the intersection cycle
modulo rational equivalence. Then D.[V ] does not need to be zero for V ⊂ |D|.)
A.11 Proposition. Let X be a k-scheme and D a Cartier divisor satisfying (∗).
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(i) For α, α′ ∈ Zn(X)
D.(α+ α′) = D.α+D.α′ in Zn−1(|D| ∩ (|α| ∪ |α′|)).
(ii) If D′ is a Cartier divisor satisfying (∗) and α ∈ Zn(X), then
(D +D′).α = D.α+D′.α in Zn−1((|D| ∪ |D′|) ∩ |α|).
(iii) Let X ′ be a variety over k, α ∈ Zn(X ′), f : X ′ → X a k-morphism which
is proper along α and satisfies f(X ′) 6⊂ |D|. Then f∗D satisfies (∗), g =
f|f−1(|D|)∩|α| is proper along f∗D.α and
g∗(f∗D.α) = D.f∗α in Zn−1(|D| ∩ |α|).
(iv) Let f : X ′ → X be a flat morphism of relative dimension r with f(X ′) 6⊂ |D|
and α ∈ Zn(X). Then f∗D satisfies (∗), g = f|f−1(|D|∩|α|) is flat of relative
dimension r and
f∗D.f∗α = g∗(D.α) in Zn+r−1(f−1(|D| ∩ |α|)).
In particular [f∗D] = f∗[D].
(v) Let Y be a k-scheme, α ∈ Zn(X), β ∈ Zr(Y ) and p : X ×k Y → X the
projection. Then
(p∗D).(α× β) = (D.α× β) in Zn+r−1((|D| ∩ |α|)× |β|).
Proof. Although the statement differs slightly from [Fu84, Proposition 2.3., Example
2.3.1.], the proof is almost the same and therefore skipped.
REFERENCES 81
References
[AnRo04] G. W. Anderson, F. P. Romo, Simple proofs of classical explicit reci-
procity laws on curves using determinant groupoids over an Artinian local ring.
Commun. Algebra 32, No.1, 2004, 79-102.
[BaTa73] H. Bass, J. Tate, The Milnor ring of a global field. Algebraic K-theory, II:
”Classical” algebraic K-theory and connections with arithmetic (Proc. Conf.,
Seattle, Wash., Battelle Memorial Inst., 1972), pp. 349-446. Lecture Notes in
Math., Vol. 342, Springer, Berlin, 1973.
[Be66] G.M. Bergman, Ring Schemes; the Witt Scheme. Lecture 26, in Lectures on
Curves on an Algebraic Surface, Mumford, Ann. Math. Studies 59, Princeton
University Press, 1966.
[Bl78] S. Bloch, Algebraic-K-Theory and Crystalline Cohomology. Pub. Math.
I.H.E.S. 47, 1978, 187-268.
[Bl86] S. Bloch, Algebraic cycles and higher K-theory. Adv. in Math. 61, No. 3,
1986, 267-304.
[BlEs03a] S. Bloch, H. Esnault, An additive version of higher Chow groups. Ann.
Sci. cole Norm. Sup. (4) 36, no. 3, 2003, 463-477.
[BlEs03b] S. Bloch, E. Esnault, The additive dilogarithm. Doc. Math., J. DMV
Extra Vol., 2003, 131-155.
[Bo89] N. Bourbaki, Elements of mathematics. Commutative algebra. Chapters 1-7.
Transl. from the French. 2nd printing. Berlin etc.: Springer-Verlag. x, 1989.
[Bo90] N. Bourbaki, Elements of mathematics. Algebra. Chapters 4-7. Transl. from
the French. Berlin etc.: Springer-Verlag., 1990.
[EsVi92] H. Esnault, E. Viehweg, Lectures on vanishing theorems. Notes, grew out
of the DMV-seminar on algebraic geometry, held at Reisensburg, October 13-19,
1991. DMV Seminar. 20. Basel: Birkha¨user Verlag, 1992.
[EGA I] A. Grothendieck, J. Dieudonne´, E´le´ments de ge´ome´trie alge´brique I. Die
Grundlehren der mathematischen Wissenschaften. 166. Berlin-Heidelberg-New
York: Springer-Verlag., 1971.
[EGA IV] A. Grothendieck, J. Dieudonne´, E´le´ments de ge´ome´trie alge´brique IV.
E´tude locale des sche´mas et des morphismes de sche´mas IV. Pub. Math. I.H.E.S.
32, 1967.
[Fu84] W. Fulton, Intersection Theory. Springer-Verlag, Berlin, 1984.
[Ha77] R. Hartshorne. Algebraic Geometry. Springer-Verlag, New York, 1977.
82 REFERENCES
[He04a] L. Hesselholt, Topological Hochschild homology and the de Rham-Witt
complex for Z(p)-algebras. Homotopy theory: Relations with algebraic geome-
try, group cohomology, and algebraic K-theory (Evanston, IL, 2002), Contemp.
Math. 346, Amer. Math. Soc., Providence, RI, 2004, 253-259.
[He04b] L. Hesselholt, The absolute and relative de Rham-Witt complexes. Compo-
sitio Math., to appear.
[HeMa01] L. Hesselholt, I. Madsen, On the K-theory of nilpotent endomorphisms.
Greenlees, J. P. C. (ed.) et al., Homotopy methods in algebraic topology. Pro-
ceedings of an AMS-IMS-SIAM joint summer research conference, University
of Colorado, Boulder, CO, USA, June 20-24, 1999. Providence, RI: American
Mathematical Society (AMS). Contemp. Math. 271, 2001, 127-140.
[HeMa04] L. Hesselholt, I. Madsen, On the de Rham-Witt complex in mixed char-
acteristic. Ann. Scient. E´c. Norm. Sup., IV Ser. 37, 2004, 1-43.
[Hu89] R. Hu¨bel, Traces of differential forms and Hochschild homology. Lecture
Notes in Mathematics 1368, 1989.
[Il79] L. Illusie, Complexe de de Rham-Witt et cohomologie cristalline. Ann. Scient.
E´c. Norm. Sup., IV. Ser. 12, 1979, 501-661.
[Ka80] K. Kato, A generalization of local class field theory by using K-groups. II.
J. Fac. Sci. Univ. Tokyo Sect. IA Math. 27 , No. 3, 1980, 603-683.
[Ku86] E. Kunz, Ka¨hler differentials. Advanced Lectures in Mathematics. Braun-
schweig/Wiesbaden: Friedr. Vieweg & Sohn. VII, 1986.
[Ku64] E. Kunz, Arithmetische Anwendungen der Differentialalgebren. J. Reine
Angew. Math. 214/215, 1964, 276-320.
[LaZi04] A. Langer, T. Zink, De Rham-Witt cohomology for a proper and smooth
morphism. J. Inst. Math. Jussieu 3, No. 2, 2004, 231-314.
[NeSu89] Y. P. Nesterenko, A. A. Suslin, Homology of the general linear group over
a local ring, and Milnor’s K-theory. English translation. Math. USSR-Izv. 34,
No. 1, 1990, 121-145.
[Se68] J.-P. Serre, Corps locaux. Deuxie`me e´dition. Hermann, Paris, 1968.
[Se88] J.-P. Serre, Algebraic groups and class fields. Transl. of the French edition.
Graduate Texts in Mathematics, 117. New York etc.: Springer-Verlag. ix, 1988.
[Si92] J. H. Silverman, The arithmetic of elliptic curves. Corrected reprint of the
1986 original. Graduate Texts in Mathematics, 106. Springer-Verlag, New York,
1992.
[Ta68] J. Tate, Residues of differentials on curves. Ann. Sci. E´c. Norm. Sup., IV.
Se´r. 1, No.1, 1968, 149-159.
REFERENCES 83
[To92] B. Totaro, Milnor K-theory is the simplest part of algebraic K-theory. K-
Theory 6 , No. 2, 1992, 177-189.
[VoSuFr00] V. Voevodsky, A. Suslin, E. Friedlander, Cycles, transfers, and motivic
homology theories. Annals of Mathematics Studies. 143. Princeton, NJ: Prince-
ton University Press, 2000.
[Wi36] E. Witt, Zyklische Ko¨rper und Algebren der Charakteristik p vom Grad
pn. Struktur diskret bewerteter perfekter Ko¨rper mit vollkommenem Restk-
lassenko¨rper der Charakteristik p. J. Reine Angew. Math. 176, 1936, 126-140.
