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1 Einleitung 
Cellulose, der Hauptbestandteil der pflanzlichen Zellwand, spielt eine bedeutende 
Rolle als industriell genutzter Rohstoff, vor allem in der Papier- und Faserindust-
rie. Das isotaktische Polyacetal der Cellobiose gehört wie sein Monomer zur Sub-
stanzklasse der Kohlenhydrate. Der monomere Grundbaustein Cellobiose besteht 
wiederum aus zwei Glucoseeinheiten, die über eine β-1,4-glykosidische Bindung 
verknüpft sind. Dementsprechend kann Cellulose auch als das syndiotaktische 
Polyacetal der Glucose bezeichnet und die allgemeine Summenformel entspre-
chend als C6PH10P+2O5P+1 ≈ (C6H10O5)P angegeben werden. P steht hierbei für den 
Polymerisationsgrad, der abhängig von der Herkunft und Bearbeitung der Cellulo-
se stark schwankt.  
Die Nachhaltigkeit des Rohstoffes ist in der industriellen Nutzung der Cellulose 
zweifelsohne von sehr großer Bedeutung. Mit einer Biosyntheserate von ca. 
180·109 t/a [1] gehört Cellulose zu den nachwachsenden Rohstoffen, die bei be-
sonnener Nutzung nicht verbraucht werden können. Hauptquellen zur Gewinnung 
von Cellulose sind Holz und Baumwolle. Der größte Teil der industriell genutzten 
Cellulose, sowohl aus Holz als auch aus Baumwolle, wird zur Produktion von 
Papier, Pappe oder Textilien eingesetzt. Ein deutlich geringerer Teil findet Ver-
wendung zur Produktion von Cellulose-Chemiefasern [2]. Die jährliche Produkti-
on von Cellulose-Chemiefasern oder Regeneratcellulose liegt bei ca. 3.25·106 t 
[1].  
Ein wesentlicher Prozeßschritt in der Produktion von Cellulose-Chemiefasern ist 
das Auflösen der Roh-Cellulose zur Herstellung der Spinnlösung. Die konventio-
nellen Verfahren – Viskose-Verfahren und Cuoxam-Verfahren – setzen zu diesem 
Zweck die stark umweltgefährdenden Lösungsmittel Schwefelkohlenstoff (CS2) 
bzw. Cuoxam ([Cu(NH3)4](OH)2) ein. Seit der Entdeckung der aliphatischen A-
min-N-oxide als Cellulose-Lösungsmittel Anfang der achtziger Jahre des letzten 
Jahrhunderts und der Entwicklung des Lyocell-Prozesses steht ein umweltfreund-
liches Verfahren zur industriellen Verarbeitung von Cellulose zur Verfügung. 
Dabei wird die Roh-Cellulose in einer Schmelze des Monohydrats des N-
Methylmorpholin-N-oxids (NMMO) gelöst. Die dabei entstandene hochviskose 
Lösung wird durch Düsen gepresst, in einem Luftspalt verzogen und in Wasser 
Einleitung  7 
bzw. einer verdünnten wäßrigen Lösung von NMMO ausgefällt. Durch Abdestil-
lieren des Exzess-Wassers aus der Fällbad-Lösung kann das Lösemittel zu einem 
Anteil von 99.7% zurückgewonnen werden [3]. Der nicht zurückgewinnbare An-
teil kann in entsprechend ausgerüsteten Kläranlagen biologisch abgebaut werden. 
Die Eigenschaften der mit diesem Prozeß produzierten Fasern unterscheiden sich 
erheblich von denen herkömmlicher Regeneratfasern. Verglichen mit Viskose 
besitzen sie eine höhere Kristallinität, größere Kristallitgrößen sowie eine höhere 
Ordnung in den amorphen Bereichen. Allerdings tendieren die Fasern stärker zur 
Fibrillierung, was jedoch durch eine geeignete Nachbearbeitung verhindert wer-
den kann [1]. 
Es können jedoch nicht alle aliphatischen Amin-N-oxide im Lyocell-Prozeß ein-
gesetzt werden. Das Lösevermögen für Cellulose innerhalb der homologen Reihe 
der aliphatischen Amin-N-oxide schwankt sehr stark. Strukturell und chemisch 
sehr ähnliche Amin-N-oxide und selbst direkte Nachbarn innerhalb der homolo-
gen Reihe können Löse- bzw. Nichtlösemittel für Cellulose sein (siehe Abbildung 
1.1). Bislang konnte keine Erklärung für das sehr unterschiedliche Lösevermögen 
für Cellulose in verschiedenen aliphatischen Amin-N-oxiden gefunden werden, 
obwohl in der Literatur eine Reihe von experimentellen und quantenchemischen 
Untersuchungen bekannt sind, die darauf abzielen, geeignete molekulare Parame-
ter zur Erklärung des Lösevermögens zu ermitteln [4-40]. Das grundlegende Kon-
zept einer auf molekularen Parametern basierten Klassifizierung ist in Abbildung 
1.2 schematisch dargestellt. In beiden Teilen der Abbildung sind jeweils zwei 
willkürlich gewählte molekulare Parameter der untersuchten Moleküle gegenein-
ander aufgetragen. Die zu untersuchende Moleküleigenschaft wie zum Beispiel 
das Lösevermögen bzw. Nichtlösevermögen für Cellulose ist durch ausgefüllte 
bzw. nicht ausgefüllte Kreise symbolisiert. Während in Abbildung 1.2 A keine 
Korrelation der zu untersuchenden Moleküleigenschaft mit den beiden gewählten 
molekularen Parametern zu erkennen ist, finden sich die Lösungsmittel in 
Abbildung 1.2 B innerhalb eines Clusters.  
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TMAO (-) TEAO (-)
TPAO (-)
DMEAO (-) DMEOAO (+)
DMPAO (-) DMBAO (+)
NMMO (+) NEMO (-)  
Abbildung 1.1: Vertreter aliphatischer Amin-N-oxide und ihr Lösevermögen gegenüber Cellulo-
se: (+) löst Cellulose, (-) löst Cellulose nicht. TMAO: N,N,N-Trimethylamin-N-oxid (-), TEAO: 
N,N,N-Triethylaminoxid (-), TPAO: N,N,N-Tripropylaminoxid (-), DMEAO: N,N-
Dimethylethylamin-N-oxid (-), DMEOAO: N,N-Diemethylethanolamin-N-oxid (+), DMPAO: 
N,N-Dimethylpropylamin-N-oxid (-), DMBAO: N,N-Dimethylbutylamin-N-oxid (+), NMMO: N-
Methylmorpholin-N-oxid (+), NEMO: N-Ethylmorpholin-N-oxid (-) 
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Die molekulare Eigenschaft, z.B. das Lösevermögen für Cellulose, steht demnach 
in einer Beziehung zu den ausgewählten molekularen Parametern. Im Fall der 
aliphatischen Amin-N-oxide konnte keine Beziehung des in Abbildung 1.2 B 
wiedergegebenen Typs gefunden werden. 
 
Abbildung 1.2: Schematische Darstellung der Klassifizierung einer Moleküleigenschaft auf 
Basis molekularer Parameter. Aufgetragen sind zwei willkürlich gewählte molekulare Parameter 
P1 und P2 sowie eine binäre Eigenschaft der jeweiligen Moleküle (ausgefüllte und nicht ausgefüllte 
Kreise). A Eine Beziehung zwischen der untersuchten Moleküleigenschaft und den aufgetragenen 
molekularen Parametern ist nicht zu erkennen. B Zwischen den aufgetragenen molekularen Para-
metern und der untersuchten Moleküleigenschaft besteht eine Beziehung. Die Moleküle einer 
Eigenschaft sind innerhalb eines Clusters zu finden.  
Als eine mögliche Ursache für das abweichende Löseverhalten der aliphatischen 
Amin-N-oxide wird die unterschiedliche Ausbildung von Solvens-Solvens- bzw. 
Solvens-Solvat-Aggregaten diskutiert [4]. Hierbei handelt es sich jedoch nicht um 
eine individuelle Moleküleigenschaften, sondern um einen kooperativen Effekt 
innerhalb des Molekülverbandes. 
Ziel dieser Arbeit war es mittels der Methode der molekulardynamischen Simula-
tion das Löseverhalten von Cellulose in aliphatischen Amin-N-oxiden zu untersu-
chen. Um Unterschiede in der Ausbildung verschiedener Solvens-Solvens- bzw. 
Solvens-Solvat-Aggregate zu erkennen, wurde ein System mit dem Cellulose-
Lösemittel NMMO und ein System mit dem Cellulose nicht lösenden N,N,N-




Einleitung  10 
Die Auswahl des geeigneten Kraftfeldes sowie des geeigneten Modellsystems ist 
von grundlegender Bedeutung für die molekulardynamische Simulation. Für die 
Simulation der aliphatischen Amin-N-oxide wurde ein von Kast et al. eigens für 
aliphatische Amin-N-oxide entwickeltes Kraftfeld eingesetzt. Für die Simulation 
der Cellulose wurde ein von Reiling et al. entwickeltes Kohlenhydrat-Kraftfeld 
verwendet. Die Eignung des Kohlenhydrat-Kraftfeldes sowie des Cellulose-
Modellsystems wurde durch die Simulation kristalliner Cellulose überprüft. Die 
vorliegende Arbeit gliedert sich daher wie folgt: In Kapitel 2 folgt eine kurze Be-
schreibung der eingesetzten Simulations- und Analyseverfahren. Kapitel 3 gibt 
eine Übersicht über die durchgeführten Simulationen kristalliner Cellulose zur 
Überprüfung des eingesetzten Kraftfeldes und des Cellulose-Modells. Die Simula-
tionen zur Untersuchung des Löseverhaltens von Cellulose in aliphatischen Amin-
N-oxiden sind in Kapitel 4 wiedergegeben. Kapitel 5 umfaßt die abschließende 
Diskussion der Simulationsergebnisse.  
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2 Molekulardynamische Simulationen 
2.1 Die Integration der Newtonschen Bewegungsgleichung 
In der Molekulardynamik-Simulation [41] wird das Verhalten eines Systems auf 
der Basis der klassischen Mechanik beschrieben, indem die gekoppelten Newton-
schen Bewegungsgleichungen für jedes Kraftzentrum numerisch integriert wer-
den. 
 )()( tmt iii rF &&=  (2.1) 
Fi = Kraft auf Teilchen i, mi = Masse des Teilchens i, ir&&  = Beschleunigung des Teilchens i, t = 
Zeitpunkt t 
 
Die Bewegung der Teilchen wird zu diesem Zweck zeitlich diskretisiert, wobei 
die Berechnung der Ortskoordinaten ri zu einem bestimmten Zeitpunkt aus der 
Kenntnis der Orte, Geschwindigkeiten und Kräfte zu vorgegebenen Zeitpunkten 
in der Vergangenheit erfolgt. 
 
Ein sehr häufig eingesetztes Verfahren zur Integration ist der Verlet-Algorithmus 
[42], der auf einer Taylorreihenentwicklung an der Stelle r(t) basiert. Dabei wer-
den nur Terme maximal kubischer Ordnung berücksichtigt, Terme höherer Ord-
nung werden vernachlässigt. Unter dieser Voraussetzung ergibt sich bezüglich der 
Zeitschrittlänge ∆t für r(t + ∆t): 
 
 2)()()(2)( ttttttt ∆+∆−−=∆+ rrrr &&  (2.2) 
 
Aus mehreren Gründen hat der Verlet-Algorithmus weite Verbreitung gefunden; 
es ist nicht notwendig, Geschwindigkeiten zur Ermittlung der neuen Ortspositio-
nen zu berechnen, das Verfahren ist zeitreversibel und die Energiestabilität ist 
auch bei der Wahl relativ großer Zeitschrittlängen gegeben. Nicht zuletzt handelt 
es sich beim Verlet-Algorithmus um einen sogenannten symplektischen Integrator 
[41].  
Die Ermittlung der Geschwindigkeit v(t) der Teilchen zum Zeitpunkt t erfolgt 
nachträglich mit: 






)()()()( rrvr&  (2.3) 
2.2 Kraftfelder 
Die Kräfte Fi(t) für die Integration der Bewegungsgleichung sind aus der Ablei-















∂−=  (2.4) 
 
Das benötigte Vielteilchenpotential V wird für die Computersimulation durch eine 
Summe von Wechselwirkungsenergien, die jeweils nur von wenigen Kraftzentren 
abhängen, angenähert: 
 




),,,(),,(),( rrrrrrrrr  (2.5) 
 
Die Gesamtheit der Potentialterme wird als Kraftfeld bezeichnet.  
 
Die Kennzeichnung der verschiedenen Potentialterme nach intramolekular und 
intermolekular, wie sie oft vorgenommen wird, entspricht dabei nicht einer strik-
ten Unterscheidung von Wechselwirkungen zwischen Atomen innerhalb eines 
Moleküls bzw. Atomen zweier verschiedener Moleküle: Wechselwirkungen zwi-
schen Atomen innerhalb eines Moleküls, die durch mehr als drei Bindungen ge-
trennt sind, werden durch die gleichen Potentialtypen beschrieben, die auch für 
intermolekulare Wechselwirkungen verwendet werden. 
2.2.1 Potentialtypen zur Beschreibung intermolekularer Wechselwirkungen 
Intermolekulare Wechselwirkungen werden zumeist durch Zwei-Körper-Terme 
beschrieben, die nur vom Abstand rij zwischen zwei Kraftzentren abhängen. Diese 
können in zwei Kategorien aufgeteilt werden: Kurz- und langreichweitige Kräfte. 
 
Zu den kurzreichweitigen Wechselwirkungen gehören die Van-der-Waalsschen 
Dispersionswechselwirkungen und die repulsiven Wechselwirkungen zwischen 
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den Teilchen.  Zur Beschreibung dieser Terme wird häufig das sogenannte Len-
nard-Jones Potential eingesetzt: 
 ( ) ( )  −= 6124 ijijijij rrijijV σσε  (2.6) 
σij entspricht hierbei dem Nulldurchgang und –εij der Minimumsenergie des Po-
tentials. 
 
Langreichweitige Wechselwirkungen werden üblicherweise durch Coulomb-









πε=  (2.7) 
wobei qi und qj die Ladungen der Teilchen i und j beschreiben und ε0 für die Die-
lektrizitätskonstante steht.  
 
Zur exakten Berechnung der Beiträge dieser Wechselwirkungen muß eine Ewald-
Summation [43] durchgeführt werden. Da dieses Verfahren aber sehr rechenzeit-
intensiv ist, greift man statt dessen häufig darauf zurück, nur diejenigen Wech-
selwirkungen zu berücksichtigen, bei denen der Abstand der Kraftzentren unter 
einem Schwellenwert, den Abschneideradius (cutoff) rcut liegt. Zur Vermeidung 
einer Diskontinuität des Potentials und der Kräfte wird der Verlauf des Potentials 
so modifiziert, daß bei rcut nicht nur das Potential Null wird, sondern auch die Ab-
leitung des Potentials eine Nullstelle aufweist (shifted-force potential) [41]. Die-
ses Verfahren kann sowohl auf Coulomb- als auch auf Lennard-Jones-
Wechselwirkungen angewendet werden. 
2.2.2 Potentialtypen zur Beschreibung intramolekularer Wechselwirkungen 
Intramolekularen Potentialtypen finden Verwendung für Atome innerhalb eines 
Moleküls, die nicht weiter als drei Bindungen voneinander getrennt sind. Bindun-
gen (1,2-WW) und Valenzwinkel (1,3-WW) werden dabei durch harmonische 
Potentiale beschrieben. Zur Beschreibung von Diederwinkeln (1,4-WW) muß auf 
eine Fourierreihenentwicklung zurückgegriffen werden. Die in dieser Arbeit ver-
wendeten intra- und intermolekularen Potentiale des CHARMM-Kraftfeldes sind 
in Abbildung 2.1 wiedergegeben. 
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( )20ααα −= kVang
( )20rrkV rbond −=




























Abbildung 2.1:  CHARMM-Kraftfeld 
2.2.3 Baukastenprinzip des CHARMM-Kraftfeldes 
Die in dieser Arbeit verwendeten Kraftfelder für Kohlenhydrate von Reiling et al. 
[44-46] und für aliphatische Amin-N-oxide von Kast et al. [4, 47, 48] sind in ei-
nem Baukastenprinzip basierend auf dem CHARMM-Kraftfeld aufgebaut. Somit 
können die Potentialparameter für einzelne Verbindungsklassen miteinander 
kombiniert werden, wodurch die Simulation komplexer Systeme ermöglicht wird. 
2.2.4 Periodische Randbedingungen 
In MD-Simulationen mit atomarer Auflösung kann nur eine sehr begrenzte An-
zahl von Kraftzentren (103-105) und damit ein sehr kleiner Ausschnitt des unter-
suchten Systems simuliert werden. Am Rand der Simulationsbox kommt es dabei 
zu Oberflächeneffekten (finite-size effects). Zur Vermeidung dieser Randeffekte 
werden periodische Randbedingungen eingeführt. Dazu wird die Simulationszelle 
durch Translation in alle drei Raumrichtungen vervielfacht. Verläßt nun ein Teil-
chen die Simulationszelle, so tritt es an der gegenüberliegenden Seite der Zelle als 
Bildteilchen wieder ein [41]. Um eine Wechselwirkung eines Teilchens, mit dem 
eigenen Bildteilchen zu vermeiden, darf der cutoff-Radius nicht größer sein als die 
halbe Kantenlänge der Simulationsbox. 
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Abbildung 2.2: Schematische 2D-Darstellung periodischer Randbedingungen. Die Original-
Simulationszelle ist umgeben von virtuellen Bildzellen. Es gilt die minimum-image-convention, 
d.h. es werden die nächsten Real- bzw. Bildteilchen betrachtet (gestrichelt gezeichnete Zelle). Der 
gestrichelt gezeichnete Kreis repräsentiert den cutoff-Radius.   
2.3 Simulationen bei konstanter Temperatur 
Der Verlet-Algorithmus in der unter Abschnitt 2.1 beschriebenen Form führt zu 
Simulationen im mikrokanonischen (NVE) Ensemble, d. h. bei konstanter Teil-
chenzahl N, konstantem Volumen V und konstanter Gesamtenergie E. 
 
Es existieren verschiedene Verfahren, um die Temperatur während der Simulation 
konstant zu halten [41], die sich in deterministische und stochastische Verfahren 
unterteilen lassen. Bei dem in der vorliegenden Arbeit benutzen, von  Kast et al. 
[49] vorgeschlagenen stochastischen Algorithmus, führen die Teilchen Stöße mit 
virtuellen Wärmebadpartikeln durch. Kast et al. konnten zeigen, daß mit dieser 
Methode eine kanonische Verteilung im Orts- und Impulsraum erzeugt wird. 
2.4 Simulationen bei konstantem Druck 
Zur Durchführung von Simulationen unter konstantem Druck existieren ebenfalls 
verschiedene Algorithmen. Standardmäßig eingesetzt werden beispielsweise die 
Algorithmen von Berendsen [50] oder Andersen [51].  
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Im Falle der durchgeführten Kristallsimulationen war es für die Berechnung der 
Young-Moduln notwendig, die Zellparameter bei gegebener Temperatur und ge-
gebenem Druck zu relaxieren. Durch die Definition von Bindungen zwischen Re-
al- und Bildteilchen können jedoch die standardmäßig eingesetzten constant-
pressure-Algorithmen nach Berendsen [50] oder Andersen [51] nicht eingesetzt 
werden, weshalb ein modifizierter Berendsen-constant-pressure-Algorithmus 
nach Reiling et al. [46] zum Einsatz kam. Die Funktionsweise des Algorithmus ist 
wie folgt: 
1) Die Polymerkette wird entlang einer Zellenachse (z.B. der b-Achse) orientiert. 
Diese Zellenachse wiederum wird entlang einer kartesischen Achse (z.B. der 
y-Achse) orientiert. 
2) Die Druckberechnung erfolgt nur für die x- und z-Achsen und es werden nur 
die a- und c-Achsen entsprechend des berechneten Drucks skaliert. Die Zel-
lenwinkel werden dabei konstant gehalten. 
Dieser Algorithmus trägt nur Änderungen des Volumens der Einheitszelle, jedoch 
nicht Änderungen in der Form der Einheitszelle Rechnung. Die Längenänderun-
gen der b-Achse (Faserachse) sollten gegenüber den Änderungen der a- und c-
Achse sehr klein sein, so daß es gerechtfertigt erscheint, die Skalierung der b-
Achse zu vernachlässigen. Dieser modifizierte constant-pressure Algorithmus 
wurde nur zur Äquilibrierung der Simulationszelle während der Berechnung der 
Young-Moduln (siehe Abschnitt 3.5) eingesetzt. Für Simulationen unter NpT-
Bedingungen in flüssiger Phase (siehe Abschnitt 4.1) kam der unmodifizierte Be-
rendsen-Algorithmus [50] zum Einsatz. 
2.5 High Temperature Annealing (HTA) 
In einer HTA [52] wird eine Trajektorie des Simulationssystems bei einer, gegen-
über der Zimmertemperatur, stark erhöhten Temperatur simuliert. Dadurch wird 
es möglich, Barrieren auf der Energiehyperfläche zu überschreiten. In regelmäßi-
gen Zeitabständen wird die gerade vorliegende Konfiguration auf Zimmertempe-
ratur abgekühlt und zur Relaxation einige Zeit bei Zimmertemperatur simuliert. 
Im Anschluß daran erfolgt eine Energieminimierung durch schnelles Abkühlen 
auf T = 0 K (rapid quenching). Bei unendlicher Wiederholung dieser Prozedur 
wäre es somit möglich, das globale Minimum auf der Energiehyperfläche aufzu-
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finden und die energetisch günstigste Konfiguration des Simulationssystems zu 
bestimmen.  
 
2.6 Analyse der Simulationsergebnisse 
2.6.1 Radiale Paarverteilungsfunktionen 
Radiale Paarverteilungsfunktionen (g-Funktionen) beschreiben die relative Ab-
weichung der lokalen Dichte bezogen auf die bulk-Dichte des Mediums. Die 












, ρ=  (2.8) 
mit 
 ))(()( 3334 rrrrV −∆+= π  (2.9) 
nij(r): Anzahl der Teilchen des Kraftzentrumtyps j, in der Kugelschale r+∆r des Volumens V(r) um 
Teilchen des Kraftzentrumtyps i, ρij: Teilchendichte in der Bulk-Phase  
Die beiden betrachteten Teilchen können, müssen jedoch nicht von verschiedenen 
Typen sein. Die radiale Paarverteilungsfunktion liefert Informationen zum struk-
turellen Aufbau der fluiden Phase. Sind mehrere Moleküle eines Typs vorhanden, 
wird die g-Funktion für jedes Molekül berechnet und anschließend für alle Mole-
küle gemittelt. 
2.6.2 Wasserstoffbrückenbindungen 
Zur Detektion einer Wasserstoffbrückenbindung (WBB) wurde ein geometrisches 
Maß nach Heinzinger und Pálinkás [53] benutzt. Danach liegt eine Wasserstoff-
brückenbindung vor, wenn der intermolekulare Heteroatom-Heteroatomabstand 
kleiner oder gleich 3.35 Å ist und der Winkel zwischen dem Heteroatom-
Heterotaom-Vektor und dem intermolekularen Heteroatom-Wasserstoffatom-
Vektor weniger als 20° beträgt. 
 









Abbildung 2.3: Schematische Darstellung der Geometrie einer Wasserstoffbrückenbindung nach 
Heinzinger und Pálinkás [53]. 
 
2.6.3 Selbstdiffusionskoeffizienten 
Selbstdiffusionskoeffizienten können aus Simulationsdaten über die mittleren 
Verschiebungsquadrate mittels der Einstein-Relation 
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3 Kristalline Cellulose 
Die Kristallstruktur von Cellulose ist bis heute nicht vollständig aufgeklärt. Als 
sicher geklärt gilt die Struktur von Cellulose I. Sie liegt in zwei Modifikationen, 
Cellulose Iα und Cellulose Iβ, vor. Die beiden Modifikationen unterscheiden sich 
in ihren Kristallparametern. Während Cellulose Iα eine trikline Einheitszelle mit 
einer Cellulosekette aufweist, liegt für Cellulose Iβ eine monokline Einheitszelle 
mit zwei Celluloseketten, die parallel zueinander angeordnet sind, vor. Die Struk-
tur von Cellulose II (mercerisierte bzw. regenerierte Cellulose) konnte jedoch 
nicht endgültig aufgeklärt werden. Bekannt sind die Kristallparameter, es handelt 
sich, wie im Falle von Cellulose Iβ, um eine monokline Einheitszelle mit zwei 
Celluloseketten. Die Orientierung der Ketten ist jedoch strittig. Entsprechend der 
Anisotropie der Celluloseprimärstruktur ist sowohl eine parallele als auch eine 
antiparallele Orientierung der beiden Celluloseketten in der Einheitszelle zueinan-
der denkbar. Während der überwiegende Anteil der Autoren eine antiparallele 
Kettenorientierung präferiert, favorisieren einige Autoren die parallele Kettenori-
entierung. Es ist aufgrund des untrennbaren Nebeneinanders kristalliner und a-
morpher Bereiche nicht möglich die Struktur von Cellulose II eindeutig aufzuklä-
ren. Weder die Röntgenstrukturanalyse [54-57], noch alternative Verfahren wie 
beispielsweise Packungsanalysen [58, 59] konnten eindeutig zugunsten eines der 
beiden Modelle entscheiden. Obwohl die antiparallele Stranganordnung energe-
tisch etwas günstiger sein sollte, ist es schwer vorstellbar, daß während der Mer-
cerisierung, einem Quellprozess, jede zweite Cellulosekette im Kristall ihre Ori-
entierung ändert. 
Mit der MD-Simulation bietet sich die Möglichkeit der Simulation eines unend-
lich ausgedehnten, idealen Kristalls und damit eine geeignete Methode zur Unter-
suchung dieser Fragestellung. Von Reiling et al.  [44-46] wurde ein Kraftfeld zur 
Simulation von Kohlenhydraten auf der Basis eines bereits bestehenden Kraftfel-
des (CHARMM) entwickelt. Simulationen der Kristallmodifikationen Cellulose 
Iα und Iβ haben die experimentellen Kristallparameter hervorragend wiedergege-
ben. 
Reiling et al. [46] ist es gelungen, ein Modell für Cellulose II mit paralleler Ket-
tenorientierung abzuleiten. Die Berechnung des Elastizitätsmoduls in Faserrich-
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tung (Young-Modul) ergab für dieses Modell einen Wert von 83 GPa und reprä-
sentiert somit den Bereich der experimentellen Werte von 70-90 GPa in sehr guter 
Weise. Reiling et al. schließen daraus, daß Cellulose II, wie sie aus der Merceri-
sierung hervorgeht, in paralleler Kettenorientierung vorliegt. Der Übergang von 
Cellulose I nach Cellulose II wird mit einer leichten Änderung der Kristallpara-
meter und einer Änderung der sogenannten exozyklischen Torsionen der Cellulo-
se erklärt. 
Ziel der Untersuchungen an kristalliner Cellulose war es, die Eignung des Koh-
lenhydrat-Kraftfeldes zur Simulation von Cellulose abschließend zu überprüfen. 
Zu diesem Zweck wurde ein Modell von Cellulose II mit antiparalleler Kettenori-
entierung aufgebaut und simuliert. Um den Vergleich mit den Ergebnissen von 
Reiling et al. [46] für Cellulose II mit paralleler Kettenorientierung zu ermögli-
chen, wurden die Simulationen und Ergebnisauswertungen analog zur Arbeit von 
Reiling et al. [46] durchgeführt. 
3.1 Modell 
Für die Kristallsimulation wurde die Einheitszelle, entsprechend der Translations-
vektoren der Einheitszelle, von Bildteilchen umgeben. Als Einheitszelle wurde die 
asymmetrische Einheit des Cellulose-Kristalls, bestehend aus zwei Cellobiose-
Einheiten, gewählt (siehe Abbildung 3.1). Um eine unendlich ausgedehnte Poly-
merkette zu simulieren wurden Bindungen zwischen Realteilchen und Bildteil-
chen über die Begrenzungen der Simulationsbox hinweg definiert. Als Abschnei-
de-(cutoff-)Radius wurde ein Radius von 13 Å gewählt. 
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Der Modellaufbau für das antiparallele Cellulose-II-Modell erfolgte in der von 
Reiling et al. [46] beschriebenen Art und Weise. Als Ausgangsstruktur diente die 
von Kolpack et al. [54] veröffentlichte, experimentell ermittelte Kristallstruktur.  
Die fehlenden Wasserstoffatome wurden gemäß der Standardwerte für interne 
Koordinaten des CHARMM-Kraftfeldes an die freien Valenzen der Cellulose-
Moleküle addiert.  
 
3.3 High Temperature Annealing 
Im Anschluß an den Modellaufbau sowie die Addition der Wasserstoffpositionen 
wurde mit unveränderten Kristallparametern ein sogenanntes High Temperature 
Annealing (HTA) [52] durchgeführt. 
 
Für das antiparallele Cellulose-II-Modell wurde gemäß dem Vorgehen von Rei-
ling et al. [46] ebenfalls eine Trajektorie bei T = 800 K berechnet. Die Abkühlung 
der gerade vorliegenden Konformation erfolgte alle 1500 fs. Die Simulationszeit 
bei Zimmertemperatur betrug 4500 fs, mit anschließender Energieminimierung im 
CHARMM-Programm. 
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Nach 1000 HTA-Zyklen ergaben sich ca. 700 verschiedene Konformationen. Das 
globale Minimum der durchgeführten HTA repräsentiert eine Konformation in der 
beide Stränge eine gt-Konformation an den exocyclischen Torsionen besitzen.  
 
3.4 Optimierung der Zellparameter 
Neben der Optimierung der Atompositionen sollte auch eine Optimierung der 
Kristallparameter durchgeführt werden. Im Programmpaket CHARMM ist eine 
solche Geometrieoptimierung in Kristallen, bei der sowohl die Parameter der Kri-
stallzelle als auch die Atompositionen optimiert werden, möglich. Der in 
CHARMM implementierte Algorithmus konnte jedoch nicht genutzt werden, da 
Bindungen zwischen Real- und Bildteilchen mit diesem Algorithmus nicht hand-
habbar sind. Aus diesem Grund musste auf eine alternative Methode zurückge-
griffen werden.  
1) Die a-, b- und c-Achse der Einheitszelle wurden in Schritten von 0.03 Å bei 
konstanten Zellwinkeln variiert. Nach jeder Längenänderung wurde eine Op-
timierung der Atompositionen in der Einheitszelle vorgenommen und für die 
resultierende Anordnung die Energie berechnet. Die Änderung der Achsen-
längen wurde so lange durchgeführt, bis bezüglich der Achsenlängen ein E-
nergieminimum gefunden wurde. 
2) Im Anschluß an Schritt 1 wurden die nicht-rechtwinkligen Winkel in Schritten 
von 0.5° variiert, wobei die Achsenlängen konstant gehalten wurden. Nach je-
der Winkeländerung wurde wiederum eine Optimierung der Atompositionen 
und eine Energieberechnung der resultierenden Anordnung durchgeführt. Mit 
der Variation der Winkel wurde so lange fortgefahren bis ein Energiemini-
mum bezüglich der Kristallzellenwinkel gefunden war. Anschließend wurde 
wieder mit Schritt 1 begonnen. 
Die beschriebene Prozedur wurde solange wiederholt bis keine Änderungen der 
Energie innerhalb der gegebenen Schrittweiten mehr auftraten, d.h. die Ergebnisse 
der Prozedur innerhalb einer Toleranz von 0.03 Å für die Achsenlängen und 0.5° 
für die Zellenwinkel konsistent waren. 
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Die Zellparameter, wie sie die Optimierung der Kristallzelle ergeben, liegen sehr 
nahe an den experimentellen Werten für Cellulose II (Tabelle 3.2). Die mittlere 
potentielle Energie dieses antiparallelen Konformeres beträgt 94.98 kJ/mol pro 
Monomer und ist damit um 15.9 kJ/mol pro Monomer günstiger als das parallele 
Konformer (110.88 kJ/mol pro Monomer [46]). 
 
3.5 Bestimmung des Elastizitätsmodul in Faserrichtung (Young-Modul) 
Der Young-Modul ist definiert als die Proportionalitätskonstante zwischen der 







∆=  (3.1) 
F: angelegte Kraft, A: Querschnittsfläche, ∆l: Elongation, l: Länge, EY: Young-
Modul 
Der Young-Modul wurde nach Kroon-Batenburg [60] in der folgenden Weise 
bestimmt: Die mit der Richtung der Faserachse zusammenfallende Achse der Ein-
heitszelle wurde in Schritten zu jeweils 0.3 Å elongiert. Nach jedem Elongati-
onsschritt schloß sich eine Geometrieoptimierung zur Bestimmung des Young-
Moduls bei T = 0 K bzw. eine MD-Simulation (tÄquilibrierung = 10 ps, tSimulation = 30 
ps, T = 300 K) zur Bestimmung des Young-Moduls bei T = 300 K an.  
Die sich aus der Geometrieoptimierung bzw. der MD-Simulation ergebende mitt-
lere potentielle Energie wurde gegen die Länge der Zellachse aufgetragen. Nimmt 
man an, daß sich das System wie ein harmonisches Pendel verhält kann ein har-
monisches Potential an die Meßwerte angepasst werden. Aus diesem kann dann 
mit den Gleichungen des harmonischen Pendels die Kraftkonstante, bzw. die 
Kraft bestimmt werden, die für die Auslenkung notwendig war. Durch Einsetzen 






∆=  (3.1) kann dann der Elastizitätsmodul 
(Tabelle 3.1) berechnet werden. 
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9.03 10.34 8.02 115.3 71 0 94.98  
9.01 10.34 7.92 115.3 59 300 - 
 
3.6 Ergebnisdiskussion 
Im antiparallelen Startkonformer zeigen die sogenannten exocyclischen Torsionen 
(O5-C5-C6-O6) alternierend trans- und gauche-Konformation. Das energetisch 
günstigste Konformer aus dem High Temperature Annealing weist jedoch an allen 
exocyclischen Torsionen gauche-Konformationen auf, was in Einklang mit den 
Ergebnissen von Reiling et al. [46] für das parallele Modell steht.  









Autor Methode Temp. 
[K] 
Orientierung
9.09 10.31 7.96 117.3 Stipanovic et al. [56] X-Ray - - 
8.99 10.36 8.02 116.6 Kolpack et al. [54] X-Ray - - 
9.04 10.36 8.01 117.1 Kolpack et al. [55] X-Ray - - 
9.08 10.34 7.92 117.3 Marchessault et al. [58] Packing - - 
18.43 10.23 16.29 121.6 Simon et al. [59] Packing - - 
9.08 10.34 7.92 117.3 Wellard [57] X-Ray - - 
9.06 10.34 8.14 114.0 Reiling et al. [46] MD 0 parallel 
8.92 10.34 8.25 114.0 Reiling et al. [46] MD 300 parallel 
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9.03 10.34 8.02 115.3 MD 0 antiparallel 
9.01 10.34 7.92 115.3 MD 300 antiparallel 
 
Die optimierten Kristallparameter für das antiparallele Cellulose II Modell liegen 
sehr nahe an den veröffentlichten experimentell und theoretisch bestimmten Wer-
ten (Tabelle 3.2 und Tabelle 3.3). Wie erwartet besitzt das antiparallele Cellulo-
se II Modell mit 94.48 kJ/mol eine geringfügig günstigere potentielle Energie als 
das parallele Cellulose II Modell mit 110.88 kJ/mol [46]. Die Energiewerte bezie-
hen sich jeweils auf das Monomer.    
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Abbildung 3.2: Kristallpackung von Cellulose II parallel [46]. Die Einheitszelle ist eingezeich-
net. 
Für den Young-Modul des antiparallelen Konformers ergibt sich ein Wert von 
71 GPa (T = 0 K) bzw. 59 GPa (T = 300 K). Der theoretische Young-Modul für 
antiparallele Cellulose II liegt damit weit außerhalb des experimentellen Wertebe-
reichs von 70 – 90 GPa [61]. Der theoretische Young-Modul für das parallele 
Modell trifft mit 83 GPa [46] hingegen genau den experimentellen Wertebereich. 
Ein analoges Bild ergibt sich auch beim Vergleich der theoretischen Nullpunkts-
Young-Moduln (Young-Modul bei T = 0 K) der beiden Modelle (Tabelle 3.5). Es 
ist zu erwarten, daß der Nullpunkts-Young-Modul drastisch oberhalb des Young-
Moduls bei T = 300 K angesiedelt ist. Für das parallele Modell ist dies mit 
168 GPa [46] auch der Fall, während sich für das antiparallele Modell dieser Wert 
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nur zu 71 GPa ergibt, was gerade die unterste Grenze des experimentellen Werte-
bereichs repräsentiert.  Auch die relative Erhöhung des Moduls um nur ca. 20 % 
fällt deutlich niedriger aus als für das parallele Modell, bei dem die Erhöhung ca. 
96% beträgt. 
 
Abbildung 3.3: Kristallpackung von Cellulose II antiparallel. Die Einheitszelle ist eingezeichnet. 
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Tabelle 3.4: Übersicht über experimentell ermittelte und berechnete Young-Moduln von Cellulo-
se II. 
Orientierung Temp. [K] EY [GPa] rel. Epot Methode 
 300 70-90  experimentell
Parallel [46] 0 168 15.9 MD 
Parallel [46] 300 83  MD 
Antiparallel 0 71 0.0 MD 
Antiparallel 300 59  MD 
 
Entsprechend der Bestimmung des Young-Moduls, dem Elastizitätsmodul in Fa-
serrichtung, wurden auch die Elastizitätsmoduln entlang der beiden verbleibenden 
Kristallachsen berechnet. Die Ergebnisse zeigen hier jedoch keine signifikanten 
Unterschiede zwischen der parallelen und der antiparallelen Strangorientierung 
der Cellulose II (Tabelle 3.5).  
Tabelle 3.5: Übersicht über die berechneten Elastizitätsmoduln für Cellulose II entlang der Kris-
tallachsen a und c. 
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Aus diesen Ergebnissen können folgende Schlüsse gezogen werden: 
1) Die Cellulosestränge sind in der energetisch günstigsten Form von Cellulose II 
antiparallel orientiert. 
2) Die parallele Strangorientierung [46] ist in einem lokalen Minimum 
(∆Erel = 15.9 kJ/mol) der Energiehyperfläche gefangen. 
3) Der berechnete Young-Modul, entlang der Faserachse, für die parallele 
Strangorientierung repräsentiert in hervorragender Weise die experimentellen 
Ergebnisse, während der berechnete Young-Modul für die antiparallele 
Strangorientierung weit außerhalb der experimentellen Fehlergrenzen liegt. 
Die vorliegenden Untersuchungen legen den Schluß nahe, daß Cellulose II, wie 
sie aus dem Mercerisierungsprozeß hervorgeht in paralleler Strangorientierung 
vorliegt. Das Postulat paralleler Cellulose II von Reiling et al. [46] konnte somit 
verifiziert werden. Der Übergang von Cellulose I ? Cellulose II im Mercerisie-
rungsprozeß kann gemäß Reiling et al. mit einer Umlagerung der exocyclischen 
Torsionen von trans nach gauche und der damit verbundenen Änderung in der 
Kristallpackung erklärt werden. Mit diesem Modell ist es möglich auch den Über-
gang von Cellulose I ? Cellulose II im Mercerisierungsprozeß, bei dem Cellulose 
nicht gelöst, sondern nur gequollen wird, zu erklären. 
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4 Cellulose in Lösung 
4.1 Modell 
4.1.1 Modellaufbau 
Alle Simulationen wurden mit dem in der Arbeitsgruppe Brickmann entwickelten 
MD-Programm durchgeführt. Als Kraftfelder wurden das von Reiling et al. [44-
46] entwickelte, auf CHARMM basierende Kohlenhydratkraftfeld sowie das von 
Kast et al. [47] entwickelte, ebenfalls CHARMM-basierte Kraftfeld für aliphati-
sche Amin-N-oxide verwendet. 
Für alle Simulationssysteme wurde eine Simulationsbox, bestehend aus einem 
Molekül Cellohexaose umgeben von einer äquimolaren Mischung aus aliphati-
schem Amin-N-oxid und Wasser, gewählt [63].Zur Vermeidung von Randeffek-
ten wurde die Simulationen wurden unter periodischen Randbedingungen durch-
geführt. Der Abschneide-Radius (cutoff) betrug 13 Å bei Verwendung des 
CHARMM-shifted-force Potentials. 
Zum Modellaufbau wurde in einer bereits äquilibrierten Simulationsbox einer 
äquimolaren Mischung aus N-Oxid und Wasser[48], eine Kavität erzeugt, indem 
die gleiche Anzahl Wasser- und N-Oxidmoleküle entfernt wurden. In diese Box 
wurde dann ein Cellohexaosemolekül, das ebenfalls bereits in einer Cellohexao-
se/Wasserbox äquilibriert wurde eingefügt. Im Anschluß daran wurde die so er-
zeugte Simulationsbox unter NpT-Bedingungen, d.h. bei konstanter Teilchenzahl, 
konstantem Druck sowie konstanter Temperatur äquilibriert. Die Äquilibrierung 
wurde solange durchgeführt, bis die gemittelte Dichte sowie die mittlere Gesamt-
energie des Systems konstant waren. Der Simulationszeitschritt wurde für alle 
Simulationen zu ∆t = 1⋅10-15 s (1 fs) gewählt, Der Druck wurde konstant auf 
p = 1 bar gehalten. 
Der technische Lyocell-Prozeß wird bei einer Prozeßtemperatur von ca. 100° C 
durchgeführt. Um mit der Simulation möglichst nahe am Prozeß zu bleiben, wur-
de die Simulationstemperatur der NMMO-Systeme auf eine Temperatur von 
T ≈ 370 K eingestellt und konstant gehalten. Der Schmelzpunkt von NMMO·H2O 
ist von Chanzy et al. [64] mit 72° C (345.15 K) angegeben. Der Schmelzpunkt 
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von TMAO-Monohydrat ist bei Hattori [65] zu 201° C (474.15 K) angegeben. Da 
TMAO-Monohydrat extrem hygroskopisch ist, ist nicht anzunehmen, daß der ge-
messene Schmelzpunkt dem tatsächlichen Schmelzpunkt des Monohydrats ent-
spricht. Der Schmelzpunkt des Monohydrats kann etwas höher angenommen wer-
den. Kast [47] schätzt aus MD-Simulationen zur Schmelzpunktbestimmung, den 
Schmelzpunkt von TMAO·H2O zu 505 K ab. Um die Ergebnisse der TMAO- und 
NMMO-Simulationen vergleichen zu können, wurde die Simulationstemperatur 
der TMAO-Systeme auf T  ≈ 530 K eingestellt. Dies entspricht etwa gleicher Dif-
ferenz (20 – 30 K) zwischen Simulations- und Schmelztemperatur in beiden Sys-
temen. Im Falle des TMAO-Systems darf die Simulationstemperatur nicht wesent-
lich höher gewählt werden, da sonst eine Verdampfung des Wassers, in der Aus-
bildung von Hohlräumen und Phasentrennung, selbst im geschlossenen System zu 
beobachten ist. 
4.1.2 Systeme 
Die genauen Systemtemperaturen sowie weitere Simulationsdetails sind in 
Tabelle 4.1 wiedergegeben. 
Tabelle 4.1: Übersicht über die Simulationssysteme 
Systemnummer 1 2 3 4 
Name CTW CTW CNW CNW 
Modell RIGID FLEXIBEL RIGID FLEXIBEL 
Cellohexaose-
Moleküle 










H2O-moleküle 581 581 514 514 
Temp. [K] 530 530 365 365 
Äquilibrierung [ps] 42 51 74 74 
Sampling [ps] 95 717 270 310 
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Die Bezeichnung „rigid“ in den Systemen 1 und 3 bedeutet, daß alle intramoleku-
laren Freiheitsgrade des N-Oxids, mit Ausnahme der Torsionen der Methylgrup-
pen, eingefroren wurden, während die Bezeichnung „flexibel“ (Systeme 2 und 4) 
bedeutet, daß keine constraints auf die Freiheitsgrade angewendet wurden. 
Für die Modellierung der Wassermoleküle wurde das rigide TIP3P-Modell [66, 
67] benutzt. Cellohexaose wurde in allen Systemen vollflexibel behandelt. 
4.2 Radiale Paarverteilungsfunktionen 
Im Falle der Cellohexaose, in der in einem Molekül mehrere gleichartige Atome 
vorliegen, wurden die radialen Paarverteilungsfunktionen wie unter Abschnitt 
2.6.1 beschrieben für jedes Atom berechnet und anschließend gemittelt. Um arti-
fizielle Effekte, die durch das Kettenende herrühren zu vermeiden, wurden für die 
Berechnung jedoch nur der 2., 3., 4. und 5. Ring der Cellohexaose berücksichtigt. 
Die Normierung der g-Funktionen erfolgt entsprechend in jedem evaluierten Zeit-


















Abbildung 4.1: Bezeichnung der Atome in den einzelnen Molekülen 
Interessant sind die g-Funktionen zwischen den verschiedenen Sauerstoffatomen 
der Cellohexaose (O1, O2/O3, O5 und O6) und den umgebenden Lösungsmittel-
molekülen. Es wurden die Verteilungsfunktionen der Atome in den funktionellen 
N-Oxidgruppen (O1 und N, sowie bei NMMO zusätzlich O2) und des Wassers 
(O) um die genannten Sauerstoffatome berechnet. Aufgrund der ähnlichen chemi-
schen Umgebung der Sauerstoffatome O2 und O3 der Cellohexaose wurden diese 
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als identischer Typ behandelt und die Verteilungsfunktionen dieser Zentren ent-
sprechend gemittelt. 
4.2.1 Cellohexaose – TMAO – Wasser rigid und flexibel (System Nr. 1 und 
System Nr. 2) 
Auf den ersten Blick sind keine großen Unterschiede in den korrespondierenden 
g-Funktionen des teilstarren und des vollflexiblen TMAO-Modells zu erkennen. 
Cellulose in Lösung  34 











 O5(Cellohexaose) - O(H2O)
 O5(Cellohexaose) - O(TMAO)




Abbildung 4.2: g-Funktion der Wasser-Sauerstoffs OW und der TMAO-Atome O1 und N um 
den Cellohexaose-Sauerstoff O5 (teilstarres Modell) 











 O5(Cellohexaose) - O(H2O)
 O5(Cellohexaose) - O(TMAO)




Abbildung 4.3: g-Funktion der Wasser-Sauerstoffs OW und der TMAO-Atome O1 und N um 
den Cellohexaose-Sauerstoff O5 (vollflexibles Modell) 
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 O1(Cellohexaose) - O(H2O)
 O1(Cellohexaose) - O(TMAO)




Abbildung 4.4: g-Funktion der Wasser-Sauerstoffs OW und der TMAO-Atome O1 und N um 
den Cellohexaose-Sauerstoff O1 (teilstarres Modell) 











 O1(Cellohexaose) - O(H2O)
 O1(Cellohexaose) - O(TMAO)




Abbildung 4.5: g-Funktion der Wasser-Sauerstoffs OW und der TMAO-Atome O1 und N um 
den Cellohexaose-Sauerstoff O1 (vollflexibles Modell)  
Die Verteilungen der Wasser- und TMAO-Sauerstoffatome sowie der TMAO-
Stickstoffatome um das Ringsauerstoffatom (O5) sowie das glykosidische Sauer-
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stoffatom (O1) der Cellohexaose (Abbildung 4.2 bis Abbildung 4.5) zeigen deut-
lich, daß beide Sauerstoffatome keine ausgeprägte Solvatschale besitzen. Offenbar 
sind diese Sauerstoffatome durch die sekundären und primären Hydroxylgruppen 
der Cellohexaose abgeschirmt und somit dem umgebenden Lösungsmittel nicht 
zugänglich. 
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 O2/O3(Cellohexaose) - O(H2O)
 O2/O3(Cellohexaose) - O(TMAO)




Abbildung 4.6: g-Funktion der Wasser-Sauerstoffs OW und der TMAO-Atome O1 und N um 
die Cellohexaose-Sauerstoffe O2/O3 (teilstarres Modell) 











 O2/O3(Cellohexaose) - O(H2O)
 O2/O3(Cellohexaose) - O(TMAO)




Abbildung 4.7: g-Funktion der Wasser-Sauerstoffs OW und der TMAO-Atome O1 und N um 
die Cellohexaose-Sauerstoffe O2/O3 (vollflexibles Modell) 
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 O6(Cellohexaose) - O(H2O)
 O6(Cellohexaose) - O(TMAO)




Abbildung 4.8: g-Funktion der Wasser-Sauerstoffs OW und der TMAO-Atome O1 und N um 
den Cellohexaose-Sauerstoff O6 (teilstarres Modell) 











 O6(Cellohexaose) - O(H2O)
 O6(Cellohexaose) - O(TMAO)




Abbildung 4.9:  g-Funktion der Wasser-Sauerstoffs OW und der TMAO-Atome O1 und N um 
den Cellohexaose-Sauerstoff O6 (vollflexibles Modell) 
Eine ganz anderes Bild ergeben die Verteilungsfunktionen der genannten Lö-
sungsmittelatome um die sekundären Hydroxylgruppen (O2/O3) (Abbildung 4.6 
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und Abbildung 4.7) und die primären Hydroxylgruppen (O6) (Abbildung 4.8 und 
Abbildung 4.9) der Cellohexaose. Für die Sauerstoffatome des TMAO und des 
Wassers ist das erste Maximum in allen Verteilungen bei ca. 2.8 Å zu finden. Dies 
bedeutet, daß sowohl TMAO-Sauerstoff als auch Wasser-Sauerstoff in der Lage 
sind, Cellohexaose in gleicher Art und Weise zu solvatisieren.  Unterstützt wird 
diese Aussage durch das erste Maximum der Stickstoffverteilung bei ca. 4.2 Å. 
Der Abstand zwischen dem ersten O(NMMO)- und dem ersten N(NMMO)-
Maximum beträgt somit ca. 1.4 Å und entspricht damit in etwa dem N-O-
Bindungsabstand im TMAO. Dieses Ergebnis deutet darauf hin, daß die TMAO-
Moleküle sich im wesentlichen senkrecht zur Molekülachse der Cellohexaose 
anordnen.  
In Abbildung 4.7, Abbildung 4.8 und Abbildung 4.9 ist jeweils um ca. 5 Å eine 
zweite Solvatschale für das Sauerstoffatom des TMAO zu erkennen. Die TMAO-
Stickstoff- sowie die Wasser-Sauerstoffverteilung zeigen keine weiteren Solvat-
schalen. In Abbildung 4.6 sind überhaupt keine weiteren Solvatschalen erkennbar. 
Betrachtet man die Verteilungsfunktionen um O6 der Cellohexaose (Abbildung 
4.8 und Abbildung 4.9) so fällt auf, daß beim Übergang vom teilstarren zum voll-
flexiblen Modell die Solvatation des Wassers zugunsten des TMAO zurückge-
drängt wird. 
















Abbildung 4.10: Schematische Anlagerungsstruktur von TMAO an Cellohexaose. Die N-
Oxidmoleküle sind um die N-O-Bindungsachse frei drehbar. 
Aus den gezeigten radialen Paarverteilungsfunktionen läßt sich das in Abbildung 
4.10 gezeigt schematische Modell zur Anlagerung von TMAO ableiten. TMAO 
lagert sich unter Ausbildung von zwei Wasserstoffbrückenbindungen an OH2 und 
OH3 sowie über eine einfache Wasserstoffbrückenbindung an OH6 an. Dieses 
Anlagerungsmodell bestätigt eine ähnliche, von Novosyolov et al. [38] aufgrund 
quantenmechanischer Untersuchungen postulierte, Anlagerungsgeometrie.  
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4.2.2 Cellohexaose – NMMO – Wasser rigid und flexibel (System Nr. 3 und 
System Nr. 4) 











 O5(Cellohexaose) - O(H2O)
 O5(Cellohexaose) - O(NMMO)




Abbildung 4.11: g-Funktion der Wasser-Sauerstoffs OW und der NMMO-Atome O1 und N um 
den Cellohexaose-Sauerstoff O5 (teilstarres Modell) 











 O5(Cellohexaose) - O(H2O)
 O5(Cellohexaose) - O(NMMO)




Abbildung 4.12: g-Funktion der Wasser-Sauerstoffs OW und der NMMO-Atome O1 und N um 
den Cellohexaose-Sauerstoff O5 (vollflexibles Modell) 
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 O1(Cellohexaose) - O(H2O)
 O1(Cellohexaose) - O(NMMO)




Abbildung 4.13: g-Funktion der Wasser-Sauerstoffs OW und der NMMO-Atome O1 und N um 
den Cellohexaose-Sauerstoff O1 (teilstarres Modell) 











 O1(Cellohexaose) - O(H2O)
 O1(Cellohexaose) - O(NMMO)




Abbildung 4.14: g-Funktion der Wasser-Sauerstoffs OW und der NMMO-Atome O1 und N um 
den Cellohexaose-Sauerstoff O1 (vollflexibles Modell) 
Die in Abbildung 4.11 bis Abbildung 4.14 gezeigten Verteilungsfunktionen um 
die Sauerstoffatome O1 und O5 der Cellohexaose zeigen sich im Vergleich zu den 
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entsprechenden TMAO-g-Funktionen stärker strukturiert. In allen vier Abbildun-
gen ist ein kleines Maximum der Wasser-Sauerstoffverteilungsfunktion bei ca. 
2.9 Å zu erkennen. Aufgrund der Größe der NMMO-Moleküle ergeben sich of-
fensichtlich Freiräume, die von Wassermolekülen besetzt werden, wodurch es zur 
Solvatisierung der Sauerstoffatome O1 und O5 durch Wassermoleküle kommt. Im 
Falle von TMAO als Lösemittel ist dies nicht der Fall, da die Größenverhältnisse 
von TMAO zu Wasser ähnlicher sind als die von NMMO zu Wasser. 
Die Verteilungen des N-Oxid-Sauerstoffs um die Cellohexaoseatome O1 und O5 
zeigen relativ breite und flache Maxima um 5.5 Å. Entsprechend sind auch Ma-
xima der N-Oxid-Stickstoffverteilung um 6.5-7 Å zu finden. Die deutlichere Aus-
prägung dieser Maxima deutet darauf hin, daß es im Falle des NMMO zur Aus-
bildung stabilerer Lösungsstrukturen kommt als im TMAO. Teilweise ist dieser 
Effekt aber sicherlich der Differenz in den Simulationstemperaturen zuzurechnen.  
Deutliche Unterschiede zwischen dem teilstarren und dem flexiblen NMMO-
Modell sind nicht zu erkennen. Lediglich in der Verteilung der N-Oxid-
Sauerstoffatomverteilung um O5 des flexiblen Modells (Abbildung 4.12) kommt 
es zur Ausbildung eines kleinen Maximums bei ca. 4.4 Å, das in den entsprechen-
den Verteilungen des teilstarren Modells (Abbildung 4.11) nicht erkennbar ist. 
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 O2/O3(Cellohexaose) - O(H2O)
 O2/O3(Cellohexaose) - O(NMMO)




Abbildung 4.15: g-Funktion der Wasser-Sauerstoffs OW und der NMMO-Atome O1 und N um 
die Cellohexaose-Sauerstoffe O2/O3 (teilstarres Modell) 











 O2/O3(Cellohexaose) - O(H2O)
 O2/O3(Cellohexaose) - O(NMMO)




Abbildung 4.16: g-Funktion der Wasser-Sauerstoffs OW und der NMMO-Atome O1 und N um 
die Cellohexaose-Sauerstoffe O2/O3 (vollflexibles Modell) 
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 O6(Cellohexaose) - O(H2O)
 O6(Cellohexaose) - O(NMMO)




Abbildung 4.17: g-Funktion der Wasser-Sauerstoffs OW und der NMMO-Atome O1 und N um 
den Cellohexaose-Sauerstoff O6 (teilstarres Modell) 











 O6(Cellohexaose) - O(H2O)
 O6(Cellohexaose) - O(NMMO)




Abbildung 4.18: g-Funktion der Wasser-Sauerstoffs OW und der NMMO-Atome O1 und N um 
den Cellohexaose-Sauerstoff O6 (vollflexibles Modell) 
Der Hauptunterschied in den g-Funktionen für O2/O3 bzw. O6 zwischen dem 
teilstarren System (Abbildung 4.15 und Abbildung 4.17) und dem vollflexiblen 
Cellulose in Lösung  46 
System (Abbildung 4.16 und Abbildung 4.18) ist im ersten Maximum der Wasser-
Sauerstoff- und N-Oxid-Sauerstoff-Verteilungen zu erkennen: Die absoluten Hö-
hen der Wasserverteilungen sind für das flexible Modell deutlich reduziert, wäh-
rend, zumindest für O2/O3, die O1(NMMO)- und die N(NMMO)-Maxima zu-
nehmen. Das teilstarre System zeigt für größere Entfernungen eine etwas schwä-
cher ausgeprägte Lösungsstruktur. Aufgrund der Molekülflexibilität kommt es 
scheinbar zu einer stärkeren Bindung zwischen den Solvatschalen. Im teilstarren 
Modell, scheint der damit verbundene Energietransfer verhindert zu sein. 
Allgemein liefern die primären (O6) und sekundären (O2/O3) Hydroxylfunktio-
nen im Falle des teilstarren Modells mehr oder weniger äquivalente Assoziations-
positionen für Wasser und NMMO (Abbildung 4.15, Abbildung 4.17). Die erste 
Solvatschale repräsentiert hier grob die äquimolare Lösungsmittelmischung. Be-
trachtet man jedoch das vollflexible Modell ändert sich dieses Verhältnis zuguns-
ten des NMMO. Speziell im Fall der sekundären Hydroxylgruppen (O2/O3, 
Abbildung 4.16) ist ein dramatischer Rückgang des Wassermaximums zu ver-
zeichnen. Lediglich durch die Freigabe aller eingefrorenen internen Freiheitsgra-
de, wird das Wasser fast vollständig aus der ersten Solvatschale verdrängt. 
Der Abstand zwischen dem ersten O1(NMMO)- und dem ersten N(NMMO)-
Maximum beträgt ca. 1.4 Å und entspricht damit wiederum in etwa dem N-O-
Bindungsabstand, was zur Hypothese führt, daß die N-O-Bindung der N-
Oxidmoleküle im Mittel "senkrecht" zur Cellohexaose-Achse angeordnet sind 
(siehe Abbildung 4.21). Diese Annahme wird gestützt durch die O2(NMMO)-
Verteilungen, die in Abbildung 4.19 und Abbildung 4.20 gezeigt sind. Wären die 
N-Oxidmoleküle parallel zur Cellohexaose-Achse angeordnet wäre ein relativ 
scharfes Maximum innerhalb kurzer Entfernung zu erwarten. Statt dieses Maxi-
mums, tritt ein recht breites und flaches Maximum um 5 Å in Erscheinung, was 
die Hypothese der Anlagerung, wie in sie in Abbildung 4.21 gezeigt ist, unter-
mauert. 
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 O2/O3(Cellohexaose) - O2(NMMO) flexibel




Abbildung 4.19: g-Funktion des NMMO-Sauerstoffs O2 (Morpholin-Sauerstoff) um die Cellohe-
xaose-Sauerstoffe O2/O3 











 O6(Cellohexaose) - O2(NMMO) flexibel




Abbildung 4.20: g-Funktion des NMMO-Sauerstoffs O2 (Morpholin-Sauerstoff) um den Cellohe-
xaose-Sauerstoff O6 
Die O2(NMMO)-Verteilung (Abbildung 4.19) zeigt für das vollflexible Modell 
ein sehr flaches Maximum um 10 Å. Für das teilstarre Modell ist an dieser Stelle 
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kein Maximum zu erkennen. Die Ausbildung einer zweiten Solvatschale scheint 
im teilstarren Modell nicht möglich zu sein. Offensichtlich ist die Ausbildung 
einer Kopplung zwischen intramolekularen Moden und der Molekülbewegung zur 
Ausbildung einer zweiten Solvatschale notwendig. 
Die NMMO-Verteilungsfunktionen zeigen insgesamt eine deutlichere Strukturie-
rung als die TMAO-Verteilungsfunktionen. Während für TMAO nur eine Solvat-
schale erkennbar ist, zeigen die Verteilungsfunktionen des NMMO-Systems bis 
zu drei Solvatschalen. Speziell für die Wasser-Verteilungsfunktionen (Abbildung 
4.15 bis Abbildung 4.18) sind im Bereich der zweiten NMMO-Solvatschale deut-
liche Reduzierungen der Dichte erkennbar, die im Falle des TMAO (Abbildung 
4.6 bis Abbildung 4.9) sehr viel schwächer ausgeprägt sind. Die Lösungsmittel-
struktur des NMMO-Systems wird durch die Anwesenheit eines Cellohexaose-



















Abbildung 4.21: Schematische Anlagerungsstruktur von NMMO an Cellohexaose 
Aus den gezeigten radialen Paarverteilungsfunktionen lässt sich die in Abbildung 
4.21 schematisch dargestellte Anlagerungsgeometrie für NMMO an Cellulose 
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ableiten. Der NMMO-Sauerstoff bildet analog zum Anlagerungsmodell für 
TMAO (Abbildung 4.10) zwei Wasserstoffbrückenbindungen zu den beiden se-
kundären Hydroxylgruppen (OH2 und OH3) der Cellohexaose sowie eine einfa-
che Wasserstoffbrückenbindung zur primären Hydroxylgruppe (OH6) aus. Auch 
dieses Anlagerungsmodell bestätigt die von Novosyolov et al. [38] aufgrund 
quantenmechanischer Untersuchungen postulierte Anlagerungsgeometrie. TMAO 
und NMMO lagern sich dementsprechend in ähnlicher Weise an Cellulose an. 
4.2.3 N-Oxid – N-Oxid- und N-Oxid – Wasser-Verteilungsfunktionen (Syste-
me 1 – 4) 
Durch das Einbringen der Cellohexaose in das binäre Lösungsmittelgemisch ist 
eine Störung des strukturellen Aufbaus der fluiden Phase zu erwarten. Zur Unter-
suchung dieser Störung wurden radiale Paarverteilungsfunktionen zwischen den 
Lösungsmittelmolekülen berechnet und mit den entsprechenden radialen Paarver-
teilungsfunktionen der entsprechenden binären Gemische [47] verglichen. Um 
den Einfluß der bulk-Phase, d.h. der ungestörten Lösungsmittelphase zu eliminie-
ren, wurden nur Lösungsmittelmoleküle mit einem maximalen Abstand von 8 Å 
zur Cellohexaose bei der Berechnung der Paarverteilungsfunktionen berücksich-
tigt (Abbildung 4.22). 
8 Å8 Å Cellohexaose
 
 Abbildung 4.22: Schematische Darstellung der Berechnung radialer Paarverteilungsfunktionen 
von Lösungsmittelmolekülen innerhalb einer Zylinderschale der Dicke 8 Å um die Cellohexaose. 
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Abbildung 4.23: g-Funktion der TMAO-Atome O1, N und C1 um den Wasser-Sauerstoff OW 
























Abbildung 4.24: g-Funktion der NMMO-Atome O1, N und C1 um den Wasser-Sauerstoff OW 
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Abbildung 4.25: g-Funktion der Wasseratome OW und HW um den TMAO-Sauerstoff O1 





















Abbildung 4.26: g-Funktion der Wasseratome OW und HW um den NMMO-Sauerstoff O1 
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Abbildung 4.27: g-Funktion der Wasseratome OW und HW um den NMMO-Sauerstoff O2 
(Morpholin-Sauerstoff) 





















Abbildung 4.28: g-Funktion der NMMO-Atome O1, N und C1 um den NMMO-Sauerstoff O2 
(Morpholin-Sauerstoff) 
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Abbildung 4.29: g-Funktion der TMAO-Atome O1, N und C1 um den TMAO-Sauerstoff O1 





















Abbildung 4.30: g-Funktion der NMMO-Atome O1, N und C1 um den NMMO-Sauerstoff O1 
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Eine Beeinflussung der Lösemittelstruktur ist in den radialen Lösemittel-
Verteilungsfunktionen (Abbildung 4.23 - Abbildung 4.30) nicht zu erkennen. Der 
Verlauf der Verteilungsfunktionen ist nahezu identisch mit den entsprechenden 
Verteilungsfunktionen der von Kast [47] untersuchten binären Mischungen. Um 
sicherzustellen, daß die berechneten Verteilungsfunktionen nicht das Verhalten 
der bulk-Phase widerspiegeln, wurde die Berechnung der Verteilungsfunktionen 
exemplarisch für die Systeme 2 und 4 mit einer Zylinderschale der Dicke 6 Å 
wiederholt (nicht gezeigt). Auch hier zeigte sich kein verändertes Bild im Ver-
gleich zu den in Abbildung 4.23 - Abbildung 4.30 gezeigten Verteilungsfunktio-
nen bzw. den korrespondierenden Verteilungsfunktionen der ungestörten binären 
Systeme. Wie die vorliegenden Paarverteilungsfunktionen zeigen, liegt bereits in 
den ersten Solvatschalen um die Cellohexaose die Lösemittelstruktur der bulk-
Phase vor. Eine Störung dieser Struktur durch das Einbringen der Cellohexaose ist 
nicht erkennbar. 
Insgesamt zeigen die berechneten radialen Paarverteilungsfunktionen (Abbildung 
4.2 - Abbildung 4.30) einen geringen Einfluß der Cellohexaose auf die Lösungs-
mittelstruktur. Insbesondere die Verteilungsfunktionen des vollflexiblen NMMO-
Systems (System 3 und 4) zeigen jedoch, daß ein teilstarres N-Oxid-Modell zur 
Beschreibung der Verhältnisse im Lösungsmittelgemisch nicht ausreichend ist. In 
jedem Fall sollte ein vollflexibles N-Oxid-Modell eingesetzt werden. 
4.3 Selbstdiffusionskoeffizienten 
Bei der Berechnung der Selbstdiffusionskoeffizienten von Wasser, TMAO und 
NMMO wurden die Gesamttrajektorien gemäß Haberlandt et al. [68] zur Verbes-
serung der Statistik in kleinere Trajektorien von jeweils 10 ps unterteilt und diese 
dann aufsummiert und gemittelt. 
Die Berechnung der Selbstdiffusionskoeffizienten der binären Systeme (Systeme 
Nr. 5 – 8) erfolgte auf der Basis von Simulationstrajektorien von K. Kast [47]. 
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Tabelle 4.2: Übersicht über die berechneten Selbstdiffusionskoeffizienten  





1 CTW rigid 6.50 15.30 
2 CTW flexibel 6.32 12.95 
3 CNW rigid 0.50 1.18 
4 CNW flexibel 0.42 1.00 
5 TW rigid 6.83 15.00 
6 TW flexibel 5.83 13.30 
7 NW rigid 0.63 1.32 
8 NW flexibel 0.57 1.25 
 
Vergleicht man die Selbstdiffusionskoeffizienten der Cellohexaose-Systeme (Sys-
teme Nr. 1-4) mit den entsprechenden binären Lösemittelphasen (Systeme Nr. 
5-8) so fällt zunächst auf, daß der Selbstdiffusionskoeffizient durch die Einfüh-
rung eines Cellohexaosemoleküls beeinflußt wird. In den NMMO-Systemen be-
wirkt die Cellohexaose eine Herabsetzung des Diffusionskoeffizienten, während 
in den TMAO-Systemen teilweise ein größerer Diffusionskoeffizient zu beobach-
ten ist. In den absoluten Beträgen ist die Beeinflussung im NMMO-System aus-
geprägter als im Falle des TMAO. Bei vergleichender Betrachtung des teilstarren 
NMMO-Systems mit dem Vollflexiblen, stellt man eine stärkere Beeinflussung 
des flexiblen Modells (26 %) gegenüber dem teilstarren Modell (21 %) fest. Bei 
der vergleichenden Betrachtung der beiden Simulationssysteme zeigt sich, daß 
TMAO durch die umgebenden Lösungsmittelmoleküle indifferenter gesehen wird 
als NMMO. 
4.4 Wasserstoffbrückenbindungen 
Der Vergleich der radialen Paarverteilungsfunktionen und der Selbstdiffusionsko-
effizienten zeigt, daß die Betrachtung der teilstarren Systeme zur Erklärung der 
Prozesse bei der Solvatisierung nicht ausreicht. Aus diesem Grund wurden in den 
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Untersuchungen zur Wasserstoffbrückenbindungsstruktur nur noch die vollflexib-
len Modelle (Systeme Nr. 2 und 4) berücksichtigt.  
4.4.1 Austauschzeiten 
Ein Maß für die Stabilität der Wasserstoffbrückenbindung ist die Zeit, über die die 
Wasserstoffbrückenbindung erhalten bleibt. Dabei wird die Zeit gezählt, von der 
ein Lösungsmittelmolekül eine Wasserstoffbrückenbindung mit einer Hydro-
xylgruppe der Cellohexaose eingeht, bis zu der Zeit, zu der die Wasserstoffbrü-
ckenbindung zusammenbricht oder das Lösungsmittelmolekül durch ein anderes 
Lösungsmittelmolekül ausgetauscht wird. Da die Positionen in den Trajektorien 
nur alle 50 fs registriert wurden, bleibt ein Zusammenbruch mit sofortiger Wie-
derausbildung der Wasserstoffbrückenbindung mit demselben Lösungsmittelmo-
lekül unberücksichtigt. 
Tabelle 4.3: Mittlere Austauschzeiten für wasserstoffbrückengebundene Solvensmoleküle an 
Cellohexaose 
System Nr. Name Modell 
mittlere. Austauschzeit 
H2O <tA> [fs] 
Mittlere Austauschzeit 
N-Oxid  <tA> [fs] 
2 CTW flexibel 214 289 
4 CNW flexibel 531 805 
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Abbildung 4.31: Austauschzeiten für an Cellohexaose wasserstoffbrückengebundene Wassermo-
leküle 



















Abbildung 4.32: Austauschzeiten für an Cellohexaose wasserstoffbrückengebundene N-Oxid-
Moleküle 
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Abbildung 4.31 und Abbildung 4.32 zeigen Ausschnitte ( bis 6 ps) der Austausch-
zeitenhistogramme für Wasser und N-Oxide. Längere Zeiten sind aus Gründen 
der Übersichtlichkeit nicht aufgeführt.  
Für beide Systeme, wie auch für Wasser und N-Oxid gleichermaßen tritt ein Aus-
tauschereignis am häufigsten um 100 fs auf. Die relative Häufigkeit längerer Aus-
tauschzeiten ist im NMMO-System jedoch deutlich größer. Wasserstoffbrücken-
bindungen zwischen Cellulose und Lösungsmittelmolekülen bestehen dement-
sprechend im NMMO-System länger als im TMAO-System. 
4.4.2 Anzahl der Wasserstoffbrückenbindungen 
In Abbildung 4.33 bis Abbildung 4.38 ist jeweils die Anzahl an Wasserstoffbrü-
ckenbindungen pro Molekül in Abhängigkeit vom Abstand zur Cellohexaose auf-
getragen. Eine Unterscheidung zwischen WBB-Donor und -Akzeptor wurde dabei 
nicht getroffen. 
Zur Berechnung der Wasserstoffbrückenanzahl wurde die Simulationsbox in Zy-
linderschalen des Radius 2 Å aufgeteilt. Die Box wurde dazu so orientiert, daß die 
Achse des Cellohexaosemoleküls auf der Zylinderachse liegt. Die Wasserstoff-
brückenzahl pro Molekül in einer Zylinderschale wurde aufsummiert und die 
Summe anschließend durch die Anzahl der Moleküle in der Zylinderschale divi-
diert. Es ergibt sich damit die mittlere Zahl an Wasserstoffbrückenbindungen pro 
Molekül in einer Zylinderschale. Ein Molekül gilt zu einer Zylinderschale zuge-
hörig, wenn sich der Massenschwerpunkt des Moleküls innerhalb der Zylinder-
schale befindet. Wasserstoffbrückenbindungen werden auch zwischen zwei Mole-
külen gezählt, die verschiedenen Zylinderschalen angehören. 
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Abbildung 4.33: Mittlere Anzahl an Wasserstoffbrückenbindungen eines Wassermoleküls in Ab-
hängigkeit der Entfernung zur Cellohexaose. 

























Abbildung 4.34: Mittlere Anzahl an Wasserstoffbrückenbindungen eines Wassermoleküls mit 
umgebenden Wassermolekülen in Abhängigkeit der Entfernung zur Cellohexaose. 
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Abbildung 4.35: Mittlere Anzahl an Wasserstoffbrückenbindungen eines Wassermoleküls mit 
umgebenden N-Oxiden in Abhängigkeit der Entfernung zur Cellohexaose. 

























Abbildung 4.36: Mittlere Anzahl an Wasserstoffbrückenbindungen eines N-Oxidmoleküls in 
Abhängigkeit der Entfernung zur Cellohexaose. 
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Abbildung 4.37: Mittlere Anzahl an Wasserstoffbrückenbindungen eines N-Oxidmoleküls mit 
umgebenden Wassermolekülen in Abhängigkeit der Entfernung zur Cellohexaose. 

























Abbildung 4.38: Mittlere Anzahl an Wasserstoffbrückenbindungen eines N-Oxidmoleküls mit 
dem Cellohexaosemolekül in Abhängigkeit der Entfernung zur Cellohexaose. 
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Zunächst fällt bei der vergleichenden Betrachtung auf, daß im TMAO-System die 
Solvensmoleküle in etwa nur die Hälfte der Wasserstoffbrückenbindungen einge-
hen, wie sie das im NMMO-Systemen tun. Eine deutlichere Strukturierung ist in 
allen Abbildungen nur in einem Bereich kleiner 8 Å zu erkennen. Ab 8 Å liegen 
offenbar Bulk-Verhältnisse vor und es kommt nur noch zu kleinen, statistisch be-
dingten Schwankungen, was sich bereits in den radialen Paarverteilungsfunktio-
nen gezeigt hat (siehe Abschnitt 4.2). 
Die Analyse der Wasser-Wasser-WBB (Abbildung 4.34) zeigt, daß im Bereich bis 
4 Å die Wasser-Wasser-WBB deutlich zugunsten der Wasser-N-Oxid- 
(Abbildung 4.35) bzw. Wasser-Cellohexaose-WBB zurückgedrängt ist 
(Abbildung 4.36). Für die Wasserstoffbrückenbindungen zwischen H2O und 
NMMO (Abbildung 4.35), ist zwischen 6 Å und 8 Å ein leichter Anstieg auf  
1.2 - 1.3 WBB/H2O-Molekül zu beobachten, bevor sich ab ca. 10 Å ein Wert von 
ca. 0.9 WBB/H2O-Molekül einstellt. 
Ähnliche Verhältnisse sind auch in Abbildung 4.36 bis Abbildung 4.38 für die 
Anzahl von Wasserstoffbrückenbindungen die von N-Oxiden eingegangen wer-
den zu erkennen. Im Bereich größer 8 Å liegen Bulk-Verhältnisse vor. Darunter ist 
eine ausgeprägtere Strukturierung zu erkennen. Bis 4 Å liegen hauptsächlich 
Wasserstoffbrückenbindungen zur Cellohexaose vor. Für die NMMO-Verteilung 
(Abbildung 4.37), ist wiederum ein leichtes Maximum bei 6-8 Å zu erkennen, 
jedoch nicht ganz so stark ausgeprägt wie in der entsprechenden Wasser-
Verteilung (Abbildung 4.35). 
Die Ausbildung von Wasserstoffbrückenbindungen über den Wasserstoffbrücken-
bindungs-Akzeptor O2 des NMMO konnte nicht beobachtet werden. Alle Wasser-
stoffbrückenbindungen, an denen NMMO beteiligt ist, müssen demnach an O1 
lokalisiert sein. Damit liegen bezüglich der Ausbildung von WBB prinzipiell die 
gleichen Verhältnisse vor wie im TMAO. Offensichtlich kommt es aber im Falle 
von NMMO zur Ausbildung eines anderen WBB-Netzwerkes als im Falle des 
TMAO. Tatsächlich stellt man bei der Betrachtung der an die Cellohexaose ge-
bundenen N-Oxidmoleküle fest, daß NMMO tatsächlich zum größten Teil zwei 
Wasserstoffbrückenbindungen (55 %) eingeht, wie sie in Abbildung 4.21 gezeigt 
sind und auch von Novosyolov vorausgesagt wurden, während solche verbrü-
ckenden Wasserstoffbrückenbindungen für TMAO (Abbildung 4.10) nur zu ei-
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nem geringeren Anteil (29 %) vorliegen. Für NMMO können sogar Überstruktu-
ren beobachtet werden, in denen es zu einer Anordnung von Molekülen kommt, 
die sich schematisch über "drei" Wasserstoffbrückenbindungen beschreiben las-
sen. Dabei sind drei Wassermoleküle so um das Sauerstoffatom O1 des N-Oxids 
orientiert, daß alle drei prinzipiell in der Lage sind eine Wasserstoffbrückenbin-
dung mit dem Sauerstoffatom O1 des N-Oxids einzugehen. Zu jedem Zeitpunkt 
sind jedoch maximal zwei der drei Wassermoleküle tatsächlich über eine Wasser-
stoffbrückenbindung an das N-Oxidmolekül gebunden. Bricht eine Wasserstoff-
brückenbindung auf kann nahezu gleichzeitig eine neue Wasserstoffbrückenbin-
dung zum bislang freien Wassermolekül aufgebaut werden. Solche dreifach-
WBB-Anordnungen liegen für NMMO zu 6 % vor, während sie im TMAO nur zu 
einem Prozent auftreten. 
Tabelle 4.4: Prozentuale Verteilung von einfachen, doppelten und dreifachen Wasserstoffbrü-
ckenbindungen 
Wasserstoffbrückenbindungen [%] 
System Nr. Name Modell 
einfach doppelt dreifach 
2 CTW flexibel 70 29 1 
4 CNW flexibel 55 39 6 
 
4.5 Sauerstoffpopulation an der Cellohexaose 
Zur visuellen Inspektion der Wasserstoffbrückenbindungsverhältnisse an der Cel-
lulose wurden sogenannte Sauerstoffpopulationen berechnet. Dazu wurde die Cel-
lohexaose in einem Gitter positioniert und anschließend die Position der WBB 
gebundenen Sauerstoffatome auf dem Gitter markiert, wobei die Zugehörigkeit zu 
einem Gitterpunkt entsprechend dem Van-der-Waals-Radius gewichtet wur-
de[69]. Zur statistischen Absicherung wurden Trajektorien von 32.4 ps (NMMO) 
bzw. 45 ps (TMAO) Länge aufsummiert und gemittelt. 
Die in Abbildung 4.39 und Abbildung 4.40 gezeigten Darstellungen wurden an-
schließend aus den 3D-contour-Daten mittels MOLCAD [70] erzeugt. Die Isocon-
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tourflächen [71, 72], die in Abbildung 4.39 dargestellt sind, entsprechen Höhenli-
nien einer 2D-Darstellung, umschließen also Gitterpunkte gleichen Wertes. 
 
Abbildung 4.39: Isocontourdarstellung (Isocontourwert = 0.5) der Sauerstoffpopulation um Cel-
lohexaose (oben: NMMO, unten: TMAO).  
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Abbildung 4.40: Sauerstoffpopulation um Cellohexaose (Slicing-Plane). Oben: NMMO, unten: 
TMAO 
Abbildung 4.40 zeigt einen Schnitt (Slicing-Plane) durch die 3D-Contourdaten, 
auf dem Schnitt sind die Gitterwerte farbcodiert durch Höhenlinien dargestellt. 
Abbildung 4.39 zeigt einen Isocontour-Wert von 0.5, d.h. zu 50 Prozent der Simu-
lationszeit befand sich ein Sauerstoffatom des Lösemittels innerhalb des von der 
Isocontour umschlossenen Raumes. Dieser Sachverhalt deutet darauf hin, daß die 
über Wasserstoffbrücken gebundenen Sauerstoffatome im NMMO-System tat-
sächlich zwischen OH2 und OH3 lokalisiert sind und diese verbrücken wie es in 
Abbildung 4.21 schematisch dargestellt ist, während sie im TMAO-System eher 
entweder an O2 oder an O3 lokalisiert sind. Das Anlagerungsmodell, wie es in 
Abschnitt 4.2.1 (Abbildung 4.10) postuliert wurde, muß demnach verworfen wer-
den und durch das in Abbildung 4.41 gezeigte Anlagerungsmodell ersetzt werden. 


















Abbildung 4.41: Schematische Anlagerung von TMAO an Cellohexaose. 
Bei der weiteren Analyse der Abbildung 4.39 und  fällt auf, daß die Orientierung 
der sekundären Hydroxylgruppen an O2 und O3 im NMMO-System sich von der 
im TMAO-System unterscheidet. Während im TMAO-System die OH-
Bindungsvektoren an O2 und O3 voneinander weg zeigen und damit eher einer 
Struktur entsprechen, wie sie in der Kristallstruktur vorliegt (Abbildung 3.1), liegt 
im NMMO-System eine Anordnung vor, bei der die OH-Bindungsvektoren an O2 
und O3 aufeinander zeigen.  
Dieses Ergebnis deutet darauf hin, daß NMMO in der Lage ist, während des Lö-
sungsvorganges initial gebrochene Wasserstoffbrückenbindungen an O2 und O3 
sofort abzusättigen und sozusagen als „Schutzgruppe“ dauerhaft zu besetzen. Eine 
Wiederausbildung der intermolekularen Wasserstoffbrückenbindungen im Kristall 
wird dadurch wirksam verhindert. TMAO besitzt diese Fähigkeit scheinbar nicht 
bzw. in zu schwachem Maß, als daß es zu einer wirksamen Verhinderung der Re-
organisation der kristallinen, intermolekularen Wasserstoffbrückenbindungen kä-
me.  
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5 Zusammenfassung und Ausblick 
Ziel der vorliegenden Arbeit war es mittels der Methode der Molekulardynamik-
Simulation das Löseverhalten von Cellulose in aliphatischen Amin-N-oxiden zu 
untersuchen. Als Kraftfelder wurden für die Simulation der aliphatischen Amin-
N-oxide ein von Kast et al. [47] eigens für aliphatische Amin-N-oxide entwickel-
tes Kraftfeld sowie für Cellulose ein von Reiling et al. [46] entwickeltes Kohlen-
hydrat-Kraftfeld eingesetzt. Beide Kraftfelder wurden im Baukastenprinzip auf 
Basis des CHARMM-Kraftfeldes [73] entwickelt, wodurch eine einfache Integra-
tion der beiden Kraftfelder möglich war. 
Die Eignung des Kohlenhydrat-Kraftfeldes für die Simulation von Cellulose wur-
de anhand einer molekulardynamischen Untersuchung zur Kristallstruktur von 
Cellulose abschließend überprüft. Die Struktur der nativen Cellulose, Cellulose I, 
gilt als gesichert. Für die Struktur von Cellulose II, die erhalten wird wenn native 
Cellulose in Alkali gequollen oder in derivatisierenden Lösungsmitteln gelöst und 
anschließend wieder gefällt wird (regenerierte Cellulose), sind jedoch nur die 
Kristallparameter bekannt. Die Orientierung der beiden in der Einheitszelle ent-
haltenen Celluloseketten ist unbekannt. Während der Großteil der Autoren von 
einer antiparallelen Kettenorientierung ausgeht, favorisieren einige Autoren eine 
parallele Kettenanordnung. Komplizierte Mechanismen zur Kettenumkehr jeder 
zweiten Kette während des Quellungsprozesses sind in letzterem Fall nicht not-
wendig. Reiling et al. [44-46] postulieren aus Molekulardynamik-Simulationen 
ein paralleles Cellulose II Modell. Entsprechend des Vorgehens von Reiling et al. 
wurde ein Modell antiparalleler Cellulose II aufgebaut. Das Modell wurde an-
schließend mittels eines High-Temperature-Annealings sowie eines speziellen 
Verfahrens zur Optimierung der Kristallgeometrie optimiert. Die aus der Simula-
tion ermittelte potentielle Energie des antiparallelen Cellulose II Modells lag um 
ca. 16 kJ/mol niedriger als die des parallelen Modells. 
 Zur Bestimmung des Young-Moduls wurde gemäß der von Kroon et al. vorge-
schlagenen und auch von Reiling et al. benutzten Methode, die Simulationsbox 
elongiert und eine Energieminimierung bzw. eine Simulation angeschlossen. Aus 
der Auftragung der potentiellen Energie gegen die Elongation konnte dann der 
Young-Modul bestimmt werden. Für das antiparallele Modell der Cellulose II 
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wurde ein Young-Modul von EY = 59 GPa gefunden. Dieser Wert liegt weit un-
terhalb der experimentellen Werte von 70-90 GPa. Das von Reiling et al. unter-
suchte parallele Cellulose II Modell ergibt einen Young-Modul von EY = 83 GPa 
und repräsentiert damit die experimentellen Werte hervorragend. Dieses Ergebnis 
bestätigt das Postulat einer parallelen Kettenorientierung für Cellulose II, wie sie 
aus der Mercerisierung hervorgeht, von Reiling et al.  Aufgrund der Ergebnisse 
aus der Simulation kristalliner Cellulose, die in guter Übereinstimmung mit expe-
rimentell ermittelten Ergebnissen stehen, kann davon ausgegangen werden, daß 
das von Reiling et al. entwickelte Kohlenhydrat-Kraftfeld zur Simulation von Cel-
lulose geeignet ist.  
Zur Klärung des Löseverhaltens von Cellulose in aliphatischen Amin-N-oxiden 
wurden zwei Modell-Systeme aufgebaut. Für das Modell eines Lösemittelsystems 
wurde das Monohydrat von N-Methylmorpholin-N-oxid (NMMO) eingesetzt. Für 
ein System mit einem Cellulose nicht lösenden aliphatischen Amin-N-oxid wurde 
das Monohydrat von N,N,N-Trimethylamin-N-oxid (TMAO) verwendet. Beide 
Systeme wurden sowohl in einem vollflexiblen Modell simuliert, als auch in ei-
nem sogenannten teilstarren Modell. Dabei wurden sämtliche intramolekularen 
Freiheitsgrade mit Ausnahme der Methylgruppentorsionen eingefroren. Es erga-
ben sich somit vier Simulationssysteme. Als Modellsubstanz für Cellulose wurde 
in allen Systemen Cellohexaose, das Hexasaccharid der Glucose eingesetzt. Die 
Cellohexaose wurde in allen Simulationen vollflexibel betrachtet. Als Wassermo-
dell fand in allen Simulationen das starre TIP3P-Modell Verwendung. 
Aus den Simulationsdaten wurden radiale Paarverteilungsfunktionen für Cellohe-
xaose in äquimolaren Mischungen von TMAO bzw. NMMO und Wasser be-
stimmt. Diese Verteilungsfunktionen geben Aufschluß über die vorliegenden 
Strukturen in flüssiger Phase. Aus den Lösungsmittelfunktionen um die Cellohe-
xaose konnten sowohl für TMAO als auch NMMO Anlagerungsstrukturen abge-
leitet werden, die den von Novosyolov et al. [38] aus quantenmechanischen 
Rechnungen postulierten Strukturen für NMMO an Cellobiose gleichen. Dabei 
verbrückt ein N-Oxid-Molekül die sekundären Hydroxylfunktionen an C2 und C3 
der Anhydroglucoseeinheit (AGU). Eine weitere Anlagerungsposition ist die pri-
märe Hydroxylfunktion an C6 der AGU. 
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Die radialen Paarverteilungsfunktionen der ternären Systeme für die N-Oxide un-
tereinander bzw. für  N-Oxiden und Wasser unterscheiden sich nur sehr unwesent-
lich von den entsprechenden Verteilungsfunktionen der binären N-Oxid-Wasser-
Systemen [47]. Offensichtlich wird die Lösungsmittelstruktur durch das Einbrin-
gen der Cellohexaose nur sehr schwach gestört. Bereits in einer sehr geringen Ent-
fernung zur Cellohexaose liegen Bulk-Verhältnisse vor. Die Verteilungsfunktio-
nen der teilstarren Modelle unterscheiden sich deutlich von denen der vollflexib-
len Modelle. Teilstarre Modelle sind daher zur Untersuchung des Löseverhaltens 
nicht geeignet. In den weiteren Untersuchungen wurden die teilstarren Modelle 
daher nicht weiter berücksichtigt 
Die Bestimmung der Selbstdiffusionskoeffizienten des Wassers und der entspre-
chenden N-Oxide in den binären und ternären Systemen zeigt, daß die NMMO-
Systeme stärker durch die Cellohexaose beeinflußt werden als die TMAO-
Systeme. Für die NMMO-Systeme kommt es entsprechend zu einer stärkeren 
Wechselwirkung zwischen Solvens und Solvat als für die TMAO-Systeme.  
Zur Untersuchung der Stabilität von Wasserstoffbrückenbindungen zwischen N-
Oxiden und Cellohexaose wurden sogenannte Austauschzeiten berechnet. Gezählt 
wird dabei die Zeit, die ein N-Oxidmolekül an einer speziellen Bindungsstelle der 
Cellohexaose lokalisiert und gebunden ist. Eine größere Austauschzeit bedeutet 
somit eine stabilere Wasserstoffbrückenbindung. Es zeigt sich, daß die Wasser-
stoffbrückenbindungen im NMMO-System etwas stabiler sind als im TMAO-
System. 
Bei der Betrachtung der Anzahl von Wasserstoffbrückenbindungen, die ein Mole-
kül eingeht, so fällt auf, daß TMAO verglichen mit NMMO immer nur etwa die 
Hälfte an Wasserstoffbrückenbindungen eingeht. Im Laufe der weiteren Untersu-
chung stellte sich heraus, daß eine erste offensichtlich erscheinende Erklärung für 
diesen Befund, die Ausbildung von Wasserstoffbrückenbindungen über den 
Morpholin-Sauerstoff O2(NMMO) nicht gegeben ist, es konnten keine Wasser-
stoffbrückenbindungen über O2(NMMO) detektiert werden.  Die Existenz eines 
zweiten Sauerstoffatoms im Lösemittelmolekül, scheint daher für das Lösevermö-
gen gegenüber Cellulose unerheblich zu sein. Dieser Sachverhalt drückt sich auch 
im guten Lösevermögen von N,N-Dimethylbutylamin-N-oxid für Cellulose aus 
(Abbildung 1.1). Die genauere Untersuchung der Bindungsverhältnisse an 
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O1(NMMO) und O(TMAO) lieferte Hinweise darauf, daß NMMO tatsächlich in 
überwiegendem Maß zwei Wasserstoffbrückenbindungen eingeht, während dies 
bei TMAO in deutlich geringerem Maß der Fall ist. Im Falle von NMMO können 
sogar Überstrukturen beobachtet werden, bei denen die Moleküle (Cellohexaose, 
Wasser, NMMO) so orientiert sind, daß es schematisch gesehen zur Ausbildung 
von drei Wasserstoffbrücken kommen kann, wobei selbstverständlich immer nur 
zwei Wasserstoffbrückenbindungen gleichzeitig existent sind. 
Zur visuellen Inspektion der Wasserstoffbrückenbindungsverhältnisse wurde die 
Sauerstoffpopulation um die Cellohexaose berechnet. Dabei wurde die Cellohe-
xaose in einem Gitter orientiert und die Positionen der über Wasserstoffbrücken 
gebundenen Sauerstoffatome um die Cellohexaose auf den Gitterpunkten mar-
kiert. Im NMMO-System werden zwei Wasserstoffbrückenbindungen ausgebildet, 
d.h. die durch Wasserstoffbrücken gebundenen Solvensmoleküle sind zwischen 
zwei Hydroxylgruppen des Cellohexaosemoleküls lokalisiert und verbrücken die-
se. Im Gegensatz dazu sind im TMAO-System die durch Wasserstoffbrücken ge-
bundenen Solvensmoleküle hauptsächlich an einer Hydroxylgruppe der Cellohe-
xaose lokalisiert. Durch die Fähigkeit des NMMO verbrückende Wasserstoffbrü-
ckenbindungen aufzubauen können scheinbar initial gebrochene Wasserstoffbrü-
cken im Kristall abgesättigt werden und der Löseprozeß kann so voranschreiten. 
Im Falle des TMAO, das diese Zweifachbrücken in zu geringem Maß ausbildet, 
liegen die Hydroxylgruppen weiter in ihren ursprünglichen Orientierungen vor 
und können so initial gebrochene intermolekulare Wasserstoffbrücken des Kris-
talls schnell neu ausbilden, so daß es nicht zur Lösung kommt. 
Die vorliegenden Simulationen und deren Ergebnisse können als Ausgangspunkt 
zur weiteren Untersuchung des größerer Cellulose-Modellmoleküle bzw. kleiner 
Cellulose-Aggregate als Modell einer Fransenzelle dienen. Aus Freie-
Energiesimulationen kleiner Kohlenhydrate oder Glykole in verschiedenen Mi-
schungen von aliphatischen Amin-N-oxiden und Wasser können darüber hinaus 
Erkenntnisse zu entropischen Beiträgen im Löseprozeß gewonnen werden. 
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7 Anhang 
7.1 Hilfsmittel 
Die folgenden Hilfsmittel wurden für die Erstellung dieser Arbeit benutzt: 
• Die molekulardynamischen Simulationen wurden mit einem im Arbeitskreis 
von Prof. Dr. J. Brickmann durch M. Schlenkrich, K. Nicklas und G. Schrimpf  
entwickelten und von S.M. Kast, S. Reiling und dem Autor erweiterten 
FORTRAN77-Programm sowie dem Programm CHARMM von Karplus et al. 
[73] durchgeführt. Die Auswertungen der Simulationsdaten erfolgte mit dem 
Programm SIMPSON (Bernd Schilling) sowie eigenen C-Programmen. Zur 
Programmentwicklung verschiedener Auswerteroutinen wurde der MOLCAD-
Toolkit (Matthias Keil) eingesetzt. 
• Die Simulationen wurden sowohl auf den verschiedenen Hessischen Höchst-
leistungsrechnern S400/40, VPP500/4 und VPP300/6 der Firma Siemens Nix-
dorf, verschiedenen RS6000-Workstations der Firma IBM als auch verschie-
denen Workstations des Typs SGI Indigo/Indy/Octane/Onyx/Challenge durch-
geführt. Die Auswertungen wurden auf SGI-Workstations der vorgenannten 
Typen sowie verschiedenen Linux-Computeservern des Arbeitskreises durch-
geführt. 
• Als Textverarbeitung zur Erstellung dieser Arbeit wurde MS-Word (Microsoft 
Corporation) verwendet. 
• Molekülgraphiken wurden mit MOLCAD (AK Prof. Dr. J. Brickmann) er-
zeugt. Weitere Graphiken wurden mit Isis Draw (MDL), Origin (Microcal 
Corporation) und Gnuplot (Free Software Foundation) erstellt und teilweise 
mit Iris Showcase (SGI) nachbearbeitet. 
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