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Sur l’ine´galite´ de Tura´n–Kubilius friable
R. de la Brete`che & G. Tenenbaum
Abstract. We obtain a new form, uniform with respect to all parameters, of the friable
(i.e. relevant to integers free of large prime factors) Tura´n-Kubilius inequality, comparing
the empirical variance of an additive arithmetical function with friable support to that
of its probabilistic model. Several applications are developed, significantly improving on
previously known results for small values of the friability parameter.
Keywords: Friable integers, additive functions, Kubilius model, Tura´n-Kubilius inequa-
lity.
Re´sume´. Nous e´tablissons une version uniforme, relativement a` tous les parame`tres, de
l’ine´galite´ de Tura´n-Kubilius friable (i.e. relative aux entiers sans grand facteur premier),
comparant la variance empirique d’une fonction arithme´tique additive a` support friable
a` celle de son mode`le probabiliste. Nous de´veloppons plusieurs applications ame´liorant
significativement des re´sultats ante´rieurement connus pour les petites valeurs du parame`tre
de friabilite´.
Mots clefs : Entiers friables, fonctions additives, mode`le de Kubilius, ine´galite´ de Tura´n–
Kubilius.
1. Introduction et e´nonce´
La the´orie des entiers friables, ou sans grand facteur premier, occupe une place
grandissante au sein de the´orie analytique et probabiliste des nombres. L’un des outils les
plus productifs en termes d’applications est l’extension a` ce cadre de l’ine´galite´ de Tura´n–
Kubilius. Aborde´e dans [1], puis [10], [11], cette e´tude a e´te´ poursuivie et uniformise´e
dans [3], [8], [6], [4]. Nous nous proposons ici d’apporter une re´ponse a` l’une des questions
fondamentales restant en suspens et de de´velopper quelques conse´quences.
Soit A la classe des fonctions arithme´tiques additives complexes. Pour x > y > 2,
nous de´signons par S(x, y) l’ensemble des entiers y-friables n’exce´dant pas x,(1) et par
↵ = ↵(x, y) le point-selle associe´ a` l’inte´grale de Perron pour  (x, y) := |S(x, y)|, de´fini
par l’e´quation transcendante
(1·1)
X
p6y
log p
p↵ − 1 = log x.
Dans tout ce travail, nous re´servons la lettre p pour de´signer un nombre premier.
Dans [3], nous avons propose´, pour chaque fonction f de A, un mode`le probabiliste
Zf = Zf,x,y de la restriction de f a` S(x, y), de´fini par la formule
Zf :=
X
p6y
⇠p
ou` ⇠p = ⇠p(f) est une variable ale´atoire ge´ome´trique telle que
(1·2) P(⇠p = f(p⌫)) = gp(↵)/p⌫↵ (⌫ 2 N),
les ⇠p e´tant suppose´es inde´pendantes, avec la convention que f(p⌫) = 0 si p⌫ > x. Ici et
dans la suite, nous utilisons la notation
gm(s) :=
Y
p|m
(1− 1/ps) (m 2 N⇤, s 2 C).
1. Autrement dit l’ensemble de tous les entiers naturels n 6 x dont le plus grand facteur premier
est 6 y.
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Par convention, si plusieurs valeurs (e´ventuellement en nombre infini) f(p⌫) sont e´gales,
la probabilite´ correspondante figurant au membre de gauche de (1·2) est de´finie comme
la somme des quantite´s apparaissant au membre de droite.
Comme dans [3], nous de´finissons la variance semi-empirique Vf de f sur S(x, y) par la
formule
(1·3) Vf = Vf (x, y) := 1 (x, y)
X
n2S(x,y)
|f(n)− E(Zf )|2,
avec donc
(1·4) E�Zf� = X
p⌫2S(x,y)
gp(↵)f(p⌫)
p⌫↵
·
Dans son acception la plus forte, l’ine´galite´ de Tura´n–Kubilius friable consiste en une
majoration de Vf (x, y) par un multiple constant de V(Zf ). Nous avons
(1·5) V�Zf� := X
p⌫2S(x,y)
gp(↵)
p⌫↵
|f(p⌫)|2 −
X
p6y
����� X
16⌫6⌫p
gp(↵)f(p⌫)
p⌫↵
�����
2
,
ou` nous avons pose´ ⌫p = ⌫p(x) := b(log x)/ log pc (p 6 y).
Les re´sultats de [3] et [4], fournissent la majoration souhaite´e
(1·6) Vf ⌧ V(Zf )
dans le domaine de´fini par la condition
p
log x log2 x 6 y 6 x. De plus, le the´ore`me 1.1
de [3] implique (1·6) lorsque les variables ale´atoires ⇠p sont centre´es, autrement dit lorsque
(1·7)
X
16⌫6⌫p
gp(↵)f(p⌫)
p⌫↵
= 0 (p 2 P).
Ici et dans la suite, P de´signe l’ensemble des nombres premiers.
Le pre´sent travail est consacre´ a` l’extension du domaine de validite´ de (1·6). Nous
obtenons le re´sultat suivant.
The´ore`me 1.1. La majoration (1·6) est valable uniforme´ment pour f 2 A et x > y > 2.
Posons
(1·8)
B2f = Bf (x, y)
2 :=
X
p⌫2S(x,y)
gp(↵)
p⌫↵
|f(p⌫)|2,
(B−f )
2 = B−f (x, y)
2 :=
X
p⌫2S(x,y)
gp(↵)2
p⌫↵
|f(p⌫)|2.
L’ine´galite´ de Cauchy-Schwarz permet d’e´crire
(1·9) �1− 2−↵�B2f 6 (B−f )2 6 V(Zf ) 6 B2f .
Notre approche est fonde´e sur le fait que l’ine´galite´
(1·10) Vf (x, y)⌧ Bf (x, y)2 (f 2 A, x > y > 2),
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e´tablie dans [3] en toute ge´ne´ralite´, permet de ramener la preuve de (1·6) au cas d’une
fonction fortement additive. Sous l’hypothe`se y ⌧ log x, une estimation ge´ne´rale, prouve´e
dans [2], du comportement local de (x, y) fournit alors rapidement l’estimation souhaite´e.
Il est a` noter que le mode`le (1·2) comporte un biais syste´matique, duˆ au fait que
les probabilite´s ainsi de´finies ne sont pas nulles lorsque p⌫ > x. Ce phe´nome`ne est
particuli`erement e´vident lorsque f est fortement additive : notant
(1·11) wp = wp(x, y) := p−↵⌫p ,
nous avons alors
P
�
⇠p = f(p)
�
=
1− wp
p↵
alors que (voir en particulier [3] ou (3·4) infra) l’approximation au premier ordre de
 (x/p, y)/ (x, y) est 1/p↵. Nous avons — cf., par exemple, [2], formule (3.4) —
(1·12) x−↵ 6 wp 6 min{(y/x)↵, x−↵/2}, (xy)−↵ 6 wp/p↵ 6 x−↵,
de sorte que le biais n’a qu’une influence marginale de`s que y ! 1. En e↵et, notant
classiquement
⇡(y) :=
X
p6y
1, #(y) :=
X
p6y
log p ⇣ y (y > 2),
et posant traditionnellement u := (log x)/ log y, nous observons, a` fins de re´fe´rence
ulte´rieure, que la de´finition (1·1) implique imme´diatement
(1·13)
⇣
1 +
#(y)
log x
⌘u
6 x↵ 6 e⇡(y) (x > y > 2).
Pour ame´liorer la pre´cision des re´sultats, nous introduisons les variables ale´atoires
ge´ome´triques inde´pendantes non biaise´es ⇠⇤p = ⇠⇤p(f) ve´rifiant
(1·14) P(⇠⇤p = 0) = gp(↵), P(⇠⇤p = f(p⌫)) =
gp(↵)
(1− wp)p⌫↵ (1 6 ⌫ 6 ⌫p),
avec la meˆme convention que pre´ce´demment pour les cas d’e´galite´ des valeurs prises, et
nous posons
(1·15) Z⇤f :=
X
p6y
⇠⇤p .
Notons que, lorsque f est fortement additive, les ⇠⇤p sont des variables de Bernoulli
de´finies par
(1·16) P�⇠⇤p = 0� = gp(↵), P�⇠⇤p = f(p)� = 1p↵ ·
Dans le cas ge´ne´ral, nous avons
(1·17)
E(Z⇤f ) =
X
p⌫2S(x,y)
gp(↵)f(p⌫)
(1− wp)p⌫↵ ,
V
�
Z⇤f
�
:=
X
p⌫2S(x,y)
gp(↵)|f(p⌫)|2
(1− wp)p⌫↵ −
X
p6y
����� X
16⌫6⌫p
gp(↵)f(p⌫)
(1− wp)p⌫↵
�����
2
,
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la variance semi-empirique associe´e a` ce mode`le e´tant de´finie par
(1·18) V ⇤f = V ⇤f (x, y) :=
1
 (x, y)
X
n2S(x,y)
��f(n)− E(Z⇤f )��2.
Notre approche fonctionne sans changement dans ce cadre : paralle`lement au The´o-
re`me 1.1, nous obtenons le re´sultat suivant.
The´ore`me 1.2. Nous avons
(1·19) V ⇤f (x, y)⌧ V(Z⇤f )
uniforme´ment pour toute fonction additive complexe f et tous x, y tels que x > y > 2.
Il est a` noter que, lorsque f est fortement additive, la variance de Z⇤f prend la forme
particuli`erement agre´able
(1·20) V(Z⇤f ) =
X
p6y
gp(↵)|f(p)|2
p↵
·
2. Applications
Nous pre´sentons ici quelques exemples d’applications ouvertes par les The´ore`mes 1.1
et 1.2.
On sait classiquement que la forme duale de l’ine´galite´ de Tura´n–Kubilius s’apparente
a` une ine´galite´ de grand crible. Nous avons e´nonce´ un tel re´sultat dans [3], comme
conse´quence de la majoration universelle (1·10). Comme le principe de dualite´ ne´cessite,
au moins dans l’approche standard, une majoration par une forme quadratique diagonale,
le recours a` (1·6) ou (1·19) au lieu de (1·10) n’apporte pas d’ame´lioration imme´diate.
Cependant, dans le cas des fonctions fortement additives, la variance du mode`le se pre´sente
sous forme diagonale. Nous obtenons le re´sultat suivant.
The´ore`me 2.1. Il existe une constante absolue C > 0 telle que, pour toute suite {an}1n=1
de nombres complexes, et uniforme´ment pour x > y > 2, on ait
(2·1)
X
p6y
p↵
gp(↵)
����� X
n2S(x,y)
p|n
an − 1
p↵
X
n2S(x,y)
an
�����
2
6 C (x, y)
X
n2S(x,y)
|an|2.
Cela repre´sente une ame´lioration significative par rapport au re´sultat analogue issu
de (1·10), dans lequel les de´nominateurs gp(↵) sont absents : lorsque y 6 log x, on a
gp(↵) ⇣ ⇡(y)(log p)/ log x⌧ y/ log x et le gain est patent.
Il est e´galement a` noter que l’utilisation du mode`le non biaise´ Z⇤f apporte aussi une
pre´cision supple´mentaire : avec le mode`le biaise´ Zf , nous n’aurions obtenu qu’une ine´galite´
de type (2·1) ou` les de´nominateurs gp(↵) sont remplace´s par gp(↵) + wp.
Notre seconde application concerne la structure multiplicative d’un entier friable.
De´signons par {pj(n)}!(n)j=1 la suite croissante des facteurs premiers distincts d’un entier
ge´ne´rique n, qui co¨ıncide donc avec l’ensemble des sauts de la fonction
t 7! !t(n) :=
X
p|n
p6t
1 (2 6 t 6 y).
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Plus pre´cise´ment, nous avons !t(n) = j si, et seulement si, pj(n) 6 t < pj+1(n), avec la
convention que pj+1(n) = 1 lorsque j = !(n). Comme !t(n) de´pend additivement de
n pour chaque valeur de t fixe´e, il est naturel d’attendre qu’une majoration de variance
fournisse, via un argument de type Bienayme´–Tche´bychev, une e´valuation de pj(n) pour
une sous-suite dense de S(x, y). Nous avons de´veloppe´ une telle application dans [3] comme
conse´quence de (1·10). L’ine´galite´ (1·19) permet de pre´ciser le the´ore`me 1.6 de [3].
Posons, pour ↵ = ↵(x, y),
vt :=
t1−↵ − 1
(1− ↵) log t , Mt =Mt(x, y) :=
X
p6t
1
p↵
(2 6 t 6 y 6 x).
Nous avons e´tabli dans [3] que
(2·2) Mt = log2 2t+ vt +O
⇣ vt
log 2vt
⌘
(2 6 t 6 y 6 x).
Nous obtenons le re´sultat suivant.
The´ore`me 2.2. Pour toute constante b > 1 et toute fonction positive #x tendant vers
l’infini avec x, il existe une fonction "x telle que limx!1 "x = 0 ayant la proprie´te´ suivante :
pour tous les entiers n de S(x, y) sauf au plus "x (x, y) d’entre eux et uniforme´ment pour
#x 6 t 6 y 6 x, nous avons
(2·3) |!t(n)−Mt| 6
(
↵1/3M
2/3
t {log(3Mt/↵)}2b/3 + 1 (2 6 t 6 z),
M
2/3
t (logMt)b/3 (z < t 6 y),
ou` l’on a pose´ z := min{y, exp(1/↵)}.
Si, de plus, ↵ = o(1), on peut choisir "x de sorte que !t(n) = ⇡(t) de`s que t = o(1/↵).
Remarque. La formule (2·3) est essentiellement e´quivalente a`
(2·4) |!t(n)−Mt| 6 2↵
1/3M
2/3
t {log(3Mt/↵)}2b/3
1 + {↵ log(3Mt/↵)}1/3 + 1 (2 6 t 6 y).
Le The´ore`me 2.2 permet une estimation de la re´partition normale de la suite {pj(n)}!(n)j=1 .
Qualitativement, lorsque, par exemple, y 6 (log x)k, ou` k > 1 est une constante arbitraire
fixe´e, nous mettons en e´vidence un remarquable e↵et de tassement, au point que pj(n)
devient graduellement comparable, lorsque y de´croˆıt, au j-e`me nombre premier, note´ pj .
Pour les plus grandes valeurs de y, nous avons ↵ � 1, et seule la seconde e´ventualite´
de (2·3) se pre´sente. La conclusion du corollaire 1.7 de [3] fournit alors une description
satisfaisante de la situation.
Nous posons z1 := min(y, e1/2↵) et notons que ↵ 6 1− 1/k + o(1) pour y 6 (log x)k.
Corollaire 2.3. Soit k > 1. Pour toute constante b > 1 et toute fonction positive Jx
tendant vers l’infini avec x, il existe une fonction "x telle que limx!1 "x = 0 et ve´rifiant
la proprie´te´ suivante : pour tous les entiers n de S(x, y) sauf au plus "x (x, y) d’entre eux
et pour Jx 6 j 6 !(n), 2 6 y 6 (log x)k, nous avons
(2·5) 0 6 pj(n)− pj ⌧ ↵
1/3p
2/3
j {log(3pj/↵)}2b/3 + ↵pj + 1 (pj 6 z1)
pj(n) = p
1/(1−↵)
j e
O(↵) (z1 < pj 6 y).
De plus, lorsque ↵ = o(1), on a pj(n) = pj de`s que pj = o(1/↵).
Il est a` noter que l’e´nonce´ pre´ce´dent implique en particulier que presque tous les entiers
de S(x, y) ve´rifient
(2·6) pj(n) ⇠ pj (1 6 j 6 !(n))
de`s que y = o(log x).
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3. De´monstration du The´ore`me 1.1
Soit f 2 A. E´tant donne´s x, y tels que x > y > 2, nous de´finissons une fonction
fortement additive h = hx,y par
(3·1) h(p)
p↵
�
1− wp
�
=
X
16⌫6⌫p
gp(↵)
f(p⌫)
p⌫↵
(p 2 P),
ou` nous avons utilise´ les notations introduites en (1·11).
Nous avons donc f = g+h, ou` g ve´rifie (1·7). Pour un couplage convenable, nous avons
e´galement Zf = Zg + Zh : il suﬃt en e↵et de choisir, avec la convention indique´e dans
l’introduction,8>><>>:
P
⇣
⇠p(h) = 0, ⇠p(g) = 0
⌘
:= gp(↵) +
wp
p↵
,
P
⇣
⇠p(h) = h(p), ⇠p(g) = g(p⌫)
⌘
:=
gp(↵)
p⌫↵
(1 6 ⌫ 6 ⌫p).
Ainsi qu’il a e´te´ rappele´ plus haut, il re´sulte du the´ore`me 1.1 de [3] que
Vg = Vg(x, y)⌧ V(Zg).
De plus,
Vf 6 2Vg + 2Vh,
V(Zh) =
X
p6y
(1− wp) |h(p)|
2
p↵
⇣
1− 1− wp
p↵
⌘
=
X
p6y
(1− wp) |h(p)|
2
p↵
⇣
gp(↵) +
wp
p↵
⌘
.
Observons alors, d’une part, que, pour tout nombre premier p 6 y,
�
1− wp
� |h(p)|2
p↵
6 p
↵
1− wp
X
16⌫6⌫p
gp(↵)
p⌫↵
X
16⌫6⌫p
gp(↵)
p⌫↵
|f(p⌫)|2
=
X
16⌫6⌫p
gp(↵)
p⌫↵
|f(p⌫)|2.
alors que, d’autre part, par un emploi standard de l’ine´galite´ de Cauchy-Schwarz,
V(Zf ) =
X
p⌫2S(x,y)
gp(↵)
p⌫↵
|f(p⌫)|2 −
X
p6y
���� X
16⌫6⌫p
gp(↵)
p⌫↵
f(p⌫)
����2
>
X
p⌫2S(x,y)
gp(↵)
p⌫↵
|f(p⌫)|2
⇣
gp(↵) +
wp
p↵
⌘
.
Il s’ensuit que donc
V(Zh) 6 V(Zf ).
Sous l’hypothe`se Vh ⌧ V(Zh), nous de´duisons donc de ce qui pre´ce`de que nous avons
Vf 6 2Vg + 2Vh ⌧ V(Zf − Zh) + V(Zh)⌧ V(Zf ) + V(Zh)⌧ V(Zf ),
c’est-a`-dire (1·6).
Nous pouvons ainsi, sans restreindre la ge´ne´ralite´ de l’argument, supposer dans la suite
que f est une fonction fortement additive.
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Nous pouvons e´galement supposer f re´elle puisque
Vf = V<e f + V=mf , V(Zf ) = V(Z<e f ) + V(Z=mf )
dans le cas ge´ne´ral.
A` fins de re´fe´rence ulte´rieure, nous notons imme´diatement que
(3·2) V(Zf ) =
X
p6y
(1− wp)f(p)
2
p↵
⇣
gp(↵) +
wp
p↵
⌘
,
et rappelons la formule (1·20) pour V(Z⇤f ).
Sous les hypothe`ses supple´mentaires mentionne´es plus haut, nous pouvons e´crire
(3·3) Vf (x, y) = 1 (x, y)
X
n2S(x,y)
⇣X
p|n
f(p)− E(Zf )
⌘2
=M2 − 2M1E(Zf ) + E(Zf )2,
avec
E(Zf ) =
X
p6y
f(p)(1− wp)
p↵
, Mj :=
1
 (x, y)
X
n2S(x,y)
f(n)j (j = 1, 2),
de sorte que
M1 =
X
p6y
f(p)
 (x/p, y)
 (x, y)
, M2 =
X
p6y
f(p)2
 (x/p, y)
 (x, y)
+
X
p,q6y
p6=q
f(p)f(q)
 (x/pq, y)
 (x, y)
·
Il est manifeste que des estimations relatives au comportement local de  (x, y) sont
ne´cessaires pour e´valuer M1 et M2. Nous ferons appel a` la formule ge´ne´rale suivante,
e´tablie au the´ore`me 2.4 de [2] et valable uniforme´ment sous les conditions x > y > 2,
1 6 d 6 x, log d⌧ log y, !(m)⌧ 1 :
(3·4)  m
⇣x
d
, y
⌘
:=
X
n2S(x/d,y)
(n,m)=1
1 =
gm(↵)
d↵
 (x, y)
n
1 +O
⇣ 1
u
⌘o
,
ou` l’on a pose´
(3·5) u := min(u, y/ log y).
Introduisant
rd = rd(x, y) :=
 (x/d, y)
 (x, y)
− 1
d↵
(x > y > 2, d > 1),
nous obtenons en appliquant (3·4) avec m = 1, d = p, puis m = p, d = 1,
(3·6) rp =  (x/p, y) (x, y) −
1
p↵
= gp(↵)−  p(x, y) (x, y) ⌧
gp(↵)
p↵u
,
uniforme´ment pour x > y > 2, p 6 y.
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Compte tenu des re´sultats rappele´s dans l’introduction, nous pouvons supposer
(3·7) 2 6 y 6 log x,
de sorte que y↵ ⇣ 1 — cf., par exemple, [7] ou (5·15) infra. Observons d’emble´e qu’a`
toute fin utile nous pouvons remplacer, dans le membre de droite de (3·3), l’espe´rance du
mode`le Zf par celle du mode`le non biaise´ Z⇤f , de´fini en (1·15). En e↵et, puisque
(3·8) V(Zf ) =
X
p6y
(1− wp)f(p)
2
p↵
⇣
gp(↵) +
wp
p↵
⌘
>
�
1− (y/x)↵ X
p6y
f(p)2wp
p↵
,
nous avons, d’une part,
(3·9) �E(Zf )− E(Z⇤f ) 2 6X
p6y
f(p)2wp
p↵
X
p6y
wp
p↵
⌧ ⇡(y)x
−↵
1− (y/x)↵V(Zf )⌧
yV(Zf )
x↵ log y
et, d’autre part, au vu de (3·6), puisque ↵ 6 ⇡(y)/ log x d’apre`s (1·13) et donc p↵ ⌧ 1
pour p 6 y dans le domaine (3·7),
M1 − E(Z⇤f ) =
X
p6y
f(p)rp ⌧ 1
⇡(y)
vuutX
p6y
f(p)2gp(↵)
p↵
X
p6y
gp(↵)
p↵
⌧
s
V(Z⇤f )
u
,(3·10)
M1 − E(Zf ) =
X
p6y
f(p)
n
rp +
wp
p↵
o
⌧
s
V(Z⇤f )
u
+
r
⇡(y)V(Zf )
x↵
·(3·11)
Puisque V ⇤f = V
⇤
f (x, y) =M2 − 2M1E(Z⇤f ) + E(Z⇤f )2, il s’ensuit que
(3·12)
Vf − V ⇤f =
�
E(Z⇤f )− E(Zf )
 �
2M1 − E(Zf )− E(Z⇤f )
 
⌧
nr y
x↵ log x
+
y
x↵ log y
o
V(Zf )⌧ V(Zf ).
Estimons donc V ⇤f . Nous avons
M2 =
X
p6y
f(p)2
p↵
+
X
p6y
f(p)2rp +
X
p,q6y
p6=q
f(p)f(q)
p↵q↵
+
X
p,q6y
p6=q
f(p)f(q)rpq
= V(Z⇤f ) + E(Z⇤f )2 +
X
p6y
f(p)2rp +
X
p,q6y
p6=q
f(p)f(q)rpq,
d’ou`, compte tenu de l’e´galite´ de (3·10),
(3·13) V ⇤f = V(Z⇤f )−Gf +Df
avec
V(Z⇤f ) =
X
p6y
gp(↵)f(p)2
p↵
6 V(Zf )
1− (y/x)↵ =
n
1 +O
⇣ 1
x↵
⌘o
V(Zf ),(3·14)
Gf :=
X
p6y
f(p)2rp
⇣ 2
p↵
− 1
⌘
, Df :=
X
p,q6y
p6=q
f(p)f(q)
n
rpq − rp
q↵
− rq
p↵
o
,(3·15)
ou` (3·14) de´coule de (3·8).
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Il re´sulte imme´diatement de (3·6) que
(3·16) Gf ⌧
V(Z⇤f )
⇡(y)
·
Nous avons e´galement
(3·17) rpq − rp
q↵
− rq
p↵
=
1
 (x, y)
n
 
⇣ x
pq
, y
⌘
−  (x/p, y)
q↵
−  (x/q, y)
p↵
+
 (x, y)
p↵q↵
o
.
La quantite´ entre accolades vaut
(3·18)
X
t|pq
µ(t)
⇣ t
pq
⌘↵
 
⇣x
t
, y
⌘
=
X
t|pq
µ(t)
X
d|pq/t
gd(↵)µ(d)
X
n2S(x,y)
t|n
1
=
X
d|pq
µ(d)gd(↵)
X
n2S(x,y)
X
t|(n,pq/d)
µ(t)
=
X
d|pq
µ(d)gd(↵) pq/d(x, y).
Compte tenu de (3·4), le membre de droite de (3·18) peut eˆtre e´value´ par
X
d|pq
µ(d)d↵gd(↵)gpq/d(↵)
d↵p↵q↵
 (x, y) +O
✓
gpq(↵)
⇡(y)p↵q↵
 (x, y)
◆
⌧ gpq(↵)
⇡(y)p↵q↵
 (x, y).
Nous obtenons donc
Df ⌧ 1
⇡(y)
✓X
p6y
gp(↵)
|f(p)|
p↵
◆2
6
V(Z⇤f )
⇡(y)
X
p6y
gp(↵)
p↵
·
La dernie`re somme est ⌧ ↵y ⌧ y⇡(y)/ log x. Il suit
(3·19) Df ⌧ ylog xV(Z
⇤
f ).
La relation (3·13) et les estimations (3·12), (3·14), (3·16) et (3·19) fournissent alors
(3·20) Vf (x, y) = V(Zf )
n
1 +O
⇣ log y
y
+
y
log x
⌘o
(2 6 y 6 log x),
ce qui comple`te la preuve du The´ore`me 1.1.
A` fins de re´fe´rence ulte´rieure, nous observons que la de´monstration pre´ce´dente fournit
e´galement
(3·21) V ⇤f (x, y) = V(Z⇤f )
n
1 +O
⇣ log y
y
+
y
log x
⌘o
(2 6 y 6 log x).
10 R. de la Brete`che & G. Tenenbaum
4. De´monstration du The´ore`me 1.2
Comme pre´ce´demment, il suﬃt de conside´rer le cas des fonctions fortement additives.
En e↵et, e´tant donne´s une fonction re´elle f 2 A et x, y tels que x > y > 2, la fonction
g := f − h, ou` h = hx,y est de´finie par (3·1), ve´rifie E(⇠p(g)) = E(⇠⇤p(g)) = 0 pour tout
p 6 y. Nous pouvons donc appliquer le the´ore`me 1.1 de [3], qui fournit
Vg(x, y)⌧ V(Zg) ⇣ V(Z⇤g )
puisque 1 − wp ⇣ 1 pour p 6 y. De plus, pour un couplage convenable, nous avons la
relation entre variables ale´atoires Z⇤f = Z
⇤
g +Z⇤h, de sorte que V(Z⇤g ) 6 2V(Z⇤h)+ 2V(Z⇤f ).
Maintenant
V ⇤g − 2Vg 6 2
��E(Zg)− E(Z⇤g )��2 ⌧X
p6y
X
16⌫6⌫p
gp(↵)|g(p⌫)|2
p⌫↵
X
p6y
w2p
X
16⌫6⌫p
gp(↵)
p⌫↵
⌧ V(Z⇤g )
⇡(y)
x2↵
⌧ V(Z⇤g ),
d’ou`
V ⇤g ⌧ V(Z⇤g )⌧ V(Z⇤h) + V(Z⇤f ).
De plus,
V(Z⇤h) =
X
p6y
gp(↵)|h(p)|2
p↵
6
X
p6y
gp(↵)
(1− wp)2
X
16⌫6⌫p
gp(↵)|f(p⌫)|2
p⌫↵
X
16⌫6⌫p
gp(↵)
p(⌫−1)↵
6
X
p⌫2S(x,y)
gp(↵)2|f(p⌫)|2
(1− wp)p↵ ⌧ V(Z
⇤
f ).
Sous l’hypothe`se V ⇤h ⌧ V (Z⇤h), il suit donc
V ⇤f 6 2V ⇤g + 2V ⇤h ⌧ V(Z⇤g ) + V(Z⇤h)⌧ V(Z⇤f ) + V(Z⇤h)⌧ V(Z⇤f ).
Il reste a` e´tablir que V ⇤h ⌧ V (Z⇤h). Cela re´sulte de (3·21) lorsque 2 6 y 6 log x. Lorsque
log x < y 6 x, nous avons wp/p↵ ⌧ gp(↵) pour tout p 6 y, donc V(Zh) ⇣ V(Z⇤h), et,
graˆce au the´ore`me 1.1 de [3]
V ⇤h 6 2Vh + 2
�
E(Zh)− E(Z⇤h)
 2 ⌧ V(Zh) +X
p6y
w2p
p↵
X
p6y
|f(p)|2
p↵
⌧ V(Zh) + ⇡(y)
x3↵/2
Bh(x, y)2 ⌧ V(Zh)⌧ V(Z⇤h),
ou` l’avant-dernie`re estimation re´sulte de (1·9) et (1·13).
5. Le cas des fonctions fortement additives
5·1. E´nonce´ du re´sultat principal et remarques
La de´monstration du The´ore`me 1.1 fait apparaˆıtre le roˆle essentiel joue´ par la classe des
fonctions fortement additives dans l’e´tude du cas ge´ne´ral. Nous rassemblons nos re´sultats
relatifs a` cette hypothe`se dans l’e´nonce´ suivant.
Nous posons
(5·1)
⌘ = ⌘(x, y) :=
1
u
+
y2⇡(y)
(log x)2
+
y3⇡(y)2
(log x)3
,
R = R(x, y) := min
⇢
log y
y
+
y
log x
, ⌘(x, y)
�
,
Sur l’ine´galite´ de Tura´n–Kubilius friable 11
et notons que ⌘ = o(1) si, et seulement si, y = o
�
(log x)3/5(log2 x)2/5
�
. Nous rappelons
e´galement la notation de Tche´bychev
#(y) :=
X
p6y
log p.
Par ailleurs, nous de´signons par A0 la classe des fonctions arithme´tiques re´elles fortement
additives.
The´ore`me 5.1. Soit f 2 A0.
(i) Nous avons
(5·2) V ⇤f (x, y) 6 {1 + o(1)}V(Z⇤f ) (u!1).
Si, en outre, y = o(log x), alors
(5·3) V ⇤f (x, y) = {1 + o(1)}V(Z⇤f ).
(ii) Lorsque y et u tendent vers l’infini, nous avons e´galement
(5·4) Vf (x, y) 6 {1 + o(1)}V(Zf ).
(iii) Si y et (log x)/y tendent vers l’infini, alors
(5·5) 1
1 + (log x)/e⇡(y)⇡(y) log 2
+ o(1) 6 Vf (x, y)
V(Zf )
6 1
1 + (log x)/ye⇡(y)
+ o(1).
(iv) Sous l’hypothe`se 2 6 y 6 log x, nous avons plus pre´cise´ment
(5·6) 1− #(y)
log x
+O(R) 6
V ⇤f (x, y)
V(Z⇤f )
6 1 +O(R).
Remarques. (i) La formule (5·3) met en e´vidence l’inde´pendance asymptotique, dans
le domaine y = o
�
log x
�
, des ante´ce´dents arithme´tiques des variables ⇠⇤p associe´es aux
fonctions fortement additives selon le mode`le non biaise´.
(ii) Martin et Tenenbaum ont montre´ — [8], formule (13·6) — que, pour tout u > 1
fixe´, nous avons
(5·7) lim sup
x!1
sup
f2A0
Vf (x, x1/u)
V(Zf )
= λ(u)
pour une application convenable λ : [1,1[! R+, pre´cise´ment de´finie dans le meˆme travail
et ve´rifiant λ(u) − 1 ⇠ 1/8u (u ! 1). Les valeurs de λ(u) ont e´te´ tabule´es dans [6], et
ve´rifient λ(u) > 1 pour tout u > 1. Cela implique en particulier l’optimalite´ du domaine
de validite´ de (5·2).
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(iii) La formule (5·4) est une conse´quence imme´diate de (5·2), (3·12) et (3·14). Dans le
domaine y 6 log x, on obtient en fait une estimation e↵ective en ajoutant ⇡(y)e−⇡(y) aux
termes d’erreur de (5·6).
(iv) Lorsque y = 2, il est aise´ d’estimer Vf (x, y)/V(Zf ). Pour des raisons d’homoge´ne´ite´,
nous pouvons supposer f(2) = 1. Posant N :=  (x, 2) = 1 + ⌫2(x), nous avons
↵ = (1 +O(1/N))/N log 2 et
E(Zf ) = 2−↵(1− 2−N↵) = 1− e−1 +O(1/N),
Vf = e−2 +O(1/N),
V(Zf ) = e−1 − e−2 +O(1/N),
de sorte que
Vf (x, y)
V(Zf )
=
1
e− 1 +O
⇣ 1
N
⌘
< 1.
(v) De´signons, conforme´ment a` l’usage, par !(n) le nombre des facteurs premiers
distincts d’un entier naturel n. Comme nous l’e´tablirons au paragraphe 5.4, nous avons
lorsque (log x)/y et y tendent vers l’infini,
(5·8) V! =
✓
1
1 + (log x)/ye⇡(y)
+ o(1)
◆
V(Z!).
Cela implique l’optimalite´ de la majoration de (5·5) dans la ge´ne´ralite´ e´nonce´e.
(vi) Le choix de la fonction indicatrice des nombres pairs permet de montrer que la
minoration de (5·5) est e´galement optimale dans la ge´ne´ralite´ e´nonce´e : il suﬃt de faire
appel a` (3·2), (1·20) et (5·15), (5·27) infra. Nous omettons les de´tails de la ve´rification.
5·2. Lemmes
Commenc¸ons par aﬃner les estimations (3·16) et (3·19) dans le domaine (3·7). Rappelons
la notation (5·1).
Lemme 5.2. Dans le domaine (3·7), uniforme´ment pour f 2 A0, nous avons
(5·9) Gf ⌧ ⌘V(Z⇤f )
et, pour une constante absolue convenable K,
(5·10) −V(Z⇤f )
n #(y)
log x
+K⌘
o
6 Df 6 K⌘V(Z⇤f ).
Remarque. L’estimation (5·9) fournit une ame´lioration de (3·16) de`s que
y ⌧
p
log x log2 x.
De´monstration. Conside´rons d’abord (5·9). Posons
δ = δ(x, y) :=
1
u
+
y2⇡(y)
(log x)2
·
Dans le domaine (3·7) et pour 2 6 p 6 y, le corollaire 1.8 de [5] implique
(5·11)  p(x, y) = gp(↵) (x, y)
�
1 +O
�
δ
� 
,
d’ou`
(5·12) rp ⌧ gp(↵)δ,
et finalement (5·9).
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Nous proce´dons similairement pour e´tablir la majoration de (5·10). Une forme a↵aiblie
du corollaire 1.8 de [5] permet d’e´crire
(5·13)  pq(x, y) = gpq(↵) (x, y)
⇢
1− 1
⇡(y)
+O
�
δ
��
,
d’ou`, compte tenu de (3·17) et (3·18),
rpq − rp
q↵
− rq
p↵
=
X
d|pq
µ(d)gd(↵)
 pq/d(x, y)
 (x, y)
= gpq(↵)
n
− 1
⇡(y)
+O
�
δ
�o
=
−gpq(↵)
p↵q↵⇡(y)
+O
✓
gpq(↵)δ
p↵q↵
◆
,
ou` nous avons utilise´ l’estimation p↵q↵ = 1 +O(y/ log x), qui re´sulte de (1·13).
Reportons cette estimation dans l’expression de Df donne´e en (3·15). Le terme d’erreur
fournit une contribution ⌧ ⌘V(Z⇤f ). Il s’ensuit que, dans le domaine (3·7), nous avons
(5·14)
Df = − 1
⇡(y)
⇣X
p6y
f(p)gp(↵)
p↵
⌘2
+
1
⇡(y)
X
p6y
f(p)2gp(↵)2
p2↵
+O
⇣
↵yδV(Z⇤f )
⌘
6 K⌘V(Z⇤f ),
pour une constante absolue convenable K, puisque gp(↵)/⇡(y) ⌧ 1/u ⌧ ⌘ dans le
domaine conside´re´.
Pour e´tablir la minoration de (5·10), nous appliquons l’ine´galite´ de Cauchy-Schwarz
sous la forme ⇣X
p6y
f(p)gp(↵)
p↵
⌘2
6 V(Z⇤f )
X
p6y
gp(↵)
p↵
6 V(Z⇤f )↵
X
p6y
log p
6 V(Z⇤f )
⇡(y)#(y)
log x
n
1 +O
⇣ y
log x
⌘o
,
ou` nous avons utilise´ l’estimation (voir la formule (2.14) de [5])
(5·15) ↵ = ⇡(y)
log x
n
1 +O
⇣ y
log x
⌘o
(2 6 y 6 log x).
Nous en de´duisons l’ine´galite´ souhaite´e en reportant dans l’e´galite´ de (5·14). ut
Lemme 5.3. Soit h : [1,1[! R+ une fonction telle que limx!1 h(x) = 1. Sous la
condition
(5·16) h(x)
p
log x log2 x 6 y 6 x1/h(x),
et uniforme´ment pour f 2 A0, nous avons
(5·17) Vf (x, y) 6 {1 + o(1)}V(Zf ) (x!1).
De´monstration. Lorsque (5·16) est re´alise´e et, sous la condition supple´mentaire u > plog y,
la preuve du the´ore`me principal de [4] fournit en fait l’existence d’une constante K > 0
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telle que pour toute fonction f additive re´elle
Vf (x, y)− V(Zf ) 6 KB
2(x, y)
u
·(2)
Lorsque f est fortement additive, l’ine´galite´ 12↵ log 2 6 gp(↵) permet d’en de´duire que
Vf (x, y)− V(Zf ) 6 K
u
X
p6y
f(p)2
p↵
6 2K
u↵ log 2
V(Z⇤f ).
La minoration classique ↵ log y � log(1 + y/ log x) implique alors, dans les hypothe`ses
e↵ectue´es,
↵u� log
⇣
1 +
y
log x
⌘min(y, log x)
(log y)2
� min
⇣
h(x),
log x
(log2 x)2
⌘
,
d’ou` (5·17).
Lorsque u 6
p
log y, et donc e(log x)
2/3 6 y 6 x1/h(x), nous pouvons faire appel au
corollaire 5.2 de [3] qui fournit directement (5·17). ut
Dans l’e´nonce´ suivant, nous posons
E :=
(y + log x) log y
x↵y
⌧ log x
⇡(y)
⇣
1 +
#(y)
log x
⌘1−u
,
F :=
(y + log x)
p
u+ log2 y
x↵u
p
log x
⌧
p
log x
p
u+ log2 y
uy
⇣
1 +
#(y)
log x
⌘1−u
.
ou` nous avons fait appel a` (1·13).
Lemme 5.4. Uniforme´ment pour x > y > 2 et f 2 A0, nous avons
(5·18) Vf (x, y)V(Zf ) =
V ⇤f (x, y)
V(Z⇤f )
�
1 +O(E)
 
+O(F ).
En particulier, pour tout " > 0, nous avons, lorsque x!1 et y > (1 + ") log2 x log3 x,
(5·19) Vf (x, y)
V(Zf )
=
V ⇤f (x, y)
V(Z⇤f )
�
1 + o(1)
 
+ o(1).
De plus, dans le domaine 2 6 y 6 log x, nous avons
(5·20) Vf (x, y)− V ⇤f (x, y)⌧ V(Zf )
✓
y9/2
x↵/2(log x)3/2
+
y
x↵ log y
◆
.
Remarques. (i) Compte tenu de (5·7), nous pouvons de´duire de (5·19) que, pour tout u > 1
fixe´,
(5·21) lim sup
x!1
sup
f2A0
V ⇤f (x, x
1/u)
V(Z⇤f )
= λ(u).
(ii) La minoration de x↵ indique´e en (1·13), implique l’existence d’une constante positive
convenable c telle que l’on ait x↵ � ecy/ log y dans le domaine 2 6 y 6 log x. Cela permet
de remplacer le membre de droite de (5·20) par V(Zf )e−c1y/ log y avec c1 > 0.
2. En e↵et, la formule (2.1) de [4] s’e´crit, avec les notations de [4],
Vf (x, y) = V(Zf ) + Tf (x, y) + V ⇤f (x, y)− Uf (x, y),
ou`, d’apre`s la dernie`re formule centre´e de l’article, Uf (x, y)⌧ B2(x, y)/u.
L’ine´galite´ Tf (x, y) 6 C1B2(x, y)/u, ou` C1 est une constante absolue, est e´tablie au milieu de
la page 263.
Enfin, la formule (2.4) de [4] implique V ⇤f (x, y) = S
⇤+O
�
B2(x, y)/u
�
ou` S⇤ 6 C2B2(x, y)/u et
C2 de´signe une constante absolue.
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De´monstration. Nous avons vu en (3·12) que
(5·22) Vf (x, y)− V ⇤f (x, y) =
�
E(Z⇤f )− E(Zf )
 �
2(M1 − E(Z⇤f )) + E(Zf )− E(Z⇤f )
 
.
Compte tenu de la majoration (3·6), nous pouvons e´crire
{M1 − E(Z⇤f )}2 =
⇢X
p6y
f(p)rp
�2
⌧ 1
u2
X
p6y
f(p)2gp(↵)
p↵
X
p6y
gp(↵)
p↵
⌧ V(Z⇤f )
u+ log2 y
u2
,
ou` la dernie`re somme en p a e´te´ e´value´e comme indique´ au lemme 3.2 de [3]. La majoration
wp ⌧ (p/x)↵ mentionne´e en (1·12) fournit de plus
�
E(Zf )− E(Z⇤f )
 2 = ⇢X
p6y
f(p)
wp
p↵
�2
6 1
x2↵
X
p6y
f(p)2gp(↵)
p↵
X
p6y
p↵
gp(↵)
⌧ ⇡(y)y
↵
x2↵
⇣ 1
↵ log y
+ 1
⌘
V(Z⇤f )⌧
y↵{u+ ⇡(y)}
x2↵
V(Z⇤f ).
Or, d’apre`s les formules (7.6) et (7.8) de [7], nous avons
y↵ ⌧
⇣
1 +
y
log x
⌘
log y ⌧ y + log x
u
,
donc �
E(Zf )− E(Z⇤f )
 2 ⌧ V(Z⇤f ) (y + log x)2x2↵ log x ·
Il s’ensuit que
(5·23) Vf (x, y)− V ⇤f (x, y)⌧ V(Z⇤f )
(y + log x)
p
(u+ log2 y)
x↵u
p
log x
= V(Z⇤f )F.
Par ailleurs, la majoration
wp
p↵gp(↵)
⌧ 1
x↵↵
⌧ (log x+ y) log y
x↵y
,
implique
(5·24) V(Z⇤f )− V(Zf ) =
X
p6y
f(p)2wp
p2↵
⌧ V(Z⇤f )
(y + log x) log y
x↵y
= V(Z⇤f )E.
Compte tenu de l’identite´
Vf (x, y)
V(Zf )
✓
1 +
V(Zf )− V(Z⇤f )
V(Z⇤f )
◆
− V
⇤
f (x, y)
V(Z⇤f )
=
Vf (x, y)− V ⇤f (x, y)
V(Z⇤f )
·
les majorations (5·23) et (5·24) impliquent bien l’estimation (5·18) annonce´e.
Pour e´tablir (5·19), nous observons que, sous les hypothe`ses e↵ectue´es, nous avons
certainement
E ⌧ (log x)e−(1−"/3)y/ log y ⌧ (log x)−"(1−")/2,
F ⌧
p
log x
⇣
1 +
#(y)
log x
⌘−u
⌧ (log x)−(1−")/2.
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Il reste a` e´tablir (5·20) dans le domaine (3·7). D’apre`s (3·10) et (5·12), nous avons sous
cette hypothe`se
M1 − E(Z⇤f ) =
X
p6y
f(p)rp ⌧
X
p6y
gp(↵)
|f(p)|
p↵
✓
1
u
+
y2⇡(y)
(log x)2
◆
,
d’ou`
(5·25)
{M1 − E(Z⇤f )}2 ⌧ V(Z⇤f )
X
p6y
gp(↵)
p↵
✓
1
u
+
y2⇡(y)
(log x)2
◆2
⌧ V(Z⇤f )
⇢
y2 log y
(log x)3
+
y5⇡(y)3
(log x)5
�
.
En reportant dans (5·22) les majorations (3·9) et (5·25), nous obtenons bien (5·20) sous
les hypothe`ses e↵ectue´es. ut
5·3. De´monstration du The´ore`me 5.1.
Commenc¸ons par e´tablir l’assertion (iv). En reportant (5·9) et (5·10) dans (3·13), nous
obtenons bien (5·6) dans le domaine (3·7). Nous observons incidemment que (5·2) en
de´coule dans le sous-domaine y = o(log x).
Conside´rons ensuite le point (iii). Selon l’hypothe`se e↵ectue´e, il existe une fonction
h(x)!1 telle que
(5·26) h(x) 6 y 6 (log x)/h(x).
Nous avons alors V ⇤f (x, y) = V(Z⇤f )
�
1 + o(1)
 
d’apre`s (5·6). En reportant cette ine´galite´
dans (5·20), nous obtenons
(5·27) Vf (x, y) = V(Z⇤f ) + o
⇣
V(Zf )
⌘
.
Or, en comparant les identite´s donne´es en (3·8) pour V(Zf ) et en (3·14) pour V(Z⇤f ), nous
obtenons, lorsque y tend vers l’infini,
V(Zf )
V(Z⇤f )
6 1 +max
p6y
✓
p↵
x↵gp(↵)
◆
= 1 +
1 + o(1)
x↵↵ log 2
,
et
V(Zf )
V(Z⇤f )
> {1 + o(1)}min
p6y
✓
1 +
p↵
x↵gp(↵)
◆
= {1 + o(1)}1 + x
↵↵ log y
x↵↵ log y
·
L’estimation (5·15) de ↵ fournit bien (5·5) dans le domaine (5·26).
Pour e´tablir l’assertion (ii), i.e. (5·4) dans le domaine
(5·28) h(x) 6 y 6 x1/h(x)
de`s que h(x) ! 1, nous observons d’abord que la conclusion souhaite´e de´coule de (5·5)
sous la condition (5·26). Comme le Lemme 5.3 fournit (5·4) sous la condition (5·16), nous
obtenons bien (5·4) dans le domaine (5·28) quitte a` choisir h(x) 6 log2 x dans (5·26)
et (5·16).
Il reste a` prouver l’assertion (i). En vertu de (5·6), l’ine´galite´ requise (5·2) est en fait
une e´galite´ sous la condition y = o(log x). Nous pouvons donc supposer
(5·29) (log x)/h(x) 6 y 6 x1/h(x),
ou` h(x) est une fonction qui tend vers +1. Or, dans ce domaine, la relation (5·19)
implique que, si le rapport Vf (x, y)/V(Zf ) est 6 1 + o(1), alors il en va de meˆme pour
V ⇤f (x, y)/V(Z⇤f ). L’assertion (ii) fournit donc le re´sultat requis.
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5·4. Le cas f = !
E´tablissons ici (5·8) sous l’hypothe`se que y et (log x)/y tendent vers l’infini.
D’apre`s (3·2) et (1·20), nous avons
V(Z!) =
X
p6y
1− wp
p↵
⇣
gp(↵) +
wp
p↵
⌘
, V(Z⇤!) =
X
p6y
gp(↵)
p↵
·
Comme (5·15) implique, dans la circonstance conside´re´e, que l’on a wp = o(1) et
p↵ = 1 + o(1) uniforme´ment pour p 6 y, il s’ensuit que
(5·30) V(Z!)− V(Z⇤!) = {1 + o(1)}
X
p6y
wp
p↵
+ o
�
V(Z⇤!)
�
.
Si, par exemple, y > (log2 x)2, alors supp6y wp/gp(↵) = o(1). Nous obtenons donc
V! ⇠ V(Z⇤!), et (5·8) re´sulte de (5·27).
Dans le cas contraire, nous avons ↵ log y = o(1) et ↵ log x = ⇡(y) + o(1) en vertu
de (5·15), donc wp/p↵ ⇠ e−⇡(y) uniforme´ment pour p 6 y. Il vient doncX
p6y
wp
p↵
⇠ ⇡(y)e−⇡(y)
alors que
V(Z⇤!) ⇠ ↵#(y) ⇠
y⇡(y)
log x
·
Par (5·30), nous en de´duisons que
V(Z!) ⇠
n
1 +
log x
ye⇡(y)
o
V(Z⇤!).
En reportant dans (5·27), nous obtenons a` nouveau (5·8).
5·5. De´monstration du The´ore`me 2.1
Soit f une fonction arithme´tique additive. On peut e´crire, lorsque n 2 S(x, y),
f(n)− E(Z⇤f ) =
X
p6y
cn,pyp
avec yp := f(p)
p
gp(↵)/p↵ et(
cn,p :=
p
p↵/gp(↵)−
p
gp(↵)/p↵ si p | n,
cn,p := −
p
gp(↵)/p↵ si p - n.
La majoration (1·19) e´quivaut donc a` la validite´ de
X
n2S(x,y)
�����X
p6y
cn,pyp
�����
2
6 C (x, y)
X
p6y
|yp|2
pour tout choix des nombres complexes yp. Le principe de dualite´ exprimant l’e´galite´ des
normes d’un ope´rateur d’espaces de Hilbert et de son adjoint (cf., par exemple, le lemme
I.4.5.1 de [9]) montre alors que cette majoration est e´quivalente a` la validite´ de l’ine´galite´X
p6y
��� X
n2S(x,y)
cn,pan
���2 6 C (x, y) X
n2S(x,y)
|an|2
pour toute suite {an}1n=1 de nombres complexes.
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6. La re´partition des facteurs premiers d’un entier friable
6·1. Preuve du The´ore`me 2.2
Posons
Wt := V(Z⇤!t) =
X
p6t
gp(↵)
p↵
⌧ min(1,↵ log t)Mt (2 6 t 6 y 6 x).
Il re´sulte du The´ore`me 1.2 que, pour chaque t fixe´ dans [2, y], y 6 log x,
(6·1)
X
n2S(x,y)
|!t(n)−Mt|>h
p
Wt
1⌧  (x, y)
h2
(x > y > 2, h > 0).
Observons d’emble´e que, si ↵ = o(1), alors, pour tout entier T = T (x, y) tel
que ↵T = o(1), nous pouvons choisir, par exemple, h := (↵T )−1/4 pour obtenir
!T (n) =MT + o(1) pour tous les entiers n de S(x, y) sauf au plus o
�
 (x, y)
�
d’entre
eux. Comme MT = ⇡(T ) + O(↵T ), cela implique en fait !T (n) = ⇡(T ), avec le meˆme
nombre d’exceptions.
Pour traiter le cas ge´ne´ral, nous introduisons une constante positive c assez petite,
rappelons la notation z := min{y, exp(1/↵)} et, dans un premier temps, introduisons
l’ensemble K(x, y) des entiers naturels k tels que
M2 6 c↵k3(log k)1+b 6Mz.
Pour tout k de K(x, y), il existe alors un tk 2 [2, z] tel que
Mtk 6 c↵k3(log k)1+b 6Mtk + 1.
Cela re´sulte du fait que la fonction t 7!Mt croˆıt par sauts n’exce´dant pas l’unite´.
Pour tous les entiers k de K(x, y), nous avons Wtk ⌧ ↵Mtk log tk et, en vertu de (2·2),
Mtk ⇣ tk/ log tk, donc tk ⌧ ↵k3(log k)b+2. En spe´cialisant t = tk et h ⇣ k1/2(log k)b/2
dans (6·1), nous obtenons que l’estimation
(6·2) |!tk(n)−Mtk | 6 c2↵k2(log k)1+b 6 c↵1/3M2/3tk {log(3Mtk/↵)}2b/3
a lieu, avec un choix convenable de c, pour tous les entiers n de S(x, y) sauf peut-eˆtre
pour au plus ⌧  (x, y)/{k(log k)b} d’entre eux. Comme
Mtk+1 −Mtk 6 c3/4↵k2(log k)1+b + 1 6 c1/12↵1/3M2/3tk {log(3Mtk/↵)}2b/3 + 1,
et compte tenu la croissance en t de !t(n), il s’ensuit, par sommation sur k, que nous
obtenons bien la validite´ de la premie`re estimation (2·3) dans les conditions de l’e´nonce´.
Dans le cas z < t 6 y, et donc ↵ > 1/ log y, l’ine´galite´ (2·3) a e´te´ e´tablie au the´ore`me 1.6
de [3]. Pour la commodite´ du lecteur, rappelons rapidement les de´tails. Nous introduisons
des points-tests sk 2]z, y] tels que Msk 6 ck3(log k)b < Msk + 1. Pour le meˆme choix de
h que pre´ce´demment dans (6·1), nous obtenons alors que
!sk(n)−Msk ⌧ c1/3M2/3sk (logMsk)b/3
pour toutes les valeurs admissibles de k. Cela implique bien le re´sultat annonce´.
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6·2. Preuve du Corollaire 2.3
Appliquons (2·3) avec t = pj(n) et donc !t(n) = j. Compte tenu de l’approximation
Mt − ⇡(t) ⌧ ↵t ⌧ ⇡(t), la premie`re majoration fournit pj(n) 6 e1/↵ sous l’hypothe`se
pj 6 e1/2↵ de`s que x, et donc Jx, est assez grand. Il suit
⇡
�
pj(n)
�− j = ⇡�pj(n)�− ⇡(pj)⌧ ↵1/3j2/3{log(3j/↵)}2b/3 + 1.
Cela implique log pj(n) ⇣ log pj et donc
pj(n)− pj ⌧ {⇡
�
pj(n)
�− ⇡(pj)} log pj .
On en de´duit imme´diatement la premie`re estimation de (2·5).
Observons par ailleurs que (2·3) implique
!t(n)−Mt ⌧M2/3t (logMt)2b/3 (2 6 t 6 y).
En spe´cialisant t = pj(n) et en tenant compte de (2·2), nous obtenons, pour j assez grand,
(6·3) logwj + e
wj − 1
wj
+O
⇣ewj − 1
w2j
⌘
= j
ou` l’on a pose´ wj := (1 − ↵) log pj(n). Sous l’hypothe`se pj > e1/2↵, et donc ↵ log j � 1,
le dernier terme d’erreur est ⌧ ↵j. En inversant le terme principal du membre de gauche
de (6·3) comme indique´ dans [3], nous obtenons,
wj = log(j log j) +
log2 j
log j
+O(↵) = log pj +O(↵),
ou` nous avons fait appel a` l’estimation classique pj = j log(j log j) +O(j). Cela implique
la seconde estimation de (2·5).
La pre´cision finale de l’e´nonce´ de´coule imme´diatement de la dernie`re assertion du The´o-
re`me 2.2.
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