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CHAPTER 1. INTRODUCTION 
The present study examines the effect of droplet impingement on airfoil surface water transport, 
with application to aircraft icing. The motivation for this problem comes from the need for improved 
understanding of the role of water film dynamics in the aircraft ice accretion problem (Potapczuk14). 
Aircraft icing occurs when supercooled water droplets impinge on an airfoil or other surface. The drop-
lets which are captured by the surface will either freeze on impact, forming rime ice, or remain liquid, 
in which case water beads will begin to form. As these beads collect, they grow and eventually merge 
into rivulets and thin films on the airfoil. These beads and films can run back along the surface until at 
some point they freeze, cooled by the air as it accelerates away from the stagnation point. Being able 
to predict the rate at which liquid water is transported downstream, including how droplet impingement 
will affect this flow rate, is of interest for modeling the aircraft icing process. Most film research to date 
has dealt with much larger films than considered in this study. This includes both experimental work, 
such as that done by Craik5 and Hanratty & Engen6, and theoretical work, such as Nelson et al.12 and 
Yih24• Most aircraft icing film work to the present, such as Myers11 and Al-Khalil et al.2, has modeled 
the water runback assuming a shear flow within the film while neglecting air/water interfacial waves. 
More recent work such as that by Rothmayer & Tsao18, however, has shown that interfacial waves may 
play an important role in the rate of surface water transport. While these small scale effects may be impor-
tant in large-scale ice growth, the computational effort of solving the governing equations is prohibitive, 
even on such a small scale. Simplified models which do not retain all of the terms of the original govern-
ing equations are often useful for obtaining information about the behavior of these problems. For icing 
problems, the assumption of thin films which are contained within the boundary layer is an accurate and 
useful simplifying assumption. Several researchers have looked at films described by laminar boundary 
layer methods with length scales on the triple-deck scale, i.e. streamwise extent of order Re-318• Tsao 
et al. 23 examined whether or not wavelengths of the most unstable film interfacial waves on the triple-
deck scale could account for the size of ice roughness observed in wind tunnel tests. Timoshin22 looked 
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at films on the triple-deck scale, analyzing the stability of the nonlinear boundary layer/ film interaction. 
He examined how surface interfacial waves couple to the Tollmien-Schlichting waves in air. A similar 
study was done by Pelekasis & Tsamopoulos13• 
The focus of this study is droplet impingement on very thin films using the multiphase film mod-
el of Rothmayer & Tsao18. This theory describes three different film thickness scales, all of which are 
below the triple-deck length scale. The largest, called Stage III, is predominantly driven by air pressure. 
As the film thickness decreases, the relative importance of shear stress increases, until effects from pres-
sure and shear are of the same order. This scale is called Stage II and will be described in later sections. 
At the limit of the thinnest films, the air shear stress dominates pressure forces in driving wave develop-
ment, simplifying both the air and film equations. This limit is called Stage I. In Stage II, surface waves 
are of the same height as the film thickness. For the larger and smaller Stage III and I films, surface distur-
bances are described by a perturbation on a flat film. Stage I was appropriate for this study because most 
films in aircraft icing applications are thinner than Stage II films and the governing equations simplify 
greatly in this limit, enabling the modeling of a relatively complex phenomenon with minimal computa-
tional effort. In this study, the equations for the air sublayer, water film, and interface kinematic condition 
are reduced to a single equation for the local perturbation film thickness, i.e. the wave shape of the air-wa-
ter interface. This equation has the form of a modified Kuramoto-Sivashinsky equation, see Joseph & 
Renardy 7&8• Past models have ignored the effect of water droplet impact onto the film, treating impact-
ing droplets only as a mechanism for uniform mass deposition. This study adds the consideration of drop-
let impacts to this model, or at least the residuals of such impacts, enabling disruption of the interfacial 
wave development and surface water transport. 
It was found that larger volume droplets impacting at higher frequency could significantly affect 
the mass flow rate within the film, though for most combinations of volume and frequency the effect was 
negligible. The results of this study show the need for further investigation using more complete models 
to determine the effects of droplet impacts on film mass flux for a wider range of conditions. As the size 
of the domain is increased, larger scale wave structures are observed which are not accurately character-
ized in this study, but which do suggest a larger domain size is needed for future work. 
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Thesis Organization 
This thesis is organized as follows. Chapter 2 describes the derivation of the governing equations 
for Stage II and I, as well as a closed form expression for the air shear stress. In Chapter 3, a backward 
time limit of Stage I is derived for matching to droplet impact models. Appropriate ranges for parameter-
izing the droplet impact model are then determined by looking at typical icing conditions. Chapter 4 
discusses the methods used to numerically solve the governing equations, including the discretization 
scheme, the treatment of each set of terms, the parallelization of the code, and the solvers. Chapter 5 gives 
the results of the numerical simulations. An average mass flux correction factor is computed for multiple 
droplet impacts in both two and three dimensions, varying the rate of impact, the size of the droplets, and 
streamwise and spanwise domain/extent. Lastly, Chapter 6 summarizes the key results of this study. 
4 
CHAPTER 2. FLOW MODEL AND GOVERNING EQUATIONS 
We will now set up the multiphase flow model upon which this study will be based, as well as 
the governing equations and scales for this problem. For completeness, an overview of the Stage I struc-
ture will be included. A more in depth derivation for the Stage I & II structures, which is the basis for 
the derivation herein, can be found in Rothmayer & Tsao18 with further information available from Roth-
mayer et al. 17 
First, consider the leading edge of an airfoil like the one shown in the upper left comer of Figure 
1. If we concentrate on a small region of an airfoil, we can disregard curvature and consider the domain 
to be locally flat. We will use a local Cartesian coordinate system centered on the airfoil surface with 
the y-axis normal to the surface, and the positive x-axis parallel to the local shear (downstream in the 
main flow). The z-axis considered later is added to the x- and y-axes to form a right-hand coordinate 
system. All variables are nondimensionalized using air freestream values, for example: 
x· = Lx u·=v .. u (2.1) 
where the O* denotes a dimensional value. In (2.1), Lis the reference length, usually taken to be the 
airfoil chord, V co is the freestream velocity, p co is the freestream air density and P co is the freestream 
static air pressure. 
The problem under consideration in this study is a thin film limit solution of the multi-phase 
Navier-Stokes equations. In standard triple-deck theory (see Rothmayer & Smith17) the flow near the 
body is broken up into three horizontal layers, as shown in bottom right of Figure 1. The outer layer is 
a potential flow region outside the main boundary layer. The middle layer is essentially an inviscid flow, 
but with rotation. The lower layer, or viscous sublayer, is a region of viscid flow near the surface of the 
body. If a roughness element is placed on the surface within the viscous sublayer with a length scale on 
the viscous sublayer scales, the three layers are coupled via the pressure gradient - displacement thick-
ness interaction caused by the roughness. However, when the roughness is smaller than the triple-deck 
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Fig 1. Definition of the airfoil/ liquid film problem and local 
description of the flow field in terms of the triple-deck. From 
Matheis9• 
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scale, the displacement interaction is a higher order effect and the flow within the viscous sublayer may 
be solved independently of the rest of the structure. This leads to the condensed layer problem ofBogole-
pov & Neiland3&4 and Smith et al.19, which forms the basis for the aerodynamics portion of the Stage 
II structure. We will assume a priori that the wavelength of the water film surface waves are shorter than 
the triple-deck length.scale. We will enforce this shorter length scale in our computational implementa-
tion using a periodic boundary condition. Now, if we assume that the film is contained entirely within 
the viscous sublayer, we can consider only the interaction between the viscous sublayer and the liquid 
film, as shown in Figure 2. In this figure F and Fice are the thickness of the water and ice above the body 
surface, respectively. The variable his the flat film thickness, i.e. the thickness of the film in the absence 
of any waves. The solution of this problem can then be matched to the flow in the core of the boundary 
layer using a velocity match. 
Stage II Overview 
With this background, we move to a description of the Stage II structure, from which the final 
Stage I structure will be derived. This derivation is taken from Rothmayer & Tsao18. The Stage II struc-
ture is characterized by the effect of pressure and air shear stress being of the same order. 
The scales for the independent sublayer air variables in Stage II are given by 
(x, y,z, t) = ( CJ3/7 Re-9/I4x, CJ1/1Re-s/1y, CJ3/7 Re-9/I4z, CJ2/1 Re-3/7 D~1/2..AbT) (2.2) 
and the dependent sublayer air variable scales are given by 
with a the nondimensional surface tension being 
• CJ= CJ 
V 00µ00 (2.4) 
the Reynolds number, Re, being 
(2.5) 
Daw is the air to water density ratio, and .Ab is a parameter defined by 
(2.6) 
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/4 Film Interface 
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Fig 2. Schematic diagram of the air viscous sublayer driving 
a film interface into motion over surface roughness. Not to 
scale. From Matheis9• 
where M is the water to air viscosity ratio. 
The Stage II air sublayer equations are then 
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Ux +Vy+ Wz = 0 (2.7) 
(2.8) 
(2.9) 
Notice that the air is quasi-steady within this structure. The boundary conditions for the air are given 
by no slip conditions at the air-water interface, as well as 
- A(y - h) as Y - oo , (2.10) 
where A is the. skin friction parameter of the main Prandtl boundary layer. The length scales for the water 
film in Stage II are the same as those for the air sublayer, but the dependent variables scales are given 
by 
The Stage II water film equations are given by 
Ux +Vy+ W2 = 0 
(2.11) 
(2.12) 
(2.13) 
(2.14) 
The boundary conditions are given by no slip conditions at the body surface, or at the ice surface in the 
case with icing. At the water-ice interface there is a kinematic condition, given by 
(X F Z) iff water ( ) cJFwater V water , water, = aT + U water X, F water, Z a X (2.15) 
The film inertia parameter, .Ab, based upon the water-air viscosity ratio, M, and the air-water 
density ratio, Daw is oftentimes .Ab 1, which will be called a strong lubrication approximation. This 
approximation drops the temporal and convective terms in (2.13) and (2.14) and reduces the water film 
flow to a Poiseuille flow. Among other results, this approximation gives the following equation 
controlling the development of the air-water interface 
(2.16) 
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The water pressure is related to the air pressure through the following relation 
p = p . _ [cJ2F water + iJ 2Fwater] 
water au axz az2 (2.17) 
Stage I Overview 
Again using Rothmayer & Tsao18 as a reference, we will now construct a limit solution with 
films that are much thinner than those of Stage II (see Figure 3). Beginning with the Stage II scales 
and equations 2.2 to 2.15, we initially assume that the waves are a small perturbation on a fl.at film: 
If the sublayer scales are fixed by a viscous/convective balance, we can assume that 
U ~ O(Y) + O(e) and the convective/viscous balance from (2.8) gives 
Ye = L ::::::> · y . = xi/3 
X yz au 
With € as the perturbation velocity at small X, the perturbed air shear stress scales like 
't - € - € 
wx - r - xi/3 au 
(2.18) 
(2.19) 
(2.20) 
At some point, the terms which drive the linear instability in the two-dimensional version of (2.16), 
the two terms inside the partial with respect to X, must balance. This balance, along with the air and 
water pressure scalings, gives 
(2.21) 
and 
p ~ (p .l__) ~ (xl/3€ ...!....) ~ ...!.... water air• X2 ' X2 xz (2.22) 
The contribution of the air pressure is small because X is assumed small The resulting scales from 
the kinematic condition and 2.19 give 
X = h3/8 Y . = Xl/3 = hl/8 au • (2.23) 
These scales are enough to set the primary and second order time scales, which are given by 
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Stage II) 
__ .• '.::r.:, .•. ____________ ] Re-5/7uI/7 
h ~ 0(1) 
h~l 
Stage I) 
Fig 3. Schematic diagram of the film stages considered in this study. In Stage 
II the wave amplitude is the same as the film depth. In Stage I, the wave am-
plitude is a small perturbation on an otherwise flat film. From Rothmayer & 
Tsao18. 
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(2.24) 
A balance between the linear growth term and the largest nonlinear growth term results in 
(2.25) 
In the air, the final independent variable scales are then 
(2.26) 
(2.27) 
(2.28) 
The air the dependent variables scales are 
(2.29) 
The Stage I problem, as given by these scales can be visualized in Stage II variables as shown in Fi-
gure 4. The equations in the air are linearized viscous sublayer (or condensed layer) equations: 
Ux + Vy + Wz = 0 
U -+ A.f 1 as Y -+ oo , 
(2.30) 
(2.31) 
(2.32) 
(2.33) 
together with no-slip conditions applied at the air/water interface. This problem could now be 
solved computationally, but the use of characteristic coordinates 
(2.34) 
and the Smith transformation 
V = Vi; (2.35) 
reduces the problem to quasi two dimensions. The resulting equations for the transformed velocities 
are two-dimensional 
(2.36) 
12 
h-1/2 
Fig 4. Scaling of the Stage I interfacial waves and surface roughness in Stage II vari-
ables. From Rothmayer16. 
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and are solved with no-slip conditions at the interface and the farfield boundary condition 
U - A.Fi; as y - oo 
The final leading order kinematic condition (2.16) is then 
aft + Aµair oft = 0 
oT O µwater oXcJ 
and at second order 
The solution to the leading order kinematic condition is then 
with the solvability equation from the second order problem: 
If we apply the transformation to the solvability equation: 
(2.37) 
(2.38) 
(2.39) 
(2.40) 
(2.41) 
(2.42) 
and remove the overbar for future use (i.e. all of the below equations are for the barred variables, 
with similar transformations in the air}, we arrive finally at the modified Kuramoto-Sivashinsky 
(KS) equation 
(2.44) 
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where the three-dimensional transformed air shear stress is 
(2.45) 
While the air shear stress could be found by solving the partial differential equation of the air sublay-
er (an approach taken by Rothmayer & Tsao18), it is possible to find an exact solution via a Fourier 
transform (Rothmayer16). This method will be discussed below. 
Of central importance in the aircraft icing problem is the mass flow rate of liquid along the 
aircraft surface, and the effect that surface waves have on this flow rate. It is convenient to define a 
mass flux parameter, ~. which is the ratio between the mass flux in'one temporal period for the actual 
film and the mass flux of a wave-free film flow with the same thickness. It is found that the stream-
wise mass flux correction for the final transformed problem is 
= (~x} = 1 + AR3/4h7/412 
(mflat} B (2.46) 
where the mass flux correction factor, 12, (Rothmayer15) is defined to be 
t2 
12 = 1 1 1 F2dsdt 
(s2 - s1)(t2 - t1) · (2.47) 
t1 s1 
One key aspect to note in this equation is that 12 term is always positive, thus film with waves al-
ways has a higher mass flux than a film without waves under the same conditions. 
Fourier Analysis of Shear Stress 
As was stated above, a closed form expression for the shear stress term (2.45) can be found using 
a Fourier transform. This is desirable because a closed form expression for the air shear stress in the film 
interface kinematic condition removes the necessity for a coupled calculation of the air viscous sublayer 
with the kinematic condition. This derivation is taken from Rothmayer15,16• The Fourier transform and 
inverse Fourier transform are defined to be: 
00 00 
A• = ;k 1 A(;)e -iasd; = ~(A) A= ;k 1 A"(a)eioSda = ~- 1(A") (2.48) 
- 00 -00 
Assuming periodicity (or farfield decay), gives the following result for derivatives 
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= = 
~(A~)= A f A1ge-i<¾; = ia A f Ae-ia;d; = ia~W (2.49) 
-= -= 
Combining this with the Smith transformation of (2.35), the characteristic coordinate transformation of 
(2.34), gives the resulting equations in air 
iau* + v* - o y -
u· - AiaF* as Y - 00 
(2.50) 
(2.51) 
(2.52) 
(2.53) 
Equation 2.51 can be then simplified by differentiating with respect to y, then replacing the resultant v; 
from the continuity equation (2.50). This results in 
• AR.8(0). * Uyyy - µ . myUy = 0 • 
air (2.54) 
Now if we use the transform variable 
y = AT) (2.55) 
and choose 
A-3 = ARe(O) ia => A-3 = ARe(O) aexp(~i + 21cm) 
µairT e(O) µairT e(O) 2 (2.56) 
then equation 2.54 becomes 
(2.57) 
We want a root that gives far field decay in the Airy function, and therefore choose 
[ ]
-1/3 
A = µ:~;~~6) a- 1/ 3exp( - f i) , (2.58) 
which gives the Airy equation 
(2.59) 
with the solution 
(2.60) 
Integrating this equation gives 
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0, 
u·< oo) - u·(o) = cf Ai(ri)dri 
0 
Using (2.52) and (2.53), this equation can be rewritten as 
where 
0, 
i<XAF' = C f Ai(~)d~ , 
0 
0, f Ai(TJ)dTJ = ½ 
0 
Substituting this equation into (2.62) gives 
C = 3ioo• 
Using the transformation (2.55) on (2.60) and transforming back from TJ to y gives 
where at the surface 
u;(o) = CA - l Ai(0) . 
By substituting in the terms of equations 2.58 and 2.64 this equation becomes 
[ ]
1/3 
• _ • ·( ) 1..R8 (0) 4; 3 (2ot ·) Uy(0) - 311.F Ai O µairTa(0) a exp 3 1 , 
where from Abramowitz & Stegun 1 
r(2/3) = 1.3541179394 
and 
3-2/3 
Ai(0) = f(2/ 3) = 0.355028053887817 . 
From here we take the convolution integral of the Fourier transform where 
0, 0, 
An f A*(a)B*(a)eia~da = An f A(t)B(~ - t)dt , 
-o, -o, 
that is 
(2.61) 
(2.62) 
(2.63) 
(2.64) 
(2.65) 
(2.66) 
(2.67) 
(2.68) 
(2.69) 
(2.70) 
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00 
<J=- 1[A*B*] = k f A(t)B(; - t)dt 
-co 
Now if we start with (2.67) and rewrite this equation in the form 
we can define 
From Smith & Walton20, we expect that B will be 
B = 0 when t > ; => ; - t < 0 
Therefore, let us look at the Fourier transform for the function 
which is 
This can be rewritten as 
B@) = 0 , ; < 0 and B@) = ; - t/3 , ; > 0 
00 
B • = k f ; -1/3e -ia;d; 
0 
00 
B* = a- 2/ 3 exp(-~i) kf b-t/3e-bdb , 
0 
(2.71) 
(2.73) 
(2.74) 
(2.75) 
(2.76) 
(2.77) 
where b = ia;. The integral can be recognized as the Gamma function of2/3, r(2/3}, which gives the 
following expression for B* 
B* = - a-2/ 3 exp(2rti)-1-r(2/3} 
3 fin 
If we substitute equations 2.73, 2.75, and 2.78 into 2.72 we get 
then can take the inverse transform of this equation, given by 
(2.78) 
(2.79) 
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(2.80) 
-00 
We can then apply equation 2. 70, modify the limits of integration with the condition using equation 2. 74, 
and substitute from equation 2. 73. Once this is done we get 
-00 
Now, if we apply the equivalence for Ai(0) from equation 2.69, we get 
1/3 s 
U (0) = 31/3 A[ AR8(0) ] f F n( t, ~. T 1)dt 
Y r(2/3)2 µairT a(0) (; - t)l/3 
-00 
(2.81) 
(2.82) 
Finally, applying the transformation of equation 2.43 removes the constant parameters and gives the fol-
lowing equation for the transformed air shear stress 
(2.83) 
This equation can be substituted directly into the Stage I kinematic condition, giving 
Notice that the only dependent variable in the kinematic condition is the wave perturbation height. This 
equation can now be solved numerically for the interfacial wave form. 
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CHAPTER 3. DROPLET IMPACT MODEL 
In order to determine the effect of water droplet impacts, one needs a model to connect the droplet 
impact process to the slower timescale of the interfacial wave development. In this section we will use 
a finite-time singularity solution of the film kinematic condition that is consistent with a droplet impact. 
We are looking here for solutions believed to be associated with a vertical impact, i.e. an impact with 
no tangential velocity component with respect to the leading order interfacial wave. In this study we will 
not look at the droplet impact process, but build the framework for connecting it to the existing Stage 
I structure. 
Backward Time Singularity 
This derivation is an overview of portions of work by Rothmayer15• We start with the film kine-
matic condition (2.44) and the Stage I viscous sublayer equations in characteristic coordinates with the 
Smith transformation. If we look at the two-dimensional case and initially assume the air shear stress 
is negligible as we move toward a forward or backward finite-time limit, matching between the surface 
tension and temporal terms results in the following transformations for ; and F 
-q F=(±T1) f(s), 0<q:s;3/4 
T ~ T 1-(q+I/3lt(s) , 
(3.1) 
with the plus sign corresponding to the backward time and the negative to the forward time singularity, 
with q a positive constant number. Here, the singularity is assumed to occur at T 1 = 0. This gives the 
dependent variable transformation in the air as 
Substituting these into the air equations gives 
Us + Vy = 0 Yus + AV = - B + Uyy 
with boundary conditions 
(3.3) 
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uair<s, 0, t) = 0 v a/s, 0, t) = 0 u - fs as Y - oo 
The air shear stress then scales like 
with 
• [ au ] T = aY (s, o, t) . . 
a1r 
(3.4) 
(3.5) 
(3.6) 
If we substitute the scalings of (3.1) into the two-dimensional version of (2.44 ), the shear stress is always 
negligible when compared to the temporal terms. Considering the remaining terms, the following equa-
tions result: 
(3.7) 
and 
(3.8) 
At this point q is a constant that may take on any of the following values 1/4, 1/2, 3/4 as determined by 
the farfield decay. We are looking for a case that is mass conserving. The volume in the two-dimensional 
case is given by: 
a, 
V = f Fd; 
- a, 
This equation, with the variable transformation of (3.1), becomes 
which gives the requirement that 
a, 
-q+l/4 f V = ( ± T1) f(s)ds 
q=l 
4 
- a, 
(3.9) 
(3.10) 
(3.11) 
to give a mass conserving, 0(1) expression for the Stage I volume. With this value of q, the equation 
is linear and we look for a solution that is symmetric about s=0. 
The final two-dimensional result is a fourth order ordinary differential equation, which can be 
solved as two second order equations. Setting the boundary conditions to be: 
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f(o) = 1 , rs<o) = o , f( oo) = o , rs< oo) = o (3.12) 
results in the solution shown in Figure 5. This solution can then be transformed to the Stage I variables 
via (3.1) and used as the residual of a droplet impact. The initial singularity amplitude is set at one. This 
can be modified by multiplying the singularity solution by the desired initial amplitude. Note that at early 
times, the volume is not dependent on time, whereas the amplitude must be set at a specific initial time. 
This initial amplitude will be denoted by F O T where TOO is the time at which the amplitude is set, i.e. , D,O , 
the time used in the transformation to Stage I variables to obtain the singularity shape. 
We can now develop the three-dimensional singularity in a similar manner. Matching the tempo-
ral and surface tension terms results in 
(3.13) 
where the range for q is again 1/4, 1/2, 3/4 as prescribed by farfield decay requirements. This is identical 
to the results of the two-dimensional singularity, except with the added spanwise scale. Substituting 
these scales into the modified KS equation gives 
(3.14) 
and 
2 
1 1 1 [ a2 a2 ] · 3 =i= qf =i= 4sfs =i= 4tft + ffs + 3 as2 + i:Jt2. f = 0' q = 4 (3.15) 
For q<3/4 the solution is axisymmetric, and the modified KS equation is linear. We transform to polar 
coordinates using 
s = rcose t = rsin0 (3.16) 
and obtain, after some manipulation, for the biharmonic operator 
(3.17) 
For an axisymmetric wave this reduces to 
(3.18) 
which can then be substituted into the modified KS equation to obtain 
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s 
Figure 5. Two-dimensional singularity. The variables f and s are trans-
formed wave height and stream.wise coordinate, related to the Stage I vari-
ables by equation 3.1. 
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1 1 [ a4 1 a 1 a2 2 a3 ] =i= qf =i= -rfr + - - + -- - -- + -- f = 0 . 4 3 cJr4 r3 ar r2 ar2 r cJr3 (3.19) 
To apply mass conservation argument, we begin with the volume under the interfacial wave, 
00 00 
V = J f Fd;dt . (3.20) 
-oo -co 
Applying the transformations (3.13) to this equation leads to the requirement that 
q=½ (3.21) 
to give a mass conserving 0(1) Stage I volume. Now applying (3.21) to (3.19) we have an axisymmetric, 
mass conserving finite-time singularity. We set a finite scaled amplitude at r=0 and require decay in the 
farfield using the boundary conditions 
f(o) = 1 , f rrCO) = o , f( oo) = o , f rrC oo) = o . (3.22) 
The numerical solution of (3.19) with this set of boundary conditions is shown in Figure 6. As with the 
two-dimensional case, this solution can be cast in Stage I variables and used as an initial condition for 
droplet impact. 
Droplet Impact Frequency in Stage I 
In order to calculate the effect of droplet impacts on the interfacial waves, we must first make 
an estimate of typical droplet impact frequency. This estimate was then used as a guide in the numerical 
calculations. First, let us consider an area on the airfoil surface, A1, in Stage I units. Using the streamwise 
and spanwise scalings from (2.2) and (2.27), we find that the Stage I area can be related to the dimensional 
length (in m2) by 
(3.23) 
where Lis again the characteristic length, for our case the airfoil chord, and a is the nondimensionalized 
surface tension. To relate this area to a number of droplets, consider a streamtube which contains the 
droplets which will impact this surface. Ifwe define a cross section of this streamtube in the freestream 
as A:,, we find that the relation between these two areas can be given by 
* A* 
A00 = 7f , (3.24) 
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Figure 6. A centerline view of the three-dimensional singularity including 
a reflection of the solution about the axis of rotation. Note that, due to the 
lack of 0 dependence, this solution is axisymmetric about r = 0. 
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where is the local collection efficiency at the surface A•. The impact frequency onto the surface A1 
is then a scalar multiple of the frequency at which droplets cross A:C,, which can be calculated using 
(3.25) 
where N0 is the number of droplets per unit volume in the freestream. An expression for N0 can be 
determined from the mass of water in the freestream per unit volume, as given by the liquid water content 
(LWC) and the mean droplet volume. The mass of the water droplet is given by 
• • (1 • 3) mo = Pw titdo , (3.26) 
where Pw is the water density and d0 is the mean droplet diameter. The number of droplets per unit vol-
ume can now be found from 
(3.27) 
Combining (3.23), (3.24), (3.25), and (3.27) gives 
(3.28) 
which is the number of droplet impacts onto a Stage I scaled area per second. To move the time scale 
from dimensional time, t •, to the Stage I secondary timescale, T 1, (i.e. the timescale controlling the KS 
equation) we first apply the scales for Stage II from (2.2) 
t * = ....h...a2/7Re-3/7n-1/2.AbT 
V oo aw (3.29) 
Now apply the scale between T and T 1 from (2.24) 
T = h-3/2Tl (3.30) 
Applying (3.29) and (3.30) to (3.28), and defining 000,1 as the Stage I droplet impact frequency gives 
00 = 6 LWC L3a8/7Re-12/7n-I/2.Abh-3f4A 
D,l • • 3 aw I ' PPw:ltdo 
(3.31) 
which is now in droplets per Stage I time unit for a given scaled Stage I area. We also define the interval 
between droplet impacts, T DA, as the reciprocal of OOo,1· In later figures, the impact time interval between 
impacts per unit area, T 0 , will be used, which is related to T DA by the relation TO = A1 T DA· The only 
undetermined variable is now the scaled film thickness, h. This can be found by using the dimensional 
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film thickness as a parameter and applying the Stage I film thickness scale, given by 
h* = LRe- 5/ 7 cr117h , 
which gives the following equation for h: 
h = h* Re5/7 0 -t/7 
L 
(3.32) 
(3.33) 
This film thickness can then be used in (3.31) to calculate the impact frequency. Finally, when calculating 
the volume of an incoming droplet, in the Stage I scales, one should use the the interfacial wave height 
scale instead of the film thickness scale for the vertical dimension. Doing this enables the volume to be 
calculated as an addition to the interfacial waves generated by the modified KS equation. 
As an example, consider a typical case on a one meter chord airfoil in a 50 m/s freestream. Air 
and water properties are taken at 0 ° C, LWC is taken to be 0.5gtm3, and is taken to be 0.5. A plot of 
the droplet impact time interval is shown in Figure 7. Figure 8 shows the droplet volume plotted against 
the time interval between impacts per unit Stage I area, T 0. From the transformations of (3.1) with q = 
1/2, we can put the singularity waveform into Stage I scales and integrate over the domain, and then corre-
late the volume to a wave amplitude at a specific time after impact. With 0.01 taken as the starting time 
of the post-singularity wave development, we find that the ratio of the amplitude to the volume, both 
in Stage I variables, is approximately 1.22 for the example case. 0.01 was taken as the starting time of 
the singularity because it is small enough to capture most of the droplet amplitude decrease, while not 
being so small as to require significantly decreasing the timestep due to the large gradients that exist at 
the hump peak. A range of impact amplitudes from 1 to 4 was used for this study, with 4 used as the 
amplitude for multiple impact cases when varying the streamwise and spanwise lengths. These values 
were used because they are within the crossover range when droplets first begin to have a significant ef-
fect on the interfacial wave development. 
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Figure 7. Time interval in the Stage I time-scale between droplet impacts 
onto unit area plotted against droplet diameter in microns. The different 
lines are for h=0.001, 0.0031, 0.01, 0.31, 0.1, 0.31, and 1. For the typical 
case, this corresponds to h*=0.0395, 0.122, 0.395, 1.22, 3.95, 12.2, and 
39.5 µm. It should be noted that the droplet impact time interval used in 
this study is at the upper end of the range plotted. 
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Figure 8. Droplet impact residual volume in Stage I coordinates plotted 
against droplet diameter in microns. The different lines are for h=0.001, 
0.0031, 0.01, 0.31, 0.1, 0.31, and 1. For the typical case, this corresponds 
to h*=0.0395, 0.122, 0.395, 1.22, 3.95, 12.2, and 39.5 µm. A droplet vol-
ume of approximately 3.25 was used when varying the streamwise and 
spanwise lengths of the computational domain. 
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CHAPTER 4. NUMERICAL IMPLEMENTATION 
The remainder of this study will address the numerical solution of the modified Kuramoto-Siva-
shinsky (KS) equation which was derived earlier. 
aF aF 1 1 { a2 a2 ) { a2 a2 ) a4 aT1 +Fa!;+ 2Tw + 3 a1;2 + atz a1;2 + atz F + at4Fice = 0 
Recall that the air shear stress has the simplified form 
32/3 f Fudt 
Tw = f(2/3)2 (; - t)l/3 , 
-co 
where the Gamma function f(2/3) = 1.3541179394. 
Differencing 
(4.1) 
(4.2) 
The KS equation is solved via an implicit inversion. The nonlinear term is lagged in pseudotime, 
as is shown later in ( 4.26). For the three-dimensional case, where we are solving for the wave height 
on a two-dimensional grid, a block pentadiagonal solver is employed with the blocks consisting of 
streamwise lines. The solver is a pentadiagonal extension of the Thomas algorithm for tridiagonal sys-
tems of equations, with the scalar operations replaced by matrix operations, and solves the equation 
where the coefficient matrices Ak to Ek are blocks sized by nx by nx. In this equation, i ranges from 
1 to nx and k ranges from 1 to nz, where nx and nz are defined as the number of points in the !; and t 
directions, respectively. The terms above and below these bounds are circularly shifted, e.g. 
F o,nz + 2 --+ F nx,Z· The periodic boundary condition is solved within the blocks for the streamwise bound-
ary and is iterated in the spanwise direction. It was found that using a nonperiodic pentadiagonal solver 
in the streamwise direction was more computationally expensive than solving each line outright. This 
is because each streamwise line must then simultaneously iterate for the periodic boundary and the shear 
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stress, as well as the nonlinear term. The shear stress must be solve iteratively in this instance, due to 
its dependence at each point on the entire streamwise line on which the point lies. The fourth order partial 
derivatives are discretized using second order central differencing. The slow convergence found when 
lagging the spanwise periodic boundary condition is addressed in the block solver section. 
A Crank-Nicholson scheme is used for the temporal differencing, yielding second order accura-
cy in time while requiring storage only of values from the previous time step, see Tannehill, et al. 21 Provi-
sions have been made for adding a pseudo time term to the kinematic condition to stabilize the algorithm, 
but solving streamwise lines implicitly does not require it. In application, the pseudo time step can be 
set to infinity and removed from the equation, as convergence at each time step corresponds to a steady 
state solution in pseudo time. Removing the pseudo time term had no adverse effects on stability, and 
speeded convergence. The convergence criterion, ~. used in this study is the maximum allowable abso-
lute error between the solutions of two successive iterations. 
There is no grid stretching required for this study; all calculations are done on a uniform grid. 
The ice roughness term is also disregarded in this study. The final form of the KS equation, with the 
Crank-Nicholson scheme in place and the pseudotime retained is 
(4.4) 
The discretization of the shear stress, as well as the nonlinear term, merit further discussion which is con-
tained in the following sections. 
Pertinent to all of the following sections is the manner in which the film thickness is stored during 
computation. For the general three-dimensional calculation, i.e. solving for the film thickness on a two-
dimensional grid, the film thickness is stored as an array of length nx by nz, where nx and nz are the 
stream wise and spanwise number of points, respectively. The computational domain is discretized such 
that 
(4.5) 
Ifwe take the discretized version of F(~, t;) as Fi,kand set f 1,1 = F(O, O), then Fnx+l,nz+l = F(I-;, Lt;)· 
When calculating a two-dimensional case, nz is set to one and spanwise dependence is dropped from 
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the KS equation. In addition to this, two points are added to the end of each streamwise and spanwise 
line for storage of the periodic boundary from the opposite side. When solving the periodic boundary 
implicitly, this is not necessary, but avoids some conditional statements in the calculation. Thus, we now 
have an array that goes from -1 to nx+2 in the streamwise direction and from -1 to nz+2 in the spanwise 
direction. 
Treatment of Shear Stress Term 
The closed form air shear stress presents some difficulties and cannot be discretized as is. This 
is primarily due to the indefinite integral and the changing upper bound. These will be treated in two 
steps, both using the assumption that the solution is periodic over the interval (O,¼). Dropping the 
constant coefficient for now, we have 
Twnocoeff = (4.6) 
First, we replace the integration variable, t, with a new integration variable, q, where q = t + ¼ - ;. 
The upper bound becomes ¼ and the integral becomes 
(4.7) 
where F(q) = F( t + ¼ - ; ). Fis merely F shifted by ¼ - ;. This operation is permissible because 
of the periodic boundary condition. This new integral can now be integrated by parts to avoid the zero 
denominator at q = ¼· 
(4.8) 
Looking first at the integral from O to ¼ we get 
Li; A ¼ ¼ 
J f qqdq [ 3 ( )2/3 A ] ( 3) J , ( )2/3 1/3 = - 2 ¼ - q F qq - - 2 F qqq 1s - q dq 
o (Li; - q) o o (4.9) 
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which can be simplified to 
¼ A ¼ f Fqqdq = Jy_2/3F (0) + 1J F (T __ - q)2/3 dq ( )1/3 2-s qq 2 qqq -s 
0 1s- q 0 
(4.10) 
Now looking at the integral from - oo to O we have 
(4.11) 
and then 
Io Fqqdq _ [ Fq ]o 1 [ F ]o + 4 Io F dq 
( - )1/3 - ( - )1/3 - 3 ( - )4/3 9 ( - )7/3 (4.12) 
-o, ¼ q ¼ q -o, ¼ q -0, -o, ¼ q 
This equation can be simplified to the following form 
0 0 f Fqqdq Fq{O) 1 F(O) 4 J F 
( _ )1;3=¼1/3-3¼4/3+9 ( _ )7/3dq 
-a, ¼ q -a, ¼ q 
(4.13) 
The only remaining issue in the air shear stress term is the indefinite integral on the right hand side of 
( 4.13). This can be handled by noticing that the integral can be replaced by a sum of integrals over the 
periodic range, 0 to ¼, 
(4.14) 
Calculation of the integral is facilitated by a new integration variable, p. We now let: 
q = (1 - k)¼ => p = 0 
q = (2 - k)¼ => p = ¼ 
(4.15) 
and substituting pinto (4.14) gives us 
(4.16) 
This equation can be written as 
where 
. 
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0 ¼ 
f . f F •• 713 dq = FGdp -a,(¼-q) 0 
(I) . I i G-
- f,_y )7/3 
k=2\AL - P 
(4.17) 
(4.18) 
This G can be calculated once at the beginning of the program, and subsequently used to calculate the 
shear stress at any point. 
. ] 32/3 3 2/ • 3 • 2/3 Fq{O) 1 F(O) 4 •• 
Tw = 2 2~ 3pqq(O) + 2J Fqqq(~ - q) dq + ~- 3~ + gf FGdp r(2/3) 1-s 1-s 
0 0 
(4.19) 
This equation can now be discretized using either the trapezoidal rule, or Simpson's rule, for the integrals. 
It was found that backward differences give the best solution, which agrees with the parabolic nature of 
the air equations from which the closed form expression was derived. If we now apply the trapezoidal 
rule to (4.19) we get 
(4.20) 
Now expanding the equation with the backward differences 
(4.21) 
( • ) 1 ( • • • • • ) Fqqq = --3 5Fi - 18Fi-l + 24Fi_2 - 14Fi_3 + 3Fi_4 
i 2(d;) 
we see that the air shear stress is a linear function of the wave height along a single streamwise line, i.e. 
the shear stress can be written in the form 
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(4.22) 
where the colon indicates the range between 1 and nx and <£f is a constant vector made up of the coeffi-
cients from ( 4.20) and ( 4.21 ). Because F can be transformed to Fusing any value of; (wheres = (i-1) ¼), 
in this case the s corresponding to the subscript i of the left hand side of ( 4.22), the same one-dimensional 
array <£f can be used to calculate the shear stress at any point. The transformation made in ( 4. 7) and the 
periodic interval, allows one to calculate the air shear stress coefficients once and store the vector for sub-
sequent shear stress calculations at each iteration. The actual calculation can be done by circularly shift-
ing the film thickness vector or shear stress coefficient vector using the intrinsic FORTRAN 90 function 
CSHIFf. 
Treatment of the Nonlinear Term 
For the partial first derivative in the nonlinear term, we can use a second order accurate upwind 
difference, 
oF = . ( ) i,k i-sign(F;,1,:),k i-2sign(F;.k).k ] f 3F. - 4F + F 1 o; i,k sign F i,k 2~; ' (4.23) 
where the sign function is used to change the direction of the differencing dependent on whether the wave 
height is positive or negative. A positive wave height will result in a backward difference, while a nega-
tive wave height will result in a forward difference. This yields, for the general nonlinear term, 
(4.24) 
Looking now at the the nonlinear term in the Crank-Nicholson scheme 
(4.25) 
This term can be addressed in two ways. The value of the nonlinear term can be calculated at the n-1 
time step, but must either be linearized at the nth time step, or lagged in pseudo time. Linearization can 
done using Newton linearization, and results in 
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(4.26) 
where the Og denotes the guessed value at that iteration. This guessed value is the solution of the previous 
iteration. For the first iteration at a timestep the guessed value is the previous timestep solution. Equation 
4.24 can then be substituted into equation 4.26 to give the final discretized form. It was found that when 
the full equation is inverted and only the nonlinear term is iterated ( as opposed to simultaneously iterating 
for convergence of the periodic boundary conditions) convergence occurred in less than half a dozen it-
erations. Convergence was generally reached in as few as 2 iterations when this was the case. 
An alternate approach to the nonlinear term is to lag the nth tiinestep in pseudo time. When this 
approach is used, equation 4.25 is evaluated at the previous iteration using guessed values, and is then 
used as a constant in calculating the film thickness. Because this approach puts all the nonlinear terms 
on the right hand side of equation 4.3, Ak through Ek of equation 4.3 are constants. This means that the 
inversion algorithm need not be repeated each iteration, except the operations applying to f k> which con-
tains the parts of the kinematic condition that change from one iteration to the next, i.e. the nonlinear term 
and terms dependent on the previous timestep. The method of calculation then uses the first iteration 
as a template for subsequent iterations, which take a small fraction of the time of the first iteration. An 
example of this performance increase is given by the nx=200, nz=200 case. The primary iteration re-
quires approximately two minutes on a DEC Alpha 667 MHz. Subsequent iterations require on the order 
of 1-2 seconds on the same machine. 
Treatment of the Surface Tension Term 
The surface tension term of the kinematic condition, controlled by the biharmonic operator, is 
the least complex of the terms in the kinematic condition to discretize. Second order accurate central 
differences are used for the threes terms, which gives 
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(4.27) 
This is done for both the n-1 and n time levels. For the nth time level, the coefficients are used to build 
the block matrices of equation 4.3. At the n-1 time level, the expression is evaluated at each grid point 
and used to build the constant matrix on the right hand side of equation 4.3. For the actual implementa-
tion, the coefficients of ( 4.27) were used to populate a five by five array, which was calculated at the same 
time as the shear stress vector. This array was then used at each point instead of recalculating the coeffi-
cients at each iteration, or at each point. 
Treatment of the Droplet Impacts 
Droplet impacts were implemented in the numerical scheme by adding the singularity solution 
to the perturbation film thickness solution of the previous time step. This addition was done so that at 
specified, and fixed, time intervals a droplet would be placed randomly on the domain using the FOR-
TRAN random number generator. Before the droplet was added to the solution, however, the singularity 
film thickness perturbation was shifted so as to add zero net mass to the system. While a physical droplet 
would, of course, add mass, the net result would be to increase the average film thickness. This would 
result in an artificial increase in the mass flux due to a mean thickening of the film. The added mass of 
the droplet was then taken as a change to the average film thickness, h, and the modification to the per-
turbation film thickness, F, was adjusted accordingly. This was done by numerically integrating the vol-
ume under the singularity, then subtracting the average volume per grid point from each point. The modi-
fied droplet shape was then added to the existing solution. 
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Parallel Implementation 
A parallel version of this code was developed for solving the larger three-dimensional cases us-
ing the MPI standard. The domain was divided into spanwise sections, leaving streamwise lines of data 
intact on each processor. Each processor then calculated its portion of the domain with a nonperiodic 
block pentadiagonal solver, using the current values from neighboring processors to maintain continuity 
over the whole domain. The advantage of using a nonperiodic solver is that it stores less than half the 
data of a periodic solver, and requires approximately half the number of operations per iteration. The 
disadvantage is that, due to the elliptic nature of the problem, there is heavy dependence of the data on 
each processor to the data on neighboring processors. It was found that this problem could be largely 
circumvented and convergence greatly speeded by having each processor calculate its portion of the do-
main as well as a ghost region, i.e. part of the neighboring data set. This was done by adding between 
2 and 8 extra streamwise lines to the spanwise boundaries of each process. Implementing this approach 
reduced the number of iterations to approximately that of the periodic solver. While this method in-
creases the number of points each processor has to calculate, as well as communication overhead, there 
was an overall decrease in computational effort per processor per iteration because of the simplicity of 
the nonperiodic solver. This approach does decrease the scalability of the scheme, but for a small number 
of processors relative to the domain size the speed improvement is great. 
A simple comparison between the parallel and serial versions of the code is given below. Stream-
wise dependence is the same, as the implementation of the solver is the same in that direction. The only 
grid size dependence issue is at the spanwise boundaries, because of the difference in the treatment of 
the periodic boundary condition. The above issue was tested using a 10 by 10 Stage I domain with a 
droplet impacting in the center of the domain. With two processors, the division of the data between 
processes intersects the center of the initial droplet. Calculating on two processors using the same spatial 
grid and time step, as well the same convergence criteria as for the periodic solver, produced results with 
error of lower magnitude than the convergence criteria. It is believed that this single test is all that is 
required to determine any difference in the solutions given by the two methods. The large derivatives 
at the droplet impact site make this region the most difficult to calculate, at least for the present study, 
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and agreement between the methods along this boundary shows that the parallel code is correctly match-
ing the interprocess boundaries. The parallel implementation did not have any stability issues for the 
cases considered in this study. 
The three-dimensional cases considered in this study require from about 10 hours for a 10 by 
10 Stage I area to approximately one week for the largest domain sizes considered when run on a SUN 
FIRE V 480 server with four processors at 900 MHz. 
Periodic and Nonperiodic Block Solvers 
As noted at the beginning of this chapter, a block solver was used to solve the modified Kuramo-
to-Sivashinsky (KS) equation for the interfacial wave height. The basic algorithm without the periodici-
ty considered is an extension of the Thomas algorithm used to invert a pentadiagonal system of equations, 
given by: 
(4.28) 
To do this, it is necessary to remove not one term leading the main diagonal, but two. This is accom-
plished by using the previous two rows, which already have A and B removed and C an identity matrix, 
to remove the current A and B. The row is then pre-multiplied by the inverse of the current C. This 
procedure results in an identity matrix on the diagonal and two blocks following the main diagonal. Car-
rying this algorithm through to the bottom of the matrix yields an identity matrix on the main diagonal. 
One can then back substitute to solve the system. 
Including the periodic boundary in the solver more than doubles the number of calculations per 
iteration, though the number of iterations required for convergence does decrease. When the periodic 
boundaries are not included in the solver, the spanwise dependencies at the spanwise boundaries are 
lagged from iteration to iteration. To include the spanwise periodic boundary in the solver, there are two 
blocks added at the end of the first row and one at the end of the second row. There are also two blocks 
added at the beginning of the bottom row and one block added at the beginning of the second to the last 
row. The added blocks in the last two columns need to be included at each row when the A and B blocks 
are removed. After implementing this algorithm, the result is that the last two columns are populated 
with blocks. To get rid of the added blocks in the bottom left of the matrix, one can migrate them to the 
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right until they merge with the terms surrounding the diagonal. 1bis can be achieved by subtracting ap-
propriate multiples of all the previous rows, in succession, in much the same manner as removing the 
A and B matrices earlier. Once the boundary terms merge with the leading diagonal terms on the right 
hand side of the matrix, A and B can be eliminated completely. One can then back substitute as before 
to solve for the new film thickness. 
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CHAPrER S. NUMERICAL RESULTS FOR STAGE I FILMS 
The first step in the solution of the KS equation was to establish the grid independence of the 
discretized equation. Figures 9 and 10 show the results of a grid refinement study. The difference be-
tween the two cases is the amplitude of the initial wave; 0.1 and 0.01 for Figure 9 and Figure 10, respec-
tively. Both of these solutions have a wavelength, Ax, of 10. This was chosen because it is the approxi-
mate wavelength for the largest interfacial wave growth rate, and the expected dominant wave. For the 
coarse grid, denoted by the small circles, the solution was calculated using A; = 0.0667, At = 0.2, and 
a convergence criterion, 6, of 10-5• The fine grid, shown as the dashed line, was calculated using 
A; = 0.0333, At = 0.1, and a convergence criterion of 10-6• Alternatively, for the region calculated, 
the coarse and fine grids used 150 and 300 streamwise points, respectively. These figures also show a 
comparison of the amplitude and mass flux correction with the partial differential equation (PDE) results 
ofRothmayer & Tsao18• The two methods solve the same modified Kuramoto-Sivashinsky equation, 
but the method of this study includes the closed form expression for shear stress, whereas the PDE solu-
tion requires solving the air viscous sublayer equations to find the shear stress at the surface. As an exam-
ple, .the PDE cases considered here took more than an hour each to complete, whereas the new scheme 
of this study was able to reduce the run time to under a minute on the same machine. This calculation 
was also carried out using the three-dimensional code. The error incurred was below the convergence 
criterion by a factor of 100. 
For two dimensions, a comparison of the backward time singularity and the numerical method 
was used to validate the algorithm. To effect this, the singularity was used as the initial condition for 
the numerical method, then the numerical and singularity solutions were compared at a later time. The 
result of this calculation is shown in Figure 11. At a time when the droplet amplitude had approximately 
halved, the amplitude as well as the width of the impact are in good agreement. For the numerical solu-
tion, the impact has begun to move downstream. If the shear stress and nonlinear terms are removed, 
the agreement is very good, making it clear that the decrease in the droplet amplitude is primarily due 
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Figure 9. Comparison of nonlinear Stage I solution of this study with a KS 
solution using the code of Rothmayer & Tsao18 (PDE solution). The initial 
condition is a 0.1 amplitude cosine wave. 
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Figure 10. Comparison of nonlinear Stage I solution of this study with a KS 
solution using the code of Rothmayer & Tsao18 (PDE solution). The initial 
condition is a 0.01 amplitude cosine wave. 
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Figure 11. Two-dimensional singularity solution initial condition and 
comparison of singularity solution with numerical solution at later time. 
Note that while the numerical results are in good agreement with the theory, 
the best agreement comes from excluding the nonlinear and shear stress 
terms (which are higher order effects in the singularity formation). 
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to the surface tension terms with only some small effects from the nonlinear and shear terms. A compari-
son of the three-dimensional singularity solution and the numerical solution was also conducted, with 
results shown in Figure 12. It was found that to achieve grid independence in the spanwise direction a 
~t of 0.1333 was required. Notice that this is twice the grid spacing of the streamwise direction. For 
the three-dimensional case, the inclusion of droplet impacts with an amplitude of 4 and an initial 
time, T o,o, of 0.01 decreased the required timestep for grid independence from approximately 0.5 for a 
low amplitude initial cosine wave to approximately 0.01. There was no change to the spatial grid require-
ments. Looking at the cases with droplets, the very large curvature in the region near the impact produces 
very large differences in wave amplitude between timesteps, which the Crank-Nicholson scheme is un-
able to calculate correctly with a larger time step. 
Single Droplet Impact 
Before applying multiple droplets to the film, the effect of impacting a single droplet onto an 
initially flat film was investigated. Figure 13 show a typical temporal progression for a single three-di-
mensional droplet impact. In each figure, the flow direction is from the top left to the bottom right. At 
T 1 =0, the droplet is applied to the center of the 10 by 10 spatial domain. At T 1 =1, the droplet amplitude 
has dropped and has spread with the disturbance starting to move downstream. At T 1 =5 the disturbance 
has started to become two-dimensional and the troughs of the waves have started to form. After 10 time 
units, the wave has become almost completely two-dimensional. For perspective, ten time units in Stage 
I correspond to approximately 0.4 to 4 milliseconds, depending on film thickness. The time it takes for 
the film to reach an equilibrium shape is almost instantaneous on the global timescale. The equilibrium 
value of the mass flux correction is also in accordance with the results of Rothmayer & Tsao18, which 
state that the equilibrium mass flux correction will asymptote to the same equilibrium, regardless of ini-
tial condition. The eventual long-time results of the single droplet cases agree with previous results for 
sinusoid initial conditions. 
Multiple Droplet impacts 
The main goal of this study is to determine what effect droplet impacts have on the mass flux 
correction factor, and on the form of the interfacial waves. Before applying droplets at higher frequen-
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Figure 12. Centerline view of three-dimensional singularity solution ini-
tial condition and comparison of singularity with numerical solution at lat-
er time. Notice that while the numerical results are in good agreement with 
the theory, the best agreement comes from excluding the nonlinear and 
shear stress terms (which are higher order effects in the singularity forma-
tion). Also note that the initial amplitude is the same as the two-dimension-
al case plotted above, but after the same amount of time, the amplitude is 
less than half that in the two-dimensional case. 
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13a. T1 = 0 
Flow direction 
13c. T1 = 5 
13d. T1 = 10 
---. 
13e. T1 = 20 
Figure 13. An initially flat film disturbed with a single droplet impact, and 
the progression of the three-dimensional disturbance into an equilibrium 
two-dimensional wave. 
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cies, we will consider the general behavior of the film surface with an interval between droplet impacts 
on the order of the wave development time. As expected, the wave will re-form into an equilibrium wave 
shape. At each droplet impact, the amplitude of the wave, and thus the mass flux correction, temporarily 
increases. The mass flux correction for a two-dimensional case with infrequent impacts is shown in Fig-
ure 14. The same results are obtained for three dimensions, with the recovery time being dependent upon 
the spanwise extent of the domain, i.e. the size of the periodic interval. Notice that the mass flux correc-
tion factor returns to the value calculated for a film with interfacial waves and no impacts. 
When increasing the droplet frequency, we see that the film surface is unable to return to an equi-
librium between impacts. A typical progression for a three-dimensional wave with multiple impacts is 
shown in Figure 15. An important aspect of this example is that the wave transitions from a two-dimen-
sional initial condition, to a highly three-dimensional wave, and back to a two-dimensional shape in a 
very short time. In this case, the impacts are just strong enough to locally disrupt the wave but, depending 
upon impact location, may or may not disrupt the overall wave shape over long times. As the droplet 
size or the impact frequency is increased, the surface becomes largely three-dimensional, with the two-
dimensional waves completely disrupted. Also note from Figure 15 that a droplet impact has spread out 
and lost much of its amplitude before subsequent droplet impacts. This is illustrated in Figure 15b, in 
which the third droplet impacts just upstream of the primary impact at the center of the domain, which 
is much diminished. For multiple droplet cases, the initial condition used was a long-time wave, i.e. a 
film with an initial disturbance that is allowed to reach equilibrium. 
A quantitative estimate of the disruption to the mass flux correction by droplet impacts can be 
obtained by impacting droplets over a long time and averaging the mass flux correction factor. We will 
investigate in two dimensions the region of droplet amplitudes and frequencies where droplets begin to 
have an effect, i.e. the crossover region between droplet dominated films and films in which the effect 
of the droplets can be ignored. As an example, the mass flux correction factor for a two-dimensional 
solution with droplet amplitude of four and droplet time interval per unit length of 1 is shown in Figure 
16. The grainy look of the figure is due to plotting only a limited number of the points calculated. Overall 
there is a both a substantial increase in the instantaneous mass flux correction factor and the range over 
which it varies. A running time average of the mass flux correction factor shows that there is a net average 
increase in mass flux within the film. To determine the effect of changing the droplet amplitude and im-
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Figure 14. Mass flux correction factor with a large interval between droplet 
impacts for a two-dimensional case. The mass flux correction factor re-
turns to an equilibrium value between impacts, which is the value observed 
when fully developed interfacial waves are present without droplet im-
pacts. 
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15a. T1 = 0 
15b. T1 =0.2 
Flow direction 
15c. T1 = 10 
15d. T1 = 25 
Figure 15. An equilibrium wave shape bombarded with droplets shown at 
different times. Note that for this example, the surface alternates between 
almost two-dimensional waves and highly three-dimensional waves. 
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Figure 16. Typical evolution of the mass flux correction factor for multiple 
droplet impacts in two dimensions, with comparison against the equilibri-
um value (i.e. mass flux correction factor for interfacial waves with no 
droplet impacts). The running average is started at T1=60. Note the wide 
variation of the instantaneous mass flux correction and the large increase 
in average mass flux correction factor over the equilibrium value. 
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pact time interval, these parameters were varied, with results shown in Figure 17. The average mass flux 
correction factor was calculated from 60 to 640 Stage I time units. Figure 17 suggests that there is a criti-
cal impact time interval associated with each droplet volume, below which the effect of the droplet im-
pacts goes to zero. For F0 above and TO below the critical values, the figure also suggests a power law 
relationship between the droplet interval and the mass flux correction which is given by 
(5.1) 
Using a curve-fit for the coefficients a 0 and y0 over the range of volumes considered here, gives 
a0 = 0.383V O , Yo = - 0.06V O - 0.47 (5.2) 
which are valid for a streamwise length of 10, TO ( on a per unit length basis) from 0.5 to 20, and F O from 
one to four. 
The computation done in two dimensions was repeated for three dimensions. An example of the 
mass flux correction factor, for a three-dimensional case with F O = 4 and TO = 10, is shown in Figure 
18. The mass flux correction factor was averaged from time 60 to 480 on a 10 by 10 domain for a range 
of droplet amplitudes and impact intervals. Averaging was started at time 60 units to allow for any nonre-
curring two-dimensionality to be disrupted. For the three-dimensional case, T O and F O are in the same 
range as for the two-dimensional case and with the same streamwise length. The streamwise periodic 
interval was also used as the spanwise length. The results of these calculations are shown in Figure 19 
and we see that once we move to three dimensions, the effect of droplet impacts significantly decreases. 
This is due mainly to the spanwise dependence of the surface tension terms. The magnitude of the surface 
tension term at the peak of the droplet impact is approximately quadrupled when spanwise effects are 
included. This causes the droplet amplitude to decrease at a much faster rate than was the case in the 
two-dimensional problem. Nevertheless, within the range of droplet amplitudes and frequencies tested 
in this study, larger droplets at higher impact frequencies had a marked effect on the mass flux correction 
factor, as much as quadrupling it. It should be noted the frequency of droplet impacts needed to induce 
a change in the mass flux is still much less than the frequency that is expected to occur in a typical icing 
encounter. 
In addition to testing the effect of droplet impacts within a fixed 10 by 10 Stage I area, the stream-
wise and spanwise lengths were varied to determine their effect on the average mass flux correction factor. 
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Figure 17. Average mass flux correction factor for two-dimensional inter-
facial waves with droplet impacts. Droplet volumes are varied by chang-
ing the amplitude, Fo,0.01, of impacting droplets. The time interval between 
impacts is on the horizontal axis. The dashed line is the equilibrium value 
of 12 without impacts. Note that for two-dimensional cases, TO is defined 
on a per unit length basis. 
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Figure 18. A typical evolution of the mass flux correction factor for multi-
ple droplet impacts onto a three dimensional film, with comparison against 
the equilibrium value when droplet impacts are absent. The running aver-
age is started at T1=60. Note the wide variation of the instantaneous mass 
flux correction factor and that droplet impacts more than double the aver-
age mass flux correction factor. 
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Figure 19. Average mass flux correction factor for three-dimensional in-
terfaces with droplet impacts. Droplet volumes are varied by changing the 
amplitude, Fo,o.01, of impacting droplets. The interval between impacts is 
on the horizontal axis. The dashed line is the equilibrium value of I2with-
out impacts. 
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These solutions were variations of a three-dimensional case with droplets impacting onto a 10 by 10 
Stage I area. An initial droplet amplitude of four and an impact interval per unit area of 10 were held 
fixed throughout. For cases varying the streamwise periodic interval, the spanwise was held fixed, and 
vice versa. The results for this study are shown in Figure 20, showing a large dependence of the mass 
flux correction factor on changes to the spanwise domain length. An example of film thickness using 
a larger spanwise domain is shown in Figure 21. Note the larger scale spanwise wave structure in the 
last two plots. This structure greatly affects the mass flux correction factor, and is not evident at smaller 
spanwise periodic intervals, suggesting the need for further investigation. 
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Figure 20. Average mass flux correction factor for three-dimensional in-
terfaces with droplet impacts, showing the effect of varying stream wise or 
spanwise domain lengths. 
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21a. T1 = 0 
21b. T1 = 60 
21c. T1 = 320 
Figure 21. An equilibrium wave shape with a large spanwise periodic inter-
val (21a) bombarded with droplets. Note the larger scale spanwise struc-
ture (21c) not seen in results with smaller spanwise periodic intervals. The 
prominence of of this structure fluctuates approximately between that of 
21b and the more clearly defined large scale spanwise wave of 21c. 
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CHAPTER 6. CONCLUSION 
The focus of this study was to investigate whether droplet impingement can significantly disrupt 
or control surface processes on thin liquid films. An algorithm capable of computing the perturbation 
film thickness of a thin shear-driven liquid film using a closed form expression for the air shear stress 
was developed. The code was demonstrated to be capable of computing interfacial wave generation start-
ing from an initial small disturbance, and showed good agreement with the calculations of Rothmayer 
and Tsao18, which required calculating the full air viscous sublayer. The method used in this study gives 
an order of magnitude improvement in the speed of calculation, allowing the efficient calculation of 
waves in three dimensions. 
Droplet impacts were investigated in both two and three dimensions, with a backward time sin-
gularity of the governing modified Kuramoto-Sivashinsky equation employed as the model for the drop-
let impact "residual". It was found that for the conditions tested in this study, these droplets often have 
little effect on the mass flux of the film. However, large droplets with high impact frequencies can have 
a marked effect on the mass flux, as much as quadrupling the mass flux correction factor for the ranges 
of amplitude and frequency considered. While most of the solutions were calculated using a constant 
domain size which is adequate for computing films without impacts, it was found that increasing the 
streamwise and spanwise periodic intervals, and thus making the domain more realistic, has a significant 
effect on the mass flux correction factor with droplet impacts. As the spanwise periodic interval is in-
creased, larger scale wave structures are observed which are not accurately characterized in this study. 
The range of droplet volumes and impact rates examined in this study is much lower than what we believe 
are realistic values, suggesting that droplet impacts can be much more disruptive than seen in this study. 
These results suggest that future work in this area should consider larger domain sizes and more realistic 
droplet impact rates, as well as a more complete model for the droplet impact process. Integration of 
droplet impact effects should also be included in more complete models for surface water. 
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