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résumé et mots clés 
Cet article présente une méthode originale de détermination de la qualité d'une image en niveaux de gris. Un exemple d'ap- 
plication de la méthode sur des images comprimées selon la norme JPEG est présenté. Contrairement à la plupart des 
méthodes existantes, cette évaluation de qualité est univariante, c'est-à-dire ne nécessite aucune image de référence. La qua- 
lité est donnée sous la forme d'une note dont la progression est étalonnée selon l'utilisation qui doit être faite de l'image : 
visuelle, mathématique, informatique. Pour ce faire, un apprentissage est effectué à l'aide d'un réseau de neurones sur une 
base d'exemples connus faite d'images dont on a préalablement noté la qualité avec le modèle souhaité. Pour s'assurer de 
sa fiabilité, la méthode est comparée à des méthodes bivariantes classiques. Elle permet de retrouver avec une erreur infé- 
rieure à 7 % les résultats prévus par celles-ci. 
Qualité image, ipeg, compression, artefacts de bloc. 
abstract and key words 
This paper presents an original method to assess the quality of a grey level image. An example of application is presented on 
images compressed according to the JPEG standard. Contrary to most of the existing methods, this quality assessment is  uni- 
variant, i.e. it doesn't require any reference image. The quality is  represented by a mark whose variation depends on what use 
the image is for : visual, mathematical, data processing. A neural network is used to learn the murking way with a pool of 
known examples. The method i s  then compared to classical bivariant methods to make sure that it i s  reliable. The anticipated 
results arrived at have a less than 7 % precision. 
Image quality, ipeg, compression, block artefacts. 
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1. introduction 
Disposer d'un outil universel d'évaluation auto~natique de la 
qualité des images est très utile lorsque le nombre d'images à 
traiter est important. C'est par exemple le cas quand il s'agit 
d'optimiser les paramètres caractéristiques d'un système ima- 
geur [OLI98], de mesurer la qualilé des images de télévision 
[DC90], de déterminer la qualité d ' ~ i n  instniment satellitaire eii 
vol ... La plupart des méthodes existantes d'évaluation de la qua- 
lité des images sont des méthodes bivasiantes, c'est-à-dire repo- 
sant sur une comparaison quelle qu'elle soit, entre unc image 
dégradée et la même image parfaite. Elles sont réparties en deux 
familles : les méthodes non pondérées, ou purement mathéma- 
tiques, et les méthodes pondérées, prenant en compte les carac- 
téristiques du système visuel. Les critères non pondérés peuvent 
être Lin simple calcul de  distance entre les deux images (MSE : 
Mean Squared Error, NMSE : Normalized Mean Sq~iared Error, 
distance euclidienne), ou fondés sur une modélisation des pro- 
priétés statistiques de  l'image, comme les critères de Linfoot 
[LINSG], [LIN58]. Les critères pondérés utilisent quant à eux 
une modélisation de la vision, sous forme d'une ou plusieurs 
fonctions de transfert [SHASG], [MS74], [DAL92], [DAL93], 
[KK95], [CL93], [WAT93]. Ces méthodes ont des domaines de 
stabilité ou de validité très différents, selon le type de dégrada- 
tion OLI la nature des images [MEC98]. 
Cependant, très souvent, on ne dispose d'aucune référence pour 
évaluer la qualité d'une image. C'est le cas, par exemple, des 
images acquises par le satellite SPOT et  destinées à êtres com- 
mercialisées. Actuellement, les membres du service qualité de  
SPOTIMAGE scrutent méticuleusement chaque image h la 
recherche d'éventuels défauts. Cette pliase est longue et pénible 
pour les observateurs. C'est plus généralement le cas de toutes 
les images satellitaires destinées à des applications physiques, 
études radiométriques, reconnaissance d'objets, etc ..., qui sont 
très souvent sélectionnées visuellement. 
Quelques méthodes univariantes, c'est-&-dire ne nécessitant 
aiiciine image de référence, ont été développées. [ARP961 utili- 
se, dans le cadre de l'évaluation de la qualité d'une image com- 
primée selon la noi-rne JPEG, des coefficients de continuité 
entre les blocs (cf. $3.1) à partir desquels un réseau de neurones 
estime la qualilé de l'image. Cependant les résultats sont de  
I'ordre de 25 % de précision par rapport h la qualité théorique 
attendue, alors que ceux obtenus avec un modèle bivariant peu- 
Dans cet article, nous proposons une méthode permettant d'éva- 
luer de façon univariante la qualité d'une image. La dkmarche 
proposée peut être appliquée à tout type de dégradation e t  h tout 
type de notation de qualité : visuelle, mathématique ... Nous 
montrerons qu'il est possible de reproduire, de faqon univarian- 
te, l'estimation de qualité qui aurait été faite par un modèle biva- 
riant. Cette méthode peut aussi être adaptée pour retrouver cer- 
taines caractéristiques du système d'acquisition de l'image : 
quantifier un défaut de mise au point, un rapport signal sur 
bruit ... Pour illustrer notre démarche, nous présentons uil 
exemple d'application de la mbthode aux images comprin-iées 
selon la norme JPEG. La méthode est appliquée d'une part pour 
retrouver l'indice de qualité de la compression JPEG et  d'autre 
part pour reproduire une estimation bivariai-ite de qualité donnée 
pas un modèle représentatif d'une notation subjective. Nous uti- 
liserons comme exemple la notation de qualité du modèle de 
Karunasekera et Kingsbury [KK95a], référence en matière de 
notation de la qualité des images JPEG. 
Par ailleurs, cette approche a aussi 6té appliquée à la recherche 
de dégradations visuellement gênantes sur les images SPOT : 
défauts ponctuels, défaut de mise au point de SPOT 1 ,  bruit ... 
Pour atteindre cet objectif, notre démarche comporte trois étapes 
fondamentales. Il faut tout d'abord trouver sur l'image dégradée 
les caractéristiques qui permettent d'évaluer sa qualité. 11 faut 
ensuite étalonner un modèle pour donner la note de  qualité dési- 
rée à partir de ces caractéristiques. Enfin, il faut vérifier la sta- 
bilité du modèle sur un grand nombre d'images. 
Les informations caractérisant la dégradation sont extraites de  
l'image par des traitements et calculs systématiques pour être 
regroupées sous la fonne d'un vecteur caractéristique. Ce vec- 
teur sert d'entrée au modèle univariant. Nous avons choisi d'uti- 
liser comme modèle un réseau de neurones (RN). Ce type de 
modèle, non linkaire, permet l'apprentissage d'une fonction très 
complexe en raison des nombreux paramètres dont il est  consti- 
tué, pour une mise en œuvre très simple. L'étalonnage des para- 
mètres du RN se fait sur un grand nombre d'exemples connus, 
c'est-à-dire d'images dégradées dont on connaît ou dont on a 
préalablement évalué la qualité. Ces exemples constituent la 
base cl'cipprentissage du RN. Ils sont choisis de manière à obte- 
nir  in échanlillon représentatif de tous les types d'images que 
l'on peut rencontrer : structurées ou unifosmes, paysages ou per- 
sonnages ... Finalement, le RN est utilisé de manière autonome 
pour interpoler la qualité d'une image incoiinue sur la base 
d'apprentissage. 
vent atteindre 5-10 % de précision [OLI98]. A nouveau dans le 
contexte des images SPOT, une niéthode bivanante a été déve- 
loppée pour estimer un éventuel défaut de mise au point 2, générale [ML96]. Elle utilise les deux caméras, identiques, dont l'une 
sert de référence h la seconde. Cette méthode nécessite nénn- 
moins une connaissance théorique précise du système de focali- Seules les images dégradées par des défauts simples ont été 
sation. Elle demeure inapplicable pour estimer le défaut de inise considérées, l'objectif étant, dans u11 premier temps, de  prouver 
ail point d'uii salellite dont on iie connaît pas la conception, ou la fiiisabilité d'une étude dc qualité univariante. Un défaut 
ne clisposaiic que cl'uiie seule caniéi-n. simple peiit être par exemple du Ilou, des artefacts de coinpres- 
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sion, un phénomène de rebond des coritours, etc., mais aucune 
cori~binaison de  ces derniers sur l'ensemble de I'image. 
La dérnarche générale suivie pour évaluer de nianière ~iriiva- 
riante la qualité d'unc image est la même quelle que soit la 
dégradation considérée. La clégradation doit être identifiée et 
caractérisée dans I'image, indépendamment du type de scène 
représentée. Ensuite, Lin réseau de neurones apprend à faire la 
correspondance entre cette caractérisation et une note, par 
exemple celle qui aurait été donnée pour 111 même image par un 
modèle bivariant ou un calcul mathématique. Finalement, I'ap- 
prentissagc est validé sur Lin lot d'images quelconques et incon- 
niics, en comparant la note donnée de manière univariante par le 
RN et celle théoriquenient attendue. 
2.1. caractérisation de la dégradation 
Pour caractériser la dégradation, tous les outils statistiques, 
mathématiques, issus du traitement de l'image, peuvent être uti- 
lisés. Par exemple un calc~il de corrélation moyenne entre les 
pixels de l'iinagc, certaines valeurs de la transformée de Fourier, 
un prétraitement de I'image à l'aide de  filtres spécifiques pour 
accentuer les défauts ... Selon la dégradation, il s'agira d'identi- 
fier les meilleurs outils, c'est-à-dire ceux qui vont fournir les 
informations les pllis pertinentes. En pratique, ce ne sont pas 
Lo~~jours ceux qui ont la signification physique la plus évidente. 
D'autre part, la gêne occasionnée par la dégradation dépend de 
la zone considérée sur l'image. Par exemple, pour donner une 
note de  qualité représentative de la gêne visuelle provoquée par 
du bruit, il faudra tenir compte de l'uniformité ou non de la zone 
considérée : pour Lin même rapport signal sur bruit, la zone 
semble moins dégradée si elle est structurée. Ceci est aussi vrai 
pour des critères autres que des critères visuels. En conséquen- 
ce, la caractérisation de la dégradation devra être compl6tée par 
des renseigiiements sur le type d'image, de manière à permettre 
une décision univariante fiable. Dans la mesure du possible, ces 
derniers devront dépendre le inoins possible de l'intensité de la 
dégradation pour fournir une information n priori sur I'image 
parfüite. Cela devient difficile pour des intensités de dégradation 
iinportantes ... 
Tous ces renseignements, tant sur la dégradation que sur I'ima- 
ge elle-même, sont regroupés pour former le vecteur carcictéris- 
tigiic de la dégradation pour I'image considérée. Les Cléineiits 
de  ce  vecteur seront les entrées du RN. En raison des propriétés 
que doit avoir Lin RN pour être en mesure d'apprendre la base, 
ie nombre d'entrées qu'il comporte ne doit pas être trop grand. 
11 est en particulier hors de question dkutiliser comnie vecteur 
d'entrée I'enseinble de tous les niveaux de gris des pixels de 
l'image ! 
2.2. l'apprentissage 
La phase cl'apprcntissage du RN, coiiinie toul autre ni»cl?le, va 
conditioiiiicr son coniportemeiit apri's coup. Uii soin tri's iinpoiS- 
tant doit être en particulier accordé au choix des exemples qui 
vont constituer la base d'apprentissage. Le RN est un très bon 
interpolateur, inais son comportement en extrapolalion n'est pas 
aussi bien maîtrisé que celui d'un modèle fabriqué d'aprks des 
coiisidérations physiq~ies. En conséqiience, les images de la base 
devront être représentatives de tous les types d'images sur les- 
quels on désire un cornportement stable et fiable du modèle. 
Pour un apprentissage général, i l  faut des images, riniformes, 
stnlcturées ... de tous types. Pour chacune de ces images, il faut 
différentes intensités de dégradation. Les images parfaites sont 
dégradées avec le défaut qui doit être appris et sont notées de 
manière bivariante par le modèle qui sert de référence pour l'ap- 
prentissage. C'est cette notation bivariante que le RN va 
apprendre à retrouver à partir du vecteur caractéristique. 
Cette base d'apprentissage constituera en quelque sorte le 
domaine de validité du modèle ~inivariant. Pour tous les défauts 
considérés, la base utilisée est constitiiée de 800 images diverses 
de 256 x 256 pixels, codées sur 256 niveaux de gris. Chacune de 
ces 800 images est dégradée avec une dizaine d'intensités du 
défaut, ce qui porte à 8000 le nombre d'exemples présents dans 
la base d'apprentissage. Pour des raisons de place, elle n'est pas 
représentée dans ce papier. 
En cours d'apprentissage, la qualité de la convergence est éva- 
luée sur une base de test indépendante, elle aussi représentative 
du doinairie de stabilité recherché. Elle est constituée de 
16 images différentes dégradées avec une dizaine d'intensités du 
défaut, soit 160 images. Les images non dégradées de la base de 
test sont présentées sur la figure 1 .  Les bases d'apprentissage et 
de test que nous avons utilisées ne sont pas exliaustives en 
termes de types d'images, mais elles sont suffisamment variées 
pour valider le protocole d'évaluation de qualité tfécrit par la 
suite. De plus, l'étude montrera que pour une application très 
spécilïquc (texte, iniages médicales ...) la précision est arnéliorçe 
en utilisant une base spécifique adaptée au type d'images. 
liigiirc 1. - llasc tlc test. 
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2.3. validation : comparaison avec 
une notation biwariante 
La validation du modèle de notation se fait dans un premier 
temps sur la base de test, dans un deuxième temps sur un lot 
d'images quelconques et inconnues, c'est-à-clire n'appartenant 
ni h la base d'apprentissage, ni 2 la base de test. La notation ~ini-  
variante est comparée à la notation bivariante de référence. Le 
modèle bivariant de référence n'ayant pas une stabilité absolue 
vis-à-vis des différentes images, I'üpprcntissage est considéré 
comme bon non seulement si la notation uiiivariante est proche 
de la notation bivariante, mais aussi si l'écart statistique entre les 
deux comportemenls est faible sur un grand nombre 
d'exemples. En effet, l'écart entre les deux notations peut être 
important sur un exemple sans pour autant remettre en cause la 
fiabilité du modèle univariant. 
3. application : qualité 
des images JPEG 
3.1. dégradations introduites 
par le codage 
En raison de la nature même du codage [WAL91][EC96], la 
perte de qualité de l'image s'effectue de manière cohérente sur 
les blocs de 8 x 8 pixels, independamment d ' ~ i n  bloc à l'autre. 
Le seul lien siisceptible d'exister entre deux blocs dépend de  la 
statistique de répartition des niveaux de gris dans l'image, et non 
du codage. Cet effet, très visible pour de fortes compi-essions, 
est connu sous le nom cl'nrtefacts cle blocs. Au sein d'un même 
bloc, les pertes dépendent du contenu fréquentiel. Les hautes 
fréquences apparaissent assez vite dégradées quand le taux de 
compression augmente alors que les artefacts de blocs apparais- 
sent plus tard, essentiellement sur les zones uniformes, coinme 
le montrent les figures 2 et 3. 
Plusieurs outils existent déjà pour quantifier dc manière biva- 
riante la qualité d'une image JPEG [OLI98]. A partir d'une 
mesure de distance entre l'image non comprimée et l'image 
dégradée, ces outils permettent d'évaluer la qualité de l'image 
comprimée. Notre objectif est d'arriver h éval~ier cette qualité, 
qui peut être soit l'indice de qiialité JPEG, soit tout autre indice 
visuel ou purenicnt mathématique, directement h partir de I'ima- 
ge dégradée. 
L'apprentissage sera effectué d'une part sur l'indice de qualité 
JPEG clioisi lors de la phase de compression, indice purement 
mathématique, d'autre part sur un modèle représentatif d'une 
notation visiiellc, donc subjective. 
Figure 2. - Relation entre la qualité JPEG et le taux de compression 
pour une image unifornie de type champs. 
Qualité=IO. tc=7.3 Qiiüli~C=5. t e 1  10.9 
Figure 3. - Relation entre la qiialité . l P l X  et le taux de coiiipression 
pour tiiie image structurée de type ville. 
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3.2. extraction du vecteur 
caractéristique 
11 s'agit de rechercher les grandeurs physiques susceptibles de 
caractériser la qualité de I'iinage coinp~imée. Nous recherchons 
donc toute grandeur caractérisant la dégradation ou le type 
d'image. CCS deux aspects sont cependant très souvent liés et la 
confrontation d e  pl~isieurs de ces grandeurs permettra au RN 
d'estiii-ier soit une qualité visuelle, soit une qualité purement 
mathématique. 
Rappelons que le choix des composantes du vecteur caractéris- 
tique ~ i ' e s t  pas exclusivement fondé sur des considérations phy- 
siques. Des grancleurs ayant une signification évidente sont bien 
sor introcluiles dans le vecteur caractéristique, mais l'avantage 
de la méthode d'apprentissage avec un RN est qu'elle permet de 
sélectionner elle-même les données importantes. Pour cette rai- 
son, a11 COLISS d~ to~lles les étapes du prétraitement de l'image, 
certaines grandeurs statisticlues seront ajoutées au vecteur carac- 
téristique sans raison apparente. 
3.2.1 . prétraitemen t : caractérisation des blocs 
L'objectif de cette phase est d'arriver à quantifier l'importance 
du pliénomène de  bloc, indépendamment du type d'image. Cette 
information, capitale lors de  la phase d'apprentissage, est pour- 
tant difficilement observable sur l'image comprimée non traitée. 
Les difiérentcs étapes du prétraitement de l'image sont repré- 
sentées sur la figure 4. Pour une image I m  de N lignes et N 
colonnes constituée des pixels Im( i ,  j), on calcule tout d'abord 
le Laplacien d e  l'image. L e  noyau choisi permet de ne retenir 
que les composantes horizontalc et verticale de l'image compri- 
mée et donc d e  mettre en évidence les artefacts de blocs : 
Nous ne  considérerons par la suite que la valeur absolue du 
Laplacien de l'image, car seuls les contrastes aux frontières des 
blocs ont une importance dans l'évaluation de la qualité. 
Les arteîacts d e  blocs ont une slructure dont la taille est un rnul- 
tiple d e  8 pixels et peut varier d'un bloc à l'autre. Pour cette rai- 
son, il est dii'ficile de  les observer sur la transformée de Fourier 
du Laplacien d e  l'image. Pour amplifier encore le phénomène, 
nous avons c~imulé d'une part les lignes et d'autre part les 
colonnes de I'iinage pour former 2 vecteurs ~,,,,, et V,,,tLc : 
N 
Vh,,,.,,(~) = lAIm,(i, h.11 (2) 
,=O 
N 
Vver~zc(k:) = C IATm ( k ,  1) l (3) 
J=O 
Ces vecteurs caractérisent l'amplitude di1 phénomène dans les 
directions horizontale et vcrticale. Nous avons formé le vecteur 
lmagc 
(Lignes + Colonnes) , - I ,  
Figure 4. - Prétraitement ct dbtection des artefacts de blocs. 
caractéristique de l'importance des artefacts de blocs sur 
l'image, indépendamment de son orientation : 
Ce vecteur est statistiquement un peigne de Dirac bruité, de 
période 8 pixels et on retiendra comme valeur caiactéristique de 
I'iiuportance du plîénomène dc bloc, la valeur FF8 de la FFT de 
V ( k )  qui correspond à Line périodicité cle 8 pixels. 
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La figure 5 montre l'évolution de ce coefficient en fonction de 
l'indice de qualité JPEG pour des images de types différents. On 
co~istate que, pour un même indice de qiialité, ce coefficient est 
toujours pl~is grand pour une i~iiage très struct~irée (Test0 14) que 
pour unc image ~iiiiforme (TcstOOO), alors que visuellenient 
I'image structurée paraît moins dégradée, comme le montrent 
les figures 2 et 3. 
Ce coefficient, seul, n'est donc pas suffisant poiir arriver à déter- 
miner la qualité de I'imagc. En effet, selon le lype d'image, il 
décrit l'une ou l'autre des courbes du faisceau de la figure 5 
représentant sa variation en fonction de la qualité de l'image. 
Pour pouvoir déterminer la qualité, quelle qu'elle soit, il devra 
être associé 2 des informations concernant le type de I'image, 
telles que son vanogramine (cf. 3 3.2.2) ou ses moments. Ces 
inîormations permettront de déterminer la courbe sur laquelle ori 
se situe (4 figurc 5), pour accéder ensuite à l'indice de qualité 
de manière bijective. 
Pairni les grandeurs susceptibles de fournir uiie inl'ormation 
complémentaire, nous avons choisi de retenir la valeur F F7,$) de 
la FFT de V ( b ) ,  moyenne de PP7 et FFcI, ainsi que FEk, afin 
d'apporter au réseau de neurones une information sur I'image 
originale q ~ ~ i  puisse être comparée 5 FF8. Eii effet, i l  se peut 
qu'nnc image contienne une structure périodique de période 
proche de 8 pixels. Ce sera le cas si E'F7,n a sensiblement le 
même ordre de grandeur que F f i .  Dans le cas contraire, la pro- 
babilité que la valeur de FF8 soit uniquerneiit due au phéno- 
mène de blac est grande. 
Qualité JPEG (%) 
Figure 5. - Variation du coefficient F ' f i  en fonction de lit qiialitk .TPEG 
selon le type d'iniage. 
D'autre part el pour la même raison, lors de chaque étape du pré- 
traiteillent, certsiincs grandeurs statistiq~ies seront conservées 
sans raison physique évidente. Ln phase cl'apprenlissnge du RN 
permettra de sélcctioiiiier les informations pertinentes. 
Le calcul des pararnCtres précédents est décrit dans le cas 
d'images carrées. Dans le cas d'images rectangulaires, on peut, 
dans la plupart des cas, réaliser l'évaluation de qualilé sur une 
partie carrée de l'image : I'indicc de qualité JPEG, par exemple, 
est le même quel quc soit In zone de l'image. Pour une évalua- 
tion dc clualité dépendanl dc la zone considérée, visuelle par 
exemple, il faudrait calculer tous les FFk à la fois sur L'j,,,.,, et 
v,erL7r, sans calculer V(k ) ,  et les inclure dans le vecteur carac- 
téristique. 
En revanche, tous les paramètres calculés par La suite le sont de 
la même manière pour des images carrées ou rectaiigulaires. 
3.2.2. informations sur le type d'image 
le variogramme 
Le val-iograinme ?(h) d'une image est uiie mesure rnoycnne de 
la variation (au carré) des niveaux de gris pour des pixels sépa- 
rés d'un iloinbre dc pixels h clonné [MAT7 11, [HUI751 : 
où I v ~ ( p )  es1 le niveau de gris du pixel p. 
y(h) varie de O à une asymptote qui est la variance de I'image. 
La pente h l'origine est caractéristique du type d'image en étant 
I'inversc de la distance de corrélation statistique habituelle. 
Certaines fluctuations locales peuvent être observées selon la 
structure de I'image. La figure 6 montre les variograinmcs des 
iiiiages de type « ville » (Test0 14) et « champs » (Test000) pour 
différentes qualités de compression JPEG. Deux images diffé- 
rentes on1 des variogramines différents et la qualité de la com- 
pression n'iilfl~ie que peu sur l'allure générale du variogranime. 
C'est donc uii bon descripteur du type d'image. La coinpressron 
a tendance i diminuer les valeurs du vsiriogi-amme car, en cou- 
pant les hautes fréquences, elle augmeiiie la corrélation entre cles 
points voisins d'un même bloc. Pour cette inêiiie raison, la com- 
pression affecle plus le variograinine d'une iinage structurée 
(TestOl4) que celui d'une image très uniforme. Pour dcs imagcs 
dont la texture est IiomogCne, le variogramine est Iiabituelle- 
nient modélisé par une fo~iction du type [RR89] : 
?(IL) = A ( l  - (6) 
où A représente la variance de l'image et B est caractéristiq~ie de 
la texture. Un tel modèle n'est pas suffisant pour clécrire les 
variograinmes d'images quelconqiies, en particulier très str~ictu- 
récs, dont la pcnte à l'origine et la variance sont élevkes. 
Nous avons choisi iiiie modélisation 2i quatre paramètres, du 
type : 
y(h) = A ( l  - c-"'7 +- C6(1 - r-"") = El + E2 (7) 
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4500 1 'TestOl4, qualités 100->5 
"TestOOO", qualités 100->5 
O 20 40 65 O M 40 M) 
h (pixels) h (pixels) 
h (pixels) 
Figure 6. - Variogrammes d'une image de type « ville » iTest0l.L) et Figure 7. - Propriétés du niodèle de variogranune. 
« champs » (Test000) pour les qualités JPEG 100, 60, JO, 20, 10,s. 
En effet, elle pennet de représenter aussi bien les variogrammes Toutes ces grandeurs statistiques ne sont affectées par la com- 
du type « ville » que ceux du type « champ », tout en conservant pression que pour des indices de qualit6 JPEG faibles, c'est-8- 
les informations pente à l'origine, asymptote, distance de corréla- dire de très forts taux de conipressioii. elles donrient une infor- 
tion (abscisse pour laquelle la tangente à l'origine coupe I'asymp- mation sur l'iiniige parfaite. 
tote). Les paraiiiètres A, 13, C, D ont été calculés de manière à 
minimiser l'esseur quadratique moyenne entre le niodèle et le 
variograinine. Les fonctions El et E2 étant permutables, nous 3.2.3. le vecteur caractéristique 
avons clioisi pour El le couple ( A ,  B) de paramèlres correspon- 
dant h la  variation des niveaux de gris à longue distance sur I'ima- 
Se, et pour Ez le couple (C, D) correspondant à la variation ù 
courte distance. Notons cependant que i l  + C' (asyniptote du 
niodèle) représente la variance de I'itnage et que .AB + C'D 
(dérivée à l'origine du modèle) est inversement proportionnel à Iii 
distance de coirélation habituelle. La figure 7 montre pour 7 
images de types différents extraites de la base de lest (cf: figure 1) 
que les fonctions El et E2 du modèle traduisent le compoiternent 
à l'origine et à l'asymptote du variogramme, c'est-à-dire juste- 
inent la vaiiation des niveaux de gris des pixels de l'image pour 
des courles et grandes distances. 
autres statistiques 
Toute grandeur statistique pouvant fournir une inforiilation sur le 
contenu de I'irnage est intéressante, h condition qu'clle ne soit pas 
inodifiée par la cornpi-essioii. C'est le cas en ce qui concerne Iü 
nioyeiine et la variance qui rie sont qlrasiiiieiit pas rnoditïées lors 
de la transforr.iiée cliscrt.le en cosiniis de 13 c~rnpressio~i JPEG. 011 
retiendra aussi les iuoriients d'ordre 3 et 4 de I'iniagr cti~nnie 
pnraruèties susceptibles de li>iii~iir uiie iiifr)rrnntiori caiiiplt2riic1i- 
laire poiir d6lei.iiiiner In clliulité. L'ét~ide ile sciisii.iilict2 ( r j :  s 3.4.) 
drinneia des iiil'oimatioiis sur la ~ ~ I . L ~ I I C I I C C  [le cc clioix. 
C'est I'eiisenible des parilmètres cltri vont caractériser la dégra- 
dation et le type d'irii~ige polir servir d'entrée au RN. I l  est défi- 
ni de manière à tenir coriipte des propiiéds essentielles des nrtc- 
facts de blocs ainsi que de celles de I'iniiigc. L'utilisation d'un 
RN permet lors de I'apprcnlissage (cf. s 3.4.) de niesurei l'im- 
portance de l'une ou l'autre de ces composantes. Certaines 
d'entre elles. ù la signification physique moins évidente, ont été 
retenues parce que l'apprentissage il montré qii'elles 6t:iieiit 
significiitives dans l'appréciation de la qualité. L'étude de sensi- 
bilité prgsentie iiu $ 3.4. perniettra de déterminer quelles sont 
les composantes r6ellement importantes dans l'éviiluation de la 
qualit6 et donc d'éliininer d'bventuelles redoridürices. Le vec- 
teur caractéristique cst constitué des coinposailtes suivantes : 
O. Moyenne de I'iinage 
1. Vtiriance de l'image 
2. ivloment d'ordre 3 de I'iiiiage 
3. Moiiieiit d'ordre 4 de I'iinage 
4. Corfficieiit .-I dit \~aricigrariiiiic 
S. Cocfl'icieiit il ci11 \ :~rit~gs;iiiiiiie 
6. Ciitff'icicrit C ' il11 vuriogrniniiie 
7. Cocl'ficiciit I )  ilu c;\riagi.aiiiriic. 
8 .  bloyciiiic. tlc Ili valc.tir nt.i~oliic d ~ i  L. ; i~I i i~ i t !~ l  111: I'iiiingr. 
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9. Variance de la valeur absolue du Laplacien de l'image 
10. Moment d'ordre 3 de la valeur absolue du Laplacien de 
l'image 
11. Moment d'ordre 4 de la valeur absolue du Laplacien de 
l'image 
12. Moyenne de V,,,,LZc 
13. Variance de V,,,,.t,, 
14. Moment d'ordre 3 de V,,,,t,, 
15. Moinenl d'ordre 4 de V,,,,.+?(. 
16. Variance de fl,,,,, 
17. Moment d'ordre 3 de \fhoTiz 
18. Moment d'ordre 4 de V,,,,.i, 
19. Valeur de FFa sur V(k) 
20. Valeur de FF4 sur V(k) 
21. Valeur de Fi77,~ sur V(k) (pour con~paraison avec FF8) 
22. Valeur deFF8 sur l'image 
23. Valeur de F F 7 , ~  sur l'image (pour comparaison avec Fi%) 
24. Moyenne de V(k) 
25. Variance de V(k) 
26. Moment d'ordre 3 de V(k) 
27. Moment d'ordre 4 de V(k) 
Les paramètres 22 et 23 sont calc~~lés exactement comme les 
paramètres 19 et 21 mais directement sur l'image et non pas sur 
le Laplacien de l'image : l'image est sommée sur les lignes et les 
colonnes pour formcr un vecteur Vr(b)dont on calcule la FFT. 
Nous pensions, à ce niveau, que ces paramètres étaient suscep- 
tibles d'apporter une information complémentaire au RN, mais 
l'étude de sensibilité (3.4.) montrera que leur importance est en 
fait négligeable. 
D'autre part, la moyenne de Vhortz est rigoureusement la même 
que celle de V,,,ti, et pour cette raison elle n'a pas été incllise 
dans le vecteur caractéristique. 
3.3. résultats 
Le logiciel utilisé pour la mise en place du RN est SNNS 
(Stuttgart Neural Network Siinulator v4.1), logiciel en distri- 
bution gratuite. Le réseau est constitué d'ii~ie coucl~e d'entrée de 
28 neurones (qui reçoivent les composantes du vecteur caracté- 
ristique), de deux couches cacliées de 30 et 10 neuroncs el 
d'un neurone de sortie. Ces parainetres sont fixés de manière 
empirique. Le nombre de coefficients p, est donc 
28 * 30 -k 30 4 10 + 10 = 1150. La tailie de la base d'apprentis- 
sage permettant d'étalonner les coefficients p, doit être plusieurs 
fois supérieure au nombre de coefficients [CAR93], [AMA95], 
[MAA95]. 
L'apprentissage a été effectué sur une base de 800 images diîîé- 
rentes et variées (slructurées, uniformes, images satellilaires, 
photographies, etc.) avec des indices de qualité JPEG I O ,  20, .., 
100, soit au total 8000 exemples. Ces données sont représenta- 
tives de n'importe quel type d'image, avec des taux d e  com- 
pression Faible, moyen et fort. Un indice de qualité égal à 100 
correspond à une compression entropique et l'image restit~iée 
est parfaite. 
En cours d'apprentissage, le réseau est lesté régulièrement sur 
une base dc test (îigure 1). L'apprentissage est arrêté quand 
l'erreur moyenne sur la base de test remonte, signe que le RN 
apprend trop 5a base d'apprentissage et perd sa capacité de 
généralisation. 
Pour prouver l'adaptabilité de la métllode, I'apprentissagc a é1C 
réalisé d'après deux notatioris de qualité très différentes. Daiis 
Lin premier temps nous avons vérifié qu'il était possible de 
retrouver l'indice de qualilé JPEG d'une image compriinée. 
Dans un deuxième temps, l'apprentissage a été réalisé de  manik- 
re à reprodtiire une notation plus sub.jcctive correspondant à la 
qualité visiielle de l'image, grâce au modèle bivariant dc 
Karunasekera et Kingsbui-y ([KK95b]). 
3.3.7. apprentissage de l'indice de qualité JPEG 
L'indice de qualité JPEG est normalisé sur I'iiitervalle [0,1], 
toutes les entrées sont normalisées sur [-1,1]. La figure 8 pré- 
sente les résultats obtenus après apprentissage de l'indice de 
qualité pour cl~acune des images de la base de test et: les résul- 
tats moyens, de manière il identifier d'éventuelles singularités. 
L'erreur quadratique moyenne (EQM) entre la qualité théorique 
de l'image et celle prédite par le RN est de 5,5 %. L'erreur maxi- 
male de 14 % est obtenue pour l'image Test000, qui est une 
image de champs, très uniforme. On constate aussi pour cette 
même image que l'erreur est plus importante pour des qualités 
moyennes que pour les extrêmes. Aiicuiie explication n'est pro- 
O 0.2 0,4 0.6 0,s 1 
Qualité JPEG théorique 
, -- 
O O 0,4 0.6 0,8 1 
Quelllé JPEG théorique norrnallsde 
Figure 8. - Résultüts obtenus sur In base de test, après apprentissage de I'in- 
dice de qualité JPEG. 
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posée pour expliquer ce phénomène. Le RN est Lin très bon 
iiiterpolateur, son corilportement en extrapolation n'est pas tou- 
jours bien connu. Cette image est vraisemblablement mal située 
pas rapport à la base d'apprentissage. 
Pour inesurer la siiniliîucle entre la notation du RN et la riote 
théorique, le coefficient de corrélation de Pearson a été calculé. 
Si ( :c,  ) et ( g , )  sont les notes de qiialité théorique et dorinée par 
le modèle, ce  coefficieni vaut : 
Cori.iine le monire le tableau 1,  il existe toujours une très forte 
corrélation enlre les indices de qualité JPEG théoriqi~es et les 
iiiclices calculés par- le RN, preuve que la notation du RN est très 
semblable ii la notatiori tl~éorique : pour une même image, le RN 
arrive t o ~ ~ ~ j o u r s  5i classer les images en fonction de leur qualité. 
Ta1)leau 1. - Statisti(1ues concernant I'apprentisszige de l'indice de qualité 
JPEG : coefficient de corrélation entre la notation tliiiorique et celle du 
iiiodèle irnivariaiit, erreur quadratique moyenne. 
Itnage Coefficient de corrélation 1 EQM (a) 1 
Test000 
3.3.2. apprentissage d'une notation de qualité visuelle 
(Karunasekera et Kingsbury [KK93], [KK94], 






La notation de I'image envisagée illaintenant est beaucoup pliis 
représentative d'une notation subjective que l'indice de qualité 
JPEG. Nous nous proposons de retrouver la note de qualité 
visuelle d'une image JPEG prkdite par le modèle bivariant de S. 
Karunasekera et N. Kingsbury (K & K). Dans ce modèle, éta- 
lonné d'après les résultats d'une campagne de tests visuels, la 
note de qualité attribuée à I'image comprimée est fonction du 
temps que l'observateur met pour la différencier de I'image par- 
faite : plus l'image est dégradée, plus la décision est rapide. 
alors que lorsque I'image est très peu comprimée, le temps mis 
pour prendre la décision peut atteindre plusieurs secondes. Cette 
note n'a plus rieil à voir avec l'indice de qualité ulilisé précé- 
demment. Notre objectif est de montrer que le modèle peut aussi 
reproduire de facon univariante un tel type de notation. 
Les images de la base d'apprentissage restent les mêmes : 800 
iinaçes différentes, chacune cornpnrnée avec les 10 indices de 
qualité 10, 20, ..., 100. Un indice de qualité de 100 correspond h 
une compression entropique et I'image n'est absolument pas 
dégradée. Chacune des 8000 images ainsi obtenues est notée par 
le modèle bivariant K & K. C'est sur cette notation, rapportée à 
l'intervalle [O, IO], que l'apprentissage est réalisé. 
Comme le montrent la figure 9 et le tableau 2, les résultats ont 
dans ce cas aussi une erreur moyenne inférieure ü 6 '3, avec un 
pic de 10 5% poirr l'imüge Test014 qui est urie ville. R de Pearson 
0,963 
O 1 2 3 4 5 6 7 8 9 1 0  Note bivarianls moyenne du modele KbK 







(a) Résiiltnts obtenus iniage piir (hl Risiiitots niojens obtenus sur 
ininge. des inlerviilles de uii point (le nota- 
tion. Les biirres d'erreurs sont les 




5,  l 
2,8 
5.5 I:igure 9. - Rfsiiltiils obteiiiis sur Iir I~nse [le test iilir6s npl~reiilissnge (Ir Iii 
ii<itiitioii de <~iiiili~é visiiclle cloniii.r piir le iiio11Plc KBK. 
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Tableau 2. - Statistiques concernant les résultats obtenus sur la base de test Si (x", . . . , xi ,  . . . , 2 , )  salit les composantes du vecteur carac- 
dans le cadre de I'ripprentissage de l'indice de qualité visuelle : coefficieiit téri&ique imagé non et f (zo,  . . . , z j ,  . , . , xp) de corrélation entre la notation théorique et celle du modèle univariant, 
erreur auadratioue movenne. est la sortie du RN associée i cette image, la sensibilité S( j )à  la .- -. ~-  . - - . . . . .' . . .
,jii.rrie 
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Moyenne 0,978 I 
3.4. étude de sensibilité - réduction du 
vecteur caractéristique 
L'iniportance de chacune des composantes du vecteur d'entrée 
du RN, difficilement accessible clirecternenl, est estimée par une 
étude de sensibilité. Cette étude doit permettre de supprimer les 
composantes di1 vecteur caractéristique inutiles ou redondantes. 
La sensibilité est évaluée de la manière suivante : pour cliaque 
type d'image, le vecteur d'entrée correspondant à l'image par- 
faite est calculé. La sensibilité vis-à-vii, de la j""r"" composante 
est calculée en la faisant vasier sui- [- 1,1] (qui est l'intervalle de 
définition des entrées), toutes les auti-es étant constantes, et en 
évaluant ia déviatiori maxiinale introduite sur la sortie clu RN 
par rapport h la valeur correspondant B l'image parl'aite. 
Pour chaque image, les S ( j )  ont été normalisées à 100 pour la 
plus importante. La sensibilité moyenne à la composante .x,, sur 
l'ensemble des images est la rnoyenne sui. les images des S(.j) 
non norn~alisées. La sensibilité moyenne est eiis~iile elle aussi 
normalisée à 100. 
3.4.7. sensibilité de l'apprentissage 
de I'indice de JPEG 
La figure 10 montre les seiisibililés vis-i-vis des diflercnles 
composantes pour 3 iriiages de types différents et en moycniie 
sur la base de test. 
On constate que les différentes entrées prennent des iniportanccs 
diErentes selon le type d'image. Pour évaluer la qualité tic la 
plupart des images, seuls 3 ou 4 paramètres semblenl iinpos- 
tants. Le coefficient FF8 est utilisé en priorité pour estimer la 
qualité de l'image, pondérée par des informations plus spéci- 
fiques concernant le type d'image. Pour apprendre la qualité 
d'une image uniforme (TestOOO), une grande importance est 
accordée aux coefficients B et C du variograinme qui permet- 
tent d'identifier la texture de l'image. En revanche, pour une 
image très structurée (TestOl4), beaucoup de paramètres sem- 
blent influencer la décision. Quelques entrées semblent ne 
jaiuais avoir d'influence, c'est le cas des moments d'ordre 3 et 
4 de V(k)dont la signification physique n'est pas triviale. 
rédiiction du vecteur caracteristique : 
Des apprentissages ont été réalisés en supprimant les entrées 
d'importance moindre pour en véril'ier la non importance. Si 
dans un premier temps, on ne retient que les composantes d'iin- 
portances supérieures i 20 sur une base 100, l'apprentissage est 
très mauvais, l'erreur quadratique moyenne sur l'ensemble des 
iinages est d'environ 40-45 O/n sel011 les configurations de RN 
choisies. Si I'OLI ne considère maintenant que les entrées d'im- 
portances relatives supérieures à 10/100, cette erreur reste très 
élevée, aLitour de 30-35 %. 
Dans un deuxièine temps, nous avons émis l'hypothèse que 
l'orientation des images n'avait pas d'influence s ~ i r  la note de qua- 
lité pour supprimer du vecteur caractéristiq~ie les cornposantes cor- 
respondant à i&,,i, et V,,,,.li,, devenues redondantes avec V ( k ) .  
L'erre~ir quadratique moyenne sur l'ensemble des ilnages se dégra- 
de polir atteindre 9,2 % dans cette configuration et l'étude de sen- 
sibilité ne montre pas de Iiausse de sensibilité vis-&-vis de V ( k ) .  
Le fail que l/,,,,.i, et aient une iniporlaiice, même faible, 
peut être expliqué au regard de la base d'apprentissage q~ii 
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O 2 4 6 8 10 12 14 16 IB 20 22 24 26 O 2 4 8 8 IO 12 14 16 18 20 22 24 26 
Enlrée Entrée 
O 2 4 6 6 10 12 14 18 18 20 22 24 26 O 2 4 6 8 10 12 14 16 18 20 22 24 26 
Enlree Entrée 
Figure 10. - Sensibilité vis-à-vis des composantes dans le cadre de I'ap- 
prentissage d e  l'indice de qualité JPEG. 
contient un grand nombre d'images de scènes extérieures, de 
façades ou de visages, dans lesquelles l'une des directions Iiori- 
zontale ou verticale est privilégiée. En effet, les artefacts de 
blocs 0111 statistiquement la même coinposante sur V,,,,,, et 
V;,erllc. Les différences entre ces deux vecteurs sont dues aux 
composantes verticales et horizontalcs de l'image autres que les 
blocs, et cette information est susceptible de fournir une indica- 
tion sur la qualité. 
Finalement, nous avons tenté de conserver VI,,,, , et V,,, ~ L C  
pour supprimer les inoments de T/(k), qui peuvent sembler 
redondants. L'erreur quadratique moyenne sur l'ensemble des 
images est de  6,5 % clails cette configuratiori et la sensibilité vis- 
à-vis des composantes relatives à V,,,,.,, et I/ll~.,.iic n'augmente 
pas de manièrc notable. 11 semble que V(I;), représentatif de 
l'iinportarice globale des artefacts de blocs siir l'iiiiage, apporte 
une inrorlnation complémentaire, mais d'importance moindre, 
pour déterminer la qualité d e  I'iii~age. 
3.4.2. sensibilité de l'apprentissage de la qualité 
visuelle 
Une étude de sensibilité identique 5 la précédente ü été réülisée. 
La figure 11 en présente les résultats. Dans ce cas, chaque eiitr6e 
intervient à un moment ou à un autre. Comme précédernmeiit. la 
donnée la plus importante est le coefficient FFx pour tous les 
types d'image. 
Des apprentissages ont été réalisés en ne conservant que [es 
composantes qui semblent avoir une grande importance phy- 
sique. Le tableau 3 montre que seul un faible nombre d'entr6es 
a une réelle importance sur l'apprentissage, mais chaciine 
apporte sa  contribution pour améliorer la précision. 
Contrairement A l'apprei~tissage dc l'indice de qualité JPEG, la 
donnée du coeftïcient FF8 associée à quelques inforniarions sur 
le type d'image suffisent pour prédire la qualité visuelle avec la 
précision très acceptable de 7 %. L'ajout des autres composantes 
permet d'ainéliorer la précision petit à petit. 
O 2 4 6 8 IO 1.2 14 16 10 20 22 24 26 O 2 J 6 8 10 12 14 16 18 20 22 24 26 
Entree Entne 
Figiire 11. - Sciisibilit6 via-;)-vis (les r<iiiiposiiiites tlsiis Ic ciiclre tlc l'al>- 
prentissiige (Ic la iiotiitioii (le qunlilf visiiellc. 
M é t h o d e  d ' é v a l u a t i o n  u n i v a r i a n t e  d e  l a  q u a l i t é  des  i m a g e s  
La différence de comportement entre les deux modèles semble méthode fait preuve d'une fiabilité importante : l'erreur quadm- 
être liée à leur nature. L'ail ne peul pas différencier tous les tique moyenne s ~ i r  I'enseinlr>le de ces images ne dCpasscnt pas 4 % 
indices de qualité JPEG parce que sa  sensibilité n'est pas assez pour la notation visuelle, il en est de même pour I'estiinalion de 
importante. Pour cette raison, la noie donnée par le nlodèle l'indice de qualité JPEG. 
visuel pour plusieurs indices de qualité différents mais proches 
peut être sensiblement identique. De ce  fait elle est plus simple 
à approximer et nécessite moins de paramètres. 3.6. apprentissage spécifique 
Tableau 3. - Influeiice de la suppressioii de certaines composantes du vecteur caracttristique sur la qualité de l'apprentissage. 
3.5. stabilité de la méthode Pour prouver I'efFicacité de la métl~ode et pour montrer que la précision de l'éval~iatioil peut être ainéliorée si le contexte appli- 
EQM moyenne % 
7 2  




Sensibilité 2 3011 00 
Sensibilité 2 2011 00 
Sensibilité 2 10/100 
catif est parfaitement défini, nous avons rEalisé un apprentissa- 
Pour nous assurer de la fiabilité du RN, nous l'avons utilisé pour ge uniquelnent sur des images de texte. Nous avons généré ces 
évaluer la qualité d'images satellitaires compiiinées JPEG. Nous images de façon totalement aléatoire : longueur des mots, LaiIle 
avons choisi des imnges représentant des scènes diverses, champs, de la police (cf. figure 13)... 
villes, montagnes, nuages, avec des résolutions différentes (10 m 
et 20 m). 
La figure 12 montre les résultats obten~is pour les deux apprentis- 
sages que nous avions réalisés. Ces résultats montrent que la 
Coefficient de corrélation 
R de Pearson : sur la base de test 




jR QYn jR QYn jR QYI.-T 
O 0.2 0.4 0.6 0.8 1 
NOIE bivarianle moysnne du modlle 
QuaIlle JPEG normalisée KhK 
Figure 12. - \'iilidation des apprentissages sur uii lot inconnu clc 20 iiiiages 
satellitaires. 
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Etant do11116 qu'aucune image de ce type n'est présente dans la 
base d'apprentissage utilisée jusqu'ici, les résultats ne sont pas 
très bons si I'on essaye d'évaluer la qualité de ces images avec le 
RN calibré précédemment : l'erreur avoisine les 20 % et le RN a 
parfois du mal i classer les images par intensité de dégradation. 
C'est en partie dû au fait que, pour ces images très spécifiques, 
en deux niveaux de gris et dont le fond est uniforme, la dégrada- 
tion ne devient perceplible que pour de fortes compressions. 
Si on réalise maintenant un apprentissage sur des images de ce 
type la précision des résultats est considérablement améliorée. 
L'erreur es1 tnainlenant inrérieure à 2 % (c$ figure 14) et le RN 
aisive h classer des niveaux de dégradations qui sont absolument 
iiiclirf'érei~tiables à I'ceil. Des résultats comparables ont été obte- 
nus ~ o u r  l'apprentissage de la qualité visuelle d'images de texte 
compriinées. 
voir, avec une précision de 5 6 %, la qualité d'une image qui 
aurait été donnée par un modèle bivariant quel qu'il soit, après 
apprentissage sur ce modéle. De plus, elle permet aussi de sélec- 
tionner très simplement, par le biais d'une étude de sensibilité 
du réseau de neurone vis-à-vis des composantes du vecteur 
caractéristique, les paramètres physiquement importants dans 
l'évaluation de la qualité. 
L'étude a aussi permis de montrer que I'on gagne d'une maniè- 
re non négligeable en précision en utilisant une base d'appren- 
tissage spécifique au domaine et que l'utilisation d'une telle 
base est recommandée dès lors que le contexte applicatif est très 
spécifique. 
Pour généraliser la méthode à une combinaison de défauts ilni- 
formément répartis sur l'image, il est nécessaire d'efrectuer un 
apprentissage sur des images contenant ces défauts dans des 
proportions différentes. L'ordre dans lequel les défauts sont 
appliqués sur l'image prend alors une grande importance. Pour 
certaines combinaisons de défauts, il reste possible de caractéri- 
ser chacun d'eux individuellement (flou+JPEG dans cet ordre, 
par exemple). Pour d'autres combinaisons, seule une évaluation 
globale de qualité demeure possible (bniit+flou, dans cet ordre), 
les défauts intervenant les derniers pouvant masquer ou modifier 
les premiers. 
L'avantage d'une telle approche, hormis l'absence de référence, 
est sa performance en ternes de temps de traitement. Le seul 
coût est imposé par le calcul des composantes du vecteur d'eri- 
trée. Sur 1'Enterprise E45O biprocesseurs UltraSPARC 300 MHz 
que nous avons utilisé, ce temps de calcul est de 9 secondes pour 
les images JPEG. Le RN n'effeclue qu'un petit nombre de cal- 
culs élémentaires. Son inconvénient majeur est sans doute de 
n'offrir qu'une estimation statistique de Fiabiljlé, nlors que ce 
paramètre est mieux maîtrisé pour un modèle bivariant. 01 
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