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ABSTRACT
A DYNAMICAL-SYSTEMS APPROACH TO UNDERSTANDING
TURBULENCE IN PLANE COUETTE FLOW
by
Mimi Szeto
University of New Hampshire, May, 2017
Dynamical systems theory is used to understand the dynamics of low-dimensional
spatio-temporal chaos. Our research aimed to apply the theory to understanding turbulent
fluid flows, which could be thought of as spatio-temporal chaos in a very-high dimensional
space. The theory explains a system’s dynamics in terms of the local dynamics of its peri-
odic solutions; these are the periodic orbits in state space. We considered the development
of a model for the dynamics of plane Couette flow based on the theory. The proposed model
is essentially a set of low-dimensional models for the local dynamics of the periodic orbits
of the Navier-Stokes equations with plane Couette boundary conditions. We considered
various aspects of the proposed model, including the possibility that the local very-high di-
mensional dynamics about a periodic orbit could be approximated with a low-dimensional
model, and the possibility of building the set of local models on a certain Poincare´ section.
The Poincare´ section is associated with the constraint that the rate of kinetic energy in the
flow is zero. Our research suggests that the dynamics of plane Couette flow can, in fact,
be organized in terms of the system’s periodic orbits, and that, for at least one periodic
orbit, the local dynamics could be approximated in 16 dimensions. Ultimately, we con-
clude that building the proposed model is impractical for various reasons. More likely, a





When studying fluid dynamics, one of the first flows to consider is plane Couette flow:
the flow of a fluid in between two parallel plates that induce a shear force by the no-slip
condition. Attention is given to such a flow, because under the right conditions, the Navier-
Stokes equations remarkably admit exact solutions. In other words, the system that governs
the local dynamics of fluid flows is able to yield functions that describe the global dynamics
of the flow. Granted, the exact solutions describe laminar flows, which are well-organized
and steady. For most cases of fluid motion, flows are turbulent. Moreover, laminar flows
can be easily perturbed into turbulent ones, and turbulent flows are time-dependent, non-
linear, and highly spatially and temporally complex. Consequently, their exact solutions are
not easily derived from the governing equations.
Building on the seminal works of Hopf (1948) and Landau (1944), Ruelle and Takens
(1971) offered a possible explanation for the transition from laminar to turbulent flow using
dynamical systems theory; their work catalyzed the subsequent research program to which
we are contributing (Aubin, 1998). Following the dynamical systems framework, Ruelle
and Takens envisioned continuous velocity fields of a flow as individual states in an infinite-
dimensional state space, and the time evolution of one velocity field as an orbit from one
state to another. In this framework, states evolved in time under the direction of an operator:
the Navier-Stokes equations.
Hopf (1948) and Landau (1944) had first supposed that the transition to turbulence could
be explained by a series of bifurcations from laminar flow. However, they had incorrectly
described fluid flows in terms of a superposition of periodic modes, and the transition to
turbulence with the excitation of high frequency modes. Ruelle and Takens (1971) diverged
from these notions, suggesting that the series of bifurcations lead to the appearance of a
1
finite-dimensional strange attractor, and to this attractor, the time evolution of initial states
converged.
Eckmann and Ruelle (1985) and Ruelle (2006) explained the theory of nonlinear dy-
namical systems. The theory pertains to a class of systems that under certain conditions
admit chaotic behaviors. The theory explains that for such conditions, the system’s solu-
tions, which comprise all its possible behaviors, can be represented as either the periodic
or aperiodic orbits of a strange attractor in state space (Ruelle, 2006). A strange attractor
is a fractal subset of the state space to which all the long-term behaviors of the system ap-
proach (Ruelle, 2006). The periodic orbits on the attractor represent the system’s periodic
behaviors, and the aperiodic orbits represent the system’s chaotic behaviors. The chaotic
behaviors are thought to evolve by mimicking a sequence of the system’s periodic behav-
iors. In state space, the aperiodic orbits evolve by shadowing a sequence of the periodic
orbits (Ruelle, 2006; Katok, 1980; Bowen, 1971).
Stemming from dynamical systems theory is the long-standing conjecture that turbulent
fluid flows evolve by self-organizing into coherent dynamic structures. For a system that
governs the dynamics of fluid flows, the system’s chaotic behaviors are the turbulent behav-
iors. They self-organize into coherent dynamic structures in the sense that they mimic the
system’s periodic orbits in state space.
Ultimately, dynamical systems theory attributes a system’s chaotic dynamics to its pe-
riodic orbits. Physically speaking, periodic orbits are states that repeat themselves exactly
after a finite time. Exact repetition is rare in the dynamics, and this is reflected in the fact
that the periodic orbits are typically all unstable in the strange attractor. Almost all states
similar to the given state of a periodic orbit – and these are, in state space, the states in the
neighborhood of the given state of the periodic orbit – diverge from the periodic behavior.
The divergence can be expressed in state space with a linear stability analysis of the
system at some state on a periodic orbit. Let us consider a state on the periodic orbit. States
in its neighborhood are repelled from it in the directions of the unstable eigenvectors, and
attracted to it in the directions of the stable eigenvectors. In this manner, the instabilities of
the periodic orbits influence the paths of aperiodic orbits nearby in state space.
As the periodic orbits are almost everywhere in the attractor, and they vary in the
2
strength and direction of their instabilities, their net effect on the aperiodic orbits is the
following: an aperiodic orbit is said to evolve by making a sequence of close passes to the
system’s weakly unstable periodic orbits (Cvitanovic´ et al., 2012; Ruelle, 2006). Any given
state along an aperiodic orbit is repelled in the directions of the unstable eigenvectors of all
the system’s nearby periodic orbits. Effectively, it is pulled towards the instabilities of the
most weakly unstable periodic orbit because it is the least repelling. As the state diverges
exponentially from the weakly unstable periodic orbit, it reaches some state in which it
encounters another unstable periodic orbit that is more weakly unstable and from there it
transitions to making a close pass towards this new periodic orbit.
Nonlinear dynamical systems theory has been used to study many dynamical systems,
albeit they are mostly systems with three or fewer dimensions. Pioneers of such work in-
clude Poincare´, Hopf, Landau, Smale, Thom, Bowen, and Sinai (Poincare´, 1892; Hopf,
1948; Landau, 1944; Smale, 1967; Thom, 1967; Sinai, 1974; Bowen, 1975a). Examples
of dynamical systems include the famous Lorenz system, a simplified model for Rayleigh-
Be´nard convection, and the Ro¨ssler system, originally intended for modeling equilibrium
in chemical reactions (Viswanath, 2004; Ro¨ssler, 1976). Research on the dynamics of
these low-dimensional systems involves symbolic dynamics and ergodic theory. Introduced
by Sinai (1968) and Bowen (1975b), symbolic dynamics allows for the development of a
coarse-grained description of a system’s dynamics, constructed from an appropriate (ideally
Markov) partition of the state space into sub-regions (Hao and Zheng, 1998). Effectively,
with symbolic dynamics, a system’s dynamics can be studied in terms of shifts on sequences
of symbols that represent the different sub-regions of the state space (Hao and Zheng, 1998).
The goal of ergodic theory is to study the long-term behavior of dynamical systems using
an appropriate invariant measure that describes the probability distribution of all observ-
able states in the attractor (Grebogi et al., 1988). For the case of dissipative dynamical
systems with chaotic behavior, Sinai, Ruelle, and Bowen (SRB) deem SRB measures to be
useful. These are a type of Gibbs measure that are smooth along the unstable directions of
the inertial manifold on which orbits reside (Sinai, 1972; Bowen and Ruelle, 1975; Ruelle,
1976).
For a continuous fluid flow, the Navier-Stokes equations are infinite-dimensional. In re-
3
search that uses numerical simulations to study the dynamics of turbulent flows, the domain
is spatially discretized, and the dynamical system has a dimension at least on the order of
magnitude of 105. While the system is very high-dimensional, there is reason to believe
that its dynamics can be studied with the ideas of dynamical systems theory. Mainly, the
presence of dissipation in the system suggests that there are low-dimensional dynamics em-
bedded in the very high-dimensional system (Hopf, 1948). In other words, the hypothesis is
that the dynamics are only active in a small subset of the dimensions at any given time. Our
goal is to consider this hypothesis in the context of dynamical systems theory. We want to
see if the dynamics can be represented with low-dimensional models of the local dynamics
of the system’s periodic orbits.
Research on the dynamics of high-dimensional systems is made possible by recent ad-
vancements in numerical methods and computational capacity (Kelley, 2003; Sa´nchez et al.,
2004; Dennis and Schnabel, 1996; Trefethen and Bau, 1997). A major category of such new
technology is iterative methods; examples include GMRES solutions to Newton’s Method
which involve projections onto Krylov subspaces, and Arnoldi iteration (Trefethen and Bau,
1997), the algorithms for which are provided by Viswanath (2007). The Channelflow soft-
ware package provided the code to study fluid flows in terms of dynamical systems theory
using these instruments (Gibson, 2009). With these advancements in numerical methods,
research on periodic orbits and shear flows has significantly progressed over the last two
decades. A brief summary of this literature is provided in the following chapter (Section
2.2).
This dissertation presents a thorough consideration of the major obstacles in a particular
strategy for understanding the time-evolution of turbulent plane Couette flow in terms of the
system’s periodic orbits. Section 2 provides background explaining the theory of nonlinear
dynamical systems, the research that has been done to study shear flows with ideas from the
theory, and the details of the system of interest. Section 3 is an outline of the objectives for
this work; included is a demonstration of the proposed strategy using the He´non map. Fol-
lowing that are Sections 4 and 5, one for each of the two parts of the research, respectively.
Finally, Section 6 presents the conclusions of my dissertation.
This work leads the way for building the means to study the dynamics of high- dimen-
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sional systems using low- dimensional models without loss of information that is pertinent
to the dynamics. Progress in this direction could relieve researchers’ dependence on sta-
tistical modeling and closure problems, and lead to better ways of handling fluid flows in
a variety of engineering settings. Fundamentally, success in this work would offer sup-
port for Hopf’s conjecture, suggesting that turbulence, in fact, self-organizes into coherent
dynamic structures as it evolves, and that low-dimensional dynamics are embedded in the




2.1 The theory of nonlinear dynamics
The Navier-Stokes equations are nonlinear and dissipative, because of the advection
and diffusion terms in the equations, respectively; these properties generally lead to pecu-
liar behaviors in dynamical systems. Nonlinearity removes the possibility that the dynamics
of a given dynamical system (not necessarily Navier-Stokes) could be explained simply in
terms of a superposition of periodic oscillations with different frequencies (Landau, 1944;
Eckmann and Ruelle, 1985). In other words, a nonlinear system is not quasiperiodic. This
motivates a statistical description of the dynamics in terms of the system’s long-term be-
havior. For finite-dimensional systems, dissipation is known to cause the system’s state-
space volumes to contract to an attracting set (Eckmann and Ruelle, 1985). While the
Navier-Stokes equations are infinite-dimensional, their dissipative nature motivates the bold
hypothesis that their dynamics settle onto a finite-dimensional manifold embedded in the
infinite-dimensional state space (Eckmann and Ruelle, 1985). Indeed, there exist methods
used successfully in experiments for calculating the effective dimension of an attracting
set for infinite-dimensional hydrodynamic systems (Eckmann and Ruelle, 1985; Malraison
et al., 1983; Abraham et al., 1984; Grassberger and Procaccia, 2004).
We consider the consequences of the notion that the Navier-Stokes equations are chaotic,
that is, that the dynamical system admits solutions that converge toward and reside in a
strange attractor with infinitely many periodic orbits (Katok and Hasselblatt, 1997). More-
over, we examine the supposition that a turbulent fluid flow evolves by mimicking a se-
quence of the weakly unstable periodic orbits.
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2.1.1 The strange attractor and its dense set of periodic orbits
Katok and Hasselblatt (1997) provide the precise definition for an attractor with re-
spect to a discrete map: an attractor is a compact set A contained in a some neighborhood
V with the condition that some N forward iterations of a map of states in V remains in
the neighborhood V and A comprises the intersection of all the forward iterates of states
in V. Effectively, this means that an attractor A of a Poincare´ map associated with evolu-
tion under the Navier-Stokes equations includes states already in A that remain in A under
time evolution, and states originally in the neighborhood of the attractor known as a basin
of attraction, that enter and stay in the attractor (Poincare´ maps are explained in Section
2.4). Attractors are in their most reduced forms; unlike attracting sets, attractors cannot be
decomposed into multiple attractors.
Katok and Hasselblatt (1997) characterize the states in an attractor with the following
nested sets:
Per( f ) ⊂ M( f ) ⊂ R( f ) ⊂ NW( f ) (2.1)
for f the time-evolution discrete or continuous function. Per( f ) represents the set of states
on periodic orbits (the set of invariant states). M( f ), the closure of the union of all invariant
minimal sets for f , includes states that are almost-periodic under f ; that is, x ∈ M( f ) if
for any neighborhood U of x, there exists some segment of the time-evolution of x that is
contained in U (Garcia and Hedlund, 1948). R( f ), the recurrence set is the union of R+( f )
and R−( f ), which are the set of states x ∈ theω-limit and α-limit sets of x itself, respectively.
The ω-limit set of a state x is the set of limit points for sequences of forward-iterations
of x; similarly, the α-limit set of x applies to backward-iterations if f is invertible. For
x ∈ R( f ), x = limnk→∞ f nk (x) (and nk → −∞ for the α-limit set). R( f ) includes states that
under time evolution, after some instance in time, repeatedly (but not necessarily at regular
intervals) return arbitrarily closer to their original states. R( f ) is contained in NW( f ), the
nonwandering set. The nonwandering set contains states x such that for any open set U of
x, there is a nonnegative integer N such that f N(U) ∩ U , ∅. NW( f ) includes the states
whose arbitrarily small neighborhoods have states that evolve back into the neighborhoods.
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These nested sets describe different levels of nontrivial recurrence: states that indef-
initely return close but not exactly to themselves. The presence of nontrivial recurrence
causes a system to have complicated asymptotic behavior, and it is prevalent in strange
attractors (Katok and Hasselblatt, 1997). In fact, Conley and Smoller (1978) define an at-
tractor in terms of chain recurrence. The definition involves sets of orbit segments whose
ends are arbitrarily close together. The sets can also be organized in terms of nontrivial
recurrence.
Cvitanovic´ et al. (2012) explain that an attractor can be a fixed point, in which case
it is a sink, a periodic orbit, in which case it is a limit cycle, an aperiodic orbit, or any
combination of the three. A strange attractor is defined as having aperiodic recurrent orbits.
We can identify a strange attractor by an infinite set of unstable periodic orbits densely
embedded in a nonwandering set (Katok and Hasselblatt, 1997). The periodic orbits are
dense in the nonwandering set just as the set of rational numbers Q are dense in the set
R (Viswanath, 2004). If we consider the periodic orbits as cycles of a finite number of
states on the Poincare´ section, then the nonwandering set is the closure of these cycles
(Anishchenko et al., 2014; Cvitanovic´ et al., 2012).
The attractor is “strange” if and only if it is non-uniformly hyperbolic (Katok and Has-
selblatt, 1997). This means that for each state x ∈ A, the tangent space TM can be split
into stable and unstable eigenspaces ES and EU , which are determined from the stability
matrix, the time-evolution operator linearized at x. TM is a direct sum of ES and EU ; in
other words, all the eigenvalues of states x ∈ A are nonzero except in the direction of the
flow. The set is non-uniformly hyperbolic, meaning the local contraction and expansion
rates associated with ES and EU depend on x (Katok and Hasselblatt, 1997).
The Hartmann-Grobman theorem ensures that in the neighborhood of a hyperbolic pe-
riodic orbit, the linear subspaces ES and EU for that periodic orbit adequately describe the
local behavior of the nonlinear operator (Katok and Hasselblatt, 1997). As the periodic or-
bits are dense in the attractor, this theorem suggests that we can adequately understand the
local behavior of the nonlinear chaotic system through the linear eigenspaces of the periodic
orbits.
Strange attractors are also associated with a system having stretching and folding be-
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haviors. The stretching action refers to the local instability of x ∈ A, in the directions of the
unstable eigenfunctions that span EU . The stretching action gives rise to strong sensitivity
to initial conditions, a property also known as expansivity (Katok and Hasselblatt, 1997).
The effect is that states that are arbitrarily close to each other diverge exponentially up to the
edge of the attractor (Eckmann and Ruelle, 1985). The limit of the divergence is attributed
to the folding behavior. This behavior is caused by the existence of a homoclinic tangle
in the attractor, which gives rise to the attractor’s nonsmooth geometry and chaotic nature
(Katok and Hasselblatt, 1997).
A homoclinic tangle can be understood in terms of its relation to the linear localized
subspaces ES and EU at some state x; the following is adapted from So (2007) and Katok
and Hasselblatt (1997). The Hadamard-Perron Theorem proves for uniformly hyperbolic
sets, the existence of stable and unstable nonlinear manifolds WSloc and W
U
loc that are tangent
to ES and EU , respectively, and also localized at x (Katok and Hasselblatt, 1997). The
union of backwards and forwards iterates of the nonlinear time-evolution operator generates
stable and unstable global manifolds WS (x) and WU(x) with respect to the state x ∈ A.
These stable and unstable global manifolds can intersect at some distance from x, forming
a homoclinic orbit. The existence of one homoclinic orbit leads to the existence of infinitely
many at the successive iterates (both backwards and forwards) of the operator at x. Because
all these homoclinic orbits must converge to x, they are forced to intertwine, generating a
homoclinic tangle. Homoclinic tangles are at the root of a system’s chaotic behavior.
The multiplicative ergodic theorem of Oseledec proves the existence of limits for se-
quences that quantify the strength of the local instability of the periodic orbits (Oseledec,
1968; Eckmann and Ruelle, 1985). These are the characteristic exponents λ (also called
Floquet exponents), which are the eigenvalues for the eigenfunctions that span EU at state
x on a periodic orbit. Considering the local dynamics of a periodic orbit on a Poincare´
section, the characteristic multipliers Λ (or Floquet multipliers) characterizes the factor by
which an associated eigenfunction is expanded or contracted by the given Poincare´ map.
Specifically, for some periodic orbit with time period T, and eigenvalue λ, Λ = eλT .
The existence of infinitely many periodic orbits is provided by the Anosov Closing
Lemma, which formally applies to a hyperbolic set (Katok and Hasselblatt, 1997; Hassel-
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blatt and Pesin, 2008). This lemma allows for the Specification Property which makes it
possible to find a periodic orbit of arbitrary length. The idea is to choose a finite set of
arbitrarily long orbit segments, and construct a pseudo- periodic orbit by letting the ends
of these segments evolve in time until they come close to one another. The Anosov Clos-
ing Lemma says that nearby the constructed approximately-periodic orbit, there exists an
actual periodic orbit. As a consequence, the infinite set of periodic orbits is organized in a
hierarchy, with longer periodic orbits formed from a combination of shorter orbit segments.
Viswanath (2004) used this idea to compile a large number of periodic orbits for the Lorenz
system.
Smale’s “spectral theorem” ensures that the periodic orbits found with the Anosov
Closing Lemma are indeed within the hyperbolic set (Hasselblatt and Katok, 2002; Eck-
mann and Ruelle, 1985). This theorem requires that the hyperbolic set be locally max-
imal; a hyperbolic set is locally maximal if it has an open neighborhood V such that
A = A fV :=
⋂
n∈Z
f n(V)(Katok and Hasselblatt, 1997). This means that all the periodic or-
bits in the basin of attraction are actually in the strange attractor itself. As a corollary,
the periodic orbits are dense in the nonwandering set (Katok and Hasselblatt, 1997). In
addition, the system is said to be topologically mixing (Katok and Hasselblatt, 1997).
As the periodic orbits are dense in the nonwandering set, any state on the nonwandering
set is arbitrarily close to some periodic orbit. Viswanath (2004) recalled a thought experi-
ment of Lorenz’s that proves this notion. The idea is as follows. Consider some state P in a
small neighborhood of a periodic orbit and let it evolve until it returns arbitrarily close but
not exactly to itself. Denote this second state as Q. Because the states are close, and the
map is smooth, their stable and unstable manifolds are similar. Then it is possible to find
a periodic orbit between P and Q that is aligned with both the unstable direction of P and
the stable direction of Q. Because the perturbations diverge exponentionally from periodic
orbits, the shorter the distance between P and Q, the longer the periodic orbit between them
will be. Consequently, the density of periodic orbits in the strange attractor means that any
random state in the attractor is arbitrarily close to some periodic orbit, and the smaller the
distance, the longer the periodic orbit.
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2.1.2 The path of an aperiodic orbit in a strange attractor
While a strange attractor is densely embedded in periodic orbits, it comprises states
from aperiodic orbits almost everywhere. The path of the states from aperiodic orbits are
governed by the net effect of the instabilities of the periodic orbits in its vicinity at any
given time. That net effect is that the path will shadow the most weakly unstable periodic
orbit in its vicinity, as all the other ones are more strongly repelling. Along the path, the net
effect of the instabilities of the periodic orbits in its vicinity changes, such that at some state,
the most weakly unstable periodic orbit in its vicinity is no longer the same periodic orbit.
The path then transitions to shadowing the new periodic orbit. Unless the aperiodic orbit
dissipates to laminar flow, this process of transitioning from one weakly unstable periodic
orbit to another repeats indefinitely inside the strange attractor.
The description ”weakly unstable” for periodic orbits pertains to the strength of the pe-
riodic orbits’ instabilities as measured by their Floquet multipliers (Λ). Unlike the Floquet
exponents (λ) which measure the strength instantaneously, Floquet multipliers measure the
strength of the instabilities of a periodic orbit for the length its period; i.e., Λ = eλT . Be-
cause the state space is by construction continuous and differentiable, periodic orbits in the
vicinity of each other in the strange attractor have similar Floquet exponents. However, the
Floquet multipliers of the periodic orbits depend on the length of the orbits; the longer the
orbit is, the larger the value of its Floquet multipliers.
In fact, the relationship between the the length of nearby periodic orbits and the strength
of their instabilities as measured by their Floquet multipliers can be explained by the path of
aperiodic orbits in state space. As the periodic orbits are dense in the attractor, an aperiodic
orbit is arbitrarily close to some periodic orbit, and the closer the distance, the longer the
periodic orbit. In order for some initial state of the aperiodic orbit to follow and remain in
the influence of the local instabilities of a long periodic orbit for the entire duration of its
period, the state must be extremely close to the periodic orbit to begin with. Albeit farther
from a nearby shorter periodic orbit, the initial state is more likely to shadow the shorter
periodic orbit than the long one. The net effect of the instabilities of nearby periodic orbits
changes as the state evolves, and the path drifts towards some other relatively short periodic
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orbit before it has a chance to shadow the full length of the longer periodic orbit.
In the sense that the instability of the periodic orbits are measured by the Floquet mul-
tipliers, the path of an aperiodic orbit is thought to transition from the close pass of one
weakly unstable periodic orbit to another. As mentioned in Chapter 1, the physical inter-
pretation is that chaotic dynamics mimic sequences of equilibrium-sustaining behaviors,
which are represented by the periodic orbits.
2.1.3 Ergodic theory
Ergodic theory is used to build the statistical description of a chaotic system’s long-
term behavior on a strange attractor. It applies to systems that are ergodic, meaning they
have the property that the time average of their behavior is equal to the space average in
the limit. This theory is appropriate because it concerns only the asymptotic behavior of
a system, leaving no impact from sensitivity to initial conditions, and it relies on invariant
measures rather than the physical long-term behavior which is complicated and not smooth
along most directions in state space (Eckmann and Ruelle, 1985).
The invariant measures refer to Borel probability measures that are preserved by the
time-evolution operator f t (Katok and Hasselblatt, 1997). They are used to form a Lebesgue
measure µ over which integration of a continuous function ϕ can be performed. ϕ ∈
L1(X,Σ, µ) meaning it is a Lebesgue integrable function over the probability space (X,Σ, µ).
The probability space (X,Σ, µ) comprises the set X of all possible outcomes which in our
case constitutes states in the strange attractor, the σ-algebra Σ of X which is the set of all
events under consideration (combinations of the possible outcomes), and measure µ which
assigns a probability to each event in Σ. ϕ assigns probabilities to different outcomes x ∈ X.
In the Birkhoff Ergodic Theorem (Katok and Hasselblatt, 1997), the function ϕ is used







ϕ(T k(x)) := ϕT (x), (2.2)
and this limit exists for every x outside of a set of measure zero. The existence of these




ϕT dµ) yields a spatial average.
As a corollary (Katok and Hasselblatt, 1997), the idea is extended to X a compact
metrizable set and f a continuous map. Because unions of countably many sets of measure
zero still have measure zero, the set for which the time average exists has full measure
with respect to any f -invariant Borel probability measure. If this measure is ergodic and




exists and is equivalent to the spatial average over the set of outcomes X (
∫
X ϕdµ). By
definition, a measure is ergodic if for any measurable f -invariant set A ⊂ X, either µ(A) = 0
or µ(X\A) = 0. For the strange attractor, these sets include sets of states in periodic orbits,
which have measure zero, or sets of states in the nonwandering set excluding the periodic
orbits whose complement is a set of states on periodic orbits.
A strange attractor has uncountably many distinct ergodic measures (Eckmann and Ru-
elle, 1985). The ones that are informative of the system’s asymptotic behavior, called nat-
ural measures, are formed by integrating in time a density (ρ) of initial states (i.e., they are
absolutely continuous) using the Perron-Frobenius operator associated with the dynamical
system. This linear operator sums the evolving densities and normalizes by the determi-
nant of evolving function J f , which describes how f changes the volume form Ω under
evolution (Katok and Hasselblatt, 1997).
Averages of the system’s observables such as the power of the flow’s dissipation can
be calculated precisely in terms of weighted sums over the uncountably infinite number of
periodic orbits (Cvitanovic´ et al., 2012). The sums actually converge rapidly in the limit of
the periodic orbits’ length (the time period) such that the weights of the long periodic orbits
are relatively negligible (Cvitanovic´ et al., 2012); the convergence can be explained by the
fact that the densities are most concentrated in the vicinity of the shortest periodic orbits as
they are the most weakly unstable. Calculating the averages over the systems observables
involves trace formulae, spectral determinants, and dynamical zeta functions, the details of
which are not directly pertinent to the work in this dissertation and so we refer the reader to
Cvitanovic´ et al. (2012).
If it exists, the natural measure useful for studying strange attractors is the SRB (Sinai,
Ruelle, and Bowen) measure (Eckmann and Ruelle, 1985; Young, 2002). This measure is
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smooth in the direction of the global unstable manifolds WU (Eckmann and Ruelle, 1985).
SRB measures can be used to relate the local instability on attractors to the statistics for
orbits generated from large sets of initial states in the basin (Young, 2002). Similarly, Pesin
theory uses SRB measures to define the global stable and unstable manifolds for the set of
non-zero measure, without the strict condition of uniform hyperbolicity (Ruelle, 2006).
2.1.4 Disclaimer: the remaining parts of the theory
Aside from the details of calculating averages of system’s observable quantities, there is
a substantial part of nonlinear dynamical systems theory that is not explained in this back-
ground for the sake of brevity and focus. Topics include the bulk of symbolic dynamics,
topological entropy, measure-theoretic or Kolmogorov-Sinai invariant, information dimen-
sion, Lyapunov exponents, bifurcation theory, and the Hausdorff dimension and related
concepts (Eckmann and Ruelle, 1985).
2.2 Research on fluid dynamics and periodic orbits
Can nonlinear dynamical systems theory, in fact, explain the dynamics of turbulence in
plane Couette flow? The following research suggests that this question is worth pursuing.
Progress in fluid dynamics research has revealed the existence of many periodic orbits
for canonical flows (Kerswell, 2005). Various research groups have found periodic orbits
using homotopy: the approach by which solutions of a system are found through smooth
changes (a continuation process) to known nonlinear solutions of similar problems (Ker-
swell, 2005). Nagata (1990) introduced the first nonlinear steady state solution in plane
Couette flow through a continuation of solutions from rotating plane Couette flow. Further
work in this direction yielded three-dimensional traveling wave solutions in plane Cou-
ette flow (Nagata, 1997). Continuations from Be´nard convection (Clever and Busse, 1992,
1997) and Taylor-Couette flow (Faisst and Eckhardt, 2000) both produced solutions in plane
Couette flow. Waleffe (1998, 2001, 2003) used a continuation procedure to generate nonlin-
ear steady state solutions and travelling wave solutions in plane Couette flow and travelling
wave solutions in plane Poiseuille flow to arbitrary accuracy. More recently, Faisst and Eck-
14
hardt (2003) and Wedin and Kerswell (2004) have found nonlinear travelling wave solutions
in pipe flow.
Viswanath (2007) offered a different approach to finding invariant solutions to the Navier-
Stokes equations which has been used in various ways. The approach involves Newton’s
method, Krylov subspace methods, and an adaptive hookstep trust-region limitation to the
Newton steps. With this approach, Gibson et al. (2009a) found equilibrium and traveling-
wave solutions of plane Couette flow, and Gibson et al. (2009b) studied the heteroclinic
connections between invariant solutions for plane Couette flow. Gibson et al. (2008) also
were able to devise a way to visualize the geometry of the state space. More recently, the
approach has been adapted for problems in open pipe flows (Willis and Kerswell, 2009;
Willis, 2015), to find localized traveling waves in the asymptotic suction boundary layer
(Kreilos et al., 2016), and to find a doubly-localized equilibrium solution of plane Couette
flow (Brand and Gibson, 2014). There are also other methods used to find periodic orbits
such as the adjoint-based method (Farazmand, 2016) and variational methods (Boghosian
et al., 2011; Lan and Cvitanovic´, 2004).
Along with finding invariant solutions, researchers have aimed to show what Ruelle and
Takens (1971) and Hopf (1948) first suggested: that the dynamics of turbulent flows are only
active within a finite-dimensional inertial manifold embedded in the infinite-dimensional
state space. The claim was a consequence of viscosity in the system; viscosity makes the
system dissipative and causes state space volumes to contract (Eckmann and Ruelle, 1985;
Gibson et al., 2008; Hao and Zheng, 1998). For two-dimensional fluid flows, the Navier-
Stokes equations are known to yield solutions that converge toward a finite-dimensional
attracting set, which may comprise of strange attractors (Mallet-Paret, 1976). Moreover,
quantities characterizing global properties of the asymptotic behavior of the Navier-Stokes
equations can be measured for two-dimensional flows (Ruelle, 1982, 1984), and reasonably
extended to three-dimensional ones (Eckmann and Ruelle, 1985).
Using simulations of three-dimensional flows, recent progress in shear flows also sup-
ports the supposition that the dynamics of three-dimensional flows are finite-dimensional.
Bottin and Chate´ (1998) present experimental data showing the existence of a turbulent at-
tractor above a well-defined threshold Reynolds number coexisting with the laminar flow.
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van Veen and Kawahara (2011) show the existence of a homoclinic tangle on the edge state
between laminar and turbulent shear flow. More recently, Ding et al. (2016) provided nu-
merical evidence for and determined the dimension of a finite-dimensional inertial manifold
for the Kuramoto-Sivashinsky system on a one-dimensional spatial domain. The Kuramoto-
Sivashinsky system is a non-linear dissipative high-dimensional system widely considered
to be the simplest spatially extended dynamical system that exhibits spatiotemporal chaos
(Budanur and Cvitanovic´, 2015).
Low-dimensional systems that have strange attractors include the He´non map and the
Lorenz system. Because the overall geometry of these systems’ attractors can be visualized
in 3 or fewer dimensions, research on these systems can done with symbolic dynamics
to develop a coarse-grained description of the dynamics. The division of the attractor into
sub-regions depends on the knowledge of how the attractor stretches and folds, and what the
inertial manifold looks like. For these low-dimensional cases, the theory and application of
symbolic dynamics is fairly well-developed and very complicated (Hao and Zheng, 1998).
In the case of the high-dimensional Navier-Stokes equations for three-dimensional flows,
there is yet to exist evidence proving that the dynamics of turbulence actually lives on a
finite-dimensional attractor, and investigating the geometry of the inertial manifold is the
present obstacle. Our work here contributes to the consideration that the inertial manifold
can be constructed locally with knowledge of the periodic orbits and their instabilities.
2.2.1 The geometry of the inertial manifold
The inertial manifold of the Navier-Stokes equations for three-dimensional flow is
smooth, possibly finite-dimensional, and invariant under action of the system. It comprises
all states that make up the long-term behavior of the system. The vector field of the state
space represents the direction and speed of the flow for every state in state space with a
unique vector. Because the inertial manifold is nonlinear and embedded in the very-high
dimensional state space, vectors of the vector field are each tangent to the inertial manifold
at a different state x in state space with the associated tangent plane TMx. The vector field
belongs to a tangent bundle that is the union of all the tangent planes (Cvitanovic´ et al.,
2012). Given that the system exhibits spatio-temporal chaos, the inertial manifold contains
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a strange attractor.
2.3 Direct numerical simulations of plane Couette flow
Plane Couette flow is observed with direct numerical simulations (DNS), which are
numerical solutions to the Navier-Stokes equations. The methods for DNS in the channel
geometry used here are described in Gibson et al. (2008) and Hamilton et al. (1995). The
channel specifications are that of a minimal flow unit, a setting known (based on empirical
evidence) to admit solutions of sustained nonsteady flow over very long periods of time
(Hamilton et al., 1995). Figure 2-1 shows snapshots of simulations of plane Couette turbu-
lence in the minimal flow unit used in this work (Figure 1 from Gibson et al. (2008)). The
colors show stream-wise velocities; the arrows show in-plane flow.
A standard Cartesian coordinate system is used to orient the flow. The domain is a
rectangular channel, periodic in the span- (z) and stream- (x) wise directions, with two
parallel walls in the wall-normal (y) direction, located at y = ±1. The length-scales of the
channel are Ω = [Lx, Ly, Lz] = [2pi/1.14, 2, 2pi/1.67] ∼ [5.51, 2, 3.76] or [190, 68, 128] in
wall units. The fluid is set in motion by momentum at the walls, which travel at equal
and opposite velocities in the ± stream-wise direction. The fluid velocity field is expressed
as u(x) = [u, v,w](x, y, z) where x, y, and z refer to the stream-wise, wall-normal, and
span-wise directions, respectively.
The Navier-Stokes equations, which govern the flow, are non-dimensionalized using
the length scale L set to be half the distance between the walls in the y-direction, and the
velocity scale U set to be half the relative wall velocity. Along with the incompressibility
condition, the equations are as follows:
∂u
∂t
+ u · ∇u = −∇p + 1
Re
∇2u, (2.3)
∇ · u = 0, (2.4)
where the Reynolds number is defined as Re = UL/ν, and ν is the kinematic viscocity of
the fluid. The spatial mean of the pressure gradient is set to zero, allowing for the bulk
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Figure 2-1: Snapshots of plane Couette turbulence at Re = 400. The velocity fields
(u, v,w) for simulations of plane Couette flow in the minimal flow unit used in this work are
shown with arrows for in-plane velocity and a colormap for the streamwise velocity with
blue, green, red showing u = −1, 0, 1, respectively. The top half of the fluid is removed to
show the interior of the fluid. The image is Figure 1 from Gibson et al. (2008).
mean velocity to vary in time. For the given channel geometry to be a minimal flow unit,
the Reynolds number is set at 400.
The no-slip boundary conditions at the walls are u(x,±1, z) = [±1, 0, 0]. To consider
the problem in terms of Dirichlet conditions at the walls (u(x,±1, z) = 0), the velocity
field u is replaced with yxˆ + u, a sum of laminar flow (xˆ is the unit x-vector) and some
fluctuation from laminar, respectively. The governing equations are adjusted to describe the






+ vxˆ + u · ∇u = −∇p + 1
Re
∇2u, (2.5)
∇ · u = 0. (2.6)
The system of equations can be considered in terms of a time-evolution operator by tak-
ing the following steps. First, we move all terms in the equation except the time-dependent
one to the right-hand side of the equation. Then, we eliminate the pressure term by taking
an orthogonal projection of the equation onto divergence-free velocity fields (as set by the
incompressibility conditions ∇ · u = 0). The problem then has the desired form:
du
dt
= F (u), (2.7)





where F refers to the Navier-Stokes equations (2.6), and f t its time-t forward map. f t :
M → M, where M is the state space of divergence-free velocity fieldsu(x, t). M is a Hilbert
space, such that u(x, t) can be expanded in separable bases. We denote the orbit of some
initial state u(x, t0) as f t(u(x, t0)).
Following Gibson et al. (2008), properties of fluid states, such as the energy and dissi-







||u||2 = (u,u). (2.10)
where Ω is the flow domain [0, Lx] × [−Ly/2, Ly/2] × [0, Lz].
Simulations are done using the Channelflow program (Gibson, 2009), which uses a CFD
algorithm adapted from the velocity-pressure algorithm of Kleiser and Schumann (Kleiser
and Schumann, 1980; Gibson et al., 2008). The grid size is set at [Nx,Ny,Nz] = [48, 49, 64]
so that u(x, t) is represented in a state space with dimension on the order of magnitude of
105, a number appropriate for minimal flow units. For a given simulation, the velocity field
u is expanded in a Fourier basis in both the span- and stream- wise directions, and in a
basis of Chebyshev polynomials in the wall-normal direction. The time integration method
is a third-order semi-implicit backwards-differentiation time-stepping algorithm, with the
nonlinear term calculated in rotational form and time step dt = 0.03125 (Gibson et al.,
2008). The time step is chosen to satisfy the Courant-Friedrichs-Lewy (CFL) condition.
Additionally, dealiasing in the x and z directions is performed to remove spurious modes.
Under these conditions, the discretization admits fully-resolved simulations of the flow with
spectral resolution on the order of magnitude of 10−8. The simulations are fully-resolved in
the sense that for some initial state, the simulation of that state at a finer spectral resolution
yields negligible differences from the simulation at the original resolution.
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2.4 Poincare´ maps and operators
In studies of low-dimensional systems, a system’s dynamics is often studied on a Poin-
care´ section of the state space rather than the full state space itself. In this case, the evolution
of the system is defined by a discrete map of states on the Poincare´ section rather than a
continuous operator like f t(u). The Poincare´ section is a slice through the attractor that is
transverse to the flow. It has codimension 1 (meaning it has one less dimension than the
state space), formed by setting some constraint on the time evolution. In our study of the
fluid dynamics problem, we chose to apply a constraint on f t(u) (described in Gibson et al.
(2008)) such that the rate of change of kinetic energy equals zero. The rate of change of
energy, dE/dt, is equal to I − D, where I is the energy input by shear force at the walls and
−D is the viscous energy dissipation rate, both normalized so that D = I = 1 for laminar







∣∣∣∣∇ × (u + yxˆ)∣∣∣∣2 (2.11)















where Ω is the flow domain [0, Lx] × [−Ly/2, Ly/2] × [0, Lz].
The I − D = 0 constraint is reasonable as a Poincare´ condition because for a periodic
orbit, I and D must balance in averages over a single period (1/T
∫ T
0 dtD(t) = 1/T
∫ T
0 dtI(t)





et al., 2008). Hereafter, we refer to this constraint and its associated section as the I−D = 0
Poincare´ condition and section, respectively. The associated Poincare´ map is denoted as
f (u(x0, t)), or f(u).
It is important to note that we do not know the general expression that defines the
Poincare´ map f(u). However, we can determine the sequence of states generated by suc-
cessive iterates of the map on some initial state u(x0). We do this by evolving the state
u(x0) with the continuous function f t using DNS, and keeping track of the instances when
the condition I − D = 0 is satisfied. These intersections between the orbit f t(u(x0), t0) and
the Poincare´ section make up the sequence of states generated by the Poincare´ map f of
the initial state u(x0). The procedure for finding such sequences is explained in detail in
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Figure 2-2: An example of a periodic orbit and a Poincare´ section. This diagram shows
a 3-dimensional periodic orbit with a co-dimension 1 Poincare´ section set by the constraint
U(x) = 0. In the dynamics of the Poincare´ map associated with the constraint, the periodic
orbit is represented by the four states of intersection x1, x2, x3, and x4. The diagram is taken
from Cvitanovic´ et al. (2012).
the Appendix (Section 7.1.1).
In the framework of the Poincare´ section, periodic orbits are represented by sequences
of n repeating states u0,u1, ...,un−1 on the section with un = u0. That is, un returns to
itself after n iterates of the Poincare map (i.e., un = f n(u0)). On the other hand, orbits that
are not periodic are represented by sequences of non-repeating states.
An example of a periodic orbit and a Poincare´ section are shown in Figure 2-2 to be
used as an analogy for the very high-dimensional system and the I − D = 0 Poincare´
section (Cvitanovic´ et al., 2012). In the diagram, the periodic orbit is in 3 dimensions, so
the Poincare´ section is a 2-dimensional manifold. The constraint that defines the Poincare´
section is U(x) = 0. In the dynamics of the Poincare´ map associated with the constraint,
the periodic orbit is represented by the four states of intersection x1, x2, x3, and x4.
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2.5 The symmetries of plane Couette flow in the given channel
geometry
Plane Couette flow in the given channel geometry has several symmetries, which we
exploited in order to simplify our problem. The following explanation is adapted from
Gibson (2009). Recall that for the Navier-Stokes equations in terms of perturbations about
the laminar flow (2.6), the channel geometry comprises a domain that is periodic in x and z
and bounded in y, with −Ly/2 ≤ y ≤ Ly/2 and Dirichlet conditions are set at the bounds in
y.
The symmetries of plane Couette flow with the specified channel geometry are gener-
ated by the following transformations:
[u, v,w](x, y, z) → [−u, v,w](−x, y, z) (2.13)
[u, v,w](x, y, z) → [u,−v,w](x,−y, z) (2.14)
[u, v,w](x, y, z) → [u, v,−w](x, y,−z) (2.15)
[u, v,w](x, y, z) → [−u,−v,−w](x, y, z) (2.16)
[u, v,w](x, y, z)→ [u, v,w](x + `x, y, z + `z) (2.17)
where `x and `y represent the length of translations in the x and z directions, respectively.
2.5.1 Invariance of plane Couette flow: symmetry subgroups
As demonstrated in Gibson et al. (2008), plane Couette flow is invariant under two
discrete symmetries σ1, σ2 and a continuous translation τ(`x, `z):
σ1[u, v,w](x, y, z) = [u, v,−w](x, y,−z) (2.18)
σ2[u, v,w](x, y, z) = [−u,−v,w](−x,−y, z) (2.19)
τ(`x, `z)[u, v,w](x, y, z) = [u, v,w](x + `x, y, z + `z). (2.20)
These symmetries are generators which can be combined in different ways to form more
complicated symmetries s, and all the possible symmetries formed by a set of generators
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make up a subgroup S (S ⊂ G, the group of symmetries formed by all generators). For any
symmetry s ∈ S formed by {σ1, σ2, τ(`x, `z)}, the flow is invariant such that ∂(su)∂t = s(∂u∂t )
for u a solution of the dynamical system. In other words, we have the following scenario
taken from Gibson (2009):
Let u(t) be a solution of the Navier-Stokes equations (2.6) with initial condition u(0),
u(t) = f t(u(0)), (2.21)
then
su(t) = sf t(u(0)) = f t(su(0)) (2.22)
is a solution of the Navier-Stokes equations with initial condition su(0) for any s ∈ S .
2.5.2 Isotropy subgroups
A subgroup S is an isotropy subgroup H ⊂ G if and only if its symmetries satisfy the
following equation for a solution u(0) that is invariant under a symmetry s (i.e., su(0) =
u(0).):
su(t) = sf t(u(0)) = f t(su(0)) = f t(u(0)) = u(t). (2.23)
In other words, the symmetry of the flow is preserved under time evolution. Isotropy groups
form invariant subspaces of the flow.
2.5.3 The isotropy subgroup of known solutions of plane Couette flow
According to Gibson et al. (2008) and Halcrow (2008), plane Couette flow in the spec-
ified channel geometry has 67 isotropy subgroups. Most known equilibria and periodic
orbits have the following isotropy subgroup S:
S = {1, s1, s2, s3}, (2.24)
where
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s1 [u, v,w](x, y, z) = [u, v,−w](x + Lx/2, y,−z) (2.25)
s2 [u, v,w](x, y, z) = [−u,−v,w](−x + Lx/2,−y, z + Lz/2) (2.26)
s3 [u, v,w](x, y, z) = [−u,−v,−w](−x,−y,−z + Lz/2). (2.27)
s1, s2, and s3 are, in fact, formed from the generators σ1, σ2, and τ(`x, `z) in (2.20).
For instance, s1 is σ1 combined with τ(Lx/2, 0) which is a half-box translation in the x-
direction. τ(Lx/2, 0), τ(0, Lz/2), and τ(Lx/2, Lz/2) are denoted as τx, τz, and τxz, respec-
tively.
As stated in Gibson (2009), if u has isotropy group S, then τxu, τzu, and τxzu also
have isotropy group S . In other words, each equilibrium or periodic orbit with isotropy
group S has three other half-box shifted counterparts. Also stated in Gibson (2009) is the
fact that s2 = 1 for any s ∈ S . The consequence of this property is that the eigenfunctions v
of the linearized dynamics about any solution u with isotropy group S are either symmetric
or antisymmetric about each symmetry s ∈ S (Gibson, 2009).
2.5.4 The restriction to isotropy subgroup S for this work
Our work is restricted to the invariant subspace formed by the isotropy subgroup S
(2.24). The restriction simplifies the problem in several ways. First, because any symmetry
s ∈ S contains any one of σx, σz, or σxz (reflection symmetries about the x-axis, the z-axis,
or both axes, respectively), the isotropy group S admits no traveling waves and only relative
periodic orbits of a certain form (τf t(u) − u = 0 for τ ∈ T = {1, τx, τz, τxz}). Second, in
the search for good initial guesses for invariant solutions in the equation
σf tu − u = 0, (2.28)
the restriction reduces the number of free parameters. For the choice of σ, the number of




In this work, we aim to see whether the ideas of nonlinear dynamical systems theory can
be used to explain the dynamics of turbulence in plane Couette flow. Specifically, we aim to
study the dynamics of the Navier-Stokes equations with plane Couette boundary conditions
using the local dynamics of their periodic orbits. As part of this goal, we investigated the
feasibility of building a global model of the flow’s dynamics made with low-dimensional
models for the local dynamics of the dynamical system’s periodic orbits. The envisioned
model would explain the path of an aperiodic orbit as a transition through some sequence
of the low-dimensional models.
Before further presentation of our consideration of the problem, a demonstration of the
proposed model is provided using the He´non map.
3.1 Demonstration using the He´non map
The proposed dynamical systems approach can be illustrated using the He´non map, a
two-dimensional discrete-time dynamical system, well-known as a classical example for
chaotic behavior in low-dimensional dynamical systems.
The system of equations in the He´non map f : (xn, yn)→ (xn+1, yn+1) are as follows:
xn+1 = 1 − ax2n + yn
yn+1 = bxn,
where a = 1.4, and b = 0.3, in which case the mapping admits a strange attractor. With a
simple transformation, the system can be expressed as f : (xn, xn−1) → (xn+1, xn) with the
following mapping:
25
xn+1 = 1 − ax2n + bxn−1
xn = xn.
The goal is to produce local approximations of the system’s behavior over the entire
span of the attractor. In particular, the approximations are made in the neighborhoods of
periodic orbits. For the He´non attractor, the periodic orbits each have two transverse man-
ifolds, one unstable and one stable. We model the dynamics in the neighborhoods of the
periodic orbits using the eigenvectors of the unstable manifold.
f has only two fixed states. However f n has more fixed states, each of which is a
period-n periodic orbit of f . Figure 3-1 shows a simulation of the He´non attractor in grey
points, starting at some random initial value, iterated for 300 time steps. The two periodic
orbits are located near (−1.1,−1.1) and (0.6, 0.6). Their stable and unstable eigenvectors are
labeled in red and blue, respectively. Clearly, the neighborhoods around these orbits would
not suffice to cover the entire span of the attractor. However, we can consider the map
iterated over many times, and find more periodic orbits. In fact, we can count 56 orbits for
the He´non system iterated 8 times, and they are scattered throughout the attractor. Figure
3-2 shows the locations and stabilities of these periodic orbits over a random simulation of
the map similar to that in Figure 3-1.
With a sufficient number of iterations of the He´non map, we can find a set of periodic
orbits whose local dynamics cover the span of the attractor. The unstable eigenvector of
each periodic orbit, along with its corresponding eigenvalue can be used in a first-order
approximation of the local dynamics. To build a second-order approximation for a given
periodic orbit, we iterate the map at several states (ηi) along the direction of the unstable
eigenvector, and project the results f (ηi) back onto this eigenvector. We denote the projec-
tion as P f (ηi). With this data (ηi, P( fηi)), we build a least-squares estimate for P f (ηi) as a
quadratic function of the original states (ηi). In other words, we solve for the coefficients ci
in the equation P f (η) = c0 + c1η + c2η2, by setting up the following matrix equation and
solving for ci via least-squares:
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Figure 3-1: First iterate of the He´non map: 2 orbits. The simulation of the map from
some random initial state is plotted in gray. The two periodic orbits are located near
(−1.1,−1.1) and (0.6, 0.6). Their normalized stable and unstable eigenvectors are labeled
in red and blue, respectively.
Figure 3-2: Eight iterates of the He´non map: 56 orbits. The simulation of the map from
some random initial state is plotted in gray. For eight iterates of the He´non map, there are
56 periodic orbits indicated by their normalized stable and unstable eigenvectors (in red and
blue, respectively).
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Figure 3-3: 56 models spanning the attractor of the He´non map. The simulation of the
map from some random initial state is plotted in gray. For eight iterates of the He´non map,
there are 56 periodic orbits indicated by their normalized stable and unstable eigenvectors
(in red and blue, respectively). Plotted over the red and blue eigenvectors are orange points,
which are the least-squares estimates of the He´non map for a set of states along the unstable




















Figure 3-3 presents an illustration of the second-order approximations of the neighbor-
hoods of the 56 orbits for the 8th iteration of the He´non system. Note how the approxima-
tions (orange) cover much of the extent of the attractor. With more and more iterates, we
would be able to actually cover the entire attractor, and estimate the He´non mapping of any
state in the attractor by one of the local least-squares estimates.
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3.2 An overview of the objectives
The objectives of my dissertation are organized into two parts: (1) to understand the
obstacles of building the entire set of local dynamics models on the I − D = 0 Poincare´
section, and (2) to try to build a low-dimensional model for a single periodic orbit for the
purpose of understanding the local dynamics of the periodic orbit.
3.2.1 The entire set of local dynamics models on the I − D = 0 Poincare´
section
In considering the entire set of local dynamics models, we built a data set of states on
the I − D = 0 Poincare´ section from both periodic and aperiodic orbits. The data set was
built to address the following questions:
a. Can we find the system’s periodic orbits? Can we find a sufficient number to cover
the space of the attractor with local dynamics models?
b. Are the global dynamics of the system dependent on the local dynamics of the peri-
odic orbits? Are the most weakly unstable periodic orbits in fact the most frequented?
c. Is there a way to organize the periodic orbits that is correlated to their frequency of
visitations from aperiodic orbits?
3.2.2 The low-dimensional model for a single periodic orbit
For this part, we focus on the local dynamics around the fixed state of a particular
periodic orbit. As stated in Section 2.4, we want to study the dynamics on the I − D = 0
Poincare´ section. Because the section is nonlinear, we chose to work with a linear Poincare´
section centered at the fixed state u∗. Figure 5-1 shows a diagram of the linear Poincare´
section.
Figure 3-4 is a schematic showing the framework of a given low-dimensional model
for the local dynamics in the neighborhood of u∗. The red point is a fixed state u∗ of the
particular periodic orbit of interest at the I−D = 0 Poincare´ section. The three-dimensional
space in its vicinity represents the linear Poincare´ section centered at u∗, and the light blue
29
Figure 3-4: A low-dimensional model for the local dynamics of a periodic orbit. The
dynamics are modeled on a linear Poincare´ section centered at the fixed state u∗ which
satisfies the I − D = 0 Poincare´ section. A model for the local dynamics of the fixed state
u∗ (the red dot) is expressed as a blue arrow from the grey point Pu to the blue point fˆ (Pu).
manifold represents the span of some number (m) of the system’s leading eigenfunctions at
u∗. The black point u is a state in the neighborhood of u∗, and it is mapped to f (u). We
want to approximate u with its projection onto the span of m leading eigenfunctions. The
approximation is represented by the grey point Pu. We then want to model the dynamics
such that we can estimate P(f (u)), the projection of f (u) onto the span of m leading
eigenfunctions. The blue arrow in Figure 3-4 represents the model, and the blue dot is the
model estimate, which we denote as fˆ (Pu).
The questions related to the model are as follows:
a. Can we approximate the f(u)-mapping of the very-high dimensional states in the
neighborhood of the fixed state u∗ with the f(u)-mapping of relatively low- dimen-
sional projections into the span of a leading set of the system’s eigenfunctions at the
fixed state? How many leading eigenfunctions are needed for the projections to be
adequate approximations to the original states?
b. Can we build a low-dimensional model of the local dynamics at the fixed state? The
model would map states to and from a subspace of the Poincare´ section that spans a
number (m) of the leading set of eigenfunctions. How do we build the model? What
level of accuracy are we able to achieve?
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CHAPTER 4
THE ENTIRE SET OF LOCAL DYNAMICS
MODELS ON THE I − D = 0 POINCARE´ SECTION
4.1 Methods
In considering the construction of the entire set of local dynamics models on the I−D =
0 Poincare´ section, we built a data set consisting of states on that Poincare´ section from
both periodic and aperiodic orbits for the plane Couette flow system.
4.1.1 Finding periodic orbits for the plane Couette flow system
We found the system’s periodic orbits using the DNS simulation of random initial states
of the flow. The numerical methods used to find the periodic orbits are provided in the
Appendix (Section 7.1.6).
Autofishing: automating the search for periodic orbits
To make the process of finding periodic orbits more efficient, we automated the process
of making and using recurrence plots to find initial guesses for Newton’s method (Section
7.1.6), and then using the initial guesses in Newton’s Method to find periodic orbits. The
process is automated for the entire evolution of a given random initial condition. Evolu-
tions of initial states end when they approach the laminar solution. We call the procedure
autofishing.
A recurrence plot for a given aperiodic orbit shows the L2−distances between states at
some time t in the aperiodic orbit, and states some time τ after t. The cases in which the
distance is small (but not exact) are close recurrences in the orbit, and they indicate that a
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periodic orbit is likely close by in state space. Hence, these cases are used as initial guesses
in Newton’s method. Figure 4-1 shows an example of a recurrences plot on a (t, τ)-plane.
Details for how autofishing works is provided in the Appendix (Section 7.1.6).
4.1.2 Finding states on the I − D = 0 Poincare´ section from periodic orbits
Using the periodic orbits found from autofishing, we ran DNS to calculate the states
on the periodic orbits that intersected the I − D = 0 Poincare´ section (Section 7.1.1). The
result has 4 digits of accuracy. We then use Newton’s Method with the GMRES Hookstep
algorithm to increase the accuracy to 13 digits (details are provided in Section 7.1.6).
4.1.3 Finding states on the I − D = 0 Poincare´ section from aperiodic orbits
To build the sample of states from aperiodic orbits that intersect the I −D = 0 Poincare´
section, we simply evolve a sample of random initial conditions in time with DNS, and keep
track of when the orbits satisfy the Poincare´ condition. The details of how we calculated
















































































































































































































































































































































4.2.1 The data set of states from periodic and aperiodic orbits
We found 60 unique periodic orbits, which amounted to 187 fixed states on the I−D = 0
Poincare´ section. From simulations of 75 random initial states, we found 11, 093 states
from aperiodic orbits on the I − D = 0 Poincare´ section. The details for processing the
results of autofishing are provided in the Appendix (Section 7.1.7).
Table 4.2.1 is a list of the 60 periodic orbits and their properties. Included in the prop-
erties is the periodic orbit’s fixed point with the densest 5%-neighborhood (out of all of the
periodic orbit’s fixed points on the I − D = 0 Poincare´ section) and the list is sorted by
the densities of these fixed states. The properties are labeled as “fixed state” and “density”,
respectively. The 5%-neighborhood was chosen because for distances less than 5% of
∥∥∥u∗∥∥∥,
the densities of the neighborhoods were negligible. The column labeled “T” has the time
period of the periodic orbit rounded to the fourth decimal place. “Symm” indicates whether
the periodic orbit has a half-box translational symmetry in the x-direction (ax) or not (reg).
“# recurrences” indicates the number of times the autofishing procedure found the partic-
ular periodic orbit. “h(t)-profile” is the plot of the periodic orbit’s h(t) = I(t) − D(t) as a
function of time t.
4.2.2 Analyzing the data set
Here, I address the questions stated in Section 3 pertaining to the data set.
Can we find the system’s periodic orbits? Can we find a sufficient number to cover the
space of the attractor with local dynamics models?
As mentioned before, we found 60 of the system’s periodic orbits using the autofishing
procedure (Section 7.1.6). We were able to get a sense of whether our set of periodic orbits
was sufficient for covering the space of the attractor by calculating the densities of the
neighborhoods of the periodic orbits. We found that only ≈ 12% of the 11, 093 states from
aperiodic orbits were within a 5%−neighborhood of some fixed state u∗. This is a clear




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Calculating the densities We calculated the density of the periodic orbits’ neighborhoods
by calculating L2−distances between all the states from aperiodic orbits found on I−D = 0
section, and all the states from the periodic orbits that intersect the I − D = 0 section. In
these calculations, we also accounted for the fact that states on the I − D = 0 section had
three symmetric counterparts generated by the isotropy group S described in (2.24). In other
words, for each state from an aperiodic orbit on the I − D = 0 section, we calculated the
minimum of the distances between all four of its symmetric counterparts and the state of a
given periodic orbit. Then for each periodic orbit, we sorted these minimum distances and
counted the number of states within a certain distance from the fixed state on the Poincare´
section (within some x% of the
∥∥∥u∗∥∥∥).
Note that the distances calculated to determine the density of the periodic orbits’ neigh-
borhoods were made with the L2-norm, and so they are strictly valid for linear spaces. Un-
fortunately, the I − D = 0 section is nonlinear, so there is the possibility that the distances
calculated are not valid. To test the validity of the L2−distances, we wanted to evaluate the
linearity of the periodic orbits’ neighborhoods. The plan was to produce local linear models
of the system linearized at the fixed states using the Floquet multipliers. An assessment of
the models’ performance could help determine the extent at which the dynamics are linear
within the neighborhoods of the periodic orbits. However, we were unable to accurately
calculate the Floquet multipliers for most of the fixed states. This problem is discussed in
Section 4.2.2.
Are the global dynamics of the system dependent on the local dynamics of the periodic
orbits? Are the most weakly unstable periodic orbits in fact the most frequented?
We were able to find examples of segments of aperiodic orbits that evolved by shadow-
ing nearby periodic orbits. We found these examples by finding the states from aperiodic
orbits closest to the fixed states and evolving them for the time period of the periodic or-
bit. We demonstrated the shadowing behavior by tracking the value of h(t) = I(t) − D(t)
for segments of periodic orbits and nearby aperiodic orbits. Figures 4-2 - 4-11 are a few
examples of these plots for aperiodic orbits close to more than one periodic orbit. In these
examples, the h(t) functions for the aperiodic orbits typically behave similarly to those for
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Figure 4-2: An example of aperiodic orbits shadowing the periodic orbit P101.5394. A
plot of h(t) = I(t) − D(t) as a function of time t for the periodic orbit P101.5394 and any
aperiodic orbits close by (i.e., the aperiodic orbit is within the 4%− neighborhood of peri-
odic orbit on the I − D = 0 Poincare´ section). Additionally, if the aperiodic orbits are in
the neighborhood of other periodic orbits, the h(t) plots for those periodic orbits are also
included. The plots for the periodic orbits are plotted as dotted green curves and the plots
for the aperiodic orbits are plotted as solid blue curves.
the periodic orbits for a period of time shorter than the full length of the periodic orbit.
These results suggest that starting from the I−D = 0 Poincare´ section, the aperiodic orbits
shadow the nearby periodic orbits for an interval of time shorter than the full length of the
periodic orbit.
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Figure 4-3: An example of aperiodic orbits shadowing the periodic orbit P109.8738. A
plot of h(t) = I(t) − D(t) as a function of time t for the periodic orbit P109.8738 and any
aperiodic orbits close by (i.e., the aperiodic orbit is within the 4%− neighborhood of peri-
odic orbit on the I − D = 0 Poincare´ section). Additionally, if the aperiodic orbits are in
the neighborhood of other periodic orbits, the h(t) plots for those periodic orbits are also
included. The plots for the periodic orbits are plotted as dotted green curves and the plots
for the aperiodic orbits are plotted as solid blue curves.
Figure 4-4: An example of aperiodic orbits shadowing the periodic orbit P110.0251. A
plot of h(t) = I(t) − D(t) as a function of time t for the periodic orbit P110.0251 and any
aperiodic orbits close by (i.e., the aperiodic orbit is within the 4%− neighborhood of peri-
odic orbit on the I − D = 0 Poincare´ section). Additionally, if the aperiodic orbits are in
the neighborhood of other periodic orbits, the h(t) plots for those periodic orbits are also
included. The plots for the periodic orbits are plotted as dotted green curves and the plots
for the aperiodic orbits are plotted as solid blue curves.
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Figure 4-5: An example of aperiodic orbits shadowing the periodic orbit P112.9541. A
plot of h(t) = I(t) − D(t) as a function of time t for the periodic orbit P112.9541 and any
aperiodic orbits close by (i.e., the aperiodic orbit is within the 4%− neighborhood of peri-
odic orbit on the I − D = 0 Poincare´ section). Additionally, if the aperiodic orbits are in
the neighborhood of other periodic orbits, the h(t) plots for those periodic orbits are also
included. The plots for the periodic orbits are plotted as dotted green curves and the plots
for the aperiodic orbits are plotted as solid blue curves.
Figure 4-6: An example of aperiodic orbits shadowing the periodic orbit P115.1337. A
plot of h(t) = I(t) − D(t) as a function of time t for the periodic orbit P115.1337 and any
aperiodic orbits close by (i.e., the aperiodic orbit is within the 4%− neighborhood of peri-
odic orbit on the I − D = 0 Poincare´ section). Additionally, if the aperiodic orbits are in
the neighborhood of other periodic orbits, the h(t) plots for those periodic orbits are also
included. The plots for the periodic orbits are plotted as dotted green curves and the plots
for the aperiodic orbits are plotted as solid blue curves.
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Figure 4-7: An example of aperiodic orbits shadowing the periodic orbit P115.1471. A
plot of h(t) = I(t) − D(t) as a function of time t for the periodic orbit P115.1471 and any
aperiodic orbits close by (i.e., the aperiodic orbit is within the 4%− neighborhood of peri-
odic orbit on the I − D = 0 Poincare´ section). Additionally, if the aperiodic orbits are in
the neighborhood of other periodic orbits, the h(t) plots for those periodic orbits are also
included. The plots for the periodic orbits are plotted as dotted green curves and the plots
for the aperiodic orbits are plotted as solid blue curves.
Figure 4-8: An example of aperiodic orbits shadowing the periodic orbit P121.3464. A
plot of h(t) = I(t) − D(t) as a function of time t for the periodic orbit P121.3464 and any
aperiodic orbits close by (i.e., the aperiodic orbit is within the 4%− neighborhood of peri-
odic orbit on the I − D = 0 Poincare´ section). Additionally, if the aperiodic orbits are in
the neighborhood of other periodic orbits, the h(t) plots for those periodic orbits are also
included. The plots for the periodic orbits are plotted as dotted green curves and the plots
for the aperiodic orbits are plotted as solid blue curves.
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Figure 4-9: An example of aperiodic orbits shadowing the periodic orbit P124.5971. A
plot of h(t) = I(t) − D(t) as a function of time t for the periodic orbit P124.5971 and any
aperiodic orbits close by (i.e., the aperiodic orbit is within the 4%− neighborhood of peri-
odic orbit on the I − D = 0 Poincare´ section). Additionally, if the aperiodic orbits are in
the neighborhood of other periodic orbits, the h(t) plots for those periodic orbits are also
included. The plots for the periodic orbits are plotted as dotted green curves and the plots
for the aperiodic orbits are plotted as solid blue curves.
Figure 4-10: An example of aperiodic orbits shadowing the periodic orbit P128.2054.
A plot of h(t) = I(t) − D(t) as a function of time t for the periodic orbit P128.2054 and
any aperiodic orbits close by (i.e., the aperiodic orbit is within the 4%− neighborhood of
periodic orbit on the I − D = 0 Poincare´ section). Additionally, if the aperiodic orbits are
in the neighborhood of other periodic orbits, the h(t) plots for those periodic orbits are also
included. The plots for the periodic orbits are plotted as dotted green curves and the plots
for the aperiodic orbits are plotted as solid blue curves.
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Figure 4-11: An example of aperiodic orbits shadowing the periodic orbit P96.6577. A
plot of h(t) = I(t) − D(t) as a function of time t for the periodic orbit P96.6577 and any ape-
riodic orbits close by (i.e., the aperiodic orbit is within the 4%− neighborhood of periodic
orbit on the I − D = 0 Poincare´ section). Additionally, if the aperiodic orbits are in the
neighborhood of other periodic orbits, the h(t) plots for those periodic orbits are also in-
cluded. The plots for the periodic orbits are plotted as dotted green curves and the plots for
the aperiodic orbits are plotted as solid blue curves.
To answer the second question, we tried to measure both the instability strength and
the frequency of visitations in several ways in hopes to find a correlation between the two
variables.
Frequency of visitations by aperiodic orbits. We originally hypothesized that the fre-
quency at which the autofishing procedure found recurrences (and subsequently, periodic
orbits) could be an indication for the frequency at which aperiodic orbits visited a given
periodic orbit. Our results suggest that this is not the case. Figure 4-12 shows a plot of
two measurements for each of the 187 fixed states: the frequency that we found recurrences
when autofishing against the densities of the 5%− neighborhood. The results indicate that
the two measurements are not correlated with each other, and that the frequency of re-
currences (found by autofishing) is not a good measure for the frequency of visitations to
periodic orbits from aperiodic orbits.
Instability strength We wanted to determine the instability strength of the periodic orbits
either as the product of the absolute value of the system’s unstable Floquet multipliers at
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Figure 4-12: Frequency autofishing recurrences vs. frequency of visitations by aperi-
odic orbits within 5%− neighborhoods. The frequency of recurrences found by autofish-
ing is plotted against the density of the 5%− neighborhoods of the periodic orbits using the
data set of states from aperiodic and periodic orbits on the I −D = 0 Poincare´ section. The
results show that the frequency of recurrences found by autofishing is not a good measure
for the frequency of visitations to periodic orbits from aperiodic orbits.
a given fixed state u∗ on the Poincare´ section, or as the product of the absolute value of
the system’s leading Floquet multipliers up to the Kaplan-Yorke Dimension (DKY ). The
Kaplan-Yorke dimension is commonly used as measure for the number of eigenvalues that
are active in a linearized system (Cvitanovic´ et al., 2012). It is calculated as follows:
DKY = j +
∑ j
i=1 λi
|λ j+1| . (4.1)
where the eigenvalues λi are organized in descending order and j is the largest integer for
which
λ1 + · · · + λ j ≥ 0. (4.2)
Unfortunately, we were unable to calculate either quantity because we were unable to
accurately calculate the Floquet multipliers for the system’s periodic orbits. This problem
is discussed in Section 4.2.2.
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Figure 4-13: The density of the 5%−neighborhoods of the periodic orbits vs. time pe-
riod (T ). The plot has 60 points, one for each of the periodic orbits found from autofishing.
Each periodic orbit is represented by its fixed state with the densest 5%-neighborhood on
the I − D = 0 Poincare´ section. The sum of the fractions for all the points corresponds to
≈ 12%. The r-squared value for all the data is 0.27. The r-squared value for points with
5%−densities > 0.001 is 0.51.
Is there a way to organize the periodic orbits that is correlated to their frequency of
visitations from aperiodic orbits?
We found that the frequency of visitations, as measured by the density of the 5%−
neighborhoods of the periodic orbits, is somewhat correlated with the time period of the
periodic orbits for periodic orbits with 5%−densities greater than 0.001. Figure 4-13 shows
the plot of the density of the 5%−neighborhoods vs. the time period (T ) for the fixed states
of the periodic orbits with the densest neighborhoods. The r-squared value for all the data
is 0.27. The r-squared value for points with 5%−densities > 0.001 is 0.51.
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An analysis of the h(t)−profiles in Table 4.2.1 offers possible explanations for the order
of the frequency of visitations from aperiodic orbits. Recall that the periodic orbits are
sorted by the densities of the 5%−neighborhoods for the fixed states of each periodic orbit
with the densest neighborhoods. The h(t)−profiles at the top of the table differ from those at
the bottom of the table. The ones at the bottom of the table are associated with shorter time
periods, have only 2 crossings with the Poincare´ section, and are characterized by relatively
small gradual deviations from I−D = 0. The ones at the top of the table are associated with
relatively longer time periods, vary in the number of crossings with the Poincare´ section,
and are characterized by larger and sharper deviations from I − D = 0. Moreover, the
similarities in certain h(t)−profiles with each other suggests that the periodic orbits can be
categorized into groups based on the shape of their h(t)−profiles.
The major obstacle to analyzing the data: calculating the Floquet multipliers
Our difficulty in calculating the system’s Floquet multipliers at the fixed states on the
Poincare´ section prohibited us from analyzing the extent at which the periodic orbits’ neigh-
borhoods were linear, and the relationship between instability strength and frequency of vis-
itation. It appears that we were only able to produce reasonable estimates for the system’s
Floquet multipliers at fixed states from relatively short periods (T < 60). For fixed states
with periods T > 60, the results of Arnoldi iteration included complex eigenvalues without
their complex conjugates. Based on this observation, we suppose that the problem could be




THE LOCAL DYNAMICS MODEL FOR A SINGLE
PERIODIC ORBIT
5.1 The setting for our analysis
5.1.1 The periodic orbit P31.81
We first focus on one periodic orbit defined by τxfT≈31.81(u∗) = u∗, where u∗ is a
fixed state on the orbit. We denote this periodic orbit as P31.81. P31.81 has a half-box
translational symmetry (τx) about the stream-wise (x) direction and a period of T ≈ 31.81.
The translational symmetry is such that the flow is the same as if it were translated in
the stream-wise (x) direction by half the size of the domain. With these conditions, the
evolution of some initial state on the periodic orbit takes a period of T ≈ 31.81 to reach its
symmetric counterpart, and a period of T ≈ 63.62 to return to its original state. We chose
to work with this periodic orbit because it has a relatively short period, and it has only three
unstable eigenvalues that are fairly weak (|Λ| < 4). Details for how we found P31.81 are
provided in the Appendix (Section 7.1.6).
5.1.2 The linear stability analysis used to calculate the set of leading eigen-
functions
The first step in building the local dynamics model is to project perturbations about
u∗ into the span of a set of the leading eigenfunctions of f at u∗. These eigenfunctions
are calculated from a linear stability analysis. Typically, a function is linearized about a
fixed state, and the linear dynamics around the fixed state are expressed in terms of the
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eigenfunctions and eigenvalues. The underlying idea is that the function behaves linearly
up to some distance from the fixed state.
5.1.3 The choice of Poincare´ condition on which to build the models
To study the linear dynamics about u∗, a fixed state of P31.81, we wanted to use the
Poincare´ map associated with the Poincare´ condition I − D = 0. In this case, all possible
trajectories in state space would be represented by the instances at which the condition
I − D = 0 is met. Let u∗ denote a fixed state on P31.81 that also crosses the Poincare´
section.
Unfortunately, the use of this Poincare´ condition is problematic because the I − D = 0
Poincare´ section is nonlinear. The effect is that the linear dynamics, expressed in terms of
eigenvalues and eigenfunctions, would not necessarily be accurate even for small distances
from the fixed state at which the function is linearized.
To avoid the effects of nonlinearity, we worked instead, with the map that satisfies the
Poincare´ condition
(




= 0 for states of the flow that are within
some distance of u∗. We denote this section as the flow-normal Poincare´ section. The
Poincare´ condition is satisfied when the perturbation of f t(u(x, t0)) about u∗ is orthogonal
to the direction of the flow at u∗. f t(u(x, t0)), here, expresses the state at which the f t-
evolution of u(x, t0) returns to the vicinity of u∗.
Just like the map for the I−D = 0 Poincare´ section, we denote the map associated with
the flow-normal Poincare´ section as f(u) at u∗ or the f -mapping of u at u∗. Figure 5-1
shows a diagram of the flow-normal Poincare´ section (blue) with respect to the I − D = 0
Poincare´ section (pink) and u∗. Unlike the I − D = 0 Poincare´ section, the flow-normal
Poincare´ section is a linear hyperplane, one that is orthogonal at u∗ to the direction of the
flow at u∗.
There is an important difference between the two Poincare´ sections aside from the fact
that one is linear and the other is not. The I − D = 0 Poincare´ section intersects a given
periodic orbit at least once, at specific states along the periodic orbit, and the section is not
centered at the state of any periodic orbit. On the other hand, the flow-normal Poincare´
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Figure 5-1: The flow-normal Poincare´ section with respect to the I − D = 0 Poincare´
section. The black arrow represents the periodic orbit. The pink curve represents a cross-
section of the I − D = 0 Poincare´ section. The straight blue line represents a cross-section
of the flow-normal Poincare´ section. It is centered about u∗, the state of the periodic orbit
that satisfies I − D = 0, and it is orthogonal to the direction of the flow at u∗.
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section is a set of linear hyperplanes all centered at states of different periodic orbits. For a
given periodic orbit, the section can technically be defined at any state along the orbit. To
use the flow-normal Poincare´ section as an approximation to the I − D = 0 section, we
chose to focus on the flow-normal Poincare´ section centered at u∗, a state of P31.81 that
crosses the I − D = 0 Poincare´ section. The two sections, while in this case, both centered
at that fixed state, are not likely tangent to each other.
Just as for the map associated with the Poincare´ condition I − D = 0, we do not have
an explicit expression that defines f(u) for the flow-normal Poincare´ condition. We cal-
culated the f -mapping for a given perturbation of u∗ using DNS. Details for how DNS is
used to calculate f (u) for some u are provided in the Appendix (Section 7.1.1).
5.1.4 Calculating the set of leading eigenvalues and eigenfunctions for the f -
mapping at u∗
Methods
We calculated the set of leading eigenvalues and eigenfunctions for the f -mapping of
u at u∗ using Arnoldi iteration. Arnoldi iteration is a numerical, iterative method used to
calculate a system’s leading eigenfunctions and is an appropriate alternative to analytical
methods for a system that is very high-dimensional like ours. Details on the method are
provided in the Appendix (Section 7.1.2). With the calculated set of eigenfunctions, we
can approximate a given perturbation ∆u of u∗ as a projection into the space spanned by
those eigenfunctions. For the plane Couette flow system, the projection was a reduction in
dimension by at least three orders of magnitude.
As it is a numerical method, Arnoldi iteration incurs some level of error for a given
number of iterations. To assess the error, we analyzed the convergence rate of the iterations.
Results
We calculated a set of leading eigenvalues and eigenfunctions for the f -mapping of
u at u∗ (for P31.81) using 100 Arnoldi iterations. The eigenvalues are the characteristic
multipliers Λ of P31.81. The leading 40 multipliers are listed in Table 5.1 along with their
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Figure 5-2: The 40 leading characteristic exponents (λ) of P31.81. The characteristic
exponents (λ) are plotted on a complex plane. Arnoldi iteration is used to calculate the
characteristic multipliers (Λ), and λ = 1T log(Λ). Details for the Arnoldi iteration method
are provided in the Appendix (Section 7.1.2).
corresponding characteristic exponents (λ). The exponents and multipliers are organized in
order of their growth rate (|Λ|). Figure 5-2 shows the characteristic exponents (λ) plotted
on a complex plane. P31.81 has three unstable eigenvalues. Λ1 has a zero imaginary part,
while Λ2 and Λ3 are a complex conjugate pair.
70
Table 5.1: A list of the 40 leading characteristic exponents (λ) and multipliers (Λ) of
P31.81. Arnoldi iteration is used to calculate the characteristic multipliers (Λ), and λ =
1
T log(Λ). Details for the Arnoldi iteration method are provided in the Appendix (Section
7.1.2).
λ Λ
Index Real Part Imaginary Part Real Part Imaginary Part
1 0.0198 0 3.5168 0
2 0.0141 -0.0479 -2.4480 -0.2258
3 0.0141 0.0479 -2.4480 0.2258
4 -0.0058 0 0.6901 0
5 -0.0276 0 0.1722 0
6 -0.0358 -0.0436 -0.0953 -0.0366
7 -0.0358 0.04361 -0.0953 0.03664
8 -0.0364 -0.0206 0.02528 -0.0950
9 -0.0364 0.02060 0.02528 0.09508
10 -0.0478 -0.0227 0.0058 -0.0472
11 -0.0478 0.0228 0.0058 0.04720
12 -0.0608 -0.0022 0.0206 -0.0029
13 -0.0608 0.0022 0.0206 0.0029
14 -0.0670 -0.0214 0.0028 -0.0137
15 -0.0670 0.0215 0.0028 0.0138
16 -0.0709 0 0.0110 0
17 -0.0775 -0.0200 0.0021 -0.0069
18 -0.0775 0.0200 0.0021 0.0069
19 -0.0895 0.0492 -0.0033 3.6083
20 -0.0895 -0.0492 -0.0033 -3.6082
21 -0.0904 0 0.0032 0
22 -0.0991 0 0.0018 0
23 -0.1013 -0.0144 0.0010 -0.0012
24 -0.1013 0.0144 0.0010 0.0012
25 -0.1032 -0.0418 -0.0012 -0.0006
26 -0.1032 0.0418 -0.0012 0.0006
27 -0.1097 -0.0367 -0.0006 -0.0006
28 -0.1097 0.0367 -0.0006 0.0006
29 -0.1293 -0.0195 8.64833 -0.0002
30 -0.1293 0.0195 8.64833 0.0002
31 -0.1306 0 0.0002 0
32 -0.1307 -0.0312 -9.8718 -0.0002
33 -0.1307 0.03121 -9.8718 0.0002
34 -0.1320 -0.0259 -1.7917 -0.0002
35 -0.1320 0.0259 -1.7917 0.0002
36 -0.1373 0.0494 -0.0001 0
37 -0.1383 -0.0033 0.0001 -3.1943
38 -0.1383 0.0033 0.0001 3.1943
39 -0.1431 -0.0220 1.8535 -0.0001
40 -0.1431 0.0220 1.8535 0.0001
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Figure 5-3: The convergence rate of the Arnoldi iteration. The convergence rate for
the absolute value and argument of the characteristic multipliers (Λ) of P31.81 are plotted
against n the index of the iterations. The y-axis on the left panel is log
(|Λn−1| − |Λn|) and
the y-axis on the right panel is log
(
arg(Λn−1) − arg(Λn)). The calculations were made every
25 iterations. Each color represents a different number of iterations; the legend lists the
different numbers n and the colors to which they are associated.
The convergence of Arnoldi iterations Figure 5-3 shows the convergence rates for the
absolute value and the argument of the characteristic multipliers (Λk) of P31.81 as n, the
number of Arnoldi iterations, is increased. Results were plotted for n = 25, 50, 75, 100,
and 125. The results for each n are plotted in a different color in two panels: (a) in
the left panel, for the convergence of the absolute value of the characteristic multipliers
( log
(|Λn−1| − |Λn|)) and (b) in the right panel, for the convergence of the argument of the
characteristic multipliers (log
(
arg(Λn−1) − arg(Λn))). The colors for the different number
of iterations are specified in the legend.
The results in the left panel meet expectations: the convergence of |Λk| improves with
k. After a given number of iterations n (focusing on any one of the colors), the convergence
rate of |Λk| relates to k in two ways. The different relationships are for k < j and k > j
for some value of j: (1) for k < j, |Λk| converges with about 14 digits of accuracy, and
(2) for k > j, |Λk| increases exponentially with increasing k. The value of j increases with
n, the number of Arnoldi iterations performed before calculating the convergence rate (a
comparison of the colors). Shown on the left panel under n = 75, |Λk| for k ≤ 40 converges
with 14 digits of accuracy after 75 Arnoldi iterations.
Similar to the results in the left panel, the results in the right panel show that the con-
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vergence of arg(Λk) improves with k. After a given number of iterations n (focusing on any
one of the colors), the convergence rate of arg(Λk) relates to k in two ways. The different
relationships are for k < j1, j1 < k < j2, and k > j2 for some values of j1 and j2 and
j1 < j2: (1) for k < j1, and k > j2, the convergence rate of arg(Λk) increases by roughly a
decade with an increase of 5 in k, and (2) for j1 < k < j2, the convergence rate of arg(Λk)
increases by roughly a decade with an increase of 10 in k. The values of j1 and j2 increase
with n the number of Arnoldi iterations performed before calculating the convergence rate
(a comparison of the colors). Shown on the right panel under n = 75, arg(Λk) converges
with at least 10 digits of accuracy after 75 Arnoldi iterations.
In summary, the results suggest that Arnoldi iteration is capable of estimating the mag-
nitudes of the leading 40 characteristic multipliers with 14 digits of accuracy, and the di-
rections of the leading 40 characteristic multipliers with 10 digits of accuracy after 75 it-
erations. We chose to proceed in our analyses of the local dynamics of u∗, a fixed state
of P31.81, using the leading 40 characteristic multipliers, calculated from 100 Arnoldi it-
erations. We chose the number 40 arbitrarily. Though, we expected that projections of
perturbations into the 40 leading eigenfunctions would be good approximations of the per-
turbations as |Λ40| is on the order of magnitude of 10−14.
5.2 The first step to building the local dynamics model: project-
ing perturbations ∆u into the span of m leading eigenfunc-
tions of f at u∗
Methods
Here, we address the first question in the second part of the outline in Section 3. The
first step to building the local dynamics model for P31.81 is to project perturbations ∆u
into the span of m leading eigenfunctions of f at u∗. Note that m is the dimension of the
eigenspace spanned by the projection. The eigenfunctions vk are ordered according to the
growth rate of their corresponding eigenvalues (|Λk| for Λk, the k-th characteristic multiplier
of P31.81); a leading set typically constitutes the eigenfunctions associated with the unstable
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eigenvalues and several of those associated with the stable eigenvalues. We hypothesize
that the projection of a perturbation into some m-dimensional leading eigenspace yields
an adequate approximation of the original perturbation, and that m depends on |Λm|. The
adequacy of the approximation is determined by the L2-norm of the difference between the
f -mapping of the approximation (Pmu) and the f−mapping of u at u∗.
To test our hypothesis, we performed an analysis on a data set of perturbations about
u∗ (a fixed state of P31.81 that satisfies I − D = 0). The data set contains perturbations on
the inertial manifold. To find these perturbations, we ran DNS simulations of 662 random
perturbations from T = 0 to T = 1× 10−5, and after T = 100, kept track of any instances in
the simulation that both satisfied the flow-normal Poincare´ condition, and had a distance
from u∗ within 10% of
∥∥∥u∗∥∥∥. We let the simulations run to T = 100 before starting to keep
track of their Poincare´ conditions in order to ensure that the orbit was indeed in the inertial
manifold. The choice of 10% was an initial guess, but upon analyzing the data, we found
that the states closest to u∗ were well within 10% of
∥∥∥u∗∥∥∥ (typically,‖u‖ ≈ 5% of∥∥∥u∗∥∥∥, on
the order of magnitude of 1×10−2). For perturbations close to u∗, we compared f (Pmu) to
f(u), where m varied from 3 to 40. If the mappings were similar, then the projection was
considered an adequate approximation of the original perturbation.
The method of projection of perturbations into the span of a set of eigenfunctions of f
at u∗ For all cases, a given set of leading eigenfunctions did not form an orthogonal set.
To project perturbations into the span of the set, we calculated the dual basis of the span of
the eigenfunctions in the set. The projection of a perturbation into one of the eigenfunctions
was calculated as the inner product of the perturbation with the component of the dual basis
corresponding to the eigenfunction. The projection of the perturbation into the span of
more than one eigenfunction was the sum of such inner products for the eigenfunctions
in the span. For a given perturbation in the span of a set of leading eigenfunctions, we
used modified Gram-Schmidt orthogonalization to expand the perturbation in terms of an
orthonormal basis when necessary.
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Figure 5-4: The number of states in the neighborhood of u∗ (a fixed state of P31.81) on
the flow-normal Poincare´ section. The number of perturbations found within x% of u∗
is plotted against the percent x. The x% was calculated as the relative distance 100‖u−u∗‖‖u∗‖ .
Results
From the 662 DNS simulations, we found 1, 623 crossings with the flow-normal Poincare´
section such that‖u‖ < 10% of
∥∥∥u∗∥∥∥. Figure 5-4 shows the number of perturbations found
within x% of u∗ plotted against the percent x. The x% was calculated as the relative dis-
tance 100‖u−u∗‖‖u∗‖ .
Of the entire set of perturbations collected, we took the closest 50 to perform an initial
analysis. We projected each of these perturbations into the span of the m leading eigen-
functions, where m = 3, 10, 20, 30, and 40, and then calculated and compared f (Pmu) with
f (u). The results of these calculations suggested that the number of leading eigenfunctions
we should use was between 10 and 20, so we reran the calculations for m = 12, 14, 16, 18.
Figure 5-5 shows the norm of the difference between f (Pmu) and f (u) plotted against the
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dimension of the projection subspace m for these 50 perturbations. The relationship for
each perturbation is plotted in a different shade of red, and the shade changes from lighter
to darker with the distance of the perturbation from u∗.
The results in Figure 5-5 show that the norm of the difference between f (Pmu) and
f (u) for the 50 perturbations follows different patterns with increasing dimension of the
projection subspace. As m increases from 3 to roughly 13,
∥∥∥f (Pmu) − f (u)∥∥∥ has no pattern.
As m approaches 16,
∥∥∥f (Pmu) − f (u)∥∥∥ decreases sharply, and then remains relatively low
for m > 16 (for almost all Pmu,
∥∥∥f (Pmu) − f (u)∥∥∥ < 0.01). Note that |Λ16| is on the order
of magnitude of 10−2. These patterns suggest that a projection of a perturbation into an
eigenspace spanned by at least the leading 16 eigenfunctions of f at u∗ is an adequate
approximation of the perturbation in the sense that f (Pmu) is sufficiently similar to f (u).
Additionally, increasing the number of eigenfunctions in the span to more than 16 appears
to yield similar errors in approximation. These findings are likely related to strength of the
eigenvalues associated to the eigenfunctions in the projection subspace.
Performing the same analysis on the flow-normal Poincare´ section at u∗, a fixed state
of P41.36
Based on the results in Figure 5-5, the multipliers Λk of P31.81 on an order of magnitude
less than 10−2 do not seem to significantly affect the f -dynamics in the vicinity of u∗, a
fixed state of P31.81. To test if the statement is true in the vicinity of the fixed states of other
periodic orbits, we attempted the same analysis for a data set of perturbations about a fixed
state of the periodic orbit defined by τxfT≈41.36(u∗) = u∗. We denote this periodic orbit
as P41.36. This periodic orbit is the second most frequented periodic orbit in the search for
periodic orbits explained in Section 4.1. It has a half-box translational symmetry (τx) about
the stream-wise (x) direction and its period is T ≈ 41.36; with the translational symmetry,
the evolution of some initial state on the periodic orbit takes a period of T ≈ 41.36 to reach
its symmetric counterpart, and a period of T ≈ 82.72 to return to its original state. Table
5.2 and Figure 5-6 show the leading 40 characteristic exponents (λ) and multipliers (Λ) of
P41.36.
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Figure 5-5: The effect of projecting the dynamics into a low-dimensional eigenspace
For each of the 50 closest perturbations found on the flow-normal Poincare´ section,(∥∥∥f (Pmu) − f (u)∥∥∥) is plotted against the dimension of the projection m . Each line rep-
resents a different perturbation, colored with a unique shade of red.
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From 143 DNS simulations of random perturbations about u∗, we found 39 states on
the flow-normal Poincare´ section orthogonal to the flow at u∗ that satisfied the condition
‖u‖ < 10% of
∥∥∥u∗∥∥∥. Unfortunately, we could not proceed with the rest of the analysis. The
next step was to take each state found on the section, from closest to farthest, and compare
its f -mapping to that of its projection into an m-dimensional eigenspace spanned by the m
leading eigenfunctions of f at u∗ for various values of m. We were thwarted at this step
because we could not calculate the f -mapping of the states found on the section. Their f t-
evolutions did not return to the vicinity of u∗ and cross the Poincare´ section. This could be
explained by the fact that the strongest multiplier Λ1 is roughly 24, meaning that the states
in the vicinity of u∗ evolve in the direction of v1 at a rate that is apparently strong enough
to prevent the evolution of those states from returning to the vicinity of u∗. In fact, |Λ1| of
P41.36 is roughly 8 times larger than |Λ1| of P31.81.
As we failed to calculate f (u) about u∗ for P41.36, we were only able to approximate
the local very high-dimensional dynamics in a lower dimensional subspace spanned by the
system’s eigenfunctions about a fixed state of P31.81.
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Figure 5-6: The 40 leading characteristic exponents (λ) of P41.36. The characteristic
exponents (λ) are plotted on a complex plane. Arnoldi iteration is used to calculate the
characteristic multipliers (Λ), and λ = 1T log(Λ). Details for the Arnoldi iteration method
are provided in the Appendix (Section 7.1.2).
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Table 5.2: A list of the 40 leading characteristic exponents (λ) and multipliers (Λ) of
P41.36. Arnoldi iteration is used to calculate the characteristic multipliers (Λ), and λ =
1
T log(Λ). Details for the Arnoldi iteration method are provided in the Appendix (Section
7.1.2).
λ Λ
Index Real Part Imaginary Part Real Part Imaginary Part
1 0.0387 0 24.5283 0
2 -0.0252 0 0.1242 0
3 -0.0352 -0.0207 -0.0079 -0.0533
4 -0.0352 0.0207 -0.0079 0.0533
5 -0.0391 -0.0342 -0.0375 -0.0119
6 -0.0391 0.0342 -0.0375 0.0119
7 -0.0667 -0.0014 0.0040 -0.0004
8 -0.0667 0.0014 0.0040 0.0004
9 -0.0764 -0.0289 -0.0013 -0.0012
10 -0.0764 0.0289 -0.0013 0.0012
11 -0.0905 0 0.0006 0
12 -0.0941 -0.0222 -0.0001 -0.0003
13 -0.0941 0.0222 -0.0001 0.0003
14 -0.0963 0 0.0003 0
15 -0.1074 0.0380 -0.0001 0
16 -0.1162 0.0380 -6.6408 0
17 -0.1187 0 5.4306 0
18 -0.1266 0 2.8250 0
19 -0.1267 -0.0206 -3.7237 -2.7718
20 -0.1267 0.0206 -3.7237 2.7718
21 -0.1309 -0.0132 9.0061 -1.7573
22 -0.1309 0.0132 9.0061 1.7573
23 -0.1408 -0.0342 -8.3296 -2.6311
24 -0.1408 0.0342 -8.3296 2.6311
25 -0.1426 -0.0168 1.3497 -7.3779
26 -0.1426 0.0168 1.3497 7.3779
27 -0.1512 -0.0235 -1.3541 -3.4345
28 -0.1512 0.0235 -1.3541 3.4345
29 -0.1546 -0.0284 -1.9593 -1.9800
30 -0.1546 0.0284 -1.9593 1.9800
31 -0.1668 -0.0032 9.7910 -2.7372
32 -0.1668 0.0032 9.7910 2.7372
33 -0.1681 -0.0167 1.7039 -8.9780
34 -0.1681 0.0167 1.7039 8.9780
35 -0.1696 0 8.0156 0
36 -0.1728 0.0380 -6.1668 0
37 -0.1775 -0.0349 -4.0437 -1.0464
38 -0.1775 0.0349 -4.0437 1.0464
39 -0.1793 -0.0155 9.9975 -3.4481
40 -0.1793 0.0155 9.9975 3.4481
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5.3 The second step to building the local dynamics model: esti-
mating the f -mapping of projections
Here, we address the second question in the second part of the outline of Section 3. The
second step to building the local dynamics model is to estimate the f -mapping of the pro-
jections created in step one (Section 5.2). We built four different kinds of low-dimensional
models for the local dynamics of P31.81. These models all produce an approximation for
f(u)− u∗ where u ≈ Pmu for some m. The models were developed for projections that
are within a wide range of distances () from u∗, typically  ∈ [1 × 10−5, 1 × 10−2]. The
following is a list of the four models. The set of eigenfunctions in the eigenspace are la-
beled as {vkI , . . . ,vkE } with m = kE − kI + 1. The eigenfunctions are ordered according to
the size of their corresponding eigenvalues, and kI and kE are indices in that list. The model
estimates for f(u)− u∗ span the same m eigenfunctions as Pmu − u∗.
The four kinds of models are:
a. fˆ (1)
Λ,{kI ,...,kE }, a first-order m-dimensional model based on the system’s eigenvalues and
eigenfunctions at u∗,
b. fˆ (n)T,{kI ,...,kE }, an n-th order m- dimensional Taylor series approximation via a least-
squares method,
c. fˆ (n)C1,{k≤3}, an n-th order m-dimensional Chebyshev series approximation in
∏3
n, the
space of polynomials of total degree at most n in 3 real variables, via an interpolation
method,
d. fˆ (n)C2,{kI ,...,kE }, an n-th order m-dimensional Chebyshev series approximation in
∏⊗m
n ,
the m order tensor product of
∏1
n, via an interpolation method.
We denote all the models in general as fˆ (n)∗,{kI ,...,kE }. For the Taylor and Chebyshev series
models, the projections Pmu and their corresponding model estimates of f(u)− u∗ can
be expanded in the same orthonormal basis {eˆi} for 1 ≤ i ≤ m, which spans the given




fˆ (n)∗,{kI ,...,kE }(u) −
u∗, eˆi
)
eˆi, for u ≈ Pmu = ∑mi=1 (Pmu, eˆi)eˆi. Note that the subscript C1 stands for ∏3n, the
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space of polynomials of total degree at most n in 3 real variables, while C2, stands for
∏⊗m
n ,







We built the m-dimensional models using various parameter settings, and tested their
accuracy using random perturbations in the span of the m-dimensional eigenspace of lead-
ing eigenfunctions. Below is an explanation for how we tested and compared parameter
settings for the models and a detailed description for each model.
Testing the models on random projections The models were tested using random pro-
jections in their respective domains. For fˆ (n)∗,{kI ,...,kE }(u), we let u ≈ Pmu =
∑m
i=1 cieˆi, and
ci ∈ [−, ], chosen randomly for some value of . The error of the model was calculated
as: ∥∥∥∥fˆ (n)∗,{kI ,...,kE }(u) − f (u)∥∥∥∥ . (5.1)
Evaluating the parametrization of the models For fˆ (n)T,{ki,...,ke}, the accuracy could be
evaluated by calculating the average residual of the best-fit model over the set of states used





∥∥∥∥fˆ (n)T,{kI ,...,kE }(ui) − f (ui)∥∥∥∥ (5.2)
where N is the number of states used to build the best-fit model, and ui is one of the N
states.








∥∥∥∥∥fˆ (n)Cq,{kI ,...,kE }(ui) − f (ui)∥∥∥∥∥ , (5.3)
where q is either 1 or 2. Again, N is the number of states used to build the model.
The parameter settings that we tested The results present the average residuals and















T,{k≤3} for n = 1, 2, 3, 4,
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c. fˆ (n)C1,{k≤3}, for n = 2 − 8, 10, 14,
d. fˆ (8)C2,{2,3}, and fˆ
(n)
C2,{k≤3} for n = 2 − 8, 10.
5.3.1 fˆ (1)
Λ,{kI ,...,kE } via linear stability analysis
Methods
fˆ (1)
Λ,{kI ,...,kE } is the first-order model based on the eigenvalues and eigenfunctions of f(u)
at u∗, which were calculated using Arnoldi iteration. Descriptions are given below for the
models built for projections into the span of three sets: one real-valued eigenfunction, the
real and imaginary parts of a complex-valued eigenfunction, and a set with both real- and
complex-valued eigenfunctions.
fˆ (1)
Λ,{k} for vk, a real-valued eigenfunction fˆ
(1)
Λ,{k} is the first-order model for projections
of perturbations into the span of vk, a real-valued eigenfunction. The model was built
according to the definition of real-valued eigenvalues and eigenfunctions. A real-valued
eigenvalue Λk and its corresponding eigenfunction vk are defined such that the following
equations hold:






where A is the Jacobian of f linearized at u∗, v∗k is the complex conjugate of vk, and Λ
∗
k is
the complex conjugate of Λk. Given that Λk is real, Λk = Λ∗k, vk = v
∗
k , and the mapping is
straightforward. The matrix A maps vk back onto itself and stretches vk by a factor of Λk.





∗ + vk) = u∗ + Λkvk. (5.6)
Up to some distance from u∗(x), fˆ (1)
Λ,{k} predicts that f maps projections of perturbations
in the direction of the real-valued eigenfunction vk back onto the same direction with a
growth rate of Λk.
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fˆ (1)
Λ,{k,k+1} for vk and vk+1, the real and imaginary parts of a complex eigenfunction
fˆ (1)
Λ,{k,k+1} is the first-order model for projections of perturbations into the span of vk and
vk+1, the real and imaginary parts of a complex-valued eigenfunction. The model was built
according to the definition of complex-valued eigenvalues and eigenfunctions. If a given
Λk is complex, then Λk+1 is the complex-conjugate eigenvalue, and vk and vk+1 are the real
and imaginary parts of the complex eigenfunction, respectively. In lieu of (5.4), we have
the following:
A(a0vk + b0vk+1) = a1vk + b1vk+1, (5.7)
where A is the Jacobian of f linearized at u∗, (a0, b0) and (a1, b1) are pairs of coordi-
nates in the span of vk and vk+1, and ‖a1vk + b1vk+1‖ ≈ |Λk|. The matrix A in (5.7) maps
perturbations in the span of vk and vk+1 back onto the same span, and stretches the pertur-
bation by a factor of |Λ|. Similarly, we can replace 5.5 with an equation for A* acting on
a0vk − b0vk+1.
For a projection ∆u = a0vk +b0vk+1 with





∗ + a0vk + b0vk+1) = u∗ + a1vk + b1vk+1. (5.8)
Up to some distance from u∗, fˆ (1)
Λ,{k,k+1} predicts that f maps perturbations in the span of
real and imaginary parts of the complex-valued eigenfunction back onto the same span, and
stretches the perturbation by a factor ≈ |Λ|. The factor is not equivalent to |Λ| because the
mapping depends on direction within the span.
The expansion coefficients a1 and b1 can be written in terms of a0, b0, Λk, Λ∗k, vk, and
v∗k . We start with the left-hand side of (5.7), and note that by definition, v = vk + ivk+1, and
v∗ is its complex conjugate. We also have that vk = v+v
∗
2 and vk+1 =
v−v∗
2i . The derivation
is presented in the following:
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A∆u = A(a0vk + b0vk+1)











































Λ − Λ∗))vk + (a0i2 (Λ − Λ∗) + b02 (Λ + Λ∗)
)
vk+1.






) − i (b0
2
(











Λ − Λ∗)) . (5.10)
fˆ (1)
Λ,{k≤m} for v1, . . . ,vm, a set with real- and complex- valued eigenfunctions fˆ
(1)
Λ,{k≤m}
is the first-order model for projections of perturbations into the span of v1, . . . ,vm, a set with
both real- and complex- valued eigenfunctions. The model was based on the property of
linearity. For projections ∆u =
m∑
i=1
cieˆi, where the set of functions {eˆi} form an orthonormal
basis for the span of {vk} where k ≤ m, we present the following derivation for the model
fˆ (1)
Λ,{k≤m}:




 − u∗. (5.11)
Because the span of {eˆi} is a basis for the span of {vk} for k ≤ m, the definition can be
rewritten with an expansion in terms of {vk}:




 − u∗. (5.12)
By linearity, we can further rewrite the definition in the following way:






) − u∗. (5.13)
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u∗ + c˜kvk + c˜k+1vk+1
)
for k, k + 1 complex-valued.
(5.14)
Assuming that the dynamics are linear in the vicinity of u∗, we can build fˆ (1)
Λ,{k≤m} as a






Λ,{2,3} Figure 5-7 shows the errors of fˆ
(1)
Λ,{1} for projections of perturbations
∆u = v1 and  ∈ [1×10−6, 5×10−3]. The errors are
∥∥∥∥fˆ (u) − u∗ − (f (u) − u∗)∥∥∥∥ for a given
state u= u∗ + ∆u. The errors were at a minimum level around 1× 10−7 for relatively small
distances from u∗ ( < 1× 10−4). For larger distances from u∗ the errors increased by two
decades for every one decade increase in , which makes the model first-order accurate in
that range of . The black line drawn on the plot shows the increase in error at  = 1× 10−4
expected for first-order accuracy, and the model errors (in blue dots) compare well with the
line.
We tested fˆ (1)
Λ,{2,3} using 16 equidistant projections in the span of v2 and v3 with dis-
tance  from u∗. More specifically, we formed a given projection as ∆u = arv2 + aiv3 =
(cos(θ)eˆ1 + sin(θ)eˆ2) for some  and θ, calculated the f -mapping of u = u∗ + ∆u, and
compared the result with the model estimate fˆ (1)
Λ,{2,3}(u) − u∗. We made the comparison
by plotting the coordinates of f(u) − u∗ and fˆ (1)
Λ,{2,3}(u) − u∗ in the orthonormal basis
{eˆ1, eˆ2}. Figures 5-8-5-10 show the plots of the coordinates, one for each of the following
values for  = 1×10−4, 1×10−3, and 5×10−3. Each figure has two panels, the left panel for
the coordinates of the 16 states u themselves, and the right panel for the coordinates of the
mappings (black dots for f(u)−u∗ and green dots for fˆ (1)
Λ,{2,3}(u)−u∗). The coordinates
mappings for ∆u = arv2 = (cos(θ)eˆ1 + sin(θ)eˆ2) and ∆u = aiv3 = (cos(θ)eˆ1 + sin(θ)eˆ2)
for a given , are in blue and red, respectively. Additionally, for a given figure, the 16 dots
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Figure 5-7: Error of fˆ (1)
Λ,{1} vs. , where ∆u = v1 The error of fˆ
(1)
Λ,{1} for perturbations
∆u = v1 is plotted as blue points against . The observed errors are compared with a
quadratic relationship starting at  = 1 × 10−4 (black line segment), which is expected for a
linear model.
of the states u on the left panel and the 16 dots of each of the mappings in right panel are
connected by a cubic spline interpolation.
Figures 5-8 to 5-9 show that fˆ (1)
Λ,{2,3} yields relatively good estimates for f(u)−u∗ as
the f - and fˆ (1)
Λ,{2,3}-mappings in the right panels lie on top of each other (note, each figure
is plotted at the scale of ). In Figure 5-10, the fˆ (1)
Λ,{2,3}-mappings of the states u, which
are projections with  = 0.005, are different from their corresponding f -mappings. These
observations suggest that the dynamics of f(u) at u∗ for  < 1 × 10−3 are predominantly
linear, and they become nonlinear with increasing .
Figure 5-11 shows the average error over the 16 projections used to test the model
plotted against . The relationship of the average error of fˆ (1)
Λ,{2,3} with  is similar to the
relationship of the individual errors of fˆ (1)
Λ,{1} with . For  < 1×10−4, the average error is at
its minimum level, around 1×10−7, and for  > 1×10−4, the average error increases by two
decades for every decade-increase in . The relationship means that fˆ (1)
Λ,{2,3} is first-order
accurate in that range of .
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Figure 5-8: Before and after the fˆ (1)
Λ,{2,3} mapping of 16 perturbations ∆u in the span of
v2 and v3 with
∥∥∥∆u∥∥∥ ≤ 0.0001. For 16 perturbations, the mapping of fˆ (1)
Λ,{2,3} is compared
with the mapping of f . The perturbations are ∆u = arv2 + aiv3 = (cos(θ)eˆ1 + sin(θ)eˆ2)
for  = 0.0001. In both panels, u∗ is located at the origin. The left panel shows the per-
turbations ∆u (black dots), and the eigenfunctions v2 (blue line segment) and v3 (red line
segments). The right panel shows the mapping of the perturbations by fˆ (1)
Λ,{2,3} (green dots,
green dotted line) and by f (black dots, black solid line) and the mapping of the eigen-
functions by fˆ (1)
Λ,{2,3} (blue and red dotted line) and by f (blue and red solid line). In both
panels, the states are expanded in the orthonormal basis {eˆ1, eˆ2} which spans {v2,v3}. Note
that the mappings were performed on only the 16 perturbations. The dots are connected by
a cubic spline interpolation.
Figure 5-9: Before and after the fˆ (1)
Λ,{2,3} mapping of 16 perturbations ∆u in the span of
v2 and v3 with
∥∥∥∆u∥∥∥ ≤ 0.001. For 16 perturbations, the mapping of fˆ (1)
Λ,{2,3} is compared
with the mapping of f . The perturbations are ∆u = arv2 +aiv3 = (cos(θ)eˆ1 +sin(θ)eˆ2) for
 = 0.001. In both panels, u∗ is located at the origin. The left panel shows the perturbations
∆u (black dots), and the eigenfunctions v2 (blue line segment) and v3 (red line segments).
The right panel shows the mapping of the perturbations by fˆ (1)
Λ,{2,3} (green dots, green dotted
line) and by f (black dots, black solid line) and the mapping of the eigenfunctions by
fˆ (1)
Λ,{2,3} (blue and red dotted line) and by f (blue and red solid line). In both panels, the
states are expanded in the orthonormal basis {eˆ1, eˆ2} which spans {v2,v3}. Note that the
mappings were performed on only the 16 perturbations. The dots are connected by a cubic
spline interpolation.
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Figure 5-10: Before and after the fˆ (1)
Λ,{2,3} mapping of 16 perturbations ∆u in the span
of v2 and v3 with
∥∥∥∆u∥∥∥ ≤ 0.005. For 16 perturbations, the mapping of fˆ (1)
Λ,{2,3} is compared
with the mapping of f . The perturbations are ∆u = arv2 +aiv3 = (cos(θ)eˆ1 +sin(θ)eˆ2) for
 = 0.005. In both panels, u∗ is located at the origin. The left panel shows the perturbations
∆u (black dots), and the eigenfunctions v2 (blue line segment) and v3 (red line segments).
The right panel shows the mapping of the perturbations by fˆ (1)
Λ,{2,3} (green dots, green dotted
line) and by f (black dots, black solid line) and the mapping of the eigenfunctions by
fˆ (1)
Λ,{2,3} (blue and red dotted line) and by f (blue and red solid line). In both panels, the
states are expanded in the orthonormal basis {eˆ1, eˆ2} which spans {v2,v3}. Note that the
mappings were performed on only the 16 perturbations. The dots are connected by a cubic
spline interpolation.
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Figure 5-11: Average error of fˆ (1)
Λ,{2,3} vs. , where ∆u = arv2 + aiv3 = (cos(θ)eˆ1 +
sin(θ))eˆ2 The average error of fˆ
(1)
Λ,{2,3} for perturbations ∆u = arv2 + aiv3 = (cos(θ)eˆ1 +
sin(θ))eˆ2 is plotted as blue points against . For a given , the average is taken over the
16 sample points used in Figures 5-8 to 5-10. The observed errors are compared with a
quadratic relationship (black line segment), which is expected for a linear model.
fˆ (1)




Λ,{2,3} allowed us to proceed with
building models for projections into the span of three or more eigenfunctions, and provided
us with guidance for our choice of the range of  for which to build the models.





Λ,{k≤11}. Figures 5-12, 5-13, and 5-14
show the errors of these models with increasing , respectively. In each case, the errors are
at a constant minimum level of around 1×10−7 for  < 1×10−4. For  > 1×10−4, the errors
increase by 2 decades with an increase of a decade in , meaning that the given model is
first-order accurate. Note that black lines are drawn on each figure representing the increase
in error expected for first-order accuracy starting at  = 1 × 10−4 and an error of 1 × 10−6;
the errors (in blue dots) compare well with lines in all three figures.





Λ,{k≤11} do not vary significantly in the linear
regime ( < 10−4), but they do with increasing . Consequently, for  > 10−4, the model
coefficients are dependent on .
fˆ (1)
Λ,{k≤3} was built for projections of perturbations into the span of the three unstable
eigenfunctions of f(u) at u∗, while fˆ (1)
Λ,{k≤7} and fˆ
(1)
Λ,{k≤11} were built for projections of
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Figure 5-12: Error of fˆ (1)
Λ,{k≤3} vs.  The model fˆ
(1)




cieˆi, where span {eˆi} = span {vk} for k ≤ 3, and
∥∥∥∆u∥∥∥ ≈ . The errors are plotted
as blue points against . The observed errors are compared with a quadratic relationship
(black line segment), which is expected for a linear model.
perturbations into the span of those three unstable eigenfunctions and the leading 4 and
8 stable eigenfunctions, respectively. As the relationships between the individual errors
with  are similar in all three figures, the results indicate that an extension of the model’s
eigenspace to include some of the stable eigenfunctions did not improve the performance
of the model.
5.3.2 fˆ (n)T,{kI ,...,kE }, an n-th order m-dimensional Taylor series model via least-
squares
Methods
fˆ (n)T,{kI ,...,kE } is an n-th order m-dimensional Taylor series model via a least-squares ap-
proximation of f(u)− u∗ for projections in the span of {vk} where k ≤ m, the m leading
eigenfunctions. We built the models fˆ (n)T,{k≤m} for n ≤ 4. The method is analogous to the
least-squares model used to approximate the local dynamics of periodic orbits on the He´non
map in Section 3.1.
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Figure 5-13: Error of fˆ (1)
Λ,{k≤7} vs.  The model fˆ
(1)




cieˆi, where span {eˆi} = span {vk} for k ≤ 7, and
∥∥∥∆u∥∥∥ ≈ . The errors are plotted
as blue points against . The observed errors are compared with a quadratic relationship
(black line segment), which is expected for a linear model.
Figure 5-14: Error of fˆ (1)
Λ,{k≤11} vs.  The model fˆ
(1)




cieˆi, where span {eˆi} = span {vk} for k ≤ 11, and
∥∥∥∆u∥∥∥ ≈ . The errors
are plotted as blue points against . The observed errors are compared with a quadratic
relationship (black line segment), which is expected for a linear model.
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The m = 2, n = 2 case as an example As fˆ (n)T,{kI ,...,kE } is an n-th order Taylor series
approximation, an increase in the order n was the augmentation of the n-th order terms of
the Taylor Series. For the sake of clarity and brevity, we demonstrate the details of the
method here using the 2nd-order 2-dimensional case (i.e., n = 2, m = 2, and the model is
fˆ (2)T,{k≤2}) for projections in the span of v2 and v3. The methods described below can easily




∥∥∥∆u∥∥∥ = O(), the



















where {eˆ j} for j ≤ 2 form an orthonormal basis that spans {v2,v3}. Modified Gram-Schmidt
orthogonalization was used to expand projections in the span of v2 and v3 in terms of the
orthonormal basis.
Non-dimensionalizing the Taylor series approximation We chose to rescale the prob-
lem so that our least-squares method is independent of . Let u j = uˆ j, and
∥∥∥uˆ j∥∥∥ = O(1).
















. The following set of equations
presents the sequence of steps taken to write the 2nd-order 2-dimensional (n = 2,m = 2)





























































f (u∗ + 2∑
j=1
















Projections of the approximation into eˆ1 and eˆ2 yield two equations for a given pertur-
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bation. For a given eˆi, we have the following:1
f (u∗ + 2∑
j=1



















which simplifies to the following:1
f (u∗ + 2∑
j=1






































The least-squares approach: solving the matrix equation Mx = b To use a least-
squares approach, we set up a matrix equation Mx = b that represents the approximation
5.23 applied to a set of random perturbations ∆u about u∗ where
∥∥∥∆u∥∥∥ = O() for  in a
given range. The perturbations were constructed as expansions in an orthonormal basis for
a m-dimensional eigenspace. The m coordinates of a given expansion were each selected
randomly from the interval [−, ] for some . The probability distribution over the interval
was uniform.












, we have the following linear equation to solve for the deriva-





uˆ jeˆ j) − u∗
 ≈ Ai juˆ j + 12! Bi jkuˆ juˆk. (5.24)
The matrix equation Mx = b is a system of linear equations; each equation has the form
of 5.24 for some projection u, scalar , and basis component eˆi. For N states u = u∗ + ∆u,
each in the m-dimensional eigenspace, there are N × m equations. The unknowns are the
derivatives Ai j and Bi jk, and the number of unknowns in the system is dependent on the
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order of accuracy of the model. The number of derivative terms in a first-order model
is calculated as nlin = m2. The number of derivative terms in a second-order model is






The following matrix-vector multiplication shows the left-hand side of the matrix equa-
tion Mx = b using only one state in the span of two eigenfunctions:








2 0 0 uˆ1uˆ2 0

































uˆ jeˆ j) − u∗

 . (5.26)
Every additional 2-dimensional state u = u∗+∆u adds 2 more rows to the matrix M and to
vector b, one for each basis component in the span. More details on how we built fˆ (n)T,{kI ,...,kE }
are provided in the Appendix (Section 7.1.3).
Extending to higher order and more dimensions To extend the model to work for pro-
jections into an eigenspace with more than two dimensions, we add more linear equa-
tions in the form of (5.24). Each state u contributes m equations, one for each dimen-
sion in the eigenspace it spans. Recall that the number of rows in the matrix M is cal-
culated as mN. To increase the order of a given model, we add higher-order deriva-
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tive terms of the Taylor Series Approximation (5.15) to each linear equation in the sys-
tem, and this amounts to adding more columns to the matrix M and more entries to vec-
tor x. The number of derivative terms in a third-order model is calculated as ncub =





m. The number of derivative terms in a fourth-order model is



















Model parametrization: choosing the number of projections on which to build the
model Unlike the models fˆ (1)
Λ,{kI ,...,kE }, which are based solely on the eigenvalues, the Tay-
lor Series models fˆ (n)T,{kI ,...,kE } for n = 1, 2, 3, and 4 were built using evaluations of f(u)−u∗
for a certain set of projections ∆u. For a given eigenspace spanned by {vkI , . . . ,vkE }, we
built Taylor Series models fˆ (n)T,{kI ,...,kE } (for n = 1, 2, 3, and 4) using three different numbers
of random projections N: 1) the minimum number needed to make the matrix of the fourth
order model full rank, 2) twice that minimum number, and 3) either triple or quadruple that
minimum number.





∥∥∥∥∥fˆ (n)∗,{kI ,...,kE }(ui) − u∗ − (f (ui) − u∗)∥∥∥∥∥ . (5.27)
We plotted the average residuals against  as a way to validate the model construction. In
Figures 5-15, 5-16, 5-19, 5-20, 5-21, 5-25, 5-26, and 5-27, we represented the average resid-
uals in green circles, with a different shade of green for each order n, and for comparison,
we drew three black lines representing possible quadratic, cubic and quartic relationships
with .
We calculated the individual errors of the models as
∥∥∥∥∥fˆ (n)∗,{kI ,...,kE }(u) − u∗ − (f (u) − u∗)∥∥∥∥∥
for u = u∗ + ∆u for ∆u a random projection in the span of the model’s eigenspace. We
plotted the errors against  as a way to evaluate the performance of the models. In Fig-
ures 5-17, 5-18, 5-22, 5-23, 5-24, 5-28, 5-29, and 5-30, we represented the errors in green
circles, with a different shade of green for each order n.
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fˆ (n)T,{1} for n = 1, 2, 3, and 4: Figures 5-15 and 5-16 show the average residuals plotted
against  of fˆ (n)T,{1} for n = 1, 2, 3, and 4 made with 4 and 8 projections, respectively. Figures
5-17 and 5-18 show the errors plotted against  of fˆ (n)T,{1} for n = 1, 2, 3, and 4 made with 4
and 8 projections, respectively. fˆ (n)T,{1} applies to projections in a 1-dimensional eigenspace
spanned by v1; the matrix M of the fourth-order model has 4 columns, meaning 4 projec-
tions make M full-rank and 8 make M over-determined.
Figure 5-15 has the average residuals for fˆ (n)T,{1} made with 4 states. For  = 1 × 10−5
and 1 × 10−4, the average residuals for the first-, second-, and third- order model were at
their minimal levels, between 1×10−6 and 1×10−8. For  = 1×10−3, the average residuals
for the second- and third-order models remain at those levels while the average residual of
first-order model increases to about 1 × 10−4. At  = 1 × 10−2, the average residuals of all
three models increase by about two decades. Given that an n-th order model would have
O(n + 1) accuracy, we would expect the average residuals second- and third- order models
to increase by three and fourth decades, respectively. The fact that these relationships are
worse than expected may be partly explained by the observation that the average residuals
for these models do not fall below 1 × 10−8. The average residuals for fˆ (4)T,{1} made with 4
states (dark green in the figure) are significantly lower than those of the lower-order models
made with the same states, with a minimum level of around 1×10−20 at  = 1×10−4. From
that distance from u∗ the average residual increases by a decade with a decade-increase in
.
Figure 5-16 has the average residuals for fˆ (n)T,{1} made with 8 states, which is double the
number needed to make the matrix M of the fourth-order model full rank. The relationships
between the average residuals and  for the first-, second-, and third- order models are
similar to those for the first-, second-, and third- order models made with 4 states (Figure
5-15). At  = 1 × 10−2, the average residual of the third-order model is roughly 1 × 10−6,
about one decade lower than that of the same model made with 4 states (Figure 5-15). The
main difference between the average residuals of the model made with 4 and 8 states, is the
level of average residuals for the fourth-order model. For the model, made with 8 states,
the average residuals are at the minimum levels of the lower-order models, around 1× 10−8
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Figure 5-15: Average residual of best-fit model fˆ (n)T,{1} vs. , using 4 grid points For
 = 1 × 10−5, 1 × 10−4, 1 × 10−3, and 1 × 10−2, the models fˆ (n)T,{1} for n = 1, 2, 3, and
4 were created, each using 4 perturbations. The perturbations are ∆u = cv1 for some
c = O(). The average residual over the 4 points used is plotted against . The order of the
model is colored in different shades of green. Three black line segments are drawn from
1 × 10−3 to 1 × 10−2 to show expected quadratic, cubic, and quartic relationships for the
linear, quadratic, and cubic models, respectively.
for all four  values tested, much higher than the minimum level of 1× 10−20 for the fourth-
order model made with 4 states. The observation is expected; the model made with 4 states
has the significantly lower average residuals for the range of  tested because the matrix M
used to build the model was full-rank.
Figure 5-17 shows the errors of fˆ (n)T,{1} for n = 1, 2, 3, 4 made using 4 states. The models
were tested using five random projections ∆u = cv1 where c = O() for each value of ; 
ranged from 1 × 10−7 to 1 × 10−2. The errors are plotted as circles in four different shades
of green, one for each order n, and the errors of the linear model fˆ (1)
Λ,{1} are shaded in olive
green stars for comparison. For a given  < 1 × 10−4, the errors of the models increase
by at least a decade with an increase in the order n. For  = 1 × 10−2, the errors of the
model increase with an increase in the order n. Essentially, adding higher order terms to
the least-squares model (a change from n = 1 to n = 2, 3, 4) makes the model worse for
 ≤ 1 × 10−5, while doing so for  > 1 × 10−3 makes the model better.
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Figure 5-16: Average residual of best-fit model fˆ (n)T,{1} vs. , using 8 grid points For
 = 1 × 10−5, 1 × 10−4, 1 × 10−3, and 1 × 10−2, the models fˆ (n)T,{1} for n = 1, 2, 3, and
4 were created, each using 8 perturbations. The perturbations are ∆u = cv1 for some
c = O(). The average residual over the 8 points used is plotted against . The order of the
model is colored in different shades of green. Three black line segments are drawn from
1 × 10−3 to 1 × 10−2 to show expected quadratic, cubic, and quartic relationships for the
linear, quadratic, and cubic models, respectively.
Figure 5-17: Error of fˆ (n)T,{1} vs.  using 4 states For  ∈ [1 × 10−7, 1 × 10−2], the models
fˆ (n)T,{1} for n = 1, 2, 3, and 4, each created using 4 perturbations, were tested on random
perturbations and their errors plotted against . The perturbations are ∆u = cv1 for some
c = O(). The errors for the least-squares models are colored in green circles (the order
specified by four shades of green), and the error of fˆ (1)
Λ,{1} is plotted in olive stars for com-
parison.
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Figure 5-18 shows the errors for fˆ (n)T,{1} for n = 1, 2, 3, 4, each made using 8 states.
Compared to Figure 5-17, Figure 5-18 shows that higher-order derivative terms make the
least-squares model better with increasing . Unlike the relationship for the models made
with 4 states (Figure 5-17), the higher-order terms do not make the models worse for  <
1 × 10−4. These observations are reasonable as the higher-order derivative terms in these
least-squares models are expected to be more accurate because more states are used to make
the models.
In summary, the average residuals plotted against  for fˆ (n)T,{1} (n = 1, 2, 3, and 4) served
to validate the construction of the models. In general, the average residuals of fˆ (n)T,{1} for
n = 1, 2, 3, and 4 were at reasonable levels and had reasonable relationships with . The
errors plotted against  for fˆ (n)T,{1} (n = 1, 2, 3, and 4) indicated that the model was improved
for lower values of  when the matrix M of the fourth-order model was made to be over-
determined. However, the increase in the number of projections used to make the model
did not significantly improve the model at  = 1×10−2. These observations suggest that the
dynamics in the neighborhood of the periodic orbit, in the direction of v1, behave linearly
for  < 1 × 10−4, and nonlinearly for  ≥ 1 × 10−4.
fˆ (n)T,{2,3} for n = 1, 2, 3, and 4: Figures 5-19, 5-20, and 5-21 show the average residuals
plotted against  of fˆ (n)T,{2,3} for n = 1, 2, 3, and 4 made with 14, 28, and 56 projections,
respectively. The fˆ (n)T,{2,3} applies to projections in a 2-dimensional eigenspace spanned by
v2 and v3; the matrix M of the fourth-order model has 14 columns, meaning 14 projections
make M full-rank, and 28 and 56 projections make M over-determined. Similar to the
results in Figures 5-15 and 5-16, the average residuals of fˆ (n)T,{2,3} for n = 1, 2, 3, and 4
shown in the three figures are at reasonable levels and have reasonable relationships with .
Figure 5-19 shows the average residuals for the model made with 14 projections. The
results in this figure are very similar to those for fˆ (n)T,{1} for n = 1, 2, 3, and 4 made with 4
states. The first-, second-, third- order models have minimum average residuals between
1 × 10−6 and 1 × 10−8 at  = 1 × 10−5 and 1 × 10−4. At  = 1 × 10−3, the average residuals
of the first- and second- order models start to increase. From  = 1 × 10−3 to 1 × 10−4, the
average residuals for the first-, second- and third- order models increase by two, three, and
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Figure 5-18: Error of fˆ (n)T,{1} vs.  using 8 states For  ∈ [1 × 10−7, 1 × 10−2], the models
fˆ (n)T,{1} for n = 1, 2, 3, and 4, each created using 8 perturbations, were tested on random
perturbations and their errors plotted against . The perturbations are ∆u = cv1 for some
c = O(). The errors for the least-squares models are colored in green circles (the order
specified by four shades of green), and the error of fˆ (1)
Λ,{1} is plotted in olive stars for com-
parison.
about four decades. This is evident by the fact that the increases compare fairly well with
the black lines. The fourth-order model has average residuals increase from 1 × 10−20 to
1 × 10−16 with the increase in  from 1 × 10−5 to 1 × 10−2. The significantly lower average
residuals for the fourth-order model, compared with the lower-order models is explained by
the fact that the matrix M of the fourth-order model is full-rank while the matrix M of the
lower order models are over-determined.
Figure 5-20 shows the average residuals for fˆ (n)T,{2,3} for n = 1, 2, 3, and 4 made with 28
projections, which is double the number needed to make the matrix M of the fourth-order
model full-rank. The results are very similar to those in Figure 5-19 for the model made
with 14 states. The major difference is that the average residuals of the fourth-order model
made with 28 states are similar to the average residuals of the third-order model made with
28 states; the average residuals are significantly higher than those of the fourth-order model
made with 14 states (Figure 5-19). The observation is reasonable as the fourth-order model
made with 28 states is over-determined, while the one made with 14 states is full-rank.
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Figure 5-19: Average residual of best-fit model fˆ (n)T,{2,3} vs. , using 14 grid points For
 = 1 × 10−5, 1 × 10−4, 1 × 10−3, and 1 × 10−2, the models fˆ (n)T,{2,3} for n = 1, 2, 3, and
4 were created, each using 14 perturbations. The perturbations are ∆u = arv2 + aiv3 =
(cos(θ)eˆ1 + sin(θ)eˆ2),
∥∥∥∆u∥∥∥ = O(). The average residual over the 14 points used is plotted
against . The order of the model is colored in different shades of green. Three black line
segments are drawn from 1×10−3 to 1×10−2 to show expected quadratic, cubic, and quartic
relationships for the linear, quadratic, and cubic models, respectively.
Figure 5-20: Average residual of best-fit model fˆ (n)T,{2,3} vs. , using 28 grid points For
 = 1 × 10−5, 1 × 10−4, 1 × 10−3, and 1 × 10−2, the models fˆ (n)T,{2,3} for n = 1, 2, 3, and
4 were created, each using 28 perturbations. The perturbations are ∆u = arv2 + aiv3 =
(cos(θ)eˆ1 + sin(θ)eˆ2),
∥∥∥∆u∥∥∥ = O(). The average residual over the 28 points used is plotted
against . The order of the model is colored in different shades of green. Three black line
segments are drawn from 1×10−3 to 1×10−2 to show expected quadratic, cubic, and quartic
relationships for the linear, quadratic, and cubic models, respectively.
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Figure 5-21: Average residual of best-fit model fˆ (n)T,{2,3} vs. , using 56 grid points For
 = 1 × 10−5, 1 × 10−4, 1 × 10−3, and 1 × 10−2, the models fˆ (n)T,{2,3} for n = 1, 2, 3, and
4 were created, each using 56 perturbations. The perturbations are ∆u = arv2 + aiv3 =
(cos(θ)eˆ1 + sin(θ)eˆ2),
∥∥∥∆u∥∥∥ = O(). The average residual over the 56 points used is plotted
against . The order of the model is colored in different shades of green. Three black line
segments are drawn from 1×10−3 to 1×10−2 to show expected quadratic, cubic, and quartic
relationships for the linear, quadratic, and cubic models, respectively.
Figure 5-21 shows the average residuals for fˆ (n)T,{2,3} for n = 1, 2, 3, and 4 made with
56 projections, which is quadruple the number needed to make the matrix M of the fourth-
order model full-rank. The average residuals for the model made with 56 projections are
nearly the same as those for the model made with 28 projections (Figure 5-20).
Figure 5-22 shows the errors of fˆ (n)T,{2,3} for n = 1, 2, 3, 4 made using 14 states. The
models were tested using random perturbations ∆u = arv2 + aiv3 = (cos(θ)eˆ1 + sin(θ)eˆ2),∥∥∥∆u∥∥∥ = O() for 1 × 10−6 <  < 1 × 10−2. The errors are plotted as circles in four
different shades of green, one for each order n, and the linear model fˆ (1)
Λ,{2,3} is shaded in
olive green stars for comparison. The relationship between the errors of fˆ (n)T,{2,3} made with
14 projections and  shown in this figure is similar to the relationship between the errors of
fˆ (n)T,{1} made with 4 states and  shown in Figure 5-17. For a given  ≤ 1 × 10−4, the errors
of the models increase by less than half a decade with an increase in the order n, and for a
given  ≥ 1 × 10−3, the errors of the models steadily decrease with an increase in the order
n. The decrease at  = 1×10−3 is from about 1×10−5 to about 1×10−8, and at  = 1×10−2
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Figure 5-22: Error of fˆ (n)T,{2,3} vs.  using 14 states For  ∈ [1×10−7, 1×10−2], the models
fˆ (n)T,{2,3} for n = 1, 2, 3, and 4, each created using 14 perturbations, were tested on random
perturbations and their errors plotted against . The perturbations are ∆u = arv2 + aiv3 =
(cos(θ)eˆ1 + sin(θ)eˆ2),
∥∥∥∆u∥∥∥ = O(). The errors for the least-squares models are colored in
green circles (the order specified by four shades of green), and the error of fˆ (1)
Λ,{2,3} is plotted
in olive stars for comparison.
from about 1 × 10−2 to about 1 × 10−4 for n increasing from 1 to 4. Essentially, adding
higher order terms to the least-squares model (a change from n = 1 to n = 2, 3, 4) makes
the model worse for  ≤ 5 × 10−4, while doing so for  > 5 × 10−4 makes the model better.
Figure 5-23 shows the errors for fˆ (n)T,{2,3} for n = 1, 2, 3, and 4, made using 28 states,
which is double the number needed to make the matrix M of the fourth-order model full-
rank. Compared to the errors for fˆ (n)T,{2,3} made with 14 states, shown in Figure 5-22, the
errors for fˆ (n)T,{2,3} made with 28 states are similar for  > 1 × 10−4. For  ≤ 1 × 10−4, the
errors for the model made with 28 states are different from those for the model made with
14 states in the sense that the errors fall between 1 × 10−6 and 1 × 10−8, and for a given
 they do not increase with increasing order n. These observations are reasonable as the
higher-order derivative terms in the fourth-order model are expected to be more accurate as
more states are used to make the model.
Figure 5-24 shows the errors for fˆ (n)T,{2,3} for n = 1, 2, 3, and 4, made using 56 states,
which is quadruple the number needed to make the matrix M of the fourth-order model
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Figure 5-23: Error of fˆ (n)T,{2,3} vs.  using 28 states For  ∈ [1×10−7, 1×10−2], the models
fˆ (n)T,{2,3} for n = 1, 2, 3, and 4, each created using 28 perturbations, were tested on random
perturbations and their errors plotted against . The perturbations are ∆u = arv2 + aiv3 =
(cos(θ)eˆ1 + sin(θ)eˆ2),
∥∥∥∆u∥∥∥ = O(). The errors for the least-squares models are colored in
green circles (the order specified by four shades of green), and the error of fˆ (1)
Λ,{2,3} is plotted
in olive stars for comparison.
full-rank. The results in this figure are very similar to those shown in Figure 5-23 for the
relationship between the errors of fˆ (n)T,{2,3} made with 28 states and .
In summary, the average residuals of fˆ (n)T,{2,3} for n = 1, 2, 3, and 4 made with 14, 28, and
56 projections of order  and their relationships with  validated the construction of those
models. As the matrix M of fˆ (4)T,{2,3} made with 14 projections was full-rank, its average
residuals were significantly lower than those of the other models whose matrices were over-
determined. The three plots of the errors for these models against  suggested a few things.
First, we considered the comparison of the errors at  = 1 × 10−5 of the model made with
14 states, and with 28 or 56 states. With 14 states, the errors increase with increasing order;
otherwise, the errors are relatively low, below 1 × 10−6, and there is no pattern with . The
results suggest that the dynamics in the neighborhood of the periodic orbit for perturbations
in the span of v2 and v3, behave linearly for  < 5× 10−4, and nonlinearly for  ≥ 5× 10−4.
Second, we considered the comparison of the errors for fˆ (n)T,{2,3} made with 28 projections
and with 56 projections. The results are very similar. Along with the fact that the errors
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Figure 5-24: Error of fˆ (n)T,{2,3} vs.  using 56 states For  ∈ [1×10−7, 1×10−2], the models
fˆ (n)T,{2,3} for n = 1, 2, 3, and 4, each created using 56 perturbations, were tested on random
perturbations and their errors plotted against . The perturbations are ∆u = arv2 + aiv3 =
(cos(θ)eˆ1 + sin(θ)eˆ2),
∥∥∥∆u∥∥∥ = O(). The errors for the least-squares models are colored in
green circles (the order specified by four shades of green), and the error of fˆ (1)
Λ,{2,3} is plotted
in olive stars for comparison.
of fˆ (n)T,{2,3} made with 14 states are worse than those of fˆ
(n)
T,{2,3} made with 28 states for the
lower values of , the overall conclusion is that the model fˆ (n)T,{2,3} should be made with at
least 28 projections.
fˆ (n)T,{k≤3} for n = 1, 2, 3, and 4: Figures 5-25, 5-26, and 5-27 show the average residuals
plotted against  of fˆ (n)T,{k≤3} for n = 1, 2, 3, and 4 made with 34, 68, and 102 projections,
respectively. The fˆ (n)T,{k≤3} applies to projections in a 3-dimensional eigenspace spanned by
v1, v2, and v3; the matrix M of the fourth-order model has 34 columns, meaning 34 projec-
tions make M full-rank, and 68 and 102 projections make M over-determined. Similar to
the results in Figures 5-19, 5-20, and 5-21, the average residuals of fˆ (n)T,{k≤3} for n = 1, 2, 3,
and 4 shown in the three figures are at reasonable levels and have reasonable relationships
with .
Figure 5-25 shows the average residuals for the model made with 34 projections. The
results in this figure are very similar to those for fˆ (n)T,{k≤3} for n = 1, 2, 3, and 4 made with
14 states (Figure 5-19). The first-, second-, third- order models have minimum average
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Figure 5-25: Average residual of best-fit model fˆ (n)T,{k≤3} vs. , using 34 grid points For
 = 1 × 10−5, 1 × 10−4, 1 × 10−3, and 1 × 10−2, the models fˆ (n)T,{k≤3} for n = 1, 2, 3, and 4




{eˆi} = span {vk} for k ≤ k ≤ 3, and
∥∥∥∆u∥∥∥ ≈ . The average residual over the 34 points used
is plotted against . The order of the model is colored in different shades of green. Three
black line segments are drawn from 1× 10−3 to 1× 10−2 to show expected quadratic, cubic,
and quartic relationships for the linear, quadratic, and cubic models, respectively.
residuals between 1 × 10−6 and 1 × 10−8 at  = 1 × 10−5 and 1 × 10−4. At  = 1 × 10−3, the
average residuals of the first- and second- order models start to increase. From  = 1×10−3
to 1 × 10−4, the average residuals for the first-, second- and third- order models increase by
two, three, and about four decades. This is evident by the fact that the increases compare
fairly well with the black lines. The fourth-order model has average residuals increase from
1 × 10−20 to 1 × 10−16 with the increase in  from 1 × 10−5 to 1 × 10−2. The significantly
lower average residuals for the fourth-order model, compared with the lower-order models
is explained by the fact that the matrix M of the fourth-order model is full-rank while the
matrix M of the lower order models are over-determined.
Figure 5-26 shows the average residuals for fˆ (n)T,{k≤3} for n = 1, 2, 3, and 4 made with 68
projections, which is double the number needed to make the matrix M of the fourth-order
model full-rank. The results are very similar to those in Figure 5-25 for the model made
with 34 states. The major difference is that the average residuals of the fourth-order model
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Figure 5-26: Average residual of best-fit model fˆ (n)T,{k≤3} vs. , using 68 grid points For
 = 1 × 10−5, 1 × 10−4, 1 × 10−3, and 1 × 10−2, the models fˆ (n)T,{k≤3} for n = 1, 2, 3, and 4




{eˆi} = span {vk} for k ≤ 3, and
∥∥∥∆u∥∥∥ ≈ . The average residual over the 68 points used
is plotted against . The order of the model is colored in different shades of green. Three
black line segments are drawn from 1× 10−3 to 1× 10−2 to show expected quadratic, cubic,
and quartic relationships for the linear, quadratic, and cubic models, respectively.
made with 68 states are similar to the average residuals of the third-order model made with
68 states; the average residuals are significantly higher than those of the fourth-order model
made with 34 states (Figure 5-19). The observation is reasonable as the fourth-order model
made with 68 states is over-determined, while the one made with 34 states is full-rank.
Figure 5-27 shows the average residuals for fˆ (n)T,{k≤3} for n = 1, 2, 3, and 4 made with
102 projections, which is triple the number needed to make the matrix M of the fourth-order
model full-rank. The average residuals for the model made with 102 projections are nearly
the same as those for the model made with 68 projections (Figure 5-26).
108
Figure 5-27: Average residual of best-fit model fˆ (n)T,{k≤3} vs. , using 102 grid points For
 = 1 × 10−5, 1 × 10−4, 1 × 10−3, and 1 × 10−2, the models fˆ (n)T,{k≤3} for n = 1, 2, 3, and




span {eˆi} = span {vk} for k ≤ 3, and
∥∥∥∆u∥∥∥ ≈ . The average residual over the 102 points
used is plotted against . The order of the model is colored in different shades of green.
Three black line segments are drawn from 1× 10−3 to 1× 10−2 to show expected quadratic,
cubic, and quartic relationships for the linear, quadratic, and cubic models, respectively.
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Figure 5-28 shows the errors of fˆ (n)T,{k≤3} for n = 1, 2, 3, 4 made using 34 states. The
models were tested using random perturbations ∆u =
3∑
i=1
cieˆi, where span {eˆi} = span {vk}
for k ≤ 3, and∥∥∥∆u∥∥∥ ≈  for 1×10−5 <  < 1×10−2. The errors are plotted as circles in four
different shades of green, one for each order n, and the linear model fˆ (1)
Λ,{k≤3} is shaded in
olive green stars for comparison. Overall, the errors of the models increase with increasing
. At  = 1 × 10−5, the first-order model errors are just below 1 × 10−6, the second- and
third- order models are mostly less than that, falling between 1× 10−6 and 1× 10−8, and the
fourth- order model errors are highest, either around 1 × 10−6 or just below 1 × 10−4. With
increasing , the higher order models have lower errors than the first-order model, but the
relationship between error and order is not clear. At  = 1 × 10−2, the second-, third-, and
fourth-order models have errors between 1× 10−2 and 1× 10−3, just below the values of the
error for the first-order model, which are about 1 × 10−2. These observations suggest that
the performance of the fourth-order models could be improved by building the models with
more states. That is, more states are needed to improve the accuracy of the fourth-order
derivative terms.
Figure 5-29 shows the errors for fˆ (n)T,{k≤3} for n = 1, 2, 3, and 4, each made using 68
states, which is twice the number needed to make the matrix M of the fourth-order model
full-rank. Unlike the errors of fˆ (n)T,{k≤3} made with 34 states ( Figure 5-28), the errors of
fˆ (n)T,{k≤3} made with 68 states for a given  ≥ 1×10−3 decrease systematically with increasing
order n. Additionally, the errors at  = 1 × 10−5 and 1 × 10−4 for all four orders are all
between 1 × 10−5 and 1 × 10−8 and there is no systematic pattern there between error and
order like there is for the errors of fˆ (n)T,{k≤3} made with 34 states. Though, the errors of
the first-order models are higher than those of the higher-order models. In other words,
the higher-order derivatives estimated by the higher-order models do improve the model,
suggesting that the local dynamics  away from P31.81 in the span of v1, v2, and v3 are not
entirely linear.
Figure 5-30 shows the errors for fˆ (n)T,{k≤3} for n = 1, 2, 3, and 4, each made using 102
states, which is triple the number needed to make the matrix M of the fourth-order model
full-rank. The results in this figure are very similar to the results in Figure 5-29, showing
110
Figure 5-28: Error of fˆ (n)T,{k≤3} vs.  using 34 states For  ∈ [1×10−7, 1×10−2], the models
fˆ (n)T,{k≤3} for n = 1, 2, 3, and 4, each created using 34 perturbations, were tested on random




span {eˆi} = span {vk} for k ≤ 3, and
∥∥∥∆u∥∥∥ ≈ . The errors for the least-squares models
are colored in green circles (the order specified by four shades of green), and the error of
fˆ (1)
Λ,{k≤3} is plotted in olive stars for comparison.
the relationship between the errors of fˆ (n)T,{k≤3} made with 68 states and . This indicates
that adding more than double the number needed to make the matrix M of the fourth-order
model full-rank does not improve the model.
In summary, the results for the average residuals and errors of fˆ (n)T,{k≤3} for n = 1, 2, 3,
and 4 made with 34, 68, and 102 projections were very similar to those for the average
residuals and errors of fˆ (n)T,{2,3} for n = 1, 2, 3, and 4 made with 14, 28, and 56 projections.
Several items were noted. Firstly, fˆ (n)T,{k≤3} made with 34 states had a full-rank matrix,
compared to fˆ (n)T,{k≤3} made with 68 and 102 projections, and this feature corresponded to
three observations: 1) that the average residuals of the model made with 34 states were
significantly lower than those of the models made with more states, 2) that at  = 1 × 10−5,
the errors of the fourth-order model made with 34 states were notably higher than their
lower-order counterparts (made with 34 states), and 3) that for  ≥ 1 × 10−3, the errors
for the models made with more than 34 states systematically decreased with an increase in
order n for a given . These results indicate that an over-determined model is better than
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Figure 5-29: Error of fˆ (n)T,{k≤3} vs.  using 68 states For  ∈ [1×10−7, 1×10−2], the models
fˆ (n)T,{k≤3} for n = 1, 2, 3, and 4, each created using 68 perturbations, were tested on random




span {eˆi} = span {vk} for k ≤ 3, and
∥∥∥∆u∥∥∥ ≈ . The errors for the least-squares models
are colored in green circles (the order specified by four shades of green), and the error of
fˆ (1)
Λ,{k≤3} is plotted in olive stars for comparison.
a full-rank one and that is to be expected because there are more projections in the over-
determined system to perform a better least-squares fit of the derivatives. Secondly, the 2nd,
3rd, and 4th order models made with 102 states have lower-valued errors than the first-order
model at  = 1 × 10−5, suggesting that in the span of the three unstable eigenfunctions for
that distance from u∗ the local dynamics are nonlinear. Thirdly, the results for the model
made with 68 projections are very similar to those of the model made with 102 projections,
indicating that adding more than double the number of projections needed to make the
fourth-order model full-rank will not improve the model. In conclusion, the results suggest
that the building fˆ (n)T,{k≤3} with 68 states is the optimal parametrization for the model.




T,{2,3} for n = 1, 2, 3, and
4 were made as initial steps, meant for validation of our methods. Ultimately, we at least
aspired to build fˆ (n)T,{k≤3} for n = 1, 2, 3, and 4, the model for projections into the span of the
three unstable eigenfunctions of f(u) at u∗. Figure 5-29 shows the errors plotted against
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Figure 5-30: Error of fˆ (n)T,{k≤3} vs.  using 102 states For  ∈ [1 × 10−7, 1 × 10−2], the
models fˆ (n)T,{k≤3} for n = 1, 2, 3, and 4, each created using 102 perturbations, were tested on




where span {eˆi} = span {vk} for k ≤ 3, and
∥∥∥∆u∥∥∥ ≈ . The errors for the least-squares models
are colored in green circles (the order specified by four shades of green), and the error of
fˆ (1)
Λ,{k≤3} is plotted in olive stars for comparison.
 for fˆ (n)T,{k≤3} for n = 1, 2, 3, and 4 and these results provide an assessment of the model
performance. In general, the errors for given n-th order model increase with increasing .
At  = 1 × 10−5, the nonlinear models have slightly lower errors than the linear model,
falling between 1× 10−6 and 1× 10−8. At  = 1× 10−2, the errors decrease with increasing
order, making the best model fˆ (4)T,{k≤3}. The errors for fˆ
(4)
T,{k≤3} made with 68 projections are
between 1 × 10−3 and 1 × 10−4.
5.3.3 fˆ (n)C1,{kI ,...,kE } and fˆ
(n)
C2,{kI ,...,kE }, n-th order m-dimensional Chebyshev series
models via polynomial interpolation
Methods
fˆ (n)C1,{kI ,...,kE } and fˆ
(n)
C2,{kI ,...,kE } are n-th order m-dimensional Chebyshev series models
built via polynomial interpolation for projections of perturbations about u∗ in the span of
{vkI , . . . ,vkE }. The subscript C1 of the model fˆ (n)C1,{kI ,...,kE } stands for the fact that the model
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is an element of
∏3
n, the space of polynomials of total degree at most n in 3 real variables.
The subscript C2 of the model fˆ
(n)
C2,{kI ,...,kE } stands for the fact that the model is an element
of
∏⊗3
n , the 3rd-order tensor product of
∏1
n.
For P31.81, we set up three different models:
a. fˆ (n)C2,{2,3}, for projections in the span of {v2,v3}, using a 2-dimensional Chebyshev
polynomial interpolation over points on a Lissajous curve embedded in that span.
b. fˆ (n)C1,{k≤3}, for projections in the span of {vk} where k ≤ 3, using a 1-dimensional
Chebyshev polynomial interpolation over points on a Lissajous curve embedded in
that span.
c. fˆ (n)C2,{k≤3}, for projections in the span of {vk} where k ≤ 3, using a 1-dimensional
Chebyshev polynomial interpolation over points on a Lissajous curve embedded in
that span.
Lissajous curves are graphs of a system of parametric equations describing complex
harmonic motion. The system has the following form:
x = a cos(kxt) (5.28)
y = b sin(kyt), (5.29)
where kx and ky are constants describing the frequencies of the harmonic motion. Bos
et al. (2016) and Bos et al. (2015) show that points on Lissajous curves form optimal sets
for multivariate Chebyshev polynomial interpolation of functions. The methods for each
model is explained below.
Polynomial approximation on Lissajous curves in the square domain [−1, 1] × [−1, 1]
fˆ (n)C2,{2,3} is the prototype for estimating the f -mapping of two-dimensional projections of
perturbations about u∗, formed using Chebyshev polynomial interpolation. Essentially,
the model comprises two n-th order approximations of Chebyshev polynomial expansions,
one for each of the two dimensions spanned by the projections. More precisely, the first










Figure 5-31: The Padua points: the intersection of a Lissajous curve with itself The
plot shows the set of 45 Padua points for the Chebyshev interpolant of polynomials of total
degree 8 for a 2-D square domain with unit area 1 ((x, y) for x, y ∈ [−1, 1]). The Padua
points are the points of intersection of a certain Lissajous curve with itself. The plot is part
of an example (the Chebfun developers, 2014).
e1 and e2 form an orthonormal basis that spans {v2,v3}. Note that these approximations
are analogous to the entries in the right-hand side vector b in (5.26) from the Taylor Series
model (Section 5.3.2).
The Chebyshev coefficients in the two approximations are constructed by bivariate
Chebyshev interpolation of points on a Lissajous curve embedded in the 2-dimensional
domain [−1, 1] × [−1, 1]. These points, shown on Figure 5-31, are known as the Padua
points (Caliari et al., 2005). They are the first known example of a unisolvent point set
over bivariate polynomials which have a provable minimal growth in Lebesgue constant
of O(log2n) (Caliari et al., 2005). There are two ways to explain the Padua points. First,
the Padua points can be characterized as the intersection of a specific Lissajous curve with
itself (Caliari et al., 2005) and the boundary of [−1, 1] × [−1, 1]. Second, the Padua points
comprise every other point from an (n + 1) × (n + 2) tensor product Chebyshev grid.
Upon obtaining the Padua points, we scaled them so that they were in the domain
[−, ] × [−, ] for some , and expanded them in the orthonormal basis {e1, e2}, which
spans {v2,v3}. Then, we evaluated the f -mapping of these points, and rescaled them so that
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they were in the square domain [−1, 1] × [−1, 1]. Finally, we computed a two-dimensional
polynomial interpolation on the rescaled points to calculate the coefficients of a truncated
two-dimensional Chebyshev Series expansion. To compare the resulting approximations
with their f -mappings, we scaled them once more to fit in the domain [−, ] × [−, ].
Polynomial approximation on Lissajous curves in the m-cube for m > 2 The models
fˆ (n)C1,{k≤3} and fˆ
(n)
C2,{k≤3} were based on Bos et al. (2016) and Bos et al. (2015), which describe
polynomial approximation on Lissajous curves in the 3-cube and generic m-cube, respec-
tively. Note, an m-cube is the domain [−1, 1]m. Essentially, Bos et al. (2016) and Bos et al.
(2015) are an extension of the work on Padua points for bivariate polynomial interpolation,
which was used to construct fˆ (n)C2,{2,3}.
Typically, multivariate Chebyshev polynomial approximation over an m-cube would be
calculated as the tensor product of m 1-dimensional Discrete Chebyshev Transforms, in
which each transform is an interpolation over the Chebyshev points in one dimension. In
lieu of using the tensor product, Bos et al. (2016) and Bos et al. (2015) used a single 1-
dimensional Discrete Chebyshev Transform to interpolate over points on a Lissajous curve
that is embedded in the m-cube. The transform is possible because the Lissajous curve along
its length is 1-dimensional, and it forms an underlying Chebyshev lattice in the m-cube
that is a “Weakly Admissible Mesh” for total-degree polynomials (C1) (Bos et al., 2016).
Moreover, there exists from the lattice an optimal set of points (of Fekete and Leja type) for
polynomial interpolation in the m-cube (Bos et al., 2016). Basically, the coefficients of the
Chebyshev polynomial approximation along the curve can be transformed into coefficients
for a Chebyshev polynomial approximation over the cube [−1, 1]m.
fˆ (n)C1,{k≤3} The model fˆ
(n)
C1,{k≤3} is based on the framework provided in Bos et al. (2016).
The polynomial approximations of this model type (C1) are total-degree polynomials; they
are elements of
∏3
n, the space of polynomials of total degree at most n in 3 real variables.
The Lissajous curves have the following form: for a = (aq, bq, cq) an integer triple and
n = 2q, la(t) ≡ (cos(aqt), cos(bqt), cos(cqt)). The points on a Lissajous curve form a 3-
dimensional rank-1 Chebyshev lattice in the terminology of Cools and Poppe (2011). Figure
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Figure 5-32: A 3-dimensional rank-1 Chebyshev lattice and points on the Lissajous
curve This is Figure 2 of Bos et al. (2016). The lattice is drawn in unfilled blue circles.
The Lissajous curve is drawn in blue. The red points are the extracted Approximate Fekete
points, which Bos et al. (2016) claimed are the optimal set of points over which to interpo-
late.
5-32 shows an example of a 3-dimensional Lissajous curve formed for polynomial degree
n = 5.
Interpolation over points on a Lissajous curve requires that the curve has the following









for all polynomials p(x) ∈ ∏32q, the space of trivariate polynomials of degree at most 2q.






Bos et al. (2016) provide values for a that minimize max
p∈V deg(la(t)). In other words, the




2q, the optimal triple integer a is the following:
(aq, bq, cq) =

( 34 q
2 + 12 q,
3
4 q
2 + q, 34 q
2 + 32 q + 1), q even
( 34 q
2 + 14 ,
3
4 q
2 + 32 q − 14 , 34 q2 + 32 q + 34 ), q odd
(5.31)
For p ∈ P32q, laq(t) a Lissajous curve parametrized with a above (5.31), and ν = qcq, the








ws = pi2ωs , s = 0, . . . , µ, (5.33)
µ = ν + 1 , ts =
spi
µ
, s = 0, . . . , µ, (5.34)






, s = 1, . . . , µ − 1. (5.35)
The procedure used to calculate the interpolation coefficients for fˆ (n)C1,{k≤3} is provided
in the Appendix (Section 7.1.5).
fˆ (n)C2,{k≤3} The model fˆ
(n)
C2,{k≤3} is based on the work of Bos et al. (2015), which focuses
on multivariate polynomials in
∏⊗d
n , the d order tensor product of
∏1
n. Note that unlike
the work of Bos et al. (2016), the work in Bos et al. (2015) can be applied to a generic
domain [−1, 1]d for some d not necessarily 3. The Lissajous curves are defined as follows:
for a ∈ Zd
>0, la(t) ≡ (cos(a1t), cos(a2t), . . . , cos(adt)).
For V =
∏⊗d
2q , the optimal tuple a for Chebyshev interpolation is the following:
g = (1, (2q + 1), (2q + 1)2, . . . , (2q + 1)d−1). (5.36)
The interpolation has the same quadrature property as shown in (5.30) with the dimen-
sion 3 replaced with some integer d. The procedure to calculate the interpolation coeffi-
cients for fˆ (n)C2,{k≤3} are provided in the Appendix (Section 7.1.5).
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Results
Initial step: building fˆ (8)C2,{2,3} We built three Chebyshev polynomial models; we used a
two-dimensional interpolation for fˆ (8)C2,{2,3} and a one-dimensional interpolation for fˆ
(n)
C1,{k≤3}
and fˆ (n)C2,{k≤3} for a range of values of n. More details about the numerical methods are
provided in the Appendix (Section 7.1.4). Although fˆ (8)C2,{2,3} was made with a different
method from fˆ (n)C1,{k≤3} and fˆ
(n)
C2,{k≤3}, we constructed it as a first step before moving on to
the models for projections that span the three unstable eigenfunctions of f(u) at u∗.
The polynomial approximations fˆ (8)C2,{2,3} for  = 3×10−4, 3×10−3, 1×10−2, and 3×10−2
are presented in Figures 5-33 - 5-36, one figure for each value of . There are two panels for
each figure: the left one represents the coordinates for the approximation of (f (u)−u∗, eˆ1),
and the right one represents the coordinates of the approximation of (f (u)−u∗, eˆ2), both in
the basis {eˆ1, eˆ2} and centered at u∗. Recall that eˆ1 and eˆ2 form an orthonormal basis that
spans v2 and v3. The panels are centered at u∗ and the axes scaled to the square domain
[−1, 1]2. In each panel, the function evaluation is shown in color and the 45 padua points
are also plotted in black dots. Recall that a given projection is defined as u = u∗ + ∆u for
∆u = arv2 + aiv3 = (cos(θ)eˆ1 + sin(θ)eˆ2) where
∥∥∥∆u∥∥∥ ≈ ).
These figures show that the function evaluations fˆ (8)C2,{2,3} for the four values of  are of
reasonable levels, comparable to those of fˆ (n)T,{2,3} for n = 1, 2, 3 and 4. For  = 3×10−4 and
3 × 10−3, fˆ (8)C2,{2,3} is linear over the square domain, and that is evident from the constant
color gradient in Figures 5-33 and 5-34. That is not the case for  = 1 × 10−2 and 3 × 10−2,
as shown in Figures 5-35 and 5-36 where the contours of the color changes are curved.
Figure 5-37 shows the errors of fˆ (8)C2,{2,3} made using the 45 padua points. The model
was tested using random perturbations ∆u = arv2 +aiv3 = (cos(θ)eˆ1 +sin(θ)eˆ2),
∥∥∥∆u∥∥∥ ≈ 
for 1 × 10−4 <  < 5 × 10−2. The errors are presented in blue triangles. For comparison,
we used the same perturbations to test the corresponding fourth-order least-squares model
fˆ (4)T,{2,3} made with the 45 padua points used to build fˆ
(8)
C1,{2,3}; the errors for these estimates
are presented as green circles. For 1 × 10−4 ≤  ≤ 5 × 10−2, the errors for fˆ (8)C1,{2,3} are at
least 2 orders of magnitude smaller than those for fˆ (4)T,{2,3}. For perturbations ∆u such that∥∥∥∆u∥∥∥ ≈ 1×10−2, the errors for fˆ (8)C1,{2,3} are around 1×10−3, roughly one order of magnitude
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Figure 5-33: fˆ (8)C2,{2,3} for  = 3 × 10−4 The polynomial approximation fˆ
(8)
C2,{2,3} for  =
3 × 10−4 is plotted in color with the 45 Padua points (black dots) used to make the model.
Each of the two panels is centered at u∗ and the axes scaled to the square domain [−1, 1]2.
The perturbations for this model are ∆u = arv2 + aiv3 = (cos(θ)eˆ1 + sin(θ)eˆ2),
∥∥∥∆u∥∥∥ ≈
3×10−4. eˆ1 and eˆ2 form an orthonormal basis that spans v2 and v3. The left panel shows the
approximation of (f (u) − u∗, eˆ1), and the right panel shows the approximation of (f (u) −
u∗, eˆ2).
Figure 5-34: fˆ (8)C2,{2,3} for  = 3 × 10−3 The polynomial approximation fˆ
(8)
C2,{2,3} for  =
3 × 10−3 is plotted in color with the 45 Padua points (black dots) used to make the model.
Each of the two panels is centered at u∗ and the axes scaled to the square domain [−1, 1]2.
The perturbations for this model are ∆u = arv2 + aiv3 = (cos(θ)eˆ1 + sin(θ)eˆ2),
∥∥∥∆u∥∥∥ ≈
3×10−3. eˆ1 and eˆ2 form an orthonormal basis that spans v2 and v3. The left panel shows the
approximation of (f (u) − u∗, eˆ1), and the right panel shows the approximation of (f (u) −
u∗, eˆ2).
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Figure 5-35: fˆ (8)C2,{2,3} for  = 1 × 10−2 The polynomial approximation fˆ
(8)
C2,{2,3} for  =
1 × 10−2 is plotted in color with the 45 Padua points (black dots) used to make the model.
Each of the two panels is centered at u∗ and the axes scaled to the square domain [−1, 1]2.
The perturbations for this model are ∆u = arv2 + aiv3 = (cos(θ)eˆ1 + sin(θ)eˆ2),
∥∥∥∆u∥∥∥ ≈
1×10−2. eˆ1 and eˆ2 form an orthonormal basis that spans v2 and v3. The left panel shows the
approximation of (f (u) − u∗, eˆ1), and the right panel shows the approximation of (f (u) −
u∗, eˆ2).
Figure 5-36: fˆ (8)C2,{2,3} for  = 3 × 10−2 The polynomial approximation fˆ
(8)
C2,{2,3} for  =
3 × 10−2 is plotted in color with the 45 Padua points (black dots) used to make the model.
Each of the two panels is centered at u∗ and the axes scaled to the square domain [−1, 1]2.
The perturbations for this model are ∆u = arv2 + aiv3 = (cos(θ)eˆ1 + sin(θ)eˆ2),
∥∥∥∆u∥∥∥ ≈
3×10−2. eˆ1 and eˆ2 form an orthonormal basis that spans v2 and v3. The left panel shows the
approximation of (f (u) − u∗, eˆ1), and the right panel shows the approximation of (f (u) −
u∗, eˆ2).
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Figure 5-37: Error of fˆ (8)C2,{2,3} vs. , made with 45 grid points For  ∈ [1×10−5, 5×10−2],
the models fˆ (8)C1,{2,3}, each made with 45 padua points, were tested on random perturbations
and their errors plotted in blue triangles against . The perturbations are ∆u = arv2 +aiv3 =
(cos(θ)eˆ1 + sin(θ)eˆ2),
∥∥∥∆u∥∥∥ ≈ . The errors of fˆ (4)T,{2,3} made with the same 45 padua points
are plotted in green circles for comparison.
smaller than those for fˆ (4)T,{2,3}. These results match expectations: the eighth order model
does significantly better than the the fourth-order model.
In summary, the results for fˆ (8)C2,{2,3} were reasonable in the sense that the errors in-
creased with increasing  and were at similar levels to those of the Taylor Series models
(Figure 5-37). Moreover, we were able to make an eight-order Chebyshev model with
fewer projections than the number needed to make the fourth-order Taylor Series model (45
as opposed to 68).
Construction validation: the average residuals of fˆ (n)C1,{k≤3} and fˆ
(n)
C2,{k≤3} with respect
to  Figure 5-38 shows the average residuals for the interpolation model fˆ (n)C1,{k≤3} made
with N states versus . The models were built for  = 1 × 10−4, 1 × 10−3, and 1 × 10−2 and
parametrized by order n, which determines the number of states N. The average residuals
for each parametrization (n, paired with N) are colored in blue dots, with the shade of blue
getting darker with increasing order. This plot shows that the interpolation model is more
accurate as the order is increased. For  = 1 × 10−2, the average residual for fˆ (14)C1,{k≤3} is
122
Figure 5-38: Average residual of interpolation model fˆ (n)C1,{k≤3} vs. , using N grid points
For  = 1 × 10−4, 1 × 10−3, and 1 × 10−2, the models fˆ (n)T,{k≤3} for n = 2 − 8, 10 and




cieˆi, where span {eˆi} = span {vk} for k ≤ k ≤ 3, and
∥∥∥∆u∥∥∥ ≈ . The average residual
over the N points used is plotted against  in blue circles, with the shade of blue darkening
with increasing order n. C1 stands for the fact that these polynomial approximations are
elements of
∏3
2n, the space of polynomials of total degree 2n.
around 3× 10−6, which is several orders of magnitude smaller than the average residual for
fˆ (4)T,{k≤3} made with 68 states at  = 1 × 10−2 shown in Figure 5-26.
Figure 5-39 shows the average residuals for the interpolation model fˆ (n)C2,{k≤3} made with
N states versus . Just like for fˆ (n)C1,{k≤3}, the models were built for  = 1 × 10−4, 1 × 10−3,
and 1 × 10−2 and parametrized by order n, which determines the number of states N. The
average residuals for each parametrization (n, paired with N) are colored in red dots, with
the shade of red getting darker with increasing order. This plot shows that the interpolation
model is more accurate as the order is increased, and the increase occurs in pairs (e.g., n = 2
and 3 have similar average residuals relative to n = 4 and 6). For  = 1 × 10−2, the average
residual for fˆ (10)C1,{k≤3} is around 3 × 10−6, which is several orders of magnitude smaller than
the average residual for fˆ (4)T,{k≤3} made with 68 states at  = 1 × 10−2 shown in Figure 5-26.
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Figure 5-39: Average residual of interpolation model fˆ (n)C2,{k≤3} vs. , using N grid points
For  = 1 × 10−4, 1 × 10−3, and 1 × 10−2, the models fˆ (n)T,{k≤3} for n = 2 − 8, 10 and




cieˆi, where span {eˆi} = span {vk} for k ≤ k ≤ 3, and
∥∥∥∆u∥∥∥ ≈ . The average residual
over the N points used is plotted against  in blue circles, with the shade of blue darkening
with increasing order n. C2 stands for the fact that these polynomial approximations are
elements of
∏3
2n, the space of polynomials of total degree 2n.
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In summary, we plotted the average residuals of the fˆ (n)C1,{k≤3} and fˆ
(n)
C2,{k≤3} against 
as a way to validate the construction of those models. The averages were calculated over
the number of projections N used to make a given model of n-th order. Unlike the case for
the Taylor Series models, the order n of fˆ (n)C2,{k≤3} and fˆ
(n)
C1,{k≤3} determined the number of
projections N needed to make a given model. As expected, the average residuals of these
models were at reasonable levels, and comparable to those calculated for the Taylor Series
models. For a given order n, the increases in the average residuals of the interpolation
models with the increase in  from 1 × 10−3 to 1 × 10−2 were increases by an amount
between n and n + 1 orders of magnitude. For a given , the average residuals decreased
by about half a decade with increasing order n. For fˆ (n)C2,{k≤3}, the patterns occurred in pairs
of the order n. That is, for a given , the average residuals decrease by three-quarters of a
decade for an increase in two in the order n. The decrease in pairs of order n is in fact to be
expected for this model, as described in Bos et al. (2015).
Model Performance: errors of fˆ (n)C1,{k≤3} and fˆ
(n)
C2,{k≤3} with respect to  Figure 5-40
shows the errors of fˆ (n)C1,{k≤3} for n = 2 − 8, 10, and 14, each made with N states, with




{eˆi} = span {vk} for k ≤ 3, and
∥∥∥∆u∥∥∥ ≈  for 1× 10−5 <  < 1× 10−2. The errors are colored
in blue dots, with the shade of blue getting darker with increasing order (n) of the model.
This figure gives proof that the interpolation models provide fairly accurate estimates for
f(u) − u∗, given that the perturbations span {v} for k ≤ 3. At  = 1 × 10−2, the errors
for fˆ (14)C1,{k≤3} are on the order of 1 × 10−6. Compared to the errors of fˆ
(4)
T,{k≤3} made with 68
states (Figure 5-29), the errors for fˆ (4)C1,{k≤3} are roughly the same size.
Figure 5-41 shows the errors of fˆ (n)C2,{k≤3} for n = 2−8, and 10, each made with N states,




span {eˆi} = span {vk} for k ≤ 3, and
∥∥∥∆u∥∥∥ ≈  for 1 × 10−5 <  < 1 × 10−2. The errors
are colored in red dots, with the shade of red getting darker with increasing order (n) of the
model. This figure gives proof that the interpolation models in
∏⊗3
2n provide fairly accurate
estimates for f(u)− u∗, given that the perturbations span {v} for k ≤ 3. At  = 1 × 10−2,




Figure 5-40: Error of fˆ (n)C1,{k≤3} vs.  using N grid points For  ∈ [1 × 10−5, 5 × 10−2],
the models fˆ (n)C1,{k≤3} for n = 2 − 7, 8, 10, and 14, each created using a different number
of perturbations (N), were tested on random perturbations and their errors plotted against
. The perturbations are ∆u =
3∑
i=1
cieˆi, where span {eˆi} = span {vk} for k ≤ k ≤ 3, and∥∥∥∆u∥∥∥ ≈ . The errors are plotted in blue circles with the shade of blue getting darker with
increasing order n. Note that the order n determines the number of perturbations N used to
build the model. C1 stands for the fact that these polynomial approximations are elements
of
∏3
2n, the space of polynomials of total degree 2n.
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with 68 states (Figure 5-29), errors for fˆ (4)C2,{k≤3} are roughly the same size, similar to the
results of fˆ (n)C1,{k≤3}.
With the interpolation method, higher order models are more easily built, and the higher
order models do provide significantly better accuracy. In general, the errors of fˆ (n)C1,{k≤3} and
fˆ (n)C2,{k≤3} behaved similarly to the average residuals as we increase  by decades. The n-th
order model appears to be roughly n- th order accurate, with the exception of the higher-
order models tested (n ≥ 6). These higher order models are less than n-th order accurate
because there is a minimum error for all orders at around 1 × 10−9.
For  = 1×10−2, the errors of fˆ (n)C1,{k≤3} are at around 1×10n/2, and the errors of fˆ
(n)
C2,{k≤3}




C2,{k≤3} have errors at around
1× 10−5. At  = 1× 10−2, the most accurate model is fˆ (14)C1,{k≤3} with errors around 1× 10−6.
5.3.4 A comparison of the Taylor and Chebyshev series models
For a given n-th order up to n = 4, the Chebyshev series models produce estimates with
similar levels of accuracy to the Taylor series models. Still, we consider the Chebyshev
series models to be better than the Taylor Series models for several reasons. First, fewer
projections were required to build the Chebyshev series model, for a given order n. Second,
the Chebyshev series models for orders higher than 4 were easily built, while the corre-
sponding Taylor series models were not. In fact, we did not build the Taylor series models,
and we would expect that they would have fared worse than their corresponding Chebyshev
series models, because Chebyshev series approach minimizes the problem of Runge’s phe-
nomenon for polynomial approximations, while the Taylor series approach does not. The
matrix M used to build the Taylor series models contains columns corresponding to the
n-th derivative of f (u) at u∗ with respect to the direction of one of the eigenfunctions and
these columns are correlated with each other, making the condition number of the matrix M
grow systematically with the order n of the model. Moreover, fˆ (n)T,{kI ,...,kE } is a worse model
because it is made using random projections in the span of an m-dimensional eigenspace,
and this was an arbitrary choice. We chose not to use a stencil-like grid for the domain of
the Taylor series models because the number of points in the stencil grows exponentially
with the number of dimensions in the domain.
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Figure 5-41: Error of fˆ (n)C2,{k≤3} vs.  using N grid points For  ∈ [1 × 10−5, 5 × 10−2],
the models fˆ (n)C2,{k≤3} for n = 2 − 8, and 10, each created using a different number of per-
turbations (N), were tested on random perturbations and their errors plotted against . The
perturbations are ∆u =
3∑
i=1
cieˆi, where span {eˆi} = span {vk} for k ≤ k ≤ 3, and
∥∥∥∆u∥∥∥ ≈ .
The errors are plotted in red circles with the shade of red getting darker with increasing
order n. Note that the order n determines the number of perturbations N used to build the
model. C2 stands for the fact that these polynomial approximations are elements of
∏⊗3
2n ,




5.3.5 The performance of the models at  = 1×10−2, the distance of the closest
perturbations to u∗ on the flow-normal Poincare´ section
For perturbations in the span of {vk} for k ≤ 3, and  = 1 × 10−2, the errors of fˆ (1)Λ,{k≤3}
are on the order of magnitude of 1 × 10−2. The best corresponding Taylor series model,
fˆ (4)T,{k≤3}, is fourth-order and the errors are roughly 1 × 10−4. The tenth-order Chebyshev
series models fˆ (10)C1,{k≤3} and fˆ
(10)
C2,{k≤3} both have errors on the order of magnitude of 1×10−5,
with the errors of fˆ (10)C2,{k≤3} slightly higher than those of fˆ
(10)
C1,{k≤3}. The best model tested for




6.1 Can we use dynamical systems theory to study the dynamics
of plane Couette flow?
Ultimately, our work suggests that the application of dynamical systems theory to un-
derstanding the dynamics of turbulent plane Couette flow is worth pursuing. This conclu-
sion is supported by two accomplishments. First, our investigation into the projection error
of the local dynamics model for one periodic orbit (Section 5.2) provides evidence for the
case in which low-dimensional dynamics are embedded in the very high-dimensional sys-
tem. The dynamics of the very high-dimensional states (dimension on the order of magni-
tude of 105) in the neighborhood of a fixed state u∗ of P31.81 were adequately approximated
using the dynamics of their projections into the span of a set of a system’s leading eigen-
functions at the fixed state. For the most part, adequate projections required the leading 16
eigenfunctions, and the average error was roughly 10% of
∥∥∥u∗∥∥∥ for a sample of 50 states.
Second, our analysis of the data set of states on the I − D = 0 Poincare´ section from both
aperiodic and periodic orbits (Section 4) resulted in a series of examples of segments of ape-
riodic orbits shadowing segments of nearby periodic orbits. This second feat suggests that
the dynamics of turbulent plane Couette flow may, in fact, depend on the local dynamics of
the system’s periodic orbits.
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6.2 Can we build a global dynamics model in terms of local dy-
namics models of the system’s periodic orbits on the I−D = 0
Poincare´ section?
The results of this work revealed that we are far from building a global dynamics model
as a set of the local dynamics models of the system’s periodic orbits, and that it is imprac-
tical to do so on the I − D = 0 Poincare´ section. The following obstacles impede this
goal.
6.2.1 We need to accurately estimate the leading set of eigenvalues and eigen-
functions for the system at the fixed states of periodic orbits with longer
periods.
In the case of P31.81, we were able to use Arnoldi iteration to estimate the system’s
eigenvalues and eigenfunctions. For many of the other periodic orbits we found, we were
not able to do so. A possible reason could be that the perturbations we started with when
running the Arnoldi iteration were too big (on the order of magnitude of 10−7). The Arnoldi
iteration process starts by running DNS on perturbations and it produces reasonable results
if the evolution of those perturbations return to the vicinity of the original fixed state in
a linear fashion. Without the ability to estimate the Floquet multipliers with this method,
we are unable to project high-dimensional initial states into low-dimensional subspaces
spanned by a set of the system’s eigenfunctions at a fixed state, and we cannot measure the
instability strength of the periodic orbits.
6.2.2 The local dynamics model for a periodic orbit would take too long to
build.
We built linear, Taylor series, and Chebyshev series models for the local dynamics of
u∗, a fixed state of P31.81. The best model was a 14th order Chebyshev series model, made
for projections into the span of the system’s leading three eigenfunctions at the fixed state.
For this model, we were able to achieve 6 digits of accuracy for  ≈ 1 × 10−2, the distance
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from u∗ at which the system starts to behave nonlinearly. Based on the results of the
projection error analysis, we would need to build models for projections into the span of
many more leading eigenfunctions. The Chebyshev series model for projections into the
span of the leading three eigenfunctions required a specific set of simulations at 2368 initial
states, which took about three weeks to complete, and the number of states needed to build
the model increases drastically with an increase in the dimension of the projection subspace.
Simply put, the time it would take to build the model for projections into the span of more
leading eigenfunctions is impractical.
6.2.3 We need many more periodic orbits.
From the data set of states on the I − D = 0 Poincare´ section collected from both
aperiodic and periodic orbits, only about 12% of the states from aperiodic orbits were within
the 5%−neighborhood of some fixed state. The distance 5% of∥∥∥u∗∥∥∥ was a rough estimate
for states whose dynamics depend on the local dynamics of the periodic orbit, based on
observations from the data set (examples like in Figures 4-2 - 4-11). The low percentage
of states within the 5%−neighborhood indicates that our data set is missing a substantial
number of the periodic orbits. Moreover, we found that the approach we used to search for
periodic orbits is biased.
The approach we used to search for periodic orbits is biased.
Figure 4-12 shows the comparison of the frequency of recurrences found from autofish-
ing with the frequency of visitations from aperiodic orbits. The latter is measured by the
density of the periodic orbits’ 5%−neighborhoods. The results suggest that the autofishing
procedure finds the recurrences of relatively short periodic orbits more frequently than that
of relatively longer ones. Such an artifact is reasonable as the likelihood that the state of
an aperiodic orbit near some fixed state of a periodic orbit returns to the vicinity of the
fixed state decreases with the length of the periodic orbit. More evidence to support this
explanation is found in the examples of segments of aperiodic orbits shadowing periodic
orbits, shown in Figures 4-2 - 4-11, which refer to relatively long periodic orbits. In these
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cases, the aperiodic orbits do not shadow the nearby periodic orbits for the full length of the
periodic orbits.
6.2.4 The observed aperiodic orbits in the neighborhoods of the more fre-
quented periodic orbits behave nonlinearly.
We cannot build local dynamics models on the I−D = 0 Poincare´ section based on the
idea that they always map states from the neighborhood of a fixed state back to the vicinity
of the same fixed state. Based on our results, such a model only applies to periodic orbits
with relatively short periods (T < 60) and only two crossings with the section, and they
happen to be the least frequented by aperiodic orbits in our set of 60. The following two
paragraphs present the results that support this conclusion.
The longer periodic orbits are more frequented by aperiodic orbits.
From our search of periodic orbits with time period T < 140, there exists a set of
relatively longer periodic orbits that is more frequented by aperiodic orbits than the periodic
orbits with T < 60. For periodic orbits with 5%− densities > 0.001, the length of the period
is somewhat correlated with the density of the 5%−neighborhood (Figure 4-13, r2 = 0.51).
The relationship is also consistent with the fact that the h(t)− profiles of the shorter periodic
orbits are simpler than those of the longer ones in the sense that they all have only two
crossings, and the range of their h(t) values is smaller (Table 4.2.1).
The longer periodic orbits are long enough that nearby aperiodic orbits do not shadow
them for the entire length of their orbits.
Figures 4-2 - 4-11 show the examples of aperiodic orbits shadowing periodic orbits for
periodic orbits with T > 60. These were the relatively more frequented periodic orbits and
in all cases, the aperiodic orbits did not shadow the periodic orbits for the entire length of
the period.
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6.2.5 Arnoldi iteration cannot be used to estimate the Floquet multipliers
for the system at the fixed states of periodic orbits with more than two
crossings.
The I −D = 0 Poincare´ map sends states on the section to the next instance their orbits
in state space cross the Poincare´ section. As shown in Table 4.2.1, many of the periodic
orbits, including those more frequently visited by aperiodic orbits, have more than two
crossings with the I − D = 0 Poincare´ section. For these cases, a given fixed state of the
periodic orbit maps to a sequence of states before it returns to the vicinity of the initial state.
Then, Arnoldi iteration yields Floquet multipliers representing that sequence of mappings
rather than just one mapping. Consequently, the Floquet multipliers estimated by Arnoldi
iteration do not adequately represent the I − D = 0 Poincare´ map.
6.3 How do we proceed?
Having realized the obstacles to building the global dynamics model made of local dy-
namics models of the system’s periodic orbits, we have gained insight on how we should
use dynamical systems theory to understand the dynamics of turbulent plane Couette flow.
From calculating the densities of the neighborhoods of the periodic orbits we found (Ta-
ble 4.2.1), we learned that more frequented periodic orbits are the longer ones in the set,
compared to the shorter ones with T < 60 that have relatively simple behaviors, as exhib-
ited by their h(t)−profiles (Table 4.2.1). From our observations of segments of aperiodic
orbits shadowing segments of such periodic orbits (Figures 4-2-4-11), we have learned that
the periodic orbits’ linear instabilities do, indeed, influence the paths of nearby aperiodic
orbits, but not for the full length of their periods. These key factors tell us that:
a. we cannot model the local dynamics of periodic orbits based on the assumption that
perturbations about a fixed state return to the vicinity of the fixed state in a linear
fashion,
b. rather than using the unifying I − D = 0 Poincare´ section, we need to use a set of
Poincare´ sections with maps that behave linearly. That is, we need to use Poincare´
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sections for which the dynamics can actually be modeled using the linear instabilities.
We can find the appropriate Poincare´ sections by collecting a data set of both periodic
orbits and aperiodic orbits, and finding the segments of aperiodic orbits in state space that
shadow segments of the periodic orbits. Then, we can use linear Poincare´ sections at the
ends of the segments of the periodic orbits that are shadowed. A possible linear Poincare´
section is the flow-normal Poincare´ section, which we used to build the local dynamics
model for P31.81. Recall that it is the hyperplane centered at u∗ and orthogonal to the
direction of the flow atu∗, and it is associated with the condition
(




To use the linear Poincare´ sections, we would need to modify the numerical procedures
used in our work in the following ways:
a. we would want to find states that start at one linear Poincare´ section and evolve to
another, instead of returning to the original section,
b. we would want to find some way to calculate the instability of the mapping from one
linear Poincare´ section to another using DNS.
The above approach is an improvement to that attempted in this dissertation because it
uses information about where the dynamics depend on the linear instabilities of the system’s
periodic orbits, and therefore, ensures the validity of the model. The major obstacles of this
approach are as follows:
a. it would be a huge endeavor to find and organize sufficient information about where
the dynamics can actually be modeled using the linear instabilities of the system’s
periodic orbits, and
b. it would be difficult to figure out and explain how all the Poincare´ sections are con-
nected to each other.
6.4 The significance of this work
Our research provides evidence supporting the hypothesis that the system’s dissipation
indeed acts to reduce the number of active dimensions at any given time, and the conjecture
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that turbulent flows evolve by self-organizing into coherent dynamic structures. Conse-
quently, we are motivated to continue investigating possible ways to model the global dy-
namics with the local dynamics of the system’s periodic orbits. In attempting to model the
dynamics on the I−D = 0 Poincare´ section, we learned of the major obstacles. Ultimately,
we recognized the importance of knowing where the dynamics actually follow the linear
instabilities of the system’s periodic orbits. Such regions in which aperiodic orbits shadow
periodic orbits are likely optimal for building the local dynamics models based on the linear
instabilities of the periodic orbits. Accordingly, we suggested further consideration of the
idea of modeling the global dynamics of the system on a set of judiciously chosen linear




7.1 The details of the numerical methods
7.1.1 Calculating f (u) for some state u on a given Poincare´ section
Starting with an initial state u on a given Poincare´ section, we evolve u under f t and
find the states at which f t(u) intersects the Poincare´ section. Those states are the iterates of
f(u), and they intersect a given section when the associated Poincare´ condition is satisfied.
To check if the Poincare´ condition is satisfied, we calculate I−D for the I−D = 0 Poincare´
section, and
(




for the flow-normal Poincare´ section.
Because these calculations are expensive to compute, we initially keep track of them at
a large interval of dT ≈ 1 >> dt rather than at every DNS time step dt. For the I − D =
0 Poincare´ section, we keep track of I − D at every dT as soon as we start to evolve
u under f t in time steps dt. For the flow-normal Poincare´ section, we expect f t(u)
to return to the vicinity of u∗ in order to cross the Poincare´ section, so we keep track
of
(




only within an interval centered at the time in which we
expect the return. f t(u) evolves to the vicinity of τxu∗ after a period of T . Applying the
symmetry τ(Lx/2, 0) to fT (u) returns the state back to the vicinity of u∗. Alternatively, we
can evolve u for two periods 2T to return to the vicinity of u∗. We chose the alternative
approach in this work with (2T − 2T7 , 2T + 2T7 ) as the interval.
When the value of the calculation, either I−D or
(





in sign, we revert to a few steps back in dt and redo the calculation at every dt. Then, we
use polynomial interpolation to find the intersection with the Poincare´ section. The result
is O((∆t)4) accurate.
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7.1.2 Arnoldi iteration for calculating the eigenfunctions and eigenvalues of
f (u) at u∗
For a given linear operator A and some arbitrary initial vector b, Arnoldi iteration uses
modified Gram-Schmidt orthogonalization to systematically produce orthonormal bases for
successive Krylov subspaces (Trefethen and Bau, 1997). The method is based on the fact
that successive mappings of A on b (a Krylov sequence) approach an eigenvector corre-
sponding to the largest eigenvalue of A in absolute value (Trefethen and Bau, 1997).
To find the eigenvalues and eigenfunctions of f (u) with Arnoldi iteration, the linear
operator L is defined for an initial flowfield du as (Gibson, 2009):
Ldu = σfT (u∗ + du) − σfT (u∗) = σfT (u∗ + du) − u∗. (7.1)
Arnoldi iteration estimates the characteristic multiplier Λ of f(u), and then the correspond-
ing characteristic exponent λ can be calculated as (1/T ) log(Λ). The T in fT represents the
time at which the flow satisfies the given Poincare´ condition. The calculation to find that
instance is explained in Section 7.1.1, using a polynomial interpolation.
The eigenvalues Λk and eigenfunctions vk of the finite-time map f(u) are organized
in order of growth rate (|Λk|), and k is the index for the order. Accordingly, the unstable
eigenvalues come before the stable eigenvalues. An eigenvalue Λk with non-zero Im(Λk) is
ordered next to its complex conjugate Λk+1. The corresponding eigenfunctions vk and vk+1
are the real and imaginary parts of the eigenfunction associated with Λk. For the f -mapping
of u at u∗, a fixed state of P31.81, Λ2 and Λ3 are a complex conjugate pair.
7.1.3 Creating fˆ (n)T,{kI ,...,kE }, an n-th order Taylor series model
We created fˆ (n)T,{kI ,...,kE } for n = 1, 2, 3, and 4 all with one set of projections about u
∗ in
the span of the m leading eigenfunctions of f at u∗. We used one set of projections to build
the model for all four orders of accuracy because the extension of an n-th order model to
the n + 1-th order was simply the addition of more columns to the matrix M to represent the
derivatives in the n+1-th order terms in the Taylor Series. A given model worked if and only
if the matrix M was at least full-rank (the numbers of rows was the same as the number of
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columns). As the fourth-order model required the most columns in its matrix, the minimum
number of projections used in one execution of the program was the minimum number of
projections needed to make the fourth-order model full rank. Then, the lower order models
were all over-determined (the number of rows greater than the number of columns).
7.1.4 Creating fˆ (n)C2,{2,3}, an n-th order Chebyshev series model
The Chebfun package (the Chebfun developers, 2014) offers tools for easily implement-
ing the two-dimensional interpolation for fˆ (8)C2,{2,3}. The Chebfun Developers expect to make
available the tools for extending the method to work for perturbations in the span of more
than two eigenfunctions by the end of 2016.
7.1.5 Creating fˆ (n)C1,{k≤3} and fˆ
(n)
C2,{k≤3}, n-th order Chebyshev series models
We created fˆ (n)C1,{k≤3} and fˆ
(n)
C2,{k≤3} with Matlab using the Chebyshev-Lobatto interpo-
lation associated with the Gauss-Chebyshev-Lobatto quadrature formula (5.32). The trans-
formation of the interpolation coefficients along the Lissajous curve to interpolation coeffi-
cients over the cube [−1, 1]3 are described in Bos et al. (2016).
To calculate the interpolation coefficients for fˆ (n)C1,{k≤3}, we determined the optimal
points on the Lissajous curve for Chebyshev interpolation. Then we rescaled the points
such that the domain is [−, ]3, and evaluated the f -mapping of their states (u∗ + ∆u). We
rescaled the evolved states so that their domain was [−1, 1]3, and calculated the Chebyshev
interpolation over the Lissajous curve. Then we extracted the optimal set of the resulting
coefficients and transformed them into hyperinterpolation coefficients over the 3-cube. The
coefficients, rescaled back to the original domain [−, ]3, constitute the model fˆ (n)C1,{k≤3}.
Similar to polynomial approximation in
∏3





n uses the quadrature formula of Gauss-Chebyshev-Lobatto type (5.32).
In fact, the procedure to calculate the interpolation coefficients over the d-cube is nearly
identical to the procedure for calculating the interpolation coefficients over the [−1, 1]3 in∏3
n. The major difference is the set of interpolation coefficients over the Lissajous curve




n , we used the first half of the coefficients, in which case the order of the resulting
polynomial model for the d−cube is half the order of the polynomial approximation over
points on the Lissajous curve. Note that we identified a given model by the order of the
latter. The details of this transformation are described in Bos et al. (2015) and Bos et al.
(2016).
7.1.6 The numerical methods used to find periodic orbits
Identifying unstable periodic orbits with Newton’s Method and GMRES with Hook-
step
Newton’s Method is a typical approach for finding the periodic orbits of plane Couette
flow. The goal of the method is to find states u in the dynamical state space that satisfy
the equation 0 = G(x) = G(u, σ,T ) = σfT (u) − u at a particular values of T and σ. The
procedure commences with the choice of some initial guess x = (u, σ,T ). The guess is
applied to the equation DGdx = −G, where DG represents the Jacobian of G with respect
to x, for a given value of T . Then, a solution for dx is found iteratively.
The Navier-Stokes operator is very high-dimensional, so an iterative solver, namely the
GMRES with Hookstep algorithm, is used to solve for dx at each iteration of Newton’s
Method (Sa´nchez et al., 2004; Kelley, 2003). The details for the GMRES with Hookstep
algorithm are described in Gibson (2009). The equation to be solved by Newton’s method
is:
DG(x)dx = −G(x). (7.2)
Three equations are added to the matrix equation which represent orthogonality con-





Then the problem is denoted as AdxN = b, where b = (−G(x), 0, 0, 0).
The iterative GMRES algorithm is used to find an approximate solution dxN . The algo-
rithm projects the operator A onto its Krylov subspace, and determines dxN by minimizing
the residual
∥∥∥Hnsn − QTn+1b∥∥∥, where Hn is the Hessenberg matrix, QTn+1b is the projection of
b into the (n + 1)-th Krylov subspace. sn is defined by dx = Qnsn where Qn is the matrix
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whose columns span the n-th Krylov subspace. If the step dx is too far from the solution
x∗, then the Hookstep algorithm is used to ensure that the solution dx remains within a
certain trust region (Dennis and Schnabel, 1996).
To find initial guesses for Newton’s Method, we created recurrence plots. See Figure
4-1 for an example. This plot consists of contours indicating possible recurrences over
the (t, τ)-plane, where t represents a starting time, and τ the period of the possible re-
currence. A possible recurrence at time t, occurring after τ time units, is calculated as∥∥∥f t(u, t) −min(σif t(u, τ))∥∥∥, where σi = {e, τx, τz, τxz}.
How autofishing works
We take a random perturbation as input, add it to a periodic orbit and then evolve the
resulting flowfield to T = 100. The initial evolution to T = 100 is done to ensure that the
orbit lies in the inertial manifold. At T = 100, we iterate a procedure that creates a given
swath of the (t, τ)-plane, searches for good initial guesses on the swath, and runs Newton’s
Method with GMRES Hookstep on the initial guesses.
To create the swaths of the (t, τ)-plane, we run DNS of the flow starting at T = 100 to
form a swath of the plane specified by the parameters (min τ,max τ) =
(
∥∥∥f t(u, t) −min(σif t(u, τ))∥∥∥ ≤ 0.2, 140) and (min t,max t) = (T + 0,T + 99). At every time
t on the x-axis, we identify the states u that were τ time units after t. The (t, τ)-plane forms
an index for possible initial guesses (u,T ) for Newton’s method. That is, a given index
(t, τ) represents the initial guess (u,T ) where u = f t(u0) and the period T = τ.
The index is used to find good initial guesses on the swath. For every (t, τ) combination
on the swath, we calculate the recurrence norms
(∥∥∥f t(u, t) −min(σif t(u, τ))∥∥∥) and identify
the set of (t, τ) combinations whose norms are below a certain threshold (TOL = 0.04). The
set is denoted as C. Within this subset, we iterate a search for clusters on the (t, τ)-plane.
Clusters are defined as states u in the set C within TOL2 = 10 time units of each other in
the t− and τ− directions on the plane.
We form the clusters in an iterative process. Starting with one (t, τ) index, we compare
it to the other (t, τ) indices in the set C, identifying whether or not the other indices are in
the same cluster as the first index. This process forms a cluster based on the first index.
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Then, we repeat the process using the remaining indices not in the first cluster to form
another cluster. We iterate the search for clusters until all the left-over indices in the set C
have been used to form clusters. The minimum recurrence within each cluster is used as an
initial guess.
Upon finding all the initial guesses for a given swath of the (t, τ)-plane, we then use
them in sequence to execute the Newton’s method with the GMRES Hookstep algorithm.
After all the initial guesses have been used, we return to the original step to create the next
swath on the (t, τ)-plane. We iterate the full procedure until the evolution approaches the
laminar solution.
7.1.7 Issues related to the results of autofishing
Several issues had to be addressed in working with autofishing. First, the autofishing
procedure some times failed to find periodic orbits, given some initial guess. We chose
to exclude those recurrences from our analysis. Second, many of the periodic orbits were
found repeatedly by the program. We collected the set of unique periodic orbits found, and
kept track of frequency at which each of them was found.
In keeping track of the frequency at which the periodic orbits were found, we had to
account for the following issue. We some times found recurrences that represented multiple
cycles around a given periodic orbit. That is, the recurrence was detected only after the
aperiodic orbit revolved around a certain periodic orbit for several times. In this case, the
associated periodic orbit that was found would be multiple cycles of some periodic orbit.
These recurrences were treated as recurrences for the 1-cycle version of the periodic orbit
when counting the number of autofishing recurrences. For example, in Figure 4-1, the
recurrence plots shows many recurrences for a period around T ≈ 95. For some of the
times, these signals corresponded to a recurrence after three cycles of P31.81.
142
Bibliography
Abraham, N., Gollub, J., and Swinney, H. L. (1984). Testing nonlinear dynamics. Physica
D: Nonlinear Phenomena, 11(12):252 – 264.
Anishchenko, V., Vadivasova, T., and Strelkova, G. (2014). Deterministic Nonlinear Sys-
tems: A Short Course. Springer Series in Synergetics. Springer International Publishing.
Aubin, D. (1998). A Cultural History of Catastrophes and Chaos: Around the Institut des
Hautes E´tudes Scientifiques. PhD thesis, Princeton University.
Boghosian, B. M., Fazendeiro, L. M., La¨tt, J., Tang, H., and Coveney, P. V. (2011). New
variational principles for locating periodic orbits of differential equations. Philosophical
Transactions of the Royal Society A, 369(1944):2211–2218.
Bos, L., Marchi, S. D., and Vianello, M. (2015). Polynomial approximation on lissajous
curves in the d-cube .
Bos, L., Marchi, S. D., and Vianello, M. (2016). Trivariate polynomial approximation on
lissajous curves. IMA Journal of Numerical Analysis.
Bottin, S. and Chate´, H. (1998). Statistical analysis of the transition to turbulence in plane
couette flow. The European Physical Journal B - Condensed Matter and Complex Sys-
tems, 6(1):143–155.
Bowen, R. (1971). Periodic points and measures from axiom a diffeomorphisms. Transac-
tions of the American Mathematical Society, 154:377–397.
Bowen, R. (1975a). Equilibrium states and the ergodic theory of anosov-diffeomorphisms.
In Lecture Notes in Mathematics, volume 470. Springer, Berlin.
Bowen, R. (1975b). Symbolic dynamics for hyperbolic flows. In Proceedings of the Inter-
national Congress of Mathematicians, pages 299–302, Vancouver. Canadian Mathemat-
ical Congress.
Bowen, R. and Ruelle, D. (1975). The ergodic theory of axiom a flows. Inventiones math-
ematicae, 29:181–202.
Brand, E. and Gibson, J. F. (2014). A doubly-locallized equilibrium solution of plane
couette flow. Journal of Fluid Mechanics Rapids, 750(R3):1–12.
Budanur, N. B. and Cvitanovic´, P. (2015). Torus breakdown in the symmetry-reduced state
space of the kuramoto-sivashinsky system. SIAM Journal of Applied Dynamical Systems.
Caliari, M., Marchi, S. D., and Vianello, M. (2005). Bivariate polynomial interpolation on
the square at new nodal sets. Applied Mathematics and Computation, 165:261–274.
Clever, R. M. and Busse, F. H. (1992). Three-dimensional convection in a horizontal fluid
layer subjected to a constant shear. Journal of Fluid Mechanics, 234.
143
Clever, R. M. and Busse, F. H. (1997). Tertiary and quaternary solutions for plane couette
flow. Journal of Fluid Mechanics, 334:137.
Conley, C. and Smoller, J. (1978). Isolated invariant sets of parameterized systems of
differential equations. Lecture Notes in Mathematics, 668:30–47.
Cools, R. and Poppe, K. (2011). Chebyshev lattices, a unifying framework for cubature
with chebyshev weight function. BIT, 51(2):275–288.
Cvitanovic´, P., Artuso, R., Mainieri, R., Tanner, G., and Vattay, G. (2012). Chaos: Classical
and Quantum. Neils Bohr Institute, Copenhagen.
Dennis, J. and Schnabel, R. B. (1996). Numerical Methods for Unconstrained Optimization
and Non-linear Equations. SIAM.
Ding, X., Chate´, H., Cvitanovic´, P., Siminos, E., and Takeuchi, K. A. (2016). Estimating
dimension of inertial manifold from unstable periodic orbits. Physical Review Letters,
117(024101).
Eckmann, J. and Ruelle, D. (1985). Ergodic theory of chaos and strange attractors. Reviews
of Modern Physics, 57:617–656.
Faisst, H. and Eckhardt, B. (2000). Transition from the couette-taylor system to the plane
couette system. Physical Review E, 61:7227.
Faisst, H. and Eckhardt, B. (2003). Travelling waves in pipe flows. Physical Review Letters,
91:22.
Farazmand, M. (2016). An adjoint-based approach for finding invariant solutions of navier-
stokes equations. Journal of Fluid Mechanics, 795:278–312.
Garcia, M. and Hedlund, G. A. (1948). The structure of minimal sets. Bull. Amer. Math.
Soc., 54(10):954–964.
Gibson, J. (2009). channelflow.org.
Gibson, J., Halcrow, J., and Cvitanovic´, P. (2008). Visualizing the geometry of state space
in plane couette flow. Journal of Fluid Mechanics, 611:107–130.
Gibson, J., Halcrow, J., and Cvitanovic´, P. (2009a). Equilibrium and traveling-wave solu-
tions of plane couette flow. Journal of Fluid Mechanics, 638:243–266.
Gibson, J., Halcrow, J., Cvitanovic´, P., and Viswanath, D. (2009b). Heteroclinic connec-
tions in plane couette flow. Journal of Fluid Mechanics, 621:365–376.
Grassberger, P. and Procaccia, I. (2004). Measuring the strangeness of strange attractors. In
The Theory of Chaotic Attractors, pages 170–189. Springer.
Grebogi, C., Ott, E., and Yorke, J. (1988). Unstable periodic orbits and the dimensions of
multifractal chaotic attractors. Physical Review A, 37:1711.
Halcrow, J. (2008). Charting the state space of plane Couette flow: equilibria, relative
equilibria, and heteroclinic connections. PhD thesis, Georgia Institute of Technology.
144
Hamilton, J. M., Kim, J., and Waleffe, F. (1995). Regeneration mechanisms of near-wall
turbulence structures. Journal of Fluid Mechanics, 287.
Hao, B.-L. and Zheng, W.-M. (1998). Applied symbolic dynamics and chaos. World Scien-
tific, River Edge, New Jersey, USA and London, UK.
Hasselblatt, B. and Katok, A. (2002). Handbook of Dynamical Systems. Number v. 1, pt. 1
in Handbook of Dynamical Systems. Elsevier Science.
Hasselblatt, B. and Pesin, Y. (2008). Hyperbolic dynamics. Scholarpedia, 3(6):2208. revi-
sion #91367.
Hopf, E. (1948). A mathematical example displaying features of turbulence. Communica-
tions on Applied Mathematics, 1:303–322.
Katok, A. (1980). Lyapunov exponents, entropy and periodic orbits for diffeomorphisms.
Publications Mathe´matiques de l’Institut des Hautes E´tudes Scientifiques, 51:137–173.
Katok, A. and Hasselblatt, B. (1997). Introduction to the modern theory of dynamical
systems. Cambridge University Press, Cambridge, U.K., New York, NY, USA.
Kelley, C. (2003). Solving Nonlinear Equations with Newton’s Method. Society for Indus-
trial and Applied Mathematics, Philadelphia.
Kerswell, R. (2005). Recent progress in understanding the transition to turbulence in a pipe.
Nonlinearity, 18:R17–R44.
Kleiser, L. and Schumann, U. (1980). Treatment of incompressibility and boundary condi-
tions in 3-d numerical spectral simulations of plane channel flows. In Hirschel, E., editor,
Proceedings of the Third GAMM Conference on Numerical Methods in Fluid Mechan-
ics, volume 2 of Notes on Numerical Fluid Mechanics, pages 165–173. Vieweg+Teubner
Verlag.
Kreilos, T., Gibson, J. F., and Schneider, T. M. (2016). Localized travelling waves in the
asymptotic suction boundary layer. Journal of Fluid Mechanics, 795(R3):1–11.
Lan, Y. and Cvitanovic´, P. (2004). Variational method for finding periodic orbits in a general
flow. Phys. Rev. E, 69:016217.
Landau, L. (1944). On the problem of turbulence. The Proceedings of the USSR Academy
of Sciences, 44:339–342.
Mallet-Paret, J. (1976). Negatively invariant sets of compact maps and an extension of a
theorem of cartwright. Journal of Differential Equations, 22(2):331 – 348.
Malraison, B., Atten, P., Berge, P., and Dubois, M. (1983). Dimension of strange attractors:
an experimental determination for the chaotic regime of two convective systems. Journal
de Physique Lettres, 44(22):897–902.
Nagata, M. (1990). Three-dimensional finite-amplitude solutions in plane couette flow:
bifurcation from infinity. Journal of Fluid Mechanics, 217:519–527.
Nagata, M. (1997). Three-dimensional traveling-wave solutions in plane couette flow. Phys-
ical Review E, 55:2023.
145
Oseledec, V. (1968). A multiplicative ergodic theorem. ljapunov characteristic numbers for
dynamical systems. Trans. Moscow Mathematic Society.
Poincare´, H. (1892). Les me´thodes nouvelles de la me´chanique ce´leste. Gauthier-Villars,
Paris.
Ro¨ssler, O. (1976). An equation for continuous chaos. Physics Letters, 57A:397–398.
Ruelle, D. (1976). A measure associated with axiom-a attractors. American Journal of
Mathematics, 98(3):pp. 619–654.
Ruelle, D. (1982). Large volume limit of the distribution of characteristic exponents in
turbulence. Comm. Math. Phys., 87(2):287–302.
Ruelle, D. (1984). Characteristic exponents for a viscous fluid subjected to time dependent
forces. Communications in Mathematical Physics, 93(3):285–300.
Ruelle, D. (2006). What is...a strange attractor? Notices of the American Mathematical
Society, 53:764–765.
Ruelle, D. and Takens, F. (1971). On the nature of turbulence. Commun. math. Phys.,
20:167–192.
Sa´nchez, J., Net, M., Garcı´a-Archilla, B., and Simo´, C. (2004). Newtonkrylov continuation
of periodic orbits for navierstokes flows. Journal of Computational Physics, 201(1):13 –
33.
Sinai, Y. G. (1968). Construction of markov partitions. Functional Analysis and Its Appli-
cations, 2(3):245–253.
Sinai, Y. G. (1972). Gibbs measures in ergodic theory. Russian Mathematical Surveys,
27(4):21.
Sinai, Y. G. (1974). Introduction to Ergodic Theory. Princeton University Press, Princeton.
Smale, S. (1967). Differentiable dynamical systems. Bulletin of the American Mathematical
Society, 73:747–817.
So, P. (2007). Unstable periodic orbits. Scholarpedia, 2(2):1353. revision #91902.
the Chebfun developers (2014). chebfun.org.
Thom, R. (1967). Stabilite´ structurelle et morphoge´ne´se. Benjamin, New York.
Trefethen, L. N. and Bau, D. (1997). Numerical Linear Algebra. SIAM.
van Veen, L. and Kawahara, G. (2011). Homoclinic tangle on the edge of shear turbulence.
Phys. Rev. Lett., 107:114501.
Viswanath, D. (2004). The fractal property of the lorenz attractor. Physica D, 190:115–128.
Viswanath, D. (2007). Recurrent motions within plane couette turbulence. Journal of Fluid
Mechanics, 580:339–358.
146
Waleffe, F. (1998). Three-dimensional coherent states in plane shear flows. Physical Review
Letters, 81:4140.
Waleffe, F. (2001). Exact coherent structures in channel flow. Journal of Fluid Mechanics,
435:93–102.
Waleffe, F. (2003). Homotopy of exact coherent structures in plane shear flows. Physics of
Fluids, 15:1517–1534.
Wedin, H. and Kerswell, R. (2004). Exact coherent structures in pipe flow: travelling wave
solutions. Journal of Fluid Mechanics, 508:333.
Willis, A. P. (2015). The openpipeflow.org navier-stokes
solver. Technical report, University of Sheffield, U.K. open-
pipeflow.org/index.php?title=File:TheOpenpipeflowSolver.pdf.
Willis, A. P. and Kerswell, R. R. (2009). Turbulent dynamics of pipe flow captured in a re-
duced model: puff relaminarisation and localised ‘edge’ states. J. Fluid Mech., 619:213–
233.
Young, L.-S. (2002). What are srb measures, and which dynamical systems have them?
Journal of Statistical Physics, 108(5):733–754.
147
