We demonstrate a delay line optical recognizer at 2.5 Gbit/s. Recognition is based on a coherent-to-chaotic light conversion followed by a fiber array correlation filter. Experimental evidence shows performance improvement in comparison with a classical scheme as far as phase noise is concerned. An experimental characterization of the recognizer is reported. Methods for improving the recognition error probability are suggested.
Introduction
Digital sequence recognition is a strategic function of optical processing involved in photonic switching. This function is the basis for many operations that must be performed in an all-optical network, such as packet or frame delineation, address or label identification, control messaging and many others more. Sequence recognition is usually performed in traditional systems by converting (part of) the optical received information stream into electronic signals and then processing them electronically. In view of very high bit-rate optical networks lot of interest has been attracted by the employment of all-optical processing subsystems for recognition. As an example, an optical transmission system is represented in Fig. 1 , where a in-line optical recognizer is employed to process the optical channel overhead. This overhead consists in a control bit sequence inserted in the data flow carrying such information as transmission alarm signals or an optical channel identifier. The overhead position within the data flow can be either known, in the word-synchronous case, or unknown, in the word-asynchronous case. One of the most popular classes of all-optical processing subsystems for recognition comprises those based on the fiber delay-line correlation filters [1] [2] [3] [4] , which in the following will be referred as Delay Line Optical Recognizer (DLOR).
In this paper we consider optical communication systems based on the On-Off Keying (OOK) intensity modulation and we explore DLORs employment in such networks. We present a novel DLOR device, which overcomes coherence-due performance limitations of classical schemes. A brief discussion of these limitations is followed by the proposal of our solution, which consists in providing the DLOR with a coherent-to-chaotic light conversion capability. We describe the physical implementation of this device together with some experimental results. Finally performance issue is discussed. A theoretical evaluation of the DLOR detection error probability is presented and methods to improve it are suggested.
DLOR basic operation
The DLOR can detect a specific digital sequence, the keyword, by correlating it with the incoming optical data stream. A DLOR is an array of parallel delay fiber lines connected by input and output optical couplers. The N-bit long keyword of weight K is encoded in the fiber array. K is the number of logical ones placed in the positions {n 1 , n 2 ,... , n K } = {n i } with respect to the first bit in the sequence (where
. A 1xK splitter connects the DLOR input to the fiber array. The length values of the K fibers are given by:
where L 0 is an arbitrary length, c fiber is the light speed in the fiber and T is the bit time. All the arms are then connected to an output Kx1 coupler. The auto-correlation occurs when the keyword enters the device. In this case K logical ones sum up at the output, giving the auto-correlation peak. In all the other cases the keyword is cross-correlated to the input sequence and only low intensity cross-correlation peaks are present. Discrimination between auto-correlation and cross-correlation peaks is provided by a recognition threshold. As the correlation operation exploits the sum of optical powers, any interference phenomena occurring between the signals recombining at the output coupler is undesired and produces noise in the correlation peak detection.
Coherent-to-chaotic light conversion
Provided that the correlator structure can be regarded as a multiple-arm Mach-Zehnder interferometer, the interferometer noise analysis proposed in literature can be applied to qualitatively evaluate the DLOR behavior dependence on the spectral properties of the signal sources. Attention has to be paid to the ratio between the minimum interferometer differential time delay, T, and the source coherence time,t c .
When T/t c <<1 interference between the optical fields in the correlators arms occurs and the output total intensity strongly oscillates due to this phenomenon. The recognition threshold can not be easily defined with an unstable output signal. It is thus necessary to control the relative phases of the optical fields at the output coupler with a precision of the order of the wavelength, which is unpractical and expensive. Reduction of the output interference leads to choose T/t c >>1. This condition is not easily achieved when operating the delay-line-based correlator at growing bit rates. In fact T in the DLOR is inversely proportional to the source bit rate. The coherence time of many standard telecommunications laser sources, typically ranging in the order of tens of nanoseconds, results in a bit rate limitation of hundreds of megabits per second. On the other hand an all-optical processing subsystem such as a DLOR is particularly useful only if employed in high bit rate networks where T is very short. The solution to this conflict is the use of chaotic light, e.g. light emitted by LEDs or ASE sources. In fact the chaotic light allows to exploits these interferometric-like structures avoiding beating noise even when the delays between the fiber lines are extremely short, i.e. few microns. We thus propose to employ coherent-to-chaotic light conversion before entering the DLOR subsystem. As Fig. 2 (a) shows, the communication optical signal, whose carrier can have any spectral line-width and most likely a narrow one, is thus locally converted into an optical signal having a low coherence time.
The conversion from a coherent to a chaotic carrier is achieved by an all-optical Amplified Spontaneous Emission (ASE) modulator. This device employs a Semiconductor Optical Amplifier (SOA) and exploits the Cross Gain Modulation (XGM) phenomenon. The locally generated ASE is cross-modulated by the incoming optical signal, the output light has the same coherence time of ASE, whose t c can be estimated in hundreds of femtoseconds. 
Experimental setup and results
As mentioned above our system is constituted of two main devices: an ASE modulator and a DLOR, the former meant to provide a non-coherent signal to be fed into the latter. The bit stream received from the transmission line is coupled into the ASE modulator, i.e. the SOA, where it counter-propagates with respect to the ASE signal generated by a local ASE source. The received signal saturates the gain seen by the ASE, obtaining the transposition of the bit-stream information over a chaotic carrier.
As stemmed in recent literature [5] , the XGM effect has been extensively exploited for wavelength conversion of coherent signals. The same basic approach can be adopted for conversion of a coherent signal into a chaotic light, i.e. ASE. A modulated ASE signal with a good extinction ratio is expected at Gbit/s bit rates by pre-amplifying the transmission line signal. The ASE source can be either the ASE generated in the SOA itself or an external source, i.e. an EDFA whose ASE is coupled into the SOA. In both cases the coherence length of the converted signal is extremely low, of the order of a few microns. The all-optical modulation performed by XGM actually produces an inversion of the logical levels. This effect can be easily compensated by suitably designing the delay line correlation filter: we therefore will neglect it in the following discussion.
The output optical signal of the coherent-to-ASE converter is fed into the DLOR after proper amplification. The full experimented system is presented in Fig.Ê2 (b) . The keyword considered is: 1001000100001. The DLOR is composed of 4 delay lines designed for a bit-rate of 2.5Gbit/s. The delays are respectively of 96Êcm, 56Êcm and 24Êcm. The SOA is an Opto Speed 500mm-long device. The average powers involved in the experiment are: 1.32ÊmW for P data , 1.130ÊmW for P modASE , 11.4ÊmW for P infilter and 1.5ÊmW for P outfilter , which correspond respectively to the average power levels of the cross-modulating amplified data stream, the output of the coherent-to-ASE converter, the input and the output signals of the fiber delay line correlator.
Good DLOR performance is related to power equalization in each arm and precise tuning of the fiber delay lines length. As fiber attenuation coefficient is quite low, the path differences corresponding to hundreds of Mbit/s bit-rates do not cause large power unbalances. On the other hand fiber-stretchers are included in the device to fine tune the fiber length.
In Fig. 3 (a) and (b) the auto-correlation of the keyword 1001000100001 and the crosscorrelation with the sequence 1010001000001 are presented respectively. The figure shows the persistence diagram of the DLOR output obtained from a 6ÊGHz bandwidth photodiode, displayed on a sampling oscilloscope. For comparison Fig. 3 (c) shows the auto-correlation persistence diagram obtained when employing a coherent data source without coherent-to-ASE conversion. The employed laser source has a coherence time of nearly 150 ps corresponding to a coherence length of 3 cm. As can be seen coherent-to-ASE conversion allows an improvement of the output stability performance as expected. 
Analysis of performance
The optical DLOR output is a multilevel logical signal representing the logical correlation sequence:
, where x(t) is the logical sequence representing the logical input, K is the keyword weight, {n i } are the positions of its ones and T is the bit time. h(t) can assume all the integer values from 0 to K-1 in the case of a cross-correlation and from 0 to K in the case of an autocorrelation. In our particular implementation and with the sequences we used in the experiments we were able to measure the values {h} = {0, 1, 2, 4}.
In order to guarantee a good recognizer behavior it is mandatory that the output signal is actually proportional to h(t). In Fig. 4 (a) the set of physical output levels {V h } ( 0 £ £ h K) measured in the experiments (in arbitrary units) are plotted versus the logical output levels h. The measure has been obtained from the persistence diagrams of Fig. 3 (a) and (b) . The graph shows a good linear behavior for the DLOR.
Another important system parameter for the recognizer is noise. Noise appears at the output of the DLOR as a random fluctuation around the output levels {V h }. We can experimentally estimate the noise again by employing the persistence diagrams in terms of standard deviation of the experimental measures of V h . Fig. 4 (b) reports the set of standard deviations {s h } ( 0 £ £ h K) plotted versus their corresponding logical levels h. The most important figure of merit for the DLOR performance is the probability of recognition error. To evaluate this parameter we initially suppose that data are encoded by sequences of random and uniformly distributed ones and zeros and the keyword occurrences are word-asynchronous (i.e. they can begin at any bit-time) relatively to the data flow. In such conditions the output of the correlator can assume randomly all the levels {V h }; moreover segments of the input random data sequence may be equal to the keyword: the detector, without a synchronization reference, has no way to distinguish these unwanted occurrences from correct ones. Ideally the correlator output level in presence of the keyword is V K ; keyword recognition by the DLOR occurs when the output of the correlator is higher than a certain threshold level VT (whose setting will be discussed in the following). In the non ideal case detection errors occur in two cases:
1. Miss-Detection (MD): the keyword has been transmitted, but the correlation signal is below the threshold, due to noise; 2. False-Detection (FD): (a) the keyword has not been transmitted, but the correlation signal is above the threshold, due to noise or (b) a sequence identical to the keyword happens to be found in the data flow. Therefore the error probability of the DLOR is the probability P(MD) when we consider the instant of reception of the keyword or the probability P(FD) when any other random instant is considered.
Once the output signal of the DLOR has been characterized in terms of {V h } and {s h }, P(MD) and P(FD) can be evaluated. In order to do this, we assume that the output of the correlator is sampled once per each bit time and each sample is a random variable having a gaussian distribution whose mean value is one of the possible values {V h } and whose variance is the corresponding s h . The exact evaluation of P(FD) in this operating conditions is quite difficult compared with P(MD). In fact the probability density of the output levels of the correlator is time-variant when we take into account cross-correlation of the keyword with a mixed sequence of random data bits and parts of the keyword itself. However this condition rarely occurs in typical real systems, being keywords preferably short compared to adjacent data sequences. Thus we will limit our analysis only to crosscorrelations of the keyword with the data bits, resorting to a simplified time-invariant distribution. To achieve optimal operating conditions the threshold level VT must be chosen properly in order to obtain equal probabilities of false and miss detection (P (MD) = P(FD) ). An approximate solution leads to the simple relation:
where s and V are the mean values of {s h } and {V h } respectively. By applying this formula, it is possible to verify that the P(MD) and P(FD) are very close, though not equal. For the tested DLOR (K = 4) the simplified analysis outlined above estimates P(MD) » P(FD) » 0.05. Once the DLOR performance has been evaluated a natural question is weather it is possible to improve it by optimizing the system. According to the previously described approximated analysis the error probability is independent on the particular keyword employed, while it remains dependent only on the keyword weight K. This suggests the idea that K is the main design parameter to be optimized. In this paper we attempted to draw some considerations from the available experimental data. The DLORs characteristics when K is different from 4 were thus extrapolated, leaving experimental confirmations for future work. The output signal characterization of the DLOR can be extended to any value of K by making some hypotheses on the dependencies of the sets {V h } and {s h } on the keyword weight K. We assume that the following simple relation holds for the levels {V h }:
) DV and V o can be obtained by the experimental data from our prototype by interpolation. They can be expressed in terms of K in the following way:
; (4) a and b are two constants, depending on the physical characteristics of the recognizer. V ref is an arbitrary measurement reference level. The details of this analysis are developed in [6] .
Though a precise physical characterization of the DLOR output noise is very difficult due to the presence of the coherent-to-ASE conversion, from the experimental results shot-noise-like behavior seems to be prevailing. Therefore we assumed the following relations: 
s and t are again two constants whose expression is given in [6] . Increasing K has two beneficial effects: a) the probability of finding a sequence of random bits equal to the keyword diminishes; b) the probability of finding high cross-correlation peaks (i.e. h = K -1 or h = K -2) rapidly fades. On the other hand it has the detrimental consequence of worsening the effect of noise, due to the increase in the splitting factor of the couplers in the DLOR. In fact it can be shown from Eq. (3-6) that the auto-correlation peak signal-to-noise ratio is proportional to K -0.5 . Therefore there is a trade-off and an optimum value of K is expected.
In Fig. 6 the graphs of P(FD) and P(MD) are plotted as functions of K in two different cases. The two upper curves of the graph concern the case in which the parameters a, b, s and t are derived from the experimental measures performed on our DLOR prototype. It can be seen that the optimal values of the keyword weight lay in a range from 3 to 10 (therefore comprising K = 4). The other two lower curves are obtained by assuming a system with lower noise, more precisely having a set {s h } whose elements are 15 dB below the corresponding elements of {s h } of the experimental prototype. From the comparison of the two pairs of curves it clearly results that: (a) in low noise conditions the higher the keyword weight is, the better the error performance are; (b) even a relatively small improvement of the optical hardware would allow to reach very low detection error probabilities. The inclusion of a circulator in the set up replacing the 70/30 coupler between the ASE modulator and the DLOR would diminish the converter losses. Moreover the use of a longer SOA would allow faster operation times, with the same input power, and a bigger amount of ASE would be generated in the SOA itself [7] , improving the modulated signal extinction ratio.
The DLOR operation mode assumed in the performance discussion carried out so far is a worst case because, as we specified, the keyword transmission is word-asynchronous and the data flow is composed of completely random sequences. Other operation modes are possible in which the detection error performance of the DLOR is far improved. In particular, there are two other ways to achieve better performance: to encode the data sequence and/or to exploit a word-synchronization signal.
The basic result of data encoding is to force cross-correlation levels under a certain value. For this purpose various codes have been proposed [8] [9] and extensively studied. With an analysis similar to the one presented in this paper it is possible to prove [6] that by choosing a suitable encoding technique the DLOR performance can be improved of up to 10 orders of magnitude compared to the uncoded case.
Any encoding of the data, of course, is performed at the expenses of the information net transmission bandwidth. The pseudo-orthogonal codes, normally used for the optical correlation, are particularly bandwidth-inefficient. Some bandwidth can be spared, however, by introducing a wordsynchronization mechanism. In [6] for example a simple word-synchronous block encoding-algorithm is studied in which bandwidth loss can be reduced ad libitum simply by increasing the keyword length, N, achieving the same error performance of the corresponding coded word-asynchronous system.
Concluding remarks
DLORs are simple devices which can be employed in many optical signal processing applications, involving digital sequence recognition. Their performance is intrinsically affected by coherent and phase noise. We add to the classical DLOR scheme a coherent-to-chaotic conversion functionality, by exploiting ASE XGM induced by the OOK communication signal in a SOA. Correlation of the data stream with the target sequences is implemented by the fiber delay-lines.
Experimental results show a clear improvement of the system robustness towards coherence and phase noise. The obtained results are in good agreement with the simplified proposed analysis. The theoretical discussion shows also that further DLOR improvements are expected upgrading the converter performance. Moreover adoption of data encoding and word synchronization would additionally diminish error probability.
