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Abstract 
In this thesis, a series of computational studies based on density functional theory 
(DFT) and density functional tight-binding (DFTB) is presented to deeply understand 
experimental results on the synthesis of endohedral fullerenes and graphene/iron hybrids 
at atomic level. In the ﬁrst part, a simple and efficient model is proposed to evaluate the 
strain experienced by clusters encapsulated in endohedral metallofullerenes (EMFs). 
Calculations for the sole cluster, either in the neutral or the charged state, cannot be used 
for this goal. However, when the effect of the carbon cage is mimicked by small organic 
π-systems (such as pentalene and sumanene), the cluster has sufficient freedom to adopt 
the optimal configuration, and therefore the energetic characteristics of the EMF-induced 
distortion of the cluster can be evaluated. Both nitride and sulfide clusters were found to 
be rather flexible. Hence, they can be encapsulated in carbon cages of different size and 
shape. For carbide M2C2 cluster the situation is more complex. The optimized cluster can 
adopt either butterfly or linear shapes, and these configurations have substantially 
different metal-metal distance. Whereas for Sc2C2 both structures are isoenergetic, linear 
form of the Y2C2 cluster is substantially less stable than the butterfly-shaped 
configuration. These results show that phenomenon of the “nanoscale fullerene 
compression” once proposed by Zhang et al. (J. AM. CHEM. SOC. (2012),134(20)) 
should be “nanoscale fullerene stretching”. Finally, the results also reveal that both Ti2S 
and Ti2C2 cluster are strained in corresponding EMF molecules, but the origin of the 
strain is opposite: C78-D3h(5) cage imposes too long Ti···Ti distance for the sulfide cluster 
and too short distance for the carbide cluster. 
 In the second part of the thesis, possible fullerene geometries and electronic structures 
have been explored theoretically for the species detected in mass spectra of the Sc-EMF 
extract synthesized using CH4 as a reactive gas. Two most promising candidates, namely 
Sc4C@C80-Ih(7) and Sc4C3@C80-Ih(7), have been identified and further studied at the 
DFT level. For Sc4C@C80, the tetrahedral Sc4 cluster with the central μ4-C atom was 
found to be 10 kJ/mol more stable than the square cluster. For Sc4C3@C80, the calculation 
showed that the most stable is the Sc4C3 cluster in which the triangular C3 moiety is η3- 
and η2-coordinated to Sc atoms. Whereas Sc4C@C80 has rather small HOMO-LUMO 
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gap and low ionization potential, the HOMO-LUMO gap of Sc4C3@C80 is substantially 
higher and exceeds that of Sc4C2@C80. 
In the third part, computational studies of structures and reactivity are described for a 
new type of EMFs with a heptagon that has been produced in the arc-discharge synthesis. 
DFT computations predict that LaSc2N@Cs(hept)-C80 is more stable than LaSc2N@D5h-
C80, so the former should be synthesized in much higher yield than observed. This 
disagreement may be ascribed to the kinetic factors rather than thermodynamic stability. 
Because of prospective applications of this EMFs by introducing functional groups, the 
influence of the heptagon on the chemical properties have been further evaluated. 
Thermodynamically and kinetically preferred reaction sites are studied computationally 
for Prato and Bingel-Hirsch cycloaddition reactions. In both types of reactions the 
heptagon is not affected, and chemical reactivity is determined by the adjacent pentalene 
units. Thermodynamically controlled Prato addition is predicted to proceed 
regioselectively across the pentagon/pentagon edges, whereas the most reactive sites in 
kinetically-controlled Bingel-Hirsch reaction are the carbon atoms next to the 
pentagon/pentagon edge.  
Fourth, although various EMFs have been successfully synthesized and characterized, 
the formation mechanism is still not known in details, and hence control of the synthesis 
products is rather poor. Therefore, EMF self-assembly process in Sc/carbon vapor in the 
presence and absence of cooling gas (helium) and reactive gas (NH3 and CH4) is 
systematically investigated using quantum chemical molecular dynamics (QM/MD) 
simulations based on the DFTB potentials. The cooling gas effect is that the presence of 
He atoms accelerates formation of pentagons and hexagons and reduces the size of 
formed carbon cages in comparison to the analogous He-free simulations. As a result, 
the Sc/C/He system yields a large number of successful trajectories (i.e. leading to the 
Sc-EMFs) with more realistic cage-size distribution than the Sc/C system. Encapsulation 
of Sc atoms within the carbon cage was found to proceed via two parallel mechanisms. 
The main mechanism involves nucleation of the several hexagons and pentagons with Sc 
atoms already at the early stages of the carbon vapor condensation. In such proto-cages, 
both Sc–C σ-bonds and coordination bonds between Sc atoms and the π-system of the 
carbon network are present. Sc atoms are thus rather labile and can move along the 
carbon network, but the overall bonding is sufficiently strong to prevent dissociation 
even at high temperatures. Further growth of the carbon cage results in encapsulation of 
one or two Sc atoms within the forming fullerene. Another encapsulation mechanism is 
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observed in rare cases. In this process, the closed cage is formed with Sc being a part of 
the carbon network, i.e. being bonded by three or four Sc–C σ-bonds. However, such 
intermediates are found to be unstable, and transform into the endohedral fullerenes 
within few picoseconds of annealing. In perfect agreement with experimental studies, 
extension of the simulation to Fe and Ti showed that Fe-EMFs are not formed at all, 
whereas Ti is prone to form Ti-EMFs with small cage sizes, including Ti@C28-Td and 
Ti@C30-C2v(3). 
The role of “reactive gas” in the EMF synthesis is revealed in dedicated simulations 
of the fullerene formation in the presence of several molecules of CH4 or NH3. When 
concentration of reactive gas is high, carbon vapor tends to form graphene flakes or other 
carbon species terminated by hydrogen atoms, whereas the yield of empty fullerenes is 
very low. Conversely, with additional metal atoms (Sc) and the same number of NH3 
molecules, the yield of fullerenes constantly increase from 5 to 65% which is ascribed to 
the catalytic activity of metal atoms in the nucleation of carbon cages already at early 
stage. Moreover, due to the presence of hydrogen atoms from the reactive gas, the carbon 
cage formation requires much longer time, which provides sufficient reaction time to 
encapsulate 3 or 4 Sc atoms within one cage. It explains preferential formation of 
clusterfullerenes in experiments with reactive gas. At the same time, 
monometallofullerenes and dimetallofullerenes are the main products in absence of 
reactive gas. We also provide possible growth mechanisms of carbide and cyano-
clusterfullerenes in details to elucidate how the intracluster goes into the cage. A possible 
growth mechanism of nitride clusterfullerenes has been proposed based on DFT results.  
In the last part, a free-standing crystalline single-atom thick layer of Fe has been 
studied theoretically. By investigating the energy difference, ΔE, between a suspended 
Fe monolayer and a nanoparticle using the equivalent number of Fe atoms, one can 
estimate that the largest stable membrane should be ca. 12 atoms wide or 3 × 3 nm2 which 
is in excellent agreement with the experimental observation. Otherwise, the possibility 
of C, O, N atoms embedded into the Fe membrane can been fully excluded by DFTB and 
DFT simulations, which agrees with electron energy loss spectroscopy (EELS) 
measurement. A significantly enhanced magnetic moment for single atom thick Fe 
membranes (3.08 μB) is predicted by DFT as compared to the bulk BCC Fe (2.1 μB), 
which originates from the 2D nature of the Fe membrane since the dz2 orbital is out-of-
plane while the dxy orbital is in-plane.  
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Chapter 1. Introduction 
1.1 Introduction of endohedral metallofullerenes 
In 1985, Kroto et al. made the surprising discovery that C60
+ was unusually stable 
among the gas-phase carbon cluster produced by laser vaporization of graphite.1 They 
proposed that this stability resulted from its truncated icosahedron structure and dubbed 
the ion buckminsterfullerene after the famous architect Richard Buckminster Fuller. 
Many gas-phase experiments and theoretical investigations that followed supported this 
claim, and the soccer-ball structure of C60 was finally confirmed in 1990, when 
Krätschmer and Huffman discovered a method for making macroscopic quantities of C60 
and other larger fullerenes via resistive evaporation of graphite in the arc-discharge 
process2. Krätschmer and Huffman's finding opened up new avenues for fullerene 
research. Since then, fullerenes as new allotrope of carbon has always been regarded as 
promising material in applications for nanoelectronics, superconductors, optical 
switching and field-effect transistor et al. Due to the intrinsic nature of fullerene 
molecules, the empty space inside the carbon cages could be utilized to host atom, atoms, 
clusters and even molecules. Soon after the discovery of C60, the encapsulation of 
lanthanum metal ion into fullerene cages was achieved. In the process of laser 
vaporization of the mixture of LaCl3 and graphite, LaC60 was detected as the first 
endohedral metallofullerene which indicated a wide prospect of all lanthanide metals.3 In 
the following years, plenty of metals has been trapped into the fullerene cages which 
included not only lanthanide metals but Group I-III metals as well which further 
classified as mono-,4 di-5 and tri-6 metallofullerenes according to the number of metal 
ions. Clusterfullerenes are a new class of fullerene family which includes metal nitride 
clusters,7 metal carbide clusters,8 metal cyano clusters9, oxide clusters10, metal sulfide 
clusters11, molecule12 and inert gas13. First synthesis of metal-nitride clusterfullerene, 
Sc3N@C80, was achieved unexpectedly when N2 leaked into fullerene generator chamber 
(which has to be avoid at that time)7. A small portion of nitrogen gas as nitrogen source 
was introduced into the Krätschmer-Huﬀman generator2 with graphite rods containing 
metal oxides producing a yield 3−5% of NCFs. Generally yield of EMFs reached only 2% 
or less in the fullerene soot and was exceeded by 10-fold higher amounts of empty 
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fullerenes. While by substitution from nitrogen gas to NH3 as the reactive gas
14,15, relative 
yield of the NCFs has been dramatically enhanced, and for the ﬁrst time NCFs were 
obtained as the main fullerene products in the soot with less than 5% empty cages16,17. 
The improvement of the NH3 method is that the empty fullerenes are significantly 
depressed, so the task of separating the NCFs from the empty fullerenes (EF) is less 
complicated when compared to the synthesis with N2 gas. Since then, great efforts have 
been made for enhancing the yield and producing new structures. Dunsch et al. proposed 
a new strategy to modify arc discharge process with the idea of the reactive-gas 
atmosphere which powerfully extended the family endohedral fullerenes.15,18 Metal 
carbide clusterfullerenes were found as the minor structures during the production of 
metallofullerenes. The low yield of metal carbide clusterfullerenes hindered the deep 
studies on their properties. Furthermore, carbide metallofullerenes are synthesized with 
graphite and the metal sources as the same sources as the metallofullerenes fullerenes 
synthesis19. As the result, it is impossible to distinguish them from conventional 
dimetallofullerenes from only mass spectrum in view of their structural features. Thus, 
many carbide metallofullerenes were first assigned erroneously to di-EMFs or tri-EMFs. 
Although now the C2 unit coordinated with 2-4 metal atoms, e.g. Sc, Y, Ti, Lu, Er, Gd, 
in carbon cages have already been well characterized by X-ray crystallography and NMR 
techniques as well as DFT calculations, how the intracluster forms and where the C2 
fragment comes from (from cage or outer carbon source) is still lack of direct evidence. 
Zhang et al. isolated and characterized an intermediate carbide metallofullerenes with 
asymmetric cage C84-C1(51383), and the cage undergoes C2 units ejection yielding 
conventional C82 and C80 cages with different symmetries by “top-down” mechanisms.20 
Wang and et al. characterized a new type of EMFs whose intracluster is consistent with 
both of C2 and CN units coordinated three Sc in C80-Ih(7) cage
21. If internal cluster 
changes even when cage closure, derivation of Sc3C2CN@C80-Ih(7) may be 
Sc3C2@C81N-C3v(8), Sc3CN@C82-C3v(8) under C2 ejection and Stone–Wales 
transformation on the cage. Wang’s. group discovered the first cyano-metallofullerene 
Sc3NC@C80-Ih(7) by introducing mixed He and N2 gas and verified its structure by a 
single-crystal X-ray diffraction measurement9. The intracluster of Sc3NC@C80 is planar 
with central nitrogen atom and a carbon surrounded by three Sc atoms. After that, the 
same group reported another type of cyano-metallofullerene Sc3NC@C78−C2(22010), 
whose properties were revealed by UV−vis, vibrational spectroscopy and DFT 
computations22. The family of oxide clusterfullerenes including Sc4O2@C80 
23 (the most 
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abundant), Sc4O3@C80 
24 and Sc2O@C82 
25 has been produced by Stevenson et al. in 2008 
and characterized by single-crystal X-ray diﬀraction studies. Sc atoms form a distorted 
tetrahedron, and μ3-oxygen atoms are placed above its faces. While in Sc2O, the angle of 
Sc−O−Sc is 157° with Sc-O distances of 1.93 and 1.87 Å. 13C and 45Sc NMR 
spectroscopic study of Sc4O2@C80 indicated that the cluster is fast rotating only showing 
two 13C signals as the same as other EMFs with the C80-Ih(7) carbon cage. Sulﬁde 
clusterfullerenes were first discovered in 2010 and were presented to have diﬀerent 
structures than the most abundant oxide clusterfullerenes.26,27 UV−vis-NIR absorption 
spectra of M2S@C82 (M = Sc, Y, Dy, Lu) resembled closely those of M2C2@C82-C3v(8) 
which indicated that the cage of M2S@C82 should be C82-C3v(8) which was also supported 
by DFT calculations and IR spectroscopy of Sc2S@C82. 
Classical fullerenes contain only pentagons and hexagons, and fullerenes with 
polygons other than hexagon and pentagon have been extensively studied theoretically.28-
32 The structural consequences from Euler's theorem applied to fullerenes with pentagons, 
hexagons, and heptagons were discussed in detail by Fowler et al.30 For such a 
polyhedron, the difference between the number of pentagonal and heptagonal faces is 
twelve. Therefore, addition of a heptagon increases the number of pentagons by one, 
while decreasing the number of hexagons by two. Fowler et al. also showed that, in 
contrast to strongly destabilizing pentagon/pentagon edges, the pentagon/heptagon edges 
are energetically favorable and their number should be maximized.30 As a result, the most 
stable isomers of heptagon-containing fullerenes are often non-IPR ones, in which the 
heptagon is fused to an adjacent pentagon pair. The heptagon-containing fullerenes are 
usually less stable than IPR cages, and their formation in a standard arc-discharge 
synthesis has never been observed. However, if the fullerene π-system is modified and 
some cage atoms are sp3-hybridized, the stability factors such as the IPR are no longer 
applicable. Exohedral derivatization can stabilize the “defects” (e.g., pentagon 
adjacencies),33 which makes heptagon-containing fullerenes possible. Among the seven 
reported fullerene structures with heptagonal faces, six were obtained by “etching” the 
fullerene surface with fluorine or chlorine under relatively harsh conditions,34-38 and one 
was synthesized via introduction of CCl4 to the carbon arc.
39 In all of these structures 
except for one (which has no adjacent pentagons36), the pentagon adjacencies 
accompanying the heptagon ring are stabilized by exohedral addition of halogen atoms, 
consequently transforming the halogenated carbon atoms from sp2 to sp3. Metal ions 
encapsulated inside the fullerene cage can also stabilize pentagon adjacencies.33,40-44 In 
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fact, the number of structurally characterized non-IPR endohedral metallofullerenes 
(EMFs) is comparable to that of IPR-obeying ones. Thus, the IPR is only a suggestion, 
not a rule, for endohedral fullerenes.43,44 Zhang and his coworkers demonstrated that 
endohedral metallofullerenes with heptagonal rings are successfully produced for the first 
time in the arc-discharge synthesis and characterize the first EMF with a heptagon, 
namely LaSc2N@Cs(hept)-C80, by single-crystal X-ray diffraction.
45 Computational 
study reveals that an EMF with heptagonal rings can be as stable as conventional EMFs, 
and the reason for the missing of heptagon-containing EMFs in previous research is their 
low yields, not their thermodynamic stability. 
 
1.2 Stability of endohedral metallofullerenes 
1.2.1 Charge transfer phenomenon 
The electron transfer from encapsulated species to the fullerene cage dramatically 
affects molecular structures of EMFs. Therefore, carbon cage isomers in structurally 
characterized EMFs are usually different from those of empty fullerenes because 
charging can affect relative stabilities of fullerene isomers.46,47 The milestone in the 
computational studies of EMFs was the finding that the Ih(7) isomer of C80, being the 
least stable structure for neutral C80 and C80
2+, has the lowest energy structure for multiply 
charged C80
4− and C80
6− states.47,48 The preference of the C80-Ih(7) cage in highly charged 
state was a clear explanation why the most stable isomer is La2@C80-Ih(7), as opposed to 
the D2-symmetric hollow C80.
49 In another work, variation of the relative energies of 
negatively charged isomers of C82 was analyzed to explain isomerism of M@C82.
50,51 The 
most stable neutral C82 cage is C2(3), whereas C2v(9) cage was proved to be the lowest 
energy isomer of C82
2− and C82
3−. Therefore, the lowest energy isomers of M@C82 (M=Ca, 
Sc, Y, La, etc.) have the C2v(9) cage isomer.
50,51 The electron transfer also explains the 
violation of the isolated-pentagon rule (IPR) first proposed by Kroto for empty fullerenes 
in 1987.52 This rule is strictly followed by empty fullerenes, but often violated by EMFs. 
Fowler and Zerbetto found that the negatively charged non-IPR C2v(1809) isomer of C60 
with two pairs of adjacent pentagons is quite stable.47 In the C60
4− state, its relative energy 
equals that of the IPR C60, whereas in the hexa-anionic state, the non-IPR isomer is 
already more stable. Pentalene (a unit of two fused pentagons) is an 8π anti-aromatic 
system in the neutral state, but its dianion with 10π electrons is aromatic.53 Therefore, 
electron transfer from metal atoms to the carbon cage can stabilize non-IPR isomers. The 
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first computational proof was reported by Kobayashi et al. in 1997 in the studies of 
Ca@C72 isomers,
54 whereas the first experimental evidence of the violation of IPR in 
EMFs was provided in 2000, with the isolation of Sc2@C66-C2v(4348)
41 and Sc3N@C68-
D3(6140).
40 Since that time, a lot of non-IPR EMFs have been reported by both 
experimental synthesis20,55-65 and theoretical predications.66-72 Hence, the IPR is no 
longer valid for EMFs. 
Violation of the IPR makes prediction of the most stable EMF isomers more complex 
than for empty fullerenes. Hence, much larger number of empty cage isomers need to be 
considered, and cluster inside also can have many different bonding sites for each cage 
isomer. Correlation between stability of EMF and appropriately charged empty fullerene 
isomers can substantially facilitate a search of the most stable isomers of EMFs because 
computations of empty fullerenes are less demanding and more reliable than those of 
metal-containing EMFs. Typically, thousands of isomers of empty fullerenes in their 
charged form are screened at the semi empirical level (e.g., AM1), whereas DFT 
calculations of EMFs are then performed for a limited number of the most stable isomers 
(10–20 isomers is usually sufficient).73 This procedure has become a routine now and 
allows one to locate the most stable isomers within 1–2 weeks.  
1.2.2 Cage form factor and strain in the endohedral cluster 
The charge transfer is a key factor of determining stability of the EMFs as mentioned 
in the previous section (1.2.1). The role of charge transfer to the carbon cage in stabilizing 
a particular cage isomer is well established now73 74 75 49， so we can routinely predict 
the most preferable isomers through charged empty fullerene isomers.55,56,73,76 However, 
this factor is not the only one determining the stabilities of EMFs. The size and the shape 
of the fullerene cage also need to fit the shape and size of the encapsulated cluster. High 
distortions of the cluster may increase its energy and even destabilize the whole 
clusterfullerene molecule. A typical example of the cage form factor is the case of 
M3N@C78. The lowest energy isomer of C78
6− is D3h(5), so many types of clusters are 
encapsulated within this cage isomer, e.g. M2@C78 (M=La, Ce),
77 Ti2C2@C78,
78 
Ti2S@C78,
79 and Sc3N@C78.
80 However, the non-IPR C2(22010) isomer cage becomes 
much more stable for clusters of much larger size such as containing Y or lanthanides 
due to providing larger space than D3h(5) cage. As a result, M3N and even mixed-metal 
MSc2N (M=Y or lanthanides) clusters prefer to be in non-IPR C2(22010).  
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The absence of Sc3N@C72 and Sc3N@C74 is also caused by the absence of the suitably 
shaped stable isomers of C72 and C74 cages to accommodate triangular Sc3N cluster.
81 For 
the common cases of dimetallofullerenes M2@C72 (M=Ce, La) the most preferable C72
6− 
isomer is D2(10611) owing to an elongated shape with two pentagon pairs located on the 
opposite poles of the molecule. This shape perfectly fits di-EMFs whose metal atoms 
coordinate adjacent pentagon pairs with a relatively large M···M distance, but is not well-
matched with the triangular shape of the M3N cluster (see figure 1.1). The Sc atoms 
cannot fully coordinate two pentagon pairs of C72-D2(10611), so M3N@C72-D2(10611) 
is very unstable.73 An analogous reason for the low energy C74
6− isomers also explains 
why M3N@C74 NCFs have never been observed.
73 Similarly, for Sc3N@C70-C2v(7854)， 
the cluster is highly distorted by coordinating three pentagon pairs without equilateral 
triangle shape remaining. Therefore, the yields are much lower than for other Sc-based 
NCFs.55 The most stable isomer of C76
6− cage should be the C76-Cs(17490), but neither 
Sc3N nor Dy3N cluster fits the cage well. However, the asymmetric shape of the mixed 
metal cluster DySc2N fits the cage better, and hence, DySc2N@C76 is the only C76-based 
NCF obtained in isolable amounts.60 The size of the fullerene cage can also dramatically 
affect the bond lengths or even the shape of the internal clusters. For instance, a 
systematic experimental and computational NMR study of a series of Y2C2@C2n (2n=82, 
84, 92, 100) by Dorn et al. showed that the internal yttrium carbide cluster prefers to 
adopt a stretched linear shape when the cage is sufficiently large (e.g., in C100), whereas 
it bends to a compressed butterﬂy shape in relatively small cages (e.g., in C82).82  
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Figure 1.1 Optimized structures by DFT of Sc3N@C2n isomers with 2n= 
68-76 (C-gray, N-blue, Sc-pink, pairs of adjacent pentagons are 
highlighted in black). Reproduced from Ref. 73 
 
From the examples discussed above, we can finally conclude that the cage form factor 
is much more important for stability of clusterfullerene than that of conventional EMFs. 
Although for the former the shape and size of the cluster play a limiting role in the cage 
size distribution, for mono- and dimetallofullerenes these factors are not so crucial and a 
much broader range of structures can be obtained.83-87 In spite of the obvious vital role 
played by the cage form factor in stability of clusterfullerenes, numerical estimation of 
the strain energy and optimal geometrical characteristics of encapsulated clusters are not 
known because in all real systems they are always templated by the carbon cage. That is, 
it is hard to predict which cluster geometry is strained and which is not, and how large 
the strain is if it is considered to be present. A computational study of the isolated cluster 
(e.g., Sc3N) taken outside of the carbon cage is not relevant because of the different 
electronic structures of the free cluster and the same cluster inside the carbon cage. At 
the same time, the study of the isolated charged cluster with the formal charge taken as a 
real one (e.g., Sc3N
6+) also does not give a reliable answer. The real charges of the 
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endohedral atoms in EMFs are much smaller than the formal ones because of the 
significant degree of covalence in metal–cage interactions,88 so computations for highly 
charged naked clusters will severely overestimate Coulomb repulsion of metal atoms. 
This problem has been solved in this work by using a simple scheme in which metal 
atoms are coordinated with small organic π-systems mimicking the real electronic 
situation in EMFs. The endohedral cluster owns sufficient freedom to adjust its 
geometrical parameters in the most optimal way. Then by comparing the energetic 
difference between optimal and strained clusters, we can understand how large the strain 
of the intracluster is in the cage (see details in chapter 3).  
1.3 Hypothetical models of fullerene formation 
Since their discovery in 1985, scientists have been intrigued by the efficiency with 
which C60 and other fullerenes form from a condensing carbon vapor and have sought to 
explain this process. Thus far, it has only been ascertained that fullerenes form from small 
fragments of carbon based on experiments.89 Doubtless, scientists will continue to search 
for answers to the fullerene formation. Until now, many mechanisms90 have been 
proposed by both experiments and theoretical predictions.  
Party Line mechanism  
Party line mechanism first proposed by Smalley and co-workers91 assumed that small 
carbon particles come together to form linear chains, which then react with other chains 
to make monocyclic rings. Further addition of small linear chains increases the size of 
the rings until they form polycyclic networks in 25-35 atom range. The party line 
mechanism assumes that, in that size domain, polycyclic networks resembling open 
graphitic sheets become thermodynamically most favorable. Smalley and co-workers 
postulated that these graphitic sheets are more reactive than rings or linear chains because 
they have more dangling bonds, and that to minimize the number of dangling bonds, the 
polycyclic network incorporates some pentagons, causing curvature. Occasionally, one 
of these cuplike pieces of graphite gathers enough pentagons in the right places to force 
it to close into a hollow cage, thereby forming a fullerene. However, this mechanism 
failed to explain why C60 can be produced in macroscopic quantities, with yields of 20% 
and more.  
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Figure 1.2 Pentagon road to empty fullerene formation 
Pentagon Road 
With the discovery of a bulk method for production of fullerenes, Smalley and co-
workers improved their original party line scheme, proposing an appealing mechanism 
which they dubbed the pentagon road.92,93 This view of carbon nucleation assumes that 
the lowest-energy form of any small graphitic fragment has the following properties: (1) 
it is made up only of hexagons and pentagons, (2) it includes as many pentagons as 
possible, and (3) none of the pentagons are adjacent. In addition, according to the 
pentagon road, for carbon clusters that have more than 20-30 atoms but are too small to 
make a closed fullerene with isolated pentagons, such open graphitic cups are lower in 
energy than any other structure. Furthermore, in the slow-cooling environment of bulk 
fullerene production, annealing allows the carbon clusters to find the energy minimum 
among structures. Thus, thermochemical stability dictates the formation of these 
graphitic cups as shown as in figure 1.2, and kinetic reactivity determines the continuous 
growth toward fullerenes. The main mechanism for this growth, according to the original 
pentagon road scheme, is addition of C2 and other small carbon particles to the reactive 
edges of the developing graphitic network. The closed fullerenes, once formed, have no 
open edges and, therefore, generally do not grow any further. Thus, any nucleation path 
that leads to C60, as many would according to the annealing described above, is ultimately 
a dead end in cluster growth. There is no experimental evidence to support the presence, 
in the later stages of fullerene formation, of the abundant supply of small carbon particles 
necessary for this scheme. Curl has proposed a modification to the pentagon road, in 
which the growing graphitic cups react with intermediate-sized rings, according to the 
equation 𝐶𝑛,𝑔𝑟𝑎𝑝ℎ𝑖𝑡𝑖𝑐 + 𝐶𝑥,𝑟𝑖𝑛𝑔 → 𝐶𝑛+2,𝑔𝑟𝑎𝑝ℎ𝑖𝑡𝑖𝑐 + 𝐶𝑥−2,𝑟𝑖𝑛𝑔 , thus forming a larger 
graphitic cup and a smaller ring. Such reactions would obviate the need for a constant 
supply of C2 and C3. In addition, neither reactant would need to rearrange significantly, 
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and therefore these reactions should occur with relatively low energy barriers. However, 
the pentagon road can’t explain the production of C70 which is present in significant 
amounts. 
 
Figure 1.3 The Stone-Wales rearrangement 
The Fullerene Road 
Another mechanism has been proposed by James Heath94, Smalley's doctoral student, 
which incorporates these clusters as intermediates. His “Fullerene Road” scheme 
describes the growth of fullerenes in four stages: (1) growth of carbon chains up to a 
length of C10 from initial reactants in carbon vapour. (2) growth from chains to 
monocyclic rings of C10-C20. (3) production and growth of three-dimensional reactive 
carbon networks C21-C40. (4) growth of fullerene cages by addition of small carbon 
species via a closed shell mechanism producing C60, C70 and higher fullerenes as stable 
products. Besides, Heath also invokes the Stone-Wales rearrangement,95 shown in fig. 
1.3, as a method for producing the fullerene isomer with the fewest adjacent pentagons. 
The advantage of Heath's mechanism is that it is based on the most abundant, and 
thermodynamically most stable species in the 50-60 atom size range.96-99 However the 
fullerene road does not account for the fact that metal ions can be encapsulated since the 
early fullerene cages are too small to hold a metal ion. 
Shrinking Hot Giant Road 
Morokuma, Irle, and coworkers have performed extensive quantum chemical 
molecular dynamics (QM/MD) simulations100-107 based on density-functional based 
tight-binding (DFTB)108-111 simulations to reveal formation mechanism of fullerenes, 
nanotubes and graphene. In the studies of the fullerene formation, the simulations usually 
were performed shooting carbon dimers (C2 units) on a single preformed nucleus cluster 
at high carbon density, typically leading to a formation of giant fullerenes. Post annealing 
simulations revealed the possibility of shrinking such giant cages to smaller ones. Based 
on these simulations, a “Shrinking Hot Giant (SHG)” road of fullerene formation was 
proposed. According to this SHG mechanism, giant fullerenes Cn with n>80 self-
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assembled in a “size-up” process through irreversible autocatalytic reactions of polyyne 
chains and macrocycles. Such cages have a lot of defects and unsaturated carbon chains. 
Subsequently a “size-down” process of shrinking down in size dominated by ‘fall-off’ of 
exohedral carbon chains and ‘pop-out’ of C2 units were proposed. However, regular 
defect-free cages were not produced so far in such simulations since with the healing of 
the defects the cages become more and more kinetically stable and rearrangement of the 
cage structure or a loss of C2 becomes rare event and requires thus long simulations times. 
Besides, the scheme has limitations in that the simultaneous growth of multiple nuclei 
and their coalescence is automatically excluded in the C2 shooting simulations. 
Other fullerene formation mechanisms 
Until now, there is still no generally accepted mechanism in the fullerene community. 
Moreover, it’s extremely difficult to design an experiment that could directly provide 
evidence for any kind of mechanism. Hence, many other fullerene formation mechanisms 
have also been proposed by diverse research groups. For instance, Goeres and Sedlmayr 
suggested that C60 can be formed by six naphthalenic C10 units fused.
112 Wakabashi and 
Achiba proposed the mechanism of a "ring stacking" model113 in which a sequential 
stacking of monocyclic rings combined to open graphitic cup. C10 and C18 can fuse to C28 
(see figure 1.2) as intermediate which has an open structure containing the five and six 
membered ring network of C60. Further stacking of appropriately sized rings forms the 
closed fullerene C60. Mechanism of endohedral fullerene formation is even less 
understood than that of empty fullerenes. In addition to the carbon cage formation, the 
role of the metal in the fullerene growth and the mechanism of the metal encapsulations 
needs to be clarified. Besides, one has to understand why certain conditions preferably 
lead to mono- and dimetallofullerenes, while different clusterfullerenes can be formed in 
other conditions.43,114,115 e.g., considering pure metal-carbon system, formation of mono-, 
di-, tri-metallofullerenes and carbide clusterfullerenes should be understood. Molecular 
dynamics simulations of EMF formation at 3000 K were performed by Maruyama and 
Yamaguchi using Brenner classical potentials augmented with potential functions 
derived from DFT calculations of small metal-containing clusters.116,117 For Sc, their 
work showed relatively weak influence of metal on the fullerene formation. Sc preferred 
to be located on the edge of the growing cage and could slip into the cage just before its 
closure. On the other hand, La was shown to have a stronger influence on the fullerene 
growth by serving as a nucleation center. With no doubt, finding formation mechanisms 
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will still remain active area of fullerene science, because of the difficulty inherent in 
designing an experiment that will provide conclusive evidence for any kind of mechanism.  
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Chapter 2. Methodology 
2.1 Density Functional Theory (DFT) 
Density functional theory (DFT) is a well-established method for efﬁciently solving 
the Schrödinger equation of complex many-body systems from ﬁrst principles. The term 
ﬁrst principles (also known as ab initio, the Latin term meaning “from the beginning”) 
implies that this method is only based on the laws of quantum mechanics without 
requiring any empiric or semi-empiric parameters involved in the calculation. This 
approach therefore can be expected to yield highly accurate predictions regarding 
different combination of atomic properties. In this thesis, the vast majority of calculations 
is performed with DFT to predict structural, electronic, magnetic, and mechanical 
properties of carbon based materials (fullerenes and graphene), such as determination of 
molecular or material structures, transition state structures, activation energies, reaction 
pathways, molecular orbitals or band structures, the assignment of various kinds of 
spectra etc.  
The DFT method is based on the concept of energy as a function of the electron density 
distribution, and it is fundamentally different from the Hartree-Fock approach that is used 
traditionally in electronic structure calculations and aims at solving the Schrödinger 
equation from the many-electron wave functions. The development of the DFT method 
started with the demonstration by P. Hohenberg and W. Kohn118 that for a given system 
of interacting particles under the influence of an external potential 𝑉𝑒𝑥𝑡(𝒓), the potential 
is a unique function of the electron density distribution 𝑛(𝐫); consequently, since 𝑉𝑒𝑥𝑡(𝒓) 
contributes to the Hamiltonian, all the properties of the system can be expressed as 
functions of 𝑛(𝐫). One year later, W. Kohn and L. J. Sham119 proposed a feasible method 
to apply this concept to the determination of electronic structure by adding a non-
interacting auxiliary system for easier calculation to predict the properties of the true 
interacting system. According to this method, the ground state energy E of the system 
can be written as a functional of the electron density distribution n(r), 
𝐸[𝑛(𝐫)] =
1
2
∑ ∫ 𝑑3𝑟|∇Ψ𝑖(𝐫)|
2𝑁
𝑖 +∫ 𝑑
3𝑟𝑉𝑒𝑥𝑡 (𝐫)𝑛(𝐫)+  
1
2
∫ 𝑑3𝑟𝑑3𝑟′
𝑛(𝐫)𝑛(𝐫′)
|𝐫−𝐫′|
+ 𝐸𝑋𝐶[𝑛(𝐫)] 
(2.1) 
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Atomic units are used in this equation (ħ = me = e = 1). The first term represents the 
kinetic energy of an non-interacting particle system; the second term is the interaction of 
electrons with the external potential 𝑉𝑒𝑥𝑡(𝒓) due to the atomic nuclei and other external 
fields; the third term, which also can be defined as EH[n(r)], arises from the electron-
electron classical Coulombic forces; the last term, EXC[n(r)], described as the exchange-
correlation function, accounts for all the non-classical effects not described by the 
previous terms. The family of functions  Ψ𝑖(𝐫) are called Kohn-Sham orbitals for i = 
1, …, N electrons, which correspond to the eigenfunctions of the auxiliary system of non-
interacting electrons under an average effective potential, as described by the eigenvalue 
problem: 
{−
1
2
∇2 + 𝑉𝑒𝑥𝑡(𝐫) + 𝑉𝐻[𝑛(𝐫)] + 𝑉𝑋𝐶[𝑛(𝐫)]} 𝛹𝑖(𝐫) = 𝜀𝑖𝛹𝑖(𝐫)                          (2.2) 
where Vm[n(r)], for m = {H, XC}, are potentials of the corresponding functions Em[n(r)], 
defined as 𝑉𝑚[𝑛(𝐫)] =
𝛿𝐸𝑚[𝑛(𝐫)]
𝛿𝑛(𝐫)
. 
The electronic density n(r) is then expressed in terms of Kohn-Sham eigenstates Ψ𝑖(𝐫) 
according to  
𝑛(𝑟) = ∑ |𝛹𝑖(𝐫)|
2𝑁
𝑖                                                      (2.3) 
Spin polarization is not taken into account in above equations, but the methodology 
can be easily extended to account for this, by assigning electron density distributions for 
electrons with spins up n↑(r) and down n↓(r) instead of a single electron density 
distribution n(r). 
In principle the KS equations allow us to determine the ground-state energy and 
density exactly. However, the exact exchange-correlation term EXC is not known yet, so 
approximations need to be made depending on different practical applications. Usually 
EXC is decomposed into EXC = EX + EC. EX can be expressed exactly at least in terms of 
the single particle wavefunctions |ψ>, but exact expression for EC is unknown.  
The simplest approximation of EXC that has been used successfully in condensed-
matter problems is the so called Local Density Approximation (LDA); the corresponding 
expression for the exchange-correlation functional is 
𝐸𝑋𝐶[𝑛(𝐫)] ≈ 𝐸𝑋𝐶
𝐿𝐷𝐴[𝑛(𝐫)] = ∫ 𝑑3𝑟𝑛(𝐫)𝜀𝑋𝐶
𝐻𝐸𝐺(𝑛)                                (2.3) 
where 𝜀𝑋𝐶
𝐻𝐸𝐺(𝑛) = 𝜀𝑋
𝐻𝐸𝐺(𝑛) + 𝜀𝐶
𝐻𝐸𝐺(𝑛) is the exchange-correlation energy density for a 
homogeneous electron gas. For a uniform electron gas, the exchange energy, 𝜀𝑋
𝐻𝐸𝐺(𝑛), 
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has an analytical form, while for the correlation energy 𝜀𝐶
𝐻𝐸𝐺(𝑛) , different 
parameterizations have been proposed, such as the one by Perdew and Zunger120.  
LDA systematically underestimates EC but systematically overestimates EX, resulting 
in a fortuitous error cancellation, and LDA has been proven surprisingly successful for 
many types of calculations, like band structures, structural properties or phonon modes. 
The systematic character of this error cancellation is a consequence of the fact that the 
LDA XC-hole satisﬁes the sum rule which means the XC interaction displaces exactly 
one electron from the environment of r. LDA also gives a good approximation of the 
spherical average of the XC-hole since the LDA XC-hole exhibits a priori circular 
symmetry. LDA works well for slowly varying electron densities’ system. However, its 
most serious shortcomings is its underestimation of bandgaps of up to 100%. It also tends 
to overestimate interatomic bond strengths resulting in slightly too small bond lengths 
and too high cohesion energies. 
 A further development attempting to correct deficiencies of the LDA, is the so called 
Generalized Gradient Approximation (GGA), which employs not only the electron 
density but also its gradient in the estimation of exchange-correlation effects, in order to 
account for the non-homogeneity of electron density in real material systems: 
𝐸𝑋𝐶[𝑛(𝐫)] ≈ 𝐸𝑋𝐶
𝐺𝐺𝐴[𝑛(𝐫)] = ∫ 𝑑3𝑟𝑛(𝐫)𝜀𝑋𝐶(𝑛, |∇𝑛|)                             (2.4) 
Different expressions and parameterizations have been proposed for 𝜀𝑋𝐶(𝑛, |∇𝑛|) within 
the GGA, such as the one by Perdew, Burke and Ernzerhof121, which is widely known as 
PBE and employed in all DFT calculations in this thesis.  
2.2 Molecular Dynamics Simulations 
Molecular dynamics (MD) simulations is a powerful tool for capturing different ranges 
of time and length scales to understand the underlying formation mechanisms occurring 
at the atomic scale. The central part of MD simulations is to find the solution of the atomic 
and molecular many body problem by using Newton’s equations of motion. The forces 
𝐹𝑖  acting on the particle i of mass 𝑚𝑖 will move it to new positions by solving  
𝐹𝑖 = 𝑚𝑖
𝜕2𝑟𝑖
𝜕𝑡2
                                                       (2.5) 
where 𝐹𝑖 can be determined from the negative partial derivative of the potential function 
𝑉(𝑟1, 𝑟2 … 𝑟𝑁) 
According to how the potential function or force for each step is treated, MD 
simulation is branched out into three methodologies. The first one is classical MD, where 
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forces are derived from predeﬁned potential models by analytical gradient applications. 
It is used for monitoring very large systems consisting 100-100,000 atoms at ns to ms 
time, but the downside is that it cannot describe the electronic properties and usually its 
accuracy is too low. The second approach is ab initio MD, where forces on nuclei are 
obtained from the electronic structure calculations based on first-principles DFT. It 
overcomes the disadvantages of classical MD, but it is too expensive and only can deal 
with super small system (less than 100 atoms) within 1 ns. The third way to calculate 
energy potential is the density function based tight binding method which is 
approximation of the Kohn-Sham total energy in DFT. Without integrals DFTB is 
roughly 1000 times faster than DFT and can handle a large system containing more than 
1000 atoms at nanosecond scale. It has been used to predict the structure and properties 
of carbon based materials104,122,123, molecules124, solid state125,126, ions127, or even 
biological systems128 which fit both DFT and experimental results very well. In my 
QM/MD simulations this method has been employed as potential (see details in chapter 
2.4) for obtaining the evolution of coordinates and velocities of the particles.  
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Figure 2.1 Molecular dynamics simulation flow chart 
For MD simulations, we first need the initial positions and velocities of all the atoms 
in the system as shown in figure 2.1. The initial velocities of particles can be assigned 
manually or generated from the Maxwell velocity distribution according to target 
temperature.  
𝑓𝑣(𝑣𝑥 , 𝑣𝑦, 𝑣𝑧) = (
𝑚
2𝜋𝑘𝑇
)
3
2exp [
−𝑚(𝑣𝑥
2+𝑣𝑦
2+𝑣𝑧
2)
2𝑘𝑇
]                          (2.6) 
where 𝑓𝑣  is probability density of velocity, k is Boltzmann constant, T is target 
temperature and 𝑣𝑥, 𝑣𝑦 , 𝑣𝑧  are the velocity components. The initial velocities are 
available but after several steps kinetic energy is changed as the minimized structure 
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changes to the equilibrium structure, and the temperature also changes during dynamics. 
In order to maintain the correct temperature, the velocities have to be adjusted 
appropriately to the right target following the correct statistical ensembles. This means 
the probability of occurrence of a certain conﬁguration obeys the laws of statistical 
mechanics. For constant-temperature, constant-volume dynamics (NVT) several 
algorithms for temperature control exist, e.g. velocity scaling, Berendsen, Anderson, and 
Nosé-Hoover temperature coupling. The one which is often used is Nosé-Hoover 
thermostat. 129-131 
The central idea of Nosé-Hoover thermostat129-131 is that an additional degree of 
freedom is added to the real physical system which is given a mass Q. The equations of 
motion for the extended system are then solved. If the potential chosen for that degree of 
freedom is correct, the constant-energy dynamics (or the micro canonical dynamics, NVE) 
of the extended system produces the canonical ensemble (NVT) of the real physical 
system. The new Hamiltonian H of the extended system is given by: 
𝐻 = ∑
𝑝𝑖
2
2𝑚𝑖𝑠
2𝑖 + Φ(𝑞) +
𝑄
2
𝜁2 + 𝑔𝑘𝑇𝑙𝑛𝑠                                (2.7) 
where g is the number of independent momentum degrees of freedom of the system, and 
Q is an imaginary mass. 𝛷(𝑞) is interaction potential. The relationships of real-atom 
coordinates q, momenta p, the ﬁctitious coordinates s and associated momentum ζ are 
followed by: 
𝑑𝑞𝑖
𝑑𝑡
=
𝑝𝑖
𝑚𝑖
 
𝑑𝑝𝑖
𝑑𝑡
= −
𝜙
𝑑𝑝𝑖
− 𝜁𝑝𝑖 
𝑑𝜁
𝑑𝑡
=
∑
𝑝𝑖
2
𝑚𝑖
−𝑔𝑘𝑇
𝑄
                                                      (2.8) 
 
A well-known problem with the Nosé-Hoover thermostat is that in some situations, 
they are non-ergodic. The most famous example is for a collection of harmonic oscillators. 
This problem can be circumvented by using Nosé-Hoover chains, i.e. coupling the 
variable pη itself to a Nosé-Hoover-type thermostat using a new set of variables ?̃? and 
𝑝?̃?which are in turn coupled to thermostat ad inﬁnitum
132. In the thesis, Nosé-Hoover 
chains method is applied with a coupling constant of 500 cm-1 
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2.4 DFTB 
Total energy of a system of Ne electrons in the field of M nuclei at positions 
R may be written within DFT as a functional of the charge density n(r): 
𝐸 = ∑ < 𝜓𝑖| −
1
2
𝑜𝑐𝑐𝑢𝑝
𝑖 ∇
2 + 𝑉𝑒𝑥𝑡 +
1
2
∫ 𝑑𝒓′
𝑛(𝒓′)
|𝒓−𝒓′|
|𝜓𝑖 > +𝐸𝑥𝑐[𝑛(r)] +
1
2
∑
𝑍𝛼𝑍𝛽
|𝑹𝛼+𝑹𝛽|
𝛼,𝛽       
(2.9) 
where the first sum is over occupied Kohn-Sham eigenstates ψi, the second term 
is the exchange–correlation energy function and the last term represents the ion-
ion core repulsive energy, Eii. Substitute the charge density into this equation 
by a superposition of a reference or input density 𝑛0
′ = 𝑛0(𝒓
′) and a small 
fluctuationδn′ = δn(𝒓′) . Then it can be re-written as matrix elements by 
following Foulkes and Haydock’s method 133 
𝐸 = ∑ < 𝜓𝑖| −
1
2
𝑜𝑐𝑐𝑢𝑝
𝑖 ∇
2 + 𝑉𝑒𝑥𝑡 + ∫ 𝑑𝒓′
𝑛0
′
(|𝐫−𝐫′|)
+ 𝑉𝑥𝑐[𝑛0]|𝜓𝑖 >
−
1
2
∬ 𝑑𝒓𝑑𝒓′
𝑛0
′ (𝑛0 +𝛿𝑛)
|𝐫−𝐫′|
− ∫ 𝑑𝒓𝑉𝑥𝑐(𝑛0 + 𝛿𝑛)𝑛0 + 𝐸𝑥𝑐[𝑛0 + 𝛿𝑛] + 𝐸𝑖𝑖 +
1
2
∬ 𝑑𝒓𝑑𝒓′
𝑛0
′ (𝑛0 +𝛿𝑛)
|𝐫−𝐫′|
                (2.10) 
The second term of this equation corrects the double counting of the new 
Hartree, the third term for the new xc contribution in the leading matrix element, 
and the last term comes from dividing the full Hartree energy into a part related 
to n0 and 𝛿𝑛. 𝐸𝑥𝑐 can be expanded as second order in the density ﬂuctuations 
at the reference density and the terms linear in 𝛿𝑛 cancel each other at any 
arbitrary input density n0 :  
𝐸 = ∑ < 𝜓𝑖|𝐻0
𝑜𝑐𝑐𝑢𝑝
𝑖 |𝜓𝑖 > −
1
2
∬ 𝑑𝒓𝑑𝒓′
𝑛0
′ 𝑛0
|𝐫−𝐫′|
+𝐸𝑥𝑐[𝑛0 ] − ∫ 𝑑𝒓𝑉𝑥𝑐(𝑛0 )𝑛0 + 𝐸𝑖𝑖 +
1
2
∬ 𝑑𝒓𝑑𝒓′(
1
|𝐫−𝐫′|
+
𝛿2𝐸𝑥𝑐
𝛿𝑛𝛿𝑛′
|𝑛0)𝛿𝑛𝛿𝑛′.                                                            (2.11) 
2.4.1 Zeroth order non-self-consistent charge approach, NCC-DFTB 
The traditional non-self-consistence-charge TB approach is to neglect the last term in 
the ﬁnal expression in Eq. (2.11), with H0 as the Hamiltonian operator resulting from an 
input density n0. As usual, a frozen-core approximation is applied to reduce the 
computational eﬀorts by only considering the valence orbitals. The Kohn-Sham 
equations are solved non-self-consistently and the second-order correction is neglected. 
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The contributions in Eq. (2.11) which depend on the input density n0 only and the core-
core repulsion are taken to be the sum of one- and two-body potentials133,134. The latter, 
denoted by Erep, are strictly pairwise, repulsive and short ranged. The total energy then 
reads 
𝐸0
𝑇𝐵 = ∑ < 𝜓𝑖|𝐻0|𝜓𝑖 >
𝑜𝑐𝑐𝑢𝑝
𝑖 + 𝐸𝑟𝑒𝑝                                   (2.12) 
which is similar to the general TB energy equation in the general Hartree-Fock-Roothaan 
approximation. 
In order to solve the KS equations, the single-particle wavefunctions 𝜓𝑖  within an 
LCAO ansatz are expanded into a suitable set of localized atomic orbitals 𝜑𝑣, 
𝜓𝑖(𝑟) = ∑ 𝑐𝑣𝑖𝜑𝑣(𝒓 − 𝑹𝛼)𝑣                                              (2.13) 
If we employ conﬁned atomic orbitals in a Slater-type representation134, these are 
determined by solving a modiﬁed Schrödinger equation for a free neutral pseudoatom 
with self-consistence ﬁeld (SCF)-LDA calculations135. The eﬀective one-electron 
potential of the many-atom structure134 is approximated to a sum of spherical KS 
potentials of neutral pseudoatoms due to their conﬁned electron density. By applying the 
variational principle to the zeroth-order energy functional (2.12), we obtain the non-SCF 
KS equations, which, ﬁnally, within the pseudoatomic basis, transform to a set of 
algebraic equations: 
∑ 𝑐𝑣𝑖(𝐻𝑢𝑣
0 − 𝜖𝑖𝑆𝑢𝑣) = 0, ∀𝜇, 𝑖 ;   𝐻𝑢𝑣
0 =< 𝜑𝜇|𝐻0|𝜑𝑣 >, 𝑆𝑢𝑣 =< 𝜑𝜇|𝜑𝑣 >  ∀𝜇 ∈
𝑁𝑒
𝑣
𝛼 (2.14) 
Consistent with the construction of the eﬀective one-electron potential we neglect 
several contributions to the Hamiltonian matrix elements 𝐻𝑢𝑣 yielding 
 𝐻𝑢𝑣
0 = {
𝜖𝜇
𝑛𝑒𝑢𝑡𝑟𝑎𝑙 𝑓𝑟𝑒𝑒 𝑎𝑡𝑜𝑚     if 𝜇 = 𝑣;
< 𝜑𝜇
𝛼|𝑇 + 𝑉0
𝛼 + 𝑉0
𝛽
|𝜑𝜇
𝛽
> if 𝛼 ≠ 𝛽;
0        otherwise.
                              (2.15) 
 Since indices α and β indicate the atoms on which the wavefunctions and potentials 
are centred, only two-centre Hamiltonian matrix elements are treated and explicitly 
evaluated in combination with the two-centre overlap matrix elements. As follows from 
Eq. (2.15), the eigenvalues of the free atom serve as diagonal elements of the Hamiltonian, 
thus guaranteeing the correct limit for isolated atoms. 
By solving the general eigenvalue problem, Eq. (2.14), the ﬁrst term in Eq. (2.12) 
becomes a simple summation over all occupied KS orbitals with energy 𝜖𝑖 (occupation 
number 𝑛𝑖), while Erep can easily be determined as a function of distance by taking the 
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diﬀerence of the SCF-LDA cohesive and the corresponding TB band-structure energy for 
a suitable reference system, 
𝐸𝑟𝑒𝑝(𝑹) = {𝐸𝐿𝐷𝐴
𝑆𝐶𝐹(𝑹) − ∑ 𝑛𝑖𝜖𝑖
𝑜𝑐𝑐𝑢𝑝
𝑖 (𝑹)}|reference structure          (2.16) 
Interatomic forces for molecular dynamics simulation applications can easily be derived 
from an explicit calculation of the gradients of the total energy at the considered atom 
sites,  
𝑀𝛼?̈?𝛼 = −
𝜕𝐸0
𝑇𝐵
𝜕𝑹𝛼
= − ∑ 𝑛𝑖𝑖 ∑ ∑ 𝑐𝜇𝑖𝑐𝑣𝑖[
𝜕𝐻𝜇𝑣
0
𝜕𝑹𝛼
− 𝜖𝑖
𝜕𝑆𝜇𝑣
𝜕𝑹𝛼
− ∑
𝜕𝐸𝑟𝑒𝑝(|𝑹𝛼−𝑹𝛽|)
𝑹𝛼
𝛽≠𝛼 ]𝑣𝜇  (2.17) 
This is the non-SCC-DFTB approach, which has been successfully applied to various 
problems in diﬀerent systems and materials, covering carbon 134, silicon136, and 
germanium structures137, boron and carbon nitride 138,139, silicon carbide 140 and oxides 
and GaAs surfaces141. In my thesis, the approach has been used to study Sc or Ti based 
metallofullerene formations.  
2.4.2 Second order self-consistent charge extension, SCC-DFTB 
NCC-DFTB is a good approximation when the electron density of the many atom 
structure may be represented as a sum of atomic-like densities. However in some cases 
standard DFTB fail to correctly describe charge transfer between diﬀerent atomic 
constituents, especially in heteronuclear molecules such as biomolecules, and in polar 
semiconductors. Thus, extension of the approach is necessary to improve accuracy of 
total energies, forces in the presence of long-range Coulomb interactions. Starting from 
Eq. (2.11), and now explicitly consider the second-order term in the density ﬂuctuations 
in order to include associated eﬀects in a simple and eﬃcient TB concept, 𝛿𝑛(𝑟) is 
decomposed into atom-centered contributions, which decay fast with increasing distance 
from the corresponding center. The second-order term then reads 
𝐸2𝑛𝑑 =
1
2
∑ ∬ 𝑑𝒓𝑑𝒓′Γ[𝒓, 𝒓′, 𝑛0𝛿𝑛𝛼(𝒓)𝛿𝑛𝛽(𝒓′)]
𝑀
𝛼,𝛽                        (2.18) 
where we have used the functional Γ to denote the Hartree and xc coeﬃcients. Second, 
𝛿𝑛𝛼 may be expanded in a series of radial and angular functions: 
𝛿𝛼(𝒓) = ∑ 𝐾𝑚𝑙𝐹𝑚𝑙
𝛼 (|𝒓 − 𝑹𝛼|)𝑌𝑙𝑚 (
𝒓−𝑹𝛼
|𝒓−𝑹𝛼|
) ≈ ∆𝑞𝛼𝐹00
𝛼
𝑙,𝑚 (|𝒓 − 𝑹𝛼|)𝑌00   (2.19) 
where 𝐹𝑚𝑙
𝛼  denotes the normalized radial dependence of the density ﬂuctuation on atom 
α for the corresponding angular momentum. Truncating the multipole expansion (2.12) 
after the monopole term accounts for the most important contributions of this kind while 
avoiding a substantial increase in the numerical complexity of the scheme. Also, it should 
Chapter 2 Methodology 
 
22 
 
 
be noted that higher-order interactions decay much more rapidly with increasing 
interatomic distance. Finally, the expression (2.19) preserves the total charge in the 
system, i.e., 
∑ ∆𝑞𝛼 = ∫ 𝛿𝑛(𝑟)𝛼                                                    (2.20) 
Substitution of Eq. (2.19) into (2.18): 
𝐸2𝑛𝑑 =
1
2
∑ ∆𝑞𝛼∆𝑞𝛽𝛾𝛼𝛽
𝑀
𝛼,𝛽                                            (2.21) 
where 
𝛾𝛼𝛽 = ∬ 𝑑𝒓𝑑𝒓
′Γ[𝒓, 𝒓′, 𝑛0]
𝐹00
𝛼 |𝒓−𝑹𝛼|𝐹00
𝛽
|𝒓−𝑹𝛽|
4𝜋
                      (2.22) 
is introduced as shorthand notation. In the limit of large interatomic distances, the xc 
contribution vanishes within LDA and E2nd may be viewed as a pure Coulomb interaction 
between two point charges ∆𝑞𝛼  and ∆𝑞𝛽. In the opposite case, where the charges are 
located at one and the same atom, a rigorous evaluation of γ𝛼𝛼  would require the 
knowledge of the actual charge distribution. This could be calculated by expanding the 
charge density into an appropriate basis set of localized orbitals. In order to avoid the 
numerical eﬀort associated with the basis set expansion of δn and to consider at least 
approximately the self-interaction contributions, a simple approximation of γ𝛼𝛼, which 
is widely used in semiempirical quantum chemistry methods relying on Pariser 
observation that γ𝛼𝛼 can be approximated by the diﬀerence of atomic ionization potential 
and the electron aﬃnity 142. This is related to the chemical hardness 𝜂𝛼, or the Hubbard 
parameter 𝑈𝛼,  
γ𝛼𝛼 ≈ 𝐼𝛼 − 𝐴𝛼 ≈ 2𝜂𝛼 ≈ 𝑈𝛼                                           (2.23) 
The expression for γ𝛼𝛽 then only depends on the distance between atoms α and β and 
on the parameters 𝑈𝛼 and 𝑈𝛽. The latter constants can be calculated for any atom type 
within LDA-DFT as the second derivative of the total energy of a single atom with respect 
to the occupation number of the highest occupied atomic orbital. These values are 
therefore neither adjustable nor empirical parameters. Indeed, the necessary corrections 
for a TB total energy in the presence of charge ﬂuctuations turns out to be a typical 
Hubbard-type correlation in combination with long-range interatomic Coulomb 
interactions. There are common functional forms of γ𝛼𝛽, examples are presented in the 
work of Ohno143, Klopman144 and Mataga-Nishimoto145. It has been observed that these 
may cause severe numerical problems when applied to periodic systems since Coulomb 
like behaviour is only accomplished for at large atomic distance. By using expressions 
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like in ref. 143,144 for periodic systems yield ill-conditioned energies with respect to 
Hubbard parameters, i.e., small changes in the Hubbard parameters may result in 
considerable variations of total energy and should therefore not be used. In order to obtain 
a well-deﬁned expression useful for all scale systems and consistent with previous 
approximations, an analytical approach is made to obtain the function γ𝛼𝛽. In accordance 
with the Slater-type orbitals used as a basis set to solve the Kohn-Sham equations 134, an 
exponential decay of the normalized spherical charge densities 
𝑛𝛼(𝑟) =
𝜏3
8𝜋
𝑒−𝜏𝛼|𝒓−𝑹𝛼|                                                (2.24) 
is assumed. Neglecting for the moment the second-order contributions of Exc in Eq. (2.18), 
we obtain: 
𝛾𝛼𝛽 = ∬ 𝑑𝒓𝑑𝒓
′ 1
|𝒓−𝒓′|
𝜏𝛼
3
8𝜋
𝑒−𝜏𝛼|𝒓−𝑹𝛼|
𝜏𝛽
3
8𝜋
𝑒−𝜏𝛽|𝒓−𝑹𝛽|                        (2.25) 
Integrating over 𝐫′ gives  
𝛾𝛼𝛽 = ∫ 𝑑𝒓 [
1
|𝒓−𝑹𝛼|
− (
𝜏𝛼
2
+
1
|𝒓−𝑹𝛼|
)𝑒−𝜏𝛼|𝒓−𝑹𝛼|]
𝜏𝛽
3
8𝜋
𝑒−𝜏𝛽|𝒓−𝑹𝛽|              (2.26) 
By setting 𝑅 = 𝑅𝛼 − 𝑅𝛽 and some coordinate transformations, one obtains 
𝛾𝛼𝛽 =
1
𝑅
− 𝑆(𝜏𝛼, 𝜏𝛽 , 𝑅)                                              (2.27) 
S is an exponentially decay short-range function with 
𝑆(𝜏𝛼, 𝜏𝛽 , 𝑅)|𝑅→0 =
5
16
𝜏𝛼 +
1
𝑅
                                             (2.28) 
 
Here it is assumed that at R = 0 the second order contribution can be expressed 
approximately via the so-called chemical hardness for a spin-polarized atom or Hubbard 
parameter 𝑈𝛼, to obtain 
 
1
2
∆𝑞𝛼
2𝛾𝛼𝛼 =
1
2
∆𝑞𝛼
2𝑈𝛼                                               (2.29) 
therefore from Eq. (2.28) for the exponents: 
𝜏𝛼 =
16
5
𝑈𝛼                                                          (2.30) 
 
The results are interpreted by noting that elements with a high chemical hardness tend 
to have localized wavefunctions. The chemical hardness for a non-spin-polarized atom is 
the derivative of the highest molecular orbital with respect to its occupation number. This 
chemical hardness is calculated with a fully self-consistent ab-initio method and therefore 
include the inﬂuence of the second-order contribution of Exc in 𝛾𝛼𝛽 for small distances 
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where it is important. In the limit of large interatomic distances, 𝛾𝛼𝛽→ 1/R and thus 
represents the Coulomb interaction between two point charges Δ𝑞𝛼  and Δ𝑞𝛽 . This 
accounts for the fact that at large interatomic distances, the exchange-correlation 
contributions vanish within the local density approximation. In periodic systems, this 
long range part is evaluated using the standard Ewald technique, whereas the short-range 
part S decays exponentially and can therefore be summed over a small number of unit 
cells. Hence, Eq. (2.27) is a well-deﬁned expression for extended and periodic systems. 
Finally, the DFT total energy in (2.11) is conveniently transformed to a transparent TB 
form,  
𝐸2
𝑇𝐵 = ∑ < 𝜓𝑖|𝐻0|𝜓𝑖 > +
1
2
𝑜𝑐𝑐𝑢𝑝
𝑖 ∑ 𝛾𝛼𝛽Δ𝑞𝛼
𝑀
𝛼𝛽 Δ𝑞𝛽 + 𝐸𝑟𝑒𝑝                  (2.31) 
 where 𝛾𝛼𝛽 = γ(𝑈𝛼, 𝑈𝛽 , |𝑹𝛼 − 𝑹𝛽|). As discussed earlier, the contribution due to H0 
depends only on n0 and is therefore exactly the same as in previous non-SCC studies. 
However, since the atomic charges depend on the one-particle wavefunction 𝜓𝑖, a self-
consistent procedure is required to ﬁnd the minimum of expression (2.31). To solve the 
KS equations, the single-particle wavefunctions 𝜓𝑖 are expanded into a suitable set of 
localized atomic orbitals 𝜑𝑣, denoting the expansion coeﬃcients by cνi. According to the 
previous scheme134, conﬁned Slater-type atomic orbitals are employed. These are 
determined by solving the Schrödinger equation for a free atom within SCF-LDA 
calculations. By applying the variational principle to the energy function (2.31), we 
obtain the KS equations, which, within the pseudoatomic basis, transform to a set of 
algebraic equations. In order to estimate the charge ﬂuctuations  ∆𝑞𝛼 = 𝑞𝛼 − 𝑞𝛼
0 , a 
Mulliken charge analysis is employed.  
𝑞𝛼 =
1
2
∑ 𝑛𝑖
𝑜𝑐𝑐𝑢𝑝
𝑖 ∑ ∑ (𝑐𝜇𝑖
∗ 𝑐𝑣𝑖𝑆𝜇𝑣 + 𝑐𝑣𝑖
∗ 𝑐𝜇𝑖𝑆𝑣𝜇)
𝑀
𝑣𝜇∈𝛼                       (2.32) 
We obtain 
 ∑ 𝑐𝑣𝑖(𝐻𝜇𝑣 − 𝜖𝑖𝑆𝜇𝑣)
𝑁𝑒
𝑣 = 0, ∀ 𝜇, 𝑖 ,                                       (2.33) 
 
𝐻𝜇𝑣 =<𝜑𝜇|𝐻0|𝜑𝑣 > +
1
2
𝑆𝜇𝑣 ∑ (𝛾𝛼𝜉 + 𝛾𝛽𝜉)Δ𝑞𝜉
𝑀
𝜉 = 𝐻𝜇𝑣
0 + 𝐻𝜇𝑣
1 , 
𝑆𝜇𝑣 =< 𝜑𝜇|𝜑𝑣 >, ∀ 𝜇 ∈ 𝛼, ∀ 𝜇 ∈ 𝛽                                     (2.34) 
 
Since the overlap matrix elements 𝑆𝜇𝑣  generally extend over a few nearest-neighbour 
distances, they introduce multiparticle interactions. The second-order correction due to 
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charge ﬂuctuations is now represented by the non-diagonal Mulliken charge dependent 
contribution 𝐻µ𝜈
1  to the matrix elements 𝐻µ𝜈. 
A simple analytic expression for the interatomic forces for use in MD simulations is 
easily derived by taking the derivative of the ﬁnal TB energy Eq. (2.31) (for SCC-DFTB 
method) with respect to the nuclear coordinates yielding, 
𝐹𝛼 = − ∑ 𝑛𝑖 ∑ 𝑐𝜇𝑣𝑐𝑣𝑖𝜇𝑣
𝑜𝑐𝑐𝑢𝑝
𝑖 [
𝜕𝐻𝜇𝑣
0
𝜕𝑹𝛼
− (𝜖𝑖 −
𝐻𝜇𝑣
1
𝑆𝜇𝑣
)
𝜕𝑆𝜇𝑣
𝜕𝑹𝛼
] − ∆𝑞𝛼 ∑
𝜕𝛾𝛼𝜉
𝜕𝑹𝛼
Δ𝑞𝜉
𝑀
𝜉 −
𝜕𝐸𝑟𝑒𝑝
𝜕𝑹𝛼
        
(2.35) 
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Chapter 3. Clusters encapsulated in 
Endohedral Metallofullerenes: How 
strained they are? 
3.1 Introduction 
The charge transfer from the encased species to the outer frameworks is considered to 
be the main factor determining stability of the clusterfullerenes as mentioned in chapter 
1.2. Another important factor which also strongly inﬂuences the stability of the 
clusterfullerenes was defined as the cage form factor.74,146 Namely, the size and the shape 
of the carbon cage should fit the size and the shape of the encapsulated cluster. When this 
condition is violated, the preferable cage isomer can be switched or a given fullerene may 
be not formed at all. A typical example is the case of M3N@C78 NCFs. Whereas D3h(5) 
is preferable for relatively small Sc3N,
80 the non-IPR C2(22010) isomer is much more 
stable for M = Y, Dy etc. because of the much larger size of the cluster and more suitable 
shape of the C2-symmetric cage.
76 The absence of Sc3N@C72 and Sc3N@C74 in the 
Sc3N@C2n family is also caused by the absence of the suitably shaped stable isomers of 
C72 and C74 cages to accommodate triangular Sc3N cluster.
73 On the one hand, the size of 
fullerene cage can also dramatically influence the bond lengths or even the shape of the 
internal clusters. For example, a systematic experimental and computational NMR study 
of a series of Y2C2@C2n (2n = 82, 84, 92, 100) by Dorn et al. showed that the internal 
yttrium carbide cluster prefers to adopt a stretched linear shape when the cage is 
sufficiently large (e.g., in C100), while it will bend to a compressed “butterﬂy shape” in 
relatively small cages (e.g., in C82).
147 
It is obvious that the factor of internal clusters plays a vital role in stability of 
clusterfullerenes, but exact energy and geometrical characteristics of encapsulated 
clusters are not known because in all real systems they are always templated by the carbon 
cage. It is therefore difficult to give a definitive answer about what an ideal structure of 
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the internal cluster in each case should be? A computational study of the “isolated” cluster 
(e.g., Sc3N) taken outside of the carbon cage cannot answer the question because of the 
different electronic structures of the free cluster and the same cluster inside the carbon 
cage. The electron transfer from the cluster to the cage plays an important role in their 
mutual stabilization. However, the study of the isolated charged cluster (e.g., Sc3N
6+) is 
also not able to give a reliable answer due to the huge Coulomb repulsion in such highly 
charged systems. The real charges of the endohedral cluster in EMFs are much smaller 
than formal ones because of the significant covalent contributions to the metal-cage 
interactions.148 
In this chapter a simple yet efficient model has been proposed to overcome these 
problems. Coordination of metal atoms to the small organic π-system acting as a two-
electron acceptor mimics the real electronic situation of the clusterfullerenes and at the 
same time bestows the cluster a freedom to adjust its geometrical parameters in the most 
optimal way. We use this model to address fundamental questions about the structure and 
stability of three types of EMFs with M3N, M2S, and M2C2 clusters (M = Sc, Y), in 
particular: (i) what is an “ideal” structure of the cluster? (ii) how does the energy of each 
cluster change during compression, stretching and bending? 
3.2 Model and Computational Methods 
  In nitride, sulfide, and carbide clusterfullerenes each metal atom formally donates two 
electrons to the carbon cage, and one electron to the non-metal bridge (N, S, and C2, 
respectively). Besides, although endohedral cluster interact with the whole cage, there is 
a certain degree of locality in the metal-cage interactions. i.e., metal atoms adjust the 
electron density of the “islands” of the fullerene cage, and each “island” strongly 
interacting with one metal atom comprises ca 8–12 carbon atoms.148 Hence, to mimic the 
electronic situation we coordinate metal atoms to the small organic fragment capable of 
being a 2-electron acceptor. The fragment however should be small enough to avoid steric 
hindrances when the cluster geometry is varied. The pentalene unit (two fused pentagons, 
C8H6, see Fig 3.1a-b) is an ideal model system fulfilling both conditions. The use of s-
indacene to model metal-cage interactions was also considered and gave qualitatively 
similar results. In titanium clusterfullerenes Ti2C2@C78 and Ti2S@C78, each titanium 
atom donates three electrons to the cage. To model Ti-cage interactions in Ti-EMFs we 
have used sumanene-like C21H9, which resembles a Ti-coordinated part of the carbon 
cage. The difference from sumanene is that only one hydrogen atoms is left in each 
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pentagon (Fig. 3.1c). Ti is coordinated then to the central hexagon in a η6-manner (Fig. 
3.1d). 
 
 
Figure 3.1 (a) Structural formulae of pentalene C8H6; (b) coordination of 
pentalene by Sc atom (the same coordination is used for Y atoms); (c) 
structural formulae of modified sumanene C21H9; (d) coordination of 
sumanene fragment by Ti. 
First, we optimized molecular coordinates of the clusters M3N(C8H6)3, M2S(C8H6)2, 
M2C2(C8H6)2 (M=Sc, Y), Ti2S(C21H9)2 and Ti2C2(C21H9)2. Then, the metal-pentalene or 
metal-sumanene fragments were kept frozen, and only internal coordinates of the cluster 
(i.e. the angles and metal–N, metal–S, or metal–C2 distances) were varied. When the 
fragments were moved too close to each other during bending or compression of the 
cluster so that inter-fragment interaction could not be ignored (the shortest interatomic 
distance are less than 3.0 Å), the interaction energies were calculated separately. 
Density functional theory computations were carried out within a generalized gradient 
approximation (GGA) with PBE121 for the exchange correlation term, as implemented in 
PRIRODA package.149-151. Original TZ2P-quality full-electron basis set 
{8,7,5,2}/(23s,18p,13d,7f), {6,3,2}/(11s,6p,2d), {6,3,2}/ (11s,6p,2d) and {3,1}/(5s,1p) 
were used for Sc, C, N, and H atoms, respectively. SBK-type effective core potentials for 
Y and Ti atoms are treated with {5,5,4}(9s,9p,8d) and {6,3,2}/{11s,6p,2d} valence parts. 
Molecular structures were visualized using VMD package.152 
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3.3 Results and Discussion 
3.3.1 Nitride clusterfullerenes 
The Sc3N cluster in the Sc3N(C8H6)3 molecule is a planar triangle with an optimized 
Sc−N bond length of 2.020 Å and a Sc−N−Sc bond angle of 120° (Fig. 3.2a). The Sc−N 
bond lengths in Sc3N@C68, Sc3N@C78, and Sc3N@C80 optimized at the same level of 
theory are 1.993, 2.010 and 2.033 Å, respectively, and a Sc−N−Sc bond angles are all 
120°. Analogous variations of the Sc−N bond length in the Sc3N(C8H6)3 complex 
produced only small changes in the energy (1.8, 0.2, 0.5 kJ·mol−1, respectively). However, 
when the cluster in Sc3N(C8H6)3 was distorted in the same way as in Sc3N@C70 (the 
Sc−N−Sc bond angles are 150° and 2×105°, whereas the bond lengths are 1.988 and 
2.059 Å), the energy increased dramatically to 50 kJ·mol−1. This large strain value may 
explain the low yield of Sc3N@C70 in comparison to Sc3N@C68 and Sc3N@C78.
55 To get 
a more detailed description of the structure-energy relations, we have computed the 
energy profiles along the Sc−N bond stretching/elongation in the 1.900–2.150 Å range 
and along the Sc−N−Sc angle bending in the 105–150º range (Fig. 3.2b-c). 
Corresponding distortion energies will be hereafter denoted as Edist and Ebend. The Edist 
energy of the Sc3N(C8H6)3 molecule remains within the 10 kJ·mol
−1 in the 2.02 ± 0.06 Å 
range of the Sc−N bond lengths. Thus, the Sc3N cluster in NCFs is rather flexible in terms 
of the Sc−N bond lengths. The Sc−N−Sc bending profile is also rather flat within the 
110–135° range (the energy of the system remains below 10 kJ·mol−1). For larger 
distortion angles, the steep increase of Ebend is observed. 
The free Y3N(C8H6)3 molecule has similar structure to the Sc3N(C8H6)3 with the 
exception of the Y−N bond length elongated to 2.190 Å. Compression of the Y−N 
average bond lengths in Y3N@C78-C2 and Y3N@C80 to 2.099 Å and 2.060 Å, respectively, 
increases the energy by 21 and 42 kJ·mol−1. One Y−N−Y angle in Y3N@C78 is bended 
to 125.5°, and those in Y3N@C80 are slightly changed to 119.8°. Cluster distortion energy 
in hypothetical Y3N@C78-D3h(5) (i.e. with the same carbon cage as in Sc3N@C78) is as 
high as 72 kJ·mol−1. In Y3N@C82, the average Y−N length became 2.131 Å resulting in 
the distortion energy of 14 kJ·mol−1. With the further increase of the cage size, the 
average Y−N bond length increases to 2.162 Å in Y3N@C84, 2.173 Å in Y3N@C86, and 
2.194 Å in the Y3N@C88, whereas the angles deviate from 120° by no more than by 10°. 
With these geometrical parameters, distortion energies of the Y3N(C8H6)3 molecule are 
2, 5, and 1 kJ·mol−1, respectively. 
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Figure 3.2 (a) DFT-optimized molecular structures of Sc3N(C8H6)3; Sc is 
magenta, nitrogen is blue, carbon atoms are grey, hydrogen atoms are 
not shown for clarity. (b-d) Energy profiles computed for: (b) variation of 
Sc–N bond lengths in Sc3N(C8H6)3; (c) variation of Sc–N–Sc angle in 
Sc3N(C8H6)3; (d) variation of Y–N bond lengths in Y3N(C8H6)3. In the 
range of computed values (110–130°), Y–N–Y angle energy profile is 
identical to that for Sc analogue. 
Our results show that the Y3N cluster is significantly strained in Y3N@C80 and the 
strain is much lower in the large cages C82–C88. Extraordinary high stability of the [C80-
Ih]
6− cage results in the higher yield of Y3N@C80-Ih in the synthesis in comparison to 
Y3N@C2n (2n = 82–88), but further increase of the metal (Gd and beyond) leads to drastic 
decrease of the relative yield of M3N@C80. Besides, the yield of Y3N@C80 is much lower 
than that of Sc3N@C80 (the cluster is not strained in the latter), and high strain of the 
nitride cluster is presumably one of the reasons.  
The energy profile along the Y−N bond length variation (Fig. 3.2d) shows that the 
optimal bond length of Y3N(C8H6)3 is about 2.19 ± 0.07 Å, which is 0.17 Å longer than 
the Sc−N bond length. Variation of the Y−N−Y angles from 110 to 130° (the range of 
experimentally known clusterfullerenes) has a small effect on the energy. These data 
clearly show that the cages larger than C82 are preferable for the Y3N cluster and that the 
Edist is the main component in the cluster distortion energies of the Y3N@C2n molecules. 
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3.3.2 Sulfide clusterfullerenes 
Since its discovery in 2010,153 the family of sulfide clusterfullerenes Sc2S@C2n 
expanded to 4 members with the cage sizes from C70 to C82.
56,154,155 Analysis of the 
geometrical parameters of the Sc2S cluster in these molecules reveals that the Sc2S unit 
is very flexible and can adopt substantially different Sc−S−Sc bond angles in different 
cages (Fig. 3.3). In the X-ray characterized isomers of Sc2S@C82, the Sc2S clusters is 
bent with the Sc−S−Sc angles of 114° and 97° in Cs(6) and C3v(8) cages, respectively.155 
DFT studies of Sc2S@C70-C2(7892)
56 and Sc2S@C72-Cs(10528)
154 also predict bent 
cluster with the angles of 98° and 124°, respectively, whereas computational study of the 
Sc2S@C74-C2(13333) shows that in this cage the Sc2S cluster can be linear (note that this 
structure is not isolated so far). The question thus appears what the optimal shape of the 
sulfide cluster is and how sensitive is the stability of the sulfide clusterfullerene to the 
deformation of the cluster? 
 
Figure 3.3 DFT optimized structures of Sc2S(C8H6)2 (a) and Sc-sulfide 
clusterfullerenes: (b) Sc2S@C70-C2(7892); (c) Sc2S@C72-Cs(10528); (d) 
Sc2S@C74-C2(13333); (e) Sc2S@C82-C3v(8); (f) Sc2S@C82-Cs(6). 
The unconstrained optimization of the Sc2S(C8H6)2 molecule resulted in the bent Sc2S 
cluster with the bond length of 2.411 Å and the Sc−S−Sc angle of 110° (Fig. 3.3a). The 
distortion energies computed for the cluster in the experimentally available cages is 16 
kJ·mol−1 for Sc2S@C70, and less than 10 kJ/mol for all other cages (Table 3-1). 
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Table 3-1 Distortion energies and cluster geometry parameters (M–X bond lengths and 
M–X–M angles) in selected nitride and sulfide clusterfullerenesa 
EMF molecule E Edist Ebend d(M–X) α(M–X–M) 
Sc3N(C8H6)3 0.0 0.0 0.0 2.020 120.0 
Sc3N@C68-D3(6140) 1.8 1.7 0.0 1.993 120.0 
Sc3N@C70-C2v(7854) 49.6 0.1 47.1 1.988, 
2.059 
2×105.0, 150.0 
Sc3N@C78-D3h(5) 0.2 0.2 0.0 2.010 120.0 
Sc3N@C80-Ih(7) 0.5 0.4 0.0 3.033 120.0 
      
Y3N(C8H6)3 0.0 0.0 0.0 2.190 120.0 
Y3N@C78-D3h(5) 72.3 30.5 30.3 2.076 113.2 
Y3N@C78-C2(22010) 21.1 18.8 1.0 2.100 117.2–125.5 
Y3N@C80-Ih(7) 41.5 50.7 0.5 2.060 119.9 
Y3N@C82-Cs(39663) 13.8 7.5 4.8 2.131 113.5–131.0 
Y3N@C84-Cs(51365) 5.4 2.3 2.5 2.156 113.5–125.9 
Y3N@C86-D3(19) 2.2 0.6 1.5 2.173 119.9 
Y3N@C88-D2(35) 1.2 0.1 1.2 2.195 117.6–124.9 
      
Sc2S(C8H6)2 0.0 0.0 0.0 2.411 110.3 
Sc2S@C70-C2(7892) 16.0 2.4 10.4 2.363 97.6 
Sc2S@C72-Cs(10528) 5.2 3.4 2.2 2.354 127.5 
Sc2S@C74-C2(13333) 9.0 3.4 6.1 2.354 175.8 
Sc2S@C82-C3v(8) 2.0 2.1 0.2 2.366 113.6 
Sc2S@C82-Cs(6) 1.8 1.6 0.3 2.373 114.6 
      
Y2S(C8H6)2 0.0 0.0 0.0 2.578 140.4 
Y2S@C70-C2(7892) 53.4 11.3 30.9 2.474 86.4 
Y2S@C72-Cs(10528) 28.4 15.9 7.7 2.456 104.7 
Y2S@C82-C3v(8) 25.8 8.7 14.0 2.486 97.2 
a All energies are in kJ·mol−1, distances are in Å, angles are in (°), X is either N or S, M is either Sc or Y. All 
parameters are for DFT-optimized structures. Distortion energies listed in the table are computed for model molecules 
(such as Sc3N(C8H6)3) whose geometrical parameters were adjusted to be identical to the cluster geometry in 
corresponding EMFs. 
Similar to the Sc3N, the Sc2S cluster is rather flexible in terms of the metal-sulfur bond 
length. Edist remains below 10 kJ/mol when the Sc−S distance is varied in the 2.32–2.50 
Å range (i.e. ± 0.09 Å from the optimal value), and only at distances shorter than 2.32 Å 
the 10 kJ·mol−1 threshold is overcome (Fig. 3.4a). Variation of the Sc−S−Sc angle from 
95° to 180° also does not lead to the strong destabilization of the structure. The optimal 
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angle is about 110°, but it can vary in rather large limits with modest energy increase (Fig. 
3.4b). The linear structure corresponds to the energy maximum with Ebend = 6 kJ·mol
−1, 
and similarly small energy changes are found when the Sc−S−Sc angle is decreased from 
110° to 95° (at the angles below 95° the pentalene fragments start to interact strongly, 
which makes the values non-reliable). Thus, our calculations show that the Sc2S cluster 
can adopt the shape dictated by the carbon cage without pronounced increase of the 
energy, which agrees with the variety of the geometry parameters of the Sc2S cluster 
found in clusterfullerenes. 
 
 
Figure 3.4 Energy profiles computed for (a) variation of Sc–S bond 
lengths in Sc2S(C8H6)2; (b) variation of Sc–S–Sc angle in Sc2S(C8H6)2; (c) 
variation of Y–S bond lengths in Y2S(C8H6)2; (b) variation of Y–S–Y angle 
in Y2S(C8H6)2. 
For larger metal atoms (e.g., Y) only the M2S@C82 structures were observed so far,
26 
but dedicated studies of such sulfides have not been performed yet. Optimization of the 
Y2S(C8H6)2 molecule yields the bond length of 2.58 Å (0.17 Å longer than in Sc2S) and 
the Y−S−Y angle of 140°. In all Y2S@C2n clusterfullerenes studies in this work (Table 
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3.1) the cluster is significantly strained with distortion energies from 26 kJ·mol−1 in 
Y2S@C82-C3v(8) to 53 kJ·mol
−1 in Y2S@C70-C2(7892). The Y−S−Y angle in EMFs (86–
105º) are all much smaller than in Y2S(C8H6)2, and the Y−S bonds (2.46–2.49 Å) are all 
noticeably shorter than the optimal value. 
The energy profile computed along the Y–S bond length shows that distortion energy 
remains below 10 kJ·mol−1 when the bond length deviate from the optimal value of 2.58 
Å within the ±0.10 Å interval (Fig. 3.4c). However, the Y–S distances in Y2S@C2n 
molecules are shorter, resulting in Edist contributions to distortion energies of 8–16 
kJ·mol−1. The Ebend profile shows that the Y2S cluster is very flexible in the range of 125–
180º (the energy is below 1 kJ/mol, see Fig. 3.4d). At smaller angles the energy rise is 
relatively steep reaching 8 kJ·mol−1 at 105º (as in Y2S@C72), 14 kJ·mol
−1 at 97º 
(Y2S@C82), and 31 kJ·mol
−1 at 86º (Y2S@C70). Thus, we can conclude that the Y2S 
cluster is noticeably strained in C70, C72, and C82 cages. In Y2S@C72 and Y2S@C82, both 
compression of the cluster (Edist) and its bending have comparable contributions to the 
distortion energy, whereas in Y2S@C70 Ebend is twice that of Edist. Y2S@C2n with larger 
cages have not been considered in this work, but based on the Edist and Ebend profiles we 
can conclude that distortion energies in such sulfide clusterfullerenes will be small, and 
hence these molecules can be viable synthetic targets similar to already known carbide 
clusterfullerenes.  
3.3.3 Carbide clusterfullerenes 
The structural analysis of carbide clusters M2C2 (M = Sc, Y) is more complex than for 
M3N and M2S because C2 unit can rotate and adopt different orientations with respect to 
metal atoms depending on the carbon cage (Fig. 3.5).147,156 For instance, Krause et al. 157 
reported that C2 unit of Sc2C2@C84 is perpendicular to two Sc atoms, which are located 
on the S4 axis of C84-D2d cage. In the X-ray structure of Sc2C2@C82 the cluster has 
butterfly shape with the average angle between two Sc–C–C planes of 130°.156 In a recent 
study, Dorn et al. 147 reported that Y2C2 cluster is gradually changing its geometry from 
a stretched linear chain in Y2C2@C100 to a compressed butterfly shape in Y2C2@C82.
 The 
authors interpreted these changes as manifestation of the “nanoscale fullerene 
compression.” 
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Figure 3.5 Butterfly (a) and linear (b) configurations of the Sc2C2 cluster 
in Sc2C2(C8H6)2. (c-g) DFT optimized structures of Sc-carbide 
clusterfullerenes: (c) Sc2C2@C70-C2(7892); (d) Sc2C2@C72-Cs(10528); (e) 
Sc2C2@C80-C2v(5); (f) Sc2C2@C82-C3v(8); (g) Sc2C2@C84-D2d(23). (h-l) 
DFT optimized structures of Y-carbide clusterfullerenes: (h) Y2C2@C82-
C3v(8); (i) Y2C2@C84-C1(51383); (j) Y2C2@C88-D2(35); (k) Y2C2@C92-
D3(85); (l) Y2C2@C100-D5(450). Sc atoms are magenta, Y atoms are 
green, carbon atoms are grey or red (in adjacent pentagon pairs), 
hydrogen atoms in (a-b) are omitted for clarity.  
Sc-carbide clusters. The lowest energy structure of Sc2C2(C8H6)2 has butterfly shape 
as shown in Figure 3.5a. The Sc–Sc distance is 4.044 Å, whereas the C2 carbide unit is 
perpendicular to a line between the two metal atoms. The angle between two Sc–C–C 
planes (which is equal to the Sc–C–C–Sc dihedral angle) is 129°. This cluster shape 
closely resembles that found in Sc2C2@C82-C3v(8). However, we have found that 
Sc2C2(C8H6)2 with linear Sc–C–C–Sc cluster and Sc–Sc distance of 5.656 Å (Fig. 3.5b) 
is also an energy minimum and is only 1 kJ·mol−1 higher in energy than the butterfly-
shaped configuration. We therefore decided to analyze how the energy of the system is 
changing in dependence on the Sc···Sc separation. Figure 3.6a shows the energy profile 
obtained by fixing Sc atoms at different distances and allowing C2 unit to relax. The 
energy remains below 10 kJ·mol−1 in a broad range of Sc···Sc distances proving that 
Sc2C2 cluster is also rather flexible. Shortening the distance between metal atoms leads 
to the decrease of the Sc–C–C–Sc dihedral angle from 129° in the energy minimum at 
4.044 Å to 109° at 3.600 Å. Decrease of the dihedral angle is accompanied by a gradual 
shortening of the Sc–C bond lengths (from 2.33 Å to 2.30 Å). These structural changes 
lead to moderate energy increase: at the shortest studied distance of 3.6 Å the energy is 
Chapter 3 Clusters encapsulated in Endohedral Metallofullerenes: How strained they are? 
37 
 
increased to 7.6 kJ·mol−1. 
 
Figure 3.6 Energy profiles computed for (a) variation of Sc–Sc distance in 
Sc2C2(C8H6)2; (b) variation of Y–Y distance in Y2C2(C8H6)2. The energy 
minima corresponding to butterfly and linear configurations of M2C2 
clusters are pointed by arrows. 
The increase of the Sc···Sc distance beyond 4.04 Å first results in the flattening of the 
Sc2C2 cluster (decrease of the Sc–C–C–Sc dihedral angle), which adopts a planar shape 
at 4.5 Å. The Sc–C distances remain near 2.33 Å in the whole 4.0–4.5 range Å, and C2 
unit remains perpendicular to the Sc–Sc line. Further separation of Sc atoms leaves the 
cluster planar, but C2 unit starts to rotate in the cluster plane till it reaches linear Sc–C–
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C–Sc configuration at 5.656 Å. Transformation from perpendicular shape to the linear 
one requires an energy barrier of 7.2 kJ·mol−1 which is reached at the Sc···Sc distance of 
5.1 Å. Note that the center of the C2 unit does not remain on the Sc–Sc line during rotation 
of the group. Besides, as the C2 groups starts to rotate, two Sc–C distances for each Sc 
atoms become non-equivalent. The shortest one remains almost constant (2.18–2.19 Å) 
when the Sc···Sc distance is varied in the range of 4.8–5.6 Å; that is, till the cluster adopts 
a linear shape. Further increase of the Sc···Sc distance results in the increase of the Sc–
C bond length and rapid increase of the energy. During the whole scan of Sc···Sc 
distances, the C2 unit remains very rigid: the shortest and longest C≡C bond lengths found 
are 1.252 and 1.272 Å.  
Table 3-2 Distortion energies and cluster geometry parameters (M–M distances and M–
X–M angles) in selected carbide clusterfullerenes a 
EMF molecule E M–M C≡C M–C–C–M 
Sc2C2(C8H6)2-butterfly 0.0 4.044 1.271 129.0 
Sc2C2(C8H6)2-linear 1.0 5.656 1.256 179.5 
Sc2C2@C70-C2(7892) 20.5 3.587 1.263 108.5 
Sc2C2@C72-Cs(10528) 8.9 4.230 1.265 149.0 
Sc2C2@C80-C2v(5) 14.8 4.390 1.258 179.8 
Sc2C2@C82-C3v(8) 1.9 3.966 1.271 129.1 
Sc2C2@C84-D2d(23) 1.6 4.451 1.274 180.0 
     
Y2C2(C8H6)2-butterfly 0.0 4.809 1.270 167.5 
Y2C2(C8H6)2-linear 16.3 5.991 1.254 173.7 
Y2C2@C82-C3v(8) 25.0 3.793 1.267 109.7 
Y2C2@C84-C1(51383) 9.4 4.257 1.266 131.5 
Y2C2@C88-D2(35) 9.5 4.642 1.267 177.8 
Y2C2@C92-D3(85) 5.5 4.880 1.266 176.0 
Y2C2@C100-D5(450) 27.4 5.516 1.252 169.0 
a All energies are in kJ·mol−1, distances are in Å, angles are in (°). All parameters are for DFT-optimized structures. 
Distortion energies listed in the table are computed for model molecules (such as Sc2C2(C8H6)2) whose geometrical 
parameters were adjusted to be identical to the cluster geometry in corresponding EMFs. 
Table 3-2 lists cluster distortion energies computed for five Sc-based carbide 
clusterfullerenes: Sc2C2@C70-C2(7892), Sc2C2@C72-Cs(10528),
158 Sc2C2@C80-C2v(5),
159 
Sc2C2@C82-C3v(8),
160 and Sc2C2@C84-D2d(23).
161 Sc2C2@C70 is not characterized yet but 
was studied here as an analogous structure to Sc2S@C70. The Sc···Sc distance in these 
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molecules varies from 3.587 Å in Sc2C2@C70 to 4.451 Å in Sc2C2@C84. These values 
correspond to the range of the butterfly-shaped Sc2C2 found in calculations for 
Sc2C2(C8H6)2, and four of five carbide clusterfullerene molecules indeed have such a 
shape of the cluster. The outlier is Sc2C2@C80: the shape of its cluster resembles that of 
the Sc2C2(C8H6)2 molecule with the Sc···Sc distance fixed at 4.8–4.9 Å, i.e. the cluster is 
planar, the C2 unit is rotated in the cluster plane, and its center is shifted from the Sc–Sc 
line. Variation of the Sc2C2 cluster geometry in different carbon cages was analyzed in 
ref. 162. In Sc2C2@C90 with elongated C90-D5h cage, the authors showed that the cluster 
can have almost a linear configuration.  
The carbide cluster of Sc2C2@C70 has the shortest Sc–Sc distance (3.587 Å) and the 
highest distortion energy of 21 kJ·mol−1. The least strained clusters with distortion 
energies less than 2 kJ·mol−1 are found in Sc2C2@C82 and Sc2C2@C84. Distortion 
energies in Sc2C2@C72 and Sc2C2@C80 have intermediate values of 9 and 15 kJ·mol
−1. 
Note that the cluster distortion energies in Sc2C2@C70, Sc2C2@C72 and Sc2C2@C80 are 
higher than might be expected from the Sc2C2(C8H6)2 calculations with the same Sc···Sc 
distances, whereas the shape of the cluster in Sc2C2@C80 (see above) and to some extent 
in Sc2C2@C72 deviate from that in Sc2C2(C8H6)2. This result shows that the way how Sc 
atoms are coordinated to the cage fragments may also play some role in determining the 
shape of the cluster and its stability. However, deviations of distortion energies are still 
very high and show that Sc2C2 is rather flexible and can adopt different configurations 
following the shape of the host carbon cage. 
Y-carbide clusters. Similar to Sc2C2(C8H6)2, calculations of Y2C2(C8H6)2 revealed the 
presence of two energy minimas, with butterfly- and linear-shaped Y2C2 cluster. 
However, in contrast to the Sc case, these minimas are not isoenergetic. The structure 
with the butterfly-shaped Y2C2 cluster (Y···Y distance 4.809 Å) is 16 kJ·mol
−1 lower in 
energy than configuration with linear cluster (Y···Y distance 5.991 Å). The profile 
computed in the Y···Y range from 4.0 Å to 6.5 Å shows very flat region at 4.0–5.1 Å, 
where energy remain below 10 kJ·mol−1 (Fig. 3.6b). At longer Y···Y distances the energy 
increases to 20 kJ·mol−1 (at 5.5 Å), then slowly decreases to 17 kJ/mol near 5.9–6.0 Å, 
and then grows fast to 62 kJ·mol−1 at 6.5 Å. Figure 3.7 shows evolution of the Y2C2 
structure with the increase of the Y···Y distance.  
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Figure 3.7 Evolution of the Y2C2(C8H6)2 molecular structure with the 
increase of the Y···Y distance from 4.5 to 6.0 Å. The energies are: (a) 1.0 
kJ·mol−1; (b) 4.2 kJ·mol−1; (c) 15.2 kJ·mol−1; (d) 20.0 kJ·mol−1; (e) 18.6 
kJ·mol−1; (f) 16.6 kJ·mol−1. Y atoms are green, carbon atoms are grey, 
hydrogen atoms are omitted for clarity. 
Distortion energies computed for the Y2C2 cluster in experimentally available carbide 
clusterfullerenes Y2C2@C82-C3v(8),
163 Y2C2@C84-C1(51383),
20,164 Y2C2@C88-D2(35),
84 
Y2C2@C92-D3(85),
86,147,165 and Y2C2@C100-D5(450)
147 (see Table 3.2) agree with the 
trend found in the Y···Y energy profile of Y2C2(C8H6)2. The largest distortion energy, 27 
kJ·mol−1, is found in Y2C2@C100 with the largest carbon cage and longest Y···Y distance 
(5.516 Å). This distance corresponds to the energy maximum of Y2C2(C8H6)2 (Fig. 3.6b). 
Similarly large distortion energy, 25 kJ·mol−1, is also found in Y2C2@C82. Here Y···Y 
distance, 3.793 Å, is too short because of the small size of the cage. The least strained 
cluster is in Y2C2@C92 (6 kJ·mol
−1), whereas in Y2C2@C84 and Y2C2@C88 the energies 
are higher but still do not exceed 10 kJ·mol−1. The Y···Y distance for the latter three 
structure fall in the range from 4.257 to 4.880 Å, and the cluster adopts butterfly shape 
with different Y–C–C–Y dihedral angles. 
For the sake of comparison, we have also performed calculations for [M2C2]
4+ clusters. 
In agreement with earlier results,147 both for Sc and Y we found only one energy 
minimum corresponding to the linear configuration of the cluster. M···M distance in 
these configurations are 5.794 Å for Y and 5.528 Å for Sc. At shorter metal-metal 
distances, the energy of [M2C2]
4+ clusters is increasing dramatically reaching 150 kJ/mol 
for [Y2C2]
4+ at 4.8 Å and 280 kJ/mol for [Sc2C2]
4+ at 4.0 Å as shown as in figure 3.8. 
These should be compared to the results of computations for M2C2(C8H6)2 species, which 
show two energy minima (see Figure 3.6). The minimum with linear M2C2 configuration 
is found at similar distances to the [M2C2]
4+ species, however the second minimum with 
butterfly configuration of the cluster is much lower (over 100 kJ/mol) in energy and 
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corresponds to shorter M-M distances. Thus, we believe that because of uncompensated 
Coulomb repulsion, [M2C2]
4+ model gives wrong description of the cluster energetics at 
short M···M distance. Coordinating the metal atoms to pentalene fragments reduces 
unphysical repulsion and gives more correct description of the cluster in EMFs. 
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Figure 3.8 The energy profiles computed for [M2C2]4+ ions with variation 
of the M-M distance. 
Our results show that the background of the “nanoscale fullerene compression”, which 
implies that the least strained structure of Y2C2 is linear and that the butterfly shape is 
forced by cage-induced compression, should be reconsidered. In fact, butterfly shape of 
the M2C2 cluster is more energetically favorable and it is realized when metal-metal 
distance is of ca 4-5 Å. At shorter distances the energy is increasing and “nanoscale 
compression” is really an appropriate term. However, at longer distances the energy is 
also increasing and the linear form is higher in energy, especially for Y2C2. Thus, 
“nanoscale stretching” would be an appropriate term for the longer metal-metal distances. 
In fact, the shape and the size of the carbon cage determine position of metal atoms and 
the M···M distance (M-cage distances are more or less constant), whereas C2 unit then 
finds its best configuration for a given position of metal atoms. 
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3.3.4 Ti2C2@C78 and Ti2S@C78 
Titanium plays a special role in EMFs since so far it is the only genuine transition 
metal which can be encapsulated inside the carbon cage. Two all-titanium EMFs 
characterized with high degree of certainty are carbide Ti2C2@C78
166-168 and sulfide 
Ti2S@C78,
169 both with D3h(5) carbon cage (mixed Ti-Sc
170 and Ti-Y171 nitride 
clusterfullerenes are not considered here). Both EMFs have similar structure in that Ti 
atoms are η6-coordinated to the poles of C78 (which has elongated shape) and the Ti2C2 
and Ti2S clusters are almost linear (Fig. 3.9a,b). Since Ti formally transfers three 
electrons to the carbon cage, pentalene is not able to mimic the metal-cage interactions 
and is replaced here by sumanene C21H9 (Fig. 3.9c,d). 
Figure 3.9 DFT-optimized molecular structures of Ti2C2@C78 (a), 
Ti2S@C78 (b), Ti2C2(C21H9)2 (c), and Ti2S(C21H9)2. Ti atoms are cyan, 
sulfur is yellow, carbon atoms are grey, hydrogen atoms in (c) and (d) are 
omitted for clarity. 
DFT optimization of Ti2S(C21H9)2 results in the structure with bent Ti2S cluster 
(Ti−S−Ti bond angle is 143°), the Ti−S bond length of 2.328 Å, and the Ti···Ti distance 
of 4.417 Å. For comparison, in Ti2S@C78 these structural have the values of 172° 
(Ti−S−Ti angle), 2.375 Å (Ti−S bond length), and 4.737 Å (Ti···Ti distance). Distortion 
energy of the Ti2S cluster in Ti2S@C78 is estimated to be 10 kJ·mol
−1. Computations of 
the energy profile along the cluster bending and Ti−S bond stretching show that the 
Ti−S−Ti angle can vary in relatively large range with modest energy increase (Fig. 
3.10a,b). The linear cluster is the energy maximum, but it is only 7 kJ·mol−1 less stable 
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than the lowest energy configuration. Variation of the Ti−S bond length shows that the 
energy remains below 10 kJ·mol−1 in the range of 2.24–2.43 Å. These results prove that 
the Ti2S cluster is rather flexible in similar fashion to Sc2S and Y2S clusters discussed 
above and can change its shape in rather broad range of geometrical parameters. 
 
Figure 3.10 Energy profiles computed for (a) variation of Ti–S bond 
lengths in Ti2S(C21H9)2; (b) variation of Ti–S–Ti angle in Ti2S(C21H9)2; (c) 
variation of Ti–Ti distance in Ti2C2(C21H9)2. 
Unconstrained optimization of Ti2C2(C21H9)2 shows that Ti2C2 cluster prefers almost 
linear configuration (Ti−C−C angle is 174.5°, see Fig. 3.9c) with Ti···Ti distance of 
5.377 Å (ca 1 Å longer than in Ti2S) and Ti−C bond length of 2.073 Å. In Ti2C2@C78 Ti 
atoms are closer to each other (5.094 Å), Ti−C bonds are shorter (1.976 Å), and the cluster 
is more deviated from the linear shape (Ti−C−C angle is 154.2°). These structural 
changes increase the energy of the cluster by 26 kJ·mol−1. Significant distortion energy 
shows that Ti2C2 cluster is more rigid than sulfide or Sc2C2 cluster, and the same 
conclusion can be drawn from the analysis of the Ti···Ti energy profile (Fig. 3.10c). In 
contrast to the flat Sc2C2 profile (Fig. 3.6a), distortion energy of the Ti2C2 cluster remains 
below 10 kJ·mol−1 only in the 5.2–5.6 Å range and increases sharply outside these limits 
either with stretching or compressing the cluster. We could not find an energy minimum 
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corresponding to the butterfly configuration down to the distances of 4.0 Å. The bend on 
the curve near 4.4 Å can be well seen, but the energy continues to increase at shorter 
Ti···Ti distance and exceeds 100 kJ·mol−1 at 4.0 Å. Thus, Ti2C2@C78 is a real example 
of the nanoscale fullerene compression. 
Our analysis shows that although Ti2S@C78 and Ti2C2@C78 are isostructural, they 
exhibit different kinds of the cluster strain. For Ti2S, the C78 cage appears to be too large, 
whereas for Ti2C2 it is too small, which in both cases results in non-negligible distortion 
energy. Note that the effect is sufficient to induce measurable differences of the 
geometrical parameters of the carbon cage. In Ti2C2@C78 the distance between centroids 
of two Ti-coordinating hexagons, 8.219 Å, is 0.176 Å longer than in Ti2S@C78, 8.045 Å. 
Likewise, Ti-hexagon distance in Ti2C2@C78, 1.571 Å, is shorter than in Ti2S@C78, 1.659 
Å. In other words, in Ti2C2@C78 the cage is elongated and Ti–C6 distance is shortened to 
allow more space for the Ti2C2 cluster. 
3.4 Conclusions 
In this work a simple approach is presented and evaluated allowing analysis of the 
strain experienced by clusters encapsulated in endohedral metallofullerenes. We argue 
that calculations for the sole cluster, either in the neutral or the charged state, cannot be 
used for this goal. However, when the effect of the carbon cage is mimicked by small 
organic π-systems (such as pentalene and sumanene), the cluster has sufficient freedom 
to adopt the optimal configuration, and therefore the energetic characteristics of the EMF-
induced distortion of the cluster can be evaluated. Both nitride and sulfide clusters were 
found to be rather flexible, i.e. their distortion energy is small in broad range of 
geometrical parameters. Hence, they can be encapsulated in carbon cages of different size 
and shape. For carbide M2C2 cluster the situation is more complex. The optimized cluster 
can adopt either butterfly or linear shapes, and these configurations have substantially 
different metal-metal distance. Whereas for Sc2C2 both structures are isoenergetic, linear 
form of the Y2C2 cluster is substantially less stable than the butterfly-shaped 
configuration. These results show that phenomenon of the nanoscale fullerene 
compression should be analyzed more carefully. Finally, we show that both Ti2S and 
Ti2C2 cluster are strained in corresponding EMF molecules, but the origin of the strain is 
opposite: C78-D3h(5) cage imposes too long Ti···Ti distance for the sulfide cluster and 
too short distance for the carbide cluster. 
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Chapter 4. Carbide clusterfullerenes 
with odd number of carbon atoms: 
molecular and electronic structures of 
Sc4C@C80, Sc4C@C82, and Sc4C3@C80 
4.1 Introduction 
Very recently, two new species with molecular composition Sc4C81 and Sc4C83 were 
discovered during the arc-discharge synthesis of Sc3CH@C80 using methane as a reactive 
atmosphere gas172 following the method described by Krause and et al.. 173 Mass-spectra 
of the soluble part of the raw synthesis products are shown in figure 4.1. The positive ion 
mode (laser desorption ionization) LDI-TOF mass-spectrum of the extract is dominated 
by the Sc4C81, Sc4C82, and Sc4C83 species (Fig. 4.1). Whereas the Sc4C82 can be 
undoubtedly assigned to the well-known carbide clusterfullerene Sc4C2@C80 
174, the 
species with 81 and 83 carbon atoms are detected for the first time. Since fullerene cages 
have only even number of carbons, Sc4C81 and Sc4C83 inevitably should have an odd 
number of carbon atoms in their endohedral clusters and hence represent a new type(s) 
of carbon containing EMFs. Unfortunately, further isolation of Sc4C81 and Sc4C83 was 
not unsuccessful. Stability of Sc4C83 in the HPLC was not sufficient (i.e. corresponding 
peaks could not be detected in the mass spectrum after the fullerene extract was run 
though the chromatographic column). The Sc4C81
+ signal survived after HPLC treatment, 
but after chromatographic separation of the extract this signals was detected in several 
chromatographic fraction. Such behavior again points to the ease of ionization and 
precludes reliable control of the isolation procedure. Thus, low stability and enhanced 
ionization precluded isolation and detailed characterization of Sc4C81 and Sc4C83, which 
motivated us to perform computational analysis of possible molecular structures and 
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properties of these species with the aim to clarify the possibility of their future isolation. 
Therefore, a set of computational analysis is presented to understand the possible 
molecular and electronic structures of two new members of carbon-containing EMFs, 
Sc4C@C80 and Sc4C3@C80, which were discovered during the arc-discharge synthesis in 
the presence of methane. 
 
Figure 4.1 Positive ion mode MALDI-TOF mass-spectrum of the extract 
of Sc-EMFs obtained by arc-discharge in the Sc-CH4 system: (a) 
measured without matrix; (b) measured with sulfur as a matrix. The inset 
in (a) shows isotopic pattern and mass numbers of the group of peaks 
corresponding to Sc4C81+. These values are in good agreement with 
theoretical mass numbers for the three main peaks of Sc4C81 (1151.82, 
1152.83, and 1153.83). Reproduced from Ref. 174 
4.2. Computational studies of Sc4C1–3@C80 
4.2.1 General remarks on Sc4-type clusterfullerenes 
Several clusterfullerenes with four Sc atoms are already known, and all of them are 
proved to have C80-Ih carbon cage. Endohedral Sc atoms preferably form a tetrahedron, 
whereas non-metals have different positions depending on their nature. In the carbide 
clusterfullerene Sc4C2@C80, one carbon atom is in the center of the tetrahedron, whereas 
another one is located above one of the Sc3 faces 
174,175. The DFT-predicted structure of 
Sc4C2H@C80 is very similar, the hydrogen atom is bonded to the non-central carbon atom 
so that CCH fragment is almost linear 176. Tetrahedral Sc4 clusters were also described 
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for oxide clusterfullerenes, Sc4O2@C80 
10 and Sc4O3@C80 
177. In both oxide structures 
the μ3-O atoms are located above the Sc3 faces of the Sc4 tetrahedron. 
Large number of Sc atoms in Sc4-type endohedral clusters implies a large electron 
transfer to the carbon cage. So far, the highest formal number of electrons transferred to 
the carbon cage in EMFs is 6, and the most preferable six-fold charged carbon cage is 
C80-Ih(7) 
48,81,178-180. It is therefore not surprising that all EMFs with four Sc atoms 
described so far have C80-Ih(7) cage; furthermore, encapsulation of Sc4-cluster in 
fullerenes cages of other sizes is not reported. Based on this line of arguments, we may 
tentatively propose that the Sc4C81 and Sc4C83 species correspond to clusterfullerenes 
with two types of clusters, Sc4C@C80-Ih and Sc4C3@C80-Ih. Yet, we cannot completely 
exclude a situation that both new species have the same type of cluster and therefore are 
either a pair Sc4C3@C78 / Sc4C3@C80, or Sc4C@C80 / Sc4C@C82. We will analyze this 
possibility further below, after we clarify the principal details of the molecular and 
electronic structures of Sc4C@C80 and Sc4C3@C80. All calculations described below 
were performed at the using PBE121 density functional and Priroda code 149,181,182. For 
structural optimization C atoms were treated with original TZ2P-quality full-electron 
basis set {6,3,2}/(11s,6p,2d), and SBK-type effective core potentials were used for Sc 
with {5,5,4}/{9s,9p,8d} valence parts. For frontier MO, IP, and EA values, the carbon 
atoms of cages and internal clusters were treated with basis set {4,3,2}/{12s,8p,4d} and 
{8,7,5,3,1}/{14s,10p,7d,5f,3g} respectively. Sc atoms were set with full-electron basis 
set {10,9,7,5,3,1}/{27s,22p,16d,10f,8g,4h}. For QTAIM analysis, the wave functions are 
obtained from single point energy computations with full-electron TZVP-quality basis 
set for the carbon cage and def2-TZVPP basis set for the intraclusters by Orca 2.8 
package.183 QTAIM calculations were performed using AIMAll suite 184.  
4.2.2 Molecular and electronic structure of Sc4C@C80 
DFT optimization of Sc4C@C80 with different arrangement of Sc atoms around the 
central carbon resulted in two plausible shapes of the cluster. In three most stable nearly 
isoenergetic conformers (ΔE = 0–3 kJ/mol), Sc atoms form a distorted tetrahedron around 
the central carbon atom with the average Sc–C bond length of 2.11–2.12 Å and the 
average Sc–Sc distance of 3.45 Å. The conformers are somewhat different in the 
distribution of Sc–C–Sc angles and orientation of the cluster with respect to the carbon 
cage atoms. For instance, the Sc–C–Sc angles in the lowest energy C1-symmetric 
conformer span the range of 103–119° (compare to 109° in an ideal tetrahedron), whereas 
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in the second lowest energy C2-symmetric structure (ΔE = 1.5 kJ/mol) the Sc4 tetrahedron 
is more distorted with the Sc–C–Sc angles in the range of 95–124°. Note similar structure 
of the endohedral cluster was found in a computational study of Al4C@C80 
185. 
Another plausible shape of the Sc4C cluster is a square with carbon atom in the middle. 
This isomer is somewhat less stable (ΔE = 12.6 kJ/mol) than the structures with 
tetrahedral cluster. Sc–C bonds in the cluster are 2.139 Å long, and the Sc–C–Sc angles 
are 88.5° and 91.5° (the isomer has rigorous C2h symmetry, and the cluster shape deviates 
slightly from the regular square). The Sc-Sc distances in the square cluster are 2.991 and 
3.064 Å. Transition state search followed by intrinsic reaction coordinate (IRC) 
calculations showed that the planar and tetrahedral cluster shapes can transform to each 
other with the transition state of 38.3 kJ/mol (Fig. 4.2c). This relatively small barrier 
ensures that the Sc4C cluster should exhibit fluxional behaviour at room temperature. 
 
 
Figure 4.2 DFT-optimized molecular structures of Sc4C@C80 isomers 
with tetrahedral (a) and square (b) cluster. Part (c) shows enlarged 
structure of the tetrahedral (left) and planar (right) Sc4C clusters and 
transition state between them (middle).  
The formal cage charge (−6) and the largest reasonable negative charge of the central 
carbon (−4) require that the net charge of Sc atoms should not exceed +10. This implies 
that the oxidation state of some Sc atoms is less than +3. Although Sc usually adopts a 
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+3 state in EMFs, a divalent state of Sc can be realized in certain cases such as Sc2@C82 
186 or Sc4O2@C80 
10. The latter is especially similar to Sc4C@C80 in that the net charge 
of Sc ion is also +10. Computational and experimental studies showed that two Sc atoms 
in Sc4O2@C80 are in the +3 state, whereas two others are in the +2 state and exhibit 
pronounced Sc–Sc bonding interactions187-189, which is manifested in the Sc–Sc bonding 
nature of the highest occupied molecular orbital (HOMO). Frontier MO analysis of 
Sc4C@C80 shows that the HOMO of the isomer with both tetrahedral and planar clusters 
is predominantly localized on Sc atoms and is evenly distributed between all of them 
(Fig. 4.3), so the formal charge state of Sc in Sc4C@C80 is +2.5. Contribution of each Sc 
atom to the HOMO resembles 3d atomic orbitals. These atomic orbitals partially overlap, 
which may be at first sight interpreted as the presence of delocalized Sc–Sc bonding. 
However, analysis of the bond orders (see below) shows that the degree of Sc–Sc bonding 
is rather low. The LUMO as well as LUMO+1 of Sc4C@C80 is also predominantly a 
metal-based orbital irrespective of the cluster shape, whereas HOMO−1 is the cage-based 
MO. The central carbon atoms has no noticeable contribution to the frontier MOs of 
Sc4C@C80. 
 
 
Figure 4.3 Frontier molecular orbitals in the Sc4C@C80 isomers with 
tetrahedral (a) and square (b) cluster. 
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The energy of frontier MOs as well as the HOMO-LUMO gap depend on the cluster 
geometry. In the lowest energy isomer with tetrahedral cluster the gap is quite small, only 
0.48 eV, whereas in the second most stable isomer, also with the tetrahedral cluster, the 
gap is already increased to 0.71 eV. Finally, in the isomer with the planar cluster the 
HOMO-LUMO gap is 1.05 eV. These values shows that HOMO and LUMO energies of 
Sc4C@C80 are very sensitive to the cluster geometry. In the view of the high fluxionally 
of the molecular structure, the electronic properties of Sc4C@C80 are expected to be a 
result of the averaging over different cluster configurations with high statistical weight 
of the low-energy conformers with tetrahedral cluster. The small HOMO-LUMO gap 
values of such configuration indicate that Sc4C@C80 should have low kinetic stability.  
4.2.3 Molecular and electronic structure of Sc4C3@C80 
DFT optimization of Sc4C3@C80 gave much larger variety of possible Sc4C3 
geometries in comparison to the Sc4C cluster. In the most stable structures, three carbon 
atoms form triangle in the center of the cluster, to which two Sc atoms are coordinated 
on both sides in the η3-manner forming the trigonal bipyramid, whereas two other Sc 
atoms are located in the plane of the carbon cluster and are η2-coordinated to the two 
sides of the C3 triangle (Fig. 4.4). Several isomers with this cluster motif and somewhat 
different geometry parameters and cluster orientation span the energy range of 0–25 
kJ/mol. In the lowest energy one, the C3 triangle is isosceles, with two equal longer sides 
of 1.627 Å, and one shorter C–C distance of 1.400 Å. For comparison, C–C distances in 
Sc2C2@C82 (a C2
2− unit) and Sc4C2@C80 (formally a C2
6− unit) are 1.272 Å and 1.459 Å, 
respectively. The η2-Sc atoms are coordinated to the longer sides of the triangle with Sc–
C distance of 2.102 and 2.088 Å. The bipyramid is slightly distorted, with Sc–C distances 
of 2.194, 2.196, and 2.256 Å. 
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Figure 4.4 DFT-optimized molecular structures of Sc4C3@C80 (a) and 
Sc4C2@C80 (b). Enlarged structures of the Sc4C3 (c) and Sc4C2 (d) are 
shown with the atom numbering used in the QTAIM analysis. 
Other shapes of the Sc4C3 cluster in Sc4C3@C80 are substantially higher in energy. For 
instance, the second most stable type of the cluster has Sc4 tetrahedron, one μ4-C atom in 
the center and two μ3-C atoms above two Sc3 faces. The isomers with this shape of the 
endohedral cluster are 80–100 kJ/mol less stable. 
The six-fold negative charge of the fullerene cage and an assumption of the +3 
oxidation state of all Sc atoms in Sc4C3@C80 requires the −6 charge state of the C3 moiety. 
This is not an unrealistic assumption, taking into account a versatility of charge state of 
endohedral carbon clusters in carbide clusterfullerenes. For instance, the C2 unit in 
Sc4C2@C80 also adopts a formal charge −6. Analysis of the frontier MOs shows that 
Sc4C3@C80 exhibits a certain degree of similarity to Sc4C2@C80. In both clusterfullerenes, 
the cluster-localized HOMO has complex character and can be best described as 
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intracluster Sc–C bonding/C–C antibonding MO. Similar shape is also found for the 
HOMO−1. The LUMO of Sc4C3@C80 is predominantly a cage orbital with small 
contributions of Sc atoms. In the Sc4C2@C80, the contributions of Sc atoms and the 
carbon cage to the LUMO are roughly equivalent. 
 
Figure 4.5 Frontier molecular orbitals in the Sc4C3@C80 (a) and 
Sc4C2@C80 (b).  
The HOMO-LUMO gap of Sc4C3@C80, 1.69 eV, is considerably larger than that of 
Sc4C@C80 and exceeds the Sc4C2@C80 value of 0.94 eV predicted at the same level of 
theory. The high gap shows that the reasonable kinetic stability can be expected for 
Sc4C3@C80.  
Comparison of the HOMO and LUMO values along the Sc4Cx@C80 series we can see 
that increase of the number of carbon atoms in the cluster stabilizes HOMO and increase 
LUMO energies (and, accordingly, the gap is increasing). In all EMFs the HOMO is 
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localized on the cluster, but the intracluster Sc–C bonding interactions in Sc4C2@C80 and 
Sc4C3@C80 result in more stable structures than Sc4C@C80 with Sc-based HOMO. The 
trend found for HOMO energies is reproduced also in DFT-predicted ionization 
potentials (IPs). The lowest energy isomer of Sc4C@C80 with tetrahedral cluster has very 
small value of 5.47 eV, whereas IP value for the planar cluster is 5.92 eV. The latter 
value is close to that Sc4C2@C80, IP = 6.04 eV. Sc4C3@C80 has the largest IP of 6.69 eV. 
We can tentatively conclude that the high intensity of the Sc4C@C80
+ peak is likely due 
to the low IP rather than due to the significant content of this compound in the fullerene 
extract. Similar situation was found for Y3@C80, whose yield is vanishingly small, but 
the EMF exhibit one of the most intense peaks in the positive ion LDI-TOF mass 
spectrum of the raw Y-EMF extract 190. On the contrary, Sc4C3@C80 is considerably more 
difficult to ionize than Sc4C2@C80 and Sc4C@C80, and the fact that it is still detectable 
in the mass spectrum shows that its content in the extract can be considerable or that the 
signal in the mass spectrum corresponds to a different type of endohedral cluster. Thus, 
due to its reasonable kinetic stability, Sc4C3@C80 might be a plausible target for the 
isolation.  
Table 4-1 Frontier MO energies, IP, and EA values (eV) of Sc4Cx@C80 (x = 1–3) 
 HOMO LUMO gapH-L IP EA 
Sc4C@C80-tetrahedral −4.107 −3.633 0.474 5.922 2.274 
Sc4C@C80-planar −4.541 −3.496 1.045 5.466 2.321 
Sc4C2@C80 −4.784 −3.814 0.935 6.040 2.509 
Sc4C3@C80 −5.299 −3.233 1.684 6.692 2.316 
 
4.2.4 QTAIM analysis of the intracluster bonding in Sc4Cx@C80 species 
 
Analysis of the valence states of Sc atoms described in the previous sections gives 
formal description of the clusters in Sc4C@C80 and Sc4C3@C80 as [(Sc
2.5+)4C
4−]6+ and 
[(Sc3+)4(C3)
6−]6+. But diversity of Sc/C endohedral clusters requires more detailed 
analysis of the intracluster bonding interactions. For this goal, Bader’s Quantum Theory 
of Atoms in Molecules (QTAIM) has been employed. In particular, two parameters are 
important: (i) QTAIM atomic charges obtained by integration of the electron density over 
atomic basins and (ii) delocalization indices δ(A, B), which is defined as a number of 
electron pairs shared by atoms A and B. By this definition, δ(A, B) is similar to the bond 
order understood in Lewis terms, however for polar bond the index is usually smaller 
than expected bond order because of the shift of the electron density towards more 
electronegative atoms. Table 4.2 lists formal charge distribution, actual QTAIM charges, 
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and intracluster delocalization indices in Sc4Cx@C80 (x = 1–3) and some other relevant 
EMFs. Extended discussion of QTAIM description of the bonding in EMFs was given 
before in refs. 148,188 
Table 4-2 QTAIM atomic charges, q, in Sc4C1–3@C80 and selected other EMFs 
EMF Formal charges q(cluster) q(Sc)ab ΣSc q(C/O)b ΣC 
Sc4C@C80 [(Sc2.5+)4C4−]6+ 4.46 1.63×2 
1.65×2 
6.58 −2.12  
 [(Sc2.5+)4C4−]6+ 4.21 1.56×4 6.24 −2.03  
Sc4C2@C80 [(Sc3+)4(C2)6−]6+ 3.91 Sc1: 1.65 
Sc2: 
1.63×3 
6.52 C1: 
−1.54 
C2: 
−1.08 
−2.61 
Sc4C3@C80 [(Sc3+)4(C3)6−]6+ 3.73 Sc1: 
1.61×2 
Sc2: 
1.64×2 
6.49 C1: 
−0.79×2 
C2: 
−1.18 
−2.76 
Sc2C2@C82 [(Sc3+)2(C2)2−]4+ 2.13 1.73×2 3.46 −0.66×2 −1.33 
Sc2@C82 [(Sc2+)2]4+ 2.47 1.25, 1.22 2.47   
Sc4O2@C80 [(Sc3+)2(Sc2+)2(O2−)2]6+ 3.87 ScII: 
1.46×2 
ScIII: 
1.76×2 
6.43 −1.28×2 −2.56 
a “×n” denotes the presence of n equivalent atoms in the molecule 
b for numbering of atoms, see Fig. 4.4 
 
Table 4-3 Intracluster delocalization indices in Sc4C1–3@C80 and selected other EMFs 
 δ(Sc, C) a δ(C, C)a δ(Sc, Sc) 
    
Sc4C@C80-Ih(7) tetrahedral 0.71×4  0.06×6 
Sc4C@C80-Ih(7) planar 0.74×4  0.11×4 
0.04×2 
Sc4C2@C80-Ih(7) Sc1–C1: 0.81 
Sc1–C2:0.09 
Sc2–C1: 0.46×3 
Sc2–C2: 0.59×3 
1.30 Sc1−Sc2: 0.08×3 
Sc2−Sc2’: 0.07×3 
Sc4C3@C80-Ih(7) Sc1–C1: 0.36×4 
Sc1–C2: 0.38×2 
Sc2–C1: 0.47×2 
Sc2–C2: 0.50×2 
C1−C1’: 1.27 
C1−C2: 
2×0.89 
Sc1−Sc1’: 0.10 
Sc1−Sc2: 0.07×3 
Sc2−Sc2’: 0.03 
 
Sc2C2@C82 0.32×4 2.43 0.02 
Sc2@C82   0.59 
Sc4O2@C80 ScII–O: 0.60×2 
ScIII–O: 0.51×4 
0.13 ScII–ScII: 0.24 
ScII–ScIII: 0.08×3 
ScIII–ScIII: 0.05 
“×n” denotes the presence of n equivalent bond in the molecule, prime denotes symmetry equivalent atom of the same 
type (e.g. Sc1 and Sc1’ are symmetry equivalent atoms) 
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It should be emphasized that QTAIM atomic charge should not be mixed with formal 
charge or oxidation state etc. The latter are integer value and are useful for simple 
description but do not represent the real distribution of electron density. QTAIM charges 
are more realistic and are always lower than formal charges because bonding distribution 
is never fully ionic. Therefore, we do not expect an exact match between oxidation states 
and QTAIM charges. 
The bonding in Sc4C cluster is rather simple. All Sc atoms form a single bond to the 
central carbon. The δ(Sc, C) values of 0.7 are similar to those in nitride clusterfullerenes , 
the values are smaller than one because of the bond polarity, since the central carbon 
atoms acquires rather large negative charge exceeding −2. This is almost twice smaller 
than the formal charge, but is still the largest negative charge for a single central atom in 
all known clusterfullerenes. The charges of Sc atoms depend on the cluster geometry, 
being +1.63 to 1.65 in the tetrahedral cluster and +1.56 in the square one. These values 
are slightly smaller than in EMFs with typical +3 state (e.g., q(Sc) in Sc2C2@C82 and 
Sc3N@C80 is +1.7). At the same time, the QTAIM Sc charges in EMFs with formal +2 
state of Sc are much smaller, 1.22-1.25 in Sc2@C82, or +1.46 for Sc
II atoms in Sc4O2@C80. 
In the square cluster geometry, the intracluster interaction are more covalent than in the 
tetrahedral cluster which can be deduced from smaller atomic charges of Sc atoms and 
slightly larger δ(Sc, C) and δ(Sc, Sc) indices. As discussed above, although the HOMO 
of Sc4C@C80 has noticeable Sc–Sc bonding component, individual Sc–Sc indices are 
rather small. However, summing up all δ(Sc, Sc) indices gives the net values of 0.36 and 
0.52 electron pairs participating in delocalized Sc–Sc bonding in tetrahedral and 
quadratic Sc4C clusters, respectively. For comparison, the Sc–Sc bond order in Sc2@C82 
is 0.59, whereas in Sc4O2@C80 the δ(ScII, ScII) index is 0.24 and the sum of all δ(Sc, Sc) 
values is 0.61. 
Increasing the number of carbon atoms in the cluster obviously leads to a more 
complex bonding situation. As mentioned above, C2 unit can adopt different formal 
charges, which also affects the QTAIM parameters. For instance, the formal charge of 
the acetylide unit in Sc2C2@C82 is −2 and a triple C–C bond might be expected. QTAIM 
gives the δ(C, C) value of 2.43 and the total charge of −1.33. In Sc4C2@C80, the formal 
charge of the C2 unit is −6, whereas the QTAIM charge is −2.61 (−1.54 for μ4-C1 and 
−1.08 for μ3-C2, see Fig. 4.4 for atom labeling) and the δ(C, C) value is 1.30. Analysis 
of the delocalization indices shows that the Sc–C bonding in Sc4C2@C80 is more covalent 
than in Sc2C2@C82: the δ(Sc, C) values in the latter are all equal 0.32, whereas in the 
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former the values for bonded Sc and C atoms span the range of 0.46–0.81. The total 
number of electron pairs shared between Sc atoms and C2 unit is 1.30 in Sc2C2@C82 and 
4.06 in Sc4C2@C80 (which translates to the average Sc–C2 bond orders of 0.65 and 0.86, 
respectively). 
In Sc4C3@C80, the charges of Sc atoms are virtually identical to those of Sc4C2@C80, 
and the charge of the C3 unit is only slightly more negative the charge of acetylide group 
in Sc4C2@C80. In the C3 cluster, the bond order of the shorter C1–C1’ bond is 1.27, which 
is similar to the δ(C, C) value in Sc4C2@C80, however the C1/C1’ charges in Sc4C3@C80 
are only −0.79 (compare to −1.54 and −1.08 in Sc4C2@C80). The C2 carbon in Sc4C3 has 
more negative charge, −1.18. Besides, a much smaller delocalization index of 0.89 is 
found for the C1–C2 bonds, which is reasonable taking into account the length of the 
C1–C2 bond, 1.627 Å. The δ(η3-Sc1, C) delocalization indices are all 0.36–0.38, i.e. 
close to the δ(Sc, C) values in Sc2C2@C82, and thus the η3-Sc1–C3 bond order is roughly 
1.10. The η2-Sc2–C bond orders, 0.47–0.50, are noticeably higher than in the η3-Sc1–C 
bonds. Thus, Sc atoms share with the C3 cluster 2.20 electron pairs via η3-Sc–C3 
interactions and 1.94 electron pairs via η2-Sc–C2 interactions, and in total the Sc–C 
bonding in Sc4C3@C80 involves 4.38 electron pairs. The intracluster bonding in 
Sc4C3@C80 is thus more covalent than in Sc4C2@C80, and hence the total cluster-to-cage 
electron transfer in the former (3.73 e), is smaller than in the latter (3.91 e). Interestingly, 
based on the magnetic criterion of aromaticity, the C3 cluster in Sc4C3@C80 is highly 
aromatic: the nuclear independent chemical shift (NICS 191) computed in the center of 
the cluster is as large as −65.7 ppm.  
To summarize the results of QTAIM analysis, we can conclude that the formal charge 
distribution should not be taken literally. In fact, the atomic charges of Sc atoms in 
Sc4C@C80 and Sc4C3@C80 are not dramatically different, although their formal charges 
are +2.5 and +3, respectively. With the increase of the number of carbon atoms in the 
endohedral cluster, the covalency of the intracluster interactions is increasing, whereas 
the number of electrons donated by the cluster to the cage is decreasing. 
4.2.5 Vibrational spectra of Sc4Cx@C80 
Vibrational spectroscopy was proved to be useful for the analysis of the intracluster 
interactions 74. Besides, vibrational pattern of the given carbon cage is rather 
characteristic and hence can be used for the structure elucidation (although cluster can 
induce noticeable variations of the cage modes, see ref. 192 for the comparison of the IR 
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spectra of La2@C80, Sc3N@C80, and Sc4O2@C80). Therefore, we decided to analyze 
vibrational spectra of Sc4C1–3@C80 species to aid in the structure elucidation. Figure 4.6 
compares the IR spectra of four EMFs, two isomers of Sc4C@C80 with tetrahedral and 
square clusters, Sc4C2@C80, and Sc4C3@C80. We focus here predominantly on the 
analysis of the IR spectra since prediction of the resonance Raman intensities is less 
straightforward and depends on the excitation wavelength. 
The number of cluster modes depends on the number of atoms in the cluster and varies 
from 15 in Sc4C@C80 to 21 in Sc4C3@C80. From these numbers, six are always frustrated 
translations and rotations of the cluster with low vibrational frequencies. Large mass of 
Sc also leads to low frequency of vibrations with predominant contribution of Sc atoms. 
Thus, in addition to 6 “external” modes, several other cluster modes are found in the low-
frequency range (below 400 cm−1) either as pure cluster vibrations or mixed with the 
cage vibrations. As a result, for the conventional mid-IR spectra (where the range of >400 
cm−1 is accessible) only few cluster-based modes can be found, and all these vibrations 
are predominantly motions of the cluster carbon atoms. 
In the Sc4C@C80 with tetrahedral cluster, translations of the central carbon atom is 3-
fold degenerate and IR active. The computations shows that in the real Sc4C@C80 
molecule the modes with predominant μ4-C contributions are found at 555, 566, 597, and 
600 cm−1 with modest IR intensity (see Fig. 4.6 where cluster-based modes are marked 
with arrows). All other vibrations in the 400–1600 cm−1 range are pure cage modes. In 
the square Sc4C cluster, displacements of the central carbon atoms are split into an out-
of-plane mode (computed frequency 265 cm−1) and 2-fold degenerate in-plane motions 
(620/639 cm−1). For the former, relatively high intensity is predicted, but low frequency 
makes its detection in the spectra difficult. Note that analogous out-of-plane motion of 
the nitrogen atom in Sc3N@C80 is found at 236 cm
−1 193. For the in-plane motions of the 
carbon atom, very low intensity is predicted. This is different from Sc3N@C80, in which 
in-plane motion of the nitrogen atoms at 599 cm−1 has medium-strong intensity193. 
With the increase of the number of carbon atoms in the cluster more complex cluster 
modes may be expected, but only few of the modes result in considerable IR intensity. 
In the Sc4C2 cluster, significant absorption intensity in the mid-IR range is predicted only 
for the displacements of the μ3-C atom in the plane parallel to the Sc3 face of the Sc4 
tetrahedron. The frequency of this mode is 658 cm−1. Stretching C–C mode of the 
acetylide unit is predicted at 1114 cm−1, but absorption intensity of this vibration is very 
low. 
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In Sc4C3@C80 we found three reasonably intense bands of the cluster marked with 
arrows in Figure 4.6. The medium intensity band at 607 cm−1 corresponds to the motion 
of the C1–C1’ fragment as a whole parallel to the Sc2–Sc2’ bond. The weak absorption 
at 747 cm−1 is due to a deformation of the C3 triangle with C1–C2 bond stretching 
contribution, whereas the medium intensity band at 832 cm−1 is an antisymmetric Sc2–
C2 stretching vibration, in which the C2 atom is moving along the line connecting Sc2 
and Sc2’ atoms. 
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Figure 4.6 DFT-computed IR spectra of Sc4Cx@C80 (x = 1–3). Blue 
arrows mark cluster modes with considerable IR intensity in the 400–
1600 cm−1. 
Thus, analysis of the vibrational modes of Sc4Cx@C80 shows that only few cluster-
based vibrations of these EMFs are available in the mid-IR spectra. All other vibrations 
seen in the spectra in the 400–1600 cm−1 range (Fig. 4.6) are due to the carbon cage. It is 
therefore remarkable that the vibrational patterns of the same C80-Ih(7) carbon cage are 
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very different showing that endohedral clusters impose substantial perturbation to the 
cage vibrations. 
4.2.6 Sc4C3@C78 and Sc4C@C82 
Mass-spectrometry cannot distinguish between endohedral carbon atoms and carbon 
atoms of the fullerene cage, and hence assignment of the structure remains ambiguous. 
Therefore, we performed additional calculations to reveal the relative stability of 
Sc4C3@C78 versus Sc4C@C80 and Sc4C@C82 versus Sc4C3@C80.  
For Sc4C3@C78 we have chosen two cage isomers, the IPR D3h(5) and non-IPR 
C2(22010). The former is typical for dimetallofullerenes and Sc3N@C78 
194-196, whereas 
the latter is found in nitride clusterfullerenes with large metal ions (Dy, Tm, Y, Gd 197-
200). Optimization of molecular structures of Sc4C3@C78 with different cluster positions 
inside the carbon cages showed that D3h(5) isomer is more preferable than C2(22010) by 
34 kJ/mol, but the most stable Sc4C3@C78 structure is still 304 kJ/mol less stable than 
Sc4C@C80. 
Three cage isomers were considered for Sc4C@C82 based on the results of the previous 
studies of nitride clusterfullerenes 81,201, namely C2v(9), C2v(39705), and Cs(39663). The 
C2v(9) cage was found to be the most thermodynamically preferable followed by the 
C2v(39705) (45 kJ/mol less stable for the lowest energy cluster configuration) and 
Cs(39663) (90 kJ/mol less stable). Sc4C@C82-C2v(9) has small HOMO-LUMO gap, 0.54 
eV, which is close to the value in Sc4C@C80. Importantly, Sc4C@C82-C2v(9) is 101 
kJ/mol more stable than Sc4C3@C80. 
Although relative stability arguments seemed to work reasonably well for the cage 
isomerism of EMFs, complete thermodynamic control of the EMF formation has not 
been proved. Thus, it is not clear if relative energies can be reliably used to sort out 
unstable EMFs with small or large cage size in XC2@C2n-versus-X@C2n+2 systems. On 
the one hand, enhanced stability of Ti2C2@C78 over Ti2@C80 (ca. 100 kJ/mol) along with 
the more appropriate electronic structure and carbon cage symmetry was used as one of 
the arguments to deny a Ti2@C80 conjecture 
78,202. Experimental evidences are also in 
favor of the carbide clusterfullerene structure of Ti2C80 
203,204. One the other hand, our 
calculations show that Sc2@C82-C3v(8) is 93 kJ/mol more stable than Sc2C2@C80-C2v(5), 
however both structures are characterized experimentally 186,205. Therefore, the energy 
difference of 100 kJ/mol cannot be considered as a sufficient argument to push aside the 
less stable structure. Thus, it is not possible to decide at this moment if Sc4C83 species in 
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the mass spectra of the EMF extract are due to Sc4C3@C80 or Sc4C@C82 or a mixture of 
both. With much higher HOMO-LUMO gap, Sc4C3@C80 is more kinetically stable, 
whereas Sc4C@C82 has higher thermodynamic stability. For Sc4C81 species, we believe 
that Sc4C@C80 is a more appropriate candidate than Sc4C3@C78 due to the high strain in 
the latter induced by encapsulation of the large cluster within relatively small cage. 
4.3. Conclusions 
Two new species with composition Sc4C81 and Sc4C83 are detected in mass spectra of 
the Sc-EMF extract synthesized using CH4 as a reactive gas. We theoretically performed 
thorough analysis of the possible molecular and electronic structure of such species, 
focusing at first on the Sc4C@C80-Ih(7) and Sc4C3@C80-Ih(7) conjectures. The former is 
found to have Sc in a “+2.5” valence state. The cluster is fluxional and can exist in two 
almost isoenergetic forms with tetrahedral and planar geometries. Two cluster 
geometries give noticeable difference in electronic properties, in particular HOMO-
LUMO gaps and orbital energies. Sc4C@C80 has low ionization potential and is probably 
not kinetically stable, which makes its isolation hardly possible. The most plausible 
structure of Sc4C3@C80 has triangular aromatic C3 cluster with two pairs of Sc atoms 
coordinating to the C3 moiety with η3 and η2 hapticities. All Sc atoms are in the trivalent 
state, whereas the C3 cluster has the formal charge −6 and is highly aromatic. Large 
HOMO-LUMO gap of Sc4C3@C80 points to its reasonable kinetic stability, however 
thermodynamically Sc4C3@C80 is 101 kJ/mol less stable than Sc4C@C82-C2v(9) 
counterpart. 
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Chapter 5. Structures of heptagon-
containing LaSc2N@Cs(hept)-C80 and 
its Prato and Bingel-Hirsch 
cycloaddition 
5.1 Introduction 
Recently, endohedral metallofullerene with heptagonal rings was successfully 
produced by the arc-discharge synthesis and characterized as LaSc2N@Cs(hept)-C80 by 
single-crystal X-ray diffraction.45 Computational study reveals that an EMF with 
heptagonal rings can be as stable as conventional EMFs, and the fact that they have not 
been discovered before is due to their low yields, not their thermodynamic stability. 
Thermodynamically and kinetically preferred reaction sites in the heptagon-containing 
fullerene LaSc2N@Cs(hept)-C80 are also studied computationally for Prato and Bingel-
Hirsch cycloaddition reactions. In both types of reactions the heptagon is not affected, 
and chemical reactivity is determined by the adjacent pentalene units. 
Thermodynamically controlled Prato addition is predicted to proceed regioselectively 
across the pentagon/pentagon edges, whereas the most reactive sites in kinetically-
controlled Bingel-Hirsch reaction are the carbon atoms next to the pentagon/pentagon 
edge.  
5.2. Computational Methods 
All structures were first optimized at the PBE/TZ2P level with core-effective 
potentials for Sc, La, and Br using Priroda code.181,182 Then, single point energy 
calculations at the PBE-D3 level with Grimme’s dispersion correction with Becke-
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Johnson damping,206,207 DKH2 scalar relativistic correction and SARC-modification of 
def2-TZVP basis set208,209 were performed using Orca suite.210 
5.3 Results and Discussion 
Figure 5.1 shows the molecular structure of LaSc2N@Cs(hept)-C80 from a cocrystal 
grown with Ni(OEP) (OEP is the dianion of octaethylporphyrin). In agreement with 
Euler's theorem, C80 with one heptagonal face has 13 pentagons and 28 hexagons. The 
heptagon and the two flanking pentalene units are highlighted in red. As usually observed, 
metal ions, in this case the Sc ions, are located near the pentalene units. The LaSc2N unit 
inside the cage is flat, but the heptagon is not. As seen at the bottom of the figure, the 
heptagon is folded along the line between C5A and C2A. The dihedral angle between the 
relatively planar C5A, C6A, C7A, C1A, and C2A portion and the planar C5A, C4A, C3A, 
and C2A portion is 158.05(7)°. In contrast, hexagons and pentagons in fullerenes are 
usually planar as they are in LaSc2N@Cs(hept)-C80. In other aspects, the structure of 
LaSc2N@Cs(hept)-C80 resembles that of its isomer, LaSc2N@Ih-C80, which was 
described earlier.211  
 
Figure 5.1 Two views of the structure of LaSc2N@Cs(hept)-C80 as 
determined by a single crystal X-ray diffraction study of the cocrystal, 
LaSc2N@Cs(hept)-C80•2Ni(OEP)•2toluene, drawn with 30% thermal 
contours. The position of the heptagon and the two adjacent pentalene 
units are highlighted in red in the left figure while only the heptagon, 
which is non-planar, is coloured red in the right drawing. The dashed 
lines show the contacts between the metal ion and the nearest cage 
carbon atoms. The second orientation of the cage, the toluene molecules, 
and the hydrogen atoms were omitted for clarity. Reproduced from Ref. 
45 
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To reveal the influence of the heptagonal face and non-uniform distribution of 
pentagons in LaSc2N@Cs(hept)-C80 on its stability, a series of DFT computations have 
been performed. The synthesis of nitride clusterfullerenes usually yields two isomers 
with the C80 cage that dominate in the M3N@C2n fullerene mixture.
212-214 The most 
abundant isomer has Ih cage symmetry, whereas the second most abundant structure is 
the isomer with the D5h cage. Both isomers have enhanced stability due to the uniform 
distribution of pentagons minimizing the on-site Coulomb repulsion of six electrons 
transferred to the fullerene from the endohedral cluster.81,179 Table 5-1 lists relative 
energies of C80
6− and nitride clusterfullerenes with different clusters encapsulated within 
three isomers of C80. For all studied compounds, the isomers with Ih-C80 cage have the 
lowest energies, which are therefore used as a reference. In the empty, hexaanionic state, 
the Cs(hept)-C80 is 171 kJ/mol less stable than the Ih isomer. The D5h isomer is the second 
most stable with the relative energy of 88 kJ/mol. Note that with such a high relative 
energy, Cs(hept)-C80 is still the third most stable isomer of C80
6−. Encapsulation of nitride 
clusters only slightly affects relative stability of the D5h isomers (it varies in the 60–70 
kJ/mol range depending on the cluster), but stability of the Cs(hept)-C80 isomer is 
dramatically enhanced. LaSc2N@Cs(hept)-C80 is only 27 kJ/mol less stable than the Ih 
isomer and is therefore substantially more stable than the D5h isomer (note that the 
configuration of the LaSc2N cluster with La atom coordinating one of the pentalene unit 
is 49 kJ/mol less stable than the experimentally observed structure). A similarly high 
stability is predicted for the Y3N@Cs(hept)-C80 (31 kJ/mol). Only for the smaller Sc3N 
cluster is the relative energy of Sc3N@Cs(hept)-C80 higher than that of the Sc3N@D5h-
C80 isomer.  
Table 5-1 Relative energies (kJ/mol) of three C80
6− and M3N@C80 cage isomers. 
 Ih D5h Cs(hept) 
C80
6− 0 88 171 
LaSc2N@C80 0 61 27 
Y3N@C80 0 70 31 
Sc3N@C80 0 67 92 
 
Thus, the DFT study revealed an unexpected high stability of the M3N@Cs(hept)-C80 
isomer. For nitride cluster with large metals (Y and presumably lanthanides, which have 
similar ionic radii) the heptagon-containing isomer is considerably more stable than the 
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D5h cage. If the isomeric distribution would be governed by the thermodynamic stability, 
a much higher yield of the heptagon-containing isomer might be expected (at least, 
exceeding that of the D5h isomer). However, all experimental studies in the last decade 
contradict this expectation. Before the synthesis of LaSc2N@Cs(hept)-C80, there was 
only one report on the presence of the third isomer in the M3N@C2n mixture. In 2006, 
Yang and Dunsch reported the isolation of the third isomer of Dy3N@C80, but its 
structural characterization was not possible at that time.215 The relative yield of 
Dy3N@C80 (III) was very low, similar to the low yield of the LaSc2N@Cs(hept)-C80 
(about five times lower than that of the D5h isomer). 
The reasons for the low yield of Cs(hept)-C80 structures might be in the kinetic factors, 
i.e. the ease of the structural rearrangement to other EMFs. Molecular dynamics 
simulations of the fullerene formation show that heptagonal rings are not uncommon for 
the intermediate structures, which are then annealed into the more stable fullerenes.104 
Comparison of the Cs(hept)-C80 and Ih-C80 isomers reveals their close similarity. These 
two structures are related by a Stone-Wales-like, heptagon/pentagon to hexagon/hexagon 
(7/5-6/6) realignment of the C2 fragment highlighted in light green in Fig. 5.2a,b. The 
computations showed that the barrier to the concerted 7/5-6/6 realignment for C80
6− is 
680 kJ/mol (7.05 eV) (The barrier energy is defined as the energy of the transition state). 
Encapsulation of the LaSc2N cluster reduces the barrier to 634 kJ/mol (6.57 eV). Other 
cases are also considered if coordination of metal atoms can catalyze the 7/5-6/6 
realignment. If the LaSc2N cluster is rotated so that the Sc atom is directed towards the 
rearranging fragment, the barrier remains virtually the same (630 kJ/mol), whereas 
coordination of the La ion increases the barrier to 655 kJ/mol (6.79 eV). These values 
are comparable to Stone-Wales barrier of ca. 7 eV predicted at the DFT level for empty 
fullerenes.216,217 Encapsulation of metal atoms was also predicted to reduce the barrier. 
For instance, in La@C60 the barrier is reduced to 6.26 eV (versus 7.16 in C60).
217 
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Figure 5.2 Molecular structures of LaSc2N@C80 isomers and related 
structures: (a) LaSc2N@Cs(hept)-C80; (b) LaSc2N@Ih-C80. The cage 
fragment near the heptagon is highlighted in red, the C-C bond which is 
“rotated” in the 7/5-6/6 realignment is highlighted in light green; (c) 
LaSc2N@C78 with the C2(22010) cage which can be obtained from the 
LaSc2N@Cs(hept)-C80 via removal of one C2 fragment; position of the 
removed fragment is shown as “ghost” atoms; the second pentagon pair 
in C2(22010)-C78 formed after removal of the C2 fragment is highlighted in 
black; (d) LaSc2N@C3v(8)-C82; removal of the yellow-highlighted C2 
fragment from this structure and formation of missing C-C bonds (thin 
yellow lines) yields the LaSc2N@Cs(hept)-C80. In all structures, Sc atoms 
are magenta, La is orange, and N is blue.  
Another mechanism possibly leading to LaSc2N@Cs(hept)-C80 and responsible for its 
consumption is addition/removal of C2 fragment.
218 This mechanism is responsible for 
the formation of heptagonal rings in halogenated fullerenes.34-37 Removal of the C2 
fragment from the pentagon/pentagon edge in LaSc2N@Cs(hept)-C80 leads to 
LaSc2N@C78 with the non-IPR C2(22010) cage isomer (Fig. 5.2c). This M3N@C78 
isomer is usually formed in the synthesis of nitride clusterfullerenes with large cluster 
size,197-199,219 including the LaSc2N@C2n system studied in this work. On the other hand, 
if a C2 unit is added to the heptagonal ring of LaSc2N@Cs(hept)-C80, the isomer of 
LaSc2N@C82 with the C3v(8) cage symmetry can be formed (Fig. 5.2d). However, the 
C3v(8) cage isomer is usually the most abundant for clusterfullerenes with the formal 
four-fold electron transfer (e.g. carbides220 or sulfides11), but is not common for nitride 
clusterfullerenes. Thus, the formation of the LaSc2N@Cs(hept)-C80 cage might be a result 
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of a top-down mechanism with the transient, unstable LaSc2N@C3v(8)-C82 as the cage 
precursor.20 
 
 
Figure 5.3 HOMO and LUMO of LaSc2N@Cs(hept)-C80 (isovalue 0.035 
a.u.) computed at the PBE/TZVP level. 
The spatial distribution of the HOMO and LUMO in LaSc2N@Cs(hept)-C80 is 
visualized in the Fig. 5.3. Both MOs are delocalized over the carbon cage, have 
noticeable but not prevailing contributions from the heptagonal ring and adjacent 
pentalene fragments, and have negligible contributions from the metal atoms. The 
LUMO has also enhanced contributions from the carbon atoms at the hexagon/heptagon 
edge that are highlighted in green in Figs. 5.2 and 5.3. Note that this bond is the shortest 
C-C bond in the molecule (DFT bond length 1.403 Å, the next shortest value is 1.411 Å). 
The crystallographic values for this C-C bond length are 1.374(15) Å and 1.362(18) Å 
for the two different cage orientations.  
For prospective application of such new type of endohedral metallofullerenes, next we 
analyse how the presence of the heptagon affects the chemical properties of 
unconventional EMFs. In particular, we perform a systematic computational study of the 
preferable reaction pathways of Prato and Bingel-Hirsch cycloadditions reactions to 
heptagon-containing LaSc2N@C80 molecule. 
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Figure 5.4 Schlegel diagram of LaSc2N@Cs(hept)-C80 with quasi-spiral 
numbering system of carbon atoms used in this work. Heptagon and 
pairs of adjacent pentagons are highlighted in green and red, 
respectively, whereas position of Sc and La atoms are marked with 
magenta and orange circles. 
In Prato reaction,221 amino acid (e.g. sarcosine) reacts with aldehyde to form an ylide, 
which then reacts with a fullerene CC bond via 1,3-dipolar cycloaddition to form a 
pyrrolidine ring:  
 
Prato reaction of M3N@Ih-C80 is studied very well both experimentally and 
computationally.222-229 This highly symmetric cage with rotating M3N cluster has only 
two addition sites located on pentagon/hexagon and hexagon/hexagon edges (denoted as 
[5,6] and [6,6], respectively). [5,6] adduct is more preferable for clusters of smaller size 
(such as Sc3N), whereas increase of the cluster size stabilizes the [6,6] isomer, which 
becomes predominant product for the Gd3N@C80.
223,225,226 Reaction is known to proceed 
under thermodynamic control (although kinetic products may be formed first226-229), and 
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hence addition sites can be predicted based on the relative stability of the isomeric 
adducts. 
The Cs-symmetric cage of LaSc2N@Cs(hept)-C80 has 64 inequivalent CC bonds, and 
all of them can be considered as potential addition sites. Table 5.2 lists several most 
stable isomers and all four heptagon-based adducts. Note that inversion of the pyrrolidine 
ring and NH fragment yield four conformers for each addition site. For a given addition 
site the energies of the conformers can vary within 10 kJ/mol. The values discussed 
hereafter correspond to the lowest energy conformers. 
Table 5-2 Selected LaSc2N@C80(CH2)2NH isomers, their relative energies and HOMO-
LUMO gaps, and corresponding geometry parameters in pristine LaSc2N@C80. 
CC a Typeb ΔEc gapH-Ld d(CC) e θp f 
2-10 6-[5,5]-7 0.0 1.21 1.445 13.50/15.96 
15-31 6-[5,6]-6 31.7 1.11 1.436 10.09/9.97 
11–12 6-[5,6]-6 32.4 1.19 1.465 14.27/9.74 
20–21 6-[5,6]-6 35.3 1.06 1.436 11.37/10.61 
9–10 5-[5,6]-6 36.0 1.16 1.450 13.06/15.96 
17–30 5-[5,6]-6 37.0 0.73 1.445 11.21/10.36 
13–13’ 6-[6,6]-6 38.5 1.33 1.442 7.52/7.52 
…      
1–2 5-[5,7]-6 70.9 0.85 1.455 7.33/13.5 
2–3 5-[5,7]-6 74.0 0.75 1.465 13.5/7.03 
1–1’ 5-[6,7]-5 84.8 0.86 1.403 7.33/7.33 
3–4 5-[6,7]-6 106.1 0.80 1.461 7.03/7.10 
a addition site, see Fig. 5.4 for numbering of carbon atoms; b numbers in the square brackets denote polygons, whose 
junction forms addition site, whereas the number before and after square brackets denote the rings at the vertices of 
the addition site (e.g. 6-[5,6]-7 means pentagon/hexagon edge located between hexagon and heptagon), c relative 
energy, in kJ/mol, d HOMO-LUMO gap, in eV; e CC bond lengths in pristine LaSc2N@C80, in Å; f POAV 
pyramidalization angles, θp, of carbon atoms in pristine LaSc2N@C80. 
Inspection of all optimized LaSc2N@C80(CH2)2NH isomers showed that one addition 
site, the 2–10 bond at the pentagon/pentagon junction, is particular preferable for 
cycloaddition (Figure 5.5). Corresponding cycloadduct is separated from all other 
isomeric adducts by the energy gap of 30 kJ/mol and can be expected to be obtained 
regioselectively. The HOMO-LUMO gap of the cycloadduct is 1.21 eV, which is slightly 
higher than the gap in the pristine LaSc2N@C80, 1.15 eV. At the same time, both HOMO 
and LUMO of the adduct (−5.03/−3.81 eV) are destabilized by ca 0.2 eV with respect to 
the LaSc2N@C80 values (−5.23/−4.08 eV). 
Among the six addition sites with relative energies between 30 and 40 kJ/mol, five are 
[5,6] edges, including two [5,6] adducts at the perimeter of the pentalene unit (11–12, 9–
10). Remarkably stable is the [6,6] adduct at the 13–13’ bond in the pyrene fragment 
(carbon atoms at the triple hexagon junctions are usually less reactive). 
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The lowest energy heptagon-based cycloadduct is the [5,7] adduct across the 1–2 bond 
(70.9 kJ/mol) followed by another [5,7] adduct to the 2–3 bond (74.0 kJ/mol). [6,7] 
adducts are even less stable (84.8 kJ/mol for 1–1’ and 106.1 kJ/mol for 3–4). In fact, 
[6,7]-adduct to the 3–4 bond is one of the least thermodynamically stable structures 
among the whole set of LaSc2N@C80(CH2)2NH adducts. The highest energy, 128.7 
kJ/mol, is found for the adduct across the 7–8 bond. 
 
Figure 5.5 The most stable LaSc2N@C80(CH2)2NH, bis 
LaSc2N@C80[(CH2)2NH]2, and Sc3N@C68(CH2)2NH cycloadducts. 
Heptagon ring is highlighted in green, pentalene units are highlighted in 
red. N, Sc and La atoms are blue, magenta and orange, respectively. 
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Table 5-3. POAV pyramidalization angles in DFT-optimized LaSc2N@Cs(hept)-C80  
atom θp atom θp 
 
 
 
 
1 7.328 23 10.548 
2 13.498 24 9.297 
3 7.03 25 10.855 
4 7.103 26 8.864 
5 9.464 27 10.114 
6 10.129 28 10.366 
7 8.593 29 8.887 
8 8.34 30 10.355 
9 13.059 31 9.967 
10 15.961 32 8.693 
11 14.267 33 10.326 
12 9.735 34 9.942 
13 7.523 35 10.934 
14 8.249 36 8.952 
15 10.09 37 10.126 
16 10.573 38 10.332 
17 11.207 39 10.109 
18 9.345 40 10.306 
19 9.539 41 9.993 
20 11.367 42 11.619 
21 10.606 43 12.762 
22 8.911   
 
Table 5-4 CC bond lengths (d(CC), in Å) in DFT-optimized LaSc2N@Cs(hept)-C80 
bond d(CC) bond d(CC) bond d(CC) bond d(CC) 
1-1' 1.403 10-11 1.466 20-21 1.436 30-31 1.442 
1-2 1.455 11-12 1.465 21-22 1.424 31-32 1.427 
1-12 1.453 11-16 1.421 21-27 1.445 32-33 1.417 
2-3 1.465 12-13 1.465 22-23 1.425 33-34 1.449 
2-10 1.445 13-13' 1.442 22-24 1.444 33-34 1.449 
3-4 1.461 13-14 1.467 23-23' 1.434 33-35 1.436 
3-8 1.452 14-15 1.440 24-24' 1.431 34-34' 1.430 
4-5 1.427 14-34 1.418 24-25 1.450 35-36 1.434 
5-6 1.446 15-16 1.447 25-26 1.445 36-37 1.430 
6-7 1.411 15-31 1.436 25-43 1.468 37-38 1.435 
6-23 1.442 16-17 1.455 26-27 1.435 37-41 1.460 
7-8 1.441 17-18 1.449 26-40 1.434 38-39 1.436 
7-20 1.428 17-30 1.445 27-28 1.440 39-40 1.442 
8-9 1.460 18-19 1.432 28-29 1.429 40-41 1.457 
9-10 1.450 19-20 1.444 29-30 1.428 41-42 1.449 
9-18 1.450 19-28 1.440 29-39 1.433 42-43 1.469 
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We tried to rationalize relative stability of fulleropyrrolidine cycloadducts based on 
the CC bond length in the pristine molecule or pyramidalization of carbon atoms 
(quantified in terms of POAV230 angles θp), but this analysis did not reveal any clear 
correlation between geometry parameters and preferable reaction(see Tables 5-2, 5-3 and 
5-4). The atoms C2 and C10 at the [5,5] edge are among the most pyramidal ones in the 
LaSc2N@C80 molecule, so pyramidalization may play a role here. But there is no 
correlation between pyramidalization angles and relative stabilities for higher energy 
isomers. For instance, 9–10 adduct in the most pyramidal region of the pristine fullerene 
(θp angles are 13.06/15.96°) has similar stability to the 13–13’ isomer with quite flat 
carbon atoms (θp =7.52°). Likewise, the bond length also does not correlate with the 
stability of the adducts. 1–1’ is the shortest CC bond in the pristine fullerene (1.403 Å), 
but corresponding adducts is rather unstable (84.8 kJ/mol). The 2–10 bond length of the 
[5,5] edge, 1.445 Å, is in the middle of the CC bond lengths range in the LaSc2N@C80, 
1.403–1.469 Å. Analysis of the HOMO and LUMO distributions 231 also does not give a 
reasonable suggestion of the most stable adducts. Thus, it is not possible to rationalize 
reactivity using simple structural and electronic arguments based on the pristine 
LaSc2N@C80 molecule. 
 
 
Figure 5.6 Schlegel diagram of Sc3N@C68 
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Table 5-5 Relative energies of Sc3N@C68(CH2)2NH adducts (kJ/mol) 
CC 
bond 
ΔE(PBE) gapH-L ΔE(PBE-D3) 
a 0.0           1.29  0.0 
b 20.3           1.11  19.7 
g 33.2           1.35  40.9 
i 39.1           0.88  43.4 
e 40.1           0.82   
h 40.5           1.12   
d 41.4           1.35   
q 46.5           1.02   
o 46.7           1.12   
k 49.6           1.01   
c 49.7           1.02   
p 51.2           1.02   
j 62.0           1.18   
m 70.5           1.04   
l 71.6           1.05   
n 77.9           0.94   
r 88.5           1.09   
f 95.6           0.55   
 
The preference of the cycloaddition across the pentagon/pentagon edge in the 
pentalene is quite remarkable. To our knowledge, Prato reaction for non-IPR EMFs has 
not been considered before. Thus, we also computed fulleropyrrolidine adducts of 
Sc3N@C68, whose carbon cage also violates the isolated pentagon rule and has three 
pentalene units.232 Computations of the cycloadducts across all 18 non-equivalent CC 
bonds of the Sc3N@C68 molecule showed that the most thermodynamically preferable is 
addition to the [5,5] edge (Figure 5.5). Other adducts are higher in energy by at least 20 
kJ/mol (see Figure 5.6 and Table 5-5). Thus, enhanced reactivity of the 
pentagon/pentagon edges in the Prato cycloaddition may be a general rule for non-IPR 
EMFs. 
The preference for the addition to the [5,5] bond is also preserved at the second step 
of the cycloaddition. Computations of all 118 bis-adducts obtained by (CH2)2NH addition 
to the 2’–10’ monoadduct of LaSc2N@C80 showed that the second pentalene unit will be 
functionalized with equally high with formation of the Cs-symmetric (2’–10’,2–10) bis-
adduct (Figure 5.5). 
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In Bingel-Hirsch reaction,233,234 a carbanion formed via proton abstraction from the 
bromomalonate attacks the fullerene double bond with formation of the intermediate, 
which then converts to the cycloadduct via removal of the Br− anion: 
 
The product can be either “closed” methanofullerene (typical for empty fullerenes235 
and Sc3N@C78
236) or “open” methanofulleroid (typical for nitride clusterfullerenes237-241). 
Bingel-Hirsch addition to nitride clusterfullerenes is found to be kinetically driven.239,241 
Alegret et al. showed that addition sites can be predicted based on (i) the lowest energy 
intermediate carbanion, then followed by (ii) the lowest-energy transition state for the 
Br− abstraction.239  
To find the most kinetically-favourable addition sites in LaSc2N@C80, first we 
computed all 129 intermediates obtained by addition of CH2Br anion to symmetry 
inequivalent cage carbon atoms (for each cage carbon atom, there are three conformers 
of the [LaSc2N@C80CH2Br]
− intermediate with different directions of the C–Br bond). 
The most stable intermediates are obtained by CH2Br
− addition to four carbon atoms 
around the pentagon/pentagon edge (C1, C3, C9, and C11), and two carbon atoms next 
to them (C16 and C18) (Table 5-7). For these intermediates we further computed 
transition states (TS) for the Br− removal. Reaction barriers were found to be in the range 
of 90–120 kJ/mol (with respect to corresponding intermediates).  
Based on the low energy intermediate and reaction barrier, the most kinetically 
favoured Bingel cycloadduct is 11–16 (Fig. 5.7). Although the corresponding 
intermediate is somewhat less stable than the intermediates based on the C1 atom, the 
barrier to the Br− removal in 11–16 is much lower, and hence this cycloadduct is expected 
to be formed much faster. The HOMO-LUMO gap of 11–16 is 1.15 eV; the energies of 
the frontier MOs (−5.01/−3.87 eV) are 0.2 eV higher than in the pristine LaSc2N@C80. 
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Table 5-6 Relative energies of intermediates [LaSc2N@C80CH2Br]
− 
C-C ΔE(PBE) 
ΔE(PBE-
D3) C-C ΔE(PBE) C-C ΔE(PBE) C-C ΔE(PBE) 
1-12 0.0 0.0 33-35 40.9 23-22 60.1 5-4 82.4 
1-2 1.8 1.6 7-20 42.2 23-6 60.3 39-38 83.0 
1-1' 5.1 5.2 7-6 42.3 25-43 60.5 39-40 83.9 
11-16 5.5 7.7 12-13 42.7 43-25 60.5 5-6' 85.2 
11-12 6.8 9.3 12-1 43.5 43-25' 60.5 5-6 85.3 
11-10 9.4 11.9 29-28 43.6 43-42 60.9 39-29 85.7 
3-8 11.0 12.2 29-30 44.0 23-23' 61.8 27-26 90.1 
16-17 13.3 13.4 29-39 44.9 22-23 62.2 27-28 90.1 
16-15 15.6 15.4 19-28 45.9 4-5 62.3 27-21 90.7 
3-4 14.6 16.2 36-35 46.4 8-7 62.8 34-14 92.7 
16-11 17.9 17.7 12-11 47.0 22-21 63.7 34-33 93.9 
9-18 15.7 18.1 36-37 47.0 8-9 64.5 34-34' 95.1 
9-8 17.1 19.6 36-37' 47.1 41-40 65.4 35-33 98.6 
3-2 17.7 19.1 7-8 47.6 22-24 65.5 35-33' 98.7 
18-17 19.1 21.9 19-20 48.5 41-37 65.9 35-36 98.9 
18-19 19.7 22.1 30-29 50.8 24-24' 66.2   
42-41 20.4 29.3 19-18 51.4 41-42 66.5   
42-43 20.9 29.9 17-18 53.2 24-22 67.1   
18-9 21.8 24.4 30-31 53.8 37-38 67.2   
9-10 22.2 24.4 17-30 54.1 37-36 68.3   
15-14 25.9  17-16 55.8 24-25 68.4   
15-31 26.2  20-7 55.9 4-3 69.1   
13-13' 28.8  28-27 56.1 4-3' 69.1   
13-14 28.8  28-19 56.2 38-32 69.3   
10-2 32.1  20-21 56.4 38-39 69.4   
10-9 32.1  8-3 56.7 37-41 70.3   
2-3 33.0  30-17 56.8 38-37 71.2   
13-12 34.5  32-33 57.1 31-15 72.2   
10-11 35.3  28-29 57.4 31-32 73.4   
26-27 35.4  40-39 58.0 31-30 74.6   
26-40 35.5  20-19 58.3 21-30 76.4   
14-34 35.8  32-38 58.6 6-7 76.6   
15-16 35.9  32-31 59.0 21-20 76.8   
14-15 36.4  25-26 59.1 6-5 77.4   
26-25 36.6  40-26 59.4 21-27 77.4   
14-13 37.5  40-41 59.5 6-23 77.7   
2-1 37.6  25-24 59.7     
2-10 37.9        
33-34 38.7        
33-32 39.0        
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Table 5-7 The lowest energy [LaSc2N@C80CH2Br]
− intermediates (ΔEI), transition 
states of Br− removal (ΔETS), and relative energies of corresponding LaSc2N@C80CH2 
cycloadducts (ΔECA)a 
CC b ΔEI ΔETSc ΔECA CC b ΔEI ΔETSc ΔECA 
1–12 0.0 115.9 46.8 16–17 13.4 101.1 16.7 
1–2 1.6 124.2 34.9 16–15 15.4 117.7 82.3 
1–1’ 5.2 120.0 102.7 16–11 17.7 97.1 51.8 
11–16 7.7 95.1 51.8 9–18 18.1 90.7 7.7 
11–12 9.3 100.0 34.0 9–8 19.6 109.7 31.5 
11–10 11.9 107.0 8.2 9–10 24.4 93.9 28.9 
3–8 12.2 95.7 17.1 18–17 21.9 98.3 7.4 
3–4 16.2 109.5 38.0 18–19 22.1 102.3 74.3 
3–2 19.1 107.4 5.3 18–9 24.4 96.9 7.7 
42–41 29.3 89.3 16.1 42–43 29.9 92.0 0.0 
a all values in kJ/mol; b the first number is the carbon atom to which the carbanion is bonded in the intermediate, the 
second one – the atom which forms new C–C bond in the process of Br− abstraction; c TS energies are referred to 
corresponding intermediates. 
Taking into account possible uncertainties of few kJ/mol in DFT calculations, the 
adducts 1–12, 3–8, and 9–18 cannot be not be fully excluded (Figure 5.7). All kinetically 
favoured structures have rather high relative energies and thus are not favoured 
thermodynamically (e.g., relative energy of 11–16 is 51.8 kJ/mol). The most 
thermodynamically stable LaSc2N@C80CH2 isomer is obtained by addition across the 
42–43 bond, which is coordinated by the La ion. Because of the relatively unstable 
intermediate (29.9 kJ/mol), this adduct is not favoured kinetically. 
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Figure 5.7 The most kinetically favoured LaSc2N@C80CH2 adducts: 11–
16, 1–12, 3–8. Also shown is the LUMO of LaSc2N@Cs(hept)-C80.  
Interestingly, the 11–16 site of LaSc2N@C80 is similar to the most favourable addition 
site in Bingel-Hirsch cycloaddition to Sc3N@C68. Thus, similar to Prato reaction, 
reactivity of non-IPR nitride clusterfullerenes in Bingel-Hirsch reaction is dictated by the 
pentalene units, whereas the heptagon edges remain non-functionalized. We could not 
find unequivocal correlation between the structural parameters of the pristine 
LaSc2N@C80 and the reactivity. At the same time, analysis of the frontier MOs shows 
that the most stable [LaSc2N@C80CH2Br]
− intermediates are formed with the cage atoms 
having the highest LUMO coefficients in the pristine LaSc2N@C80 molecule (Figure 5.7). 
Likewise, Bingel-Hirsch addition to Sc3N@C68 proceeds via the carbon atoms with the 
highest LUMO contribution. 
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5.4 Conclusions 
More than 25 years of the fullerene research resulted in formulation of the number of 
rules that govern the fullerene stability and molecular structures. One of the first rules to 
be established for empty cage fullerenes was the IPR, which stated that adjacent 
pentagons are destabilizing and should be avoided.242 The avoidance of the rings other 
than pentagons and hexagons is another such rule that even found its way into the 
commonly accepted definition of fullerenes. While the IPR is a useful guide to predicting 
cage structures for endohedral fullerenes it was not designed for that purpose. The 
discovery of Sc3N@C68
40 and Sc2@C66
41,42 in 2000 demonstrated that non-IPR cages 
could be stabilized when there were metals inside the cage. In this chapter, we showed 
that avoidance of heptagonal rings is also not necessary to obtain stable fullerene 
structures without externally attached groups. The first endohedral metallofullerene with 
one heptagonal ring has been synthesized and proposed that its low yield has to be 
ascribed to the kinetic factors rather than to thermodynamic stability. Hence, EMF 
synthesis may not be always operating under thermodynamic control. Besides, detailed 
computational study of the nitride clusterfullerene LaSc2N@Cs(hept)-C80 showed that 
the heptagonal ring is not reactive either in thermodynamically or kinetically controlled 
cycloaddition reactions. However it would not be correct to claim that the presence of 
the heptagon has no effect on the chemical reactivity of the molecule. The heptagon 
induces formation of two pentalene units, and the analysis shows that the most 
chemically reactive sites in the LaSc2N@Cs(hept)-C80 molecule are related to these 
structural elements. It is found that thermodynamically controlled Prato reaction should 
proceed with high regioselectivity across the pentagon/pentagon edges (2–10). In 
kinetically controlled Bingel-Hirsch cycloaddition, the most reactive site is the CC bond 
next to the pentalene (11–16). Very similar behaviour is found for another non-IPR 
nitride clusterfullerene, Sc3N@C68. Thus, we can conclude that the reactivity pattern 
described for LaSc2N@Cs(hept)-C80 is common for non-IPR clusterfullerenes. 
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Chapter 6. QM/MD simulations of dynamic 
metallofullerene self-Assembly with 
cooling gas and reactive gas 
6.1 Introduction 
Since the discovery of fullerenes in 1985,111 scientists have been intrigued by the efficiency 
with which C60 and other fullerenes form during carbon vapor condensation, and have sought to 
explain this process. Until now, many mechanisms have been proposed by both experiments and 
theoretical predictions (see details in chapter 1.3). He gas experimentally considered as cooling 
gas plays a role of importance which can greatly influence yield of fullerenes during formation 
process. The presence of helium or argon was theoretically considered in fullerene growth and 
shrinking simulations by Saha et al.107. In those studies it was shown that, depending on the 
carbon concentration in simulation boxes with periodic boundary conditions, the fullerene cages 
can either grow (high external carbon concentration) or shrink (low external carbon 
concentration). Explicit use of He in tight binding MD simulations of fullerene formation has 
been made by Laszlo.243 The temperature of the He gas was controlled by Nose-Hoover 
thermostat, whereas the carbon gas was equilibrated via interactions with He atoms. In this such 
process, reasonable cage structures were obtained from 60 carbon atoms at 2000 K. However it 
remains unclear how the system would evolve if more or less carbon atoms were used in the 
simulations. Therefore, in this chapter we firstly demonstrate the effect of the cooling gas (He 
atoms) using QM/MD simulations based on DFTB potentials. Then we systemically investigate 
the Sc, Ti, Fe based metallofullerenes formation mechanism at atomic level.  
First NCFs synthesis is unexpected with N2 leak into fullerene generator chamber which 
should be avoid at that time7. A small portion of nitrogen gas as reactive gas was introduced into 
the Krätschmer-Huﬀman generator2 with graphite rods containing metal oxides producing a 
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yield 3−5% of NCFs. Generally yield of EMFs reached only 2% or less in the fullerene soot and 
was exceeded 10-fold higher amounts of empty fullerenes. While by substitution from nitrogen 
gas to NH3 as the reactive gas
14,15, relative yield of the NCFs has been dramatically enhanced, 
and for the ﬁrst time NCFs are the main fullerene products in the soot with less than 5% empty 
cages16,17. The improvement of the NH3 method is that the empty fullerenes are significantly 
depressed, so the task of separating the NCFs from the empty fullerenes (EF) simplified when 
compared to introduction of N2 gas approach. Although successful application of NH3 method 
has been a breakthrough for NCFs synthesis, the role of NH3 gas still remains mysterious. For 
instance, why the NH3 can eliminate the empty cages but NCFs survive. CH4 owing the same 
character but no nitride clusterfullerenes produced as NH3 is applied to synthesis M-Ti-carbide 
clusterfullerenes (M=Y, Nd, Gd, Dy, Er, Lu)244. Therefore, in this chapter another aim is to 
understand NH3/CH4 effect as reactive gas during fullerene formation by extensive QM/MD 
simulations. 
6.2 Models and Computational Methods 
The MD simulations are performed using the DFTB+ program.245 Energies and nuclear 
gradients for carbon species were evaluated using both non-charge-consistent134,246 (NCC) and 
self-charge-consistent109 (SCC) approximation of DFTB potentials in combination with a finite 
electronic temperature approach (Te = 5000 K). SCC-DFTB method was found to be less reliable 
as will be discussed below, and so majority of reported results are obtained with NCC-DFTB 
using mio-0-1 DFTB parameter for C-C, C-N, C-H, N-H, N-N, H-H interaction, trans 3d-0-1 
parameters for Ti, Fe,247 and modified parameters for Sc–Sc and Sc–C.248 Interaction of He 
atoms with He, H, C, N, Sc, Ti, Fe are described by the classical UFF force field.249 
In each simulation, carbon (in the form of C2 units), scandium and helium atoms were 
randomly placed into a periodically bound cubic box, whose size was chosen to keep the carbon 
density in the range of the experimental scale (1020–1021 cm−3). Initial velocities were assigned 
randomly in accordance with Maxwell-Boltzmann distribution for T = 2000 K, and the 
temperature of the system was then kept at 2000 K using Nosé–Hoover thermostat with a 
coupling constant of 500 cm-1. In the first series of simulations aimed at the understanding of 
the role of the cooling gas, 200 carbon atoms were place inside the 80×80×80 Å3 box, the 
number of He atoms was 0, 100, 200, 300, or 500, and the number of Sc atoms was either 0 or 
6. For each combination of C/Sc/He atoms, 10 independent simulations were performed 
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propagating the system for at least 200 ps (i.e., totally 100 trajectories were studied). In the 
second series aimed at the detailed study of the Sc encapsulation mechanism, the number of C 
and He atoms was reduced to 100 and 50, respectively, the size of the box was 50×50×50 Å3, 
whereas the number of Sc atoms was kept 6 to increase the probability of encapsulation., 10 
trajectories were studied with these initial conditions. The third series aimed at the detailed study 
of effects of reactive gas, the number of 100C/40He/6-15Sc with NH3 and CH4 respectively in 
the size of the box 50×50×50 Å3, whereas the number of 10 atomic N atoms was also added to 
increase the probability of N containing fullerenes (aza-,cyano-, nitride-clusterfullerenes).  
Figure 6.1 (a,b) Evolution of the number of (a) C-sp and (b) C-sp2 atoms during 
MD simulations of the fullerene formation with different number of He atoms. 
(c,d) Evolution of the number of carbon atoms in C2 and C3 fragments and 
chains of different length (C4–C10, C11–C20, and C21–C40) in MD simulations 
without He (c) and in the presence of 200 He atoms (d). Each curve is 
averaged over 10 independent trajectories. 
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For ab initio MD simulations, we use the projector augmented-wave (PAW) pseudopotential 
plane-wave method with an energy cutoff of 280 eV as implemented in the VASP.250 Perdew-
Burke-Ernzerhof (PBE) function was used for the exchange correlation term.121 A Nosé-Hoover 
NVT thermostat set at 2000 K similar to DFTB calculation, and velocity Verlet algorithm with 
the step of 1 fs was used to propagate the system. Molecular structures were visualized using 
VMD package.152 
6.3 Results and Discussion 
6.3.1 Influence of He on the empty fullerene formation 
From 100 trajectories studied with and without He atoms, many resulted in formation of 
fullerene cages. In general, the mechanism of their formation is the same with and without He, 
and includes (1) formation and growth of polyyne chains from C2 units; (2) formation of large 
ring structures when chains become too long; (3) aggregation and self-cycloaddition with 
formation of carbon network system with more and more pentagon, hexagon, and heptagons 
forming at this stage; (4) formation of closed-cage structures (fullerenes) as the process evolves 
further. However, the presence of He in the system dramatically affects the rate of the process, 
the length of the polyyne chains and their lifetime, and eventually the yield and the size of the 
produced fullerene cages. To describe the effect of the cooling gas in the fullerene formation 
process, first we analyze how the presence of He affects elementary steps of the formation 
mechanism. Figure 6.1 compares the evolution of the number of C-sp and C-sp2 atoms in the 
MD simulations (C-sp is defined as carbon atom bonded with one or two other carbon, whereas 
C-sp2 is defined as carbon atom bonded to three other carbons). Obviously, consumption of C-
sp atoms in the presence of He is much faster. Whereas in He-free simulations roughly a half of 
all carbons are still in the C-sp state after 300 ps, the number is reduced to ca 20% when He is 
introduced into the system. Likewise, increase of the number of C-sp2 atoms is much faster in 
the presence of He. Variation of the number of He atoms from 100 to 300 does not lead to a 
significant difference over the longer time scale (300 ps), although a noticeable deviation for a 
system with 100 He atoms is seen on a shorter time scale (< 150 ps). 
For an analysis of the carbon distribution between different chain structures, we chosen 
simulations without He and in the presence of 200 He atoms. Figure 6.1c,d shows evolution of 
individual C2 and C3 fragments as well as net values for free short chains (C4–C10), medium-
size chains (C11-C20) and longer chains (C21-C40). In the absence of He, the number of C2 units 
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decrease steeply during the first 70 ps, but then their concentration shows the tendency of 
leveling off and remains near 10% all the way through 200–350 ps. Consumption of C2 units in 
the presence of He is much faster and is not levelling off, so that all C2 units are consumed 
already before 100 ps. 
Figure 6.2 (a-c) Evolution of the number of (a) pentagons, (b) hexagons, and 
(c) heptagons formed during MD simulations of the fullerene formation with 
different number of He atoms; (d) number of pentagons, hexagons, and 
heptagons formed in simulation with 200 He atoms. Each curve is averaged 
over 10 independent trajectories. 
A bimolecular reaction between two C2 units’ results in the C4 chain, but such a reaction is 
exothermic and often leads to a dissociation of the product giving C3 fragment and a single 
carbon atom. As a result, C3 units are the most abundant species after C2 at the short time scale, 
which agrees with their high concentration in hot carbon vapors.251 Reaching the maximum at 
ca 6–8 ps (18% and 25% of all carbon in the absence and presence of He, respectively), the 
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concentration of C3 fragments starts to decrease in favor of longer chains and reduces to 
negligible values at 150 ps in both types of simulations. Thus, the presence of He increases the 
number of C3 fragments at the maximum, but the overall time profiles are similar. 
Starting from C4 and beyond, the presence of He leads to a faster formation of chains and 
their shorter lifetimes. The number of carbon atoms in C4–C10 chains reaches maximum (ca 40% 
of all carbons) at 15–25 ps, and then decreases exponentially till 180 ps. The fraction of carbons 
in longer chains increases to ca 40 ps (the value at maximum is ca 15%), remains in this range 
for next 30 ps, and then starts to decrease but not as steep as the fraction of shorter chains. After 
100 ps the average number of carbons in such chains is below 10 which means that in some of 
the simulations such chains already disappear, whereas in other 1 or 2 chains still remain. After 
200 ps, all chains are consumed in the presence of 200 He atoms. In He-free simulations, the 
concentrations of shorter and longer chains reach maximum at similar time as with He, but their 
decay is then dramatically slower. Note also that the highest fraction of carbon in C4–C10 chains 
over the trajectories is ca 50% (versus 40% in simulation with He). After 350 ps the fraction 
carbons in C4–C10 chains is ca 15%, and that of C11–C20 chains is ca 4% (again, 1–2 chains in 
roughly half of trajectories). Beyond 250 ps, the systems seems to be stationary (i.e. no 
significant development). In the presence of He, we did not observe formation of long chains 
(>20 atoms) in statistically meaningful amounts, but in He-free conditions such long chains were 
observed in several trajectories. The number of carbon atoms in such chains increase to ca 150-
200 ps, but then decays to negligible values after 350 ps. 
This analysis shows that the presence of He results in faster evolution of carbon chains into 
carbon networks. In conditions of the simulations, all free chains were formed and consumed 
during the first 200 ps. On the contrary, many carbon chains, including the long ones, survived 
after 350 ps in the absence of He. It should be noted that the statistics discussed above concerns 
only free linear chains. We did not analyzed branched chains or chains terminated on one side 
by bonding to carbon clusters because determination of their lengths is rather ambiguous. 
However, the principal effect of the cooling gas on chain length distribution is similar for these 
chains as well. A faster formation of carbon networks in the presence of He can be exemplified 
by plotting the number of small carbon rings. The majority of the rings formed are pentagons, 
hexagons, and heptagons, and their number versus time is shown in Fig. 6.2. In He-free 
conditions, the first C5–C7 rings appear after ca 120 ps, whereas in the presence of He, 5–8 
pentagons, 7–12 hexagons, and 3–7 heptagons are already formed at this moment. All curves 
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show roughly a sigmoidal shape, and the curves obtained in He-free conditions are shifted to a 
later time and have smaller number of rings in the end of trajectories. In particular, the sigmoidal 
growth of the number of pentagons levels off after ca 220–250 ps with formation of 23–27 
pentagons in the presence of He and 18 rings in He-free conditions (the values are for 350 ps). 
The number of hexagons growths continuously in the presence of He up to ca 50–60 rings at 
350 ps, whereas in He-free conditions the number levels off after 300 ps near 28 rings. Finally, 
the number of heptagons reaches maximum at ca 250 ps, and then shows a sign of slow decrease. 
The number of heptagons formed in He-free conditions is roughly 3 times smaller than in the 
presence of He. 
Figure 6.3 (a-c) Examples of the carbon clusters obtained in He-free 
conditions: (a) “flake”, (b) half-cage; (c) fullerene cage with carbon chain 
“antenna”. (d-e) Typical structures with endohedral carbons obtained at high He 
pressure: 300 He (d) and 500 He (e). Endohedral carbon atoms are colored in 
red. Note that the structure obtained with 500 He is more compact (has less 
empty space) than the structure obtained with 300 He atoms. 
The chain and ring statistics discussed above show that the presence of He improves 
conditions for fullerene formation. Indeed, from 10 He-free trajectories, only 5 resulted in 
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fullerene cages after 350 ps. In three others the process stopped at the nucleation stage, and two 
simulations produces half-cages with large diameter (Fig. 6.3). The fullerenes cages formed in 
successful trajectories often have carbon chain “antennas” (Fig. 6.3). At 0 He pressure, in most 
cases we observed only one nucleation center, which slowly growths by absorbing long chains 
(which can also live long time). 
The situation changes dramatically when He is introduced into the system. With 100 and 200 
He atoms, each trajectory resulted in fullerenes cages (thus, the fullerene yield is increased 
dramatically as can be seen in Fig. 6.4). Most of the cages formed were free of carbon chain 
“antennas”. Moreover, in more than half of simulations two cages were formed in one trajectory 
(and some of them merged afterwards to produce a larger cage). Thus, in the presence of He gas 
fullerenes are formed faster, and they are smaller at the initial stages. A plausible explanation of 
this influence is that the carbon diffusion is slowed down by He atoms. The carbon vapor has 
more relaxation time to form reasonable size of condensation nuclei which finally form 
fullerenes of regular sizes. The proceeding of the nucleation stage is also considerably altered 
in the presence of He. In He-free trajectories, a typical scenario is formation of one large and 
relatively flat carbon flake, which is rather stable kinetically and often does not transform into 
the cage structures (hence high degree of trajectories not leading to fullerenes). In the presence 
of He, faster nucleation results in concurrent formation of two-three nucleation centers. Large 
flat flakes are thus not formed as they curl up into the more compact structures at earlier stages 
hence leading to a faster growth of smaller cages (C40–C80). Such cages have many defects and 
tend to grow further via absorption of carbon chains and fusion of two small cages into larger 
ones. The latter process is probably less feasible in real arc-discharge synthesis, when the carbon 
vapor is expanding adiabatically and the density of carbon vapor becomes lower over time 
reducing the probability of such fusion. 
When 300 He atoms were used in the MD simulation, similar high yield of fullerene formation 
was observed. However, in several trajectories we found the structures comprising endohedral 
carbon clusters with enhanced number of four-coordinated carbon atoms (Fig. 6.3d). To clarify 
if this can be an effect of the high He pressure, an additional series of simulations was performed 
with the number of He atoms in the box increased to 500. With such a large number of He atoms, 
all 10 trajectories produced “droplets” of amorphous carbon (see Fig. 6.3e for an example) 
proving that the high pressure of cooling gas has a deteriorating effect on the fullerene formation. 
I.e., under high He pressure the carbon clusters tend to be as compact as possible, and such 
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amorphous agglomerates have smaller volume than the hollow-caged fullerenes. It is likely that 
the particles formed in such extreme conditions may be further annealed to nanodiamond or 
carbon onions as they are normally produced with higher gas pressure than fullerenes or even 
in liquids,252-255 however further exploration of such structures is beyond the goals of this work. 
Thus, in harmony with experimental studies, the results show that fullerenes are efficiently 
formed in a certain interval of He pressures. Too low or too high pressure reduce the yield, albeit 
with different mechanisms. Interestingly, none of the simulations produced He inside the cages. 
 
 
Figure 6.4 Comparison of the number of produced fullerenes in 10 trajectories 
with different number of He atoms (0, 100, and 200) and with/without 6 Sc 
atoms. For trajectories with Sc atoms, the yield of Sc-EMF is shown separately 
(rightmost columns) as well as together with empty cages (columns in the 
middle). 
6.3.2 Sc endohedral fullerene formation 
Sc-EMFs in He-free conditions. MD simulations performed in the presence of 6 Sc atoms 
showed that the metal imposes a considerable influence on the process efficiency in He-free 
conditions. From ten trajectories, only one failed to produce a fullerene (versus 5 “failed” 
trajectories without Sc). Five trajectories resulted in Sc-encapsulated monometallo-fullerenes 
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and four gave empty fullerenes. In two cases we observed formation of “networked” Sc 
fullerenes (i.e. with Sc taking the place of a carbon atom in the cage wall). Thus, in He-free 
conditions, the presence of Sc atoms significantly increases the yield of fullerene structures. 
Analysis of the trajectories shows that Sc atoms form multiple Sc–C bonds at all stages of the 
fullerene formation. At the beginning, Sc coordinates to C2 units and longer carbon chains. 
When carbon chains start to nucleate and develop into polyaromatic flakes, Sc atoms bond to 
the free valencies at their perimeters as illustrated in Figure 6.5. This bonding is strong enough 
to prevent dissociation even at 2000 K, but is still rather labile so that Sc atoms typically move 
along the perimeter from one bonding site to another as well as along the surface of the flake. 
Such Sc atoms also easily bond to free carbon chains and hence can also serve for a faster 
transfer of additional carbon to the growing cages. Presumably, coordination of Sc induces faster 
curling of such flat flakes into cages (Fig. 6.5), which may be a reason of the catalytic activity 
of Sc in the fullerene formation. Namely, bonding of a carbon atom to Sc weakens its bonding 
to neighboring carbons, thus facilitating the local transformations in the carbon network. When 
cage-like structures with large holes and numerous dangling bonds are formed at first, Sc atoms 
are bonded to such edges and remain there all the way through the cage formation. Whether Sc 
atoms are trapped inside or left outside the cage after its closure, seems to be more or less random. 
In rare cases, the structures can be stabilized also in a “networked” cage as shown in Fig. 6.5i. 
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Figure 6.5 (a) Bonding of Sc to small carbon clusters at different moments of 
the trajectory in He-free conditions: two Sc–C2 fragments, bonding to carbon 
chain, carbon ring, simultaneous bonding to C2 and two C4 fragments, and 
bonding to an early nucleation center. (b-e) development of the flake from 
nucleation center, (e-h) curling of the flake up into the fullerene cage. (i) the 
“final” cage after additional 140 ps annealing. Note that Sc atom in (f) is bonded 
to the forming cage and simultaneously to C2 and longer chains. Also shown 
above (h) and (i) is the “networked” Sc atom on a place of a carbon atom in the 
fullerene cage: this fragment was formed near 260 ps and survived till the end 
of simulation at 400 ps. 
Sc-EMFs formation in the presence of He. The presence of He has ambivalent effect on the 
Sc-EMF formation. Addition of 100 He atoms doubles the yield of EMFs in comparison to He-
free conditions (Fig. 6.4), but in the presence of 200 He atoms the yield is dropped back 
(although the yield of empty fullerenes remains high). The main reason for the negative 
influence of higher He pressure is breaking of Sc–C bonds by collisions with He atoms. This 
can be illustrated by studying the time when a metal atom has at least one carbon at the distance 
closer than 3 Å. The histogram in Fig. 6.6 shows that in He-free condition, majority of Sc atoms 
are bonded to carbon atoms most of the time (the distribution has maximum at 80-90%). 
Completely different pattern is observed in the presence of 100 He atoms. The distribution 
becomes rather diffuse with almost equal values all over the 0-90% range. Note that the longer 
times are dominated by endohedral Sc atoms since they always have carbon atoms at short 
distances. Increase of the number of He atoms in the system increases the frequency of Sc-He 
collision and dramatically decreases the Sc–C bond lifetime: the maxima of distributions are 
found at 20% and 10% for 200 and 300 He atoms, respectively. 
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Figure 6.6 Left: the fraction of time when metal atom has at least one carbon 
atom at the distance shorter than 3 Å. Each histogram is based on 60 values 
obtained after analysis of 10 trajectories in 80×80×80 Å3 box with 200 C atoms, 
6 metal atoms (Sc, Ti, or Fe), and indicated number of He atoms (0, 100, 200, 
or 300). Right: the same for metal-He distance shorter than 3 Å. In effect, the 
left column describes the net lifetime of metal-carbon bonds, whereas the right 
column visualizes the frequency of metal-He collisions. Note that when metal 
atom is encapsulated in the fullerene, it always has carbon atoms at short 
distances and at the same time it is shielded from He atoms. Hence, fast 
formation of Ti-EMFs results in the sharp Ti–C distribution at 85–100% and the 
short time of exposure to He, which can be compared to that of Fe not forming 
EMFs. 
Another reason for a lower yield of Sc-EMFs with the increase of He pressure is faster 
formation of fullerenes. Relatively slow nucleation and formation of large kinetically stable 
flakes in He free conditions gives the system sufficient time to gather several Sc atoms at the 
growing cage. And although not all He-free trajectories with Sc ended up with endohedral 
fullerenes, Sc atoms were bonded to all growing fullerenes. With He atoms in the system, 
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nucleation and fullerene growth are faster and often avoid formation of large flakes such as 
shown in Fig. 6.5e. In the conditions of the concurrent formation of 2–3 cages, some of the 
fullerenes were formed before they had a chance to “meet” any Sc atom. Whereas with 100 He 
atoms we still could observe formation of flattened and rather long-living flakes in several 
trajectories (which were then coordinated by Sc atoms and sometimes resulted in the EMF 
formation), with 200 He atoms in the system such intermediates were not observed at all. 
We conclude that in the presence of He, Sc has no dramatic effect on the fullerene formation 
mechanism. But propensity of Sc to form metal-carbon bonds leads to a coordination of Sc to 
free valences of the forming carbon cage, which may eventually result in the encapsulation. 
Collisions with He decrease the Sc–C bond lifetime, and therefore the relative yield of Sc-EMFs 
to the empty cages decreases with the increase of the He pressure from 5:4 for He-free conditions 
to 10:13 for 100 He atoms and further to 4:20 for 200 He atoms (Fig. 6.4). Nonetheless, the 
highest absolute yield of Sc-EMFs is achieved with 100 He atoms, because dramatic increase 
of the fullerene formation yield is able to compensate the shortening of the Sc–C bond lifetime. 
Further increase of the He pressure, while preserving the high yield of empty fullerenes, reduces 
the probability of EMF formation. This result shows that the optimum He pressure can be 
different for the synthesis of empty and endohedral fullerenes. 
The influence of metal/carbon ratio and carbon density. Having clarified the influence of 
He, we also studied how EMF formation is affected by the metal/carbon ratio and carbon density. 
First, we performed two series of MD simulations with the same size of the box (80×80×80 Å3), 
which contained 100 He atoms, 6 Sc atoms, and either 100 or 60 carbons (versus 200 carbon 
atoms discussed above). With 100 C atoms in the box, all trajectories resulted in the fullerene 
formation, however only two of them gave Sc-EMFs (Sc@C45 and Sc@C63, Fig. 7c). Whereas 
simulation with 200 C atoms usually resulted in 2–3 cages per trajectory, a two-fold decrease of 
the carbon density reduced the number of cages to one per trajectory (only once two small cages 
were formed). Further decrease of the carbon density to 60 atoms in the 80×80×80 Å3 box had 
devastating impact on the fullerene formation: from ten trajectories, eight failed and two gave 
empty fullerenes. 
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Figure 6.7 Examples of Sc-EMFs formed in MD simulation: (a) in the He-free 
200 C/6 Sc system inside the 80×80×80 Å3 box; (b) in the 200 C/6 Sc/100 He 
system inside the 80×80×80 Å3 box; (c) in the 100 C/6 Sc/100 He system inside 
the 80×80×80 Å3 box; (d) in the 100 C/6 Sc/50 He system in the 50×50×50 Å3 
box. Carbon atom and CC bonds are shown as cyan (pentagons and hexagon), 
light green (heptagon and other non-classical rings), or pink (carbene atoms). 
Endohedral carbons in Sc2C2@C98 are shown in blue. 
A much higher EMF yield in the 100 C/6 Sc system was achieved when the system was placed 
in the box of the smaller size (50×50×50 Å3) and the number of He atoms in the smaller size 
box was reduced to 50. These conditions were found to be the most favorable for the EMF 
formation: eight trajectories ended up in the Sc monometallofullerenes, one resulted in 
trimetallofullerene Sc3@C100, and one resulted in formation of the carbide clusterfullerene 
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Sc2C2@C98 (Fig. 6.7). Importantly, in the smaller box each trajectory produced only one 
fullerene cage (instead of two-three cages for 200 C atoms in the larger box). Thus, high Sc/C 
ratio and rather high density favor EMF formation. Increase of the probability of the Sc 
encapsulation via increase of its density and effective increase of the probability of the Sc–C 
bonding. 
 
Figure 6.8 Representative examples of the Sc encapsulation during the Sc-
EMF formation: (a) 200 C/6 Sc/100 He system, the procedure resulted in 
dimetallofullerenes Sc2@C82 (an empty fullerene was also formed in this 
trajectory); three Sc atoms are coordinated to the growing cage just before its 
closure (310 ps), but only two of them are eventually encapsulated within the 
fullerene; (b) 100 C/6 Sc/50 He system; two Sc atoms were coordinated to the 
carbon cluster, but only of them is eventually encapsulated; note that the cage 
after its closure is rather small and is fused to two large carbon rings, which are 
absorbed by the cage in the course of further annealing to make Sc@C72 (see 
also Fig. 6.7d and Fig. 6.9); (c) another trajectory from the 100 C/6 Sc/50 He 
system; the structure formed at 66 ps is highly defected Sc@C66, which then 
grew to Sc@C96 (see Fig. 6.7d) by capture of other carbon fragments. 
 
Mechanism of Sc encapsulation. Successful formation of a series of Sc-EMFs in MD 
simulations allows us to analyze the mechanism of the Sc encapsulation during the Sc-EMF 
formation. Typical examples of the encapsulation process are shown in Figure 6.8, and Figure 
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6.9 sketches the whole mechanism of the fullerene formation for Sc@C72 (the structure of this 
EMF is shown in Fig. 6.7d and the mechanism of Sc encapsulation is shown in Fig. 6.8b). 
As in the empty fullerene formation, the carbon cluster goes through the stages of polyyne 
chains, formation of rings and their further condensation with formation of extended “flakes” 
(Fig. 6.9). The flake formation and its further dwelling in this kinetically stable state can be quite 
long (tens and even hundreds of picoseconds), but once the flake starts to curl up into the 
fullerene cage, the process then proceeds very fast and is usually fulfilled within few 
picoseconds (Fig. 6.8). 
 
Figure 6.9 An overview of the Sc-EMF formation mechanism based on the 
trajectory, which resulted in Sc@C72. Detailed mechanism of the cage 
formation in this trajectory is shown in Fig. 6.8b. Each color filed correspond to 
the carbon cluster, its height scales as the number of carbon atoms: after 100 
ps, only two clusters are left, Sc@C72 and C28. 
A starting point in all three examples in Fig. 6.8 is an extended carbon flake coordinated by 
one-two Sc atoms. Sc atoms are stronger bonded to the periphery via Sc–C σ-bonds, but can 
also migrate along the whole surface of the flake, where they form coordination bonds between 
Sc atoms and the π-system of the carbon network. When the flake starts to form a fullerene cage, 
Sc atoms continue their motions along the flake’s surface and can be trapped directly by the 
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rapidly forming cage (Fig. 6.8c, 63–66 ps). In other cases, Sc atom(s) is pushed towards the 
edge of the forming cage, but does not leave the carbon cluster because of the sufficiently strong 
Sc–C σ-bonding. Continued oscillation between the edges of the orifice and the middle of the 
forming cage eventually lead to encapsulation (Fig. 6.9a,b). 
Networked Sc-fullerenes. In two He-free trajectories we also observed another mechanism 
of Sc integration into the carbon cage. Bonding of Sc to the edge of the flake during its closure 
to the cage resulted in the formation of the networked fullerenes with metal atoms replacing the 
carbon atom in the fullerene cage. In one trajectory such state survived several picoseconds and 
then the Sc atom was encapsulated within the cage, but in the second trajectory (Fig. 6.5) such 
a state survived for longer than 140 ps. 
Since networked Sc was not found in simulation with He, we proposed that such state can be 
stable only in He free conditions. To verify it, we took used coordinates and velocities of carbon 
and Sc atoms from Fig. 6.5g and added 100 He atoms to the system (He temperature was also 
set to 2000 K) and followed 10 independent trajectories. After addition of He, the networked Sc 
survived for only few picoseconds: in 7 trajectories it was pushed out of the cage, and in three 
trajectories formed endohedral fullerenes. Thus, we conclude that stabilization of “networked” 
Sc fullerenes can take place only without He, and hence can hardly take place in real 
experimental conditions. 
Importantly, all MD simulation discussed above were performed in the original DFTB 
formalism134 (also known as NCC-DFTB). The second generation of the DFTB method included 
self-consistent charge correction109 (SCC-DFTB) and was expected to be more applicable for 
the problems with inhomogeneous charge distribution such as EMF formation. However, 
attempts to apply SCC-DFTB for the Sc-EMF formation always resulted in networked Sc-
fullerenes which were then stable infinitely long (> 2 ns). Formation of endohedral fullerene 
with SCC-DFTB approach was not observed at all; instead, He atoms were often encapsulated 
with the fullerene cages. To clarify if NCC- or SCC-DFTB are more reliable for this system, we 
performed ab initio (DFT) MD simulation. In agreement with NCC-DFTB results, DFT-based 
MD simulations showed that networked Sc-fullerene are not very stable and encapsulation 
proceeded within one picosecond. Thus, we propose that available SCC-DFTB potentials for 
Sc-C interactions overestimate stability of multiply Sc-C bonded Sc atoms and hence are not 
applicable for MD simulations of the EMF formation (at least, without re-parameterization). 
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Defects in formed cages. The fullerene cages formed in our MD studies within 200-400 ps 
had a number of defects, as can be seen in Fig. 6.7. The most common defects are heptagons (so 
far, only one EMF structure is known to have heptagon,231 whereas all other structurally 
characterized EMFs consist of pentagons and hexagons) and carbene-type carbon atoms (i.e. 
carbon bonded to two other carbon atoms instead of three). The presence of carbene carbons 
results in the odd number of carbon atoms in some EMF cages. Finally, the number of pentagon 
adjacencies is also rather large. Thus, the procedure developed in this work does not produce 
defect-free fullerene cages. Annealing at 2000 K is not also efficient for rearrangement, at least 
for heptagons. We conclude that the use of nose-Hoover thermostat during annealing is not 
efficient since rearrangement in the carbon framework (such as Stone-Wales transformation) 
requires local increase of kinetic energy, which is prevented by the thermostat. Since this work 
has no aim at the obtaining of defect-free carbon cages but is rather focused on the overall 
mechanism of the EMF formation and metal encapsulation, we did pursue the question of the 
cage annealing further and leave it for future works. 
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6.3.3 Effect of reactive gas during Sc based EMFs formation 
 
Figure 6.10 (a) Yields of empty fullerenes (EFs) as function of different number 
of NH3 in absence of Sc atoms. (b) Yields of EFs and Sc based EMFs as 
function of different number of Sc with 8NH3. (c) Yields of EFs and Sc based 
EMFs as function of different number of NH3 with 6Sc. (d) Average time of 
successful fullerene formation based on the systems of (a) and (c). EFs and 
EMFs are colored in light cyan and pink respectively. 
 
Different ratio of NH3 (0, 2, 4, 6, 8, 10) with 50 C2 units and 40 He atoms are applied into 
50×50×50 nm3 PBC cubic box to understand the correlation between yield of empty fullerenes 
(EFs) and NH3 gas. Yield of EFs without presence of NH3 can reach 95% in 20 independent 
MD simulations as shown in figure 6.10 (a). 19 EFs are produced, and one typical example is 
as shown in figure 11 (a). We notice that there are few heptagons usually coordinating with 
pentagon pairs on the carbon wall which has been observed experimentally.256 Formation 
mechanism of EFs are already studied broadly and well established, 90,122,257-262 so we skip the 
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details here. By increasing concentration of NH3, the yield of EFs decreased roughly as linear 
function with slope of -9.93. Only 2 successful EFs are found with more than 6 NH3, the other 
trajectories yield PAHs such as graphene flakes, half fullerene cages with H passivation on edges 
as main products shown in figure 6.11 (b) and (c). In the absence of NH3, only one such flake 
structure has been found in 20 trajectories. For graphene flake, we can see the edge constituted 
with zigzag and 5/7 type of edge which is well consistent with TEM studies.263-265 The average 
formation time by counting the time of cage closure is very sensitive to the reactive gas pressure. 
When number of NH3 molecules reached 6, it takes roughly 2 times longer to close the cage 
than without the reactive gas. Since only few EFs were produced with 8 and 10 NH3 molecules 
after 20 attempts within 400 ps (the main products are half cages and open cage structures as 
show as in figure 6.11 (e)), we can’t obtain precise formation time, but with no doubt the time 
should be much longer than that with low gas pressure. Clearly, H atoms can greatly hinder the 
formation of EFs,  the question is why formation of EMFs is not hindered simultaneously? For 
the pursuit of the answer, we keep constant pressure by introducing 8 NH3 and vary the number 
of Sc atoms. From figure 6.10 (b), we can clearly see that introduction of Sc atoms significantly 
enhances the yields of EMFs while keeping the yield of EFs low, which agrees with 
experimental results perfectly. We notice that even with only 2 Sc adding to the system, the 
yield is increased 6-fold in comparison to the metal-free condition. The maximal number of 
EMFs can reach more than 10 with 6-8 Sc atoms (molar ratio Sc:C=1:16.7-1:12.5) which is 
quite close to the molar ratio 1:15 used in experiments, but further increase of the number of Sc 
atoms to 10 noticeably decreased the yield because Sc is crowding on the carbon cup or form 
large Sc clusters and makes cage difficult to be closed. From 6.10 (c), the yields of EMFs 
decrease step by step along with more and more NH3 introduced with constant 6 Sc. Comparing 
figure 6.10 (b) and (c)，we can find that the amount of H and metal atoms have competition in 
yields of EFs and EMFs. From the analysis of fullerene formation, we can conclude that it is 
getting difficult to form nucleation center with the presence of H, but when Sc is introduced, 
Sc-C nucleation is more easier. Strong Sc-C network are formed with several dangling bonds 
around Sc at the early stage（less than ca. 50-100ps）which is quite similar with Sc-EMFs 
formation with He gas (see details in the section of Networked Sc-fullerenes). In contrast to the 
condition without Sc atoms, some small carbon nucleus terminated by H atoms have been 
formed first and then self-assemble dependably due to low chemical activity. The relative low 
ratio of pentagon results in planar PAHs as main production such as graphene flakes. 
Chapter 6 QM/MD simulations of dynamic metallofullerene self-Assembly with cooling gas and reactive gas 
101 
 
 
 
Figure 6.11 (a) and (b) are a typical empty fullerene and a Sc based EMFs. (c) 
and (d) are graphene flake and half cage as PAHs productions respectively. (e) 
An open Sc based EMFs after 400 ps. Carbon, nitrogen, hydrogen, scandium 
atoms are coloured in cyan, blue, white and pink, respectively. Heptagon and 
pentagon pairs are highlighted in light green and red.  
All the sp2 carbon and rings start to form at nearly the same timing (50 ps), and three lines 
have very similar behavior as shown as in figure 6.12. Note that by presence of NH3 and Sc or 
not both sp1 and sp2 carbons exhibit nearly the same time evolution with synchronous behavior, 
which is different from He-free condition. The majority of the rings formed are pentagons, 
hexagons, and heptagons, and their number versus time is shown in figure 6.13. We can clearly 
see that few more pentagons and heptagons have been produced with the same number of 
hexagons with pure carbon vapor due to high yield of empty cages.  
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Figure 6.12 Evolution of the average number of (a) C-sp and (b) C-sp2 atoms 
during 20 times MD simulations of the fullerene formation with 50 C2(light 
cyan), 50 C2/8 NH3 (blue) and 50 C2/8 NH3/6 Sc atoms (pink). 
 
Figure 6.13 Evolution of the average number of (a) pentagons (b) hexagons 
and (c) heptagons during 20 times MD simulations of the fullerene formation 
with 50 C2 (light cyan), 50 C2/8 NH3 (blue) and 50 C2/8 NH3/6 Sc atoms (pink). 
(d) Average number of pentagons (red), hexagons (purple), and heptagons 
(light green) formed in simulation with 50 C2/8 NH3/6 Sc atoms. 
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The cage closure process usually happens at around 100 ps during carbon cage formation 
stage without reactive gas. Therefore, Sc atoms have been encapsulated during this period 
leading mainly to mono- and dimetallofullerenes. Although many successful trajectories have 
been obtained after relatively short propagation time, only once formation of tri-metallofullerene 
was observed, whereas tetra-metallofullerenes (such as experimentally observed Sc4Cn@C80 
(n=1,2,3)266 ) have not been detected at all because the cage closed too fast to enable multiple 
encapsulation. Figure 6.10 (d) clearly shows that the average time of cage formation, 120-140 
ps without reactive gas, is prolonged to more than 240 ps in reactive gas atmosphere. Note that 
the average time is only counting successful trajectories ending in formation of fullerenes, 
whereas “open” cages are neglected (although they may also form fullerenes on a longer time 
scale). Therefore, the time is underestimated. To summarize, the key role of NH3 gas in the EMF 
formation is that it can prolong the cage closure process which endows more than two metal and 
non-metal atoms encapsulated inside the fullerene.  
 
Figure 6.14 (a) is an open cage fullerene coordinating with 4 Sc atoms and CN 
unit inside. (b) is cyano-clusterfullerene after annealing another 400 ps from 
(a). (c) is tri-metallofullerene clusterfullerene after annealing another 400 ps 
from (a) without H. Carbon, nitrogen, hydrogen, scandium atoms are coloured 
in cyan, blue, white and pink, respectively.  
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Figure 6.15. Key snapshots of half empty carbon cage (a) and the cage 
saturated with H atoms (b) coordinating with single Sc atom. 
Hydrogen atoms also play another vital role during the fullerene formation, in particular for 
intracluster encapsulation. From QM/MD simulations, we observe that a half carbon cage 
saturated by H atoms has been produced along with Sc3CN as intracluster after 400ps as shown 
as in figure 6.14 (a). Four Sc atoms coordinating with CN unit have been encaged into the carbon 
cup (half-closed cage) with H atoms terminating the free valencies at the edge. After another 
400ps of annealing process, one Sc atom left the cage resulting in three Sc atoms surrounding 
the CN unit in the endohedral cluster (see Fig. 6.14 (b)). In the separate model trajectory, we 
removed all hydrogen atoms from the structure shown in Fig. 6.14(a) and proceeded further with 
simulations. In these conditions, the CN unit left the cage immediately yielding the tri-
metallofullerene shown in Figure 6.14 (c). In order to address the role more clearly and exclude 
other factors, we employed a simple model as shown as in Fig. 6.15: a carbon “cup” was either 
left with free valencies at the edge (Fig. 6.15(a)) or the edge was saturated with H atoms. Then 
Sc atom was introduced into the system and MD simulations were followed. In H-free system, 
Sc tends to stay at the edge with 96% fraction of time due to the strong Sc-C σ bonding. Without 
additional carbon source, the “cup” appeared to be too small to form a closed cage leaving Sc at 
the edge all the time. On the contrast, when those dangling bonds were terminated by H, Sc 
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prefers to stay in the middle of carbon cup most of the time (99% of time), which endows the 
possibility for a further cluster formation via encapsulation of other Sc atoms.  
For another reactive gas CH4, we found a very similar behavior during the fullerenes 
formation as for NH3 if same ratio of hydrogen-to-carbon is applied. Therefore, here we skip 
the details and directly go to the results. We can avoid aza-fullerenes with N atoms embedded 
into the carbon cage by using CH4. Hundred independent trajectories yielded about 20% carbide 
metallofullerenes, 10% methano-clusterfullerenes and 70% metallofullerenes.  
 
Figure 6.16 The number of intracluster Sc atoms in the endohedral fullerenes 
formed after 400 ps in the system containing 100 C, 15 Sc/40 He/6 CH4 (green 
bars) or without CH4 (red bars). 20 trajectories were studied for each system. 
Due to very long formation time with CH4 gas, Sc atoms encapsulated by half-
cages were also counted. 
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According to the discussion vide supra, we can conclude that hydrogen-containing reactive 
gas is important for complex clusterfullerene formation based on three reasons. Firstly, H atom 
suppress empty cages production, while metal atoms catalyze EMF formation resulting in high 
yield of EMF. Secondly, H atoms lag the cage closure and then endow the possibility of larger 
cluster encaged. Thirdly, H atoms saturate the dangling bonds at the edge and benefit to the 
generated complex cluster locating inside the cage cup rather than on the edge. In order to further 
illustrate these factors, we performed another 20 QM/MD simulations with 100 C, 40 He, and 
15 Sc atoms with or without the presence of 4 molecules of CH4. The aim was to reveal whether 
more complex endohedral clusters can be formed with reactive gas when a lot of Sc atoms are 
available. Figure 6.16 clearly shows that in the presence of CH4, the main products are tri- (10/20) 
and tetra-metallofullerenes (6/20). In the absence of methane, mono- (5/20) and dimetallo-Sc-
fullerenes (11/20) are formed preferentially in spite of rather large amount of Sc atoms in the 
system. These simulations clearly show that the presence of hydrogen-containing reactive gas 
dramatically influences the process of EMF formation by facilitating encapsulation of a larger 
number of metal atoms and hence affording higher yields of EMF with complex multiatomic 
endohedral clusters. 
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. 
Figure 6.17 Key typical snapshot of EMF formation at early stage (5ps) with 50 
C2 (cyan), 40 He (not shown), 4 NH3 gas and 10 N (blue for N and white for H) 
and 10 Sc (pink). 
 
Figure 6.18 Key snapshots of cyano-clusterfullerene formation. CN at 200 ps 
unit is highlighted in red-green ball-stick.  
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Sc-EMF formation with complex intracluster  
Our simulations showed successful formation of EMFs with complex intraclusters such as 
carbide-clusterfullerenes Sc4C2@Cn, Sc3C2@Cn, Sc2C2@Cn, cyano-clusterfullerenes 
Sc3CN@CnNm, methano-clusterfullerene Sc3C3H6@Cn and so forth. One intriguing question is 
where the intracluster comes from and how it is trapped inside the cage. As shown as in figure 
6.17, at the beginning, C2 and NH3 units decompose and recombine with atomic N source into 
different types of small units such as C3, CN, N2, C2H. Note that we can found several CN units 
in the trajectories when 10 additional N atoms were introduced to enhance the yield of cyano 
clusterfullerene, but without those 10 N, we still found such CN units formed during 
“decomposition” of NH3, albeit with low yield. Experiments also suggests CN units can be 
detected in plasma with carbon vapor and nitrogen source267 which is consistent with our results. 
The early stage of such EMF formation is almost the same as we discuss above, some polyene 
chains are firstly self-assembly coordinating Sc atoms as central points, and then they combined 
to a carbon network with few H atoms saturating the dangling bonds at the edge. Some N atoms 
merge into the carbon wall or form CN “antenna” highlighted in red-green rod following the 
merge of two small carbon network as shown as in figure 6.18. CN units have very strong 
carbon-nitrogen bond, which preserves its entity when internal Sc atoms with CN unit at the 
edge being encapsulated along with C-C bond breaking. We notice that the Sc4CN cluster can 
remain in the carbon cup for sufficient time until the cage closure is accomplished as shown in 
figure 6.14 (a) and (b). Another possible mechanism of such internal cluster formation is that Sc 
atoms inside the cage can capture free CN unit because of strong binding strength. Then such 
fullerene undergoes the same ways as we mentioned above. For carbide clusterfullerenes, 
carbide unit (C2) coordinates with Sc atoms in the same ways as cyano unit does.  
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Figure 6.19 Reaction path from Sc3CN@C80 to Sc3N@C80+C by GGA/DFT. 
Carbon, Sc and N are coloured in grey, pink and blue, respectively. 
The possible mechanisms of nitride metallofullerenes formation  
Over 200 successful trajectories of EMF formation, including mono-, di-, tri-
metallofullerenes, carbide-, cyano-, methano-clusterfullerenes, aza-fullerenes have been 
obtained, but we did not observe any nitride clusterfullerenes during the whole formation 
processes. Atomic nitrogen is very active leading to fast formation of chemical bonds with 
carbon atoms instead of binding to Sc present in the system in relatively low abundance. 
Therefore, formation of the isolated Sc3N cluster followed by its encapsulation within the cage 
is nearly impossible. At the same time, we observed formation of CN units by abstraction of 
hydrogen from NH3, and the resulting CN units readily coordinate to 3 Sc atoms producing 
cyano-clusterfullerenes. The difference between this kind of fullerenes and trimetallic nitride 
fullerene is the superfluous carbon atom. We hypothesized that nitride clusterfullerenes can be 
formed via detachment of the carbon atom from the CN unit in the Sc3NC cluster. To verify the 
possibility of such process, we calculate the reactive path of the carbon detachment in 
conventional Sc3CN@C80-Ih (Fig. 6.19). For the reaction leading from the Sc3NC cluster to the 
Sc3N cluster and one C-atom attaching the cage, the barrier height is ca. 330 kJ/mol, and the 
reaction energy is 250 kJ/mol. High reaction energy in this case may be caused by a formation 
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of defected “C81” cage from the highly stable C80-Ih cage, and hence the process can be more 
energetically favored when CN unit is broken inside the defected cage. However, the high 
reaction barrier is presumably caused by the strong C-N bonding and hence can be hardly 
reduced by variation of the carbon cage. Therefore, it is nearly impossible to directly observe 
CN bond breaking at 2000 K during QM/MD simulations due to the high bond-breaking barrier. 
However, directly increasing thermal fluctuation by setting higher temperature leads to a carbon 
cage breaking. Previous studies also suggest that temperatures higher than 3000 K result in C-
C bond breaking. However, it should be noted that at least two processes with much higher 
barrier energies, the helium atom insertion into C60 (ca. 940 kJ/mol) and Stone-Wales 
transformation in fullerenes (ca. 600-680 kJ/mol), take place in experimental conditions. 
Therefore, the CN bond breaking is also possible to occur following nitride fullerene formation. 
Further studies may require longer propagation times and application of the different type(s) of 
thermostats, which however goes beyond the scope of this work. 
6.3.4 Iron and Titanium metallofullerenes 
Iron/carbon system. To verify the validity of our computational approach for the EMF 
formation, we have performed MD simulations for two other metals, Ti and Fe, using an 
80×80×80 Å3 box, 200 carbons, 100 He atoms, and 6 metal atoms analogously to Sc runs. Under 
these conditions we did not observe formation of Fe-encapsulated fullerenes. All ten trajectories 
resulted in formation of empty cages. Behavior of Fe atoms during the fullerene formation was 
similar to that of Sc, i.e. Fe atoms also tended to form Fe–C bonds. However, these bonds are 
considerably weaker than the Sc–C bonds, which leads to a shorter Fe–C bond lifetime. This 
effect can be clearly seen in Figure 6.6: the lifetime distribution for metal-carbon bonds in the 
Fe/100 He system is shifted to shorter lifetimes when compared to the Sc/100 He system and is 
similar to the Sc–C distribution in the system with 200 He atoms. This result points to an 
important role played by the metal-carbon bonding in the endohedral fullerene formation. 
Perfect agreement with experimental data which did not show Fe-EMFs either in arc-discharge 
or in laser-ablation experiments. 
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Figure 6.20 Stable Ti-Cn clusters and EMFs formed in MD simulations: (a) Ti-
C10 ring; (b) Ti@C16 proto-cage; (c-g) structures with common Ti@C28-Td motif 
with additional (c) carbon atom, (d) carbon chain, (e) two chains, (f) fused rings, 
and (g) fused “flake”; (h) defect-free Ti@C30-C2v(3); (i) Ti@C30-C2v(3) with an 
additional C3 chain; (j) Ti@C66; (k) small-cage di-Ti EMF with an additional 
carbon chain C9; (l) large-cage di-Ti EMF. In (c-i) fragments of regular Ti@C28 
or Ti@C30 cages are shown in light green, all other carbon are shown in cyan 
color, Ti atoms are dark red. 
Formation of Ti-EMFs. The importance of the strength of the metal-carbon bonding is 
further corroborated in the study of the Ti-C system. At the level of our DFTB simulations the 
Ti–C bonds appear to be much stronger than the Sc–C bonds, as can be clearly seen in the 
lifetime distribution histogram (Fig. 6.6). Ti atoms were coordinated to the carbon clusters at 
the early stages of their growth and, due to the strong Ti–C bonds, such agglomerates could not 
be broken by collision with He atoms. Furthermore, unlike almost innocent Sc atoms, Ti atoms 
played a role of “assembly points” for the fullerene cages, thus dramatically affecting the 
fullerene growth. Figure 6.20 shows some intermediate Ti-carbon cluster detected at different 
stages of the trajectories. For instance, quite stable were carbon rings with Ti atoms in the middle 
(for Sc, such rings were also observed, but they did not survive for a long time). Thus, Ti atoms 
templated formation of small carbon cages round them. Quite a typical motif is Ti@C28-Td, the 
endohedral fullerene which efficiently formed in laser-ablation experiments.268,269 We observed 
formation Ti@C28 in several trajectories, but usually this cage had some defect, such as single 
carbene-type atom inserted into the C–C bond, or a longer chain bonded to the cage, or a larger 
carbon flake fused to Ti@C28 (Fig. 6.20c-g). The small cages could then grow via absorption of 
carbon fragments or fuse together forming di- and even tri-metallofullerenes. At the end, almost 
all Ti atoms formed EMFs, either small-to-medium size monometallofullerenes, or di- to tri-
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metallofullerenes with larger cage sizes (each trajectory produced 3–4 Ti-EMFs, whereas empty 
cages were not formed). Typical examples of larger cages and agglomerates are shown in Fig. 
6.20j-l. 
To analyze how the system may develop under smaller T/C ratio, the simulations were 
performed with only one Ti atom per 200 C atoms in the same box size. Ti-EMFs were not 
obtained only in two trajectories from ten: both afforded only empty fullerenes and Ti atom 
coordinated to a small carbon cluster (a ring or a chain). Among eight Ti-EMFs formed in 
successful trajectories, two had Ti@C28-Td structure with attached chains, and one was Ti@C30-
C2v(3), also with an additional chain fragment. Medium to large size Ti@C2n EMFs were 
obtained in other runs; importantly, these EMFs also had smaller Ti-EMFs as their precursors. 
Thus, even in the presence of a large excess of carbon, Ti is still prone to form small fullerenes, 
whose kinetic stability then depends on the regularity of the cage structure. Ti@C28 and Ti@C30 
EMFs are rather stable, whereas intermediate structures with large number of defects are more 
eager to capture additional carbon fragments and grow further. 
Formation mechanism of Ti@C30-C2v(3). Due to the smaller cage size, Ti-EMF cages 
produced in MD simulations have smaller number of defects than Sc-EMFs. For instance, 
heptagons are rare for Ti-EMFs in our simulations, whereas they are quite common for Sc-EMF 
and empty fullerenes obtained in this work (Fig. 6.7). As already mentioned, Ti@C28-Td motif 
is quite persistent and was formed in at least 5 from 20 trajectories. In one trajectory we also 
observed the formation of the defect-free Ti@C30 EMF with C2v(3) cage isomer (Fig. 6.20h), 
which is also believed to be formed in the laser-ablation studies of Ti/graphite system.268-270 
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Figure 6.21 Mechanism of the Ti@C30-C2v(3) formation in MD simulations. (a) 
formation of the Ti-C9 cluster and its growth to Ti-C27; (b) condensation of long 
chains into the fullerene cage surrounding Ti atom; (c, c’) molecular structure 
and Schlegel diagram of Ti@C27 resembling Ti@C28-Td(1) with one atom 
missing (position of the missing atom is shown as a “ghost” atom in (c) and is 
indicated with pale lines in (c’)); (d) attachment of the C3 chain to Ti@C27 and 
its migration along the fullerene surface to the orifice with subsequent 
ingestion; (e) Ti@C30 isomer with four-membered ring, its SW transformation 
into the structure with two four-membered ring, and formation of Ti@C30-C2v(3) 
after the next SW transformation; (f) formation of Ti@C30-C2v(3) from the 
isomer with one four-membered ring in a direct SW transformation; (g) Schlegel 
diagrams describing stages (e) and (f), relative energies are for PBE/TZ2P-
optimized structures. The Ti–C distances shorter than 2.8 Å are denoted as 
bonds for the structures formed before 90 ps; at later stages these bonds are 
omitted for the sake of clarity. In (e) and (f), square rings are highlighted in 
purple, and the bonds to undergo a SW transformation are highlighted in yellow 
(or green in Schlegel diagrams); in (e) and (f) this coloring is preserved in 
Ti@C30-C2v(3) to highlight its genetic relationships to the structures with square 
rings. 
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The growth of Ti@C30-C2v(3) from the carbon vapor in MD simulations is depicted in figure 
6.21. The process started with coordination of Ti atom to a branched C9 fragment at 38 ps (Fig. 
6.21a). Over the next few picoseconds, the cluster grew further by absorbing addition carbon 
chains from the vapor. The cluster composition at this stage is rather labile, and carbon atoms 
can be equally likely absorbed and ejected. Thus, the number of carbon atoms in the cluster was 
9 at 38 ps, 23 at 40 ps, 25 at 42 ps, then two carbon were lost at 46 ps, the cluster grew again to 
C25 at 48 ps, lost 4 carbons at 55 ps, then gained C2 at 65 ps, and finally stabilized its size at C27 
after 75 ps. All the way from 38 to 75 ps the cluster can be described as a very labile 
conglomerate of branched medium-size chains, sporadically closing into carbon rings around Ti. 
After 75 ps, the chains started to condense into smaller rings (C4–C6) forming a proto-cage with 
Ti atom in the center. Figure 6.21b depicts how the C9 chain attached to the growing carbon 
cage is gradually “eaten” by the growing cage over the period of ca 30 ps, till it is completely 
transformed to the cage-like structure after 100 ps. At this moment, although the small fullerene 
cage is already distinguishable, carbons still move with large amplitudes, which often results in 
breaking of CC bonds. E.g., a small fullerene structure is first observed at 120 ps, but complete 
stabilization is achieved tens picoseconds later. Fig. 6.21c shows the Ti@C27 cage formed as a 
result of this process (see also its Schlegel diagram at Fig. 6.21c’). The structure is closely 
resembling the Ti@C28-Td EMF missing one carbon at the triple-pentagon junction, so that the 
cage has a large orifice. Due to its high kinetic stability, the Ti@C27 remained almost intact over 
the next 30 ps, till it absorbed a C3 fragment at 204 ps (Fig. 6.21d; note that at this moment only 
few free carbon fragments are left, and hence such collisions are much rarer than during the first 
70 picoseconds). Although initially attached to the site opposite to the “missing” carbon atom, 
the C3 chain then quickly (within few ps) migrated closer to the orifice, where it was ingested 
into the fullerene cage producing the Ti@C30 fullerene (Fig. 6.21e). Note that the mechanism of 
C3 capture shown in Fig. 6.21d is similar to the results of DFT and MD simulations for C2 
addition to small Ti@C2n cages reported recently by Poblet et al.
268 The cage isomer formed at 
219.3 ps had a defect, a four-membered ring. Quite rapidly, within next 2.5 ps, this isomer 
underwent a Stone-Wales (SW) transformation (pseudo-rotation of one C–C bond by ca 90°) to 
form the second four-membered ring at 221.8 ps. Finally, within the next 2.3 ps, another Stone-
Wales transformation took place producing the defect-free Ti@C30-C2v(3) a 224.1 ps (Fig. 
6.21e). Although the C2v(3) isomer is the most thermodynamically stable form of Ti@C30, the 
newly-formed cage was still rather labile and transformed into the structure with defects from 
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time to time. At 297.2 ps we again observed formation of the Ti@C30 isomer with a four-
membered ring. This isomer again produced Ti@C30-C2v(3), but this time in a single SW step 
as depicted in Fig. 6.21f. For the sake of clarity, Figure 6.21g also shows Schlegel diagrams of 
Ti@C30 isomers and their transformations observed in MD simulations. 
Interestingly, the isomer of Ti@C30 with four-membered ring is similar to the Ti@C28-Td cage 
with an added C2 unit. When optimized at the PBE/TZ2P level, this isomer is 61.5 kJ/mol less 
stable than C2v(3), whereas the isomer with two four-membered rings is 141.6 kJ/mol less stable. 
Importantly, Ti@C30 has two other “classical” isomers (built from pentagons an hexagons), with 
the relative energies of 80.3 kJ/mol for C2v(2) and 259.3 kJ/mol for D5h(1) cages. Thus, the 
structure with one four-membered ring is more stable than the classical isomer C2v(2). Even 
more importantly, four-membered rings are less destabilizing defects for small cages, whereas 
for large cages we observed heptagons as typical defects in MD simulations (Fig. 6.7) and also 
in experiment.231 
6.4 Conclusions 
In this work we performed extended molecular dynamics simulations to reveal the mechanism 
of the endohedral fullerene formation. We found that the presence of the proper amount of He 
gas has a crucial effect on the empty fullerene formation. Collisions with He reduce the lifetime 
of the Sc–C bonds and hence decrease the Sc-EMF formation yield. However, moderate He 
pressure are still preferable for Sc-EMF because of the large increase of the fullerene formation. 
Moderate amount of reactive gas such as NH3 and CH4 can also boost Sc-EMF formation with 
three or four Sc atoms, which is rarely the case with the absence of reactive gas. The special role 
of hydrogen in the clusterfullerene formation is revealed in our simulations. 
In the Sc-EMF formation mechanism, the special step is encapsulation of Sc atoms. We 
showed that Sc is bonded to the edges as well as the middle part of the carbon flakes, which 
eventually curl up to form fullerene cages. As Sc-C bond are rather strong, they do not dissociate 
during the cage closure, which often leads to the metal encapsulation. In few cases, carbene or 
cyano also strongly coordinates with internal Sc which directly leads to carbide and cyano-
clusterfullerenes 
In general, we can conclude that the propensity of a given metal to form EMFs strongly 
depends on the strength of the metal-carbon bonding. For Ti with strong Ti–C bonds, the 
stronger bonding resulted in formation of small cages repeating the experimental data on the 
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dominance of Ti@C28 in laser ablation studies. On the contrary, Fe with weak Fe–C bonding 
does not form Fe-EMFs at all. Reactive gas has less impact than Sc system due to strong Ti-C 
bonds, so we can still observer Ti@C28 for many times. 
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Chapter 7. Free-standing single-atom 
thick iron membranes suspended in 
graphene pores  
7.1 Introduction 
The success and promise of atomically thin carbon, namely, graphene 271 has triggered 
enormous enthusiasm for the study of other two-dimensional (2D) materials such as hBN, 
MoS2 and MoSe2 
272,273. These 2D films are able to be reduced to atomically thin layers 
while still maintaining mechanical integrity because they are layered structures where the 
bonding within a layer is covalent while the inter-layer bonding occurs through weak van 
der Waals interactions thus allowing individual layers to be easily separated. With bulk 
metals, at first glance, the nature of metallic bonding and their three dimensional structure 
prohibit them from existing as a mono-atomic layer. The only reports for atomically thin 
metallic layers, thus far, are hetero-epitaxial structures in which the metal atoms bond 
with the underlying substrates 274,275. On the other hand, because of non-directional 
metallic bonding and the excellent plasticity of metals, at the nanoscale, one can build 
few-atom or even single-atom bridges 276,277. Many single atomic metallic layers (e.g. Fe, 
Co, Mn) are attractive due to their inherent magnetic properties. For the case of two-
dimensional (2D) Fe monolayers the magnetic moment is expected to be 3.1 μB which is 
markedly higher than its bulk counterpart (2.2 μB), and in addition 2D Fe should have a 
large perpendicular magnetic anisotropy 278. Hence, 2D magnets could be promising for 
magnetic recording media. Most of what is known on 2D magnets is based on theoretical 
investigations. These studies point to their magnetic properties being highly sensitive to 
their structure 279. Face centered cubic (FCC) Fe and body centered cubic (BCC) Fe 
ultrathin films have been grown on Cu, W, SiC, MgO and other surfaces 279-283. However, 
these structures interact with the underlying substrate. Free-standing 2D metal films do 
not suffer from substrate based influences thus preserving coordination and electron 
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confinement. Experimental and theoretical works have focused on the interactions 
between graphene and single metal atoms (including Fe atoms) 284-286or clusters 287. Zhao 
and et al. show that porous graphene under electron beam irradiation can be extended to 
enable Fe atoms and clusters to entirely seal small perforations in graphene and form a 
single atomic crystalline Fe layer.  
In this chapter, free-standing mono-atomic suspended Fe membranes is firstly 
demonstrated theoretically. By investigating the energy difference, ΔE, between a 
suspended Fe monolayer and a nanoparticle using the equivalent number of Fe atoms, 
one can estimate that the largest stable membrane should be ca. 12 atoms wide or 3 × 3 
nm2 which is in excellent agreement with the experimental observation. Besides, from 
DFTB and DFT simulation, the possibility of C embedded into the Fe membrane can 
been fully excluded which agrees well with electron energy loss spectroscopy (EELS) 
measurement. First principles calculations confirm greatly enhanced magnetic properties 
for single atom thick 2D Fe membranes. 
7.2 Computational Methods 
Spin-unrestricted density functional theory (DFT) computations were carried out 
through an all-electron method within the generalized gradient approximation with the 
Perdew-Burke-Ernzerhof (PBE) function as implemented in the DMol3 program package 
in Materials Studio of Accelrys Inc. The double numerical-polarized basis set that 
includes all occupied atomic orbitals with a second set of valence atomic orbitals plus 
polarized d-valence orbitals was used. The real-space global orbital cut-off radius was 
set as 4.8 Å. The interlayer distance was set to 20 Å, which is large enough to minimize 
artiﬁcial interlayer interactions. Fully relaxed geometries were obtained by optimizing all 
atomic positions until the energy, maximum force, maximum displacement were less than 
2×10−5 Ha, 0.005 Ha/Å and 0.005 Å, respectively. The k-points samplings were 3×3×1 
in the Brillouin zone. The same method was used to determine the lattice constants of 
BCC Fe. After optimization the calculated lattice value was 2.87 Å which is in excellent 
agreement with the experimental value of 2.87 Å.  
7.3 Results and Discussion 
Under close inspection pure Fe can be found as small nano-crystals forming on the 
surface of the graphene, as single atoms or small clusters at the edge of pores in clean 
graphene or as 2D crystalline membranes suspended across perforations in the graphene. 
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Typical examples are provided in Figure 7.1. In the case of nano-crystalline structures 
forming on the surface of the graphene (Fig. 7.1B, C), the measured lattice constants 
obtained from the Fourier domain from numerous micrographs indicates that they are 
either body centered cubic (BCC) or hexagonal close packed (HCP) Fe structures. These 
structures match image simulations of BCC and HCP Fe nano-crystals as for example 
shown in the insets of Fig. 7.1 B,C in which both the stick and ball models and image 
simulations are provided. In general, the Fe nano-crystals contain 200 to 1,000 Fe atoms. 
It is important to note that the EELS studies on Fe membranes show no carbon signal. 
However, if only a few carbon atoms form in the lattice they might not be within the 
EELS detection limits. To better explore this possibility we employ DFT calculations to 
determine the feasibility of C incorporation within a Fe 2D square lattice as illustrated in 
figure 7.2. In our DFT simulations the following relaxations are allowed; the C atoms 
can reside either in-plane or out-of-plane, and in addition the Fe atoms are not forced to 
sit in-plane. The DFT calculations confirm that including a C atom within the square 
lattice configuration is unstable indicating that carbide phases are unlikely. This is in full 
agreement of experimental studies, in which despite elongated irradiation periods no 
carbide phases where ever observed. 
Figure 7.1 Graphene perforations and different Fe clusters. (A) graphene 
perforations (highlighted). (B) BCC Fe nanocrystal with atomic structure 
and image simulation as inset. (C) Hexagonal close packed Fe 
nanocrystal which has a step on it. The atomic structure and an image 
simulation is provided in the inset. (D) A several atom cluster embedded 
in graphene. (E) Many individual Fe atoms residing on the edges of 
graphene. (F,G) Two typical mono-atomic Fe layers suspended in a 
perforation in graphene. The scale bars is 1nm. Reproduced from Ref. 
127 
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To investigate the likelihood of carbon absorption on the surface of the 2D Fe 
membranes, we conducted additional dynamics simulations (DFTB method) using a 
well-established approach288-290. Firstly, we assume that a single carbon atom could be 
embedded in the 2D Fe monolayer as shown in figure 7.2, and then we assign the C atom 
(target atom) a kinetic energy T in the structure with a velocity perpendicular to the sheet, 
which allows its presence in the lattice without immediate reconstruction. We increased 
T (displacement threshold Td) until ejection of the atom occurred. The simulation results 
showed the embedded carbon atom easily breaks away with only 5.9 eV (n.b. the energy 
transfer by the 80kV electron beam to a carbon atom can reach up to16 eV). This indicates 
that C attachment in this form is not stable since irradiating electrons will eject it. 
Moreover, Td for carbon attachment in other possible configurations (e.g. single or dimer 
carbon absorption on the surface) is lower, and hence they are removed with even lower 
energies. 
In the case of individual Fe atoms or few-atom clusters, they tend to get trapped in 
small vacancies and pores in the graphene and are easily visible due to their high contrast 
relative to the graphene lattice. Typical examples are provided in Fig. 7.1D (Fe cluster in 
a pore) and Fig. 7.1E (individual atoms trapped at pore edges). Typically these atoms are 
mobile around the edges when irradiated with electrons. These observations have been 
reported by others.284 What is more interesting here is that the ability of larger numbers 
of Fe atoms to get trapped within a pore and form an ordered 2D crystalline lattice. 
Examples of such 2D Fe crystalline structures can easily be seen in Fig. 7.1F,G where 
the high contrast Fe atoms fill a pore with the atoms arranging themselves, for the most 
part, in an ordered manner. The lattice constant for the observed nano-crystals is 
2.65±0.05 Å which is significantly larger than that for the (200) Miller-index plane 
distance for face centered cubic (FCC) phase or the (110) plane distance for BCC Fe. 
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Figure 7.2 Left figure represents a virtual Fe carbide configuration. DFT 
calculations indicate such a configuration is unstable. Gold atoms (Fe), 
Brown atoms (C). Right figure is dynamical calculation of a C atom in a 
2D Fe membrane under electron beam irradiation. The C atom cannot 
stay in the lattice as it is easily ejected by the electron beam. 
 
Table 7-1 The calculated energy for different lattice distance 2D Fe membrane 
Lattice constant (Å) Energy difference (eV/Fe atom) 
1.87 1.86 
1.91 1.42 
2.05 0.46 
2.12 0.24 
2.2 0.07 
2.23 0.03 
2.28 0 
2.3 0 
2.33 0 
2.4 0.03 
2.55 0.18 
2.62 0.26 
2.69 0.35 
2.76 0.45 
2.8 0.51 
2.83 0.56 
2.9 0.67 
3.04 0.89 
3.11 0.99 
3.18 1.10 
3.25 1.21 
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Figure 7.3 The interface between a mono-atomic Fe layer and graphene 
and local strain mapping (A) LVACTEM image of the Z1 configuration as 
illustrated in (D). The insets shows the highlighted edge structure with 
carbon (black) atoms and Fe (orange) atoms highlighted. (B,C) 
LVACTEM images of the Z2 and A1 configurations (E and F respectively). 
The insets shows the highlighted edge structure with carbon (black) 
atoms and Fe (orange) atoms highlighted. The scale bars in (A-C) are 
1nm. (D-I) first principle calculation results showing top and cross-section 
views of different single Fe atoms binding to different graphene edge 
configurations. The insets for (D-F) show the corresponding image 
simulations from the stick and ball structure provided in the main panel. 
(J, K) The (110) Fe with armchair edge visible in a LVACTEM image and 
first principle calculated configuration, respectively. The scale bar in (J) is 
0.5 nm.  
To better comprehend these monolayer Fe structures, density functional calculations 
based on the generalized gradient approximation (GGA) with the Perdew-Burke-
Ernzerhof (PBE) function 121 is conducted. The calculations show the in-plane square 
lattice of monolayer Fe is energetically favored over the other possible 2D configurations, 
including tetragonal, hexagonal, etc. The calculations suggest the most stable lattice 
constant for monolayer Fe is around 2.35 Å, which is smaller than the experimental value 
of 2.65±0.05 Å, however the calculated energy difference between 2.35 Å and 2.65 Å is 
not large (0.2 eV/atom) as shown as in Table 7-1. In addition, some physical aspects not 
considered in the calculations could lead to a larger lattice constant. For example, the 
effect of spin-orbit coupling and perpendicular magnetic anisotropy in atomically thin 
films will lead to energy variations. More importantly, strain due to lattice alignment and 
mismatch between graphene and 2D monolayer Fe cannot be ignored, particularly since 
the calculations show the in-plane Young’s modulus of monolayer iron is ca. 160 GPa, 
which is an order of magnitude smaller than that of graphene (1TPa). Moreover, the 
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phonons in monolayer Fe will differ from bulk 3D Fe 291 since the fraction of anharmonic 
vibrations increases with the reduction of thin film thickness which leads to a larger 
thermal expansion. To investigate this, an additional self-consistent lattice dynamics 
calculation or ab-initio molecular dynamics calculation would be required 292. 
One can get a sense of local strain effects by first looking at the interface between iron 
atoms attached to different graphene edges. Two possible binding configurations are 
possible between Fe atoms and graphene, namely, binding to the basal plane or at an open 
end or edge. In practice binding at the basal plane is relatively common whilst metallic 
atom binding at the open edges is rare even though such binding has been theoretically 
proposed 293. The Fe atoms always bind at open graphene edges, for example at the edges 
of a pore as shown in Fig. 7.3A-C. Such Fe atom attachments is also studied by using 
first principle DFT calculations (see binding energy in Table 7-2). Since the most stable 
edge terminations for graphene are the armchair and zigzag configurations 294 six possible 
configurations for single Fe atoms are considered at armchair or zigzag edges including 
an arrangement in which Fe atoms replace the first two rows of carbon atoms at an open 
edge (Fig. 7.3D-I). Despite the bonding energies not being at a minimum in the 
substitution configuration in which an Fe atom replaces a single carbon atom in a 
hexagonal ring (configurations Z1, Z2 and A1 in Fig. 7.3D-F, respectively), as compared 
to configurations Z3, A2 and A3 (Fig. 7.3G-I, respectively), they are favored since upon 
removal of an Fe atom an incomplete hexagon structure is left which is energetically 
unfavorable (as compared to zigzag or armchair terminations). Thus, the reaction barrier 
for the removal of substitution Fe atoms is high. Indeed, this is what experiments present, 
where for the most part, Fe atoms are imaged as substituting a C atom in a benzene ring 
at the edge of graphene, as shown in Fig. 7.3A-C. For comparison, image simulations 
based on the structures used for the first principles calculations are provided as insets in 
Fig. 7.3D-F. 
Although substitution configurations are more stable, the formation of a Fe mono-
atomic layer occurs with a continuous placement of Fe atoms along the edges that are not 
always set in a substitution configuration. For example, linking configurations such as 
Z3 (Fig. 7.3G) and A2 (Fig. 7.3H) are also found as can be seen in Fig. 7.3J. The linking 
formation shown in Fig. 7.3I is rarely observed and this is due to its reduced bonding 
energy. Linking formations are observed in monolayer Fe-graphene junctions as 
illustrated in Fig. 7.3J and the corresponding calculated structure is also given (Fig. 7.3K). 
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Another aspect to consider at the Fe membrane-graphene interface is the preferential 
alignment of Fe atoms. For example, considering the graphene zigzag and armchair edges 
and the lattice constant for monolayer Fe, the best lattice match is twice the Fe (110) 
plane distance (1.9 Å) with an armchair edge (2.1 Å). This configuration provides the 
lowest mismatch strain and interfacial energy and is an alignment configuration in the 
experiments as can be seen in the diffraction information.  
Table 7-2 The calculated binding energy for different configurations of Fe atom and 
graphene edges  
 Free 
energy/Hartree 
Corresponding 
Pure Graphene 
structure 
Free 
energy/Hartree 
Binding 
energy/eV 
zigzag defect  
(Z2) 
-3973.798838  Pure Carbon 
corresponding to 
Z2 
-2710.231398 -3.19 
armchair 
edge_Fe1  (A2) 
-4013.6411 Carbon(A2) -2749.990833 -5.45 
armchair 
edge_Fe3   (A1) 
-3975.508553 Carbon(A1) -2711.936265 -3.33 
zigzag edge_Fe2  
(Z1) 
-3973.087813 Carbon(Z1) -2709.545344 -2.52 
zigzag edge_Fe1  
(Z3) 
-4011.291721 Carbon(Z3) -2747.629722 -5.77 
armchair 
edge_Fe2   (A3) 
-4013.598932 Carbon(A3) -2750.047052 -2.77 
iron atom -1263.449813    
 
Now turn to the formation and stability of single-atom thick Fe membranes whilst 
under electron irradiation. Typically Fe atoms on the surface of the graphene are mobile 
whilst exposed to electron irradiation. If they encounter a small hole (a few nm wide) the 
atoms collect and rearrange themselves within it to form a monolayer crystalline Fe 
membrane. The formation process usually occurs in a matter of seconds. Fig. 7.4A shows 
a hole in the graphene with a number of Fe atoms perched by an edge. After 3 seconds 
electron irradiation (1 pA/nm2) the Fe atoms have moved into the hole and arranged 
themselves neatly in to a crystalline 2D Fe membrane (Fig. 7.4B). Once a suspended Fe 
membrane has formed in a graphene pore it is relatively stable in that it can sustain 
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electron irradiation for several minutes after which it starts collapse (Fig. 7.4C-J). Closer 
examination shows the Fe monolayer edge disconnects firstly from a zigzag edge while 
Fe (110) membrane-armchair interfaces tend to remain stable for far longer before 
forming an amorphous particle (see circled regions in Fig. 7.4E and 7.4F). This is in 
agreement with analysis above in which armchair interfaces are shown to be the most 
stable configurations. 
 
Figure 7.4 Formation and collapse of a suspended single-atom Fe layer 
under electron irradiation (A) A Fe cluster at the edge of a graphene pore 
(highlighted). (B) After three seconds, the Fe atoms move in to the 
perforation and form a single atom Fe membrane sealing the entire 
graphene pore. (C-J) Continued electron irradiation leads to the collapse 
of the 2D Fe membrane. The Fe (110) - armchair graphene interfaces are 
the most stable and are highlighted in (E,F). All scale bars denote 1nm. 
Reproduced from Ref. 127 
The diameter-stability dependence is also studied. By investigating the energy 
difference, ΔE, between a suspended Fe monolayer and a nanoparticle using the 
equivalent number of Fe atoms one can estimate the largest stable Fe membrane that can 
form. The energy difference, ΔE, is given by: 
∆E=EFe-C+EMLFe-EFe 
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Where EFe-C is the binding energy between the Fe membrane and graphene interface, 
EMLF is the total energy of the Fe monolayer, and EFe is the total energy of the Fe 
nanoparticle including the surface energy. If we consider a N×N Fe membrane, viz., the 
width has N atoms. The total amount of N2 Fe atoms will correspond to one cubic 
structure (with all facets as BCC (100) surfaces). Therefore we rewrite above equation as  
∆E = N2EMLFe + 4NEFe−C − N
2EFe − 6N
4/3Ω2/3Es 
Note, here EFe is the bulk BCC Fe energy excluding surface energy, while the last term 
includes the six surfaces for a cubic nanoparticle. Substituting in all the calculated 
energies, and assuming the interface energy EFe-C is the average energy of the different 
configurations we have; 
∆E = (−2.7eV)N2 + (−3eV)4N − (−4.8eV)N2 − (1eV)6N
4
3 
 
Figure 7.5 The energy difference between a 2D Fe membrane and a 3D 
Fe nanoparticle. The crossover where a nanoparticle becomes more 
favorable than a 2D membrane occurs around a membrane width 
comprised 12 atoms. 
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We can plot the above delta E as a function of N (Fig. 7.5), and find where the curve 
crosses the x axis. This yields equilibrium state around N=12. This means that for N<12, 
a mono-atomic Fe layer is more stable while for N>12 a 3D nanoparticle is favored. This 
is in excellent agreement with the experimental observation in which the largest observed 
diameters are around 10 atoms.  
 
Figure 7.6 (A) Partial density of states (pDOS) for bulk BCC Fe and (B) 
pDOS for a monoatomic layer of Fe with a square lattice having a lattice 
spacing 2.65 Å. The colors of the lines are illustrated below each figure, 
i.e. d alpha stands for the spin up orbital for d electrons while d beta 
stands for the spin down orbital for d electrons.  
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Figure 7.7 The two most probable configurations for Fe atom placement 
at the interface of a membrane based on DFT calculations 
The band structure of a freestanding monolayer Fe membrane is examined through 
spin polarized DFT calculations using the experimentally derived lattice constant (2.65 
Å) and compare it to the (calculated) band structure of bulk BCC Fe. By comparing the 
partial density of states one can see for the spin up (majority) orbitals, the dz2 orbital for 
2D Fe is significantly smaller than for bulk BCC Fe in figure 7.6. This is primarily due 
to the 2D nature of the Fe membrane since the dz2 orbital is out-of-plane while the dxy 
orbital is in-plane. The first principles calculations show a significantly enhanced 
magnetic moment for single atom thick Fe membranes (3.08 μB) as compared to bulk 
BCC Fe (2.1 μB) in good agreement with previously calculated values278. The total 
magnetic moment is slightly decreased by the Fe-C boundary effect but still much larger 
the bulk value. For a typical five member ring containing an Fe atom and a six member 
ring containing an Fe atom, the magnetic moments are 2.36 and 3.03 μB, respectively 
(see Fig. 7.7). Therefore, it is reasonable to assume that when the Fe membrane is 
embedded in graphene, its magnetic property will be affected by the boundary Fe atoms, 
none the less, the total magnetic moment is still much larger than for its bulk counterpart. 
7.4 Conclusions 
In summary, the free-standing mono-atomic suspended Fe membranes is studied 
theoretically. These 2D Fe nano-membranes are shown to have a square lattice with a 
2.65 Å lattice constant at room temperature. We also estimate that the largest stable 
membrane should be ca. 12 atoms wide or 3 × 3 nm2 which is in excellent agreement with 
the experimental observation. Besides, from DFTB and DFT simulations, the possibility 
of C embedded into the Fe membrane can been fully excluded which agrees with electron 
energy loss spectroscopy (EELS) measurement. A significantly enhanced magnetic 
moment for single atom thick Fe membranes (3.08 μB) is found by DFT as compared to 
bulk BCC Fe (2.1 μB), because of the 2D nature of the Fe membrane since the dz2 orbital 
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is out-of-plane while the dxy orbital is in-plane. These studies provide valuable data for 
further more accurate and in-depth theoretical investigations. The potential of perforated 
graphene as a support for 2D membranes is shown and one can anticipate new 2D 
structures from a variety of elements to emerge.  
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