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Abstract
One of the major challenges in computational science is to determine the uncer-
tainty of a virtual measurement, that is the prediction of an observable based on
calculations. As highly accurate first-principles calculations are in general unfeasi-
ble for most physical systems, one usually resorts to parameteric property models
of observables, which require calibration by incorporating reference data. The re-
sulting predictions and their uncertainties are sensitive to systematic errors such
as inconsistent reference data, parametric model assumptions, or inadequate com-
putational methods. Here, we discuss the calibration of property models in the
light of bootstrapping, a sampling method that can be employed for identifying
systematic errors and for reliable estimation of the prediction uncertainty. We
apply bootstrapping to assess a linear property model linking the 57Fe Mo¨ssbauer
isomer shift to the contact electron density at the iron nucleus for a diverse set of 44
molecular iron compounds. The contact electron density is calculated with twelve
density functionals across Jacob’s ladder (PWLDA, BP86, BLYP, PW91, PBE,
M06-L, TPSS, B3LYP, B3PW91, PBE0, M06, TPSSh). We provide systematic-
error diagnostics and reliable, locally resolved uncertainties for isomer-shift predic-
tions. Pure and hybrid density functionals yield average prediction uncertainties of
0.06–0.08 mm s−1 and 0.04–0.05 mm s−1, respectively, the latter being close to the
average experimental uncertainty of 0.02 mm s−1. Furthermore, we show that both
model parameters and prediction uncertainty depend significantly on the composi-
tion and number of reference data points. Accordingly, we suggest that rankings of
density functionals based on performance measures (e.g., the squared coefficient of
correlation, r2, or the root-mean-square error, RMSE) should not be inferred from
a single data set. This study presents the first statistically rigorous calibration
analysis for theoretical Mo¨ssbauer spectroscopy, which is of general applicability
for physico-chemical property models and not restricted to isomer-shift predictions.
We provide the statistically meaningful reference data set MIS39 and a new cali-
bration of the isomer shift based on the PBE0 functional.
∗corresponding author: markus.reiher@phys.chem.ethz.ch; Phone: +41446334308; Fax:
+41446331594
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1 Introduction
Predicting observables from a combination of scientific (knowledge-based) and statistical
(data-based) information is at the heart of any parameteric property model applied in
computational science.1 In chemical physics, property models are applied whenever it
is unfeasible or too demanding to calculate a target observable for a desired range of
chemical systems with benchmark methods. To resolve this issue, the target observable
is represented by a property model, which is a parametric representation of the former.
The statistical variables of a property model (parameters) represent its unknown part,
and their optimization (calibration of the model) requires both a reference data set and an
objective, e.g., minimization of the mean squared error. The reference data set comprises
pairs of values for (a) the target observable (obtained from measurements or benchmark
results) and (b) the corresponding input variable. The input variable can represent the
target observable itself or another physically motivated variable. It is also possible that
the input variable is a vectorial quantity representing, e.g., nuclear coordinates.
The purpose of calibration is the estimation of parameter values that maximize the
transferability of a property model to measurements or benchmark results of its target
observable not included in the reference data set. In the field-specific literature, there
are numerous applications of property models, e.g., for the calibration of force fields,2,3
exchange–correlation density functionals,4,5 dispersion-corrected potentials for density
functional theory,6 semi-empirical electronic structure methods,7 vibrational frequen-
cies,8–10 kinetic models,11–13 ionization potentials,14 thermochemical properties,15 prop-
erties of semi-conductors and insulators,16 linear free energy relationships,17 or melting
point models,18 to name only a few.
Concomitant with the maximization of transferability is the assessment of model pre-
diction uncertainty (MPU), i.e., the expected random deviation of a prediction from
a measurement or benchmark result. MPU can be estimated analytically (or at least
iteratively) if certain parametric assumptions are made on the population distribution
underlying the reference data set. For a continuous variable, the most likely of all other
parametric population distributions is the normal distribution, which is parameterized
by mean and variance.19 In that case, Bayesian inference is an efficient way to estimate
MPU,19 which we will also address in this paper. Generally, the more input–target pairs
are included in the reference data set, the more reliable it does represent the underlying
population distribution, and the less ambiguous is the selection of an adequate property
model. Consequently, MPU estimation becomes increasingly reliable for an increasing
number of data points given a reasonable property model and a specific input domain (the
interval of the input variable studied). However, in the usual case of a limited number of
data points, MPU estimation is error-prone and requires a thorough analysis of paramet-
ric population assumptions. Moreover, the property model under consideration may be
inadequate such that systematic deviations of predictions from measurements or bench-
mark results are observed.16,20–22 Another source of systematic errors are inconsistent
data (e.g., outliers).21,23,24
Here, we study nonparametric bootstrapping introduced by Efron,25 a statistical infer-
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ence method that meets the challenge of unknown population distributions by sampling
from available data. This approach produces an empirical population distribution, where
the reference data set itself represents the underlying population. By drawing samples
from the empirical population distribution, uncertainty in the parameters can be in-
ferred, which is an essential part in MPU estimation and, hence, for the assessment of
transferability.
We apply nonparametric bootstrapping to estimate the uncertainty of predictions of
the 57Fe Mo¨ssbauer isomer shift (target observable) inferred from a linear property model.
The corresponding input variable is the contact electron density at the iron nucleus of a
molecular iron compound, which is obtained from calculations based on density functional
theory. For 44 molecular iron compounds, we generate input data with 12 exchange–
correlation density functionals across Jacob’s ladder (PWLDA, BP86, BLYP, PW91,
PBE, M06-L, TPSS, B3LYP, B3PW91, PBE0, M06, TPSSh). We examine (a) systematic
errors in both the reference data and the property model, (b) the effect of experimental
uncertainty on the model parameters, (c) the reliability of different performance measures
(e.g., the squared coefficient of correlation, r2, or the root-mean-square error, RMSE),
and (d) the dependency of density functional rankings on the number and composition
of reference data points.
This paper is organized as follows: In Section 2, we introduce the idea of sampling
methods to estimate MPU, explain the essential concepts of nonparametric bootstrap-
ping, discuss its advantages for a specific class of property models (linear least-squares
regression), and demonstrate its ability to unravel different sources of systematic errors.
In Section 3, we discuss challenges for the prediction of the 57Fe Mo¨ssbauer isomer shift
on the basis of density functional theory, and reevaluate these challenges in the light of
a statistically rigorous calibration analysis.
2 Prediction uncertainty from sampling methods
Since statistically rigorous calibration of physico-chemical property models is the objec-
tive of this paper, we first provide a brief and concise review of the relevant concepts and
notation needed for this purpose.
To discuss the general concepts of sampling methods, we focus on the common case
of a single target observable, y, linked to a scalar input variable, x, or to a vectorial input
variable, x (in the following, we choose the more general notation x = (x0, x1, ...)
>).
Given a reference data set, D, comprising N data points (D ≡ {(xn, yn)} with n =
1, ..., N) we would like to learn predictions of the target observable by calibration of
the underlying property model, f(x,w) ≈ y, where w = (w0, w1, ...)> is the vector of
parameters.
The mean squared error, MSE, and the coefficient of determination, R2, are de-
termined with respect to a reference data set, D, and represent common performance
3
measures of a property model,
MSE ≡ MSED,w = 1
N
N∑
n=1
(
yn − f(xn,w)
)2
(1)
and
R2 ≡ R2D = 1−N
minw(MSED,w)∑N
n=1(yn − y¯)2
, (2)
where y¯ is the arithmetic mean of the target values, {yn}, and w is the vector of param-
eters. Minimizing the MSE with respect to the parameters, ∂MSED,w/∂wm = 0 ∀ m,
is equivalent to the method of least squares and yields minw(MSED,w). In the follow-
ing, we refer to the corresponding parameter vector as wD, and the shorthand notation
MSED ≡ minw(MSED,w) implies the least-squares objective.
It is important to distinguish the coefficient of determination, R2, from the squared
coefficient of correlation, r2, the latter being independent of the parametric model. Only
in some cases (such as linear least-squares regression with a single input variable), both
quantities are equivalent.
MSED and R2 are established measures of the model performance conditioned on
D, respectively. However, in terms of transferability we would like to know the model
performance independent of a specific data set. In the following thought experiment,
we assume that we can generate an asymptotically large number, B, of new (training)
samples, D∗b ≡ {(x∗nb , y∗nb)} with n = 1, ..., N and b = 1, ..., B, where the asterisk means
“drawn from the population distribution underlying D”. If the data points are randomly
drawn from a smooth population distribution, we can safely assume that all samples
have no data in common (the importance of independent samples for MPU estimation
will be discussed in Section 2.1). For every training sample, D∗b , we learn the least-
squares parameters, w∗b , of the corresponding property model, f(x,w
∗
b), and evaluate its
deviation from the target values of the reference sample, D,
MSED,w∗b =
1
N
N∑
n=1
(
yn − f(xn,w∗b)
)2 ≥ MSED . (3)
In Eq. (3), the target values yn are elements of D, whereas the predictions f(xn,w∗b) have
been learned from D∗b .
To estimate the model performance independent of D, E[MSE], we average over all
training samples, D∗b ,
E[MSE] =
1
B
B∑
b=1
MSED,w∗b ≥ MSED , (4)
where the equality only holds in the artificially ideal case of f(xn,w
∗
b) = f(xn,wD) ∀ b.
Compared to the MSED, the E[MSE] additionally incorporates uncertainty in the pa-
rameters.
Note that under the assumption of normally distributed data with respect to a para-
metric model, the E[MSE] can be calculated analytically, i.e., sampling is not required
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in that case. Here, however, we examine the implications of such a critical assumption,
which is why we explicitly refrain from considering a parameteric population distribution
underlying D.
2.1 Nonparametric bootstrapping — Sampling from available
data
The bootstrapping class of sampling methods by Efron25 has been continuously devel-
oped.26,27 In nonparametric bootstrapping, the reference sample, D, itself acts as popu-
lation and, hence, new samples are drawn from D. Consequently, given N input–target
pairs in D, these pairs are drawn with equal probability, p(xn, yn) = N−1. This procedure
of sampling from available data is referred to as resampling. The term nonparametric
refers to the exclusion of a parameteric population distribution. We drop this term in
the following and bootstrapping, if not otherwise mentioned, implies its (original) non-
parametric variant.
To generate a bootstrap sample, N elements are drawn from D with replacement. This
procedure is repeated B times, say B = 1000. There exist two variants of bootstrapping
if the reference data set is composed of input–target pairs.26,27 The first variant is
independent of the property model under consideration and referred to as pair resampling.
In that case, the input–target pairs themselves are drawn with replacement, i.e., the
bootstrap samples are constructed as D∗b ≡ {(xn, yn)∗b}. The second variant requires a
pre-calibrated property model conditioned on the reference data set, D. The resulting
residuals, rn = yn − f(xn,wD), are then subject to resampling, which is referred to as
residual resampling. Since independent and identically distributed residuals are assumed
in that case, they have the same probability to occur anywhere along the input domain
for which data is available. Consequently, the input values, xn, are fixed in residual
resampling, whereas the residuals, rn, are randomly drawn (with replacement) and added
to the pre-calibrated property model, f(xn,wD). Hence, the corresponding bootstrap
samples are constructed as D∗b ≡ {(xn, f(xn,wD) + r∗nb)}. Here, we will exclusively
apply pair resampling since calibration prior to bootstrapping imposes further critical
assumptions.
Bootstrapping allows us to sample mean and variance of the parameters contained
in a calibration model (and of arbitrary other statistics) without relying on parametric
population assumptions. Mean and covariance of w read
w¯∗ =
1
B
B∑
b=1
w∗b (5)
and
σ2w∗ =
1
B − 1
B∑
b=1
(w∗b − w¯∗)(w∗b − w¯∗)> , (6)
respectively.
The model performance can be estimated from bootstrapping according to Eq. (4),
where the square root of E[MSE] represents an estimate of the MPU. Note that this
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bootstrapped variant of the E[MSE] is different from that derived in the thought exper-
iment introduced in the beginning of this section. Here, the reference data set, D, and
the training data sets, D∗b , have many data points in common. This overlap promotes
underestimation of MPU, and there exist straightforward corrections to the bootstrapped
E[MSE], for instance, the .632 estimator,28,29
E[MSE].632 = 0.368 MSED + 0.632
1
N
N∑
n=1
E[MSE]−n , (7)
where E[MSE]−n refers to the E[MSE] with respect to the n-th data point, which is not
involved in the calibration of the corresponding property models f(x,w∗b),
E[MSE]−n =
1
|B−n|
∑
b∈B−n
(
yn − f(xn,w∗b)
)2
. (8)
Here, B−n and |B−n| represent the set and number of bootstrap samples not comprising
the n-th input–target pair, respectively. The constant 0.632 ≈ 1 − e−1 relates to the
probability of a data point to be included in a bootstrap sample.29 In overfitting situations
(when the model is too complex such that data noise is fitted), the .632 estimator can be
biased. In such a case, the constant 0.632 requires correction, resulting in the improved
.632+ estimator.30
Another resampling method that is most popular with respect to MPU estimation is
referred to as cross-validation.29 In k-fold cross-validation, one splits the reference data
set into k subsets of most similar size. The model is trained on k−1 subsets and validated
with respect to the remaining one. This procedure can be performed in k distinct ways.
Leave-one-out cross-validation is a frequently applied variant of k-fold cross-validation
where k = N . The corresponding measure of model performance, E[MSE]LOO, reads
E[MSE]LOO =
1
N
N∑
n=1
(
yn − f(xn,wD−n)
)2
, (9)
where wD−n refers to the least-squares estimate of w with the n-th data point removed
from the reference data set. Since cross-validation usually deals with a limited number of
k training samples, it is, in general, computationally more efficient than bootstrapping.
One of the advantages of bootstrapping over cross-validation is, however, the direct
assessment of variability for estimated parameters. Furthermore, cross-validation may
suffer from a poor bias–variance tradeoff.29 This issue relates to the observations that
(a) for large values of k (in particular for k = N), the variance of model parameters is
overestimated, while (b) for small values of k (in particular for k = 2), the expected value
of model parameters is biased. Both effects may strongly misestimate the E[MSE]. In
bootstrapping, this issue is resolved by the .632 and .632+ estimators.
We would like to highlight that the sampled parameter distributions resemble em-
pirical variants of posterior distributions employed in Bayesian inference.31 The latter
approach allows for a direct estimation of MPU, which bypasses the need for corrections.
For the inference of arbitrary posterior distributions, a Bayesian approach is generally
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much more involved than bootstrapping. However, if Gaussian posterior distributions are
enforced (by choosing Gaussian prior distributions and a Gaussian likelihood function),
the MPU can be estimated efficiently through Bayesian inference,19 which we will discuss
in the next subsection. In this study, we will compare the .632 bootstrap estimate of
MPU to that obtained from Bayesian inference, assuming normality of the population
distribution in the latter case.
Bootstrapping is an appealing alternative to statistical methods implying parametric
assumptions on population distributions. On the one hand, modern general-purpose
computers can generate and analyze thousands of bootstrap samples in a few seconds
given a light fitting problem, i.e., one where calibration is not the limiting step such as
in linear least-squares regression. On the other hand, it is an objective approach as it
allows for inferring statistical quantities solely from available information (the reference
data set). Clearly, if the available data is biased in a way that it badly represents the true
underlying population distribution, application of bootstrapping or any other statistical
method is not sensible. Major sources of data bias are small sample sizes26 and gross
outliers. For the latter exist established detection methods.29 Strictly speaking, even
bootstrapping builds upon a population assumption, i.e., the reference data set itself
being the population. To express it in Chernick’s words,26 bootstrapping does not mean
“getting nothing for something”, but “getting the most from the little that is available”.
2.2 Prediction uncertainty of linear regression models
Linear regression refers to a class of calibration procedures, where a target observable, y,
is estimated to be a linear combination, f(x,w), of M input variables, xm (m = 1, ...,M),
and M + 1 parameters, wm (m = 0, 1, ...,M , where the zero-index refers to the intercept,
which is quasi-multiplied by x0 = 1),
f(xn,w) =
M∑
m=0
wm(xm)n = x
>
nw , (10)
where n = 1, ..., N enumerates the input–target pairs of the reference data set, D.
Given a least-squares objective, the parameter vector wD reads
wD =
(
X>X
)−1
X>y , (11)
where the so-called design matrix19 X = (x1, ...,xN)
> contains all instances of the input
vector x contained in D, and y = (y1, ..., yN)> is the vector of target values.
Even though linear least-squares regression is a well-established approach with eli-
gibility for many applications, it implies certain critical assumptions;26 (a) independent
and identically distributed residuals, rn = yn−f(xn,wD), (b) finite variance of residuals,
and (c) variance-free input variables. Only if these assumptions are valid, the least-
squares approach yields the best linear unbiased estimate of the regression parameters.
For instance, violation of assumption (c) is a ubiquitous phenomenon in the calibration
of property models. It is a central topic of this paper and will be discussed in detail in
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Section 3. Furthermore, if assumption (a) is violated because the variance of the residuals
is correlated with one or more input variables, one should instead minimize the weighted
MSE, WMSE,32 for calibration,
WMSE ≡WMSED,w,U = 1
N
N∑
n=1
u−2n
(
yn − f(xn,wU)
)2
, (12)
where U is a diagonal weight matrix (assumption of independent residuals),
U =
u
2
1 · · · 0
...
. . .
...
0 · · · u2N
 . (13)
For property models, the elements u2n usually represent experimental variances. The
parameter vector obtained from weighted least-squares regression, wD,U, reads
wD,U =
(
X>U−1X
)−1
X>U−1y . (14)
This expression is a generalization of the special case covered by Eq. (11) where all
elements un are equal, which is why we drop the subscript U in the following (it will be
evident from the context to which definition of U we are referring). For the analysis of
MPU, it is sufficient to consider the average (root-mean-square) experimental uncertainty,
〈u〉, in the special case of equality,
〈u〉 ≡
√√√√ 1
N
N∑
n=1
u2n . (15)
In bootstrapped linear least-squares regression, each bootstrap sample yields a pa-
rameter vector
w∗b =
(
(X∗b)
>(U∗b)
−1X∗b
)−1
(X∗b)
>(U∗b)
−1y∗b , (16)
where the asterisk indicates that X, y and U are affected by the resampling procedure.
Properly speaking, when explicitly considering uncertainty on the target observable, pair
resampling is replaced by triple resampling where bootstrap samples are constructed
as D∗b ≡ {(xn, yn, un)∗b}. Locally resolved MPU for a prediction at the input value x0,
u(x0), can be estimated from the reduced MSE—by a factor of N/(N −M − 1)—and
the covariance matrix of the model parameters, σ2w∗ , introduced in Eq. (6),
16
u(x0) =
√
N
N −M − 1MSED,w¯∗ + x
>
0 σ
2
w∗x0 . (17)
Note that u2(x0) estimates the prediction variance of the target observable at the input
value x0 with respect to the average experimental variance, 〈u〉2, which would converge
to the reduced MSE if all systematic errors have been removed. For a new series of
measurements at input value x0 with experimental variance u
2
0, it is necessary to add
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the difference u20 − 〈u〉2 to the reduced MSE in Eq. (17). The relation between the
E[MSE].632 and the locally resolved MPU is given by
E[MSE].632 ≈ 1
N
N∑
n=1
u2(xn) , (18)
where the approximation sign arises, i.a., from the assumption of normality of the param-
eter distributions as indicated by the second term on the right-hand side of Eq. (17). The
entire right-hand side of Eq. (17) can be replaced by its sampled analog (bootstrapping
of prediction intervals27), but for the sake of user-friendliness, we decided to employ a
limited number of distinct characteristic values (in this study, two for a prediction, w¯∗,
and three for the corresponding uncertainty, σ2w∗) to facilitate comparisons of different
computational methods (e.g., density functionals) with respect to their performance.
Bayesian linear regression is an alternative to bootstrapped linear least-squares regres-
sion. If there is good reason to assume that the parameter distributions are Gaussian,
Bayesian linear regression can be much more efficient than sampling-based regression.
Bayesian linear regression provides analytical posterior distributions of parameters,19
the maxima of which represent the best-fit parameter vector, wMAP (MAP, maximum
posterior). The procedure is outlined in the Appendix and yields a measure of model
performance referred to as mean predictive variance (MPV),
MPV =
1
N
N∑
n=1
s2(xn) , (19)
where s2(xn) is the analogue of u
2(xn) obtained from bootstrapping. Alternatively, the
MPV can be obtained by summing over a dense grid of input values (with a number of
grid points  N),16 which yields a smoother result in the sense that it is less dependent
on the particular choice of reference input values. In that case, it is important to specify
the bounds of the input interval and the spacing between or distribution of grid points.
In the following, we will report the square roots (RMSE, R632, RMPV, RLOO) of the
performance measures introduced (MSED, E[MSE].632, MPV, E[MSE]LOO) for the sake
of better comparability with the experimental uncertainty.
2.3 Jackknife-after-bootstrapping — Data diagnostics
So far, the discussion of statistical inference was built on the implicit assumption of data
sets representing their underlying population distributions well. Verifying the validity
of this assumption is a tedious task, but a diagnostic referred to as jackknife-after-
bootstrapping provides a good approximation to the problem.26,33 In the first step of
that diagnostic (given a data set with N input–target pairs), the sampled ensemble of
parameters, {w∗b}, is decomposed into N different sets, {w∗b}−n (n = 1, ..., N), the n-th of
them containing only those parameters w∗b learned from bootstrap samples in which the
n-th input–target pair is not included. For instance, one obtains a bootstrap estimate
of the mean of a parameter with the n-th data point removed, w¯∗−n. If this jackknifed
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mean deviates significantly from that inferred from the complete reference data set, w¯∗,
we have an indication that the n-th data point biases the calibration.
An appealing feature of the jackknife-after-bootstrapping method is its efficiency. In-
stead of running N extra bootstrap simulations, one only performs a single bootstrap
simulation on the complete reference data set. The reason is that some bootstrap samples
do not contain certain data points. In this way, the decomposition of parameters into
N subsets can be performed simultaneously to the bootstrap simulation on the complete
reference data set. Since the probability of a data point to be excluded from a boot-
strap sample is roughly29 0.368 ≈ e−1, we recommend to increase the default number of
bootstrap samples by a factor of approximately 3 to preserve the intended calibration
accuracy.
3 Case study: Isomer-shift calibration in theoretical
57Fe Mo¨ssbauer spectroscopy
Calibration has been frequently applied to predict the isomer shift observed in 57Fe
Mo¨ssbauer spectroscopy.34–60 The corresponding theory61 postulates a linear relationship
between the measurable isomer shift, δexp, and the difference in the contact electron
density (CED), ρabsorber − ρsource, of the 57Fe isotope embedded in two different chemical
environments (referred to as absorber and source),
δexp = g(r)
(
∆r
r
)
[ρabsorber − ρsource] . (20)
g(r) is a function of the average charge radius, r, of an iron nucleus, and ∆r is the
difference between the charge radii of the excited state and the ground state of an iron
nucleus. In the corresponding property model, δ(ρabsorber,w) with w = (w0 w1)
>, all
quantities of the right-hand side of Eq. (20) except for ρabsorber are hidden in the regression
parameters, w0 (intercept) and w1 (slope),
δ(ρabsorber,w) = w0 + w1ρabsorber ≈ δexp . (21)
The absorber CED (ACED), ρabsorber, is determined from an electronic structure
method, typically based on density functional theory. Since every specification employed
in an electronic structure calculation (e.g., density functionals, basis sets, integration
grids, convergence criteria) may affect the value of ρabsorber, the property model needs
to be calibrated every time a specification is changed. As noted in Section 2.2, one of
the key assumptions in applying linear least-squares regression are variance-free input
values. While electronic structure calculations yield virtually variance-free results (ne-
glecting numerical errors and convergence threshold effects), the expectation value of an
observable remains unpredictable due to method-inherent systematic errors, which are
collectively referred to as method inadequacy.16,20 Method inadequacy causes the average
uncertainty of the reference isomer shifts to be non-reproducible, no matter which values
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we choose for w0 and w1. Consequently, one should have serious doubt on the validity of
the free-of-variance assumption.
Another frequent source of systematic errors are inconsistent data. On the one hand,
the reference isomer shifts employed in this study have been recorded at different temper-
atures (4–100 K), which can lead to signed deviations of about −0.02 mm s−1 (second-
order Doppler shift).61 Bochevarov, Friesner, and Lippard50 proposed to consider only
those isomer shifts recorded at liquid helium temperature (4.2 K). This situation is clearly
desirable, but it would have limited our reference data set in terms of chemical diversity.
On the other hand, it is difficult to ensure that the molecular-structure representations
employed are sufficiently accurate for reliable ACED calculations. Even though crystal
structures guide the search for the correct minimum on the Born–Oppenheimer surface,
there is no guarantee that structure optimization yields reliable results. Furthermore,
not only the iron-containing compound itself may be important for isomer-shift calibra-
tion, but also the closer environment of the solid sample such as adjacent iron complexes,
counter-ions, or solvent molecules. The effect of the molecular-structure representation
on the ACED remains an issue to be studied, which is beyond the scope of this work.
In essentially all previous calibration studies of the isomer shift,34–60 the squared
coefficient of correlation, r2, served as a measure to assess the performance of an electronic
structure method (note that in linear least-squares regression with a single input variable,
as applied here, r2 is identical to the coefficient of determination, R2). However, according
to Eqs. (2) and (4), there is no guarantee that R2 (= r2) allows for a reliable comparison
of two electronic structure methods with respect to their transferability, because this
performance measure does not take into account uncertainty in the model parameters.
The incompleteness of r2 (or the RMSE) as model performance measure, the possible
existence of inconsistent reference data, and the unpredictable variability in the input
variable has motivated us to reexamine isomer-shift calibration in the light of a statisti-
cally rigorous analysis. We assess the reliability of different performance measures and
study the transferability of 12 density functionals with respect to isomer-shift predictions
for 44 iron compounds of considerable chemical diversity (cf. Table 1).
Details on the computational protocol employed for both statistical calibration anal-
ysis and quantum chemical calculations are provided in the Appendix. Our statistical
calibration program reBoot developed for the analysis presented in this paper will be
made available on our webpage.62 In combination with the data provided in the Support-
ing Information, reBoot allows one to reproduce all results of our paper. Furthermore,
reBoot can be harnessed to apply the statistical calibration methods presented in our
paper to arbitrary polynomial property models that are linear with respect to their pa-
rameters. Note that the statistical methods implemented in reBoot are not limited to
this family of models. For instance, implementation of non-polynomial models or models
being nonlinear in their parameters would be straightforward.
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3.1 Reference set of molecular iron compounds
In previous calibration studies of the isomer shift,34–60 a variety of iron complexes was
considered. Here, we chose a diverse set of molecular iron compounds (Table 1 and Figs.
S6–S16) representing wide ranges of formal oxidation states, spin multiplicities, total
charges, and ligand environments (type, number, and spatial orientation). We blended
parts of previous reference sets by Friesner and Lippard,50 Neese,49 Noodleman,41 and
our group54 with iron(I) complexes.63–70 We explicitly excluded linear and T-shaped
iron compounds with a formal oxidation state of +1, since these species are known to
reveal pronounced spin–orbit coupling71–75 not considered in our computational approach.
While the effect of strong spin–orbit coupling on iron CEDs remains a subject to be
studied in more detail, scalar-relativistic effects have been found to induce only a constant
shift of nonrelativistic CEDs for iron-containing molecules, which is why isomer-shift
calibration is frequently based on nonrelativistic calculations.61 In our previous study
on 57Fe isomer-shift calibration,54 we found that scalar-relativistic calculations lead to a
slightly higher correlation between the target observable and the input variable compared
to nonrelativistic calculations. However, in preparation of the present work, we detected
a specification error for iodine in the EMSL basis-set database76 for the def2-TZVP basis
set and the Molcas computer program that turned out to be the source of the slightly
better performance. Correction of this error reveals equivalent input–target correlation
for scalar-relativistic and nonrelativistic results.
3.2 Effect of experimental uncertainty on model parameters
When applying linear least-squares regression to all reference isomer shifts (N = 44,
see Fig. 1, left), we find an RMSE of 0.07 mm s−1 for all hybrid density functionals
(B3LYP, B3PW91, PBE0, M06, TPSSh). For the pure density functionals (PWLDA,
BP86, BLYP, PW91, PBE, M06-L, TPSS), the RMSE ranges from 0.08 mm s−1 (M06-L,
TPSS) to 0.10 mm s−1 (BLYP); see also Table 2.
Even though the RMSE is a lower bound to the MPU inferred from this specific set
of reference isomer shifts, it is already significantly larger than the average experimental
uncertainty of 〈u〉 = 0.02 mm s−1 found for molecular iron compounds.87 However, it is
possible that 〈u〉 is larger than 0.02 mm s−1 for the compounds studied here, since several
isomer-shift measurements were reported without uncertainty (cf. Table 1). Selecting only
those measurements for which uncertainty has been reported (N = 30), we also find an
average experimental uncertainty of 〈u〉 = 0.02 mm s−1. The RMSE still ranges from
0.06 mm s−1 (B3LYP, B3PW91, PBE0, M06) to 0.10 mm s−1 (BLYP). This discrepancy
between the average experimental uncertainty and the RMSE indicates that explicit
consideration of experimental uncertainty (through weighted least-squares regression)
may have a minor effect on the model parameters. This hypothesis can be examined
by iteratively reweighted linear least-squares regression16,32 (see the Appendix for more
details). Table 3 summarizes the results for B3LYP, which was repeatedly found to
perform superior to other density functionals in isomer-shift calibration.35,36,42,49,50,55
While the slope, w1, is almost invariant to the approaches applied, the intercept,
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Figure 1: Results of bootstrapped (B = 105) linear least-squares regressions in the presence
(left) and in the absence (right) of the inconsistent data points #1, #2, #7, #13, #28 (cf. Table
1). The width of the 95% confidence band (turquoise area, obtained from the 0.025 and 0.975
quantiles of the bootstrapped joint distribution of model parameters) decreases by a factor of
about 2 when removing the inconsistent data points. The solid lines represent mean values
of regression parameters over all bootstrap samples, w¯∗, and are visually indistinguishable
from the least-squares solutions to the regression problem, wD. The dashed line (right) is
a replication of the solid line shown in the left frame (identical values for w0 and w1). The
corresponding ACED values were obtained from B3LYP/def2-TZVP calculations.
w0, changes by 57.41 mm s
−1 when switching from ordinary (unweighted) least-squares
regression to weighted least-squares regression, whereas least-squares regression and it-
eratively reweighted least-squares regression yield almost identical results (deviation of
3.65 mm s−1). In the first instance, these results suggest that experimental uncertainty
does not need to be taken into account since method inadequacy and/or data inconsis-
tency appear to play a dominant role. However, the bootstrapped standard deviation
of the intercept, which is larger than 100 mm s−1 in each case, indicates that the dif-
ferences between all calibration procedures are insignificant. Qualitatively analogous re-
sults were obtained for the remaining density functionals. As a consequence, we assume
that calibration of our property model, δ(ρabsorber,w), is not perturbed by the inclusion
of reference isomer shifts for which experimental uncertainty was not reported. If not
mentioned otherwise, the application of bootstrapping will imply ordinary (unweighted)
least-squares regression, which is equivalent to assigning the average experimental uncer-
tainty of 〈u〉 = 0.02 mm s−1 to all reference isomer shifts.
In the next two subsections, we will explore the possibilities to unravel the effects of
method inadequacy and data inconsistency on the model residuals.
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Table 2: Performance measures (RMSE, R632, RMPV, RLOO) of density functionals regard-
ing isomer-shift prediction. The reference data set is the original one (N = 44). RMSE, R632,
and RLOO were calculated on the basis of ordinary (unweighted) least-squares regression. The
RMPV was obtained from Bayesian linear regression based on the evidence approximation. For
the calculation of the .632 estimator, R632, B = 105 bootstrap samples were generated. All
performance measures are reported in mm s−1. The corresponding ACED values were obtained
with the def2-TZVP basis set for ligand atoms.
functional RMSE R632 RMPV RLOO
PWLDA 0.09 0.10 0.09 0.10
BP86 0.09 0.09 0.09 0.09
BLYP 0.10 0.10 0.10 0.10
PW91 0.09 0.09 0.09 0.09
PBE 0.09 0.09 0.09 0.09
M06-L 0.08 0.08 0.08 0.08
TPSS 0.08 0.09 0.09 0.09
B3LYP 0.07 0.07 0.07 0.07
B3PW91 0.07 0.07 0.07 0.07
PBE0 0.07 0.07 0.07 0.07
M06 0.07 0.07 0.07 0.07
TPSSh 0.07 0.08 0.08 0.08
Table 3: Parameters of the linear isomer-shift model, δ(ρabsorber,w), optimized with different
calibration procedures based on linear least-squares regression. Only those reference isomer
shifts with reported experimental uncertainty (N = 30) were employed. The corresponding
ACED values were obtained from B3LYP/def2-TZVP calculations. Standard deviations in
parentheses were obtained from bootstrapping (B = 104).
calibration procedure w0 (mm s
−1) w1 (mm s−1 bohr3)
ordinary (unweighted) 4454.80(15303) −0.38(1)
weighted 4397.39(14260) −0.37(1)
iteratively reweighted 4451.15(14963) −0.38(1)
3.3 Selection of the property model with Occam’s razor
First of all, we examine whether systematic method inadequacy is present. Systematic
method inadequacy would result in residuals which show a trend with respect to the un-
derlying property model instead of random scatter. While Gaussian process regression104
is a reliable approach to infer the model complexity with the highest transferability, we
will apply a simple alternative based on Occam’s razor. In addition to the linear model,
which is based on a physical theory,61 we choose quadratic, cubic, and quartic models,
δM(ρabsorber,w) =
M∑
m=0
wmρ
m
absorber , (22)
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with M = 2, 3, 4. In bootstrapping procedures, the model parameters are calibrated with
respect to a bootstrap sample and then validated at a reference sample. Therefore, if the
model is too rigid or too flexible (i.e., when it features too few or too many parameters,
respectively), we will observe decreased transferability compared to a balanced model
through an increase of the MPU. Table 4 summarizes the results for B3LYP.
Table 4: Estimated MPU (R632) for four property models of increasing polynomial degree,
M , on the basis of B = 104 bootstrap samples (N = 44), respectively. The corresponding
ACED results were obtained from B3LYP/def2-TZVP calculations. The linear and quadratic
models reveal the lowest MPU.
property model M R632 (mm s−1)
linear 1 0.07
quadratic 2 0.07
cubic 3 0.08
quartic 4 0.10
The linear and quadratic models reveal the lowest MPU as measured by the .632
estimator. According to Occam’s razor, we choose the simpler of both models, which is
also the only one built on physical grounds.61 By inspection of Fig. 1, the residuals of the
linear model appear randomly distributed. Qualitatively identical results were obtained
for the remaining density functionals. Consequently, we may assume that the discrepancy
between RMSE and 〈u〉 is rooted in inconsistent data and/or random method inadequacy.
The latter effect would be a consequence of non-constant systematic errors introduced
by the electronic structure method under consideration, which cause an increase in data
noise.16
3.4 Assessment of data inconsistency based on jackknife-after-
bootstrapping
In Fig. 1 (left), uncertainty in the regression parameters is represented by the 95% con-
fidence band (turquoise area, see the Supporting Information for details) obtained from
bootstrapping (B = 105). The corresponding ACED values were obtained from B3LYP
calculations. The black line represents the mean of regression parameters over all boot-
strap samples, w¯∗, as defined in Eq. (5). R632, RMPV, and RLOO equal the RMSE
(0.07 mm s−1); see also Table 2. Note that the experimental resolution is limited to
0.01 mm s−1. If instead it would be artificially increased to 0.001 mm s−1, which can
be approximated by adding a trailing zero to the reference isomer shifts, we obtain
RMSE = 0.066 mm s−1, R632 = 0.070 mm s−1, RMPV = 0.069 mm s−1, and RMPV =
0.070 mm s−1. For details on a statistically valid increase of the experimental resolution,
see the Appendix. Hence, the low experimental resolution masks the effect of parameter
uncertainty on the MPU as measured by R632, RMPV, and RLOO, at least for this
specific composition and number of isomer shifts. Moreover, the RLOO appears to be an
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efficient alternative to the R632 for isomer-shift calibration. Qualitatively similar results
were also obtained for the remaining density functionals (Table 2).
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Figure 2: Bootstrapped parameter distributions (B = 105, histograms with 50 bars each)
and Gaussian posterior parameter distributions (solid curves) obtained in the presence (top)
and in the absence (bottom) of the inconsistent data points #1, #2, #7, #13, #28 (cf. Table
1 and Fig. 1, left). After their removal, the standard deviation of both intercept, w0, and
slope, w1, introduced in Eq. (21) decreases by a factor of about 2, and the corresponding mean
values are obviously shifted. Furthermore, the similarity between the two types of parameter
distributions increases. Here, we employed an isomer-shift model with a centered ACED, i.e.,
δ(ρ) = w0 +w1(ρ− ρ¯), where we dropped the subscript “absorber”. ρ¯ refers to the mean ACED
of the reference data set considered. The corresponding statistics of the model parameters are
summarized in Table 5. All ACED values were obtained from B3LYP/def2-TZVP calculations.
In Fig. 2 (top left and top right), histograms of the bootstrapped parameter distribu-
tions (B = 105) are shown. The solid curves are Gaussian posterior distributions obtained
from Bayesian linear regression. We find systematic deviation of the posterior slope dis-
tribution from its bootstrapped variant, in particular with respect to higher moments
(skewness), which may explain the slight difference between R632 and RMPV when ar-
tificially increasing the experimental resolution. The skewness of the bootstrapped slope
distributions may arise from data points with an above-average effect on the objective
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(here, sum of least squares) such as those at the boundaries of the input domain or ap-
parent outliers. By contrast, the agreement between the posterior intercept distribution
and its bootstrapped variant appears to be sufficiently high. Q–Q plots of bootstrapped
and Gaussian parameter distributions (Fig. S1) support these findings.
Table 5: Statistics of model parameters corresponding to the distributions shown in Fig. 2.
w¯m and σwm (m = {0, 1}) correspond to mean and standard deviation of the inferred parameter
distributions, respectively. corrw0,w1 refers to the correlation between w0 and w1 as measured
by the square root of r2. For better comparability, the results have not been rounded to the
experimental resolution (0.01 mm s−1).
inference method N w¯0 w¯1 σw0 σw1 corrw0,w1
bootstrapping 44 0.3295 −0.3674 0.0101 0.0157 −0.4720
39 0.2888 −0.3805 0.0056 0.0082 −0.0776
Bayesian 44 0.3288 −0.3658 0.0102 0.0137 0.0000
39 0.2886 −0.3801 0.0057 0.0085 0.0000
To examine the reliability of the sampled parameter distributions and the MPU as-
sociated with them, we apply the jackknife-after-bootstrapping method. An overview
in Fig. 3 (left) of the RMPV versus the normalized unsigned deviation in the intercept,
∆w0,n,
∆w0,n ≡
|w¯∗0,−n − w¯∗0|∑N
n=1 |w¯∗0,−n − w¯∗0|
, (23)
optimized with respect to both D and D−n, reveals no clear correlation between the
quantities (here, D−n refers to the reference data set with the n-th data point removed,
and the RMPV is given with respect to D−n). The same holds true for the correlation
between the RMPV and the normalized unsigned deviation in the slope (Fig. 3, center),
∆w1,n ≡
|w¯∗1,−n − w¯∗1|∑N
n=1 |w¯∗1,−n − w¯∗1|
. (24)
As the parameters are correlated in the property model, we also calculated the normalized
root-mean-square deviation of the property model, ∆δn, calibrated with respect to both
D and D−n,
∆δn ≡
√∑N
i=1
(
δ(ρi,absorber, w¯∗−n)− δ(ρi,absorber, w¯∗)
)2
∑N
n=1
√∑N
i=1
(
δ(ρi,absorber, w¯∗−n)− δ(ρi,absorber, w¯∗)
)2 . (25)
A plot (Fig. 3, right) of the RMPV versus ∆δn reveals a more distinct correlation. At
smaller deviations, the RMPV is almost constant, whereas it decreases overlinearly at
larger deviations. Hence, if the removal of a data point significantly changes the func-
tional form of the property model, it also has a significant effect on the MPU.
The plots of Fig. 3 reveal four data points (#1, #2, #13, #28, cf. Table 1 and Fig.
1, left) that lead to a distinct decrease of the MPU and high values of ∆δn, respectively.
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Figure 3: RMPV of N jackknife data sets, D−n, versus three measures of the difference be-
tween various calibrations of δ(ρabsorber,w). The reference calibration (B = 10
4) is performed
with respect to the complete reference data set, D, yielding w¯∗, which is compared to N cali-
brations based on the jackknife data sets, D−n, yielding w¯∗−n. Left: ∆w0,n, normalized absolute
deviation of w¯∗0,−n from w¯∗0 (intercept). Center: ∆w1,n, normalized absolute deviation of w¯∗1,−n
from w¯∗1 (slope). Right: ∆δn, normalized root-mean-square deviation of δ(ρabsorber, w¯∗−n) from
δ(ρabsorber, w¯
∗). The data points highlighted (#1, #2, #13, #28, cf. Table 1 and Fig. 1, left) are
potentially inconsistent as their removal leads to significant changes in the MPU as measured
by the RMPV. For better legibility, the results of the RMPV have not been rounded to the
experimental resolution (0.01 mm s−1). The corresponding ACED values were obtained from
B3LYP/def2-TZVP calculations.
The question arises whether these data points are inconsistent in the sense that if they
are present, the underlying population distribution may not be well-represented by the
data set under consideration. Since we are studying several density functionals, we can
examine whether we find the same potentially inconsistent data points in the remain-
ing cases. We find that three of the four potentially inconsistent data points identified
with B3LYP are also identified as most likely inconsistent with all other density func-
tionals (we considered the four highest values of ∆δn for each density functional). This
finding indicates that these data points (#1, #2, #28) are not affected by inconsistent
ACED calculations as they have been identified to be inconsistent irrespective of the
density functional employed. Rather, systematic measurement errors or deficiencies in
the molecular-structure representation may be responsible for their inconsistent status.
Moreover, the fourth potentially inconsistent data point identified with B3LYP (#13)
has also been identified with three other hybrid density functionals (B3PW91, PBE0,
M06) and is ranked fifth with respect to ∆δn for the remaining hybrid density functional
(TPSSh). In this case, we interpret data point #13 as affected by inconsistent ACED
calculations (method inadequacy) as it was only identified inconsistent by a particular
category of density functionals. Likewise, data point #7 (cf. Table 1 and Fig. 1, left)
is one of the first four data points identified potentially inconsistent by all pure density
functionals (PWLDA, BP86, BLYP, PW91, PBE, M06-L, TPSS) and one hybrid density
functional (TPSSh), and is ranked fifth with respect to ∆δn for all remaining hybrid
20
density functionals but M06. We do not find obvious similarities in the corresponding
compounds regarding the different categories in Table 1, but in all five cases, iron is co-
ordinated to nitrogen (Fig. 4). We also compared the calculated versus ideal expectation
value of the 〈S2〉 operator for all open-shell complexes (Table S5), but find no anomalies
for the inconsistent data points. Likewise, we cannot confirm that the root-mean-square
deviation of atomic positions is particularly high for those iron complexes corresponding
to inconsistent input–target pairs (Table S1).
#1#2
#28
#7
#13
Figure 4: Molecular structures (tube models) corresponding to the inconsistent input–target
pairs #1, #2, #7, #13, #28 (cf. Table 1 and Fig. 1, left). All complexes exhibit at least one
iron–nitrogen bond. Color code: magenta, iron; light gray, carbon; white, hydrogen; green,
chlorine; blue, nitrogen; red, oxygen; yellow, sulfur; dark gray, chemical bond.
To obtain reliable estimates of the MPU, we decided to remove all inconsistent data
points (#1, #2, #7, #13, #28, cf. Table 1 and Fig. 1, left). Repeating bootstrapped
(B = 105) linear least-squares regression (Fig. 1, right), the updated property model
(solid line) clearly deviates from that one calibrated with respect to the reference data
set including the inconsistent input–target pairs (dashed line). Fig. 2 (bottom left and
bottom right) reveals that mean and standard deviation of the bootstrapped parameter
distributions (histograms) change significantly, the latter decreases by a factor of 2 (cf.
Table 5). The corresponding Gaussian posterior distributions obtained from Bayesian
linear regression (solid curves) are now both quite similar to their sampled counterparts.
This finding is also supported by Q–Q plots of bootstrapped versus Gaussian parameter
distributions (Fig. S1). Even though the 95% confidence band (Fig. 1, right) is narrower
than before, we now find a difference between the RMSE (0.03 mm s−1) and R632 as well
as RMPV and RLOO (0.04 mm s−1, respectively). This finding is an artifact resulting
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from the low experimental resolution of 0.01 mm s−1. Increasing the experimental reso-
lution artificially from 0.01 mm s−1 to 0.001 mm s−1, we obtain RMSE = 0.035 mm s−1,
R632 = 0.036 mm s−1, RMPV = 0.036 mm s−1, and RLOO = 0.036 mm s−1. In this
case, we see that the difference between RMSE and R632 decreases from 0.004 mm s−1
to 0.001 mm s−1, which we would expect for a narrowing of the confidence band. Fur-
thermore, due to the higher similarity of the bootstrapped and Gaussian posterior dis-
tributions after removal of the inconsistent data points, we also find that the difference
between R632 and RMPV vanishes (before: 0.001 mm s−1) for the increased experimental
resolution. This result indicates that the normal-population assumption appears to be
reasonable for isomer-shift calibration after removal of inconsistent data points. Again,
the RLOO appears to be an efficient alternative to the R632 for isomer-shift calibration.
Note that the updated RMSE (0.03 mm s−1 instead of 0.07 mm s−1) is now much closer
to the average experimental uncertainty (〈u〉 = 0.02 mm s−1). For the remaining den-
sity functionals, the RMSE ranges from 0.03 mm s−1 (B3PW91, PBE0) to 0.08 mm s−1
(BLYP), while R632, RMPV, and RLOO range from 0.04 mm s−1 (B3PW91, PBE0,
TPSSh) to 0.08 mm s−1 (BLYP); see also Table 6.
Table 6: Performance measures (RMSE, R632, RMPV, RLOO) of density functionals regard-
ing isomer-shift prediction. The reference data set is the original one with the inconsistent data
points (#1, #2, #7, #13, #28, cf. Table 1 and Fig. 1, left) removed (N = 39). RMSE, R632,
and RLOO were calculated on the basis of ordinary (unweighted) least-squares regression. The
RMPV was obtained from Bayesian linear regression based on the evidence approximation. For
the calculation of the .632 estimator, R632, B = 105 bootstrap samples were generated. All
performance measures are reported in mm s−1. The corresponding ACED values were obtained
with the def2-TZVP basis set for ligand atoms.
functional RMSE R632 RMPV RLOO
PWLDA 0.07 0.07 0.07 0.07
BP86 0.07 0.07 0.07 0.07
BLYP 0.08 0.08 0.08 0.08
PW91 0.07 0.07 0.07 0.07
PBE 0.07 0.07 0.07 0.07
M06-L 0.06 0.06 0.06 0.06
TPSS 0.06 0.06 0.06 0.06
B3LYP 0.03 0.04 0.04 0.04
B3PW91 0.03 0.04 0.04 0.04
PBE0 0.03 0.04 0.04 0.04
M06 0.05 0.05 0.05 0.05
TPSSh 0.04 0.04 0.04 0.04
Noteworthy, while inclusion of the inconsistent data points in the reference data set
(N = 44) leads to overestimation of the MPU as measured by the R632 (86% of the data
points lie within the 68% prediction band obtained from u(x) defined in Eq. (17)), their
exclusion (N = 39) results in a significant improvement of MPU estimation (72% of the
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data points lie within the 68% prediction band); see also Fig. 5. Note that the prediction
bands shown in Fig. 5 (bottom) can be directly related to u(x) defined in Eq. (17).
Figure 5: Results of bootstrapped (B = 105) linear least-squares regressions in the presence
(top left) and in the absence (top right) of the inconsistent data points #1, #2, #7, #13, #28
(cf. Table 1 and Fig. 1, left). The corresponding diagrams of residuals, δexp − δ(ρabsorber, w¯∗),
are shown at the bottom. The 68% prediction band (green area) comprises 86% (left) and 72%
(right) of the data points. Consequently, jackknife-after-bootstrapping significantly improved
MPU estimation in this case. The solid lines are equivalent to those shown in Fig. 1. The
corresponding ACED values were obtained from B3LYP/def2-TZVP calculations.
Because of the decrease of the RMSE, we examined once again the importance of
explicitly considering experimental uncertainty. The results are summarized in Table 7
and lead us again to the conclusion that calibration of δ(ρabsorber,w) is not perturbed
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by the inclusion of reference isomer shifts for which experimental uncertainty has not
been reported. Furthermore, we applied Occam’s razor to our consistent reference data
set (N = 39). In all cases (M = 1, 2, 3, 4), we obtained an R632 of 0.04 mm s−1, which
confirms once again the validity of the linear (physical) model.
Table 7: Parameters of the linear isomer-shift model, δ(ρabsorber,w), optimized with different
calibration procedures based on linear least-squares regression. Only those reference isomer
shifts with reported experimental uncertainty and consistent status (N = 28) were employed.
The corresponding ACED values were obtained from B3LYP/def2-TZVP calculations. Stan-
dard deviations in parentheses were obtained from bootstrapping (B = 104).
calibration procedure w0 (mm s
−1) w1 (mm s−1 bohr3)
ordinary (unweighted) 4510.05(11754) −0.38(1)
weighted 4434.25(12639) −0.38(1)
iteratively reweighted 4495.55(10932) −0.38(1)
Combining all these findings, we are confident that the updated, consistent reference
data set represents the underlying population distribution sufficiently well if hybrid den-
sity functionals generate the input data. Hence, our reference set of N = 39, already
pruned by statistically critical outliers, provides a well-defined starting ground for fur-
ther parametrization studies or for systematic extensions of the reference data. Hence,
we may call this special set of data the MIS39 data set (for 39 reference data points of
Mo¨ssbauer isomer shifts).
3.5 How reliable are density functional rankings based on a
specific data set?
In the previous subsection, we found for the particular composition and number of data
points that the effect of parameter uncertainty on the MPU is very small (<0.01 mm s−1
for all density functionals). Hence, given this specific reference data set, we are confident
that the RMSE (and with it the squared coefficient of correlation, r2) is a good approxi-
mation to performance measures such as R632, RMPV, and RLOO, and therefore, suited
to set up a ranking of density functionals. In the following, we only distinguish between
first and other places in a ranking as only those density functionals will be considered
for actual applications that reveal highest transferability. Regarding our reference set
of isomer shifts (N = 39), B3LYP, B3PW91, and PBE0 are placed first in all rankings
studied (RMSE, R632, RMPV, RLOO), with TPSSh being placed first in the rankings
based on R632, RMPV, and RLOO (cf. Table 6). This finding is consistent with those
of other calibration studies of the isomer shift.35,36,42,49,50,55
However, in practice, it is relevant to know which density functional yields the most
accurate predictions independent of the reference data employed for calibration of the
property model. So far, we considered rankings of density functionals conditioned on a
specific reference data set, but what we aim at is an unconditional ranking of density
functionals. Otherwise, we cannot assess the transferability of a property model trained
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on a specific density functional to data not involved in its calibration. Clearly, the
dependency of any statistical measure on a specific choice of reference data cannot entirely
be removed, but bootstrapping can yield a good approximation to the problem given
the data under consideration is representative of the underlying population distribution,
which we have assessed in detail by the jackknife-after-bootstrapping method.
To study the reliability of density functional rankings with respect to the composition
and number of data points, we have drawn samples of different size (N = 5, 10, 20, 39)
with replacement (B = 2.5×103, respectively) from the empirical population distribution
of the consistent reference data set (N = 39). For every bootstrap sample, the isomer
shifts have been perturbed randomly according to their experimental uncertainty (for
details, see the Appendix) to allow for statistically justifiable variation between the syn-
thetic data sets. In Fig. 6, we show the percentage of first places that a density functional
has reached for 2500 different data sets and four different data-set sizes. The rankings
are based on the RMSE.
For all different data sets considered, B3LYP, B3PW91, and PBE0 are still most fre-
quently placed first, but the respective percentage varies significantly. For N = 5 data
points, PBE0 reveals the highest number of first places, but only in about 60% of the
cases. Even all pure density functionals are placed first in at least 10% of the cases,
although the different performance measures are clearly in favor of hybrid density func-
tionals regarding the reference data set (cf. Table 6). Hence, calibration studies based
on 5 data points are highly susceptible to random conclusions about the transferability
of density functionals. With an increasing number of data points, the percentage of first
places continuously decreases for all pure density functionals and for M06, while TPSSh
reveals relatively constant results for all data points considered (between 30% and 40%
first places). By contrast, the percentage of first places for B3LYP, B3PW91, and PBE0
increases continuously, with PBE0 being ranked first in > 95% of the cases. Qualita-
tively identical and quantitatively similar results were obtained for density functional
rankings based on the RMPV (cf. Fig. S2). This finding indicates that for the given
experimental resolution, parameter uncertainty plays no significant role, even for 5 data
points where the standard deviation in the parameters is about 4 times larger compared
to 39 data points, the number of reference data points considered in this study (Fig.
S5). Consequently, both RMSE and r2 can be considered stable performance measures
for density functional rankings applied in isomer-shift predictions of molecular iron com-
pounds. Note that we did not employ the R632 as performance measure as it is very
costly to sample an error for every bootstrap sample, which is equivalent to bootstrap-
ping bootstrap samples (double bootstrapping27). However, as shown above, the RMPV
can be expected a good approximation to the R632 (as well as RLOO).
The fact that more than one density functional is placed first on average is clearly an
indicator of the low experimental resolution. When increasing the experimental resolution
from 0.01 mm s−1 to 0.001 mm s−1 in a statistically sound way (for details, see the
Appendix), the results based on the RMSE change significantly (Fig. 7). The dispersion
of the rankings is much more pronounced for 5 data points (all density functionals are
placed first in less than 40% of the cases), and a clear preference for a density functional
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Figure 6: Percentage of first places a density functional reached for B = 2500 synthetic data
sets of different size (N = 5, 10, 20, 39), which were generated by drawing from the empirical
population distribution of the consistent reference data set (N = 39) with replacement. The
rankings were determined on the basis of the RMSE, which was rounded to the experimental
resolution of 0.01 mm s−1. Hence, more than one density functional can be placed first for a
given synthetic data set, which is why the bars sum up to >100%. For every bootstrap sample,
the isomer shifts have been perturbed randomly according to their experimental uncertainty
(for details, see the Appendix). While false conclusions about the transferability of a density
functional are likely for 5 data points (no density functional is placed first in more than about
60% of the cases), the “best” density functional, PBE0, is identified first in more than 95% of the
cases for N = 39, the size of the reference data set employed in this study. The corresponding
ACED values were obtained with the def2-TZVP basis set for ligand atoms.
(more than 95% first places) can be expected only for a number of data points significantly
larger than that employed in this study (N = 39). Similar results were obtained for
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density functional rankings based on the RMPV (cf. Fig. S3).
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Figure 7: Percentage of first places a density functional reached for B = 2500 synthetic data
sets of different size (N = 5, 10, 20, 39), which were generated by drawing from the empirical
population distribution of the consistent reference data set (N = 39) with replacement. The
rankings were determined on the basis of the RMSE, which was rounded to an artifically
increased experimental resolution of 0.001 mm s−1 (for details, see the Appendix). Hence,
more than one density functional can be placed first for a given synthetic data set, which
is why the bars sum up to >100%. For every bootstrap sample, the reference isomer shifts
have been perturbed randomly according to their experimental uncertainty (for details, see
the Appendix). The dispersion of the rankings increases compared to the actual experimental
resolution, and even for 39 data points, the “best” density functional, PBE0, is identified as
such in only 70–75% of the cases. The corresponding ACED values were obtained with the
def2-TZVP basis set for ligand atoms.
Reducing the data-set dependency of the MPU by the application of bootstrapping
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and increasing the experimental resolution in a statistically sound way, we find a clear
preference for PBE0 as the density functional with the highest transferability. This
preference even remains (a) when resubstituting the 5 inconsistent input–target pairs (#1,
#2, #7, #13, #28, cf. Table 1 and Fig. 1, left) into our consistent reference data set (N =
44), and (b) when selecting only those reference isomer shifts for which experimental
uncertainties were reported (without resubstitution of inconsistent data points, N = 28);
cf. Fig. S4. Therefore, we suggest that PBE0 is the density functional of choice for
applications (with the CP(PPP) basis for Fe and def2-TZVP for all other elements;
see Appendix), which leads to the following linear isomer-shift model obtained from
bootstrapped (B = 106) linear least-squares regression,
δ(ρ0, w¯
∗
PBE0) = 2.888(1)× 10−1 mm s−1 (26)
−(ρ0 − ρ¯)× 3.619(1)× 10−1 mm s−1 bohr3 ,
ρ¯ =
1
N
N=39∑
n=1
ρn = 11819.0531906 bohr
−3 , (27)
the corresponding covariance matrix,
σ2w∗PBE0 =
(
2.959(4)× 10−5 5.994(48)× 10−6 bohr3
5.994(48)× 10−6 bohr3 6.641(9)× 10−5 bohr6
)
mm2 s−2 , (28)
and the corresponding reduced MSE,
N
N −M − 1MSED,w¯∗PBE0 = 1.185(1)× 10
−3 mm2 s−2 . (29)
We omitted the subscript “absorber” for the ACED, ρ. For reasons of reproducibility,
we specify four significant figures for the characteristic values contained in w¯∗PBE0 and
σw∗PBE0 , and for the reduced MSE. For the mean ACED, ρ¯, we employed the raw-data
precision provided in Tables S2 and S3. The standard deviations in parentheses were
obtained from bootstrapping (B = 103) the 106 parameter estimates.
Given a single new ACED, ρ0, the corresponding prediction uncertainty, u(ρ0) with
ρ0 = (1, ρ0 − ρ¯)>, would, according to Eq. (17), read
u(ρ0) =
√
N
N −M − 1MSED,w¯∗PBE0 + ρ
>
0 σ
2
w∗PBE0
ρ0 . (30)
3.6 Effect of exact exchange on the MPU
In this last section, we briefly discuss our observation why hybrid density functionals
yielded significantly lower MPU estimates compared to pure density functionals. A sys-
tematic (even linear) behavior of relative energies of states of different spin multiplicity
on the admixture of exact exchange (i.e., Hartree–Fock-type exchange) in an energy den-
sity functional has already been observed more than 15 years ago.105–107 Since then, the
exact exchange admixture, measured by the linear parameter c3 following the notation
in Ref. 105, has been well recognized as one of the most crucial parameters determining
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the accuracy of (hybrid) density functionals (see Refs. 108–111 for recent systematic in-
vestigations). The linear dependence of such relative energies in many (but not all) cases
is remarkable and results from a linear dependence of the absolute electronic energies
on c3, in which the effect of a self-consistently optimized (and hence, changing) electron
density plays a negligible role.
Here, we calculated the ACED of all 44 reference compounds (cf. Table 1) for varying
amounts of exact exchange from c3 = 0.00 to c3 = 0.50 in steps of 0.05 in the B3LYP
density functional (for which c3 = 0.20 was originally set). Interestingly, also the contact
density features a linear dependence on c3 (r
2 > 0.9995 in all compounds), although
with different slopes. In other words, the first derivative of the ACED with respect
to c3 is constant for a given compound (Fig. 8), but different for all complexes. This
complex-specificity is also confirmed by bootstrapping (B = 103) the uncertainty of the
first derivative of the ACED (see the error bars in Fig. 8, which represent three standard
deviations).
Consequently, a change in exact exchange admixture does not lead to a unique ACED
shift for all compounds, which is why the MPU is a nonlinear function of c3. Plotting
the R632 against the exact exchange admixture reveals that this performance measure
is minimized for c3 = 0.20–0.25 (cf. Fig. 9 where N = 39), which indicates why B3LYP,
B3PW91 (both featuring c3 = 0.20), and PBE0 (c3 = 0.25) are the most transferable
density functionals with respect to isomer-shift calibration.
The observation of linear dependence of the ACED is not straightforward to explain.
It is clear that only basis functions with angular momentum quantum number l = 0 (s-
type functions) can contribute to the nonrelativistic contact density in an atomic system
(note the short-range behavior ∝ rl of the radial function in a one-electron atom112). This
short-range behavior is (also in the spherically averaged case of an atom in a molecule113),
determined by the lowest-order contributions of the potential to a Taylor series expan-
sion in terms of the radial distance in the short-range quantum mechanical differential
equations for a single electron. The lowest-order constributions are the centrifugal and
the nuclear point-charge potentials, but not the electron–electron interaction potentials,
which provide a constant contribution at the nuclear position.114 Hence, for a spherically
symmetric atom, this is also true for the Hartree–Fock exchange interaction, which con-
tributes a constant term to the potential at the nuclear origin114 and would therefore not,
in this case, affect the radial function and hence not the electron density at the nucleus.
For a (nonspherical) molecular system, additional contributions to the contact density
need to be considered. Following the partitioning scheme of the ACED by Neese,35 we
find for compound #43 (iron pentacarbonyl) that the iron s-functions in the CP(PPP)
basis set contribute dominantly to the ACED (> 99.9%). Hence, their contribution to
the ACED alone already reveals the linear trend of the ACED with respect to exact
exchange admixture. However, the three s-functions in the CP(PPP) basis set with
the largest exponent are constant with respect to a change of c3, whereas the smallest
11 s-functions change linearly with c3, even though their slope is sometimes positive
(for larger exponents) and sometimes negative (for smaller exponents), which makes a
detailed analysis difficult. Interestingly, considering not only the charge at one specific
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Figure 8: Change of the B3LYP/def2-SVP ACED with respect to the exact exchange ad-
mixture, dACED / dc3, for all 44 complexes (compound ID on the abscissa; cf. Table 1 and
Figs. S6–S16). The constant first derivative indicates the linear behavior of the ACED with
respect to the exact exchange parameter c3. For better comparability, we subtracted the mean
derivative ’mean’ obtained for all complexes.
point, i.e., the ACED, but the integral of the electron density over some space, i.e., a
partial charge of the iron atom in iron pentacarbonyl, also reveals a linear behavior with
c3 although with negative slope (see also Ref. 108). Hence, Mulliken and Lo¨wdin partial
charges decrease with increasing c3, while the ACED increases.
4 Conclusions and outlook
To reliably estimate the prediction uncertainty of a property model, it is important
to identify and correct for systematic errors due to, e.g., inconsistent measurements,
parametric population assumptions, or inadequate computational methods. Here, we
studied this issue at the example of 57Fe Mo¨ssbauer isomer-shift predictions based on a
linear model. Twelve density functionals across Jacob’s ladder were considered for the
calculation of the ACED for 44 chemically diverse molecular iron compounds (formal
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Figure 9: R632 versus exact exchange admixture parameter c3 for isomer-shift models obtained
from B3LYP (black dots) with varying values of c3, and for the other density functionals
investigated in this study (without further modification: red dots). The dashed curve was
obtained from a cubic spline. For clarity, we did not round the results to the experimental
resolution of 0.01 mm s−1. We employed our consistent reference data set (N = 39) for
calculating the R632 (def2-SVP basis set).
oxidation states: 0, +1, +2, +3, +4), whereas the corresponding target data refer to
measured isomer shifts. We explicitly considered uncertainty in the model parameters,
which may be a crucial ingredient for the estimation of MPU. For this purpose, we
employed both bootstrapping25–27,29 and Bayesian linear regression based on the evidence
approximation.19
First of all, we found that the RMSE, which measures the standard deviation of the
model residuals, is significantly larger than the average experimental uncertainty (0.07–
0.10 mm s−1 versus 0.02 mm s−1). This discrepancy cannot be explained by the simplicity
of the linear model as more complex property models (quadratic, cubic, quartic) were
found to yield either equal or larger MPU estimates when applying bootstrapping. How-
ever, with the jackknife-after-bootstrapping approach, which probes the sensitivity in the
MPU with respect to small changes in the reference data set, we could identify 5 incon-
sistent data points. The reliability of the jacknife-after-bootstrapping approach can be
assessed by determining the fraction of data points lying in a certain prediction interval.
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When including the inconsistent data points, 86% of the reference isomer shifts lie in the
68% prediction band (representing u(x) as defined in Eq. (17)), whereas excluding them
leads to only 72% of the reference isomer shifts contained in the 68% prediction band,
which reveals a significant improvement of the statistical reliability. Furthermore, the
high agreement of bootstrapped and Gaussian posterior parameter distributions (the lat-
ter were obtained from Bayesian linear regression) suggests that the normal-population
assumption is reasonable for isomer-shift calibration given the reference data set is care-
fully selected.
The new (consistent) reference data set still leads to overestimation of the average
experimental uncertainty (RMSE of 0.03–0.08 mm s−1), which can be assigned to non-
constant systematic errors of the density functionals leading to random shifts of the
(unknown) true input values. This random method inadequacy suggests that weighted
least-squares regression, where experimental uncertainties are explicitly introduced as
a weight, may bias the calibration of the property model. However, on the basis of
bootstrapped regression we did not find a significant difference between the ordinary
(unweighted) and the weighted setup due to pronounced parameter uncertainty, whereas
Grandjean and Long59 recommend the application of weighted least-squares regression
for the calibration of isomer-shift models.
Comparison of the RMSE with more reliable performance measures, which consider
uncertainty in the parameters (such as R632, RMPV, or RLOO), reveals nearly equal
results in most of the cases. This finding can be explained by the low experimental
resolution of 0.01 mm s−1 compared to the width of the input domain (here, 1.08 mm s−1),
which almost completely masks parameter uncertainty. Therefore, simple performance
measures such as the RMSE and the squared coefficient of correlation, r2, are expected
to be reliable for the construction of density functional rankings, where relative rather
than absolute MPU estimates are required. The same holds for the root-mean-square
deviation (RMSD) and the mean unsigned error (MUE) as defined and discussed in a
calibration study on physical properties of crystals by Pernot et al.16
Next, we examined the sensitivity of density functional rankings with respect to the
composition and number of data points. For this purpose, we generated 10000 synthetic
data sets (based on bootstrapping) with 5, 10, 20, and 39 (the size of our reference data
set) data points. For 5 data points, false conclusions about the performance of a density
functional are likely. For instance, the “best” density functional, PBE0, is placed first
in only about 60% of the cases. In the case of 39 data points, B3LYP and B3PW91 are
placed first in 85–90% of the cases, whereas PBE0 is placed first in more than 95% of the
cases. Still, there remains a serious chance of favoring a subprime density functional for
usual data-set sizes (N < 40)34–54,56–59 employed in calibration studies of the isomer shift.
RMSE and RMPV produced equivalent density functional rankings. However, due to
the low experimental resolution, important effects stemming from parameter uncertainty
may be hidden. We examined this hypothesis by artificially increasing the experimental
resolution from 0.01 mm s−1 to 0.001 mm s−1. While RMSE and RMPV still yielded
similar rankings, their dispersion increased significantly. For instance, the “best” density
functional, PBE0, is placed first in less than 40% of the cases for 5 data points. Even for
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39 data points, the identification of PBE0 as “best” density functional is only successful
in 70–75% of the cases.
Finally, we discussed our observation that hybrid density functionals yielded signif-
icantly lower MPU estimates compared to pure density functionals. When varying the
exact exchange admixture of the B3LYP density functional (for which the linear exact
exchange parameter c3
105 was originally set to c3 = 0.20), we found a linear dependence
of the ACED on c3 for all 44 iron compounds studied (r
2 > 0.9995). However, the first
derivative of the ACED with respect to c3 is complex-specific, which is why the MPU
is a nonlinear function of c3. It is minimized for c3 = 0.20–0.25, matching with our ob-
servation that B3LYP, B3PW91 (c3 = 0.20), and PBE0 (c3 = 0.25) yielded isomer-shift
models with the lowest prediction uncertainty.
When selecting a density functional for actual applications, one is interested in a
reliable uncertainty estimation of an isomer-shift prediction for a given ACED. For this
purpose, the prediction bands employed in this study represent locally resolved MPU
based on the .632 estimator. The validity of the MPU is highest at the mean ACED
for a given density functional and decreases continuously from there, which is why ex-
trapolations outside the input domain studied are not recommended. This limitation
motivated us to cover a wide range of possible ACED values such that chemically diverse
iron complexes can be investigated on the basis of our calibration analysis.
Another possibility to approach accurate isomer-shift predictions is to calculate the
isomer shift directly from first principles. Filatov derived the corresponding compu-
tational scheme115 and applied it to examine the isomer shift of molecular iron com-
pounds.116 Post-calibration of the resulting isomer-shift pairs (measured versus calcu-
lated) would allow for an assessment of the more adequate input variable (isomer shift
versus ACED).
We discussed several issues in this paper ranging from error diagnostics, MPU esti-
mation, and the role of experimental resolution to the reliability of conclusions drawn on
the basis of a specific data set. Bootstrapping clearly shows that performance assessment
of density functionals is error-prone for a small number of data points, and for univariate
linear regression models, one should consider at least about 40 data points. While the
main message of previous calibration studies of the isomer shift remains (hybrid density
functionals perform superior to pure density functionals35,36,42,49,50,55), we now provide
a solid statistical framework to examine the certainty of such findings. This framework
allowed us to suggest a new, statistically well-justified property model for the isomer
shift, given in Eqs. (26) and (28), based on PBE0 calculations. Moreover, we introduced
a new reference data set for such parametrizations, MIS39, which may be employed and
extended for future work. In particular, this calibration study presents the first statisti-
cally rigorous analysis for theoretical Mo¨ssbauer spectroscopy providing the practitioner
with reliable, locally resolved uncertainties for isomer-shift predictions. Moreover, our
calibration analysis is of general applicability and not restricted to property models ap-
plied in Mo¨ssbauer spectroscopy. We will provide the scripts which were written for this
work on our webpage so that the methodology can be applied in other parametrization
studies of physical and chemical property models.
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Appendix
Statistical calibration analysis
All statistical results presented in this work were produced with our suite of scripts
reBoot62 developed in the GNU Octave117 programming language that is mostly com-
patible with Matlab. The basic functionalities of the calibration methods employed are
already described in Section 2. In this subsection, we discuss some further details.
Bayesian linear regression
Bayesian linear regression19 is an efficient calibration procedure for normally distributed
parameters. The best-fit parameter vector, wMAP, is obtained from
wMAP = βSX
>y , (31)
where S is the covariance matrix of the parameters,
S−1 = αI + βX>X , (32)
I is the (M + 1)× (M + 1) unit matrix (M + 1 is the number of parameters contained
in the property model), and α and β are so-called hyperparameters,
α =
γ
w>MAPwMAP
, (33)
β−1 =
N
N − γMSED,wMAP , (34)
which need to be iteratively refined, a procedure referred to as evidence approximation or
generalized maximum likelihood.19 For this purpose, the effective number of parameters,
γ, is calculated according to
γ =
M∑
m=0
λmβ
α + λmβ
, (35)
where the λm are eigenvalues of the (X
>X) matrix of dimension (M + 1)× (M + 1),
(X>X)vm = λmvm , (36)
and the vm are the corresponding eigenvectors. For the initialization of α and β, one can
simply choose γ = M + 1 and wMAP = wD. Finally, the locally resolved MPU at input
value x0, s(x0), is estimated as
s(x0) =
√
β−1 + x>0 Sx0 . (37)
34
The hyperparameter β represents the inverse noise variance, whereas α represents the
belief on the parameter distributions prior to considering the actual data. Choosing α =
0, one assumes prior parameter distributions with infinite variance, which is equivalent to
assigning each value on the real line the same probability density. In that case, Eq. (31)
reduces to Eq. (11) resulting in wMAP = wD, i.e., one simply performs linear least-squares
regression and additionally obtains the covariance matrix of the model parameters. Here,
we observe that α optimized with the evidence approximation and α constrained to zero
lead to values for the RMPV deviating by less than 0.05% (i.e., wD,MAP ≈ wD). Hence,
we can directly compare the RMPV with the R632 obtained from bootstrapped linear
least-squares regression where α = 0 (the same holds for comparisons between RMPV
and RLOO).
The evidence approximation is appealing as it provides, for a given initial model
complexity (here, the polynomial degree, M), a maximum-transferable set of model pa-
rameters, wMAP, by optimizing the hyperparameters α and β. Hence, the evidence
approximation is an approach suited for model selection.19 With this approach, one also
obtains the model parameters that minimize the regularized MSE,19
regMSE ≡ regMSED,w,ε =
1
N
N∑
n=1
(
yn − f(xn,wε)
)2
+ εw>ε wε , (38)
where ε = α/β is a penalty factor. Given the normal-population assumption basically
holds, the evidence approximation might yield a good initial value for the penalty factor
to be learned in bootstrapped regularized regression.
In all cases examined in this study, the RMPV (in Eq. (19), the RMPV is defined as
its squared variant, MPV) did not change by more than 0.002% after the first iteration
of the evidence approximation. This deviation is completely masked by the low experi-
mental resolution of 0.01 mm s−1 for measurements of the 57Fe Mo¨ssbauer isomer shift.
Therefore, we conclude that a single iteration is sufficient to obtain a converged RMPV.
Iteratively reweighted linear least-squares regression
In the variant of iteratively reweighted linear least-squares regression32 by Pernot et al.,16
one starts with a weighted linear least-squares regression with respect to a reference data
set, D. The elements of the weight matrix U introduced in Eq. (13) are updated,
U =
u
2
1 + d
2 · · · 0
...
. . .
...
0 · · · u2N + d2
 , (39)
where the term d2 accounts for the discrepancy between the reduced MSE and the average
experimental variance, 〈u〉2,
d2 =
N
N −M − 1MSED − 〈u〉
2 . (40)
35
Subsequently, one performs another weighted linear least-squares regression with the
updated weight matrix. This procedure is repeated until the change in d2 becomes
negligible between two iterations. Here, we chose a threshold of 0.001%.
Note that the approach outlined here is only of limited applicability as the con-
stant discrepancy factor comes at the expense of two critical assumptions, i.e., a normal-
population distribution and homogeneous residual variance (homoscedasticity). For our
case study however, both assumptions can be well justified after removal of the incon-
sistent data points (#1, #2, #7, #13, #28; cf. Table 1 and Fig. 1). On the one hand,
the bootstrapped parameter distributions (Fig. 2, bottom) resemble normal distribution,
which is indicative of a normal-population distribution. On the other hand, we do not ob-
serve a trend of residual variance with respect to the input variable. In general, however,
one should critically assess these assumptions by bootstrapping prediction intervals.27
Consideration of experimental uncertainty in bootstrapping
Bootstrap samples were drawn by pair resampling (cf. Section 2.1). Each target value,
δexp,n, in a bootstrap sample was randomly perturbed according to its experimental un-
certainty (assumed to be 0.02 mm s−1 for compounds without reported experimental
uncertainty). For instance, if a data point considered refers to the n-th input–target
pair in the reference data set, a random value was drawn from a normal distribution
with zero-mean and a standard deviation of un. This random value was rounded to the
second decimal place to account for the experimental resolution of 0.01 mm s−1, and
subsequently added to δexp,n.
Statistically valid increase of experimental resolution
Bootstrap samples were drawn by pair resampling (cf. Section 2.1). To increase the ex-
perimental resolution from its actual value of 0.01 mm s−1 to 0.001 mm s−1, one must
respect that any value of the isomer shift with three decimal places is equiprobable as
long as the result rounded to two decimal places equals the reported isomer shift. For
this purpose, random values were drawn from a uniform distribution with boundaries of
−0.005 mm s−1 and +0.004 mm s−1, and subsequently added to the actual isomer shifts,
δexp,n, assuming the third decimal place equals zero prior to addition. If experimental un-
certainty, un, was explicitly considered in bootstrapping (see above), the same procedure
was repeated for un.
Quantum chemical calculations
References to the original crystal structures are listed in Table 1. First of all, solute
molecules and counterions were removed from all molecular structures. The only excep-
tions are structures 22 and 26 (Table 1), where we kept the very small counterions due
to their proximity to the iron nucleus (lithium and sodium, respectively). All molecular
structures were fully optimized with the TPSS density functional,118 Ahlrichs’ def2-TZVP
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basis set on all atoms,119,120 Grimme’s DFT-D3 dispersion correction,6 and the conductor-
like screening model (COSMO)121 for electrostatic screening with a dielectric constant
of ε = 78 (water). For iodine, the only group-5 element in the reference set of iron
compounds, the effective core potential def2-ecp was employed.122 Structure optimiza-
tions were performed with Turbomole 6.4.0123 applying the resolution-of-the-identity
approximation, which invokes an auxiliary basis set. The convergence thresholds were set
to 10−7 hartree for the electronic energy difference and 10−4 hartree/bohr for the length
of the gradient of the electronic energy with respect to the nuclear coordinates. Some
molecular structures were further truncated prior to structure optimization (see Table
1). For instance, larger alkyl groups at aromatic rings not directly attached to iron were
replaced by methyl groups.
All subsequent ACED calculations were performed with Orca 3.0.3124 (see Table
S2). For every molecular iron compound contained in our reference set, we determined
the ACED with 12 different density functionals; one LDA functional (PWLDA125), four
GGA functionals (BP86,126,127 BLYP,127–129 PW91,130 PBE131), two meta-GGA function-
als (M06-L,132 TPSS), three hybrid-GGA functionals (B3LYP,128,129,133 B3PW91,131,133
PBE0134), and two meta-hybrid-GGA functionals (M06,135 TPSSh136). Neese’s CP(PPP)
basis set35 was employed for iron, whereas Ahlrichs’ def2-TZVP basis set was employed
for all other elements. All calculations were based on electrostatic screening (COSMO)
with a dielectric constant of ε = 80. The convergence threshold for the electronic energy
difference was set to 10−6 hartree (default). In case of error code 16384 (the only type of
error that occurred in our ACED calculations), we added either the keyword slowconv
to the first line (starting with !) or %scf maxiter <no.> end in a separate line (<no.>
= 500 always worked in the cases studied).
We repeated all ACED calculations with def2-TZVP replaced by def2-SVP119 (see
Table S3), resulting in slightly higher MPU for the latter (cf. Tables S6 and S7). We did
not perform further statistical analyses based on the def2-SVP results, but exploited this
smaller basis set to probe the sensitivity of the ACED with respect to the convergence
threshold for the electronic energy difference (see Table S4). We decreased the conver-
gence threshold for the electronic energy difference to 10−8 hartree (B3LYP/def2-SVP).
For both thresholds, mean and maximum of the unsigned difference in the ACED are only
0.1% and 3.7% as large as the standard deviation of the ACED itself, respectively. We
may conclude that default self-consistent field convergence criteria lead to stable results,
especially taking into account the low experimental resolution of 0.01 mm s−1.
Supporting Information
All Cartesian coordinates, contact density data, and further statistical analysis can be
found in the supporting information. This information is available free of charge via the
Internet at http://pubs.acs.org/.
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