We describe a simple approach and present a straightforward numerical algorithm to compute the best fit shot-noise limited proximity ratio histogram (PRH) in single-molecule fluorescence resonant energy transfer diffusion experiments. The key ingredient is the use of the experimental burst size distribution, as obtained after burst search through the photon data streams. We show how the use of an alternated laser excitation scheme and a correspondingly optimized burst search algorithm eliminates several potential artifacts affecting the calculation of the best fit shot-noise limited PRH. This algorithm is tested extensively on simulations and simple experimental systems. We find that dsDNA data exhibit a wider PRH than expected from shot noise only and hypothetically account for it by assuming a small Gaussian distribution of distances with an average standard deviation of 1.6 Å. Finally, we briefly mention the results of a future publication and illustrate them with a simple two-state model system (DNA hairpin), for which the kinetic transition rates between the open and closed conformations are extracted.
Introduction
Forty years after Stryer and Haugland proposed to use fluorescence resonance energy transfer (FRET) as a molecular ruler, 1 single-molecule fluorescence resonance energy transfer (smFRET) has become a widely used tool for monitoring relative changes in distances but also absolute distances between a donor and acceptor dye attached to either freely diffusing, vesicleencapsulated or surface-bound biomolecules. 2, 3 These approaches have been used to study (i) the conformation and conformational dynamics of nucleic acids, ribozymes, 4 and proteins, 5 (ii) the interaction of proteins with nucleic acids or other proteins, 6, 7 (iii) the dimerization of membrane receptors in live cells, 8 (iv) the folding and unfolding of proteins, 5, 9 and many other questions described in recent reviews. 2, 3, 5, [10] [11] [12] [13] Although FRET in principle provides a way to obtain distances between dyes, and therefore to obtain structural information on molecular species, in practice extracting accurate distances from smFRET measurements can be delicate due to the difficulty of measuring critical experimental parameters such as the dyes' rotational freedom of motion (and hence the orientational factor κ 2 ), detection efficiencies, dye quantum yields, donor fluorescence leakage in the acceptor channel, or direct excitation of the acceptor, to cite only a few. 14, 15 Luckily, even without a complete knowledge of all these parameters, smFRET measurements have demonstrated their utility to detect structural changes and quantify conformational subpopulations, as well as, in certain conditions, giving access to the time scales of various fluctuations taking place in biomolecules. A large amount of recent theoretical and experimental work has been put into trying to obtain more quantitative information from these single-molecule experiments, and this article will describe new tools for this purpose.
Before delineating the domain of application of our work, it is worth remembering that there are two very different types of smFRET experiments (or in general, single-molecule spectroscopy experiments): (i) those which provide information on a few individual molecules over long periods of time (they involve immobilized molecules, slowly diffusing molecules, or tracked molecules); and (ii) those which provide only instantaneous snapshots of single-molecule properties, but do so over a very large number of molecules (these experiments usually take advantage of the Brownian diffusion of molecules in a solution or in a membrane, in and out of a small excitation volume). In both cases, it is always possible to extract typical time scales of the molecular fluctuations using (fluorescence) correlation methods, but this aspect will not be treated here.
For molecules attached to a surface or enclosed in slowly moving vesicles, donor and acceptor fluorescence fluctuations occurring in an individual molecule can in principle be monitored continuously. Once the optimal, shot-noise limited time binning of the photon stream has been determined, 16 standard single-molecule time-trace analysis can be performed. For instance, the distribution of values reached by an observable can be characterized by histogram analysis, possible molecular states identified (corresponding to specific values of one or more observables), and the conversion rates between these states quantified. 9 Time traces, therefore, provide unique information on the dynamics of the system, which could hardly be obtained from ensemble of molecules.
A different situation is encountered in diffusion-based experiments. Here, single molecules diffuse through a femtoliter (fL) excitation volume during a very short time (on the order of a millisecond in solution), producing small bursts of donor (D) and acceptor (A) emitted photons of a few dozen to a few thousand photons each. Such a small number of photons is enough to spectrally identify the dye molecules present in the burst, to extract their stoichiometry, 6, 17, 18 and to compute other simple quantities on the basis of the total number of photons collected in each detection channel (such as FRET efficiency 19 or polarization anisotropy 20 ). Other ensemble quantities, such as diffusion coefficient, concentration, and time scales of fluctuations, can also be extracted from such experiments using FCS types of analyses. 21 If pulsed-laser excitation is used rather than continuous-wave laser excitation, time-correlated singlephoton counting (TCSPC) measurements can also provide lifetime information, which, in addition to helping identify the molecular species in a single burst, can also be used to measure FRET efficiency. 22, 23 In general, however, the number of photons in a single burst is usually insufficient to perform any time-trace analysis, except in a few rare cases of long bursts. 24 Instead, in smFRET diffusion experiments, quantities are computed at the burst level using all photons in each burst and then histogrammed.
Diffusion-based measurements have several advantages over immobilized-molecule measurements: there is no need to (i) develop immobilization chemistry (neither surface treatment nor molecule functionalization), (ii) worry about surface-interaction effects, and (iii) worry about photophysical artifacts due to the proximity of the surface (higher background, nonradiative transfer, etc.); (iv) finally, diffusion-based measurements allow the accumulation of data coming from several thousands of different molecules in a matter of a few minutes, a feat that cannot be attained with surface immobilization, where at most a few hundreds of molecules can be monitored at a time.
In summary, in both approaches (immobilized or diffusing molecules), the common products of smFRET data acquisition are histograms of observed values computed from a generally small number of photons and can be therefore severely affected by shot noise.
To analyze these histograms, early smFRET experiments used simple fitting functions, such as Gaussian or distributions, providing one (or more) mean value(s) of the measured observable. 19, [25] [26] [27] The question remains regarding what information to extract from the second parameter of these fitting functions, namely, their standard deviation. It was clear that the width of these distributions was strongly dependent on the average signal collected in each burst (small bursts yielding noisier measurements than large ones due to shot noise). On the other hand, the broad and diverse distributions of burst sizes characteristic of actual experiments made it problematic to define a simple relation between average burst size and histogram width. Early attempts to understand this relation were therefore limited to estimating a lower bound of the histogram width due to shot noise. 26, 28, 29 Analyses of the shapes of the histograms were essentially limited to counting the number of peaks (indicative of the number of distinct populations of molecules) and the areas under these peaks (representing the fraction of the molecules belonging to these identified populations). These populations could, for instance, correspond to different biomolecules 19 or to different conformations of the same single molecule 25 depending on the experimental situation.
Recently, attempts were made to convert FRET efficiency distributions into distance distributions using the well-known Förster dependence of the energy transfer on distance (step 1) and sometimes into free energy landscapes assuming a GibbsBoltzman distribution of distances (step 2) (for example, see refs 25 and 30). Even though these steps were usually made with cautionary wording, criticisms have appeared in the literature rightly questioning their legitimacy. 31 To understand whether it is possible to extract more information than the mere average FRET value (and in particular whether there is any hope of extracting distance distribution or even energy landscapes from such smFRET experiments), it appears necessary to first account for the exact contribution of the shot noise to the shape of the experimental histogram, taking into account all available experimental information.
In this article, we show that it is possible not only to compute the exact histogram width due to shot noise (and not only an upper bound) but also to account for the global shape of experimental histograms, assuming a few simple hypotheses on the experimental system. The only required ingredient of our analysis is the observed burst size distribution, information that is readily available from the experiment although usually not exploited. We focus on a simple FRET observable, the proximity ratio PR, which is related to the FRET efficiency by a simple relation. In particular, we show that PR histograms obtained from simulated smFRET data can be fully accounted for by our approach. Deviations from this result are characterized for different nonideal situations. We also study the PR histograms of typical single-molecule FRET experiments and discuss possible sources of the discrepancies between observed and predicted histograms.
While this manuscript was being completed, a similar and independent analysis was published by Antonik et al. 32 Although both works use the same basic premises, i.e., that the observed signal is principally due to the combination of shot noise and burst size distribution, our work provides a complementary result, numerical and experimental verifications and practical algorithms to compute the theoretical histograms. Although shotnoise issues that will be discussed in this article also occur for time-trace analyses, we will not deal with these issues in this article. A recent publication by the Yang group presents an interesting alternative analysis of the influence of shot-noise applied specifically to smFRET time-trace data of immobilized molecules. 33 This article is organized as follows. In section 2, we define the proximity ratio histogram (PRH) and introduce basic concepts and notations used in the remainder of the article. Section 3 discusses the possible sources of broadening of the PRH and presents a model of the shot noise contribution to the PRH and an algorithm to compute it. Section 4 describes our material and methods. In section 5, we test our model using numerical simulations of smFRET experiments, studying various possible artifacts that may result in deviation from the model. Having checked the validity of our approach on simulated data, we use it on several experimental model systems in section 6. We discuss our results and the possible extensions of this work to the study of dynamical systems in section 7 and conclude in section 8.
The smFRET Proximity Ratio Histogram (PRH)
smFRET Photon Streams. Figure 1 of refs 14 and 18 shows a schematic of a typical diffusion-based smFRET experimental setup using continuous-wave laser excitation. The raw data extracted from such a setup consists of one or more streams of photons collected by separate detectors (usually single-photon counting avalanche photodiodes, or SPADs). When a single laser excitation is used, one detector collects mainly photons emitted by the donor molecule of the Förster pair, while the other collects mainly photons emitted by the acceptor molecule. When alternated laser excitation (ALEX) is used, each detector collects two temporally intertwined photon streams, corresponding to donor excitation periods and acceptor excitation periods, respectively. 6, 14, 18 In both cases, the signals used to compute the proximity ratio are the signals collected during donor excitation. Adopting the notations of ref 14, we will denote by F X E the signal (number of photons) collected by channel E (donor D or acceptor A) during excitation with the laser line specific of dye X (donor D or acceptor A). As discussed in the reference cited above, this signal contains contributions from the fluorescent molecule of interest, but also background signal, and in some cases, cross-talk from the other dye molecule.
Limiting ourselves to donor excitation
Where the left upper index indicates the origin of the signal: D denotes the donor dye, A the acceptor dye, and DfA denotes acceptor signal originating from FRET. B D D is the background signal in the donor channel. There is usually no cross-talk of the acceptor dye in the donor detection channel; therefore, the second and third terms of the right-hand side (RHS) of eq 1 are equal to zero.
The first term of the RHS of eq 2 is the signal coming from the donor dye detected in the acceptor channel, or leakage (Lk). Its importance can be estimated from the theoretical emission spectrum of the donor and the wavelength-dependent detection efficiency of the acceptor channel or, experimentally, from the observation of donor-only labeled molecules. The second term corresponds to the direct excitation of the acceptor dye by the donor-excitation laser. Its importance can also be estimated theoretically or measured experimentally on an acceptor-only labeled sample, as explained in ref 14 . The third term is due to FRET, and the final term corresponds to background signal in the acceptor channel.
Definition of Bursts. In the absence of any molecules, only background signal is detected in each channel. This occurs a significant part of the time in diffusion-based single-molecule experiments. Every now and then, however, when a molecule transits through the diffraction-limited excitation volume, a finite number of excitation/emission processes take place, resulting in additional photons being detected during a brief period of time (typically on the order of one millisecond or less). These bursts of photons are naturally those we are interested in, and the question arises regarding how to define their beginning and end. Several algorithms have been proposed, based either on timetrace binning and thresholding 26 or interphoton time averaging and thresholding, 23 and, more recently, maximum likelihood statistical analysis. 34 Here, we propose a novel burst detection scheme taking advantage of ALEX, that allows us to separate donor-only and acceptor-only bursts from doubly labeled bursts, as well as to interrupt a burst when one of the dyes bleaches.
Let us first consider a simple burst definition inspired from that proposed by Seidel and co-workers. 23 In this definition, photons belong to a burst if at least L successive photons have at least M neighboring photons within a time window of length T centered on their own arrival time. Typical parameters used in this work are L ) 50, M ) 30, and T ) 500 µs, but others could be adapted to different experimental situations (see Supporting Information S1 for further illustration on this choice of parameters). As we are using an ALEX scheme, the burst search is performed on all collected photons (from both the donor and acceptor channels and from both laser excitation periods). We call this simple definition the all-photon-burstsearch (APBS) method.
As mentioned, this method was originally developed for single-molecule diffusion experiments using a single laser excitation, using both the donor and acceptor photons to determine the beginning and the end of a burst. With ALEX, additional information on the molecule diffusing through the excitation spot can be obtained. In particular, it is possible to determine whether and when the burst consists of photons coming from a single donor dye or from a single acceptor dye. Figure 1 illustrates how this information can be used to better Figure 1 . A schematic comparison of the all-photon-burst-search (APBS) with the dual-channel-burst-search (DCBS) for three possible scenarios. The green line represents the sum of donor photons and acceptor photons detected during the green laser periods, while the red line represents the red photons detected during the red laser periods. A. Schematic relationship between photon streams and binned time traces. B. Bleaching scenario. In the case shown here, the acceptor bleaches toward the end of the burst. The APBS algorithm considers all the detected photons as belonging to the same burst and, hence, results in a calculated PR value that is lower than the true value. On the contrary, the DCBS algorithm interrupts the burst where the acceptor is bleached, resulting in an accurate PR value. C. Blinking scenario. In the case considered here, the acceptor blinks during the burst. As in A, the APBS algorithm results in a PR value that is lower than the true value. The DCBS algorithm results in two successive, smaller bursts with an accurate PR value. D. Coincidence scenario. In the case shown here, the D-A species is mixed with a donor-only molecule toward the end of the burst. The APBS algorithm considers all photons as belonging to a unique burst, resulting in an inaccurate PR value. The DCBS algorithm rejects part of the donor photons, resulting in an improved PR value.
define the beginning and end of a burst in cases where the APBS method would result in skewed FRET estimation. The first case ( Figure 1B ) is encountered when one of the dyes bleaches during the molecule's transit through the confocal spot. If the donor bleaches (case not shown), the remaining acceptor-only signal (visible during the acceptor excitation periods) will skew the FRET efficiency toward a larger value. Note that, if one uses a standard single-excitation scheme, this case is eliminated altogether, since donor bleaching will simply truncate the burst. If the acceptor bleaches, the remaining donoronly signal will reduce the calculated FRET efficiency value compared to its true value. Both cases will contribute lower or larger values of the FRET efficiency, widening the dispersion of this observable. A different but related phenomenon, blinking, is illustrated in Figure 1C for the acceptor. Here, the APBS method would define the burst as the period between the appearance of both donor and acceptor signals and their simultaneous disappearance. The time interval during which the acceptor blinks will therefore result in a calculated FRET efficiency value lower than the true value (which should be calculated only for the time windows when both dyes are fluorescent). Finally, in the case when the diffusion of two molecules through the excitation volume overlaps in time ( Figure 1D ), it is important to be able to separate the contributions of two molecules that could exhibit very different FRET efficiencies. The APBS method obviously does not fulfill this requirement. To handle the issues raised by these different cases, we propose a new burst search method based on the added information provided by ALEX, which we dub the dual-channelburst-search (DCBS) method. A first step consists of a burst search including the donor and acceptor photons detected during the donor excitation periods. The second step consists of a separate burst search including only the acceptor photons detected during the acceptor excitation periods. When these two separate burst searches are combined, it is possible to define time intervals during which both the donor and the acceptor are active. These intervals define the burst durations. Typical values used for each individual burst search used in the DCBS methods are L ) 25, M ) 15, and T ) 500 µs (see Appendix A for a justification of these values).
The remainder of this article will use the DCBS method, unless stated otherwise.
Definition of the Proximity Ratio. Ideally, one would like to measure the FRET efficiency value E for each detected molecule (burst) and study its distribution within the sampled population. To do this, one would have to use the standard definition of E where the factor γ is the ratio of the donor and acceptor products of the detection efficiency (η) and quantum yield (Φ) Although we will not directly discuss distance measurements in this article, it is worth recalling the relation between E and the distance R between donor and acceptor molecules where R 0 is the so-called Förster radius, characteristic of the dye pair.
Extracting the quantities intervening in eq 3 from the raw detector data F D D and F D A can be difficult and lead to undesired uncertainties. Therefore, it is a common practice to compute not the FRET efficiency value E (eq 3) but instead the so-called proximity ratio PR defined as
The proximity ratio PR reduces to the FRET efficiency E when there is no leakage, background, and direct excitation of the acceptor, and γ ) 1. Obviously, this is rarely the case, so that PR values cannot be used, in general, to extract real distances. However, qualitatively, PR follows the trend of E upon changes in donor-acceptor distance. In other words, a decrease of PR value can be interpreted as a decrease in E, or equivalently an increase in distance between donor and acceptor, and reciprocally. Moreover, in many experimental cases, even though there is leakage, background, and direct excitation of the acceptor, their contribution is minimal on the calculated histogram, as will be shown in a later section. Finally, it is always possible to artificially achieve a γ ratio of 1. For instance, one can slightly misalign one detector as described in ref 14 . However, this can result in a large offset between the donor and acceptor detection volumes, which has a detrimental effect on the PRH, as will be discussed in a later section. Another way of adjusting the detection efficiency of one channel is by discarding a constant fraction of the detected photons by this channel. These reasons justify considering the PRH as we will now do. An added benefit of the PRH is that, being calculated from raw counting data (eq 6), it involves only integer numbers, which greatly facilitates the theoretical analysis.
To simplify notations, we will replace the quantities F D D and F D A by D and A, the number of photons detected by the donor and acceptor channels, respectively, and will call their sum S ) A + D, such that Note that, in some figures, the symbol S will be used for the ALEX stoichiometry ratio introduced in refs 6, 14, 13, and 35 without possibility of confusion. For the sake of completeness, we recall here the definition of this ratio, used in alternating laser configurations
In this work, F FRET will be replaced in eq 8 by F D A (eq 2) for simplicity.
The Proximity Ratio Histogram. As defined in eq 7, the set of PR values obtained from the multiple bursts detected in a single experiment are rational numbers between 0 and 1. Although rational numbers are dense in the interval [0, 1], the distribution of numbers obtained as a ratio of two integer numbers is not uniform in this interval, as illustrated by the comb distribution of Figure 2 
determine the optimal bin size to generate histograms (in our case, PRH's) occurs in these two approaches.
One possible choice consists of using a fixed bin size for all experimental situations, which is small enough (say, 100 bins over the [0, 1] interval) to reveal potential fine features in the PR distribution (e.g., close multiple peaks). The problem with this is that the PRH will exhibit spikes and voids, even for a smooth underlying FRET efficiency distribution.
An alternative consists of using a statistically optimal bin size, such as that recently proposed by Knuth. 36 This approach adapts the bin size to the underlying distribution, without prior knowledge of its actual shape. As an example of the outcome of this approach, the optimal bin number calculated for the combed distribution shown in Figure 2B , is 1. This number is perfectly adapted to the theoretically flat distribution of rational numbers in the interval [0, 1] as shown in Figure S1 . Unfortunately, the Knuth algorithm breaks down for most "spikes" and "voids" types of histograms. We therefore modified the Knuth algorithm to handle this particularity of PRH, as described in Appendix A. Briefly, we resort to dithering, a standard pretreatment of discrete data sets, by adding a small random number to each PR value, before applying our modified Knuth bin size optimization. Once this is done, this optimal bin number obtained for a "smoothed" data set is used for the raw data, resulting in histograms mostly devoid of spikes and voids.
In the following, we will present either histograms with 100 bins or with the optimal bin number defined previously. The 100 bin histograms will serve to illustrate the striking ability of our analysis (described in the next section) to account for the distribution of measured PR, whereas the optimal histogram will represent data without spikes and voids. Shot-Noise Contribution to the PRH. We now formalize the concepts introduced previously. Our goal is to obtain an estimation of the shot-noise contribution to the width of the PRH. Our starting point will be the burst size distribution and the hypothesis that this information is sufficient to predict the shape of the PRH histogram, knowing the average weights of acceptor and donor channels in the sample.
Shot-Noise
The experimental burst size distribution BSD is a histogram of measured burst sizes (S ) A + D), a direct output of the experiment. Note that, although we will in practice use a "filtered" burst size distribution, relying on the ability of the ALEX method to reject donor-only and acceptor-only bursts, the following discussion is independent of the exact distribution that is used. For instance, the analysis can be performed on the PRH generated from all bursts coming out of the burst search algorithm or post-ALEX filtering or after thresholding, and so forth. In each case, our analysis will generate a shot-noise limited histogram that best fit the experimental PRH, enabling their comparison and the evaluation of additional contributions to the PRH.
The only hypothesis in the analysis is the nature of the distribution of counts in the acceptor and donor channels in each burst and an associated free parameter. We will now argue that this distribution is binomial and therefore fully characterized by the probability (to be determined) that a photon will be detected by, say, the acceptor channel.
That the photons emitted by the acceptor dye are distributed according to a binomial distribution follows from the definition of FRET: for each donor excitation followed by an emission event, the probability that the photon will be emitted by the acceptor is by definition the FRET efficiency E. In this respect, if we were in the ideal situation where there would be no leakage, no direct excitation of the acceptor, no background, and 100% detection efficiency in both channels, counting the acceptor photons would constitute what the statistical literature calls a Bernoulli trial, with probability of success E. Considering all bursts (D i , A i ) of size S, we would find that the probability of obtaining A counts in the acceptor channel, given the total number S of detected photons, is given by the binomial distribution In a nonideal case, the detection efficiencies for each channel will be different from 1, and there will be leakage and direct excitation issues. Nevertheless, the probability of detecting an acceptor photon rather than a donor photon should still be characterized by a constant. The contribution of background in both channels has a different effect, since it depends only on the burst duration, not on the excited molecule trajectory. In the following discussion, we will assume that no background is present and will postpone the discussion of the influence of background (and other effects) on our results to a later section.
Under these conditions, the same property of Bernoulli trials used to compute the probability of detecting A acceptor photons among S emitted photons in the ideal case can be used in the nonideal case to compute the probability of counting A acceptor 
photons when a total of S photons are detected. Namely, the probability of this to occur is given by the binomial law, with the replacement of E in eq 9 by an unknown parameter
The value of the parameter will be used as an adjustable parameter in the following, but could in principle be calculated from the knowledge of all relevant experimental parameters (leakage, direct excitation, γ factor) as discussed by Antonik et al. 32 and in Appendix C. With the hypotheses recalled before, eq 10 gives the probability of observing A acceptor photons in a burst of S photons. This is therefore also the probability of observing a PR value equal to x ) A/S for bursts of S photons Limiting ourselves to rational values x, this can be rewritten where we define N (t) as the characteristic function of natural numbers
The total probability to observe the PR value x requires summing eq 12 over all burst sizes S, weighted by their probability, given by the burst size distribution where B is the total number of bursts in the BSD, and S min (respectively, S max ) the smallest (respectively, largest) burst size taken into consideration. Introducing the characteristic function of rational numbers in [0, 1] one obtains Using eq 10, we end up with our final prediction of the probability distribution of PR values (in the absence of background)
To obtain the predicted PRH, a natural way could be to compute the number of predicted occurrences of each PR value x by multiplying eq 17 by the total number of bursts B and histogram these values with the same bin numbers as the PRH. In practice, however, this means calculating eq 17 for each possible rational value x accessible from bursts in the BSD, which number is close to (we neglect that, as shown in Figure 2 , identical values can be obtained for several different burst sizes)
Since the calculations in eq 17 involve S max -S min + 1 terms, each one requiring a test of rationality of xS and evaluation of a CPU intensive expression, this approach may take quite some time for BSD with very large bursts. In addition, eq 17 contains the free parameter that remains to be evaluated, which means that the whole procedure would need to be repeated within a minimization algorithm. It turns out that a simpler alternative algorithm can be used, resulting in an excellent approximation of the predicted PRH.
Computation of the Best-Fit Shot-Noise Limited PRH. The derivation of eq 14 provides the basis of our algorithm. The probability to observe A acceptor photons in bursts of size S is given by the binomial law P (A|S). To obtain the number of occurrences of the PR value x ) A/S, this probability needs to be multiplied by the number of bursts of size S, BSD(S). We now claim that a good approximation of the quantity BSD(S) × P (A|S) can be obtained as the number of occurrences of A acceptor photons when one draws BSD(S) numbers from a binomial distribution characterized by ( , S). This follows directly from the definition of a binomial distribution, which is obtained asymptotically for large numbers of trials. The number of occurrences of the value A estimated in this manner may depart from the theoretical value, but the difference will be significant only for burst sizes which are rarely represented (because one does not perform enough trials to uniformly sample the distribution). But for this same reason, the discrepancy will have little influence on the histogram, as only a few bursts (i.e., PR values) will be concerned. To compensate for this lack of sampling of the binomial distribution for under-represented burst sizes, it is also possible to systematically oversample all binomial distributions by an arbitrary factor N (e.g., N ) 10), i.e., replace each BSD(S) value by N × BSD(S), perform as many trials and divide the final histogram by N. In practice, for reasons that are described in Appendix D, we simply go through the collected set of bursts and draw N numbers A distributed according to a binomial distribution of parameters ( , S) for each burst (of size S). The final PRH is then divided by N. In summary, our algorithm to compute the shot-noise limited PRH for an experimental distribution of bursts is the following:
(i) Choose an oversampling factor N and a realistic initial value .
(ii) For each burst i of size S i , draw a number A from the binomial distribution P (A|S i ) of size S i and probability .
(iii) Add the value A/S i to the PRH.
(vii) Improve on , for instance, using a dichotomic search and least-squares minimization.
As random number generators distributed according to the binomial law are available in most scientific calculation software (LabView, Matlab, http://www.gnu.org/software/gsl/, etc.) or can easily be programmed using published algorithms, 39 implementing the above calculation is straightforward. The minimization step needed to compute the best value is performed using the least-squares method and proceeds by dichotomy, starting
from a reasonable estimate of the mean of the PRH. The resulting histogram is the best shot-noise limited fit of the experimental PRH. In comparison to a direct calculation of the PRH using eq 17, which involves a number of computations scaling as a power law of the maximum burst size, the previous algorithm scales linearly with the number of bursts. To appreciate the importance of this difference, consider two data sets differing by a single burst with a size 10 times larger than the others. These two data sets will take an identical time to analyze with the proposed algorithm, whereas the direct calculation will require 1000 times longer for the data set containing the extra burst. Another advantage of this algorithm, which amounts to a Monte Carlo calculation of eq 17, is that it is easily extended to more complex situations, as will become clear in the remainder of this article.
Influence of Background and other Phenomena on the PRH. Background was neglected in the previous discussion because the number of background counts in a burst depends solely on the average background count rates and the burst duration. Therefore, the ratio of background counts in the acceptor channel to total background counts is a constant, but one which is unrelated to the constant ratio defined above. As a consequence, the presence of background counts skews the theoretical ratio of counts in the acceptor channel to total counts (A/S) in a burst-duration dependent manner and complicates the theoretical analysis of the PRH. Similarly, one should expect that phenomena such as bleaching, blinking, and multiple molecule bursts and other effects will affect the prediction of eq 17.
Although the case of background counts can easily be handled analytically using some simple approximations (as will be shown later), most other effects are strongly system-and setupdependent and therefore best studied using numerical simulations. We therefore postpone their discussion to a later section.
Materials and Methods

DNA Sample Preparation.
Single-stranded DNA (ssDNA) molecules were purchased (IDT Inc., Coralville, LA) or synthesized with automatic solid-phase synthesis following published protocols. 40 The common "top" strand sequence was 5′-TAAATCTAAAGTAACATAAGGTAACATAACGTAA-GTCCA-3′. It was labeled with a donor molecule (Cy3B, Amersham Biosciences, Piscataway, NJ) at position 5 (from the 5′ end) by introducing a C6 dT amino modifier. Five different samples of the complementary "bottom" strand were labeled with an acceptor molecule (ATTO 647-N, ATTO-TECH GmbH, Siegen, Germany) at positions 13, 18, 23, 28, and 35 (from the 3′ end) by introducing a C6 dT amino modifier (see Figure 3 ). ssDNA molecules were purified on reverse-phase C18 HPLC column (Amersham Bioscience, Piscataway, NJ). dsDNA molecules were formed by hybridization of each of the five bottom strands separately with the top strand in 40 mM Tris-HCL pH 8, 500 mM NaCl. The top and bottom samples were heated to 90°C and then cooled slowly to achieve maximum hybridization. The top-and bottom-strand concentrations were adjusted to ensure a minimum of nonhybridized top or bottom ssDNA molecules.
The DNA hairpin bottom strand sequence was 3′-AA-GAAGTGTTTGGTCAGGTTTGATAGTGTTTGAAT-5′ and was labeled with a donor (Cy3B, Amersham) at position 10 (from the 3′ end) by introducing an amino modifier C6 dT. The top strand 5′-TGGTT-(T) 21 -AACCATTCTTCACAAACCAGTC-CAAACTATCACAAACTTA-3′ was labeled with Alexa Fluor 647 (Molecular Probes-Invitrogen, Carlabad, CA) at position 1 (from the 5′ end). Hybridization and experiments were performed in 10 mM Tris-Base pH 8, 500 mM NaCl.
Single-Molecule FRET Measurements. smFRET µs-ALEX experiments were carried out as previously described 14,18 using a custom-made single-molecule fluorescence microscope based on a commercial inverted microscope (IX71, Olympus America, Melville, NY). Briefly, two CW laser lines (532 nm, GCL-100-L, CrystalLaser, Reno, NV, and 635 nm, MVP, Coherent, Santa Clara, CA) were alternated using an acousto-optic modulator (N48058-XX-.55, Neos Technologies, Melbourne, FL) with a 25 µs period per laser line and coupled into a single-mode fiber. After expansion and collimation, the green and red beams were focused 30 µm inside the sample solution (50 pM) using a water immersion objective (NA 1.2, 60×, Olympus America, Melville, NY). The emitted fluorescence was separated from the excitation light by a dichroic mirror (535-635 TBDR, Omega Optical, Brattleboro, VT) and further split by a second dichroic mirror (DRLP 630, Omega Optical). Donor emission was directed to a single-photon avalanche photodiode (SPAD) (SPCM-AQR-14, Perkin-Elmer Optoelectronics, Fremont, CA) after filtering by a band-pass filter (580AF60, Omega Optical), while acceptor emission was directed to another SPAD after filtering by a longpass filter (660 ALP, Omega Optical). The two SPAD signals (photon arrival times) were recorded as a function of time using a 12.5 ns resolution counting board (PCI-6602, National Instruments, Austin, TX).
Single-laser excitation smFRET experiments were performed using the same setup and the single CW 532 nm laser without alternation. The emitted light was filtered with either the green Figure  12 ). The 35 bp dsDNA stem is followed on the top strand by a 5 bp ssDNA stem, a 21 bp poly-T loop, and a complementary sequence to the previous 5 bp. The acceptor dye is attached to the 5′ end of the top strand, while the donor dye is attached on the bottom strand at a 10 bp distance from the acceptor dye in the closed conformation.
filter or the red filter, as mentioned above, and then split by a nonpolarized beam splitter into two detection channels (SPAD's). One of the channels was treated as a dummy "donor" channel, and the other channel was treated as a dummy "acceptor" channel.
PSF Measurements. To estimate the offset between donor and acceptor channel detection volumes, we acquired vertical and horizontal confocal images scan of TetraSpeck beads (diameter 100 nm, Molecular Probes) embedded in a 3% low melting point agarose gel using a custom-made microscope and software. 41 The fluorescence of these beads was excited using the 488 nm line of an argon ion laser, and scans were performed perpendicularly to the optical axis (XY scans) as well as parallel to it (XZ or YZ scans). Signals from the donor and acceptor channels were simultaneously recorded in the condition of alignment similar to those used in the smFRET experiments. Profiles of fluorescence intensity along a line passing through the image maximum (center of the convolved excitation/ emission point-spread function) were then extracted for each detector image.
smFRET Experiment Simulations. smFRET experiments are complex to analyze due to the many different experimental parameters involved 14 and the nontrivial nature of both the molecule trajectories (and therefore burst intensities) 42, 43 and any burst search algorithm. 43 This renders it impossible to develop a complete analytical description of the experiments, justifying the use of numerical simulations to study the effect of each parameters on the PRH. The main characteristics of our simulations are the following:
(i) Photophysics. Donor and acceptor molecules are treated as two four-state systems, including a ground state, an excited state, a triplet state, and a dark (bleached) state. Figure S2 (Supporting Information) depicts the corresponding Jablonski diagrams and transition rates used in the simulations. The excitation rate k e (transition between the ground state and the excited state) is a function of the absorption cross section (or extinction coefficient) and the laser intensity at the molecule's three-dimensional (3D) position (see below). Energy transfer occurs only when the donor is in the excited state and the acceptor is in its ground state. In most cases, the energy transfer rate was kept constant, but complex energy landscapes can easily be modeled by time-varying energy transfer rates. Actual transitions occur stochastically during the simulation according to their respective rates. No polarization and therefore rotational diffusion effects were considered in these simulations.
(ii) Diffusion. Typically, N )10 molecules (donor-acceptor pairs) undergo a Brownian diffusion in a periodic boundary condition 3D box using fixed time steps. The size of the box and/or the number of molecules is adjusted to the desired concentration (typically 50 pM). The diffusion constant used in the simulation is D ) 5 × 10 -7 cm 2 s -1 . The common time step used for diffusion, photophysics, and, when applicable, dynamics is adjusted as a function of the molecule position in the excitation volume, varying from 100 ns at the center to 10 µs at the periphery of the box. This strategy considerably speeds up the computation, while having no effect on the realism of the simulation, as checked.
(iii) Excitation and Detection Volumes. The excitation intensity distribution or point spread function (PSF) is modeled with a 3D Gaussian centered in the middle of the diffusion box and with typical XY dimension σ XY ) 0.3 µm and Z dimension (optical axis) σ Z ) 1.5 µm. For alternating laser excitation, the two excitation PSF's are periodically reset to zero (every 25 µs) and can also be spatially offset from one another and set to different dimensions to simulate chromatic aberration or alignment issues. The detection PSF's (probability of detecting emitted donor and acceptor photons) are modeled by similar 3D Gaussians.
(iV) Recording. Photons emitted during a transition of either the donor or acceptor molecules from their excited to ground state are detected with a probability proportional to the value of the detection PSF at the location of the molecule. If detected, their time stamp and detection channel (donor or acceptor) are stored.
(V) Background. A stochastic, constant rate background photon flux can be added to each previous photon list to mimic the experimentally detected background. To simulate the presence of donor-only or acceptor-only molecules, or of fluorescent or scattering impurities, single-dye photophysics (four-state system) was used as described in (i)-(iii).
Data files generated by the simulations were analyzed using the same tools used during actual experiments (burst search and PRH analysis as described in the text).
Test of the PRH Fit on Simulated Data
Simple smFRET Simulation. To check the validity of eq 17 for the PRH shape, we first analyzed simulated data, as a comparison with experimental data (presented later) requires the knowledge of several parameters that are difficult to measure. Figure 4 shows PRH's of simulated background-free photon streams corresponding to donor-acceptor pairs characterized by different FRET efficiencies (gray box histograms). Superimposed on the same graphs (black curves) and almost indistinguishable from them we represented the best-fit shotnoise limited PRH's (eq 17). In all cases, the fitted parameter (which in this ideal case is identical to the FRET efficiency E) equals the value put in the simulation.
The excellent agreement between predicted and experimental PRH is preserved for all values of the FRET efficiency E ( Figure  4A -C) and burst size range ( Figure 4D,E) . In particular, the widening of the PRH for experimental conditions that result in small burst sizes ( Figure 4D ) compared to experiments resulting in small as well as very large burst sizes ( Figure 4E ) is quantitatively accounted for by this calculation.
We next separately studied other potential contributors to the PRH width that were not taken into account in the derivation of eq 17: background counts in both channels, dye photophysics (bleaching, blinking), coincident detection of several molecules, and a possible mismatch between the donor and acceptor detection volumes.
Effect of Background. There are at least two ways to analyze the effect of background on the previous results of section 3. The first consists of adopting a mathematical formalism similar to that used by Antonik et al. in ref 32 . We present such an approach in Appendix D, which results in a slightly more complex expression than eq 17 (eq 36), and which is best evaluated using the simulation approach presented above for the evaluation of eq 17. The second way of dealing with background consists of studying numerically its effect on the shape of the PRH. Figure 5A shows the effect on simulated data of a rather high level of background (6 kHz) in the donor channel on the PRH. Using eq 17, which assumes that there is no background, a best-fit PRH can be obtained, which satisfactorily matches the experimental PRH. Of course, the extracted value is distinct from the FRET value used for the simulations. If we now use eq 36 with our knowledge of the donor channel background level to fit the PRH, a best-fit value of is obtained, which is indistinguishable from the input FRET efficiency and a fitted PRH which now perfectly matches the simulated one, as illustrated in Figure 5B .
Effect of Bleaching. Bleaching of a dye (donor or acceptor) during the transit time results in bursts with characteristics that can easily be detected by the DCBS algorithm presented above. Figure 6A1 shows the 2D-ALEX histogram corresponding to bursts obtained with simulated data including acceptor bleaching (k bl ) k e D /300), detected using the simpler APBS method. A significant donor-only peak (PR ) 0, S ) 1) is apparent, as well as a trail of bursts connecting this peak and the peak of interest (PR ) 0.5, S ) 0.5). The PRH resulting from this burst search method, shown on top of the 2D histogram, exhibits a correspondingly long tail toward low PR values, which cannot be accounted for by shot-noise only. By using the DCBS algorithm, however, most of these irrelevant bursts are eliminated or relocated in the 2D-ALEX histogram, as illustrated in Figure 6A2 . The remaining bursts result in a PRH ( Figure 6A3 ) that is perfectly fitted by eq 17.
Effect of Blinking. In real experiments, intersystem crossing (ISC) of one or both dyes to their triplet state cannot be excluded. The effect of ISC is to put the affected dye in a nonemitting state for a finite period of time, typically microseconds to milliseconds, resulting in a characteristic blinking behavior. If the donor is affected, no signal will be measured, and the sole effect will be to reduce the burst size and therefore increase the PRH width in a predictable manner. However, if the acceptor is affected, no FRET will take place, but the donor will still emit fluorescence, thus shifting the apparent FRET efficiency (and hence PR) toward smaller values. If this shift in value is similar for all bursts, our analysis will be able to account for the shape of the PRH, with the parameter simply taking the new shifted value. More generally, three different limit cases can be envisioned:
(i) Blinking occurs on a time scale comparable to or larger than the burst duration.
(ii) Blinking occurs on a time scale much shorter than the burst duration.
(iii) Blinking occurs at an intermediate time scale. In the first case, either the donor or the acceptor will be off during the whole duration of the molecule transit through the excitation spot, therefore resulting in a donor-only or acceptoronly burst. In the second case, the effect of blinking will be averaged over the burst duration, and the situation described before (shifted PR value) applies. The last case will result in less obvious effects. Figure 6B1-3 shows the result of a simulation in which acceptor molecules transit to their triplet state every 300 excitations (k ISC ) k e D /300) and stay there on average 300 µs. When using the APBS algorithm, a tail of bursts connecting the population of interest to the donor-only location appears in the ALEX histogram ( Figure 6B1 ). The DCBS algorithm, on the other hand, successfully identifies the bursts exhibiting blinking and only leaves the relevant bursts in the final ALEX histogram ( Figure 6B2 ). The remaining bursts result in a PRH ( Figure 6B3 ) that is perfectly fitted by eq 17.
Effect of Coincident Detection of Multiple Molecules. Multiple molecule bursts are bursts corresponding to two or more molecules present at the same time in the excitation volume. They can have different effects on the "ideal" PRH, supposed to report only on single-molecule bursts ( Figure 6C1 ):
(i) Bursts consisting of two or more doubly labeled molecules characterized by the same PR will be larger, thus resulting in a reduced influence of the shot noise. ; ηD ) ηA ) 1 at the center of the confocal spot.
(ii) Bursts consisting of doubly labeled (D-A) molecules with different PR values will result in intermediate PR measurements, thus deforming the PRH.
(iii) D-A bursts contaminated by donor-only molecules will result in lower PR values than expected and, in the case of ALEX measurement, in larger stoichiometry ratio S.
(iv) D-A bursts contaminated by acceptor-only molecules will result in slightly larger PR values (due to direct excitation of the acceptor) and, in the case of ALEX measurement, in smaller S.
(v) Burst containing only donor-only and acceptor-only molecules will result in random PR values.
The last effect cannot be corrected for and, similarly to the second one, will inevitably result in a departure of the PRH from its ideal shape (obtained if only doubly labeled molecules were detected). The other effects can be partially taken care of by the ALEX approach, which provides additional information for each burst, the stoichiometry ratio S (eq 8). As discussed in refs 14 and 18, the stoichiometry ratio S takes values close to 1 for donor-only bursts and values close to 0 for acceptor-only bursts, while doubly labeled molecules exhibit values close to 0.5 (the exact value depending on several experimental parameters). When using a two-dimensional representation (PR, S) for each burst, it is straightforward to isolate bursts corresponding to relevant molecules. The DCBS method almost entirely takes care of these cases, as illustrated in Figure 6C2,3 .
In conclusion to this study of the effect of coincident events on the PRH, we shall reiterate an obvious way to minimize it. Since bursts corresponding to multiple molecules excited simultaneously occur with a probability which is proportional to the concentration, their effect can be minimized by using smaller concentrations.
In summary, bleaching, blinking due to ISC or other mechanisms, or multiple molecular bursts do not significantly affect the PRH when a DCBS algorithm is used to search for bursts in the photon streams.
Detection Volume Mismatch. The final effect we will consider in this work is that of a possible mismatch between detection volumes. The detection volume for a given channel is centered on a point of maximum detection efficiency and can be defined as the domain within which the probability of detection is larger than some arbitrary value p > 0. The existence of a mismatch between donor and acceptor detection volume simply means that the ratio between the probability of detecting a donor photon and the probability of detecting an acceptor photon depends on the location of the emission. This can be due to chromatic aberrations of the optics or misalignment of the detectors or pinhole, for instance. The net result of such a situation is that the ratio of donor to acceptor photons (and hence the PR) will depend on where the molecule is located in the focal region of the objective lens, leading to an additional spread of the measured PR values. Figure 7 illustrates the effect of a relative offset of the donor and acceptor detection volumes along the optical axis. For an offset amounting to 10% (50 nm) of the point-spread-function width, a modest widening of the PRH can be observed in addition to the effect of shot noise ( Figure 7A,B) . For a 20% offset (100 nm), the simulated effect is much more severe ( Figure  7C,D) . To have an idea of the severity of detection volume mismatch in actual experiments, we imaged the product of the excitation and emission point-spread functions (PSF) of a single-molecule confocal microscope as described in Material and Methods. Figure 7E shows the intensity map generated by a 100 nm diameter fluorescent bead along the YZ plane of the microscope. The cross sections of this PSF in both donor and acceptor channels are displayed on the right of Figure 7E . The maximum observed offset is smaller than 3% in all directions, suggesting that the detection volume offset has a negligible effect on the PRH.
Test of the PRH Fit on Experimental Data
Having studied the theoretical influence of several effects on the PRH shape, we have concluded that, in commonly encountered experimental conditions, the PRH shape of a single D-A distance (single FRET efficiency) sample should be close to shot-noise limited and obtained by either eq 36 or eq 17 if background is negligible.
We now present simple experimental data as a first step to validating the applicability of these calculations.
Artificial PR Data. A simple way to generate experimental data similar to those expected from a FRET sample consists of observing a single dye sample with two identical detection arms differentiated only by their detection efficiencies. The advantage of this approach is that the ratio of the "donor" and "acceptor" channel signals will be constant and equal to the detection efficiency ratio and not affected by any photophysics or dynamics of the molecule. Therefore, the only phenomena that can occur are those that have been studied in the previous section, and a perfect agreement between the observed PRH and the shot-noise limited one is expected. Figure 8 shows the results obtained with a 50 pM sample of dsDNA labeled with a single Cy3B dye molecule. The emitted fluorescence is split equally between two equivalent detectors using a nonpolarizing beam splitter cube, and the detection efficiency ratio between the two detection channels is adjusted using neutral density filters. The PRH's are perfectly fitted by the shot-noise limited PRH for all detection efficiency ratio (or artificial FRET efficiency), as expected. Note that, in addition to proving the validity of our approach, this result also confirms the assumptions on which it is based. In particular, it shows that the whole excitation (laser, EOM, optics) and acquisition chain (optics, filters, pinhole, detector, readout electronics) does not introduce any bias.
dsDNA Data. Double-strand DNA is expected to be quite rigid when the length of the molecule is smaller than its persistence length (∼150 bp in standard buffer solutions). 44 Figure 6 . Effects of bleaching, blinking, and coincident detection on the PRH. Two different burst search algorithms were used to analyze simulated data: the all-photon-burst-search (APBS) algorithm (left column) and the dual-channel-burst-search (DCBS) algorithm (middle and right columns). A. in the case of bleaching, the APBS algorithm (A1) reveals a trail of bursts connecting a donor-only population (PR ) 0, S ) 1) and the population of interest (PR ) S ) 0.5). The DCBS algorithm (A2) eliminates those bursts, resulting in a good fit of the remaining PRH (A3). B. In the case of blinking, the APBS algorithm (B1) reveals a trail of bursts directed toward the location of donor-only bursts and the population of interest. As in A, the DCBS algorithm (B2) eliminates those bursts, resulting in a good fit of the remaining PRH (B3). C. In the case of coincident detection, the APBS algorithm (C1) reveals a trail of bursts directed toward the location of donor-only bursts or the location of acceptor-only bursts (S ) 0) and the population of interest. Again, the DCBS algorithm (C2) eliminates most of these bursts, resulting in a relatively good fit of the remaining PRH (C3), although an obvious discrepancy exists (the actual PRH is wider than the fitted shot-noise limited PRH).
dsDNA has therefore been used as a benchmark of smFRET measurements 15, 19, 35, 45 together with rigid polyproline peptides. 33, 46 Here, we used a 39 bp dsDNA labeled with Cy3B at a fixed position (position 5 from the 5′ end) on one strand and at variable positions on the other strand with ATTO-647N (samples 1-5: positions 13, 18, 23, 28, and 35 from the 3′ end) resulting in different distances between the dyes (8, 13, 18, 23, and 30 bp, respectively, or 2.7, 4.4, 6.1, 7.8, and 10.2 nm using a bp separation of 0.34 nm).
To eliminate contamination from unlabeled or ssDNA molecules, which are usually present in non-ALEX measurements, we used a DCBS algorithm preferentially to an APBS (Figure 9) . The resulting PRH's and the associated best-fit shotnoise limited PRH's are shown in Figure 10A -E (left and center columns). It is apparent in this latter figure that, except for the sample with the smallest expected FRET efficiency ( Figure  10E ), the shot-noise limited fit does not succeed in matching the experimental PRH width, being systematically narrower than the observed histograms. As we have extensively discussed before, this discrepancy between the theory and the experiment cannot be attributed to photophysical effects such as bleaching or blinking or to experimental artifacts such as multiple coincident detection or detection volume mismatch of the magnitude typically present in experiments.
Many possible phenomena that we have not discussed previously could potentially play a role in this difference, which can all be grouped under the same general denomination of FRET heterogeneity. Up to now, we have assumed that each sample was characterized by a fixed FRET efficiency between the donor and acceptor molecules. Obviously, if this hypothesis does not hold, but we are in the presence of the sample characterized by a distribution of FRET efficiency values, the resulting broadened PRH will be the weighted sum of the PRH's of each respective population of molecules and therefore wider than the PRH of a single-FRET efficiency value sample. Two types of possible experimental sources of FRET efficiency variations can be envisioned: (i) distance distribution and (ii) distribution of photophysical properties.
Distance Distribution. Although dsDNA is fairly rigid, it is still a semiflexible polymer, and some fluctuations of its shape cannot be excluded. 35 Likewise, with the dye molecules being attached to the DNA molecule via 6-carbon linkers, a distribution of center-to-center distance between dyes may not be excluded, due for instance to one of the dyes sticking to DNA backbone, as has been demonstrated for some dyes. 47 Antonik et al. have investigated the amount of distance fluctuation needed to explain the discrepancy between their smFRET measurements and the shot-noise-only theoretical prediction. 32 Note that this will affect the measured FRET efficiencies (and thus the PRH) only if these different configurations have lifetimes comparable to or longer than the diffusion time (quasi-static distribution of distances). Fluctuations on significantly shorter time scales (<50 µs) would indeed result in complete averaging of the measured FRET efficiency within the diffusion time. Assuming such a (Gaussian) quasi-static distribution of distances (without any claim to its possible physical origin), Figure 10A -E (right column) shows that a perfect match between the experimental result and the shot-noise limited one can be obtained with a Gaussian distribution of distances with an average standard deviation of 1.6 ( 0.1 Å.
Distribution of Photophysical Properties. The FRET efficiency not only depends on the distance between the two dyes, but also, via the Förster radius, on the donor quantum yield, the orientation factor, as well as the spectral characteristics of the dyes. 48 ATTO-647N is, for example, provided as a mixture of two diasteroisomers, but with identical fluorescent properties, according to its manufacturer. Any modification of one or another of these characteristics occurring on a time scale comparable to or longer than the diffusion time could result in a widening of the PRH compared to the shot-noise limited PRH calculated assuming a single distance and a single set of photophysical properties. Unfortunately, it is difficult to check for any fluctuations on these time scales. Single-molecule anisotropy measurements, 20 which could possibly reveal some discrepancy with the complete isotropic averaging of the orientation factor κ 2 assumed up to now in this work, only give access to time scales shorter than the dsDNA rotational diffusion time scale, which is on the order of 10-50 ns. On this time scale, indices of DNA distance fluctuations have recently been reported, 35 but as we just argued, are irrelevant for the present study. The fluorescence correlation spectroscopy type of measurements, which would allow access to the diffusion time scale of interest, are far from adapted to differentiate between diffusion and dynamics occurring on the same time scale (an order of magnitude between time scales is usually needed to differentiate between processes). 21 In summary, to our knowledge, there is no simple way to prove or disprove the existence of dye photophysical properties which would be quasi-static on the diffusion time scale relevant to these experiments. As we have done in the previous section for a distance distribution, it would be possible to assume some distribution, say, of κ 2 values and adjust its parameters to obtain a perfect fit to the experimentally observed PRH, but the interpretation of these parameters would remain open to legitimate criticism.
Discussion
Comparison with Previous Approaches. As mentioned before, our approach is similar to that recently published by Antonik et al., 32 since both use the experimental BSD, the assumption that donor and acceptor counts are distributed binomially and background counts are approximately Poissondistributed. However, this work brings several new elements:
(i) We present an analysis of the proximity ratio histogram (PRH), which is more widely used than the ratio studied in ref 32.
(ii) We extend the analysis of the background influence to bursts of arbitrary durations.
(iii) We show that, by using an alternating laser excitation (ALEX) scheme, several sources of contamination of the PRH can be easily eliminated.
(iv) We perform extensive simulations to verify the validity of this approach.
(v) In particular, we study the effect of detection volume mismatch on the PRH.
(vi) We present a practical and rapid algorithm to compute the shot-noise limited histogram.
(vii) This algorithm has the advantage of being easily extendable to more complex situations, such as nontrivial energy landscapes.
(viii) In addition, we provide a sound basis for the choice of PRH bin size, which eliminates the spikes and voids observed in most PRH's.
(ix) Finally, we present experimental data on several systems (singly labeled dsDNA's and DNA hairpin, presented and discussed later in this section).
As we briefly mentioned in the Introduction, other treatments of shot-noise effects on FRET histograms have been presented before.
Dahan et al. proposed an upper bound on the PRH broadening by shot noise using a simple argument that we will now discuss. 26, 27 This upper bound on the PRH standard deviation is obtained by considering the bursts containing the smallest number of photons, since shot-noise effects are expected to be most dramatic for the smallest counts, even when a ratiometric measurement is considered (eq 7). For this burst size S (equal, for instance, to the threshold S min ), and assuming that the signal is due to molecules characterized by a fixed FRET efficiency E (or to keep in line with the previous discussion, a fixed proximity ratio , all corrections being equal to zero and γ ) 1), the following relations will hold:
where 〈A〉 and 〈D〉 are the average expected signals in the acceptor and donor channels, respectively. The next step consists of assuming that the corresponding acceptor and donor channel signals can be considered as Poisson distributed, with averages given by eq 19. As we have seen, this assumption is incorrect, since the acceptor and donor counts are distributed according to the binomial law (eq 10). In some cases ( , 1), a binomial law of parameters ( , N) is well-approximated by a Poisson law of identical mean N, but in general, this is not the case, as can be seen from the different variances of the two distributions where Π(n|µ) is the Poisson distribution of mean µ If one ignores this limitation, it is possible to proceed formally and note that, for large enough mean values, a Poisson distribution is well-approximated by a γ distribution γ(ν, λ), which is in a sense its extension to noninteger values (1 -, S) , respectively, the ratio r ) A/A + D is also a distributed random variable with parameters (eq 23) a ) S and b ) (1 -)S, respectively. The next step toward a better understanding of the contribution of shot noise to the PRH was made by Gopich and Szabo, who first presented a complete analysis of the theoretical shape of the PRH using a fixed time bin approach and simple models of excitation profiles. 29 In particular, they obtained theoretical expressions for the standard deviation of the PRH in diverse cases (including two-state model molecules). Using this theoretical value and that of the mean PR, they deduce the best Gaussian and functions fit to the PRH, a result best applicable to time-trace data for which the notion of an average burst size (number of photons per bin) is meaningful. Extending this result to diffusing molecules resulted in a theoretical formula that could only be calculated numerically and might therefore not be applicable to experimental situations, in which the burst size distribution depends as much from the burst search algorithm parameters than from the experimental settings. The two results of this analysis that can be easily compared to this work, are an upper bound for the standard deviation of the PRH (identical to the result of Dahan et al., eq 24) and an asymptotic standard deviation of the PRH assuming that bursts have a constant duration larger than the diffusion time τ dif and contain a single molecule where n j 0 is the average global count rate averaged over the excitation spot and N T is the bin content threshold. These results were extended to the case of a two-state molecule. Although these results provided important insights into the relative importance of shot noise, dye photophysics, and molecule dynamics in the case of a two-state molecule, they are difficult to exploit in experiments where the BSD may depart from this ideal situation and strongly depend on the burst search algorithm parameters.
Finally, a recent work by Watkins et al. presented interesting experimental (as well as theoretical) smFRET results on immobilized poly-L-proline molecules taking advantage of the simplification resulting from single average bin content discussed previously. In this case, the shape of the PRH can be calculated as the convolution of the shot-noise effect (resulting in a Gaussian PRH of known standard deviation) to the underlying source of broadening, such as a distance distribution, as we have done at the end of section 6. Their analysis concluded that individual poly-L-prolines are absolutely rigid molecules for a number of prolines varying from 8 to 24, although different molecules exhibit different average distances. This result therefore seems to indicate that previous smFRET experiments on diffusing poly-L-proline presented by Schuler et al., 46 which had shown variable amounts of PRH broadening depending on the number of proline residues, should be explainable by a mixture of shot-noise broadening and distance distribution within each population. In this diffusing geometry, the PRH consists indeed of a mixture of molecules that could be characterized by different static donor to acceptor distance values.
Extension to More Complex Systems. The work of Watkins et al. on poly-L-prolines, 33 that of Antonik et al., 32 as well as our analysis of the dsDNA data of Figure 10 , show that shot noise is oftentimes the dominating component of the singlemolecule PRH width and shape. The underlying best-fit distance distributions can be δ functions 33 or narrow peaks (Figure 10 ), but could very possibly turn out to be wider in other experimental cases. Equipped with the tools presented in this work, researchers should now be able to make the two analytical steps evoked in the Introduction and extract meaningful information on distance distributions and energy landscapes.
A note of caution is warranted, however: in the poly-L-proline study of Watkins et al., 33 each immobilized molecule exhibited a single distance, but different molecules exhibited different distances. Despite the carefulness of the authors, it is possible that the molecules were simply stuck on the surface or interacting with it and therefore artificially frozen in a static configuration. In this respect, a re-analysis (using the approach presented here) of the results of Schuler et al., 46 obtained in diffusion geometry, would be illuminating. If poly-L-proline molecules are indeed frozen in a rigid conformation for periods of time longer than the diffusion time, the data analysis in terms of a static distribution of distances convolved with the shotnoise effect should recover the distribution of distances reported in ref 33 . On the other hand, if the molecules fluctuate rapidly (compared to the diffusion time) between different conformations, a similar distribution would be expected, thus requiring additional dynamic information, for instance, using fluorescence correlation methods. An interesting problem would occur in the intermediate case, where the dynamic of the conformal fluctuations occurs on a time scale comparable to the diffusion time. In certain conditions, the approach presented here can account for this type of situation and, in addition to extracting distance distributions, also allows extracting kinetics parameters of the system, as will be discussed in detail in a future publication.
As an example of these capabilities, we will now briefly discuss the case of a simple two-state system, a DNA hairpin. As illustrated in Figure 11 , different kinetic regimes can be observed in hairpins, depending on the energy barriers separating the two configurations, open and closed. As we have seen before (Figure 10) , for a rigid dsDNA molecule, the unique energy
minimum results in a distribution of distances, which after convolution with the shot noise effect will yield a single-peak PRH ( Figure 11A ). For hairpins characterized with opening and closing time scales much longer than the typical diffusion time (∼1 ms), each molecule is virtually frozen in one of the two energy minima characteristic of the system. After convolution with the shot-noise effect, the PRH will therefore exhibit two separate peaks ( Figure 11B ). For hairpins with a low energy barrier between the two minima, rapid transitions between the two states are expected, and each molecule samples the two typical conformations several times during each burst, resulting in a broad peak located between the expected position of each characteristics conformation ( Figure 11C ). Finally, for time constants comparable with the characteristic diffusion time of the molecule, the two separate peak locations will still be visible, but intermediate values will also be observed ( Figure 11D) . A combined analysis of the influence of shot noise and of a simple two-state kinetic scheme on the PRH should in principle allow extraction of the kinetic parameters of the system. We designed a DNA hairpin ( Figure 3B ) with kinetic parameters corresponding to the last case, i.e., with opening and closing times comparable to the diffusion time. As shown in Figure 12 , the experimental PRH (gray bar histogram) exhibits two local maxima lacking a clear separation (for instance, this histogram cannot be fitted by a sum of two Gaussian distributions). Using a Monte Carlo sampling approach similar to that described for the computation of eq 17, but including two transition rates k C and k O between two populations characterized by distinct PR values (open O and closed C ), we were able to account for the observed shape of the PRH (black curve). The extracted rates, k C ) 1425 s -1 and k O ) 835 s -1 , correspond to time scales (comparable to the diffusion time) of τ OfC ) 702 µs and τ CfO ) 1.2 ms.
Conclusions
We developed an approach that accurately accounts for the contribution of shot noise to the PRH in smFRET experiments.
In our model dsDNA system, we found that the width of the PRH is almost always in excess of shot noise. This excess width could originate from systematic artifacts inherent in the diffusion smFRET method itself or have a true molecular origin. If molecular static and/or dynamic heterogeneities could indeed be unraveled by our method, one should be able to derive distance distributions and ultimately energy landscapes. Also, direct measurement of fluctuations could shed new light on structurefunction relationship in proteins. 49 It is therefore crucial to understand all possible contributions to the excess width.
We thoroughly examined possible artifacts and possible remedies using both simulations and experiments. We have shown how to account for background, dye blinking and bleaching, coincident detection events, and detection volume mismatch. All of these possible culprits indeed contributed to excess width, but some can be avoided with a proper data acquisition scheme and burst search algorithm, and the remainder do not have a magnitude large enough to explain the dsDNA observations.
Excess width could come from dye tethers, dye docking onto DNA (κ 2 fluctuations), or unexpected flexibility of the dsDNA of the B-DNA itself, as recent studies have suggested. 35 However, the time scale of these hypothetical fluctuations, which should be similar to the diffusion time of the molecule in order to have an effect on the PRH width, renders them difficult to study. Regardless of the origin of these fluctuations, our method and control experiments suggest that we are indeed able to extract heterogeneities, the source of which will be the subject of further study. Our method is one more addition to an array of recently introduced fluorescence methods to study such heterogeneities, including FCS, 50,51 fluorescence lifetime correlation, 52, 53 or pulsed interleaved excitation/ns-ALEX, 35, 54 among others.
Last, our method can be easily extended to fit multistate PRH, extract the multiple distances characteristic of these states and the transition rates between them (Nir et al., unpublished).
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Appendix A: Burst Search Algorithms
Information theory provides rigorous criteria for defining photon bursts corresponding to single molecules, provided sufficient knowledge of the sample and optical setup can be provided. 34 Zhang and Yang have compared an approach based on information theory and a standard binning/thresholding method, showing that the two have comparable performance for shorter time bins (down to 100 µs). 34 Although they did not perform comparisons with the time lag based method originally introduced by the Seidel group, 23 it is expected that a similar result will hold in this case, as both rely on thresholding.
Here, we briefly describe the rationale behind the choice of parameters used for the "all photons burst search" (APBS) and "dual channel burst search" (DCBS) methods used in this work and based on the Seidel group work. 23 In both algorithms, three parameters are needed to define a burst: the averaging time window, T, the minimum number of photons per window, M, and the minimum number of photons per burst, L.
As a reminder of Eggeling et al.'s method, 23 we restate their definition in terms of photon arrival time rather than in terms of time lag, as originally done. The start (respectively, the end) of a potential burst is detected when the number of photons in the averaging window of duration T is larger (respectively, smaller) than the minimum number of photons M. A potential burst is retained if the number of photons it contains is larger than a minimum number L. Clearly, these parameters need to be adjusted for samples with different brightness or background levels.
Shorter time windows T will result in a better time resolution, which may help detecting transitions such as blinking and bleaching steps. However, too short a time window duration might artificially split bursts corresponding to molecules wandering around in the excitation volume in many sub-bursts, as the excitation intensity decreases in the rim of the excitation volume. This will result in a burst size distribution (BSD) with smaller burst sizes.
A related parameter is the minimum number of photons per time window, M. If kept constant while the time window size is reduced, the number of detected bursts can be kept constant. In other words, bursts will not be split when using smaller averaging time windows, if the requested minimum number of photons is reduced proportionally. The ratio M/T can indeed be considered as an instantaneous emission rate. Consequently, the choice of a given M/T ratio will set the minimum burst brightness. A large value will favor bursts that correspond to molecules diffusing through the center of the excitation volume, whereas a smaller value will also retain bursts corresponding to molecules, which never diffuse through the center of the excitation volume.
The minimum number of photon per bursts, L, only has an effect on the BSD but does not affect the burst search process itself. It can easily be varied by the user after the burst search process has been performed. Smaller L values will retain smaller bursts and therefore result in broadening of the PRH. Increasing L will weed out small bursts and therefore result in narrowing of the PRH.
We have empirically found out that, for the bright samples used in the experiments described here, a set of APBS parameter M ) 30 and T ) 500 µs (emission rate 60 kHz) is appropriate. The PRH values shown are obtained by further limiting ourselves to L ) 50. For the DCBS algorithm, only half of the diffusion time of the molecule is spent undergoing excitation by the donor-excitation laser. The other half is indeed spent undergoing excitation by the acceptor-excitation laser. Accordingly, to preserve the same burst discrimination level, we require half the number of photons per identical averaging time window: M ) 15, T ) 500 µs. Similarly, to obtain an equivalent burst size threshold to the APBS, half the value chosen in the APBS case has to be chosen in the DCBS case where each excitation channel is considered separately.
Appendix B: Modified Knuth Algorithm for Optimal Binning of the PRH
Knuth's algorithm to determine the optimal bin number M for a data set d ) {d i ; 1 e i e N} relies on a Bayesian approach and does not suppose any specific form for the underlying probability distribution of the data points d i . 36 Instead, one looks for the most likely stepwise function that models the data distribution. M is obtained as the integer maximizing the posterior probability where V is the interval size and the n k 's are the bin values for the specified number of bins M. Practically, it is simpler to minimize the logarithm of the posterior probability (LPP)
where K is an irrelevant constant. As described in ref 36 , a simple approach to find the maximum of this quantity consists of a brute force calculation for M ) 1 to a maximum value (for instance, equal V divided by the minimum separation between the d i 's).
Reference 36 tests this algorithm with a Gaussian distribution, a four-step function, a flat distribution, and a three-peaked distribution, recovering in each case a sensible number of bins by maximizing p(M|d).
Additionally, the analysis provides the variance of the bin heights as Unfortunately, experimental PRH do not necessarily result in posterior probability having a maximum (that is, the resulting LPP can either be monotically increasing or exhibit only a local maximum). This results from the discrete nature of its rational values. Two additional ingredients are needed to define a meaningful optimal bin number in the case of the PRH.
Dithering the Data. The first step consists of adding a small random (real) number to each value d i . If these random numbers are small enough, they should not perturb the overall shape of the histogram, and hence, the optimal number of bins obtained for the modified data set should be valid for the unmodified data set. If they are large enough, they should break the pattern of discrete clusters of values resulting from the rational nature of the PR. Experimentally, too small a value does not lead to a maximum of p(M|d). We found that using a flat distribution of random numbers in the interval [-5 , +5 ], where is the smallest separation between the individual data point, usually results in a function p(M|d) having a clear maximum, but a Gaussian distribution of standard deviation 5 works equally well. In practice, using an amplitude/standard deviation of 0.01 should work for most PRH's.
Averaging the LPP. Even though this dithering step results in a p(M|d) function exhibiting a maximum, it turns out that the location of the maximum depends rather sensitively on the actual distribution of random numbers used to dither the data set. Fortunately, the average function 〈ln p(M|d)〉 obtained from many dithered data sets obtained with different random numbers is itself independent of the random numbers used for dithering. Experimentally, we found that an average over R ) 100 sets of random numbers is sufficient to attain a stable 〈ln p(M|d)〉 function and, therefore, unambiguously define the optimal bin number M . Note however that 〈ln p(M|d)〉 functions (or, for that matter, ln p(M|d) functions) are far from smooth, so that some care needs to be used in defining the location of the maximum of 〈ln p(M|d)〉. We note also that we base our analysis on the average of ln p(M|d), rather than on the logarithm of the posterior probabilities, ln 〈p(M|d)〉, for computational convenience.
As an illustration of this technique, we present three examples of typical real data sets analyzed following the above protocol. One set corresponds to a sample with 1588 PR values (sample 1, Figure S3 ) centered around 0.64, another to a different sample with 780 PR values (sample 2, Figure S4 ) centered around 0.35, and the last one to a combination of both (sample 1 + 2, Figure  S5 ). An additional set corresponding to a flat distribution of PR values already discussed in the main text can also be found in Figure S1 (Supporting information).
Sample 1 ( Figure S3A) clearly shows the pathology of data sets made of rational numbers: the logarithm of the posterior probability (LPP) keeps increasing for large bin numbers. Dithering the data set with a random number evenly distributed in [-0.01, 0.01] fixes this problem. Figure S3B illustrates the fact that some averaging is needed before a maximum of the LPP can be unambiguously defined. Notice also that, even averaged over 10 000 dithered data sets, the LPP still looks very noisy. Nevertheless, a clear maximum can be found for M ) 37. Figure S3C ,D presents the two histograms (without and with dithering), binned with the optimal bin number and with 100 bins. The latter value reveals the spikes and voids ( Figure S3C , red), which do not totally disappear upon dithering ( Figure S3D,  red) , whereas the optimal bin number completely eliminates the problem in both cases.
Sample 2 ( Figure S4A ) exhibits a similarly pathological LPP, with a local maximum around 20 and a continuous increase for large bin numbers (not shown in the figure) . This is fixed with a dithering amplitude ) 0.01, as before, yielding an optimal bin number M ) 21. As in the previous example, the dithered histogram looks smoother than the original histogram (for M ) 100 bins, Figure S4C,D) , but for the optimal number of bins, both the original data set and the dithered one have for the most part lost spike and void features.
By combining the data from both samples, we artificially create a sample containing a mixture of small and large PR values ( Figure S5 ). Here, as before, dithering is necessary to obtain an LPP presenting a clear maximum, obtained for M ) 47. Note that this larger number of bins results in some spikes and voids still visible in the histogram of the nondithered data set ( Figure S5D ).
Smoothing the LPP. A close look at the shape of the average LPP in all cases ( Figure S3 -5B) reveals that they themselves contain a lot of "spikes and voids". This is somewhat expected for a function defined for integers only and for which each new number results in a new binning of the histogram. For histograms such as PRH's with spikes and voids, changing the boundaries of successive bins will result in abrupt variations of the bin sizes around these spikes, as can be easily verified (data not shown). The LPP may thus have an absolute maximum that may not correspond to that of the underlying smooth function that one may want to mentally draw on top of the noisy LPP. A simple way to render this discussion quantitative is to fit the LPP with a sum of exponentials. This is done for the average LPP's obtained from 100 dithered data sets in Figure S3 -5E, using sums of 4 exponentials. As can be seen on these graphs, the location of the maximum of the smoothed LPP can be rather different from that obtained from the original function (sample 1, 33 instead of 37; sample 2, 19 instead of 21; sample 1 + 2, 40 instead of 47).
Further Dithering and Asymptotic Behavior of the LPP. As we just discussed, the reason for the noise in the LPP is the presence of spikes in the underlying histograms. A natural idea is thus to look at the LPP for histograms with spikes that are sufficiently smoothed out to result in a smooth LPP. Since we have already dithered the original data set to obtain LLP's exhibiting a clear maximum, the only option left is to increase the dithering amplitude and check the resulting averaged LPP, until a clear-cut maximum can be defined. This analysis is shown in Figure S6 for the three data sets studied previously. Figure S6A ,C,E shows the LPP's obtained after averaging over 1000 dithered data sets, with dithering amplitudes ranging from 0.01 to 0.10. In all cases, a smooth average LPP is obtained for a dithering amplitude g 0.05. The extracted maxima are (28) plotted in Figure S6B ,D, and F. A well-defined asymptotic optimal bin number can be extracted in all cases (sample 1, 22; sample 2, 16; sample 1 + 2, 23), which is significantly smaller than both the maximum obtained from the average LPP for ) 0.01 and that obtained from the smoothed LPP. Interestingly, the optimal bin number obtained for the combined sample is almost identical to the maximum of the two numbers obtained for each separate sample, as expected. This is in marked contrast to the previous result obtained with either the averaged LPP or the smoothed LPP ( ) 0.01). In these cases, the bin number obtained for the combined data sets was systematically larger than those of the individual data sets, pointing to some potential problem in the definition of these numbers.
It is worth having a look at the evolution of the histograms as a function of the dithering amplitude in one particular case (sample 1, Figure S7) , to verify the assumption underlying our approach, namely, that dithering results in fewer spikes, which in turns results in smoother LPP's. Figure S7A -I shows two histograms per dithering amplitude (from ) 0 to ) 0.08 in 0.01 steps): a 100 bin histogram, exhibiting clear spikes and voids in the original data set, and the histogram obtained using the optimal number of bins as defined by the maximum of the averaged LPP for this dithering amplitude (see Figure S5B) . Unsurprisingly, the 100 bin histograms show fewer and fewer spikes and voids as the dithering amplitude increases, and the histograms built with the optimal bin numbers do not exhibit any for all values of the amplitude. Figure S8 illustrates an expected (though limited) effect of dithering, namely, histogram broadening. Figure S8A superimposes the "optimal" histograms obtained for different dithering amplitudes: qualitatively, they look very similar. A Gaussian fit, however, reveals that their width steadily increases with dithering amplitude, as expected ( Figure S8B ). Note that these histograms are not what we are interested in but are simply a tool to determine the optimal bin number to apply on the original data set.
For all practical matters, it results from this analysis that the optimal number obtained for ≈ 0.10 should be within a few units of the asymptotic optimal number.
Summary. The previous section has shown that there is a natural way to define an optimum bin number for the PRH. Our suggested algorithm is the following:
(i) Generate 100-1000 dithered data sets with a dithering amplitude 0.05-0.10.
(ii) Compute the average LPP of these data sets.
(iii) The location of maximum is the optimal bin number. Figure S9 shows the histograms (of the original data sets) built using the optimal bin numbers obtained in the previous section, superimposed on 100 bin histograms. Spikes and voids are gone, while the fine structure of the PR distribution remains clearly visible.
Appendix C: Theoretical Expression of E in the Absence of Background
Using the notations introduced in section 2, the expected PR ratio has the following expression:
Following ref 14 , it is easy to show that the leakage contribution to the acceptor counts is proportional to the donor signal where λ is the donor-leakage coefficient. Using these expressions in eq 29, we obtain which is the expression obtained by Antonik et al., 32 with the addition of the term due to direct excitation of the acceptor not considered by these authors.
Appendix D: Shot-Noise Limited PRH in the Presence of Background
In ref 32, Antonik et al. proposed an expression to compute the probability distribution of D/A ratios that included the effect of background. To obtain their results, they used several simplifications. First, to avoid having to deal with bursts having different durations, they slice the detected bursts into pieces of equal duration (1 ms) and consider each slice as a new effective burst. The main issue with this treatment is that it reduces the burst size (total number of counts in a burst), therefore increasing the effect of shot noise on the calculated histogram (be it the ratio of donor to acceptor count histogram as in ref 32 or the PRH in this work). Also, as burst durations might not be commensurate to the chosen constant slice duration, a lot of photons will be discarded because they correspond to slices of duration less than 1 ms. A more efficient way would be to look at the burst distribution as a bidimensional one, BSD(S, τ): each burst is characterized not only by its total number of photons S (discrete, integer variable) but also by its duration τ (continuous, real variable). To take into account the background counts, we need to know their probability distribution for each different burst size S and duration τ: D,A (N|S, τ), where the index D or A stands for donor background counts or acceptor background counts. In the absence of burst size constraint, the probability to obtain d (respectively, a) background counts in the donor (respectively, acceptor) channel is given by a Poisson law Figure S10 . Using the same type of arguments used in ref 32 , but including bursts of any duration, one obtains the following expression for the probability to observe a value x of the PR:
where D (N|S, τ) and A (N|S, τ) can be safely replaced by Π-(N|δτ) and Π(N|Rτ) introduced in the main text (eqs1 and 2), and the burst durations have been histogrammed with a time resolution ∆.
This expression is a bit more difficult to evaluate than the corresponding expression without background, but the same type of algorithm that we proposed in the latter case can be employed here too, using Poisson-distributed random numbers as well as binomial-distributed ones. The algorithm presented in the text for the calculation of the shot-noise limited PRH in the absence of background has thus to be modified as follows:
(i) Choose an oversampling factor N and a putative value .
(ii) For each burst, calculate δτ and Rτ, where τ is the burst duration.
(iii) Draw one number d from the Poisson distribution of mean δτ and one number a from the Poisson distribution of mean Rτ.
(iv) Draw a number A from the binomial distribution of size S -d -a and probability , where S is the burst size. (ix) Improve on using a dichotomic search and least-squares minimization.
This algorithm avoids calculating the joint histogram of burst size and duration introduced formally to simplify the notations in eq 36. It is naturally simplified into the practical algorithm presented in the main text when no consideration of background is taken into account.
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