We have developed a position response calibration method for a micro-channel plate (MCP) detector with a delay-line anode position readout scheme. Using an in situ calibration mask, an accuracy of 8 µm and a resolution of 85 µm (FWHM) have been achieved for MeV-scale α particles and ions with energies of ∼10 keV.
Introduction
For more than two decades micro-channel plates (MCPs) have been widely used for ion and electron detection in experiments dedicated to the study of ion, atom and molecule collisions and photoionizations using the so called "cold target recoil ion momentum spectroscopy" (COLTRIMS) technique [1] . More recently, such detectors found new applications in nuclear physics with the precise measurement of atomic masses of short lived nuclides [2] and high-precision nuclear β-decay experiments [3] [4] [5] [6] . Many of these experiments demand high accuracy and resolution for both the timing and position responses of the MCP.
For example, in the measurement of the β − ν angular correlation in the 6 He decay at University of Washington [7, 8] , the MCP detector is used to detect the impact positions of the recoil 6 Li ions and to provide the stop signal for the ion time-of-flight (TOF) measurement which is triggered by the detection of the β particles from 6 He decay. For each event, the ion position and its TOF are needed for reconstructing the initial momentum of the recoil ion and with it the momentum of the outgoing anti-neutrino. The fiducial cut on the MCP image affects the TOF spectral shape and thus the extracted value of the β − ν angular correlation coefficient a βν . It is thus very crucial to calibrate the MCP position response to a high accuracy for such experiments.
To make an MCP detector position-sensitive, a resistive anode [9] , a wedgeand-strip anode (WSA) [10] , or a pair of delay-lines [11] perpendicular to each other are placed behind the MCP to collect the cloud of electrons. A phosphor screen coupled to a CCD camera can also be used, but at the cost of losing high-resolution timing information correlated with position. For the resistiveanode scheme, the electron-collecting position is determined by the ratios of the charge collected at four corners of the resistive anode, while for a WSA anode it is deduced from the ratio of three charges collected on the WSA pattern. For the delay-line scheme, X and Y coordinates are encoded in the time differences between the signals read from the two ends of two perpendicular delay-lines.
A resolution of ≈100 µm has been achieved using these anode configurations, and there are also many studies on improving MCP position resolutions for different types of impacting particles [12] , counting rate [13] and configurations of MCPs like the number of layers [14] . However, distortions around 200 µm are inevitable for all position readout schemes [13, 15, 16] . Particularly, distortions are large near the edge of the MCP detector due to fringe electric fields.
Therefore a position calibration procedure is needed to achieve a high accuracy.
Conventionally, the position response of an MCP detector is calibrated using a mask with holes or other patterns at well-machined positions [16] [17] [18] . Then the MCP is illuminated with α particles [18] , low-energy ions [16] , low-energy electrons [15] or ultraviolet photons [13] such that the mask pattern is imaged onto the MCP. Usually, a global correction algorithm for the whole MCP is obtained by comparing the imaged hole positions reconstructed by the MCP detector to the actual hole positions on the mask. For example, an accuracy of 240 µm was achieved for the delay-line position readout scheme [16] . If a local correction algorithm is implemented so that the position correction of an event is based on the positions of the holes near this event, the position accuracy can be improved to 120 µm [18] .
The position accuracies of the conventional calibration schemes described above are limited to about 100 µm. Moreover, there are two drawbacks of these methods. Firstly, after the calibration is done, the calibration mask needs to be removed, and this involves venting the vacuum chamber and disassembling part of the detector system for the experiment. It is also hard to control the stability of the calibration throughout the experiment when the mask is no longer mounted on the MCP. Secondly, the mask is usually positioned at some distance from the MCP surface, which requires a good understanding of the particle trajectories. This implies a very precise knowledge of the α-source position or of the ion flight path which is usually driven by an electric field.
To overcome these difficulties, we developed a calibration scheme using a 90%
open calibration mask with precisely-shaped orthogonal grids placed directly on top of the MCP surface. In this way, the open area of the mask is large enough so that there is no need to remove the mask after the calibration. The shadow created by the mask is present on the MCP image during the experiment, and thus the position calibration is built into the data. Since there is no gap between the mask and the MCP surface, the requirement of knowing the trajectories of the incoming particles is less strict. In order to achieve a higher position accuracy, we developed an algorithm to determine the positions of the grid lines on the MCP image and then correct the detector position response. In this paper, we will describe the MCP detector system used to develop and test this position calibration method. The position calibration method and its performance will be described in detail. We will also discuss the performance of the MCP detector position response in an experiment using laser-trapped 6 He atoms [19] .
Apparatus and detector operations
The experimental setup used to test and calibrate the MCP detector is shown in Figure 1 , and this setup is also used in the 6 He β − ν angular correlation measurement [8] . In the β −ν angular correlation measurement 6 He atoms are lasertrapped at the center of the vacuum chamber shown in Figure 1 . A β-telescope which consists of a multi-wire proportional chamber and a scintillator detector is placed above the trap, and an MCP detector is placed below the trap for detecting recoil ions. Electrodes are installed in between the β-telescope and the MCP detector to create an electric field of ≈1.3 kV/cm and accelerate the recoil ions emitted from the trap towards the MCP detector to ≈13 keV. Therefore the ion-collecting solid angle becomes larger and the ions have enough energy to trigger the MCP detector with high and uniform efficiency [16] . In this system, calibration sources can be inserted to the trap position via a transportation rod. The MCP tests and calibrations use some or all of this setup in those tasks described in the following sections.
The MCP detector system is based on the DLD80 system [11] developed by RoentDek with two MCPs mounted in a chevron configuration. The diameter of each micro-channel is 25 µm, and the distance between adjacent channels is can be expressed as
where T X 1 , T X 2 , T Y 1 , T Y 2 are the timings of the four delay-line anode signals in nanoseconds. The ns-to-mm conversion factor is a priori not known with high accuracy, and timing offsets are easily introduced in the pulse propagation and amplification. Therefore, the scaling factors k X , k Y and shifts c X , c Y are introduced in the position reconstruction formula for the basic stretching and shifting. These parameters need to be determined through calibration.
Although this basic correction scheme cannot restore rotations and non-linear distortions of the MCP image, it makes the high-precision calibration algorithm easier to implement.
Position calibration
To calibrate the MCP position response, we use high-intensity α sources or low-energy ion-sources to illuminate the MCP, and collect enough events Figure 1 . Calibrations using 6 Li ions from decays of nontrapped 6 He atoms are described at the end of this section.
Event selection and pre-calibration
Before conducting the calibration, one condition on the timing of the signals is imposed for event selection in order to rule out false triggers by electronic noise and pile-up events. Because the total length of the delay-line is fixed, the sum of the propagation times from the charge impact position to the two ends of the delay-line is fixed, independent of where the event happens. Therefore, the timing sums
are both expected to be constants, where T M CP is the timing of the MCP back-side signal. The spectra of T X sum and T Y sum for the calibration run are shown in Figure 4a . The sharp peaks near 90 ns in these spectra agree with the expectation described above. Events with T X sum or T Y sum away from these peaks must have false triggers in some channels, and thus are ruled out by applying a ±4 ns acceptance window around the peaks. Events cut out by imposing this condition are ∼5% of the whole data set, and this condition is applied for all spectra shown in the rest of this paper. to the spectrum shown in Figure 5b . Ideally, the projection spectrum should be a step function at either edge of a grid line. Due to the finite resolution of the MCP, the step function becomes an error function. Therefore, we fitted these projections with a function F (x) defined as
where N 1 and N 2 are normalization factors, B is a constant to account for the dark rate and events triggered by particles going through the mask such as cosmic rays, µ 1 and µ 2 are the positions of the falling edge and the rising edge respectively, and σ 1 and σ 2 are the Gaussian smearing widths of the edges to account for the position resolution. The error function Erf(x) is defined as:
The fitted function is shown in red in Figure 5b . The statistical uncertainties of the µ parameters are all below 6 µm. The high-accuracy determination of the X coordinate of a grid line crossing (X cross ) is the average of the fitted µ values for the projection histograms:
The 
Event-by-event position correction
For each square region, we use second-order two-variable polynomials to transform the high-accuracy positions (X,Y ) of the calibration points on the square sides to their physical positions (X P hys ,Y P hys ) as closely as possible, in order to correct the MCP position readout for each event. The correction functions are
In Equation Furthermore, the fitted value of µ 2 − µ 1 corresponds to the width of the grid lines. The distributions of the widths of horizontal and vertical grid line segments are shown in Figure 11 . The mean values of both the horizontal and vertical grid line widths are consistent with their physical width of 250 µm. We also investigated the stability of the calibration, and no significant drift was observed within two days.
Summary
The position calibration scheme described in this section improves the MCP position readout accuracy significantly. After the event-by-event correction, the precision experiments such as the 6 He β − ν angular correlation measurement [8] . Since the spatial resolution is at the same scale of the channel-to-channel distance, using MCPs with smaller and denser micro-channels can potentially further improve the position resolution.
So far all results we presented are based on the fact that the data run and the calibration run are under the same condition and the same type of particle is detected in both runs. We will show in the following section that the calibration parameters, can differ when different sources of particles are used or the α-source position is different.
micro-channels.
Discussion

Calibrations using different particle sources
Besides α sources, the position response of the MCP can also be calibrated using other ion sources. It is necessary to ensure that the MCP position response to α particles and to the particles detected in the target experiment are the same so that the high-accuracy calibration is still valid. For the experiment dedicated to the measurement of the β − ν angular correlation in 6 He decay, the MCP is used to detect 6 Li ions. Therefore, we also use the 6 Li recoil ions from the 6 He decays to illuminate the MCP and calibrate its position response. High-intensity image is not as good as that in the calibration run using α particles, because most of the β particles from 6 He decays can penetrate the calibration mask and trigger the MCP. Although a small fraction of the β particles can be blocked by the mask, our study shows that the contribution from β particles to the grid line shadow is negligible compared to the contribution from 6 Li recoil ions.
Therefore, the position spectrum generated by β particles from 6 He decays can be treated as a constant background at each fit region when determining the grid line positions.
The calibration scheme described in Section 3 is still valid for calibration runs using 6 Li ions. We achieved the same accuracy (8 µm) and resolution (85 µm FWHM) as those obtained using α particles. However, the fitted value of the background parameter B in Equation 3 is ≈1/6 of the fitted value of N 1 and N 2 due to the β particles, while for α particles B is close to zero.
Furthermore, we inspected the consistency between the calibration using the 241 Am source and the calibration using the non-trapped 6 He atoms. We first constructed the correction functions based on a run with the 241 Am source, and then applied these correction functions to a run with non-trapped 6 He atoms. We analyzed the deviations of the calibration points (after the position corrections) from their physical positions and the MCP resolution. The results are plotted in Figure 12 . The distribution of the resolution is broader than that for cases where the calibration run uses the same species of particles, but the mean RMS resolution is still 36 µm. However, the mean absolute deviation becomes 32 µm and its distribution is much broader and extends to 100 µm.
To understand the cause of those large deviations, we studied the pattern of deviations of the grid line crossings as shown in Figure 14 . Figure 14a and Figure 14b correspond respectively to two runs with the 241 Am source placed above the center of the MCP (Position-0 in Figure 13 ) and off-centered by 30 mm (Position-1 in Figure 13 ). The position correction functions for these two runs are based on the same calibration run using non-trapped 6 He atoms. As shown in these figures, the deviations are all diverging and the center of the divergence approximately moves along with the position of the 241 Am source. On the other hand, according to the geometry of the micro-channels α particles with 5.5 MeV energy can penetrate the walls of the micro-channels once, and even twice for large incident angles. When an α particle penetrates more than one micro-channels, the reconstructed hit position consequently deviates towards the direction of the incoming α particle from the hit position on the MCP front surface. Therefore, we attribute the large deviations to the multi-channel penetration of the α particles.
Because the low-energy 6 Li ions cannot penetrate through the walls of microchannels, we choose to use the non-trapped 6 He source to calibrate the MCP position response during the 6 He decay β − ν correlation experiment. In this experiment, the 6 He atoms are trapped 91 mm above the MCP center as shown in Figure 1 , and the FWHM of the trap is ∼1 mm. The MCP is triggered in coincidence with the β telescope, and a TOF cut is applied so that the data set contains only events generated by 6 Li ions emitted by the decays inside the trap. 
Conclusions
We developed a high-accuracy and high-resolution position calibration scheme for MCP detectors. It uses a 90% open calibration mask permanently mounted on the detector. Software was developed to determine the grid line positions on the MCP image with high accuracy so that the adequate parameters for the event-by-event position correction could also be determined with high ac-
curacy. An accuracy of 8 µm and a FWHM resolution of 85 µm were achieved, improving by close to 1 order of magnitude the final accuracy of the image reconstruction compared to the conventional calibration schemes. Due to the high accuracy position response of the MCP, the related systematic uncertainty in the a βν measurement of the 6 He decay is negligible. At this level of accuracy, systematic differences between different particles used for calibration become apparent and need to be taken into account. Stability of the calibration also needs to be monitored throughout the experiment.
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