Abstract. In this paper we provide necessary and sufficient conditions on a for the function
Introduction
It is well known that the classical Euler's gamma function may be defined by for x > 0, that the derivatives ψ ′ (x) and ψ ′′ (x) for x > 0 are respectively called tri-gamma and tetra-gamma functions, and that the derivatives ψ (i) (x) for i ∈ N and x > 0 are called polygamma functions.
We recall from [24, Chapter XIII] and [47, Chapter IV] that a function f (x) is said to be completely monotonic on an interval I if it has derivatives of all orders on I and satisfies 0 ≤ (−1) n f (n) (x) < ∞ (1.3) for x ∈ I and all integers n ≥ 0. If f (x) is non-constant, then the inequality (1.3) is strict (see [5, p. 98] or [36, p. 82] ). The class of completely monotonic functions may be characterized by the celebrated Bernstein-Widder Theorem [47, p. 160, Theorem 12a] which reads that a necessary and sufficient condition that f (x) should be completely monotonic in 0 ≤ x < ∞ is that f (x) = ∞ 0 e −xt dα(t), (1.4) where α(t) is bounded and non-decreasing and the integral converges for 0 ≤ x < ∞. For x ∈ (0, ∞) and a ≥ 0, let In recent years, some new results on the complete monotonicity of functions involving the gamma and polygamma functions have been obtained in [8, 11, 12, 13, 18, 19, 21, 27, 28, 42, 43, 46, 48, 50] , for example.
The aims of this paper are to generalize the convexity of the function F a (x) and to derive known results and some new inequalities.
Complete monotonicity
The first aim of this paper is to generalize the convexity of F a (x) to complete monotonicity which may be stated as Theorem 2.1 below.
Theorem 2.1. For x ∈ (0, ∞) and a ≥ 0, let
Then the functions f 0 (x) and −f a (x) for a ≥ 1 2 are completely monotonic on (0, ∞). Proof. Using recursion formulas Γ(x + 1) = xΓ(x) and
for x > 0, an easy calculation yields
Utilizing formulas 
It is easy to see that φ 0 (t) = − (t 3 − 6t + 12)e t − 6(t + 2)
, where the inequality 3 · 2 i−2 − i 2 + i > 0 for i ≥ 5 may be verified by induction. As a result, the function
It is not difficult to obtain
In the light of the double inequalities a (x) = 0 for i ≥ 2 and a ≥ 0. Combining this with (2.6) and (2.7), we deduce
From the formula
for Re z > 0, see [1, p. 258, 6.1.50] , and the double inequality (2.9) for i = 1, we easily obtain lim x→∞ f a (x) = 0 (2.12)
for a ≥ 0. Inequalities in (2.10) imply that the functions −f 0 (x) and f 1/2 (x) are increasing on (0, ∞). Hence, we have
From (2.10) and (2.13), we conclude that the functions f 0 (x) and −f 1/2 (x) are completely monotonic on (0, ∞).
It is clear that
From the facts that the tri-gamma function
for any given real number α > 0 of any completely monotonic function f (x) on (0, ∞) is also completely monotonic on (0, ∞), and that the sum of finitely many completely monotonic functions on an interval I is still completely monotonic on I, it readily follows that the function −f a (x) for a > 1 2 is also completely monotonic on (0, ∞). The proof of Theorem 2.1 is complete.
Necessary and sufficient conditions
The second aim of this paper is to answer a natural problem: Find the best constants α ≥ 0 and β ≤ 1 2 such that f α (x) and −f β (x) are both completely monotonic on (0, ∞). The first proof. The conclusion that the function φ a (t) defined in (2.5) is positive or negative on (0, ∞) is equivalent to
By L'Hôspital rule, we have
and lim t→∞ ϕ 1 (t) = 0. Hence, the function ϕ(t) can be represented as
for u > 0, where ′ is completely monotonic.
Along with the corresponding argument as in the proof of Theorem 2.1, we obtain that the sufficient condition for f a (x) or −f a (x) to be completely monotonic on (0, ∞) is a = 0 or a ≥ 1 2 respectively. Conversely, if −f a (x) is completely monotonic on (0, ∞), then f a (x) is increasing and negative on (0, ∞), so x 2 f a (x) < 0 on (0, ∞). From the double inequality 
Using the asymptotic formula
as z → ∞ in |arg z| < π, see [1, p. 257, 6.1.41], gives
In virtue of (3.3) and (3.5), we obtain
as x tends to ∞. So the necessary condition for −f a (x) to be completely monotonic on (0, ∞) is a ≥ 1 2 . If f a (x) for a > 0 is completely monotonic on (0, ∞), then f a (x) should be decreasing and positive on (0, ∞), but utilizing (2.11) leads to
which leads to a contradiction. So the necessary condition for f a (x) to be completely monotonic on (0, ∞) is a = 0. The first proof of Theorem 3.1 is complete.
The second proof. The famous Binet's first formula of ln Γ(x) for x > 0 is given by
where
for x > 0 is called the remainder of Binet's first formula for the logarithm of the gamma function Γ(x). See [22, p. 11] or [35, p. 462] . Combining this with the integral representation 
It is not difficult to see that the positivity and negativity are equivalent to
where ϕ(t) is defined by (3.1). The rest proof is the same as in the first proof of Theorem 3.1. The second proof of Theorem 3.1 is complete.
Remarks
In this section, we list more results in the form of remarks.
Remark 4.1. From proofs of Theorem 2.1 and Theorem 3.1, we can abstract a general and much useful conclusion below.
Theorem 4.1. A function f (x) defined on an infinite interval I tending to ∞ is completely monotonic if and only if (1) there exist positive numbers α i such that the differences
are nonnegative for all integers i ≥ 0 on I; (2) the limits lim
exist for all integers i ≥ 0. [16, 33] , for example.
and f Remark 4.3. We also recall from [3, 31, 37 ] that a function f (x) is said to be logarithmically completely monotonic on an interval I if it has derivatives of all orders on I and its logarithm ln f (x) satisfies
for all integers k ≥ 1 on I. It was proved once again in [4, 9, 29, 31, 40] that logarithmically completely monotonic functions on an interval I must be completely monotonic on I, but not conversely. By the way, the preprint [31] were extended to, divided into, and formally published as [29, 34] , the preprint [37] was brought out as [36] , and the preprint [40] was modified and split into [9, 39] . For more information on the history and properties of logarithmically completely monotonic functions, please refer to [3, 4] 
It is obvious that In virtue of complete monotonicity of f a (x) and Remark 4.1, it follows that the difference f a (x + s) − f a (x + t) = g a (x + s) − g a (x + t) for t > s and a ≥ 0 is completely monotonic with respect to x ∈ (−s, ∞) if and only if a = 0, and so is its negative if and only if α ≥ 
for s < t and α ≥ 0 is logarithmically completely monotonic with respect to x ∈ (−s, ∞) if and only if α ≥ 1 2 , and so is the reciprocal of (4.7) if and only if α = 0. The monotonicity of (4.7) and its reciprocal implies that the double inequality . For more inequalities for bounding the gamma function Γ(x), please refer to [15, 17, 49] and closely related references therein.
Remark 4.5. The equation (3.9) in the second proof of Theorem 3.1 tells us the integral representations of the completely monotonic functions f 0 (x) and −f a (x) for a ≥ 1 2 . Remark 4.6. For the history, background, motivations, and recent developments of this topic, please refer to the survey and expository paper [26, 41] and plenty of references therein.
