To assess the accuracy of the evaluated cross sections, comparisons with measurements must be made. In this section, the evaluated data based on the model calculations described in Sec. 6.3 are compared with the cross-section and kerma-coefficient measurements summarized in Sec. 4. The neutron cross section comparisons in Section 7 .1 are restricted to energies above 20 MeV, since comparisons with data at lower energies can be found in the documentation to the ENDF evaluations. Section 7 .2 compares measured kerma coefficient values with those derived from the evaluated elemental cross section data. Section 7.3 compares evaluated proton cross sections with measurements. Finally, Section 7.4 discusses several neutron and proton transport calculations based upon the present cross section information. Comparisons with energy deposition and fluence determinations are included. The evaluated data described in this section are described in Appendix B, and tabulated in Appendices C and D, and are also available on the accompanying CD.
Neutron Cross Sections
Secondary charged-particle production spectra from neutron bombardment ofbiologically important elements are essential for comparisons of measured and evaluated data, as these spectra impact the absorbed dose calculations and are used to determine kerma coefficients. Comparisons are made for the angle-integrated, rather than the double-differential, emission spectra because of space limitations. Since the ranges of the secondary charged particles are relatively small, an accurate description of the angular distributions is less important than the angle-integrated spectra in calculations of absorbed dose. The total, total nonelastic, and elastic scattering cross sections are also shown, since these cross sections determine the neutron attenuation and transport through matter. Further comparisons with measurements, e.g., double-differential data, total production yields, and gamma-production spectra, are shown in Chadwick and Young (1996) and Chadwick et al. (1996) .
The evaluated total cross sections for n eutrons incident on carbon and oxygen are compared with measurements in Fig. 7 .1, and the corresponding comparisons for the total nonelastic cross section are shown in Fig. 7.2. Fig. 7 .3 shows evaluated elastic scattering angular distributions for oxygen in the center-of-mass frame compared with measured data. These figures exhibit a good agreement between the evaluations and the measurements. As discussed in Sec. 6.3 .2.1, the evaluated data were obtained from Incident neutron energy, En I MeV Fig. 7 .1. Evaluated total neutron cross section for carbon and oxygen (present work, and Chadwick and Young (1996) and Chadwick et al. (1996) ) compared with experimental data of Finlay et al. ( 1993). optical model calculations, with small adjustments to optimize agreement with the measurements.
Figures 7.4 and 7 .5 show the proton, deuteron, and alpha-particle em ission spectra m easurements of Subramanian et al. (1983; 1986) , Haight et al. ( 1994) , Slypen et al. ( 1995a,b; 1996), and Benck et al. (1998b) compared with the evaluations (solid lines) for C and 0. Brenner and Prael's ( 1989) calculations (dashed lines) are shown for comparison. The measurements agree with the evaluations fairly well, generally somewhat better than with the calculations of Brenner and Prael, particularly for the deuterons. The preponderance of alpha particles is related to their stability. The structure that is seen in the evaluated cross sections, particularly at the highest emission energies but also sometimes a t the lowest incident energies, is due to the inclusion of the experimental discrete low-lying nuclear levels in the calculations.
In Fig. 7 .5 two sets of results using Subramanian et al. (1986) data are shown for 60 MeV incident energy: Romero ( 1994) derived angle-integrated results from the double-differential data of Subramanian et al. ( 1986); and Chadwick and Young ( 1996) performed a new angle-integration of these same double-differential data. Uncertainties in the original angle-integration that are particularly large for the oxygen data (as the measurements only extend to 65-degrees), prompted the new angle-integration of the data using the present theoretical calculations for extrapolating the measurements to backward angles. Significantly smaller experimental cross sections were obtained for the 60 MeV 16 0(n ,xp) reaction compared with the Subramanian et al. (1986) (1994) o Olsson (1990) <> Zanelli (1981) >< Kirby (1966, proton systematics) t>. Dejuren (1950, neutron (present work , and Chadwick and Young ( 1996) and Chadwick et al. (1996) ), compared with measurements.
original results, since the calculations predict an angular distribution that falls off rapidly at the backward angles. The evaluation is in better agreement with the newly derived angle-integrated experimental data above 15 MeV emission energy. Furthermore, the newer values are in better agreement with the recent measurements of Benck et al. (1998b) . Interestingly, the Benck et al. measurements also support the rise in the proton emission differential cross section at low emission energies predicted theoretically ( Fig. 7 .5) . Figure 7 .6 shows a comparison between measured 60 MeV C(n,xp) and C(n,xcx)angle-integrated emission spectra with the results of various ENDFformatted evaluations, including the present work (comparisons with Brenner and Prael's (1989) calculations were shown in Fig. 7 .4, and citations to the experimental data are also given in the Fig. 7 .4 caption). These two reaction channels were chosen because they are the dominant contributors to the (present work, and Chadwick and Young (1996) and Chadwick et al. (1996) ) compared with experimental data oflslam et al. (1988) .
total carbon kerma coefficient at 60 MeV, and because a number of other evaluations exist with which these can be compared. It is evident from Figure 7 .6 that the present work accounts for the measurements more accurately than the earlier evaluations. Pearlstein's (1993) evaluation describes the proton emission rather well, though it largely under predicts high-energy alpha-particle emission. Also, the emission spectrum is represented using very large histogram energy bins. The evaluations of Young et al. (1990) and Harada et al. (1997) account for much of the emission spectra, though deviations are seen compared to the measured data at the higher emission energies. It should be r emember ed that deviations between these other ENDF-formatted evaluations and t he measured data, as evident in Fig. 7 .6, are easy to understand-such evaluated data were frequently generated through large-scale nuclea r model calculations, where, in many cases, resources were not available to opt imize the large amounts of calculated data to better agree with measurements. The present work was able to better represent these reactions since a significant effort was placed on refining the nuclear models, and input parameters, to account for the experimental data. While the evaluated data tabulated in this Report are of production (inclusive) emission spectra, it is also useful to compare the calculated exclusive 12 C(n,n '3cx) reaction with measurements. This reaction is particularly important since the 3o: break-up mechanism accounts for a significant fraction of the C total nonelastic cross section (e.g., at 20 MeV, it accounts for approximately 60% of t he total nonelastic cross section). Fig. 7 . 7 shows that the calculation describes the measurements well. The large magnitude of this cross section expla ins the large magni- .. (1995b, 1996) , and squares the data of Haight et al. (1994) . Adapted from Chadwick et al. (1996). tude of the alpha-particle emission spectra at low emission energies in Fig. 7 .4.
There a re few data on neutron-induced reactions above 20 MeV that can be used to benchmark the evaluations of nonelastic reactions of structural and shielding materials. Figures 7.8 and 7.9 show experimental data of Marcinkowski et al. (1983), and Hjort et al. (1996) , compared with the evaluated results based on GNASH model calculations. Additional comparisons are given by Chadwick et al. (1999a) .
Neutron Kerma Coefficients
Evaluated kerma coefficients are derived from the microscopic cross sections as discussed in Sec. 2.2. This involves determining the la boratory-frame aver- : . ( 1997) . Adapted from Chadwick and Young ( 1996) .
age energies and production cross sections of the light charged-particle ejectiles (A:::::: 4), elastic recoils, and the nonelastic heavy recoils (A > 4). The results presented here differ slightly from the results of Chadwick and Young ( 1996) and Chadwick et al. (1996; 1997b) in that a more accurate method is used for determining the nonelastic recoil kerma coefficients, see Section 6.3.2-4. The nonelastic recoil energy spectra are explicitly calculated using the method described in Chadwick et al. (1997a; 1999a) .
Elemental Kenna Coefficients
For neutron interactions with tissue, water, and tissue mimicking plastic and gas, carbon and oxygen are the most important elements besides hydrogen. Because of this importance, the partial kerma coefficients for the various secondary charged particles for carbon and oxygen, as well as nitrogen and silicon, are given in Table C .1 in Appendix Cup to 150 MeV. Below about 30 MeV neutron energy, the total kerma coefficient for C, N, and 0 is dominated by the alpha-particle contribution because of the large alpha-particle production cross sections at these energies. The increase of the proton and deuteron partial kerma coefficients with incident energy is caused by the increase of preequilibrium emission at higher energies. The contribution from deuterons exceeds that for alphas at the higher energies, re aching 25% (C) and 20% (0) of the total kerma coefficient at 100 Me V. The elastic recoil kerma coefficient decreases with increasing incident energy because the elastic angular distributions become more forward-peaked and because the total elastic scat tering cross section decreases at h igher energies. The nonelast ic-recoil kerma coefficient does not incr ease significantly at Emission energy, EI MeV Fig, 7 .6. Comparison of 60 MeV C(n,xp) and C(n,xa) experimental angle-integrated laboratory-frame emission spectra with four evaluations in ENDF format: the present work (Chadwick et al., 1996); Pearlstein ( 1993); Harada et al. ( 1997); and Young et al. ( 1990) . The evaluations are shown in the laboratory frame, except for that of Young et al. (1990) which is shown in the channclenergy frame. Comparisons with the calculations of Brenner and Prael (1989) are given in Fig. 7 .4, as are citations to the experimental data. the higher energies because the preequilibrium ejectiles are increasingly forward-peaked, resulting in a decreased momentum transfer to the recoiling nuclei, and because the overall total nonelastic cross section decreases from 20 to 150 Me V. It may seem surprising that the nonelastic recoil kerma coefficients are smaller for C than for 0 , since kinematics would suggest that the energy transferred to the secondary heavy particles varies inversely with their mass. The reason for this is that the C nucleus is so light that after a nuclear reaction, many of the fragments are of mass s 4, and are, therefore, not categorized as "nonelastic recoils" with A > 4.
The total kerma coefficients for H, C, N , 0 , Al, Si, P, Ca, Fe, Cu, W, and Pb are given in Table C .2 for incident n eutron energies from therma l up to 150 MeV Linear interpolation can be used to obtain kerma coefficient values at energies not tabulated. Below 15 MeV, the values given in Table C .2 were obtained from existing ENDF/B-VI evaluations using the NJOY data processing code (MacFarlane, 1994) , for a temperature of 300 K, having binaveraged the results over the same energy-bins as used by Caswell et al. (1980) . Above 20 MeV, the kerma coefficient data are pointwise data, and between the highest energy-bin centered at 14.5 MeV, and 20 MeV, the kerma coefficient values were linearly interpolated, as described in Section 6.4.2.
The total kerma coefficients derived from the evaluated cross sections, as given in Table C As discussed in Section 4.2, there a re both direct determinations of kerma from the ionization induced by the charged-particles, and measurements of differential cross sections from which the kerma coefficients are calculated. The latter approach requires extrapolations to obtain the total kerma coefficients: angleintegrating the differential cross section data, extrapolating data to energies below the detector thresholds, adding elastic recoil kerma coefficients, and adding (unmeasured) contribut ions from the nonelastic recoils. Uncertainties in the kerma coefficient data derived from cross section measurements are not shown in most of these figures because published uncertainties often only apply to the measured contributions, or are limited to statistical uncertainties, and are therefore unrealistically small.
There is generally quite good agreement between the evaluated total kerma coefficient and the measurements ), although the spread in the measured values is large. Deviations between the evaluations and measurements are generally within the uncertain ties of the kerma coefficients. It should be noted that comparison with these experimental kerma coefficient data is not the only test of the evaluated data-as shown earlier, the evaluated microscopic cross sections were also shown to agree well with measurements. But there remains a large spread in the measured kerma coefficients for oxygen ( Fig. 7 .12), one of the most important elements in dosimetry applications, and the latest measurements by Schrewe (1998) lie systematically above the evaluation. We note however that the evaluated kerma coefficients for oxygen described here are amongst the highest when compared to other calculations (see Fig. 7 .17). Additionally, higher evaluated oxygen kerma coefficients would lead to lower integral C/O kerma ratios in a therapy beam, whereas the calculated C/O ratios already appear somewhat low compared to recent measurements (see Table 7 .3).
The variation in the total kerma coefficients with energy is caused by the increase of the kinetic energy transferred to the secondary particles which, in the absence of nuclear structure effects specific to each nucleus, increases approximately proportionally to the incident energy. However, the less than five-fold increases observed in the kerma coefficients between 20 and 100 MeV in Figures 7.10-7.12 is caused by the decrease of the total nonelastic cross section by approximately a factor of two over this energy range. Total kerma coefficients for elements with similar Coulomb barriers (such as C, N, and 0) would be expected to vary approximately as A -113 (1/A from the normalization constant in the kerma coefficient definition, and A 213 from the nonelastic cross section magnitude). This behavior is approximately observed in the results. Differences, such as the relatively high total kerma coefficient for nitrogen compared with carbon and oxygen at the higher energies, are due to nucleus-specific effects in the particular reactions-for nitrogen, the positive Q-value of the 14 N(n,p) reaction leads to a relatively high proton partial kerma coefficient. and results from previous model calculations and evaluations.
While the energy-balance approach for determining kerma coefficients from ENDF/B-VI below 15 MeV has been found to be reliable for many applications, certain deficiencies can occur for heavy elements. The reason for this is that for heavy elements, the large Coulomb barrier through which charged particles must penetrate results in very small kerma coefficients, with the vast majority of the secondary energy being carried by uncharged neutrons and photons. Thus, when energy balance is applied, the kinetic energy transferred to secondary charged particles depends on the subtraction of two large numbers (the total available energy, and the energy given to neutrons plus photons), which can give unreasonable results if each of these numbers is not known to high precision. An example is evident in Table C .2 where the kerma coefficient for 184 W is seen to drop precipitously at around 1.55-1.65 MeV.
Kenna Coefficients for Mixtures and Compounds
Kerma coefficients for tissue-equivalentA-150 plastic (Smathers et al., 1977) , ICRU-muscle, air, ICRUcompact bone, methane-based TE gas, propanebased TE gas, and water determined from the elemental kerma coefficients are given in Table C .3 in Appendix C. Kerma coefficients were not available for all elements present in these substances. Two procedures were used to account for missing elements, but in no case was the mass fraction of hydrogen changed due to t he large hydrogen kerma coefficient. Firstly, when only one element was missing and kerma coefficients were available for elements adjacent to or near the missing element in atomic number, the available element was substituted with no change in the mass fract ion. Hence, calcium was substituted for argon in air. When several elements were missing, the mass fractions of the missing elements were summed and thence apportioned amongst the available elements, excluding hydrogen, according t o t he original mass fraction of the available elements in the mixture or compound. Thus, for muscle, the mass fractions for Na, Mg, S, and K were distributed amongst C, N, 0, and Ca. The original mass fractions were taken from ICRU Report 49 (ICRU, 1993) and the values are given in Table 7 .1, while those used in the present results are given in Table 7 .2. Using this information, Figure 7 .18 shows the calculated kerma coefficient for A-150 plastic compared with experimental data. Agreement with the data is seen to be good, though there is a slight under prediction of the measurements around 16 MeV, and a possible over prediction around 65 Me V as was also observed for carbon ( Fig. 7.10 ), the main constituent of A-150 plastic.
Following Caswell et al. (1980) , t he kerma coefficients for compounds and mixtures in Table C .3 are given for energies only above 11 eV. This is because the elemental kerma coefficients in Table C .2 are for isolated atoms, and neutron cross sections and kerma coefficients for atoms that are chemically bound can differ from isolated atom values below this energy.
Percentage kerma values by secondary chargedparticle type for A-150 plastic and ICRU-muscle are shown in Figure 7 .19, and similar information, organized by elemental contribution, is given in Figure  7 .20. For high neutron energies, the kerma for A-150 plastic is dominated by carbon, and that for ICRU muscle by oxygen. The relative contribution of oxy- (JCRU, 1993 The ratio of the kerma coefficient of C to that of 0 is important because a significant part of the oxygen in body t issue is approximated by carbon inA-150 TE plastic in order to make this material electrically conductive. Taking the ratio of the measured quantities removes some of the experimental systematic uncertainties, particularly those associated with the neutron fluence. Figure 7 .22 shows the ratios of all measured values as well as values obtained from the evaluations. The evaluation is seen to be consistent with the experimental values, which exhibit a considerable spread amongst themselves. 
Average Kerma and Kerma Ratios for Neutron Therapy Beams.
The ratio of ICRU muscle to A-150 plastic kerma (kq,(M/A)) is the most relevant quantity for assessing the absorbed dose in patients from that m easured in a tissue-equivalent ionization chamber. This ratio, calculated from the recommended kerma coefficients in Table C .3, is shown as a function of neutron energy in Figure 7 .23. Critical to a determination of the average kerma ratio in a neutron beam is a knowledge of the neutron energy spectrum, ideally under the conditions used in the measurement of absorbed dose. Historically, such energy spectrum data were seldom available.
For higher energy neutron beams, both the American Association of Physicists in Medicine (AAPM) (Wootton , 1980) and the European Clinical Neutron Dosimetry Group (ECNEU) (Broerse et al., 1981) proposed values for the ICRU-muscle/A-150 kerma ratio, averaged over estimates of the neutron energy spectrum. The ECNEU proposed a value in the range 0.95-0.98, based on the data of Caswell et al. (1980) , whereas the AAPM recommended values calculated from earlier data (ICRU, 1977) . The data of Caswell et al. (1980) showed an important difference in comparison to the 1977 ICRU results, i.e., a kerma coefficient ratio of 0.831 instead of 0.883 at the maximum neutron energy considered of30 MeV. The relatively low kerma coefficient ratio obtained Fig.  7 .23, is a consequence of the high C/O kerma coefficient ratio they obtained, as seen in Fig. 7 .22. A comprehensive study by Awschalom et al. (1983) , based on an analysis of kerma coefficients derived from a variety of model calculations using various neutron energy spectra, proposed an ICRU-muscle/A-150 kerma ratio of 0 .93 ± 0.03 for p(66)+ Be neutron beams. Mijnheer et al. (1987) and ICRU Report 45 (ICRU, 1989) recommended a kerma ratio of k<P(M!A) = 0.95 for higher-energy neutron beams.
Recently, considerable experimental information has become available for high energy therapy facilities that permits a comparison with the present model calculations. Jones et al. (1992) measured the neutron spectrum at the NAC facility using the neutron time-of-flight technique. Ross et al. (1997) used the intranuclear cascade model to estimate neutron production and Monte Carlo neutron transport techniques to model the neutron spectrum for several high-energy therapy facilities. They calculated neutron spectra for thos e clinical beams using very complete modeling of the physical arrange- Using the various kerma coefficient data derived from evaluated cross sections (summarized in Table  C .3) combined with the neutron spectra discussed above, detailed comparisons of several integral parameters are possible. Such comparisons are important to validate the overall consistency of the microscopic nuclear data. Table 7 .3 summarizes derived integral values. Measured and calculated neutron spectra were energy binned into 2 MeV wide groups. Matching kerma coefficient values to these data was accomplished by taking the tabulated kerma coeffi- 
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,.,,-,. Neutron energy, £../ MeY Fig. 7 .22. Ratio of kerma coefficients for carbon an d oxygen as a function of the energy of incident neutrons, En. The data recommended in this report (full line) are comp ared with those measured by integral methods (symbols with error bars), derived from microscopic cross sections (symbols without er ror bars) and recommended in earlier ICRU reports (Caswell et al., 1980) (dashed line). The uncertainties of the results from integral methods were calculated by quadratically adding the u ncertainties of kerma coefficients for C and 0 . Correlated uncertainties, e.g., those from the determination of the neutron flu en ce, could not be taken into account because this information is n ot given in the respective publications. The actu al uncer tainties of the kerma ratios are thus smaller than those indicated in the figure.
cient data and averaging the values into the desired energy groupings in a manner tha t properly accounts for the rapid variations in kerma below 15 MeV. Figure 7 .24 sh ows th e re-binned results along with the original kerma coefficient values for carbon , oxygen, ICRU m us cle, and compact bone. Measured values and those determined from convolving th e measured or calculated neutron spectra with the re-binned kerm a coefficients are in good agreement (see Table 7 .3). For the high-energy p + Be sources, the muscle to A-150 spectrum weighted ratio is ver y close to 0.94, s lightly less than the earlier recommended value of 0.95. This work, therefore, resu lts 7 .'J-Fluence-weighted or measured quantities for the neutron therapy beams at Harper Hospital, the National Accelerator Center ~ (Faure), and the Fermi National Accelerator Laboratory. Each column represents a d ifferent neutron spectrum. Harper, refer to the calculations of Bohm et al. (1999) while NAC-R refers to that of Ross et al. (1997) . NAC-J uses the measured spectra of Jones et £ al. (1992) , while FNAL-A uses the spectrum of Awschalom et al. (1983) . E<P,n is the fluence weighted average energy, while k,,,(X) or k,,,(XIY) c refer to the fluence weighted kerma coefficient for substance X or the ratio ofX to Y. k;J: indicates measured values of these quantities at the higher than values estimated from fluence-weighted kerma coefficients, though they are within the quoted experimental uncertainties except for the Harper Hospital measurement.
Proton Cross Sections
In this section, cross sections for proton-induced reaction s are described that are relevant to studies of the energy deposition, shielding, and the biological effectiveness of a proton therapy beam. Tabulations of proton-induced cross sections are given in Table  D . l (the total nonelastic cross sections), Table D .2 (double-differential emission spectra) and Table D .3 (an example ofrecoil spectra) in the appendix.
Nuclear reactions result in protons being depleted from a therapy beam, the extent of which is governed by the total nonelastic cross sections. The evaluated total nonelastic cross sections for protons incident on C, N, O,Al, Si, P, Ca, Fe, Cu, W, and Pb, are shown in Figure 7 .25, and tabulated in Table D .l, for energies up to 300 MeV. Figure 7 .26 shows comparisons of C, 0, Fe, and Pb evaluated total nonelastic cross sections with experimental data taken from Carlson (1996). These nonelastic cross sections become negli-gible7 below the threshold energy of the first excited states, which is a few MeV for C, N , and 0. At the higher energies, the total nonelastic cross sections become roughly independent of incident energy and are approximately equal to the geometrical cross sectional area of the nucleus. In a transport calculation, the nuclear cross sections at the higher incident energies are more important, since the probability of a stopping proton having a nuclear interaction increases when its energy is large (see the tables in Janni's (1982) compilation).
The secondary ejectiles produced in proton-induced reactions are transported away from the point of interaction, a nd deposit their energy either at a short distance (for charged particles), or at large distances (neutrons, gammas). In Figure 7 .27, evalu-ated emission spectra for secondary proton and alpha-particle production in 60 MeV proton-induced reactions on C and 0 are compared with Bertrand and Peelle's ( 1973) experimental data, and the agreement is good. For an incident energy of 90 MeV, the calculated 12 C(p,xp) emission spectra in Figure 7 .28 agree with the data of Fortsch et al. (1988) , including the variation with angle. Figure 7 .28 also shows double-differential neutron production cross sections for protons incident on C and 0 at 113 and 256 Me V, compared with the data of Meier et al. (1989; 1992) . However, the agreement with the data of Meier et al. ( 1992 ) is somewhat poorer at an incident energy of 256 MeV, with the calculations over-predicting neutron production at the lowest energies. Figure 7 .29 shows calculated proton production spectra for 200 MeV protons incident on C and 0 compared with the Cowley et al. measurements (Cowley, 1997) . Agreement between the calculations and experiment is reasonable, and indicates that the theory can adequately predict high-energy proton emission.
For structural materials present in collimators and beam modifiers, (p,xn) neutron production reactions are needed for radiation protection purposes. For this reason, evaluated double-differential neutron production cross sections are compared with measurements. In Figs. 7.30 and 7 .31, the evaluated results are compared with a selection of these data for protons incident on Fe and Pb.
The extent to which energy is deposited by heavy nonelastic recoils affects the biological effectiveness of a proton therapy beam, since heavy charged particles have a high linear energy transfer and therefore an enhanced biological effectiveness (Robertson et al., 1994) . Calculated nuclide production yields (including radionuclides), as a function of incident energy, are compared with measured data for 0 in Figure 7 .32. Such excitation functions are shown for all product nuclides where experimental data are available. Calculations of product nuclide yields usually have larger uncertainties than calculations of the production of the light ejectiles, particularly when the yields are a small fraction of the total nonelastic cross section. This can be seen in Figure  7 .32 where the calculations and mea surements sometimes differ by more than a factor of two. However, the overall agreement is rather good, with the calculations approximately reproducing the relative shapes and magnitudes of the various excitation functions. These results are comparable to those obtained by Seltzer ( 1993) using the INCA/FBRK code (Subramanian et al., 1983) sections (recoils) are tabulated on the ENDF-easy electronic files on the CD accompanying this Report, along with their average energies and energydifferential emission spectra. An example of the nuclide production and recoil energy information available on the electronic files is shown in Table D .3 in the Appendix.
Integral Calculations and Experiments

General
The use of evaluated microscopic nuclear reaction data within radiation transport codes for calculations of absorbed dose from clinical therapy beams is a r elatively new field of research. Evaluated cross sections for incident energies above 20 MeV in a format suitable for application calculations, such as those described in this Report, have only recently become available. Additionally, radiation transport codes that can use such data are currently under development. Two such transport codes, in particular, may become useful research tools in the future: the Lawrence Livermore National Laboratory Peregrine code (White et al., 1994; Hartmann Siantar et al., 1995) ; and the Los Alamos National Laboratory MCNPX code (Hughes et al., 1998) . Results us ing these code are described below. The MCNPX results focus on neutron transport. Both of these codes use nuclear cross sections that are based on GNASH modeling calculations which are reported here. In addition to these codes, a proton transport code developed by Medin and Andreo ( 1997) used the proton-induced oxygen cross sections described in this Report to study proton transport and energy deposition in water.
Peregrine Calculations
Peregrine is an all-particle Monte Carlo radiation transport code developed specifically for the calculation of the absorbed dose for radiation treatment of cancer. Peregrine calculates absorbed dose from clinical photon, neutron and proton therapy beams in complex treatment configurations. The accuracy of calculated dose from a ny radiation type depends on the quality of the atomic and nuclear reaction data, the quality of the transport physics, and the description of the external radiation source.
Peregrine performs such dose calculations with fully coupled radiation transport. Neutron trans port uses a data-driven single-scatter Monte Carlo method with elastic (n,n) and nonelastic (n,xp) (n,xa) (n ,xd) (n,x'Y) (n,xn) reactions. Heavy charged particle t rans- port, e.g., p, d, t, 3 He, a, u ses a class II condensedhistory method. This includes continuous charged particle energy loss, energy straggling, and multiple scattering.
7.4.2.1 Source Characterization. Th define a source for Peregrine, phase-space history files from Monte Carlo simulations are analyzed and separated into one or more componen ts. In general, one direct (uns cattered) component and one or more scattered components are defined. The direct components ar e assembled from simulation histories that can be tracked back to within a small distance from a main source-a neutron-production or bremsstrahlung target, for instance. The scattered component(s) describe t he radiation th at undergoes further scatter by fixed beamline elements. Separating the scattered and unscattered componen ts simplifies accurately describing a nd efficiently sampling t he different subsources. Further details on th e characterization models and sampling methods are given in Cox et al. ( 1997) 7.4.2.2 Neutron Beams. Several modern neutron th erapy facility sources have been modeled . These include the Harper Hospital facility at Detroit, MI, the National Accelerator Center CNAC) facility at Faure, South Africa, and the facility at the Fermi Nat ional Accelerator Labor atory (FNAL) at Batavia, IL. Section 3.2 describes th e major aspects of these sources. The work by Bohm et al. ( 1999) modeling these facilities extends the earlier work by Ross et al. (1997) .
In these studies, the LAHET Code System (Prael and Lichtenstein, 1989) and MCNP (Briesmeister, 1993) are used together to simulate the neutron phase-space at these facilities. LAHET generates neutrons from t he charged-particle interaction in the target which are then passed to MCNP for transport through the target, precollimators, flattening filters, etc. MCNP is a radiation transport code that utilizes tabulations of cross section data for simulatin g nuclear collisions. A special, limited set of evaluated neutron cross sections for inciden t energies to 100 MeV (Youn g et al., 1990) is used wit h MCNP to enable tracking of all n eutrons produced by the intranuclear cascade models in LAHET. Some materia ls present in the three beam-lines are not available in this data set, but enough are present to approximate all important components. For missing materials, the closest availa ble isotope or composition is used with the actual material density.
The Harper Hospita l Cyclotron neutron source was modeled with all beamline components starting at the target down to the entrance of the fieldshaping tungsten multirod collima tor. This location was defined as the 'beam definit ion plane.' The image of the precollimation system is a 190 mm X 190 mm rectangle at the entrance to t he multi-rod patient collimator. Figure 7 .33 shows the energy spectrum and fluence distributions of primary direct unscattered neutrons at 1.13 m downstream from the Be target, the beam definition plane (Cox et al., 1997) .
In the simulation-history file , 91.5% of the total neutron energy within the limits of the primary collimator system is in the form of direct neutrons. Neutrons scattered by the precollimators and/or flattening filter (8.5% of total energy) are described as a second component. In contrast to the primary (direct) neutrons, this scattered neutron component has a lower average energy of about 13 MeV and an almost flat energy fluence distribution (not shown).
Currently ignored are all neutrons that arrive at the entrance to the multirod collimator with radii greater than a limit of 135 mm. Neutrons, both primary (direct) and scattered, outside this limit will be blocked by the multirod collimator. In the absence of transmission or transport through the collimator, there is no need to include this portion of the fluence and it is ignored in the characterization. Figure 7 .34 shows a comparison between Peregrine calculations and measurements of the neutron absorbed dose versus depth. The Peregrine depth-dose data were normalized to the measured values at the dose maximum. No further normalization was included. Excellent agreement is observed in the depth-dose values. Figure 7 .35 indicates transverse absorbed dose profiles at several depths. The transverse absorbed dose profiles are also in agreement with the measured values-in this example, the dose distribution is designed to be flat at a depth of 100 mm. Note that because the neutrons at large radial distances have a softer energy spectrum (left hand side of Figure 7 .33), their penetration with depth in water is reduced, producing the relatively flat transverse distribution at 100 mm shown in Fig.  7.35 . Figure 7 .36 shows a surface plot of the neutron fluence at the beam definition plane at FNAL, 0.31 m from the target. This location is just in front of the removable patient collimator and downstream of the cylindrically symmetric pre-collimator. Unlike Harper and NAC, no beam flattening or hardening filter is used at FNAL. Note the penetration of neutrons through the pre-collimator. 7.4.2.3 Proton Beams. For the Loma Linda University Medical Center (LLUMC), LAHET was used to simulate the transport of protons and improve the understanding of the proton phase-space for all of the operating modes of the LLUMC proton treatment facility (Slater et al., 1988) .
The version ofLAHET used here includes a modification by Siebers to use Landau-Vavilov energy straggling (Vavilov, 1957) in place of the default LAHET range straggling. The results of these simulations have been used to make source description files for use in Peregrine. Figure 7 .37 shows a comparison of measurements and calculations of central axis depth-dose in water for 250 MeV protons and 5-cm range-modulated 155 MeV protons. A source file of approximately 1.6 million proton events was created for each configuration using the modified LAHET. The resulting sources were then used in Peregrine to calculate depth-dose in configurations similar to those used for the measurements. The differences between the measurement and Peregrine at small depth are attributed to the absence of scatter off apertures in the Peregrine simulation.
MCNPX Calculations
The MCNPX radiation-transport code (Hughes et al. , 1998) combines the features of MCNP and LA-HET into one code, for ease of use, and makes use of the new high-energy cross section data libraries described in this Report. Additi onally, charged- .,
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., • Albouy (1962) gi "' (/) • Eilbert ( 1975) "' particle transport is included as well as neutronphoton transport. It has been applied to analyze some integral experiments involving neutron transmission through slabs of materials of varying thicknesses. These benchmark calculations were per-formed for a number of reasons: as a test of t he accuracy of t he underlying microscopic nuclear cross sections; as a test of the transport methods implemented in MCNPX; and to assess the accuracy of this code for performing shielding calculations for radia- tion protection analyses. The analyses described below compare calculated and measured neutron transmission for various assemblies; the measured neutron source spectra were used as inputs in the transport calculations. Nakashima et al. ( 1996) measured n eutron tran smission through slabs of iron, both on and off axis. The neutron source was generated using a 68 Me V Li(p,xn) reaction, producing quasi-monoenergetic neutrons. A 100 x 100 mm 2 field at isocenter irradiated a 600 x 600 x 600 mm 3 water filled phantom. The Peregrine results are normalized to measured data at the maximum absor bed dose point.
LAHET-2. 7, the improved modeling using MCNPX is evident. The discontinuity at 20 MeV in the LAHET calculations occurs because of the transition to u sing MCNP with ENDF/B-VI data libraries below that energy; no such discontinuity occurs in the MCNPX calculations since they utilize cross section data libraries for all energies. This benchmark is particularly sensitive to ela stic scattering nuclear r eactions . in the input model parameters (e.g., level densities, transmission coefficients); and those due to the approximate nature of the models used. The latter often give the dominant contributions, and are the hardest to quantify. One way of estimating these uncertainties is to determine the extent to which various calculational models differ in their cross section predictions. Uncertainties in the evaluated data can also be estimated by comparing them with the measured data. In cases where measurements exist to guide the calculations, the evaluated cross sections are likely to be more accurate than those cases where no experimental data exist. Estimates of the cross section and kerma coefficient uncertainties quoted below correspond to standard uncertainties, i.e., one standard devia tion.
Such comparisons result in the following uncertainty estimates: neutron total cross sections are accurate to better than 2%; total nonelastic and elastic cross sections are accurate to 5-10%; and angle-integrated emission spectra are accurate to 20-30% for neutrons and protons, often with greater uncertainties for deuterons and alpha particles. Double-differential emission spectra are typically accurate to 20-40% where the cross sections are large (at forward angles), but since spectral angular distributions are forward-peaked and can decrease by many orders of magnitude from forward to backward angles, the calculational uncertainties can be much larger at back a ngles, although the practical impact of such large back-angle uncertainties is relatively minor. Radionuclide production cross sections are most accurate for reaction products which (1996) _ The neutron source was generated via the 68 MeV ' Li(p,n) reaction. The measured neutron fluence impinging on the material was u sed as an input to the MCNPX calculation. Results are shown for neutron transmission on axis, 20 cm off axis, and 40 cm off axis. Calculations from two versions of the LAHET-MCNP code system are also sh own . Note that the y-axis scales diffor for the three figures. account for a significant fraction of the nonelastic cross section (uncertainties of approximately 20-30% ), but are less accurate for the small cross section products. For example, if a calculation predicts that a certain radionuclide has a production cross section of only I mb, its uncertainty may be as high as a factor of 5-10. The above estimates are necessarily rather general, and exceptions occur where the evaluated data have smaller, or larger, uncertainties. Additionally, the GNASH modeling code is most accurate (and has been extensively tested) for incident energies up to about 160 MeV, but is less accurate for modeling emission spectra above that energy.
Kerma coefficients are most accurate gen, smce the n-p interaction is for hydrorelatively (Shin et al., 1991 ) through 30 cm of lead, with the results of a MCNPX transport calculation that utilized the cross section data in this Report. The neutron source was a broad neutron spectrum up to about 65 MeV from a 65 MeV Cu(p,xn) reaction on a 1 cm thick (stopping) copper target. The measured neutron fluence impinging on the material was t aken as an input to the MCNPX calculations.
well understood, and for carbon and oxygen, where numerous measurements have been made. For hydrogen, the estimated uncertainty is: 1 % below 10 MeV; 1-2% from 10-100 MeV; and 1-3% from 100-150 MeV. For carbon, the estimated uncertainty is: 5% below 10 MeV; 10% from 10-150 MeV. For oxygen, the estimated uncertainty is: 5% below 10 MeV; 15-20% from 10-150 MeV (the fact that Howerton's (1986) Livermore results are significantly lower than ENDF/B-VI below 20 MeV is the basis for assigning a higher uncertainty compared to carbon). Estimations of uncertainties is difficult for other elements due to a lack of experimental data, but the kerma coefficients are probably not known to better than 20% over most of the energy range.
