Abstract-A computational vision approach is presented for the estimation of 2-D translation, rotation, and scale from two partially overlapping images. The approach results in a fast method that produces good results even when large rotation and translation have occurred between the two frames and the images are devoid of significant features. An illuminant direction estimation method is first used to obtain an initial estimate of camera rotation. A small number of feature points are then located based on a Gabor wavelet model for detecting local curvature discontinuities. An initial estimate of scale and translation is obtained by pairwise matching of the feature points detected from both frames. Finally, hierarchical feature matching is performed to obtain an accurate estimate of translation, rotation and scale. A method for error analysis on matching results is also presented. Experiments with synthetic and real images show that this algorithm yields accurate results when the scale of the images differs by up to lo%, the overlap between the two frames is as small as 23%, and the camera rotation between the two frames is significant. Experimental results on several Mojave desert images acquired from a balloon are presented. Applications of the method to texture and stereo image registration, and satellite image mosaicking are presented.
I. INTRODUCTION utomatic image registration is an important problem for
A steropsis, multiplatform remote sensing, motion estimation, moving object detection, etc. Traditional solutions to this problem [l] , [4] , [9] , [lo] , [ l l ] , [16] are unreliable when the rotation of the camera and scale change between the two frames are significant. Registration becomes even more difficult if the images are devoid of significant features and/or the overlap between the two frames is small. In the Mars '94 project we have such a challenging problem. One of the goals of the Mars '94 project is to measure the 3-D wind velocity on Mars. It is proposed to use a downlooking camera attached to a balloon to measure the motion of the balloon and hence determine the wind velocity. Fig. 1 schematically illustrates this project; the two successive images are taken at times tl and t 2 . Balloon motion can be determined by measuring the translation, rotation and scale changes between the two images. Due to technical constraints, only two frames will be available for each location, and the rotation and translation Manuscript received June 16, 1992; revised November 4, 1992 . This work was supported in part by the Advanced Research Projects Agency under ARPA Order Number 8978, and in part by the U.S. Army Engineer Topographic Laboratories under contract DACA 76-92-C-0024. The associate editor coordinating the review of this paper and approving it for publication was Dr. Michael Unser. between the images could be significant. Also, there is a scale change due to the vertical motion of the balloon. A simple and robust registration algorithm is required for on-board motion estimation.
In this paper, we present a computational vision approach to the estimation of 2-D translation, rotation, and scale from two partially overlapping images. diagram of our motion estimation algorithm. A feature of our approach is that the camera rotation is estimated and compensated at the very beginning of the registering process. The illumination on the Martian surface is from the sun and is constant during the time the image pair is taken. By estimating the illuminant direction in each frame, we can compensate the rotation between the two frames and simplify the matching process. To estimate the illuminant azimuth, we use a local voting estimator in which the surface around each pixel is approximated by a local spherical patch and a local estimate is computed by a minimum mean square method. The global estimate of the illuminant azimuth is computed as the arc tangent of the ensemble average of the normalized local estimates. For image matching, since the common area between the two frames can be much smaller than the image field, and in addition, there is scaling between the two frames, spectrum analysis-based correlation and matching would be unreliable. In this work, we use a feature-based matching technique. First, we extract a small number of feature points based on a Gabor wavelet model for detecting local curvature discontinuity [13] . In doing this we compute a local energy measure defined as interaction of Gabor wavelet transforms of different scales, and taking the local maxima of the resulting energy map to be the feature points. The effect of local inhibition of nearby feature points is also considered. A coarse-to-fine correlation matching is performed to obtain an accurate camera motion estimate. In doing this, since no prior knowledge about the translation is available, an initial estimate of scale and translation is obtained by pairwise matching between the neighbors of feature points detected in both frames. In experiments with several desert balloon images acquired by JPL, our algorithm worked for all the cases tested. A consistency test based on forward and backward motion estimation showed that the estimates are quite accurate, with the discrepancies between forward and backward estimates of rotation, translation and scale being less than 0.13", 0.7 pixel, and 4.2 x lop3, respectively. We further applied our method to stereo pair and texture images registration, and satellite image mosaicking. The experiments are quite successful.
The organization of the paper is as follows: Section I1 formulates the balloon motion estimation as an image registration problem; Section I11 discusses the basic steps used in our matching algorithm: first the illuminant azimuth estimator is introduced; then the Gabor wavelet model based feature extraction method is presented; and finally, issues of image transformation, matching criterion, scale estimation, and translation estimation are addressed. Section IV presents the matching algorithm. Section V-A presents experimental results on Mojave desert images taken from a balloon. Applications to texture image matching, stereo image matching, and satellite image mosaicking are presented in Section V-B-V-D. The work is summarized in Section VI.
BALLOON MOTION ESTIMATION
Let ( x t , y t , z t ) 
BASIC STEPS
Before discussing the algorithm, some definitions and basic steps are addressed.
A. Initial Estimation of Camera Rotation
As shown in Fig. 2 , the initial estimate of camera rotation is computed as the difference between the illuminant azimuth angles estimated from the two frames. To estimate the illuminant direction from an image we first need a model relating image intensity to illuminant source. In computer vision research, one of the most commonly used image formation models is the Lambertian model [5] , [7] . For the balloon imaging scenario depicted in Fig. 1 , the Lambertian model can be written as
where 77 is the composite albedo, which includes factors such as the strength of illumination and the reflectivity of the surface. 0,, the incidence angle, is the angle between the 'The height of the balloon can be determined by measuring the time lapse between transmitting and receiving a radio signal from the balloon. surface normal and the direction toward the light source.
L' = (cosrsiny,sin-rsiny,cosy) is the unit vector for the illuminant direction, where T , is 5alled the azimuth of the illuminant, is the angle between L and _the x-y plane. y, the slant angle, is the angle between L and the positive x axis ($ -y is the elevation of the illuminant). N = (N,, Ny , N , ) = (cos a sin p, sin a sin p, cos p) is the surface normal at position (x,y,z(x,y)), with a = a ( z , y ) and ,/3 = p(x,y) the azimuth and slant angles of the surface normal at (x, y, ~( x , y)). g o is the bias brightness, depending on background illumination, digitizer calibration, and so on.
With the Lambertian image model, the illuminant azimuth T can be estimated from the image intensity. 
yo) is the radius of the ~p h e r e ,~ and a and /? are the azimuth and slant angles of the surface normal. From (13) we obtain the following relations:
For the small increment along the direction < = (Sx, Sy), the corresponding increment in ( a , p) is (Sac, Spc) and the following relations hold:
On the other hand, from the image model (12), the increment in intensity due to (Sac, S&) is 'A summary and comparison of various illuminant direction estimators can 3Here the sphere is a local approximation; the radius and center of the be found in [19] .
sphere depend on the local surface shape. After the illuminant azimuths ri, i = 1 , 2 are computed, the -initial estimate of camera rotation is computed as sin y cos r -cosy tan p cos a s i n y s i n r -c o s y t a n p s i n a Bo = 7 1 -rz .
Let $ take different directions yielding
B. Feature Point Extraction
For feature point extraction we use a Gabor wavelet decomposition and local scale interaction based algorithm designed by Manjunath, Chellappa, and Malsburg [13] . The basic wavelet function used in the decomposition is of the form
6xN 6YN s i n y c o s r -c o s y t a n p c o s a sin y sin r -cosy tan p sin a
N is the number of measured directions for f, and 5~ and azimuth of the illuminant. X can be solved using 
where Ex,y is the ensemble average operator which can be approximated by J2. and j 2 are two dilation parameters which were set to j 2 = 2 and j 2 = 5 in our implementations. y = 2(3'-3*) is a normalizing factor. In implementing the above algorithm, we further require the energy measure for a feature point be the maximum among a neighborhood with radius equal to 10 and above a threshold.
The image transform is implemented using bilinear interpolation from the original image. A 2-D affine transform with 
The four nearest grid points of (X,Y) 
D. Matching Criterion
The goodness of fit between pixels f l ( m , n ) in frame tl and f2 (u,v) in frame t2 is measured by their mutual correlation coefficient . . (40) where pi, a;, i = 1 , 2 are the local means and variances in frames tl and tZ, respectively, and (2w, + 1)2 is the area of matching window.
E. Initial Matching
As shown in Fig. 2 , the image registration is achieved using a coarse to fine matching strategy. The initial matching is performed on the lowest resolution images and is determined by the best painvise fitting between feature points in the two frames. Assume that the feature points detected in frame tl are {fl(Xl;, YI;), i = 1,. . . , N I } and the feature points detected in frame t2 are {fz(X2i,Y2;),i = l , . . . , Nz}; then feature point f l (Xi. Yli) is matched to f2(Xl;, Y1i) of frame t2 if where w, is the search window parameter and (2w, + 1)2 is the size of searching area. Similarly, feature point f2(X2;, Y2;) is matched to f l (X2;, Y2i) of frame tl if 4Here we assume that (S. I-) is an inner point. For matching purposes, boundary pixels and out of the image frame pixels can be ignored.
F. Scale Estimation
Since the Euclidean distance between the feature points depends only on the scale between the two frames, and is invariant to rotation and translation, the scale factor can be estimated prior to the estimation of other parameters.
Assume that the matched feature point pairs are {(Xi, y') + The scale factor from frame tl to t2 is computed as
G. Rotation and Translation Estimation
With the scale factor determined, the rotation and translation between the transformed frame tl and frame t 2 can be 
H. Matching Refinement
As shown in Fig. 2 , the image registration is achieved using a coarse to fine matching scheme. After the initial matching is accomplished following the procedures given in Section III-E, matching is refined on every resolution level of the matching pyramid. First frame tl is transformed using the estimated parameters. Then feature point fz(Xz;,Y2i) in frame tz is matched to f [(Xii,Yii) 
I. Estimation Refinement
At each level of the coarse to fine matching hierarchy, frame tl is first transformed using the camera motion parameters estimated from lower resolution layer, the matching of feature points are refined following the procedures given in Section III-H, and the correction of the initial estimate cos6"
-sin 0 cos e ) ( ; )
Thus the estimates are updated using
where
Combining the operations discussed in Section 111, we ob-( A: ' ) tain our matching algorithm summarized as follows. Step 1: Estimate the illuminant azimuth r, for frame t , , i = 1.2; Step 2:
Reduce the image size to that of the lowest resolution layer Extract feature points for each frame .
Step 3 :
Apply an affine transformation with parameters( 1.71 -~2 . 0 . 0 ) to the lowest resolution version of frame tl and its feature points; Do initial matching to obtain estimates ( d . 0 ' . A x ' . AY');
Update ( s . 0 . AX,AY) by (58).
Step 4:
Reduce the image resolution corresponding to the current layer of the matching hierarchy; Magnify the coordinates of the feature points corresponding to Step 5: If the current level is at the highest resolution then stop; Increase the image resolution and adjust the translation estimates by Go to Step 4. Mosaicking is done after transforming B036 by the motion parameters given above. The zero of difference is shifted to 128.
V. EXPERIMENTS

A. Balloon Motion Estimation
We first test our algorithm on several balloon images of the Mojave desert, whose environment is similar to Mars. The input image size is 512 x 512. The image size for the lowest resolution layer in our implementation is 128 x 128. The matching window parameter w,,, is set to 8 and the search space parameter w, is set to 3. In our implementation, matches with correlation coefficient li, < (3/4) are considered insignificant and are not used in image registration, unless the matches are among the top two candidates with the highest correlations. Fig. 3 shows examples of detected feature points. In our experiments, the number of feature points detected in each frame is between 15-30. This can be controlled by automatically adjusting the threshold for the local maximum. In Fig. 3 , the white crosses indicate the locations of feature points.
Figs. 4-6 are examples of motion parameter estimation on real balloon images.s Fig. 4 shows the registration of two images for which the most significant visual features are not in the common area. Fig. 5 shows the registration of two images that has the highest error rates in all of our balloon motion estimation experiments. Fig. 6 shows the registration of two images with significant camera rotation. In Fig. 4-6 'There is a better way to show the result of image registration when a color display is available. When the motion compensated (a) is displayed in the red component and (b) is displayed in the green component, in the overlap area, the color of a pixel will be yellow if the green and red components have about the same magnitude, and will be either green or red if the magnitudes of the two components are quite different. Mosaicking is done after transforming B140 by the motion parameters given above. The zero of difference is shifted to 128. Table I1 lists the results of the consistency tests on the forward and backward estimates. As shown in Table 11 , for the images tested, the differences between the forward and backward estimates are bounded by7
The differences between the forward and backward estimates of (s. 0. AX. A Y ) can be defined as < 4.2 x &e < 0.13' E A < 0.7 pixel. For experiments on image pair BO36 and B038, there are relative large errors in the difference image shown in Fig. 5 and the discrepancy between the forward and backward motion estimates is larger than in the other cases. This may be due to the balloon motion being over a mountain ridge leading to large elevation changes and errors in the orthogonal projection approximation. In Fig. 7 , we test the algorithm on asynthetic motion of the camera. Fig. 7(a) is the central 256 x 256 section of B036. Fig. 7(b) is obtained by first transforming the image BO36 using parameters s = 0.9, 6' = go', A X = 50, and AY = 50 and retaining the central 256 x 256 portion. The estimated parameters of motion for Fig. 7(a)-Fig. 7(b) 
B. Texture Image Registration
Registration of texture images is a difficult problem in image processing. We have tested our algorithm on images of grass, leather, pigskin, sand, wood, and wool. In these experiments, the input images are 512 x 512, obtained by digitizing photographs [ 2 ] , [17] and their rotated version. The angles of rotation are about 30" as measured by a goniometer. Thus the transformation between the texture image pairs is expected to have a rotation of about 30", a scale close to 1, and a small amount of translation. In the implementation of our registration algorithm, we used the same set of parameters as for the experiments of balloon image registration, i.e., the image size for the lowest resolution layer is 128 x 128 and the window parameters of the matching window and the search space are set to UI,, = 8 and w, = 3 respectively. A typical result is presented in Fig. 8 . In Fig. 8, (a) and (b) are the input wool images. (c) is the mosaicking of the transformed (a) and (b), and (d) is the difference between the transformed 0" picture and the 30" picture. The transformation is done by the estimated motion parameters. In Fig. 8(d) , there are noticeable error rings in the central area. These are errors generated by the multireflection happened in the digitizer. In spite of the digitization error, our algorithm produces correct matches. The estimated parameters of the motion from wool-00 to wool-30 are s = 1.000. 0 = -30.2". AX = 0.8. and AY = 11.3.
The differences between the forward and backward motion estimates are c5 = 1.7 x lop3, t g = o.o~", C A S , = -0.1, CAS, = -0.1, 6 1~~ = -0.1, and ~1 1 ,~ = -0.2. In our experiments on texture image registration, the differences between the forward and backward estimates are bounded by < 2 x lop3 t g < 0.07" €1 < 0.5 pixel.
C. Matching of Stereo Images
Most stereo algorithms assume that the input images have already been aligned so that the epipolar line is parallel to the scanning direction; also the images are roughly registered and the scaling between the images is adjusted. In many situations, this initial matching is performed by manually choosing control points and aligning the images using a stereoscopic platform. Our registration algorithm is useful for obtaining the initial matching and the direction of the epipolar lines. Experimental results on two different stereo image pairs are presented here. Fig. 9 gives results on two robot arm images (the first and seventh frames of a robot arm image sequence). (a) and (b) show the input image pair, and (c) shows the difference between the transformed (a) and (b). The estimated transform parameters are s = 1.007, 0 = 23.8'. A X = -1.3. and A Y = -31.6. Note that there are large disparities for objects which are close to the camera and the disparities for features corresponding to distant objects are much smaller, the rotation of camera has been compensated, and the scale computed is greater than 1. These are consistent with the true motion of the robot arm. A Y = -28.6. Note that the field of the last frame is smaller than the field of the first frame; the translation between the two frames is mainly in the vertical direction; and the disparities of features such as roof ridges are in the vertical direction. These are consistent with the fact that the camera is approaching the chemical plant.
D. Matching of Satellite Images
Automatic image registration is an important issue in remote sensing applications. Fig. 11 shows the results of using the registration algorithm for registering two San Francisco images with significant differences in image orientation and intensity. SF3212 and SF3222, shown in (a) and (b), are the input images. The mosaicking of the transformed SF3212 and SF3222 is shown in (c). Fig. l l ( d ) shows the difference between the transformed SF3212 and SF3222. The estimated transform parameters are s = 0.984. 0 = 56.3", AX = -3.2. and AY = -57.8. In Fig. ll(c) inspection of the continuity of features in the mosaicked image shows that the registration is correct. Also notice that the differences in the water are detected. This illustrates a potential application of our algorithm to change detection.
VI. CONCLUSION
A fast and robust 2-D translation, rotation, and scaling estimation algorithm has been presented. We have illustrated the performance of the algorithm on a variety of aerial images obtained from a camera attached to a balloon. The images often have significant amounts of rotation, translation, and scaling. Despite this, we have been able to obtain satisfactory correspondence for all the images acquired. Currently, we are working on extending the method to include camera swing compensation.
Some additional applications of the registration algorithm are also demonstrated. Registration of texture images with significant rotation illustrates the potential application to microscope image analysis. Also the algorithm can be used for preprocessing of stereo pairs, image mosaicking, and change detection.
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