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Abstract
We consider a deformed flat-band Hubbard model under a periodic boundary
condition in arbitrary dimensions. We show that the ground state is only all-spin-up
or -down state. We obtain upper and lower bounds of the one-magnon spin-wave
energy with an arbitrary momentum. This dispersion relation is the same as that
in the XXZ model in the certain parameter region. Therefore the spin wave has a
finite energy gap. These results suggests the our model and the XXZ model.
Keywords ferromagnetism, flat-band Hubbard model, exact solution, quantum
effect, anisotropy effect, spin-wave
1 Introduction
The origin of the ferromagnetism has been mystery for a long time. We cannot show
the ferromagnetism without quantum many body effect since interactions for electrons
are almost spin independent in the microscopic point of view. Moreover, only a non-
perturbative analysis can predict the ferromagnetism since perturbative approaches such
as the Fermi liquid theory show only paramagnetism.
Hubbard model is one of the simplest models to describe itinerant electrons in solids.
This model is a lattice electron model which considered only two effects. One is an
electron hopping between lattice points and the other is an on-site repulsive interaction.
We identify this interaction with the Coulomb interaction. Recently, Mielke and Tasaki
independently have proposed the models whose ground state has saturated ferromag-
netism by a rigorous constructive approach. These models are called flat-band Hubbard
model [1, 2, 3, 4]. Some remarkable results for ferromagnetic ground states have been
obtained in this class of models. Nishino, Goda and Kusakabe have extended their re-
sult to more general models [5]. Tasaki has proved also the stability of the saturated
ferromagnetism against a perturbation which bends the electron band [6, 7]. Tanaka and
Ueda have shown the stability of the saturated ferromagnetism in a more complicated
two-dimensional model in Mielke’s class [8]. Tasaki has studied the energy of the spin-
wave excitations in the flat-band Hubbard model [9]. He has shown that the dispersion
of the one-magnon excitation is non-singular in the flat-band Hubbard model, contrary
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to the Nagaoka ferromagnetism. The flat-band ferromagnetism is believed to be stable
against a small perturbation or change the electron number density [10].
We argue an anisotropy in a ferromagnetic Hubbard model in this paper. A realistic
ferromagnet has anisotropies which have no SU(2) symmetry. The Hubbard model has
SU(2) symmetry and therefore it has no anisotropy. One of the easiest ways to introduce
an anisotropy is adding a spin anisotropy term such as the Ising term. However, this way
gives us no information for the origin of the anisotropies as well as the ferromagnetism. It
is believed that the anisotropy is originated from non-trivial electron dynamics. Moriya
has shown that the spin-orbit coupling gives a spin-dependence of the electron hopping
and the effective spin model has the Ising and the Dzyaloshinski-Moriya interactions.
The hopping anisotropy induces the anisotropy in an effective spin model. We expect
that the spin-orbit coupling induces the anisotropy even for strong ferromagnetic systems.
Recently, a deformed flat-band Hubbard model with an exact domain wall ground state
was proposed [11, 12, 13]. The deformed model has a hopping anisotropy which depends
on a spin of an electron. The ground states of the model with open boundary condition
has same degeneracy as that in original SU(2) symmetric model. The anisotropy induces
the deformation of SU(2) spin algebra, and then a ground state has a domain wall. It
is also proven that there exists local gapless excitation above the domain wall ground
state [13]. These properties of deformed flat-band Hubbard model are very similar to
those in the XXZ model with critical boundary field. Therefore, we expect that the Ising
anisotropy in quantum spin models comes from hopping anisotropy in a ferromagnetic
Hubbard model.
In this paper, we study a deformed flat-band Hubbard model under a periodic bound-
ary condition. We can construct all exact ground states. We find that the magnetization
of ground states are fully polarized, i.e., the ground states are only two states: all-spin-up
state and -down state. We also obtain upper and lower bounds of one-magnon spin-wave
excitation energy. We employ the method proposed by Tasaki. He showed that the spin-
wave excitation in the SU(2) invariant Tasaki model has the ordinary spin-wave dispersion
relation which has no energy gap above the ground state. We find that the one-magnon
spin-wave energy has the finite gap above the all-up state in our deformed model. The
dispersion relation is the same as that in XXZ model in the certain parameter region.
These facts indicate that our model is related to XXZ model which is non-singular spin
model.
This paper is organized as follows. In section 2, we define a deformed flat-band Hub-
bard model and show the main results which consist of three theorems. In section 3, we
prove the first theorem for ground states. In section 4, we show two lemmas and prove the
second theorem for the lower bound of spin-wave energy from these lemmas. In section
5 and 6, we prove the lemmas. In section 7, we prove the third theorem for the upper
bound of the spin-wave excitation.
2 Definitions and Main Results
In this section, we define the d-dimensional deformed flat-band Hubbard model. We also
show our main results and discuss their physical meanings. The proofs of results are given
in later sections.
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2.1 Lattice
The lattice Λ on which defined our deformed Hubbard model is decomposed into two
sublattices
Λ = Λo ∪ Λ
′. (1)
Λo is a d-dimensional integer lattice with linear size L defined by
Λo :=
{
x = (xj)
d
j=1 ∈ Z
d
∣∣∣∣|xj | ≤ L− 12 j = 1, 2, · · · , d
}
, (2)
where (xj)
d
j=1 := (x1, x2, · · · , xd). Λ
′ can be further decomposed to Λj (j = 1, 2, · · · , d),
i.e.
Λ′ =
d⋃
j=1
Λj. (3)
Λj is obtained as a half-integer translation of Λo to j-th direction,
Λj :=
{
x+ e(j)|x ∈ Λo
}
(4)
where e(j) is defined by
e(j) := (1
2
δj,l)
d
l=1 = (0, · · · , 0,
1
2
, 0, · · · , 0).
↑
j-th
(5)
We show the two-dimensional lattice in Fig. 1 as an example.
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Figure 1: The two dimensional lattice (with L = 3). The white circles are sites in Λo and
the black dots are sites in Λ′. Electrons at a site can hop to another site if this site is
connected to the original site with a line or a curve.
2.2 Electron Operators and the Fock Space
The creation and annihilation operators for an electron c†x,σ and cx,σ obey the standard
anticommutation relations
{cx,σ, c
†
y,τ} = δx,yδσ,τ , {cx,σ, cy,τ} = 0 = {c
†
x,σ, c
†
y,τ}, (6)
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where {A,B} = AB + BA, for x, y ∈ Λ and electron spin coordinates σ, τ =↑, ↓. We
define the no-electron state Ψvac by
cx,σΨvac = 0 for ∀x ∈ Λ and σ =↑, ↓ . (7)
We construct a Fock space spanned by a basis{(∏
x∈A
c†x,↑
)(∏
x∈B
c†x,↓
)
Ψvac
∣∣∣∣A,B ⊂ Λ
}
. (8)
We also define a number operator nx,σ by nx,σ = c
†
x,σcx,σ whose eigenvalue represents a
number of electrons at site x with spin σ. Note anticommutation relations {c†x,σ, c
†
x,σ} = 0
i.e. c†x,σc
†
x,σ = 0. This relation implies the Pauli principle. We employ the periodic
boundary condition. This is realized by cx+2Le(j),σ = cx,σ for j = 1, 2, · · · , d.
2.3 Deformed Flat-Band Hubbard Model
The Hubbard model is a model which represents a many-electron system on an arbitrary
lattice. Here, we define a d-dimensional deformed flat-band Hubbard model. Our model
is a generalization of the Tasaki model given in the reference [4].A generalized Hubbard
Hamiltonian consists of two terms
H := Hhop +Hint. (9)
The hopping term Hhop is defined by
Hhop = t
∑
σ=↑,↓
d∑
j=1
∑
x∈Λj
d†x,σdx,σ (10)
and the interaction term Hint is defined by
Hint = U
∑
x∈Λ
nx,↑nx,↓ (11)
where dx,σ is defined on x ∈ Λj (j = 1, 2, · · · , d)
dx,σ := (q
−p(σ)/4)∗cx−e(j),σ + λcx,σ + (q
p(σ)/4)∗cx+e(j),σ, (12)
with t, U > 0. q is an complex parameter and p(σ) is defined by p(σ) = ±1 for σ =↑, ↓.
We write the phase factor of q by θ. The hopping Hamiltonian Hhop can also be written
in the following form
Hhop =
∑
x,y∈Λ
t(σ)x,yc
†
x,σcy,σ. (13)
Each term t
(σ)
x,yc†x,σcy,σ in the hopping Hamiltonian represents the hopping of an electron
with spin σ from site x to site y with a probability proportional to |t
(σ)
x,y|2. We expect that
the spin-orbit coupling can induce this spin dependent hopping amplitudes [14].
Since the interaction Hamiltonian Hint represents a on-site repulsive interaction, we
regard this Hamiltonian as a simplification of the Coulomb interaction between two elec-
trons.
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Note that this system conserves the number of electron. The total electron number
operator Nˆe is defined by
Nˆe :=
∑
x∈Λ
∑
σ=↑,↓
nx,σ. (14)
Since the Hamiltonian commutes with this operator, we can set the electron number to an
arbitrary filling. In the present paper, we consider only the case that the electron number
is equal to |Λo|. We confine ourselves to the Hilbert space H spanned by the following
basis {(∏
x∈A
c†x,↑
)(∏
x∈B
c†x,↓
)
Ψvac
∣∣∣∣A,B ⊂ Λ with |A|+ |B| = |Λo|
}
. (15)
Let us discuss the symmetry of the model. An important symmetry is a U(1) symme-
try. We define spin operators at site x by
S(l)x :=
∑
σ,τ=↑,↓
c†x,σ
P
(l)
σ,τ
2
cx,τ , (16)
where P(l) (l = 1, 2, 3) denote Pauli matrices
P(1) =
(
0 1
1 0
)
, P(2) =
(
0 −i
i 0
)
, P(3) =
(
1 0
0 −1
)
. (17)
The Hamiltonian commutes with the third component of total spin operator
[H,S
(3)
tot ] = HS
(3)
tot − S
(3)
totH = 0, (18)
with
S
(l)
tot =
∑
x∈Λ
S(l)x . (19)
Note that this symmetry is enhanced to an SU(2) symmetry in the case of q = 1 i.e.
Hamiltonian commutes with any component of total spin operator. In this case, this
model becomes the original flat-band Hubbard model given by Tasaki [4, 6]. Another
important symmetry is Z2 symmetry which is generated by a product of a parity and spin
rotation defined by
Π = Π−1 = P exp
(
ipiS
(1)
tot
)
, (20)
where P is a parity operator defined by Pcx,σP = c−x,σ and Pc
†
x,σP = c
†
−x,σ. Π transforms
cx,σ and c
†
x,σ to c−x,σ and c
†
−x,σ, where σ =↓ if σ =↑ or σ =↑ if σ =↓. Note the following
transformation of the total magnetization ΠS
(3)
totΠ = −S
(3)
tot . An energy eigenstate with
the total magnetization M is transformed by Π into another eigenstate with the total
magnetization −M , which belongs to the same energy eigenvalue.
2.4 Ground States
First, we introduce two states Ψ↑ and Ψ↓ defined by
Ψ↑ =
(∏
x∈Λo
a†x,↑
)
Ψvac and Ψ↓ =
(∏
x∈Λo
a†x,↓
)
Ψvac, (21)
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where a†x,σ with x ∈ Λo is
ax,σ = −q
p(σ)/4
d∑
j=1
c†
x−e(j),σ
+ λc†x,σ − q
−p(σ)/4
d∑
j=1
c†
x+e(j),σ
. (22)
We can easily verify that the above two states are ground states of the model since the
Hamiltonian is positive semi-definite and [dy,σ, a
†
x,τ ] = 0 for y ∈ Λ
′ and x ∈ Λo. The
following theorem states that the ground states of the model are only above two states.
Theorem 2.1 (Ground State of the Model) In the deformed flat-band Hubbard model
defined by (9) under a periodic boundary condition with a fixed electron number |Λo|, the
space of ground states are spanned by two fully polarized states Ψ↑ and Ψ↓.
The proof is given in the next section.
This theorem shows that the deformation of electron hopping destroys the large de-
generacy of ground state in the original SU(2) symmetric Tasaki model and we obtain two
ground states: all-up state and all-down state. The ground states breaks Z2 symmetry.
This is similar to that Ising anisotropy effect of the Ising-like XXZ model.
2.5 Spin-Wave Excitations
Before we discuss the spin-wave excitation, we remark properties of the spin-wave state
in quantum spin models. The one-magnon spin-wave state ΦSW(k) with a wave-number
k ∈ K satisfies
TxΦSW(k) = e
−ik·xΦSW(k) (23)
and
S
(3)
totΦSW = (Smax − 1)ΦSW, (24)
where x ∈ Λo and the translation operator Tx is defined by
Txcy,σT
−1
x = cx+y,σ and Txc
†
y,σT
−1
x = c
†
x+y,σ. (25)
K is the space of wave number vectors
K :=
{
2pin
L
∣∣∣∣ n ∈ Zd ∩ [−L− 12 , L− 12
]d}
. (26)
Then, the one-magnon spin wave state should be in the following Hilbert space Hk
Hk :=
{
Ψ ∈ H
∣∣∣ TxΨ = e−ik·xΨ and S(3)totΨ = 12(|Λo| − 1)Ψ} . (27)
We define one-magnon spin-wave state as the lowest energy state in Hk. We denote
the spin-wave energy with wave-number k by ESW(k). We can show the following two
theorems. Note that θ ∈ R which appears in followings is the phase factor of q, i.e.
q = |q|eiθ.
Theorem 2.2 (Lower Bound of the Spin-Wave Excitation) There exist positive constants
t1, λ1, U1 and A1 independent of the system size such that
ESW(k) ≥
2U
λ4
[
d(|q|+ |q|−1)
2
−
d∑
j=1
cos
(
2k · e(j) + θ
)
−
A1
λ
]
(28)
for t ≥ t1, λ ≥ λ1 and U ≥ U1.
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Theorem 2.3 (Upper Bound of the Spin-Wave Excitation) There exists positive constant
A2 such that
ESW(k) ≤
2U
λ4
[
d(|q|+ |q|−1)
2
−
d∑
j=1
cos
(
2k · e(j) + θ
)
+
A2
λ2
]
(29)
for t, λ, U > 0.
Remark Theorems 2.2 and 2.3 show that the dispersion relation of the spin-wave is
asymptotically
ESW(k) ∼
2U
λ4
[
d(|q|+ |q|−1)
2
−
d∑
j=1
cos
(
2k · e(j) + θ
)]
(30)
for large λ. This dispersion relation is the same as that in the XXZ model with the
Dzyaloshinski-Moriya interaction given by the Hamiltonian
−J
∑
x∈Λo
d∑
j=1
[
cos θ
(
S(1)x S
(1)
x+2e(j)
+ S(2)x S
(2)
x+2e(j)
)
+∆S(3)x S
(3)
x+2e(j)
− sin θD · (Sx × Sx+2e(j))
]
(31)
with an exchange parameter J = 2U/λ4, an Ising anisotropy parameter ∆ = (|q| +
|q|−1)/2 and a Dzyaloshinski-Moriya vector D = (0, 0, 1). Furthermore we can obtain the
representation (31) as an effective Hamiltonian by a perturbation theory from our model
with a perturbation parameter 1/λ.
Corollary 2.4 (Existence of the Spin-Wave Gap) There exists positive constant λ3 such
that
min
k∈K
ESW(k) ≥
2U
λ4
[
d(|q|+ |q|−1 − 2)
2
−
A1
λ
]
> 0 (32)
This means that there is a finite energy gap between the fully polarized ground state
and a spin flipped state. We expect that the energy spectra have finite gap above the
ground states. On the contrary, there exists a gapless excitation in the model under an
open boundary condition. This drastic difference is also similar to the XXZ model.
3 Ground States
In this section, we obtain ground states with the fixed electron number Ne = |Λo|, and
prove the Theorem 2.1 on the basis of Tasaki’s construction method [4].
3.1 Localized Electron Operators
First, We introduce localized electron operators, which are convenient to construct a
ground state and to prove the bounds of spin-wave excitation energy. This representation
was introduced by Tasaki[9] to construct the bases of single electron state. We show the
construction of the operators in AppendixA.
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First we introduce a localized electron operator a†x,σ defined by
a†x,σ =
∑
y∈Λ
ψ(x)y,σc
†
y,σ, (33)
where ψ
(x)
y,σ is represented by
ψ(x)y,σ =

−
qp(σ)/4
λ
d∑
j=1
δx−e(j),y + δx,y −
q−p(σ)/4
λ
d∑
j=1
δx+e(j),y for x ∈ Λo
(q−p(σ)/4)∗
λ
δx−e(j),y + δx,y +
(qp(σ)/4)∗
λ
δx+e(j),y for x ∈ Λj
. (34)
a†x,σΨvac with x ∈ Λo is a ground state of single electron state. The single-electron ground
state has |Λo|-fold degeneracy. This macroscopic degeneracy of single-electron ground
state is one of the origin of flat-band ferromagnetism. {a†x,σΨvac}x∈Λo is a basis of zero-
energy single-electron states, and {a†y,σΨvac}y∈Λ′ is a basis of excited single-electron states.
Furthermore, the ground state energy is 0 and the lowest excitation energy eigenvalue is
tλ2 (See AppendixA).
We can also construct another localized electron operator bx,σ which satisfies
{bx,σ, a
†
y,τ} = δx,yδσ,τ and {bx,σ, by,τ} = 0 = {a
†
x,σ, a
†
y,τ}. (35)
We represent bx,σ in terms of the original electron operator by
bx,σ =
∑
y∈Λ
(ψ˜(x)y,σ)
∗cy,σ. (36)
(33), (36) and (35) means∑
w∈Λ
(ψ˜(x)w,σ)
∗ψ(y)w,σ = δx,y and
∑
w∈Λ
(ψ˜(w)x,σ )
∗ψ(w)y,σ = δx,y. (37)
Note, ψ˜
(x)
y,σ cannot be represented closed form but decay exponentially as ‖x−y‖1 becomes
large, where ‖x− y‖1 :=
∑d
j=1 |xj − yj|. We can obtain the following bounds.
Lemma 3.1 There exists positive constant B1 such that∑
w∈Λ
|ψ˜(x)w,σ − ψ
(x)
w,σ| ≤
B1
λ2
, (38)
∑
w∈Λ
|ψ˜(w)x,σ − ψ
(w)
x,σ | ≤
B1
λ2
(39)
for all x, y ∈ Λ.
Lemma 3.2 There exist positive constants B2, B3 and B4
|ψ˜(x)y,σ| ≤ B2
[
2d
λ2 + d(|q|1/2 + |q|−1/2)
]‖y−x‖1
for ∀x, y ∈ Λ, (40)
|ψ˜(o)o − ψ
(o)
o | ≤
B3
λ2
, (41)
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and
|ψ˜
(o)
±e(j)
− ψ
(o)
±e(j)
| ≤
B4
λ3
. (42)
The proofs of these lemmas are given in A.4.
The original electron operators can be written in terms of a†x,σ and bx,σ,
c†x,σ =
∑
y∈Λ
(ψ˜(y)x,σ)
∗a†y,σ and cx,σ =
∑
y∈Λ
ψ(y)x,σby,σ. (43)
The Hilbert space with |Λo| electrons is also spanned by the basis{(∏
x∈A
a†x,↑
)(∏
x∈B
a†x,↓
)
Ψvac
∣∣∣∣A,B ⊂ Λ with |A|+ |B| = |Λo|
}
, (44)
because c†x,σ can be written in terms of a
†
x,σ.
3.2 Proof of Theorem 2.1
Here, we construct ground states of the model. Let Ψ be a ground state with |Λ0| electrons.
First, we expand a ground state Ψ into the following series
Ψ =
∑
A,B
ψ(A,B)
(∏
x∈A
a†x,↑
)(∏
y∈B
a†y,↓
)
Ψvac, (45)
where the summation is taken over all A,B ⊂ Λ with |A| + |B| = |Λo|. Note that a
†
x,σ
for x ∈ Λo creates an electron which has the lowest energy of Hhop. For the lowest energy
state of Hhop, ψ(A,B) should vanish, if A or B contains a site in Λ
′. Next, we consider
the interaction Hamiltonian. If we find a state Ψ such that cx,↑cx,↓Ψ = 0 for ∀x ∈ Λ, then
the state is a ground state of Hint. For x ∈ Λo, we find that ψ(A,B) survives only for
A ∩ B = ∅, if A,B ⊂ Λo. These facts allow us to represent Ψ the following form:
Ψ =
∑
σ
φ(σ)
(∏
x∈Λo
a†x,σx
)
Ψvac (46)
where the summation is taken over all possible spin configurations σ = (σx)x∈Λo . To
satisfy the condition cy,↑cy,↓Ψ = 0 for y ∈ Λj (j = 1, 2, · · · , d), the coefficient holds
φ(σ) = q
[
p(σ
y−e(j)
)−p(σ
y+e(j)
)
]
/2
φ(σy−e(j),y+e(j)), (47)
where σx,y is spin configuration obtained by the exchange σx and σy in the original con-
figuration σ. The periodic boundary condition allows no configuration which satisfies the
condition (47) except in the two cases: σx =↑ for all x ∈ Λo or σx =↓ for all x ∈ Λo. Thus,
we conclude that all ground states in the periodic boundary condition are only two fully
polarized states
Ψ↑ :=
(∏
x∈Λo
a†x,↑
)
Ψvac (48)
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and
Ψ↓ :=
(∏
x∈Λo
a†x,↓
)
Ψvac. (49)
This fact proves Theorem 2.1.
4 Lower bound of the Spin-Wave Excitation
In this section, we show that the one-magnon spin-wave excitation has the same dispersion
relation as that in the XXZ model. Our proof is based on Tasaki’s argument for the
SU(2) invariant model [9]. He has proved that the one-magnon spin-wave excitation in
the Tasaki model has the same dispersion relation as that in the ferromagnetic Heisenberg
model. These spin-wave excitations in both models have no energy gap, since they are
the Goldstone mode above the ground state which spontaneously breaks the SU(2) spin
rotation symmetry. On the contrary, we will find an energy gap in our anisotropic model.
4.1 Another Hopping Hamiltonian
To estimate a lower bound, it is convenient to introduce a new hopping Hamiltonian H˜hop
which satisfies
H˜hopa
†
x,σΨvac = 0 for x ∈ Λo (50)
and
H˜hopa
†
x,σΨvac = tλ
2a†x,σΨvac for x ∈ Λ
′. (51)
Note that a†x,σΨvac with x ∈ Λo is the basis of single electron ground states and a
†
y,σΨvac
with y ∈ Λ′ is a basis of single electron excited states. Moreover, the ground state energy
is 0 and the lowest excitation energy eigenvalue is tλ2, i.e. Hhopa
†
x,σΨvac = 0 for all x ∈ Λo
and (Ψ, HhopΨ)/‖Ψ‖
2 ≥ tλ2 with Ψ =
∑
y∈Λ′ Cya
†
y,σΨvac for any set of complex numbers
{Cy}y∈Λ′ . Then, we obtain that H˜hop ≤ Hhop. H˜hop is represented by
H˜hop = tλ
2
∑
x∈Λ′
∑
σ=↑,↓
a†x,σbx,σ. (52)
Note that H˜hop is not hermitian and therefore its eigenvectors are not orthogonal systems.
Nevertheless, all eigenvalues of H˜hop are real. We define a new Hamiltonian H˜ := H˜hop +
Hint.
We use a representation of interaction Hamiltonian in terms of the localized electron
operators to evaluate the bounds
Hint =
∑
x1,x2,x3,x4∈Λ
U˜x1,x2;x3,x4a
†
x1,↑
a†x2,↓bx3,↓bx4,↑, (53)
where U˜x1,x2;x3,x4 is defined by
U˜x1,x2;x3,x4 := U
∑
w∈Λ
(ψ˜
(x1)
w,↑ ψ˜
(x2)
w,↓ )
∗ψ
(x3)
w,↓ ψ
(x4)
w,↑ . (54)
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4.2 Basis for the Spin-Wave State
To define convenient basis of Hk, we define a state Ψµ,A(k) for µ = 0, 1, · · · , d and for a
set A ⊂ Λ with |A| = |Λo| − 1 by
Ψµ,A(k) :=
∑
w∈Λo
eik·wTwa
†
e(µ),↓
(∏
v∈A
a†v,↑
)
Ψvac, (55)
where e(µ) = o = (0, 0, · · · , 0) for µ = 0 and e(µ) = e(j) for µ = j (j = 1, 2, · · · , d). This
state satisfies both properties (23) and (24). We define another state Ω(k) by
Ω(k) =
1
α
∑
w∈Λo
eik·wTwa
†
o,↓bo,↑Ψ↑(k) ∝ Ψ0,Λo\{o}, (56)
which is an approximation of the spin wave state. We will choose a positive constant α
in the proof. We define the following basis of Hk by
Bk := {Ω(k)} ∪
{
Ψµ,A(k)
∣∣ µ = 0, 1, · · · , d, A ⊂ Λ
with |A| = |Λo| − 1 and (µ,A) 6= (0,Λo\{o})
}
. (57)
4.2.1 Basic Lemma for Lower Bound
We define matrix elements h[Ψ,Φ] between Ψ,Φ ∈ Bk by the unique expansion
H˜Ψ =
∑
Φ∈Bk
h[Φ,Ψ]Φ. (58)
And we define D[Φ] by
D[Φ] := ℜ[h[Φ,Φ]] −
∑
Ψ∈Bk\{Φ}
|h[Φ,Ψ]|. (59)
We can prove the following lemma. The proof is given in AppendixB.
Lemma 4.1 Let E˜0(k) be the lowest energy eigenvalue of H˜ in the Hilbert space Hk.
Then, we have
E˜0(k) ≥ min
Φ∈Bk
D[Φ]. (60)
4.3 Proof of Theorem 2.2
First, we show the results of estimates. We obtain these bounds from the direct evaluation
(See Section 5 and 6)
Lemma 4.2 There exist positive constants F1, F2, F3, F4, F5 and F6 such that
D[Ω(k)] ≥
2U
λ4
[
d(|q|+ |q|−1)
2
−
d∑
j=1
cos(k · 2e(j) + θ)−
F1
λ2
]
− Uα
F2
λ
(61)
D[Ψ0,x(k)] ≥U
(
1−
F2
λ
−
F3
λ2
)
−
U
α
F4
λ4
(62)
D[Ψµ,A(k)] ≥tλ
2 − U
F5
λ
−
U
α
F6
λ2
, (63)
for µ 6= 0 and A ∩ Λ′ 6= ∅.
We give the proof of this lemma in subsection 6.2.
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Proof of Theorem 2.2 from Lemma 4.1 and 4.2 From these inequalities and good
choice of α, minΨ∈Bk D[Ψ] is given by D[Ω(k)]. If we choose α = U/λ
4, then we find
D[Ψ0,x] ≥U
(
1−
F2
λ
−
F3
λ2
)
− F4 = U
(
1−
F2 + F3/λ
λ
)
− F4 (64)
and
D[Ψµ,A] ≥ tλ
2
(
1−
F6
t
)
− U
F5
λ
. (65)
If λ ≥ λ2 = 4(F2 + F3/λ2) and U ≥ U1 = 4F4, then
D[Ψ0,x] ≥
U
2
. (66)
If t ≥ t1 = 4F6 and λ ≥ λ3 = [UF5/(4t)]
1/3, then
D[Ψµ,A] ≥
tλ2
2
. (67)
If λ ≥ λ4 = max
{
[d(|q|+ |q|−1 + 2)]1/4, [dU(|q|+ |q|−1 + 2)/t]1/6
}
, then
D[Ω] ≤
dU
λ4
(|q|+ |q|−1 + 2) ≤
U
2
(68)
and
D[Ω] ≤
dU
λ4
(|q|+ |q|−1 + 2) ≤
tλ2
2
. (69)
We set λ1 = max{λ2, λ3, λ4}. Thus we obtain
min
Φ∈Bk
D[Φ] = D[Ω(k)] ≥
2U
λ4
[
d(|q|+ |q|−1)
2
−
d∑
j=1
cos
(
2k · e(j) + θ
)
−
A1
λ
]
(70)
for λ ≥ λ1, U ≥ U1 and t ≥ t1 where A1 = F2 + F1/λ1. Lemma 4.1 and this show that
E˜0(k) ≥
2U
λ4
[
d(|q|+ |q|−1)
2
−
d∑
j=1
cos
(
2k · e(j) + θ
)
−
A1
λ
]
. (71)
Since H ≥ H˜ , then ESW(k) ≥ E˜0(k). Thus we obtain
ESW(k) ≥
2U
λ4
[
d(|q|+ |q|−1)
2
−
d∑
j=1
cos
(
2k · e(j) + θ
)
−
A1
λ
]
. (72)
This concludes Theorem 2.2.
5 Calculation of Matrix Elements
In this section, we calculate the matrix elements defined by (58) to estimate D[Φ] for
Φ ∈ Bk. Before showing the details of calculation, we list the summary formulae of
matrix elements. We often abbreviate the k-dependence of the states for simplicity.
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5.1 Summary of Matrix Elements
Here, we show only summary of the calculations. We define hhop[Φ,Ψ] and hint[Φ,Ψ] by
H˜hopΨ =
∑
Φ∈Bk
hhop[Φ,Ψ]Φ (73)
and
HintΨ =
∑
Φ∈Bk
hint[Φ,Ψ]Φ. (74)
It is convenient to define Ψµ,x and Ψµ,y,v,w with x, v, w ∈ Λo, v 6= w and y ∈ Λ
′ by
Ψµ,x(k) :=
∑
w1∈Λo
eik·w1a†
w1+e(µ),↓
bw1+x,↑Φ↑ ∝ Ψµ,Λo\{x}. (75)
and
Ψµ,y,v,w(k) :=
∑
w1∈Λo
eik·w1a†
w1+e(µ),↓
bv+w1,↑bw+w1,↑a
†
y+w1,↑
Φ↑ ∝ Ψµ,(Λo\{v,w})∪{y}. (76)
Only Ψµ,x and Ψµ,y,v,w contribute to matrix elements related to Ω: hint[Ω,Φ] and hint[Φ,Ω].
We summarize the calculations of the matrix elements.
hhop[Ψρ,B,Ψµ,A] = tλ
2(|A ∩ Λ′|+ χ[µ 6= 0])δµ,ρχ[A = B], (77)
hint[Ψρ,y,Ψµ,x] = e
−ik·x
∑
v∈Λo
(
eik·yU˜v,e(ρ);y−x+e(µ),v − e
ik·vU˜v,e(ρ);v−x+e(µ),y
)
, (78)
hint[Ψρ,y,v,w,Ψµ,x] = e
ik·(v−x)U˜y,e(ρ);v−x+e(µ),wχ[v 6= w], (79)
and
hint[Ψρ,y,Ψµ,x,w,w] = e
ik·y
(
e−ik·vU˜w,y−v+e(ρ);e(µ),x − e
−ik·wU˜v,y−w+e(ρ);e(µ),x
)
, (80)
where the indicator function χ is defined by χ[true] = 1 and χ[false] = 0.
5.2 Treatment of the Hopping Hamiltonian
It is easy to calculate matrix elements of hopping Hamiltonian, since the modified hopping
Hamiltonian H˜hop is “diagonalized” in terms of localized electron operators (33) and (36).
We can easily obtain the matrix element (77) from
H˜hopΨµ,A = tλ
2(|A ∩ Λ′|+ χ[µ 6= 0])Ψµ,A. (81)
5.3 Treatment of the Interaction Hamiltonian
Here, we calculate the matrix elements.
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Calculation of hint[Φ,Ψµ,x] First, we consider HintΨµ,x,
HintΨµ,x =
∑
w1,w2,w3,w4∈Λ
∑
v∈Λo
eik·vU˜w1,w2;w3,w4a
†
w1,↑
a†w2,↓bw3,↓bw4,↑a
†
v+e(µ),↓
bx+v,↑Φ↑
=
∑
w2∈Λ
∑
v,w4∈Λo
eik·v
[
U˜w4,w2;v+e(µ),w4a
†
w2,↓
bx+v,↑ − U˜x+v,w2;v+e(µ),w4a
†
w2,↓
bw4,↑
]
χ[w4 6= x+ v]Φ↑+∑
w1∈Λ′
∑
w2∈Λ
∑
v,w4∈Λo
eik·vU˜w1,w2;v+e(µ),w4a
†
w2,↓
bw4,↑bx+v,↑a
†
w1,↑
χ[w4 6= x+ v]Φ↑.
(82)
Here, we decompose w2 into w ∈ Λo and e
(ρ). We make the change of variables w4 = w+y
and v = w − x+ v for first line. Then we obtain
d∑
ρ=0
∑
v,w,y∈Λo
[
eik·(v−x+w)U˜w+y,w+e(ρ);v−x+w+e(µ),w+ya
†
w+e(ρ),↓
bv+w,↑−
eik·(w+v−x)U˜v+w,w+e(ρ);v−x+w+e(µ),w+ya
†
w+e(ρ),↓
bw+y,↑
]
χ[w + y 6= v + w]Φ↑
=
d∑
ρ=0
∑
v,y∈Λo
χ[y 6= v]
[
eik·(v−x)U˜y,e(ρ);v−x+e(µ),yΨρ,v − e
ik·(v−x)U˜v,e(ρ);v−x+e(µ),yΨρ,y
]
=
d∑
ρ=0
∑
v,y∈Λo
χ[y 6= v]
[
eik·(y−x)U˜v,e(ρ);y−x+e(µ),v − e
ik·(v−x)U˜v,e(ρ);v−x+e(µ),y
]
Ψρ,y, (83)
where we used the relation U˜x+u,y+u;v+u,w+u = U˜x,y;v,w with u ∈ Λo. Thus we find the
representation (78).
For second line of (82), we make the change of variables w2 = w
′ + e(ρ), w1 = w
′ + y,
w4 = w
′ + w and v = w′ − x+ v. Then we obtain
d∑
ρ=0
∑
y∈Λ′
∑
v,w′,w∈Λo
eik·(v+w
′−x)U˜y+w′,w′+e(ρ);v+w′−x+e(µ),w′+w×
a†
w′+e(ρ),↓
bw′+w,↑bv+w′,↑a
†
y+w′,↑χ[w
′ + w 6= v + w′]Φ↑
=
d∑
ρ=0
∑
y∈Λ′
∑
v,w∈Λo
eik·(v−x)U˜y,e(ρ);v−x+e(µ),wχ[v 6= w]
∑
w′∈Λo
eik·w
′
Tw′a
†
e(ρ),↓
bw,↑bv,↑a
†
y,↑Φ↑
=
d∑
ρ=0
∑
w∈Λ′
∑
v,y∈Λo
eik·(v−x)U˜y,e(ρ);v−x+e(µ),wχ[y 6= v]Ψρ,y,v,w. (84)
Thus we find representation (79).
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Calculation of h[Ψρ,y,Ψµ,x,v,w] Next, we consider HintΨµ,x,v,w,
HintΨµ,x,v,w =
∑
w1,w2,w3,w4∈Λ
∑
w5∈Λo
eik·w5U˜w1,w2;w3,w4×
a†w2,↓bw3,↓a
†
w5+e(µ),↓
a†w1,↑bw5+w,↑bw5+v,↑bw4,↑a
†
w5+x,↑
Φ↑
=
d∑
ρ=0
∑
w1∈Λ
∑
w2,w5∈Λo
eik·w5U˜w1,w2+e(ρ);w5+e(µ),w5+x×
a†
w2+e(ρ),↓
a†w1,↑bw5+w,↑bw5+v,↑Φ↑ + other terms
=
d∑
ρ=0
∑
w2,w5∈Λo
eik·w5a†
w2+e(ρ),↓
(
U˜w,w2+e(ρ)−w5;e(µ),xbw5+v,↑−
U˜v,w2+e(ρ)−w5;e(µ),xbw5+w,↑
)
Φ↑ + other terms
=
d∑
ρ=0
∑
w2,w5∈Λo
eik·(w5+w2)a†
w2+e(ρ),↓
(
U˜w,w5+e(ρ);e(µ),xbw2+w5+v,↑−
U˜v,w5+e(ρ);e(µ),xbw2+w5+w,↑
)
Φ↑ + other terms
=
d∑
ρ=0
∑
w5∈Λo
eik·w5
(
U˜w,w5+e(ρ);e(µ),xΨρ,w5+v−
U˜v,w5+e(ρ);e(µ),xΨρ,w5+w
)
+ other terms
=
d∑
ρ=0
∑
y∈Λo
eik·y
(
e−ik·vU˜w,y−v+e(ρ);e(µ),x−
e−ik·wU˜v,y−w+e(ρ);e(µ),x
)
Ψρ,y + other terms, (85)
where “other terms” do not contribute to the matrix elements hint[Ψρ,y,Ψµ,x,v,w]. Thus
we find the representation (80).
6 Estimates of the Matrix Elements
In this section, we show the estimates of matrix elements and to prove Lemma 4.2. Before
showing the details of estimates, we list the results of estimates and give the proof of
Lemma 4.2.
6.1 Summary of Estimates
Here, we obtain following bounds:
ℜ[hint[Ω,Ω]] ≥
2U
λ4
[
d(|q|+ |q|−1)
2
−
d∑
j=1
cos(k · 2e(j) + θ)−
G1
λ2
]
, (86)
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ℜ[hint[Ψ0,x,Ψ0,x]] ≥ U
(
χ[x 6= o]−
G2
λ2
)
, (87)
|hint[Ψ0,x,Ω]| ≤
U
α
G3
λ4
, (88)
|hint[Ψµ,y,v,w,Ω]| ≤
U
α
G4
λ2
, (89)
d∑
ρ=0
∑
v1∈Λo
χ[(ρ, v1) 6= (0, x)]|hint[Ψ0,x,Ψρ,v1 ]| ≤ U
G5
λ
, (90)
d∑
ρ=0
∑
y1∈Λ′
∑
v1,w1∈Λo
χ[v1 6= w1]|hint[Ψ0,x,Ψρ,y1,v1,w1]| ≤ U
G6
λ
, (91)
and
ℜ[hint[Ψµ,A,Ψµ,A]]−
d∑
ρ=0
∑
B⊂Λ
χ[(ρ, B) 6= (µ,A)]|hint[Ψµ,A,Ψρ,B]| ≥ U
[
χ[e(µ) ∈ A]−
G7
λ
]
, (92)
where x, v, w ∈ Λo with v 6= w, y ∈ Λ
′ and µ = 0, 1, · · · , d. Gl (l = 1, 2, · · · , 7) are finite
constants which do not depend on the system size.
6.2 Proof of Lemma 4.2
Here, we show the estimates of each D[Ψµ,A]. We start to evaluate cases that µ = 0 and
A ⊂ Λo.
Estimates of D[Ω] Since H˜hopΩ = 0, we can represent
D[Ω] =ℜ[hint[Ω,Ω]]−
∑
Ψ∈Bk\{Ω}
|hint[Ω,Ψ]|
=ℜ[hint[Ω,Ω]]−
d∑
ρ=0
∑
v1∈Λo
χ[(ρ, v1) 6= (0, o)]|hint[Ω,Ψρ,v1 ]|−
d∑
ρ=0
∑
y1∈Λ′
∑
v1,w1∈Λo
χ[v1 6= w1]|hint[Ω,Ψρ,y1,v1,w1]|. (93)
Note that Ω = Ψ0,o/α and α > 0. Then we obtain (61), from eqs. (86), (90) and (91).
16
Estimates of D[Ψ0,x] H˜hopΨ0,x also vanishes, then we have
D[Ψ0,x] =ℜ[hint[Ψ0,x,Ψ0,x]]−
d∑
ρ=0
∑
v1∈Λo
χ[(ρ, v1) 6= (0, x)]χ[(ρ, v1) 6= (0, o)]|hint[Ψ0,x,Ψρ,v1]|−
|hint[Ψ0,x,Ω]| −
d∑
ρ=0
∑
y1∈Λ′
∑
v1,w1∈Λo
χ[v1 6= w1]|hint[Ψ0,x,Ψρ,y1,v1,w1]|. (94)
Thus we obtain (62) from (87), (88), (90) and (91).
Estimates of Other Contributions We estimate D[Ψµ,A] with µ 6= 0, A ∩ Λ
′ 6= ∅
or both. Here, we regard Ψµ,x and Ψµ,y,v,w as Ψµ,Λo\{x} and Ψµ,(Λo\{v,w})∪{y} since the
differences between them are only sign factor which is irrelevant to absolute value of
off-diagonal matrix elements. Thus we have
D[Ψµ,A] =ℜ[hhop[Ψµ,A,Ψµ,A] + hint[Ψµ,A,Ψµ,A]]−
d∑
ρ=0
∑
B⊂Λ
χ[(ρ, B) 6= (0,Λo\{o}), (µ,A)]|hint[Ψµ,A,Ψρ,B]| − |hint[Ψµ,A,Ω]|. (95)
Since only Ψµ,y,v,w has non-vanishing off-diagonal matrix elements related Ω: hint[Ψµ,A,Ω]
with A ∩ Λ′ 6= ∅, we have
hint[Ψµ,A,Ω] <
U
α
G4
λ2
(96)
from (89). Then we have
D[Ψµ,A] ≥tλ
2 + U
[
χ[e(µ) ∈ A]−
G7
λ
]
−
U
α
G4
λ2
≥ tλ2 −
U
λ
G7 −
U
α
G4
λ2
(97)
from (77) and (92), where we use
hhop[Ψµ,A,Ψµ,A] = tλ
2(χ[µ 6= 0] + |A ∩ Λ′|) ≥ tλ2 (98)
for the cases µ 6= 0, A ∩ Λ′ 6= ∅ or both. Thus, we find the bounds for all contributions
and we conclude Lemma 4.2.
6.3 Estimates of Matrix Elements
Here, we estimate the matrix elements. To estimate the matrix elements, it is convenient
to introduce ϕ
(y)
x,σ by ϕ
(y)
x,σ = ψ˜
(y)
x,σ−ψ
(y)
x,σ. Note that ϕ
(y)
x,σ = ψ˜
(y)
x,σ for |x− y| ≥ 1. Lemma 3.1
and 3.2 give us the bound of
∑
x |ϕ
(y)
x,σ| and |ϕ
(y)
x,σ|. Then, we obtain bounds of the matrix
elements from representations of each matrix element in terms of ϕ
(y)
x,σ.
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Estimates of ℜ[hint[Ψ0,x,Ψ0,x]] First, we estimate the diagonal part of the matrix ele-
ments. From the representation (78), we can write
hint[Ψ0,x,Ψ0,x]
U
=
1
U
∑
v∈Λo
(
U˜v,o;o,v − e
ik·vU˜x+v,o;v,x
)
=
∑
v∈Λo
∑
w∈Λ
[
(ψ˜
(v)
w,↑ψ˜
(o)
w,↓)
∗ψ
(o)
w,↓ψ
(v)
w,↑ − e
ik·v(ψ˜
(x+v)
w,↑ ψ˜
(o)
w,↓)
∗ψ
(v)
w,↓ψ
(x)
w,↑
]
. (99)
From the explicit representation of ψ
(y)
x,σ, we obtain
hint[Ψ0,x,Ψ0,x]
U
= (ψ˜
(o)
o,↑ψ˜
(o)
o,↓)
∗ − eik·x(ψ˜
(o)
−x,↑ψ˜
(o)
x,↓)
∗+
1
λ2
d∑
j=1
[
ψ˜
(o)
−e(j),↑
ψ˜
(o)
−e(j),↓
+ ψ˜
(o)
e(j),↑
ψ˜
(o)
e(j),↓
]∗
−
eik·x
λ2
d∑
j=1
[
ψ˜
(o)
−x−e(j),↑
ψ˜
(o)
x−e(j),↓
+ ψ˜
(o)
−x+e(j),↑
ψ˜
(o)
x+e(j),↓
]∗
+
1
λ2
d∑
j=1
{
q−1/2
[
ψ˜
(o)
e(j),↑
ψ˜
(o)
−e(j),↓
− e−ik·(x+2e
(j))ψ˜
(o)
−x−e(j),↑
ψ˜
(o)
x+e(j),↓
]∗
+
q1/2
[
ψ˜
(o)
−e(j),↑
ψ˜
(o)
e(j),↓
− e−ik·(x−2e
(j))ψ˜
(o)
−x+e(j),↑
ψ˜
(o)
x−e(j),↓
]∗}
, (100)
where we use the relation ψ˜
(y+u)
x,σ = ψ˜
(y)
x−u,σ for u ∈ Λo.
For x = o, we obtain
h[Ψ0,o,Ψ0,o]
U
=
d(|q|+ |q|−1)− 2
∑d
j=1 cos(k · 2e
(j) + θ)
λ4
+
1
λ2
d∑
j=1
{[
q−1/4
λ
(ϕ
(o)
e(j),↑
+ ϕ
(o)
−e(j),↓
) + ϕ
(o)
e(j),↑
ϕ
(o)
−e(j),↓
]∗
×
(q−1/2 − q1/2e−ik·2e
(j)
)+[
q1/4
λ
(ϕ
(o)
e(j),↓
+ ϕ
(o)
−e(j),↑
) +
1
λ2
ϕ
(o)
e(j),↓
ϕ
(o)
−e(j),↑
]∗
×
(q1/2 − q−1/2eik·2e
(j)
)
}
. (101)
Lemma 3.2 means |ϕ(o)
±e(j),σ
| ≤ B3λ
−3, then we find the bound (86).
For x 6= o, we find (87) from |ψ˜
(o)
o,σ| ≤ 1− O(λ−2) and |ψ˜
(o)
x,σ| = O(λ−2) for x 6= o.
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Estimates of hint[Ψ0,y,Ψ0,o] Next, we estimate the off-diagonal part of the matrix ele-
ments. To obtain (88), we calculate the following matrix element
hint[Ψ0,y,Ψ0,o] =
∑
v∈Λo
[
eik·yU˜v,o;y,v − e
ik·vU˜v,o;v,y
]
=
U
λ2
eik·y
d∑
j=1
[
(q−1/2 − q1/2e−2ik·e
(j)
)(ψ˜
(o)
e(j),↑
ψ˜
(o)
y−e(j),↓
)∗+
(q1/2 − q−1/2e2ik·e
(j)
)(ψ˜
(o)
−e(j),↑
ψ˜
(o)
y+e(j),↓
)∗
]
. (102)
Since |ψ˜
(o)
w | = O(λ−1) for w ∈ Λ′, we find the bound (88).
Estimates of h[Ψµ,x,v,w,Ψ0,o] Using the following bound
|h[Ψµ,y,v,w,Ψ0,o]| =
U
λ2
∣∣∣∣ d∑
j=1
[
q−1/2δv,w+2e(j)(ψ˜
(o)
w+e(j)
ψ˜
(e(µ))
w+e(j)
)+
q1/2δv,w−2e(j)(ψ˜
(o)
w−e(j)
ψ˜
(e(µ))
w−e(j)
)
]∣∣∣∣
≤ O(Uλ−2), (103)
we obtain (89).
Estimates of h[Ψ0,x,Ψµ,y] with x 6= o Using the following bound
d∑
ρ=0
∑
y∈Λo
|hint[Ψ0,x,Ψρ,y]|χ[(ρ, y) 6= (0, x)]
= U
d∑
ρ=0
∑
y∈Λo
∣∣∣∣∣ ∑
v,w∈Λ
(ψ˜
(v)
w,↑ψ˜
(e(ρ))
w,↓ )
∗(δv,x−yδw,x−y − e
ik·vδv,x+yδw,x)
∣∣∣∣∣×
χ[(ρ, y) 6= (0, x)] +O(Uλ−2)
= U
d∑
ρ=0
∑
y∈Λo
∣∣∣ψ˜(o)o,↑ψ˜(e(ρ))x−y,↓ − e−ik·(x+y)ψ˜(x+y)x,↑ ψ˜(e(ρ))x,↓ ∣∣∣χ[(ρ, y) 6= (0, x)] +O(Uλ−2)
= U
∑
y∈Λo
∣∣∣ψ˜(o)o,↑ψ˜(o)x−y,↓ − e−ik·(x+y)ψ˜(x+y)x,↑ ψ˜(o)x,↓∣∣∣χ[(ρ, y) 6= (0, x)] +O(Uλ−1)
= U
∑
y∈Λo
∣∣∣ψ˜(o)o,↑ψ˜(o)x−y,↓ − e−ik·(x+y)ψ˜(x+y)x,↑ ψ˜(o)x,↓∣∣∣− ∣∣∣ψ˜(o)o,↑ψ˜(o)o,↓ − e−2ik·xψ˜(2x)x,↑ ψ˜(o)x,↓∣∣∣+O(Uλ−1)
≤ U
∑
y∈Λo
(∣∣∣ψ˜(o)o,↑ψ˜(o)x−y,↓∣∣∣+ ∣∣∣ψ˜(x+y)x,↑ ψ˜(o)x,↓∣∣∣)− ∣∣∣ψ˜(o)o,↑ψ˜(o)o,↓∣∣∣+ ∣∣∣ψ˜(2x)x,↑ ψ˜(o)x,↓∣∣∣+O(Uλ−1)
≤ O(Uλ−1). (104)
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for x 6= o, and using another bound
d∑
ρ=0
∑
y∈Λo
|hint[Ψ0,o,Ψρ,y]|χ[(ρ, y) 6= (0, o)]
= U
∑
y∈Λo
∣∣∣ψ˜(o)o,↑ψ˜(o)−y,↓ − e−ik·yψ˜(y)o,↑ ψ˜(o)o,↓∣∣∣ +O(λ−1)
≤ U
∑
y∈Λo
(∣∣∣ψ˜(o)o,↑ψ˜(o)−y,↓∣∣∣+ ∣∣∣ψ˜(y)o,↑ ψ˜(o)o,↓∣∣∣)χ[y 6= o] +O(Uλ−1)
= U
∑
y∈Λo
(∣∣∣ψ˜(o)o,↑ψ˜(o)−y,↓∣∣∣+ ∣∣∣ψ˜(y)o,↑ ψ˜(o)o,↓∣∣∣)− 2 ∣∣∣ψ˜(o)o,↑ψ˜(o)o,↓∣∣∣ +O(Uλ−1)
≤ O(Uλ−1), (105)
for x = o, we obtain (90).
Estimates of h[Ψ0,x,Ψµ,y,v,w] Using the following bound
d∑
µ=0
∑
y∈Λ′
∑
v,w∈Λo
|hint[Ψ0,x,Ψµ,y,v,w]|
≤ U
d∑
j=1
∑
y∈Λj
∑
v,w∈Λo
∣∣∣eik·vψ˜(w)e(j),↑ψ˜(x−v)e(j),↓ + eik·wψ˜(v)e(j),↑ψ˜(x−w)e(j),↓ ∣∣∣+O(Uλ−1)
≤ U
d∑
j=1
∑
y∈Λj
∑
v,w∈Λo
(
|ψ˜
(w)
e(j),↑
||ψ˜
(x−v)
e(j),↓
|+ |ψ˜
(v)
e(j),↑
||ψ˜
(x−w)
e(j),↓
|
)
+O(Uλ−1)
≤ O(Uλ−1), (106)
we obtain (91).
Estimates of Other Matrix Elements To obtain (92), we calculate the matrix ele-
ments of Hint.
HintΨµ,A =
∑
w1,w2,w3,w4∈Λ
U˜w1,w2;w3,w4a
†
w1,↑
a†w2,↓bw3,↓bw4,↑×
∑
w∈Λo
eik·wa†
w+e(µ),↓
(∏
v∈A
a†v+w,↑
)
Ψvac
=
∑
w∈Λo
∑
w1,w2,w3,w4∈Λ
eik·wU˜w1,w2;w3,w4a
†
w2,↓
bw3,↓a
†
w+e(µ),↓
a†w1,↑bw4,↑
(∏
v∈A
a†v+w,↑
)
Ψvac
=
∑
w∈Λo
∑
w1,w2,w4∈Λ
eik·wU˜w1,w2;w+e(µ),w4χ[w4 ∈ A+ w,w1 /∈ (A+ w)\{w4}]×
sgn[A + w,w1, w4]a
†
w2,↓
 ∏
v∈((A+w)\{w4})∪{w1}
a†v,↑
Ψvac
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Here, we make the change of the variables w2 → y + e
(ρ), w → w + y, w1 → w1 + y and
w4 → w4 + y. Then we obtain
=
d∑
ρ=0
∑
w,y∈Λo
∑
w1,w4∈Λ
eik·(w+y)U˜w1+y,e(ρ)+y;w+y+e(µ),w4+y×
χ[w4 + y ∈ A+ w + y, w1 + y /∈ (A + w + y)\{w4 + y}]×
sgn[A+ w + y, w1 + y, w4 + y]×
a†
e(ρ)+y,↓
 ∏
v∈((A+w)\{w4})∪{w1}+y
a†v,↑
Ψvac
=
d∑
ρ=0
∑
w∈Λo
∑
w1,w4∈Λ
eik·wU˜w1,e(ρ);w+e(µ),w4×
χ[w4 ∈ A + w,w1 /∈ (A+ w)\{w4}]sgn[A + w,w1, w4]×∑
y∈Λo
eik·ya†
e(ρ)+y,↓
 ∏
v∈((A+w)\{w4})∪{w1}+y
a†v,↑
Ψvac
=
d∑
ρ=0
∑
w∈Λo
∑
w1,w4∈Λ
eik·wU˜w1,e(ρ);w+e(µ),w4×
χ[w4 ∈ A + w,w1 /∈ (A+ w)\{w4}]sgn[A + w,w1, w4]×
Ψρ,((A+w)\{w4})∪{w1}. (107)
Thus, we find
hint[Ψρ,((A+w)\{w4})∪{w1},Ψµ,A] = e
ik·wU˜w1,e(ρ);w+e(µ),w4χ[w4 ∈ A+ w,w1 /∈ (A+ w)\{w4}]
(108)
Here, we neglect the sign of the matrix element, since it is irrelevant to obtain the bounds.
If we define A′ by A′ = ((A+w)\{w4})∪{w1}, then we obtain its solution A = (A
′\{w1})∪
{w4} − w. Thus, we obtain
hint[Ψρ,A,Ψµ,(A\{w1})∪{w4}−w] = e
ik·wU˜w1,e(ρ);w+e(µ),w4χ[w1 ∈ A,w4 /∈ A\{w1}]. (109)
If w1 = w4 and w = o, then A = (A\{w1}) ∪ {w4} − w. Since other w1, w4 and w makes
(A\{w1}) ∪ {w4} − w = A, we find
ℜ[hint[Ψρ,A,Ψρ,A]]−
∑
Φ∈B\{Ψρ,A}
|hint[Ψρ,A,Φ]|
≥ ℜ
[∑
w1∈A
U˜w1,e(ρ);e(ρ),w1
]
−
∑
w1∈A
∑
w∈Λ
∑
w4∈(Λ\A)∪{w1}
|U˜w1,e(ρ);w,w4|χ[(w,w1) 6= (e
(ρ), w4)].
(110)
To estimate the first term in (110), we use
ℜ
[∑
w1∈A
U˜w1,e(ρ);e(ρ),w1
]
≥Uℜ
[∑
w1∈A
(ψ˜
(w1)
e(ρ),↑
ψ˜
(e(ρ))
e(ρ),↓
)∗
]
−O(Uλ−2)
≥Uχ[e(ρ) ∈ A]− O(Uλ−1). (111)
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We estimate the second term in (110). From the explicit form of ψ
(y)
x,σ, we obtain∑
w1∈A
∑
w∈Λ
∑
w4∈(Λ\A)∪{w1}
|U˜w1,e(ρ);w,w4|χ[(w,w1) 6= (e
(ρ), w4)]
≤ U
∑
w1∈A
∑
w4∈(Λ\A)∪{w1}
|ψ˜
(w1)
w4,↑
ψ˜
(e(ρ))
w4,↓
|χ[w4, w1 6= e
(ρ)] +O(Uλ−2). (112)
Since |ψ˜
(w1)
w4,↑
| ≤ O(λ−1) for w4 6= w1, then (112) is bounded by
≤ U
∑
w1∈A
|ψ˜
(w1)
w1,↑
ψ˜
(e(ρ))
w1,↓
|χ[w1 6= e
(ρ)] +O(Uλ−1). (113)
Since |ψ˜(e
(ρ))
w1,↑
| ≤ O(λ−1) for w1 6= e
(ρ), we find the bound∑
w1∈A
∑
w∈Λ
∑
w4∈(Λ\A)∪{w1}
|U˜w1,e(ρ);w,w4|χ[w = e
(ρ), w1 = w4]
≤ O(Uλ−1). (114)
From (111) and (114), we find the bound (92).
7 Proof of Theorem 2.3
In this section, we show the proof of the upper bound of spin-wave energy. The proof is
given by the standard variational approach. If we can show
(Ψ0,o, HΨ0,o)
‖Ψ0,o‖2
≤
2U
λ4
[
d(|q|+ |q|−1)
2
−
d∑
j=1
cos
(
2k · e(j) + θ
)
+
const
λ2
]
, (115)
this concludes the Theorem 2.3. Here we evaluate this quantity.
Since HhopΨ0,o = 0, we obtain
(Ψ0,o, HΨ0,o)
‖Ψ0,o‖2
= hint[Ψ0,o,Ψ0,o]+
d∑
µ=0
∑
x∈Λo
χ[(µ, x) 6= (0, o)]hint[Ψµ,x,Ψ0,o]
(Ψ0,o,Ψµ,x)
‖Ψ0,o‖2
+
d∑
µ=0
∑
y∈Λ′
∑
v,w∈Λo
χ[v 6= w]hint[Ψu,y,v,w,Ψ0,o]
(Ψ0,o,Ψµ,y,v,w)
‖Ψo,0‖2
. (116)
Note (Ψ0,o,Ψj,x) = 0 for j = 1, 2, · · · , d because of the representation of ay,σ with y ∈ Λ
′
in terms of its dual
ay,σ =
∑
y′∈Λ′
Cy,y′;σby′,σ,
where Cy′,y;σ is a complex coefficient. We also find (Ψ0,o,Ψµ,y,v,w) = 0 with the same
argument. Thus, we obtain
(Ψ0,o, HΨ0,o)
‖Ψ0,o‖2
= hint[Ψ0,o,Ψ0,o] +
∑
x∈Λo\{o}
hint[Ψ0,x,Ψ0,o]
(Ψ0,o,Ψ0,x)
‖Ψ0,o‖2
. (117)
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We already have the bounds of the matrix elements. We concentrate to estimate the inner
product between Ψ0,o and Ψ0,x. We represent (Ψ0,o,Ψ0,x)
(Ψ0,o,Ψ0,x) =
∑
v,w∈Λo
e−ik·(v−w)(a†v,↓bv,↑Ψ↑, a
†
w,↓bw+x,↑Ψ↑)
=
∑
v,w∈Λo
e−ik·(v−w){b†w+x,↑, bv,↑}{av,↓, a
†
w,↓}‖Ψ↑‖
2 (118)
Using the relations
{ax,σ, a
†
y,σ} =
∑
w∈Λ
(ψ(x)w,σ)
∗ψ(y)w,σ and {b
†
x,σ, by,σ} =
∑
w∈Λ
ψ˜(x)w,σ(ψ˜
(y)
w,σ)
∗ (119)
and the explicit representation of ψ
(y)
x,σ, we obtain
(Ψ0,o,Ψ0,x) = L
d
∑
w∈Λ
[
λ2 + d(|q|1/2 + |q|−1/2)
λ2
ψ˜
(x)
w,↑(ψ˜
(o)
w,↑)
∗+
1
λ2
d∑
j=1
(
e−ik·2e
(j)+iθ/2ψ˜
(x)
w,↑(ψ˜
(2e(j))
w,↑ )
∗ + eik·2e
(j)−iθ/2ψ˜
(x)
w,↑(ψ˜
(−2e(j))
w,↑ )
∗
)]
‖Φ↑‖
2. (120)
To obtain this, we have also used the translational invariance of ψ˜
(y)
x,σ: ψ˜
(y)
x,σ = ψ˜
(y+w)
x+w,σ with
w ∈ Λo. Thus we have∣∣∣∣∣∣
∑
x∈Λo\{o}
h[Ψ0,x,Ψ0,o](Ψ0,o,Ψ0,x)
∣∣∣∣∣∣ ≤ Ld Uλ4G3
∑
x∈Λo\{o}
|(Ψ0,o,Ψ0,x)| ≤ L
d U
λ6
K1‖Ψ↑‖
2, (121)
where we use (88) and Lemma 3.1. The norm of Ψ0,o can be estimated as
‖Ψ0,o‖
2 = Ld
∑
w∈Λ
[
λ2 + d(|q|1/2 + |q|−1/2)
λ2
ψ˜
(o)
w,↑(ψ˜
(o)
w,↑)
∗+
1
λ2
d∑
j=1
(
e−ik·2e
(j)+iθ/2ψ˜
(o)
w,↑(ψ˜
(2e(j))
w,↑ )
∗ − eik·2e
(j)−iθ/2ψ˜
(o)
w,↑(ψ˜
(−2e(j))
w,↑ )
∗
)]
‖Φ↑‖
2 ≥ LdK2‖Ψ↑‖.
(122)
Then we have
(Ψ0,o, HΨ0,o)
‖Ψ0,o‖2
≤|h[Ψ0,o,Ψ0,o]|+
U
λ6
K1
K2
≤
2U
λ4
[
d(|q|+ |q|−1)
2
−
d∑
j=1
cos(k · 2e(j) + θ) +
K1/K2
λ2
]
. (123)
This completes the proof.
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A Localized Basis
A.1 Single Electron Problem
First, we consider a single-electron problem with periodic boundary condition to construct
the localized basis. A single electron state with spin σ: Φσ can be written in a form
Φσ =
∑
x∈Λ
ψx,σc
†
x,σΨvac. (A.1)
Since HintΦσ = 0 is obvious, the Schro¨dinger equation HΦσ = ε
(σ)Φσ is reduced to∑
x∈Λ
t(σ)x,yψy,σ = ε
(σ)ψx,σ. (A.2)
From the representation of Hhop:
Hhop = t
∑
x∈Λo
∑
σ=↑,↓
[
d(|q|1/2 + |q|−1/2)nx,σ+
d∑
j=1
(
eip(σ)
θ
2 c†x,σcx+2e(j),σ + e
−ip(σ) θ
2 c†
x+2e(j),σ
cx,σ
)]
+λt
d∑
j=1
∑
x∈Λj
∑
σ=↑,↓
[
λnx,σ + q
−p(σ)/4c†x,σcx−e(j),σ +
(
q−p(σ)/4
)∗
c†
x−e(j),σ
cx,σ
+qp(σ)/4c†x,σcx+e(j),σ +
(
qp(σ)/4
)∗
c†
x+e(j),σ
cx,σ
]
, (A.3)
we obtain an expression of the equations
εψx,σ =

td(|q|1/2 + |q|−1/2)ψx,σ+
t
d∑
j=1
[
eip(σ)
θ
2ψx+2e(j),σ + e
−ip(σ) θ
2ψx−2e(j),σ+
λ
(
q−p(σ)/4
)∗
ψx+e(j),σ + λ
(
qp(σ)/4
)∗
ψx−e(j),σ
]
if x ∈ Λo
tλ2ψx,σ + tλ
[
q−p(σ)/4ψx−e(j),σ + q
p(σ)/4ψx+e(j),σ
]
if x ∈ Λ′
. (A.4)
Since t
(σ)
x+w,y+w = t
(σ)
x,y for w ∈ Λo, we can use the Bloch’s theorem which ensures that ψx,σ
can be written in a form
ψx,σ = e
ikxvx,σ(k) (A.5)
where vx,σ(k) satisfies
vx+w,σ(k) = vx,σ(k) (A.6)
for w ∈ Z, and k ∈ K is a wave number vector (see eq. (26)). We define a mapping u by
u(x) =
{
0 if x ∈ Λo
j if x ∈ Λj
. (A.7)
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We rewrite eq. (A.5) to a form
ψx,σ = e
ik·xvu(x),σ(k), (A.8)
since vx,σ(k) is translationally invariant. By substituting the representation (A.8) into the
Schro¨dinger equation (A.4), we find the equation
ε(k)vσ(k) = M
(σ)(k)vσ(k) (A.9)
where vσ(k) is a (d+ 1)-dimensional complex vector defined by vσ(k) = (vµ,σ(k))
d
µ=0 and
M
(σ)(k) = (M
(σ)
µ,ρ (k))dµ,ρ=0 is a (d+ 1)× (d+ 1) matrix. M
(σ)
µ,ρ (k) is defined by
M (σ)µ,ρ (k) :=
∑
y∈Λρ
t(σ)x,ye
ik·(y−x) (A.10)
for u(x) = µ and u(y) = ρ. Here we define Λρ = Λo for ρ = 0 and Λρ = Λj for ρ = j
for convenience. We use indices µ and ρ as an integer of 0, 1, 2, · · · , d, and j and l as an
integer of 1, 2, · · · , d.
M
(σ)
µ,ρ (k)
t
=

d(|q|1/2 + |q|−1/2) + 2
d∑
j=1
cos
[
θ
2
p(σ) + 2k · e(j)
]
µ = ρ = 0
λ
[(
q−p(σ)/4
)∗
eik·e
(j)
+
(
qp(σ)/4
)∗
e−ik·e
(j)
]
µ = 0, ρ = j
λ2 µ = ρ = j
0 otherwise
. (A.11)
We denote the energy eigenvalues as ε
(σ)
µ (k), where we assigned index µ such that ε
(σ)
µ (k) ≤
ε
(σ)
µ+1(k). We can easily calculate the eigenvalues of the matrix M
(σ)(k):
ε
(σ)
µ (k)
t
=

0 for µ = 0
λ2 for µ = 1, 2, · · · , d− 1
λ2 + d(|q|1/2 + |q|−1/2) + 2
d∑
j=1
cos
[
θ
2
p(σ) + kj
]
for µ = d
.
(A.12)
We define v
(0)
σ (k) = (v
(0)
µ,σ(k))dµ=0 by
v(0)µ,σ(k) =
1 if µ = 0−1
λ
(q−p(σ)/4e−ik·e
(j)
+ qp(σ)/4eik·e
(j)
) µ = j(= 1, 2, · · · , d)
. (A.13)
This vector is an eigenvector which belongs to the zero-energy eigenvalue of M(σ)(k). We
also define v
(j)
σ (k) = (v
(j)
µ,σ(k))dµ=0 for each j by
v(j)µ,σ(k) =

1
λ
{(q−p(σ)/4)∗eik·e
(j)
+ (qp(σ)/4)∗e−ik·e
(j)
} if µ = 0
1 if µ = j
0 otherwise
. (A.14)
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This is orthogonal to v
(0)
σ (k). The vectors {v
(µ)
σ (k)}dµ=0 for fixed k and σ is a basis of C
d+1,
since v
(µ)
σ (k) with µ = 0, 1, · · · , d are linearly independent of each other.
We also introduce the dual of the basis {v
(µ)
σ (k)}dµ=0. We define the Gramm matrix
G
(σ)(k) = (G
(σ)
µ,ρ(k))dµ,ρ=0 by [15]
G(σ)µ,ρ(k) = (v
(µ)
σ (k), v
(ρ)
σ (k)). (A.15)
Since the vectors v
(µ)
σ (k) with µ = 0, 1, · · · , d are linearly independent of each other, the
corresponding Gramm matrix is invertible. We define the dual vectors v˜
(µ)
σ (k) by
v˜(µ)σ (k) =
d∑
ρ=0
v(ρ)σ (k)G
(σ)
ρ,µ(k)
−1
(A.16)
for each µ. They satisfy
(v˜(µ)σ (k), v
(ρ)
σ (k)) = δµ,ρ and
d∑
η=0
(v˜(η)µ,σ(k))
∗v(η)ρ,σ(k) = δµ,ρ. (A.17)
A.2 Construction of the Localized Basis
We define ψ
(x)
y,σ and ψ˜
(x)
y,σ by
ψ(x)y,σ :=
1
Ld
∑
k∈K
eik·(y−x)v
(u(x))
u(y),σ(k) (A.18)
and
ψ˜(x)y,σ =
1
Ld
∑
k∈K
eik·(y−x)v˜
(u(x))
u(y),σ(k). (A.19)
They satisfy ∑
w∈Λ
(ψ˜(x)w,σ)
∗ψ(y)w,σ = δx,y and
∑
w∈Λ
(ψ˜(w)x,σ )
∗ψ(w)y,σ = δx,y. (A.20)
We can easily obtain explicit representation of ψ
(x)
y,σ:
ψ(x)y,σ =

−
qp(σ)/4
λ
d∑
j=1
δx−e(j),y + δx,y −
q−p(σ)/4
λ
d∑
j=1
δx+e(j),y if x ∈ Λo
(q−p(σ)/4)∗
λ
δx−e(j),y + δx,y +
(qp(σ)/4)∗
λ
δx+e(j),y if x ∈ Λj
. (A.21)
A.3 Calculation of v˜
(µ)
σ (k)
To estimate ψ˜
(x)
y,σ, we obtain the explicit representation of v˜
(µ)
σ (k). We write G(σ)(k) in the
form
G
(σ)(k) =

|v
(0)
σ (k)|2 0 · · · 0
0
... 1 +
1
λ2
wσ(k)⊗wσ(k)
∗
0
 (A.22)
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where 1 is the d × d identity matrix, and wσ(k) and wσ(k)
∗ are d-dimensional vectors
defined by
wσ(k) =
(
(q−p(σ)/4)∗eik·e
(j)
+ (qp(σ)/4)∗e−ik·e
(j)
)d
j=1
(A.23)
and
wσ(k)
∗ =
(
q−p(σ)/4e−ik·e
(j)
+ qp(σ)/4eik·e
(j)
)d
j=1
. (A.24)
⊗ denotes the standard tensor product. There is a general formula to obtain the inverse
matrix (
1 +
1
λ2
wσ(k)⊗wσ(k)
∗
)−1
= 1 −
1
|wσ(k)|2 + λ2
wσ(k)⊗wσ(k)
∗. (A.25)
Then, we obtain the explicit form of G(σ)(k)
−1
G
(σ)(k)
−1
=

|v
(0)
σ (k)|−2 0 · · · 0
0
... 1 −
1
|wσ(k)|2 + λ2
wσ(k)⊗wσ(k)
∗
0
 (A.26)
Thus, we find an explicit representation of v˜
(µ)
σ (k):
v˜(0)µ,σ(k) =
1
1 + S1
λ2
+
S
(σ)
2 (k)
λ2
1 for µ = 0−1
λ
(
q−p(σ)/4e−ik·e
(j)
+ qp(σ)/4eik·e
(j)
)
for µ = j
, (A.27)
v˜(j)µ,σ(k) = v
(j)
µ,σ(k) +
(q−p(σ)/4)∗eik·e
(j)
+ (qp(σ)/4)∗e−ik·e
(j)
λ2 + S1 + S
(σ)
2 (k)
×S1 + S
(σ)
2 (k)
λ
for µ = 0
q−p(σ)/4e−ik·e
(l)
+ qp(σ)/4eik·e
(l)
for µ = l(= 1, 2, · · · , d)
, (A.28)
where
S1 = d(|q|
1/2 + |q|−1/2), S(σ)2 (k) = 2
d∑
j=1
cos
(
2k · e(j) +
θ
2
p(σ)
)
. (A.29)
A.4 Proof of Lemma 3.1
Here we prove Lemma 3.1. We give the estimates of ψ˜
(y)
x,σ only for x, y ∈ Λo, since the
estimates for other x, y ∈ Λ are almost the same as that for x, y ∈ Λo.
From the definition of ψ˜
(y)
x,σ, we can represent
ψ˜(y)x,σ =
1
Ld
∑
k∈K
eik·(x−y)v˜
(0)
0,σ(k) =
1
Ld
∑
k∈K
eik·(x−y)
1
1 + S1
λ2
+
S
(σ)
2 (k)
λ2
=
1
1 + S1
λ2
1
Ld
∑
k∈K
eik·(x−y)
1
1 +
S
(σ)
2 (k)
λ2+S1
(A.30)
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We can expand the last factor, since |S
(σ)
2 (k)| ≤ 2d < λ
2 + S1. Then, we obtain
ψ˜(y)x,σ =
1
1 + S1
λ2
∞∑
n=0
1
Ld
∑
k∈K
eik·(x−y)
(
−
S
(σ)
2 (k)
λ2 + S1
)n
=
1
1 + S1
λ2
∞∑
n=0
(
−
1
λ2 + S1
)n
1
Ld
∑
k∈K
eik·(x−y)S
(σ)
2 (k)
n
(A.31)
Here,
1
Ld
∑
k∈K
eik·(x−y)S
(σ)
2 (k)
n
=
1
Ld
∑
k∈K
eik·(x−y)
[
d∑
j=1
(
e2ik·e
j+
θp(σ)
2 + e−2ik·e
j−
θp(σ)
2
)]n
=
d∑
j1,j2,··· ,jn=1
∑
s1,s2,··· ,sn=±1
1
Ld
∑
k∈K
eik·(x−y+2
∑n
l=1 slk·e
(jl))+i
∑n
l=1 sl
θp(σ)
2
=
d∑
j1,j2,··· ,jn=1
∑
s1,s2,··· ,sn=±1
ei
∑n
l=1 sl
θp(σ)
2 δx+2∑nl=1 slk·e(jl),y. (A.32)
Thus, we find a bound
∑
x∈Λo
|ψ˜(y)x,σ| ≤
1
1 + S1
λ2
∞∑
n=0
(
1
λ2 + A
)n ∑
x∈Λo
∣∣∣∣∣ 1Ld ∑
k∈K
eik·(x−y)S
(σ)
2 (k)
n
∣∣∣∣∣
=
1
1 + S1
λ2
∞∑
n=0
(
1
λ2 + A
)n ∑
x∈Λo
d∑
j1,j2,··· ,jn=1
∑
s1,s2,··· ,sn=±1
δx+2
∑n
l=1 slk·e
(jl),y
=
1
1 + S1
λ2
∞∑
n=0
(
2d
λ2 + A
)n
=
1
1 + S1
λ2
− 2d
λ2
. (A.33)
We can represent ψ˜
(y)
x,σ − ψ
(y)
x,σ in terms of ψ˜
(y)
w,σ where w ∈ Λo with |w − x| ≤ 1,
ψ˜(y)x,σ − ψ
(y)
x,σ =−
1
Ld
∑
k∈K
eik·(x−y)
S1 + S
(σ)
2 (k)
λ2
1
1 + S1
λ2
+
S
(σ)
2 (k)
λ2
= −
S1
λ2
ψ˜(y)x,σ −
1
λ2
d∑
j=1
∑
s=±1
eis
θp(σ)
2 ψ˜
(y)
x+2se(j),σ
. (A.34)
Thus we find the following bound∑
x∈Λo
|ψ˜(y)x,σ − ψ
(y)
x,σ| ≤
const
λ2
(A.35)
For other x, y ∈ Λ, we can write ψ˜
(x)
y,σ in terms of ψ˜
(w)
v,σ with v, w ∈ Λo like the representation
(A.34) and can obtain the bounds. Then we can conclude the lemma 3.1.
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A.5 Proof of Lemma 3.2
Here, we give proof of Lemma 3.2. We only show the proof for the case of x, y ∈ Λo, since
the estimates for other x, y ∈ Λ are almost the same as that for x, y ∈ Λo.
In the eq. (A.32), if ‖y − x‖1 > n, then δy,x+2∑nl=1 sle(jl) = 0. Thus we find
|ψ˜(y)x | ≤
1
1 + S1
λ2
∞∑
n=‖x−y‖1
(
1
λ2 + S1
)n d∑
j1,j2,··· ,jn=1
∑
s1,s2,··· ,sn=±1
δx+2
∑n
l=1 slk·e
(jl),y
≤
1
1 + S1
λ2
∞∑
n=‖x−y‖1
(
2d
λ2 + S1
)n
=
(
2d
λ2 + S1
)‖x−y‖1 1
1 + S1
λ2
− 2d
λ2
(A.36)
For other x, y ∈ Λ, we can find similar bounds. Then, we obtain the first inequality in
Lemma 3.2.
We also obtain (41) and (42) from the representations
ψ˜(o)o − ψ
(o)
o = −
1
λ2
1
Ld
∑
k∈K
S1 + S
(σ)
2 (k)
1 + S1
λ2
+
S
(σ)
2 (k)
λ2
= −
S1
λ2
ψ˜(o)o −
1
λ2
d∑
j=1
∑
s=±1
eis
θp(σ)
2 ψ˜
(o)
2e(j)
(A.37)
and
ψ˜
(o)
±e(j)
− ψ
(o)
±e(j)
= −
S1
λ2
ψ˜
(o)
±e(j)
−
1
λ2
d∑
l=1
∑
s=±1
eis
θp(σ)
2 ψ˜
(o)
x+2e(l)±e(j)
. (A.38)
They conclude the Lemma 3.2.
B Proof of Lemma 4.1
Let Φ0 ∈ Hk be the eigenstate which belongs to the lowest energy eigenvalue E˜0. We can
expand Φ0 by the basis Bk:
Φ0 =
∑
Ψ∈Bk
C(Ψ)Ψ. (B.1)
The eigenvalue equation is∑
Ψ,Φ∈Bk
C(Ψ)h[Φ,Ψ]Φ =
∑
Φ∈Bk
E˜0C(Φ)Φ. (B.2)
Thus, we have an equation for the coefficient
E˜0C(Φ) =
∑
Ψ∈Bk
h[Φ,Ψ]C(Ψ) (B.3)
for each Φ ∈ Bk. Then, we obtain
E˜0 = h[Φ,Φ] +
∑
Ψ∈Bk\{Φ}
h[Φ,Ψ]
C(Ψ)
C(Φ)
(B.4)
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Since E˜0 ∈ R, the real part of the equation is
E˜0 =ℜ
h[Φ,Φ] + ∑
Ψ∈Bk\{Φ}
h[Φ,Ψ]
C(Ψ)
C(Φ)

=ℜ[h[Φ,Φ]] +
∑
Ψ∈Bk\{Φ}
cos (θΦ,Ψ) |h[Φ,Ψ]|
∣∣∣∣C(Ψ)C(Φ)
∣∣∣∣
≥ℜ[h[Φ,Φ]]−
∑
Ψ∈Bk\{Φ}
|h[Φ,Ψ]|
∣∣∣∣C(Ψ)C(Φ)
∣∣∣∣ , (B.5)
where θΦ,Ψ ∈ R gives the phase factor of h[Φ,Ψ]C(Ψ)/C(Φ). If we choose Φ such that
|C(Φ)| = maxΦ∈Bk |C(Ψ)|, i.e. |C(Ψ)/C(Φ)| ≤ 1 for ∀Ψ ∈ Bk, then we find
E˜0 ≥ ℜ[h[Φ,Φ]]−
∑
Ψ∈Bk\{Φ}
|h[Φ,Ψ]| = D[Φ]. (B.6)
Since D[Φ] ≥ minΨ∈Bk D[Ψ], we have proved lemma 4.1.
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