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1. INTRODUCTION 
L. E. Dickson, in his investigations of the independence of the field 
axioms [2], constructed finite near-fields which are not fields. Later, 
Zassenhaus [S] determined all finite near-fields and proved that with seven 
exceptions all finite near-fields could be constructed by the methods of 
Dickson. Karzel and Ellers [3] h ave described these “non-exceptional finite 
near-fields” axiomatically and have named them Dickson near-jelds. Recently, 
Karzel [4] and Pokropp [7] investigated Dickson near-fields without any 
finite assumptions. Specific Dickson near-fields were used by Zemmer [IO] 
to provide examples of infinite non-planar near-fields and [II] to give new 
examples of translation planes. 
It is the purpose of this paper to initiate a study of Dickson near-rings. 
This can be considered as a generalization in two directions of Karzel’s study 
of Dickson near-fields. First, we use a ring R while Karzel uses a skew- 
field F, and secondly, we use a map 4 of R into its endomorphism semigroup 
to obtain an “associated Dickson near-ring,” whereas Karzel requires that 4 
map F into its automorphism group. 
The necessary definitions and notations concerning near-rings are given 
in Section 2. 
Dickson near-rings are introduced in Section 3. As in [4] the concept of a 
“coupling map” (Definition 3.2) is found useful both in the development of 
the theory and in providing examples. 
In Section 4 we consider unitary rings and near-rings. Karzel [4] shows 
that the multiplicative identity of the skew field F is also the multiplicative 
identity for the associated Dickson near-field. This is not the case for Dickson 
near-rings and in Theorem 4.4, necessary and sufficient conditions are given 
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for this “transfer” of identities. In the finite case it is interesting that the only 
finite unitary Dickson near-rings are near-fields (Theorem 4.11). 
In Section 5 we let R be an integral domain. It is found (Theorem 5.2) 
that the associated Dickson near-ring, N, has no divisors of zero if and only 
if N is unitary. 
A construction of a class of Dickson near-rings is given in Section 6 and 
specific examples are given. One of these examples, namely, the near-ring 
of polynomials, is investigated further in Section 8. 
In the final section, we show that a certain characterization of fmite near- 
fields (see [6]) does not extend to infinite near-fields. Also we show that it is 
impossible to obtain a complete transfer of the theory of injective ring 
modules to near-ring modules. 
2. PRELIMINARIES ON NEAR-RINGS 
A (right) near-ring N GE (N, +, *) is a set with two binary operations, 
addition, +, and multiplication, *, such that 
(A.l) The elements of N form a group N+ = (N, +) under addition, 
(A.2) The elements of N form a semigroup (N, *) under multiplication, 
(A.3) Vv,y,z~N, (x+y)z=xz+yz, 
(A.4) Vx E N, x -0 = 0, where 0 is the additive identity of N+. 
If N contains a multiplicative identity 1 # 0 then N is called a unitary 
near-ring. A unitary near-ring in which every non-zero element has a multi- 
plicative inverse is called a near-jield. 
An N-module, JW, is an additive group (M, +) together with a function 
(n, m) ++ nm of N x M into M such that, for all r, s E N and m E M, 
(R.1) (r + s) n = m + sn. 
(B.2) (rs) n = r(m). 
If N is a unitary near-ring we also require 
(B.3) 1 - m = m, for all m E M. 
For any near-ring N, N+ is an N-module denoted by NN. 
Near-ring homomorphisms and N-homomorphisms are defined in the 
usual manner. Submodules of NM are defined to be the kernels of N-homo- 
morphisms. It is well known that a subset A of ,M is a submodule if and only if 
(Cl) (A, +) is a normal subgroup of (M, +), 
(C.2) Foralla~A,m~M,n~N,r(u+m)--mEA. 
The M and (0) are the trivial submodules; other submodules, if any, are called 
proper. 
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In particular, submodules of NN are called left ideals. Moreover, if A is 
a left ideal of N and AN 3 {an 1 a E A, n E N) C A, then A is said to be an 
ideal of N. The kernels of near-ring homomorphisms are ideals and every 
ideal A gives rise to a near-ring homomorphism with kernel A. 
A subgroup B = (B, +) of Jki is called an N-subgroup if NB C B. 
From (C.2), a submodule is an N-subgroup. However, an N-subgroup need 
not be a submodule. As with the case of submodules, we say the N-subgroups 
other than (0) and N are proper N-subgroups. 
3. DEFINITIONS AND BASIC PROPERTIES 
For any ring R E (Ii, +, *) we denote by End R (Mon R, Epi R, Aut R) 
the semigroup of ring endomorphisms (monomorphisms, epimorphisms, 
automorphisms) of R. If R contains an identity 1, we require that 1 be pre- 
served under ring morphisms. (Hence the zero map OR is in End R if and only 
if R does not have an identity.) We follow the usual convention of “adjoining 
a zero” to a semigroup. That is, we define End, R to be End R if OR E End R 
and End,, R = End R u (0,) otherwise. Similar definitions hold for Mon, R, 
Epi, R and Aut, R. 
DEFINITION 3.1. A near-ring N = (R, f, “) is called a Dickson near-ring 
(D.n.r.), if there exists a ring (R, +, a) = R and a semigroup morphism 
~:(R,“)+End,R(at-+~,)suchthat~,=O,anda”b=a~,~b. 
Thus we see that every D.n.r. is an Abelian near-ring in the sense that 
addition is commutative. 
Let~:R+End,R(a+~,)beany map andp:R+HomaR(a++p,) 
the right representation of R. This gives a map 8 : R -+ Horn, R, where 
at3 = qSa ’ pa. Now taking the product with R gives lR x 0 : R x R -+ 
R x Homa R which in turn induces a map 4 : R x R ---f R given by 
(a, b) # = (ah,) Pb = a$b - b. 
DEFINITION 3.2. A function 4 : R -+ End,, R (a ~--t ba) is called a coupling 
mapforRX 
(9 A, = OR, ad 
(ii) the following diagram is commutative 
RxR ‘X’*End,Rx&nd,R 
1 4 1 
0 
R 4 r End,, R 
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Thus 4 : R --f End, R is a coupling map for R, if 4s = 0, and +a ’ & = 
+ aO,.b * 
THEOREM 3.3. Iftj is a coupling map for R, then + induces a multiplication ’ 
on R such that N = (R, +, “) is a D.n.r. In this case we say N is coupled with 
Rbyb 
Proof. Define 0 by a0b=a4bSb, a,bER. Then for a,b,cER, 
(a+b)“c=(a+b)~,~c=a+4,~ c+b$C~c=aoc+b”c.Also,(a”b)oc= 
ca+b * b) ’ C = dbdcbh ’ ‘4 while a ’ (b ’ c) = a ’ b& * c = a$bm,.,&C * c. 
Since 9 is a coupling map, &$,& = a&,,$ .C and so (R, +, “) is a near-ring. 
Moreover + is a semigroup morphism which shows that N is a D.n.r. 
COROLLARY 3.4. If N is coupled with R by 4, then 0 is a two-sided anni- 
hilator. 
If (R, +, “) is a D.n.r., then the semigroup morphism $ is a coupling map 
for R, since $a ’ +b = &a = $&,.b , a, b E R. Hence we have 
THEOREM 3.5. A near-ring N is a D.n.r. o N is coupled with a ring R. 
Every ring R can be made into a D.n.r. under the coupling map + : I H 0, . 
If R is an integral domain then 0 f r ti lR gives a coupling map for R. 
Let R be a ring and P a prime ideal of R. We define a “characteristic” 
function&,:R+End,R, when$, =O,, ifaEP, and&, = lR, ifa$P. 
Since P is a prime ideal, C$ is a coupling map. Suppose for some x 4 P there 
exists y E R such that x + y E P and x + y is not a divisor of zero in R. Then 
forO#rER,r’ (x+y) =0, while r’x+r”y=r(x+y)#Oandso 
in this case the D.n.r. coupled with R is not a ring. 
For later use we mention the special case in which 4 maps R*[= R - {0}] 
into (T), the subgroup of End R generated by the automorphism T. That is, 
for each 0 # a E R, & = Tnca), n(a) E 2. The coupling condition is then 
equivalent to n(a) + n(b) = n(a+b * 6) modulo the order of T in Aut R 
where a, b are arbitrary nonzero elements of R. 
In [4], Karzel defines a Dickson near-field to be a set F with three binary 
operations +, ., a such that (F, +, *) is a skew-field, (F, +, “) is a near-field, 
and for every a EF* [= F - {0}], the map $o : F -+ F (x I-+ (x ’ a) . a-l), 
where a-l is the inverse of a in (F, f, -> is an automorphism of (F, +, *>. 
Further the operations ’ and * are connected by a ’ b = abb . b. A coupling 
map is then defined as a map @ from (F, +, .) to Aut(F, +, .) such that 
+a ’ $b = hwbb.b - Since our use of “coupling” is slightly more general then 
Karzel’s, the next result may be considered as a slight generalization of 
Satz 7 (p. 252) of [#j. 
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THEOREM 3.6. A near-ring N = (F, +, “> is a Dickson near-jield e N is 
coupled with a skew-jield F = (F, +, a) and & E Epi F, for all x E F*. 
Proof. If N is coupled with F by 4 and & E Epi F, x E F* then e& = e 
where e is the multiplicative identity of F. Thus e ’ x = e& . x = x for 
x E F*. Moreover for x E F*, there exists some 6 E F* such that b& = x-l. 
Hence b ’ x = e, which implies that (F*, “) is a group. Since e f 0 and 
e ’ 0 = 0 ’ e = 0, N is a near-field. For a EF*, it is clear that &., : x+-+(x ’ a) ma-l 
is a field monomorphism and so by hypothesis an automorphism. Therefore N 
is a Dickson near-field. The converse is contained in Satz 7 of [4]. 
We conclude this section by giving a trivial construction of a coupling 
map on a field. The resulting D.n.r. is not a ring and not a near-field. 
EXAMPLE 3.7. Let F be any Jield. Dejne $ : F + End, F by a t+ & , where 
$ is a coupling map and (F, +, “) is a near-ring but not a near-field. 
4. UNITARY DICKSON NEAR-RINGS 
If N = (R, +, “) is coupled with a unitary ring R = (R, +, e), then 
the examples given in 3.7 show that in general (R, f, “) is not a unitary 
D.n.r. In the first part of this section we investigate the consequence of 
requiring that (R, +, *) and/or (R, +, “) be unitary. We then turn to a 
consideration of finite unitary D.n.r. 
PROPOSITION 4.1. If N I (R, +, “) has identity e’ and N is coupled 
with a ring R having identity e, then e’ = e. 
Proof. Let 4 : R -+ End,, R be the coupling map. For x # 0 in R, 
x = e’ ’ x = e’q5, * x shows that 4% f OR. Hence e = e’ ’ e = e ’ e’ = 
46 * e’ = ee’ = e’. 
THEOREM 4.2. Let R = (R, +, .) be a ring with identity e and coupling 
map 9. The following are equivalent. 
(i) Ker+, = (0). 
(ii) +e = 1, . 
(iii) R*+ n Aut R # m 
(3 n6,,o, Kerrj, = (01. 
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Moreover, each of the above conditions is su$icient for e to be a right-identity 
of the coupled near-ring N. 
Proof. Clearly (ii) 3 (iii) + (iv). We now show(i) * (ii). Since Ker $e = 
m $6 + OR 9 and so e+e = e. Hence &de = +ed .e = & . Now ~4, = y, 
where x, y E R. Thus X& = y& and by (i) we obtaih x = y, which gives (ii). 
It remains to show (iv) 3 (i). There exists 0 f a E R such that rja + 0, . 
For if & = OR, for all a E R, then by the usual conventions of set theory 
n d,fOR KerA = R f @I, since e E R. Hence $e ’ +a = &, and so 
Ker $E C Ker & . Since this is true for all a such that & $z OR we have 
Ker A C &,+o~ Ker A = {Oh 
Finally if $e = 1, , then for all x E R, x a e = x& * e = x; i.e., e is a 
right-identity for the coupled near-ring N. 
Convention. When R is a ring with coupling map 4 : a ++ $a we shall 
denote by K the set {X E R I& = 0,). From the definition of coupling map 
we always have {O> C K. 
COROLLARY 4.3. Let R be a ring with identity e and a coupling map 4. 
If K = (0) the conditions of Theorem 4.2 hold. 
Proof. Since R has an identity & $ 0, if x f 0 in R. Thus 0 f e = 
eA& = ehoe = 4z6ee This shows x+, f 0 for all x f 0 in R. Hence 
Ker$, = {O}. 
In the next theorem we show that if a D.n.r. has an identity for multiplica- 
tion, so does the ring associated with it (and the identities are equal by 4.1). 
THEOREM 4.4. A D.n.r. N E (R, +, “> has identity e o R E (R, +, a) 
has identity e and K = (0). 
Proof. If R has identity e and K = (0) then by 4.2 and 4.3 e is a right- 
identity for N. Also, from 4.1, & + 0, for x E R*. Hence for all x + 0 in R, 
e a x = e& * x = e * x = x and since e o 0 = 0 we see that e is an identity 
for N. 
Conversely if e is an identity for N, then, for all 0 # x E N, 0 f x = 
x 0 e := x& * e, which shows that x4, f 0 or & is a monomorphism. If 
4 = Y, x, Y E R, then x&A = Y& implies x4, = y& or x = y. Hence 
4, = 1, * From this we have x = x ’ e = x * e, for all x E R. Also, for 
xER,ex-x=e ’ (ex - x) = e+,,-,(ex - x) = eg&+ex - e+er-zx = 0. 
Hence e is a two-sided identity for R. Then as in the proof of 4.1 we find 
that+, + 0, if x f 0 in R, i.e., K = (0). 
Formulating the above theorem in terms of coupling maps we obtain 
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COROLLARY 4.5. If R is a unitary ring with coupling map + then the coupled 
near-ring N is unitary GS K = (0). 
COROLLARY 4.6. If N = (R, +, “) is a unitary D.n.r., then 4, E Mon R, 
forallOfyER. 
Proof. If e is the identity for N then by 4.4, R has identity e and 0 + y 
in R implies 4, + 0, and so e$, = e. Hence, for all x f 0 in R, 0, + c$, “4, = 
4 Xd,W which implies that x # Ker +y . 
In [5] we defined a unitary near-ring N = (N, +, *) to be a local near-ring 
if the set L(N) = (X E N 1 N * x f N} is an N-subgroup of N. We proved 
(Theorem 2.5 of [5]) that this is equivalent to showing thatL(N) is a subgroup 
of (N, +). We now consider local Dickson near-rings. 
LEMMA 4.7. Let R s (Ii, +, .) be a ring with identity e and coupling map 
+:R*+AutR.ForuER,R*u=Rt>R”u=R. 
Proof. By hypothesis K = {0} and consequently e is an identity for 
N = (N, +, “>. If R * u = R, then for some u’ E R, u’u = e, and since 
&, E Aut R, there exists some b E R such that b& = u’. Thus e = u’u = 
b o u E R ’ u, which implies R ’ u = R. Conversely, if for some x E N, 
e = x ’ u, then e = x& * u; i.e., R * u = R. 
THEOREM 4.8. Let 4 be a coupling map for R = (R, +, *) such that 
$ : R* + Aut R. The coupled near-ring N is a local near-ring o R is a local 
ring. 
Proof. By hypothesis, R has identity e o N has identity e. Let L(N) = 
{x~N~N”x#N),andL(R)=(x~R~RxfR}.Lemma4.5showsthat 
L(N) = L(R). Since R and N have the same additive structure, the result 
follows from Theorem 2.5 of [S]. 
For the remainder of this section we restrict our attention to finite near- 
rings. In particular, we show that the famous Wedderburn Theorem on 
finite integral domains has an analogue for finite D.n.r. We remark, however, 
that in general, a finite near-ring without divisors of zero is not a near-field. 
If (G, +) is any finite non-Abel& group and a multiplication * is defined 
bya*b=aifb#Oanda*O=O,a,b~G,then<G,+,*)isafinite 
near-ring without divisors of zero and is not a near-field (see also [I]). 
LEMMA 4.9. If R is afinite ring with coupling map 4 such that + : R* -+ Aut R, 
then R is aJield. 
THEOREM 4.10. Let R be a ring with coupling map +. The coupled near-ring 
N is ajnite D.n.r. without divisors of zero o N is ajkite D.n.f. 
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Proof. Suppose N has no divisors of zero. If y E R*, then for all x E R+, 
0 # x o y = x4, * y. Hence 4, E Mon R and since R is finite 4, is auto- 
morphism. By the previous lemma, R is a finite field and so by Theorem 3.6, 
N is a Dickson near-field. The converse is clear. 
Zassenhaus’ classification of all finite near-fields leads us to the natural 
problem of determining all finite unitary D.n.r. This problem is solved in 
the next theorem. 
THEOREM 4.11. Let N be a D.n.r. coupled with R by 4. N is ajnite unitary 
D.n.r. o N is a$nite D.n.f. 
Proof. If N is a finite D.n.r. with identity e then R has identity e (from 4.4) 
and so by 4.6,+, E Mon R for y E R*. Hence for all x, y E R*, 0, + dlc o 4, = 
$0 which implies that x ’ y # 0. Since N has no divisors of zero, the 
pF&ious theorem tells us that N is a near-field. Again the converse is trivial. 
COROLLARY 4.12. Let N be a D.n.r. coupled with R by +. The following are 
equivalent. 
(i) N is a jinite Dichson near-jield. 
(ii) N is a finite unitary D.n.r. 
(iii) N is a$nite D.n.r. without divisors of zero. 
(iv) R is afinitejeld and K = (0). 
Proof. The equivalence of (i), (ii) and (iii) follows from 4.10 and 4.11. 
Corollary 4.5 shows that (iv) implies (ii). If (ii) holds then for each y E R*, 
4, E Mon R by 4.6, and hence $, E Aut R since R is finite. (iv) now follows 
from Lemma 4.9. 
5. DICKSON NEAR-RINGS WITHOUT DIVISORS OF ZERO 
Let R = (R, +, .) be a ring with associated near-ring N 3 (R, +, “). 
In this section we consider the question: What influence does the lack of zero 
divisors in R (resp. N) have on the multiplication in N (resp. R) ? 
THEOREM 5.1. Let R be an integral domain with coupling map 4. The N 
has no divimrs of zero o N is a unitary near-ring. (By “integral domain” we 
mean a unitary ring without divisors of zero). 
Proof. If N has no divisors of zero then for all x, y EN*, 0 # x ’ y = 
~4, + y, which implies 4, + 0, , for all y E N*, i.e., K = {O}. Thus N is 
unitary by 4.4. Conversely if N has an identity then q5, E Mon R for all 
y E N* and consequently x ’ y = x+,, * y # 0, x, y E N*. 
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Therefore the equivalence of (ii) and (iii) in Corollary 4.12 generalizes to 
the infinite case when R is an integral domain. 
From 4.5 we have 
COROLLARY 5.2. If R is an integral domain with coupling map 4 then N 
has no divisors of zero o K = (0). 
We now consider the reverse situation. 
THEOREM 5.3. Let R be a ring with coupling map4 such that+ : R* -+ Epi R. 
R is an integral domain o N is a unitary near-ring without divisors of zero. 
Proof. Let R be an integral domain. By hypothesis K = {0} and so by 
5.2 and 4.5 N has divisors of zero and is unitary. Conversely, if 0 = a * b, 
for some a, b E R*, then 0 = c ’ b, where c& = a. This contradicts the 
fact that N has no divisors of zero. 
THEOREM 5.4. If R is an integral domain with coupling map 4, then the 
following are equivalent. 
(i) (b : R* -+ Epi R. 
(ii) 4 : R* -+ Aut R. 
(iii) R ’ a = R * a, for all a E R. 
Proof. [(i) 3 (ii)]. From (i), K = (0) and thus N is unitary. By 4.6, 
4 : R* + Mon R and hence (ii). 
[(ii) * (iii)]. We must show R ’ a Z R . a. If a = 0 the result is clear. 
Otherwise we take x * a E R. Since +a E Aut R, there exists y E R such that 
y& = x, and consequently x * a = y& . a = y o a E R a a. 
[(iii) a (i)]. For a E R* and each x E R, there exists some y E R such that 
x*a=y “a. Thus x-a =yda * a, and since R is an integral domain, 
x =YA* 
Hence, if R is an integral domain, from 5.3, we note that each of the 
conditions in 5.4 is sufficient for N to be unitary without divisors of zero. 
The necessity of these conditions is an open question. 
Let (N, +, *) be any near-ring. For a EN, the left annihilator of a in N, 
IN(a), is defined by Z,(a) = { y EN 1 y * a = O}. 
THEOREM 5.5. {f R is a ring with coupling map $ such that N is unitary 
then the following are equivalent. 
(i) R is an integral domain. 
(ii) N has no divisors of zero and lR( y) C Im 4, , fm ally E R*. 
(iii) For ally, a E R*, lR( y ’ a) = (0). 
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Proof. [(i) 0 (ii)]. S ince R is an integral domain ZR( y) = (0) C Im 4,. 
If 0 = a a b for some a, b E N*, then 0 = a& * b, which implies a E Ker&, . 
But, from 4.6, &, E Mon R. This contradiction shows that N has no divisors 
of zero. If, conversely, 0 = a * b, for some a, b E R*, then a E Z,(b) C Im & . 
Consequently there exists a y E R such that y& = a. Then 0 f y ’ b = 
y& * b = a * b = 0. 
[(i) o (iii)]. Since N is unitary and R an integral domain, y ’ a # 0 and 
consequently ZR( y ’ a) = (0). Suppose 0 = x *y and y f 0 in R. For all 
a # 0 in R, 0 = x&y&. Hence x&y& * a = 0, i.e., x * (y ’ a) = 0. 
Therefore x = 0 as desired. 
6. EXAMPLES: DICKSON NEAR-RINGS FROM S-RINGS 
Let R = (R, +, *) be a ring with identity 1. If there exists a function 
6 : R -+ 2 u {-co} satisfying 
(i) 6(x)= -coox=0;6(x)>O,forx+OinR, 
(ii) S(v) = S(x) + S(Y), x, Y E R, 
then R is said to be S-ring, denoted by (R, 8) and S is called a semi-degree 
function. 
From (ii), 6(l) = 0, and if a E R has a left or right inverse in R, then 
6(a) =- 0. In particular, 6(u) = 0, for every unit u E R. Further R is an 
integral domain and S( -a) = 8(a), for all a E R. 
Let T : R + R be any automorphism of R. For any nonnegative integer 
n, Tn is an automorphism of R, where, as usual, To = lR and T” = T ’ Tn-l, 
n>l.WedefhieTm=OR. 
We choose an arbitrary but fixed automorphism T of R and let 
r$ : R -+ Aut, R be the mapping by+ : a b T6(a) with the additional property 
that, for all a, b E R, b # 0, S(a) = 8(aT6@)) modulo the order of Tin Aut R. 
Since 6 is a semi-degree function, it follows from the discussion following 
Theorem 3.5 that 4 is a coupling map for R, and hence we have a Dickson 
near-ring N = (R, +, “) = (R, T, 6). 
Suppose (R, +, *) is a &ring with automorphism T. If S(a) = 6(aT), 
for a E R, then 4 : a ++ T8@) is a coupling map. In fact, if 8(aTk) = 6(a), 
K > 1, then ~(uT”+~) = G((aT)T”) = 6(aT) = 6(a). Therefore, by induction, 
G(aTn) = 8(a), for all a E R and all n > 0. Clearly, for a, b E R, b # 0, 
8(a) = 8(aT6cb)) mod the order of T. 
We now use a-rings to give some examples of D.n.r. 
EXAMPLE A. Let D be any integral domain and D[x] the domain of 
polynomials in a single indeterminant over D. When S is taken as the usual 
degree function, D[x] is a S-ring. 
4W14b3 
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Let T be an automorphism of D[x] such that yT = y, for all y E D. It is 
well-known ([IO], p. 30) that T has the form T : x H 01x + /3, where LY, 8 E D 
and 01 is a unit of D. This implies that 6( f T) = S( f ), for all f~ D[x] and 
consequently we have a D.n.r. We call this near-ring Nr = (D[x], T, 8) 
a near-ring of polynomials. Later (Section 8) we show that in general near- 
rings of polynomials are not rings. 
EXAMPLE B. Let D be a unique factorization domain and define 
6:D+Zu(--co}by 
ifx=O 
if x is a unit 
n 
if x # 0 and not a unit, where x = n p:, p a prime in D. 
i=l 
Thus every unique factorization domain is a S-ring. Since every automorphism 
T of D preserves units and primes, we have S(aT) = S(a), for all a E D and 
again we obtain a D.n.r. (D, T, 8). 
EXAMPLE C. Let D[[x]] denote the domain of formal power series in a 
single indeterminant over an integral domain D. The D[[x]] is a &ring when 6 
is defined as “the order off “, forfE D[[x]]. That is, forf = Ciao a& E D[[x]], 
S( f ) is defined by 
s(f)=lia’ ;gi, u,,#O and a,,,=O, forall nr<n. 
If we generalize our definition of semi-degree function to allow 6(r) < 0, 
for I f 0, then the results discussed at the beginning of this section remain 
valid when we defme T-+ by (T-lp, for n > 0. This is the construction used 
by Kane1 [4], Pokropp [7] and Zemmer [IO] on the field F(A) of rational 
functions in a single indeterminant h over a field F of characteristic zero. 
EXAMPLE D. Let F be a field (not necessarily commutative) of charac- 
teristic zero, and let F(h) be the field of rational functions in one indeterminant 
A. Define 6 : F(h) + 2 u {-co} on nonzero f(A) E F(h), where f(A) = 
~(Wd4, ~(4, d4 W4, by S(f (4) = degree ofp(4 - degree of d4 ad 
S(f) = 0, if f  = 0. If T : F(A) + F(h) is the automorphism given by 
T : f  (A) H f  (uA + b), where a, b E F, a # 0, then we obtain a Dickson 
near-field (F(h), T, 6). 
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7. N-SUBGROUPS AND IDEALS OF DICKSON NEAR-RINGS 
In this section N z (R, +, “) denotes a D.n.r. coupled with a ring 
R = (R, +, *) by the coupling map 4. We give here some results relating 
ideals of R with ideals and N-subgroups of N. 
LEMMA 7.1. A left ideal of R is an N-subgroup of N. I f  A is an N-subgroup 
ofNand$:A*+EpiR,thenAisaleftidealofR. 
Example 3.7 with F = GF(22) shows that, in general, N-subgroups of 
N are not left ideals of R. 
LEMMA 7.2. If A is a r&ht ideal of R and for each r E R, 4,. restricted to A 
is an endomorphism of A, then A ’ R C A. 
For all r E R let P,. : R + R denote the right multiplication map x I+ XT. 
Thus, for each r E R, (4,. - 1s) ’ pr is a group homomorphism of (R, +); 
i.e., (4,. - 1s) P,. E Hom,(R, R). 
THEOREM 7.3. Let A be a left ideal of R. A su@ient condition for A to be 
a left ideal of N is (c$~ - 1s) ps E Hom,(R, A), for all s E R. 
Proof. For every r, s E R and a E A, r+S+o(s + a) - r(s + a) E A and 
r~;s-rs~A.Hencer~,+,(s+a)-r~;s~A;i.e.,r~(s+a)-rrssA. 
This proves A is a left ideal of N. 
COROLLARY 7.4. If A is an ideal of R and (#r - 1s) p, E Hom,(R, A), 
for all r E R, then A is an ideal of N. 
Since (& - 1s) ps E Hom,(R, A) is equivalent to r a s - rs E A for all r, 
s E R we have 
COROLLARY 7.5. If A is a left i&al (ideal) of R and .r ’ s - rs E A, for 
all r, s E R, then A is a left ideal (ideal) of N. 
Let N be a unitary near-ring (thus 6, + 0, for s # 0 in R), and let A 
be an ideal of R with t.~ : R + R/A the natural ring homomorphism. If, for 
every s f 0 in R, the diagram 
R&R 
is commutative, then A is an ideal of N. For, if this is the case, then r#,p = rp 
implies r& + A = r + A or r&s - rs E A, for all r, s E R. This proves 
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THEOREM 7.6. If N is a unitary near-ring and A is an ideal of R such that 
& a p = p, for all 0 f  s in R, then A is an ideal of N. 
COROLLARY 7.7. Under the hypothesis of 7.6, N/A is a ring. 
Let R = GF(22) and 4 : R ---f End, R be the coupling map given by 
r F-+ 0, , for all r E R. Then A = ((0, 0)} is an ideal of R and of the coupled 
near-ring N, but (1, 1) ’ (I, 0) - (1, 1) * (1,O) = (I, 1) $ A. Hence the con- 
dition given in Corollary 7.5 is not necessary. 
THEOREM 7.8. A necessary condition that a subgroup A of R be a left ideal 
of a unitary near-ring N is that a ’ (u + 1) E A, for all a E A. 
COROLLARY 7.9. If a left ideal A of R is also a left ideal of the coupled 
unitary near-ring N, then for each a E A, a+,+, E A. 
THEOREM 7.10. Let A be an ideal of R and also of the coupled unitary 
near-ring N. A = No 3a E A such that Im $a+l 2 A. 
Proof.IfAisanidealofN,then,foralls,r~R,a~A,r”(s+a)-r”s~A. 
This in turn implies r+a+l . a - r$,+r - r E A. If we choose a’ E A such that 
Im &+r C A, then r E A; i.e., N = A. 
As a partial converse to Theorem 7.3 we give 
THEOREM 7.11. Let N be a unitary near-ring and A an ideal of R, 
(0) $ A & R, such that, for ev~y r f  0 in R, there exists a E A with $o+l = 4, . 
Then A is an ideal of N o (+8 - lR) ps E Hom,(R, A), for all s E R. 
Proof. If A is an ideal of R and (+s - lR) pS E HomZ(R, A), then an 
application of 7.5 gives the desired result. Conversely, if A is also an ideal 
ofN,thenforr~R,a~A,ro(u+1)-r~A.Hencer~,+,~a+r~~+,-r~A. 
Since A is an ideal of R, rq5a+l - r E A and so (& - lR) p,. E Hom,(R, A) 
for all r E R. 
We now interpret these results for the particular D.n.r. obtained from 
a-rings (Section 6). Thus we take an arbitrary but tixed b-ring R and choose 
an automorphism T of R in such a manner that (R, T, 6) = N is a D.n.r. 
If A is an ideal of R and XT - x E A, for all x E R then by induction 
xTn - x E A, n > 0. Similarly aT E A, for all a E A, implies aTn E A for 
n 3 0. Since q5a = T8(@) for a in R, Corollary 7.4 becomes 
COROLLARY 7.4‘. If A is an ideal of the &ring R and T - 1, E HomZ(R, A) 
then A is an ideal of the D.n.r. (R, T, 8). 
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Similarly 7.11 becomes 
THEOREM 7.11’. Let R be a S-ring with identity 1 and let A be a proper 
ideal of R such that S(a + 1) = 1, f or some a E A. Then A is an ideal of 
No T - lR E HomZ(R, A). 
8. NEAR-RINGS OF POLYNOMIALS 
We now specialize some of the above results to near-rings of polynomials 
introduced in Example A of Section 6. In particular let F[x] = (F[x], +, *) 
denote the domain of polynomials in one indeterminant over a field F of 
characteristic zero with T: F[x] -+F[ x ] an automorphism given by x i--t cux + /3, 
01, p E F, 01 f 0. As above, 6 denotes the usual degree function on F[x] and 
NT denotes the D.n.r. (F[x], T, 6). 
We first prove that, in general, NT is not a ring. 
For any near-ring N E (N, +, *), the kern of N is defined by Kern N = 
(dEN/d*(a+b)=d * a + d * b, for all a, b EN}. We characterize 
Kern N, in terms of T. 
THEOREM 8.1. dEKernNr+dT = d. 
Proof. If dEKernNr, then d ’ (x+l)=d”x+d”l implies 
dT(x + 1) = dTx + d which in turn gives dT = d. Conversely, if dT = d, 
then by induction dT” = d, n 3 0. We must show do (a + b) = d a a + d ’ b, 
foralla,b~NT.Ifa=Oorb=0,theresultisclear,andifa+b=Othe 
result follows from the fact that 6(a) = 8(-a). If {a, b, a + b} n (0) = .D , 
thend”(a+b)=dTG~~+b~(a+b)=d(a+b)=d~a+d~b=d”a+d”b. 
Since Nr is a ring of and only if Kern N, = N, , we have 
COROLLARY 8.2. N, is a ring o T = lR . 
LEMMA 8.3. If A is a proper left ideal of NT (i.e., (0) 2 A s NT), then 
there exists a, E A such that S(a, + 1) = 1. 
Proof. From the left ideal condition (C.2 of Section 2), we obtain 
xTBfa+l) - x E A, for all nonzero a E A. Since A is a proper left ideal 
S(a + 1) = 8(a) # 0. For any arbitrary but fixed nonzero a in A, Td(@ is 
a F-automorphism of F[x], and therefore xT8@) = CX’X + /?‘, a’, /I’ EF, 
1~’ # 0, which in turn gives (LX’ - 1) x + 8’ E A. If 0~’ # 1, then a, = 
(0~’ - I) x + p satisfies the desired condition. If 01’ = 1, then p = 0 
(otherwise A = NT), and this implies Ts(@ = 1, . However, xa E A and 
Ts(aa) = T # lR so in this case we choose a, = (a - 1) x + 8. 
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COROLLARY 8.4. Every left ideal A of N, is a two-sided ideal. 
If A is a proper left ideal then the corollary follows from the above lemma 
and the left ideal conditions. 
Since F[x] is a principal ideal domain, every ideal B of F[x] is generated by 
a single polynomial f, i.e., B = (f ). If f = 0, then N, Of = (0). Otherwise 
S( f  ) 3 0, and so for every h E F[x] there exists a unique h E F[x] such that 
tlP(.f) = h. Therefore, every Nr-subgroup of NT has the form B = NT Of, 
for some f E B. 
If A = N, Of is a proper ideal of NT, then T - lR E HomZ(R, A) is 
equivalent to the fact that f divides (a - 1) x + /3 in F[x]. Hence from 
Theorem 7.11’ we obtain 
THEOREM 8.5. Let A = (f) be a proper ideal of F[x]. The following are 
equivalent. 
(i) A is a proper ideal of NT. 
(ii) T - lR E Homa@, A). 
(iii) f divides (a - 1) x + /3 in F[x]. 
For use in the next section we give 
THEOREM 8.6. A near-ring N, , T f 1, has at most one proper ideal. 
Proof. Let (O)gB=N,“f be an ideal of NT. If T:xt+x+j3 
then j3 f 0, since T f la . From the above corollary f 1 /I in F[x], which 
means B = N,. If T:xHow:+/~, a# 1, then f divides (CX- 1)x+/3 
and this in turn implies f E F or f is a scalar multiple of (CX - 1) x + 8. Hence, 
ifBfN,,B=((or-1)x+@. 
If B is a proper ideal of Nr then every coset in N,/B has the form r + B 
where I EF and consequently the near-ring N,IB is isomorphic to F. We 
recall (see [5]) that a near-ring N is completely primary if N/J(N) is a near-field. 
Thus we have 
COROLLARY 8.7. The near-ring NT, where T : x H cwc + j3, (Y 4 (0, I} 
is a completely primary near-ring. 
We note that 8.6 is no longer true if we allow polynomials over an integral 
domain. In fact consider the domain Z[x] of polynomials in one indeterminant 
over the integers 2. The map T : x ti --x + 2 is an automorphism of Z[X] 
and in this case both A = (-2x + 2) and B = (--x + 1) are proper ideals 
of NT = (Z[X], T, 6). 
DICKSON NEAR-RINGS 167 
9. APPLICATIONS 
In this section we use near-rings of polynomials to show that two theorems 
of ring theory do not extend to near-rings. 
(A) On Near-Fields 
We recall that a near-field is a unitary near-ring in which every nonzero 
element has a multiplicative inverse. In [I], Beidleman characterizes near- 
fields as those unitary near-rings N with no proper N-subgroups. In [6j we 
showed that, in the finite case, this absence of proper N-subgroups is equiv- 
alent to the absence of proper left ideals. 
THEOREM 9.1 [6]. A finite unitary near-ring N is a near-Jield o N has no 
proper left ideals. 
In ring theory the analogue of this theorem holds for infinite rings. How- 
ever, for near-rings, the above characterization cannot be extended to the 
infinite case. In fact consider the near-ring NT 3 (F[x], T, a), where 
T : x I-+ x + /3, /3 # 0 in F. N, has no proper left ideals (see 8.6) but every 
ideal A of F[x] is an Nr-subgroup of Nr . 
(B) On Injective Near-Ring Modules and Semi-Simple Rings 
A near-ring module NQ is said to be injective if every diagram of the form 
can be extended to a commutative diagram 
gl h 
J 
NQ 
An N-homomorphism f : M + M’ of N-modules is said to be normal if 
Im f is an N-submodule of M’. Since there exist N-modules M with N-sub- 
groups which are not submodules, not every N-homomorphism is normal. 
However if (0) + NA L NB % &‘--P (0) is a short exact sequence of 
N-modules then f is a normal N-homomorphism. As in ring theory one obtains 
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LEMMA 9.2. If j : NA --f NB is a normal N-monomorphism and if there 
exists an N-homomorphism k : B + A such that kj = lA , then Im j is a direct 
summand of B. 
Following Beidleman [I] a near-ring N is said to be semi-simple if N 
is a direct sum of simple left ideals Li (i.e., Li has no proper left ideals). 
As a consequence of the above remarks the proof of the next theorem is a 
direct transfer of the proof given for rings and is omitted. 
THEOREM 9.3. If every N-module is injective, the near-ring N is semi-simple. 
I f  N is a ring the converse of Theorem 9.3 is true. But, this is not the case 
for near-rings in general as is illustrated by the near-ring of polynomials NT 
obtained from F[x] by T : x tt x + /3, j3 f  0 E F. Using Theorem 8.6, 
N, has no proper left ideals and is therefore a semi-simple near-ring and 
NT ’ x is an Nr-module such that NT # NT ’ X. If  j : NT ’ x -+ NT is the 
inclusion Nr-monomorphism and 
(O)-N,“xj-NT 
is a commutative diagram then f must be an NT-isomorphism. This is impos- 
sible since f restricted to NT ’ x is the identity map on N, ’ x. Hence the 
Nr-module NT ’ x is not injective even though NT is a semi-simple near-ring. 
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