This paper is dedicated to show how a proper conditioning of information may lead to a signi…cant improvement of optimization programs, in a tactical asset allocation framework. The analysis is threefold. A result of Best and Grauer is …rst recalled which allows to identify this set of expectations which "place" a given benchmark portfolio on the e¢cient frontier. Then, we …nd that the tracking error results from a di¤erence between the investor expectations and this set. This …nding is materialized by a separation theorem: expectations can be broken down into two parts. The …rst, or "neutral", makes the benchmark optimal. The second, or "informative", fully determines the spread between the benchmark and the result of the optimization program, for a given structure of risk. A practical example is analysed.
Introduction
Using the information available to them, market practitioners form qualitative expectations about the future behavior of …nancial assets. Their aim is to build up a portfolio that re ‡ects as accurately as possible the information to which they have access, in terms of expected returns as well as expected risk. Unfortunately, if used without proper precautions, classical optimization programs engender portfolios that are extremely sensitive to parameter changes, and the weightings thus obtained would often seem fanciful to any experienced asset manager. Does this discredit the portfolio management theory?
This paper is dedicated to show how a proper conditioning of information may lead to a signi…cant improvement of optimization programs, in a tactical asset allocation framework. More precisely we …nd that the tracking error results from a di¤erence between the investor expectations and this set of expectations for which the benchmark would be optimal. This …nding is materialized by a separation theorem: expectations can be broken down into two parts. The …rst, or "neutral", makes the benchmark optimal. The second, or "informative", fully determines the spread between the benchmark and the result of the optimization program, for a given structure of risk. This result can be seen as a synthesis, both theoretical and practical, of di¤erent insights from the literature on the subject. Let us review some of the many approaches involved.
The …rst approach is intuitive and direct. It consists in constraining the Markowitz optimisation program to obtain portfolios whose weightings are easier to manage. The results are hardly surprising. Grauer and Shen (Grauer and Shen 2000) empirically illustrate the risk reduction e¤ects attributable to constraints. Frost and Savarino (Frost and Savarino 1998) and Eichorn, Gupta and Stubbs (Eichhorn, Gupta and Stubbs 1998) stress the fact that constraints are a simple remedy for inevitable errors of estimation and help to obtain portfolios that are less volatile. Wang (Wang 1998) adopted a provocative stance, presenting the same constraints as a simple way of obtaining portfolios that are more e¢cient ex-post. This ‡ies in the face of …nancial theory, which states that constraints are bound to reduce e¢ciency (see inter alia Ross (Ross 1977) ). The weakness of this approach is that the constraints are arbitrary. Furthermore, it is contradictory to seek to maximise an objective function only partially. This suggests that the objective function was badly chosen. We think that the emphasis should be placed on getting a better understanding of the objective function rather than on adding constraints.
The second approach consists in analysing the sensitivity to the program's parameters. Among the authors pursuing this approach are Chopra and Ziemba (Chopra and Ziemba 1993) , Coles and Loewenstein (Coles and Loewenstein 1988) , Clarkson, Guedes and Thompson (Clarkson, Guedes and Thompson 1996) and Lee (Lee 1998) . Meanwhile, Chopra and Ziemba (Chopra and Ziemba 1993) seek to classify sensitivities according to the nature of the parameters. They establish that errors of estimation have a lower impact when they concern covariances, as opposed to variance. In any case, the main source of instability lies in errors concerning expected returns, a conclusion shared by all the aforementioned authors. From this stream of thought, we …nd useful to stress a powerful insight of Best and Grauer, (Best and Grauer 1985) , further developped in (Best and Grauer 1991) and (Best and Grauer 1992) . These authors identify the set of expectations which "place" a given benchmark portfolio on the e¢cient frontier. They show that it is basically a plane, in the standard Markowitz program. This set of expected returns is naturally highly relevant for Tactical Asset Allocation and will take an important place in our analysis.
The latter approach …nds its roots in the general agreement that past returns are not good estimator of future returns (see (Elton 1999) , (Kandel and Stambaugh 1996) among many others). The investor is thus left with the tricky point of determining expected returns from past data. The space of possible returns being "large", the necessity of conditioning them, in a certain way, appears naturally. On the one hand, Black and Litterman, (Black and Litterman 1991) and (Black and Litterman 1992) , suggest de…n-ing a balanced portfolio as a portfolio that is "close to" the market portfolio in terms of correlation. From this they infer that expected returns also must be "close" to the returns delivered by the market portfolio. On the other hand Hansen and Richard, (Hansen and Richard 1987) , propose an ex ante parametrisation of expected returns. This parametrisation allows them to transfer the study of standard mean variance e¢cient portfolios towards an intrisic mean-variance analysis of expected returns themselves.
As far as Tactical Asset Allocation is concerned, these ideas prove to be very rich. Building on the …ndings of Best and Grauer, it appears natural to project any a priori expected return on to the plane of implied expected returns. This can be done by making use of the very nature of expected returns as the dual space of portfolios. This simple projection provides us with the simple splitting result announced above.
The paper is constructed as follows. In the …rst section, Tactical Asset Allocation is precisely de…ned together with the fundamental principles and results of Markowitz mean-variance approach. The second section is devoted to recall the properties of these implicit expectations that allow the benchmark to be "placed" on the e¢cient frontier. As shown by Best and Grauer, this set of expectations is a two-dimensional subspace in the standard Markowitz framework. We comment on this result and compare it with a more general program. In the third section, a distance between expectations is introduced. Duality links between expectations and portfolios enable us, indeed, to prove that the inverse of the covariance matrix provides a natural distance between expectations, as announced by Black and Litterman. The two preceding results are then used in the fourth section to show how any expectation can be decomposed into two parts. The …rst, or "neutral" part, makes it possible for the benchmark to be optimal for a certain degree of risk aversion; the second, or "informative" part, determines the result of the optimisation. This algebraic decomposition is shown to have a probabilisitic counterpart, very close to a standard Bayesian mechanism. In the …fth section, an example is studied that illustrates the contribution of these developments for a better understanding of portfolio allocation mechanisms.
I. The modelling framework
The modelling framework is standard and can be found in many textbooks, such as (Cochrane 2001) or (Ingersoll 1987) for instance.
A) Fundamental concepts
In a single-period framework, the following fundamental assumptions are made:
A1: There are n assets whose returns form a normally distributed vector e ¹ with mean R and covariance matrix §. We assume that R is not proportional to the vector of ones e. Vector R corresponds to the agent's expected returns. In the remainder of this paper, vector R will refer to the "expectations" of the …nancial agent.
A2: The investor's preferences are modelled by a utility function U¸(x) with positive constant absolute risk aversion: U¸(x) = ¡e ¡¸x ,¸> 0.
A3:
We adopt a pre-determined benchmark. It is di¤erent from the minimum variance portfolio, which we will de…ne precisely at a later stage.
Let us take up the now classical analysis. Hereafter, the following notations will be used: x, ben, and V min are, respectively, a generic portfolio, the benchmark and the minimum variance portfolio. The space of the portfolios is denoted E and the space of the expectations E ¤ . x 0 is the transposed vector of x. We will now introduce
where W 0 is the agent's initial wealth. P¸(R) is the allocation of an investor with a utility function U¸. The introduction of the budget constraint re ‡ects the fact that there is no riskless asset with which the investor can re…nance himself or in which he can invest. Since P¸(R) is the solution of a convex program, its existence and uniqueness are assured. We have deliberately noted the expectations R as one of the program's arguments in order to introduce them explicitly as a variable and not as a parameter. Using the expression of the expected value of the exponential of a normally distributed variable, we can rewrite
where¸W 0 has been rescaled into¸. This is the form of the well-known mean-variance program. The set of P¸(R) plotted in an expected valuevariance plane forms a parabola known as the e¢cient frontier.
Below, we set forth some results that are easy to demonstrate and, in many cases, very useful. We will use the following notation: a = e 0 § ¡1 e;
B) The classic results
The minimum variance portfolio can easily be obtained by minimising the variance under the budget constraint. It follows that
Its variance is equal to 
and of the minimum variance portfolio: this is the celebrated theorem of separation into two funds. More precisely
The expected return and the standard deviation of the set of e¢cient portfolios are linked by the following formula, which gives the equation of the e¢cient frontier, associated with an expectation R
In a mean-variance framework, the distance between the two portfolios is measured by the volatility of the di¤erential of returns between them. This di¤erential, known as the tracking error, is de…ned as follows
Accordingly, the distance between a portfolio and a benchmark can be controlled by a constraint such as
where T E is a threshold for the tracking error. Now assume that we want P¸(R) to be close to the benchmark. Graphically, this requirement is evidenced in the fact that the benchmark "is not too far from" the e¢cient frontier. Figure 1 shows the problem in graphic form.
Insert …gure 1
The naive search for a portfolio that is both e¢cient and close to the benchmark represents two con ‡icting demands. If the proximity constraint is included in the optimisation program, it is even possible to obtain results that are di¢cult to understand.
In order to take the analysis further, let us …rst identify which expectations are implicitly contained in any portfolio.
II. Expectations implicit in a portfolio
A) The case of program P¸(R)
We will begin with a de…nition.
De…nition 1 A portfolio x is said to be R-e¢cient if and only if there is a
The following proposition results from a key insight of Best and Grauer.
Proposition 2 The benchmark is R-e¢cient if and only if R is a linear combination [footnote 1] of e and §ben, with a non-negative component over §ben:
The …rst-order condition is written 9® 2 R = R = ®e+¸ §x. The benchmark ben is therefore R-e¢cient for any non-negative¸if and only if
Let N ben be the vector subspace of E ¤ engendered by e and §ben: For any expectation R di¤erent from e chosen in N ben , the coordinate of R over §ben is equal to risk aversion¸such that P¸(R) = ben; provided it is non negative.
It is surprising that the implicit two-dimensional subspace of expectations related to the benchmark is of dimension two. It is natural to look for those factors that determine this dimension. To this end, we will now look at a more general optimisation program in an e¤ort to understand its characteristics.
B) The case of a more general convex program
Let us look at the program family P 0 (R) with the form
arg max
Technical assumptions have been precised in Appendix A. The following proposition holds:
Proposition 3 The benchmark is R-e¢cient if and only if
Proof. See appendix A.
Accordingly, the benchmark is R-e¢cient if and only if R has the form de…ned by Equation (3). The greater the number of constraints, the greater the number of separate expectations R such that for some¸> 0, P 0 (R) = ben. If we accept that the real information supplied by the investor is contained in R and that the constraints are not related to any particular item of information, it is possible to propose that an increase in the number of constraints of an optimisation program like P 0 (R) reduces the informational content of the solution.
If there is no constraint, the set of implicit returns is engendered by the direction rU (ben) ; this direction is equal to §ben in the special case where
In this case, every portfolio ben is associated with an implicit expectation §ben: Reciprocally, every expectation R is associated with an implicit portfolio
In the following section, we take a closer look at this structural link between expectations and portfolios.
III. Distance between expectations A) De…nition
The aim of this section is to exhibit a measure for the expectation space that will clarify concepts such as "bullish" or "bearish" and that will supply a distance between two expectations. We must …rst point out that choosing variance and covariances as risk measures implicitly provides the portfolio space E with the inner product h:; :i § related to §, de…ned as follows:
in contrast to the inner product h:; :i Id ; known as the natural inner product and de…ned by
Let us now look at the expectations R about n basic assets. These expectations are simply a representation of the linear form ¹ (x) that associates any portfolio x of E with its expected return
However, since portfolio theory is constructed in (E; h:; :i § ) ; the preceding notation is not relevant, and we should therefore write
What does this notation mean? Simply that the set of ¹ is the set of linear forms over E and, by de…nition, constitutes the dual space E ¤ of E. R is the representative of ¹ in (E; h:; :i Id ) while § ¡1 R is the representative of the 
In particular, we can introduce a distance between expectations
Proof. The scalar product h:; :i § of E is transported into E ¤ in the following way
The de…nition of the distance stems from this proof.
Introducing this distance is crucial because it allows us to deal e¢ciently with the problem of measure of an expected return. Furthermore, providing a scalar product, projection can now be handled in the space of expected returns.
B) Illustrations
The principal results (Equations (1) and (2)) of the mean-variance allocation involve the constants a = e 0 § ¡1 e; b R = e 0 § ¡1 R; c R = R 0 § ¡1 R the meaning of which is not very clear in principle. This distance makes it possible to provide relatively simple interpretations. The quantities a and c R represent, respectively, the "size" of the neutral expectation e and expectation R: b represents the scalar product of the two. The denominator of Equation (2), ac R ¡ b 2 R , is therefore inversely proportional to the alignment of R and e as de…ned by § ¡1 :
This distance makes it easier to understand the instability of certain mean-variance programs. For example, it may happen that two expectations R 1 and R 2 seem almost identical whereas their distance, as de…ned by § ¡1 is substantial. Mathematically, this occurs when § is on the verge of being de…ned positive. In practice, there are two main situations in which a covariance matrix is likely to be badly conditioned.
The …rst arises when two portfolios in the investment universe are closely correlated. Whereas this may be directly identi…able when re ‡ected in a high degree of correlation, it is much less so in the case of complex combination of assets. The second situation emerges when estimating large covariance matrixes. A covariance matrix is de…ned by § = MM 0 , where M is the history table containing as many rows as assets and as many columns as observations. By the very construction of this matrix, null eigenvalues appear if the size of the data history is not greater than the number of variables to be estimated (see (Jonsson 1982) for precise asymptotic results). In the case of matrixes with 400 assets, we need a data history that is much greater than 400 simultaneous observations, i.e. much more than a one-year history.
In practice, this condition is sometimes overlooked ! Take the case of an investment universe composed of four asset classes (A1 ¡ A4). The correlation matrix and annualised standard deviations of the universe are given in table I.
Insert table I
The covariance matrix inferred from this is positively de…ned. We will now take two expectations that are apparently similar, R 1 and R 2 ; shown in table II.
Insert table II
We can calculate their di¤erence as de…ned by § ¡1 , obtaining the dis- 
Insert …gure 2
The two vertical asymptotes correspond to the limits of the interval of de…ned positivity. Close to each asymptote, a tiny di¤erence between R 1 and R 2 engenders a very high § ¡1 norm. Therefore, the optimisation program, which takes this norm into account rather than the canonical norm, cannot be stable.
IV. Application to portfolio allocation
The aim of this section is to build on the preceding results and to show how any a priori expectation, R a ; can be decomposed into two separate expectations. The …rst, which we denote R p and call neutral, makes the benchmark e¢cient. The second, which we call informative, takes the results of the optimisation away from the benchmark and justi…es the di¤erences in weighting between the benchmark and P¸(R).
A) Neutral component of an expectation
Our aim is to determine, for every R a , the "closest" expectation that makes the benchmark e¢cient, with proximity being understood as being de…ned by § ¡1 : Since we established in the …rst part that the set of expectations that renders the benchmark e¢cient is the plane N ben ; we will naturally seek to project R a onto N ben ; taking care to ensure that the projection is not proportional to e. The following proposition clari…es this …nding.
Proposition 5 (Decomposition property) Any expectation R a can be decomposed uniquely into an element R p of N ben and an orthogonal part.
Rp has the following properties:
² The expected returns to the benchmark and to the minimum variance portfolio are identical, whether computed with R a or with R p ,
Proof. See appendix B.
B) Determining the informative part of an expectation
The di¤erence between R a and R p is itself an expectation that is orthogonal to R p . In contrast to R p which makes the benchmark R p e¢cient, R a ¡ R p is the expectation component that distances P¸(R) from the benchmark.
De…nition 6 Let R p be the projection of R a onto N ben . The quantity
This de…nition is justi…ed by the following proposition.
Proposition 7 Assume an a priori expectation R a ; decomposed into R a = R p + R inf o ; such that there is¸> 0 for which ben = P¸(R p ) : Let x = P¸(R a ). The di¤erence between these two portfolios is written:
which implies:
Proof. The equation (1); recalled at the beginning of this paper, is written in developed form
and in particular
Simply by observing that one of the projection conditions is written b Ra = b Rp , a simple subtraction gives us:
The expression of the tracking error is immediately inferred from this.
The above proposition states the precise reasons for the di¤erential between the optimal portfolio and the benchmark. If the two portfolios are obtained by optimisation for the same degree of risk aversion, the di¤erence is due solely to a di¤erence between expectations. Generally, the di¤erence, which may be signi…cant, between two portfolios must be seen as a di¤erence between expectations relative to the risk structure §: The approach that consists in constraining the optimisation program stands in contrast to these conclusions, insofar as it reduces the all-important e¤ects of the consistency between an expectation and a risk structure susceptible to numerical perturbations.
C) Bayesian interpretation
The above results can be interpreted within a Bayesian expectation framework. Assume that long-term asset returns are stationary and follow a multivariate normal distribution N (¹; §) with mean ¹ and a covariance matrix § identical in each period. The likelihood function f ¹ (x) of these returns is equal to
Now assume that a benchmark has been selected. We can reasonably suppose that, in view of this choice, the investor believes the benchmark to be e¢cient in the long term. This implies in particular that ¹ is an element of N ben non-proportional to e.
At one point in time the investor anticipates that he can earn an average return equal to R a in the coming period. R a can be interpreted as a drawing from the distribution N (¹; §) : In this case, it is natural to seek the average long-term return ¹ which gives the occasional expectation R a the greatest likelihood. This comes down to seeking the element R v of N ben such that
However, maximising the likelihood of R a amounts to maximising the exponent of the density
In this expression we recognise another characterisation of the orthogonal projection onto a vector subspace. We therefore have R v = R p . The following proposition uses this interpretation to posit a likelihood function for any expectation, with reference to a given benchmark and covariance structure.
Proposition 8 Let R a be an a priori expectation with projection R p and informative part R info : The likelihood of expectation R a is given by the func-tion:
Proof. This expression is the ratio of f Rp (R a ) to f Rp (R p ) for which the likelihood is greatest.
L (R a ) evolves on a scale from 0 to 1, giving us an idea of the likelihood of R a ; conditional on having …xed a benchmark ben and a covariance structure §:
V. Study of an example A) Example of a "paradoxical" allocation
Suppose that a European investor wants to diversify his allocation in the following universe: Insert Table III The composition of the benchmark and the expectations associated with each asset class are shown in table IV.
Insert Table IV It is now possible to compute the optimal solution that satis…es the tracking error constraint. (see table V)   Insert table V These results call for some comments. Judging by the expectations given in the table above, the agent is very bullish on the asset class (EE) : His expectation for the period is 10.31%, more than 3% greater than his expectation for international equities. And yet the portion invested in (EE) is smaller in the optimal portfolio than in the benchmark. To some extent, the above solution runs counter to the a priori expectations expressed by the investor. Such paradoxical behaviour is fairly typical of mean-variance programs and tends to discourage practitioners from using this type of quantitative method. We will now use the concepts presented in the previous sections in an e¤ort to elucidate the factors that are in play.
B) Resolving the paradox
The result of decomposing the investor's expectation into a neutral part and an informative part is shown in table VI.
Insert table VI
The explanation is now apparent. The closest neutral expectation, within the meaning of the risk structure engendered by the covariance matrix, which makes the benchmark e¢cient is 10.53% for the class (EE) : Consequently, even though 10.31% naively represents the most robust expectation, it nevertheless becomes extremely bearish by comparison to an expectation that delivers the benchmark. In itself, the composition of the benchmark is an extremely bullish implicit expectation for the asset class (EE). However, since the allocation is made in relation to the benchmark, the expectations must also be assessed in relation to the expectations that gave us the benchmark. This is what the proposed decomposition allows us to do.
We can plot the two e¢cient frontiers involved in this optimisation: the R a ¡e¢cient frontier and the R p -e¢cient frontier. Note that both the minimum variance portfolio and the benchmark can legitimately be plotted in the mean-variance plane because their payo¤s are the same, whether cal-culated with R a or with R p . The e¢cient frontiers are plotted on Figure   3 .
Insert …gure 3
For every a priori expectation there is a closest expectation that will make the benchmark e¢cient. In this case, it is possible to draw a new projected e¢cient frontier. By construction, the benchmark lies on the projected frontier.
VI. Conclusion
In this paper, we have focussed on the detailed examination of the deepseated correspondence between "expectations" and portfolios.
We …rst exhibited the set of expectations that make the benchmark e¢cient. The nature of this set depends on the constraints formulated under the Markowitz program. In the classic framework introduced by Markowitz, it is a space whose dimension is equal to the number of constraints plus one.
We draw two conclusions from this …nding. First, an increase in the number of constraints is equivalent to a loss of information between the expectation and the portfolio. Second, with the classic Markowitz program, there is an entire subplane of expectations that will render a given portfolio e¢cient.
Having stressed the duality link between expected returns and portfolios, we can clarify the necessary links between the structures of the two spaces.
In particular, when the portfolio space is measured using the covariance matrix §; this means that the space of the expected returns is measured using the inverse matrix, § ¡1 : By introducing this distance, we can give a meaning to the concept of "close" expectations as well as to the concepts of "bullish"
and "bearish" expectations. Furthermore, we get a better understanding of the determinants of instability of the mean-variance optimisation program, in the vicinity of a given expectation.
The third stage builds on the two previous results. Where a covariance structure § and a "benchmark" portfolio have been set a priori, we explicitly represent the decomposition of any expectation into two components that are orthogonal as de…ned by § ¡1 : The …rst component belongs implicitly to the benchmark and makes it e¢cient, which is why we call it "neutral". By contrast, the second component tends to distance the allocation from the benchmark. We then show more precisely that the di¤erence between the optimal portfolio and the benchmark depends solely on the second part of the expectation. Consequently, we refer to this component as the "informative" part of an expectation.
We conclude with an example that illustrates the capacity of this decomposition to explain the results of a seemingly paradoxical mean-variance allocation.
A Proof of Proposition 2 A.1 Technical assumptions
In order for P 0 (R) to be well de…ned, the following assumptions must be made:
² U is a convex, di¤erentiable function describing the agent's perception of risk,
² h i are di¤erentiable convex functions. ® i are arbitrary real numbers,
A.2 Proof
Under these assumptions, the Kühn and Tucker theorem applies (see inter alia Demange and Rochet, (Demange and Rochet 1992) 
² Exclusion conditions: k j¸0 for the inequality constraints. When they are not saturated, h j (x) < ® j ; and k j = 0:
Owing to the combination of the …rst-order condition and the exclusion condition, we can write that ben is a solution of P 0 (R) for an¸in R +¤ if and only if
B Proof of decomposition theorem
The classic results obtained from projecting onto a vector subspace (here N ben ) within Hilbert spaces guarantee the existence and uniqueness of the
R p is characterised by the following equation system
a ben = R 0 p ben which is rewritten ½ R 0 a V min = R 0 p V min R 0 a ben = R 0 p ben and demonstrates the …rst property.
Let us verify the second property by seeking R p in the form
Hereafter will will use the notation ¹ Ra´R 0 a ben. By characterising the orthogonal projection, we arrive at the following system in ® andμ
The determinant of the system is equal to a is precisely the expected return to the minimum variance portfolio.
Footnote 1 §ben denotes the product between matrix § and vector ben:
Footnote 2
These conditions are su¢cient because of Slater's condition.
Footnote 3
rf (x 1 ; :::; x n ) denotes the gradient of function f. It is equal to the vector of the derivatives of f relative to each of its variables.
Footnote 4
It should be noted that the duality link between prices and assets was formulated a long time ago and used as a powerful tool for studying general equilibrium. Distance between expectations R 1 and R 2 as a function of the correlation
A3-A4
Legend of Figure 3 A priori e¢cient frontier and projected e¢cient frontier 
