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Bases de donnees lexicales 
electroniques - une approche 
orientee objets 
Partie I: Questions de modularity*
* Ce travail a ete effectue dans le cadre du Projet MATCHPAD (IST-12256) du Vc Pro­
gramme de la Commission Europeenne dont le but est de construire un programme de traduc­
tion automatique de l’anglais vers le polonais et du polonais vers le franęais.
0. Que les informations lexico-semantiques, a cote des informations 
phonetiques, morphologiques et syntaxiques, doivent etre necessairement 
prises en compte dans les recherches qui se veulent efficaces dans le cadre 
du traitement automatique de la langue et de 1’intelligence artificielle est une 
chose, ces derniers temps au moins, admise par la majorite des chercheurs 
(cf. p.ex, Y. Wilks, B. M. Slator, L. M. Guthrie, 1996).
Plusieurs questions se posent a cet egard dont nous ne mentionnons ici 
rapidement que quelques-unes qui sont directement liees aux propositions 
que Ton va presenter ci-dessous.
La premiere conceme le besoin lui-meme de la construction des diction- 
naires electroniques. Meme pas tellement le besoin lui-meme, qui semble etre 
actuellement une chose parfaitement acquise, aussi bien du point de vue des 
travaux effectues dans le cadre du traitement automatique du langage, ceux 
qu’on fait dans le cadre de l’intelligence artificielle, que du point de vue d’un 
utiiisateur moyen averti qui voudrait avoir acces a un dictionnaire qui lui 
permettrait de transgresser l’ordre parfaitement alphabetique des diction- 
naires traditionnels et trouver beaucoup plus rapidement (facteur temps) et 
efficacement (facteur qualite) le mot, 1’expression ou la construction qu’il 
cherche - ces derniers temps, grace a la conversion des dictionnaires tradi­
tionnels en leurs versions electroniques et grace aux ordinateurs qui effec- 
tuent la computation des entrees presque instantanement, cela est devenu en 
fait possible. Pourtant, le probleme est qu’il n’est pas uniquement question 
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de reprendre sous forme electronique les informations que les dictionnaires 
traditionnels contiennent explicitement telles quelles ; ce qui importe, c’est 
pouvoir reunir aussi bien les informations explicites des dictionnaires tra­
ditionnels, souvent les reorganiser, en tirer, la ou c’est possible, les infor­
mations implicites (p.ex. sur les hierarchies de dependances semantiques) et 
en ajouter eventuellement d’autres pour constituer une veritable base de 
donnees lexicales polyvalente et non seulement une version electronique de 
ce que Ton a deja sous forme papier. Autant dire que I’extraordinaire tra­
vail des lexicographes a permis de reunir sans doute, si ce n’est pas toutes 
au moins leur grande majorite, les informations factuelles utiles concemant 
les sens des mots et leurs emplois, mais l’organisation des dictionnaires 
traditionnels autour des entrees alphabetisees et les limitations de place con- 
stantes, d’ou la necessite de diminuer autant que possible la redondance 
descriptive, ne permet pas d’obtenir, la ou c’est possible, ni facilement ni 
rapidement, toutes les informations necessaires.
En d’autres termes, le probleme est done peut-etre davantage de type 
« structurel » que « factuel », lie plus a l’organisation et la presentation de 
l’information lexicale qu’a son contenu (cf. aussi p.ex. G. A. M i 11 er, 1990 ; 
G. A. Miller, R. Beckwith, Chr. Fellbaum, D. Gross, K. Mil ler, 
R. Tengi, 1990 ; Chr. Fellbaum, 1998 ; T. Fontenel 1 e, J. Vanan- 
droye, 1989 ; T. Fontenelle, 1997a, 1997b ; Y. Wilks, B. M. Slator, 
L. M. Guthrie, 1996)(cf. p.ex. a cet egard les bases de donnees en gros 
de ce type, proposant une nouvelle organisation des informations lexicales, 
mais qui different fort l’une de 1’autre, WordNet (cf. Chr. Fellbaum, 1998 ; 
T. Fontenelle, 1997a)). Puisque les idees et les projets d’exploitation au- 
tomatique de telles bases de donnees apparaissent beaucoup plus vite que 
les idees et la realisation de ces bases de donnees, il existe une sorte de 
«goulot d’etranglement» (lexical bottleneck) qui entrave le progres rapide en 
la matiere (cf. p.ex. Y. Wilks, B. M. Slator, L. M. Guthrie, 1996).
Ce constat de fait nous fait poser (ou plutót reposer) la question, vu la 
rapidite et la dispersion a travers le monde avec lesquelles les travaux en 
question s’effectuent, du mode de description, aussi bien du point de vue 
contenu que format, qui pourrait satisfaire aux besoins d’une presentation 
des donnees extensible et reutilisable, ne constituant done pas forcement un 
tout clos, mais tout au contraire ouvert a des modifications et enrichissements 
dventuels, necessaires sans doute si Ton prend en compte le facteur temps 
vu p.ex., d’une part, la possibilite d’exploiter tout un monde d’informations 
implicites que renferment les dictionnaires traditionnels (cf. p.ex. Y. Wilks, 
B. M. Slator, L. M. Guthrie, 1996; T. Fontenelle, 1997; 
N. Calzolari, 1988; C. M. Guo, 1992) et, d’autrepart, l’envol des recher- 
ches lexicales de corpus (cf. p. ex. T. McEnery, A. Wilson, 1996; 
R. Garside, G. Leech, A. McEnery, eds, 1997 ; V. B. Y. Ooi, 1998 ; 
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D. Biber, S. Conrad, R. Reppen, 1998 ;B. Habert, A. Nazarenko, 
A. Salem, 1997), sans que cela nuise a l’integralite de la description.
Cela presuppose un type de description des informations lexico-seman- 
tiques aussi souple et general qu’il puisse etre reintegre eventuellement dans 
differents cadres theoriques. Comme on va le voir pourtant ci-dessous, ici 
comme ailleurs, les imperatifs de l’extensibilite et de la reutilisabilite des 
descriptions imposent en meme temps, a leur tour, un certain type - pas trop 
imperatif, il est vrai - de prise de position theorique (on l’a vu aussi au cours 
des developpments de la programmation informatique (cf. p.ex. G. Masi- 
ni, A. Napoli, D. Colnet. D. Leonard, K. Tombre, 1989 ; B. Me­
yer, 1997; B. Stroustrup, 1989 ; B. Cox ; 1986) et de la construction 
des bases de donnees (cf. p.ex. C. D e 1 o b e 1, Chr. L e c 1 u s e, Ph. Richard, 
1991 ; G. Lausen, G. Vos sen, 1997)-celle d’une approche de la descrip­
tion lexico-semantique qui est orientee objet.
Les propositions que Ton va formuler ci-dessous, aussi bien cote struc­
ture que contenu, sont, on dirait d’une maniere naturelle, conformes aux 
quatre principes de la bonne methode de Descartes (cf. aussi B. Meyer, 
1997), que je me ferai le plaisir de citer :
Au lieu de ce grand nombre de preceptes dont la logique est com- 
posee, je crus que j’aurais assez des quatre suivants, pourvu que je prisse 
une ferme et constante resolution de ne manquer pas une seule fois a 
les observer.
Le premier etait de ne recevoir jamais aucune chose pour vraie que 
je ne la connusse evidemment etre telle : c’est-a-dire d’eviter soigneu- 
sement la precipitation et la prevention, et de ne comprendre rien de plus 
en mes jugements que ce qui se presenterait si clairement et si distinc- 
tement a mon esprit que je n’eusse aucune occasion de le mettre en doute.
Le second, de diviser chacune des difficultes que j’examinerais en au- 
tant de parcelles qu’il se pourrait, el qu’il serait requis pour les mieux 
resoudre.
Le troisieme, de conduire par ordre mes pensees, en commenęant par 
les objets les plus simples et les plus aises a connaitre, pour monter peu 
a peu comme par degres jusques a la connaissance des plus composes : 
et supposant meme de I’ordre entre ceux qui ne se precedent point 
naturellement les uns les autres.
Et le dernier, de faire partout des denombrements si entiers et des re­
vues si generales que je fusse assure de ne rien omettre.
Rene Descartes, Discours de la methode
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1. Extensibility et reutilisabilite des donnees d’une base 
de donnees lexicales
Les bases de donnees lexicales ne sont en fait electroniques que s’il y 
a un software qui permet de manipuler les donnees qu’ils renferment. Cela 
fait que leur contenu, dans le sens du modele de description choisi, renfer- 
mant telles et telles informations, et leur «peau» representationnelle, un 
programme - logiciel, sont relativement etroitement lies, meme s’il est vrai 
qu’en fait, tout contenu, vu le but qu’on assigne au programme, peut etre 
programme par tout type de langage de programmation.
En parlant de l’extensibilite, c’est-a-dire de la facilite avec laquelle le 
«produit» s’adapte a un changement de specification, le concept pouvant se 
rapporter aussi bien au contenu qu’a la forme (’la peau»), nous avons a 
l’esprit aussi bien le contenu d’une base de donnees lexicales que la forme 
de la presentation du contenu.
Si sa complexite n’est pas tres grande, la chose est relativement facile 
a regler et les informations qu’un dictionnaire de telle taille renferme 
peuvent etre adaptees a un nouveau format et a une nouvelle utilisation. Le 
probleme commence quand la quantite de donnees est de loin plus elevee 
et la nouvelle utilisation demanderait un format descriptif totalement different 
de celui qui a ete adopte dans le dictionnaire de depart. Dans ce cas, un 
changement de la representation de donnees ou de nos exigences par rap­
port a ce qu’elles representent entramerait une refonte tant soit peu complete 
de la description de depart.
Pour pouvoir assurer ce type d’extensibilite, on devrait avoir recours 
a (cf. aussi p.ex. B. Meyer, 1997 ; M. Page-Jones, 1995 ; D. G. Fire­
smith, E. M. Eyckholt, 1995 ; C. Baudoin, G. Hollowell, 1996):
• une architecture descriptive simple, puisqu’il est plus facile, si besoin se 
presente, d’adapter une architecture simple qu’une architecture complexe,
• une decentralisation et une autonomie descriptives, puisqu’il est plus pro­
bable que les changements eventuels ne concemeront qu’un (petit nom- 
bre de) modul(s) et non pas le systeme entier.
La question de reutilisation, cette capacite du format descriptif des don­
nees contenues dans une base electronique de donnees lexicales a servir dans 
la construction d’autres applications, est une autre facette - sorte de reflet de 
miroir de la question de leur extensibilite - de la souplesse du format descrip­
tif choisi. En effet, les donnees en question devraient avoir un format tel 
qu’elles puissent etre exploitees en dehors d’un systeme descriptif et logiciel 
donne et servir de point de depart a d’autres developpements eventuels.
Les exigences d’une architecture flexible se ramenent en fait a l’exi- 
gence de la construction, conformement, aussi bien du point de vue concep- 
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tuel que du point de vue applicatif, au second principe de Descartes, d’une 
architecture modulaire, qui serait constituee de composantes autonomes, 
reliees par une structure relativement simple.
2. Modularite de l’architecture d’une base de donnees lexicales
Le second principe de Descartes, celui qui nous ordonne de diviser 
chacune des difficultes que Ton examine en autant de parcelles qu’il se 
pourrait, et qu’il serait requis pour les mieux resoudre, a en effet des 
consequences non seulement purement conceptuelles, mais aussi des con­
sequences applicatives qui mettent ces premieres en pratique lors de 1’ela­
boration d’une base de donnees lexicales.
En effet, il ne s’agit pas seulement de decomposer conceptuellement le 
probleme complexe en autant de parcelles qu’il se pourrait pour le mieux 
resoudre, mais aussi de pouvoir representer la description de la solution du 
probleme en question sous forme d’une architecture applicative qui suit de 
pres la faęon dont le probleme etait analyse, ce qui assure la conformite du 
cheminement du realise avec le conceptuel.
Et puisque, en demiere instance, c’est la capacite d’une theorie - rea- 
lisee ici dans une application, de type computationnel p.ex. - a foumir des 
moyens pratiques a imiter et a transformer la realite qui prouve son ade­
quation (nous proclamons ainsi la paix entre ceux qui, comme Francis Bacon, 
croient ne pouvoir comprendre et / ou triompher de la nature qu’en lui obeis- 
sant et ceux qui, comme Gaston Bachelard, croient ne pouvoir comprendre 
la nature qu’en lui resistant), la modularity convenable, que constituent des 
composantes autonomes organisees dans une structure coherente et «qui 
marche» (on ne se prononce pas pour l’instant quelle est la forme precise 
d’une telle structure, v. ci-dessous), se presente comme une faęon quasi 
naturelie d’analyser et de modeler les problemes complexes et de realiser 
les solutions qui decoulent de ces analyses.
L’application du second principe de Descartes a la modularite elle-meme, 
en appliquant ainsi la modularite a la modularite, nous invite a envisager 
plusieurs modules d’exigences que les architectures modulaires devraient 
satisfaire (cf. a ce propos p.ex. J. A. Fodor, 1981, 1983 ; E. Y. Your don, 
L. L. Constantine, 1979; B. Meyer, 1997).
Si l’on y ajoute la precepte contenue dans le troisieme principe de 
Descartes, dans son interpretation forte, non seulement comme le contraire 
de 1’analyse effectuee, etant alors juste un mouvement de synthese de toutes 
les parcelles relevees, mais aussi comme le contraire de 1’analyse quelle 
qu’elle soit, etant alors un mouvement de synthese qui n’est pas forcement 
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fonde sur toutes les parcelles relevees, on retrouvera en fait toutes les 
exigences qu’on doit formuler par rapport a un systeme modulaire (cf. aussi 
p.ex. B. Meyer, 1997).






Une architecture est modulaire si elle contient un certain nombre de 
composantes autonomes qui sont suffisamment independantes pour qu’on 
puisse les etudier chacune separement et qui sont liees les uns aux autres 
par une structure simple. Les composantes autonomes en question peuvent 
etre relativement complexes et admettre, a leur tour, une decomposition en 
sous-composantes, la decomposition pouvant continuer jusqu’a ce qu’on 
trouve qu’on a divise le probleme en autant de parcelles qu’il se pourrait, 
qu’il serait requis pour les mieux resoudre.
Une telle decomposition permet d’analyser les modules chacun a son tour 
et independamment les uns des autres dans la mesure ou les interdepen­
dances eventuelles entre eux, que l’on doit reperer, sont minimales.
Les approches du type haut - bas, partant d’une description tres gene­
rale du systeme / du probleme et detaillant ses elements dans les etapes 
ulterieures de 1’analyse satisfont en general cette exigence.
P. ex. le «probleme» comment chasser le lievre, pourrait etre decompo­
se, en simplifiant la chose, de ce point de vue, du haut en bas, en modules 
suivants :
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ou les fleches du type —► indiquent une decomposition logique (seman- 
tique) du probleme en modules et les fleches •—> indiquent une decom­
position logique (semantique) en modules ordonnes temporellement (les mo­
dules en question formant ainsi, conjointement, un script).
2.2. Composabilite modulaire
La composabilite est le contraire de la decomposabilite et admet la 
possibilite d’employer les modules analyses, qui doivent, par consequent, etre 
suffisamment autonomes, en dehors de leur contexte de probleme d’origine, 
p. ex. le module contenant les informations morphologiques, faisant partie 
des modules composant la description de la langue dans une approche theo- 
rique determinee, peut etre utilise dans d’autres types de synthese lingui- 
stiques, aux fondements et buts differents de ceux qui presidaient a 1’ana­
lyse en question. Dans l’exemple ci-dessus, le module
est tout a fait composable dans d’autres applications, p.ex. du type guetter 
I’ennemi.
La decomposabilite et la composabilite etant des tendances contraires, il 
peut y avoir des systemes qui satisfont a l’une, mais non pas a l’autre. En 
general, la decomposabilite du probleme en modules s’accompagne d’une 
contextualisation relativement forte de modules obtenus : ils sont fonction 
de diffćrentes facettes du probleme et de differente nature eventuelle des 
elements qui entrent en jeu et il n’est pas rare qu’ils ne puissent pas etre 
reutilises tels quels dans la synthese de la solution d’un autre probleme et 
il faut leur apporter des modifications necessaires pour que cela puisse se 
faire (d’ou l’insistance ci-dessus sur 1’interpretation forte du troisieme prin- 
cipe de Descartes pour pouvoir y arriver). Tel p.ex. le module
Prendre au moyen de pieges
ne pourrait pas etre reutilise tel quel dans la solution du probleme chasser un 
ours p.ex., puisqu’il comporte l’element piege qui differe d’une chasse 
a l’autre (P architecture de la solution du probleme chasser le lievre est done 
une architecture modulaire mixte, certains de ces modules admettant une com­
posabilite exterieure, d’autres non); telle aussi p.ex. une fleche d’arc, Pun des 
modules de la solution du probleme de la defense / de Pattaque, qui peut etre 
utilisee comme une arme blanche, et non pas comme un projectile, moyennant 
pourtant quelques adaptations du maniement vu sa fonction telique d’origine.
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2.3. Comprehensibilite modulaire
La comprehensibilite modulaire, a son tour, est fonction du premier 
principe de Descartes qui nous invite a ne comprendre rien de plus en mes 
jugements que ce qui se presentera.it si clairement et si distinctement a mon 
esprit que je n’eusse aucune occasion de le mettre en doute. De ce point 
de vue, chaque module devrait etre comprehensible sans avoir recours a la 
comprehension d’autres modules. Dans l’exemple ci-dessus, en fait tous les 
modules sont comprehensibles d’eux-memes sans qu’on ait besoin d’aller 
consul ter un autre pour voir ce que signifie celui que l’on est en train 
d’analyser ; d’autre part, et c’est la 1’une des lumieres du troisieme principe 
de Descartes, en commenęant par les objets les plus simples et les plus aises 
a connaitre, pour monter peu a peu comme par degres jusques a la con- 
naissance des plus composes, on en vient aux objets (modules) plus com­
poses qui, pour avoir la signification qu’ils ont dans la solution du probleme 
analyse, doivent etre pris ensemble avec d’autres modules, ce qui, favori- 
sant une vue synthetique, holistique, du probleme, relativise, sans l’eliminer 
naturellement, la comprehensibilite modulaire ; cf. p.ex. les modules 
Se cacher observer attentivement secretement
qui sont tout a fait comprehensibles pris isolement et peuvent, grace a cela 
et leur composabilite faire partie d’autres structures modulaires, p.ex. Le 
Conseil de Ministres delibere secretement a huis clos, le savant lit attenti­
vement un article, Descartes observe le monde ou Un fuyard se cache ; il 
est pourtant, d’autre part evident, que, pour pouvoir comprendre ce qui est 
plus compose, dans une structure hierarchique done, comme celle-ci, on aura 
besoin d’integrer plusieurs modules en meme temps : p.ex. pour compren­
dre le module
Guetter le lievre
on aura recours aux quatre modules cites ci-dessus ; autant dire que la com­
prehensibilite modulaire est dans une relation dialectique entre la vision 
«dependantiste» des modules par rapport au probleme et / ou d’autres mo­
dules vus comme un tout et une vision «plate», «ensembliste», des modules 
qui tous ensemble, sans hierarchie, representent le probleme en question. Le 
type de vision depend, d’une part, de la nature (hierarchique ou pas) du 
probleme lui-meme, et, d’autre part, du niveau de 1’analyse auquel on se 
place : sous-modules d’un module ou du probleme, ou modules du probleme, 
ou probleme entier. Ce dernier cas est interessant dans la mesure ou, admet- 
tant meme que les modules
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Guetter le lievre poursuivre le lievre capturer le lievre
soient comprehensibles independamment les uns des autres, leur structure 
est du type hierarchique temporel, et, par consequent, le probleme entier n’est 
resolu / n’est a comprendre que si l’on observe l’ordre de la presentation 
/ de 1’application des modules : ainsi, le troisieme module ne peut fonction- 
ner correctement que s’il suit la realisation du second et celui-ci ne peut 
fonctionner correctement que s’il suit la realisation du premier.
2.4. Continuite modulaire
Le quatrieme critere d’une construction modulaire, celui de la continuite 
modulaire est une caracteristique interessante d’une architecture modulaire 
et est liee d’une maniere naturelie, puisque logique, a d’autres parametres 
deja cites, surtout celui d’extensibilite, de decomposabilite et de composa- 
bilite.
La continuite modulaire signifie que de petits changements dans la speci­
fication du probleme vont effectuer des changements juste dans un module 
ou dans un nombre restreint des modules individuels et non pas dans le 
systeme entier (cf. p.ex. B. Meyer, 1997).
Ainsi p.ex. dans le cas de notre probleme chasser le lievre ci-dessus, le 
changement dans la specification du probleme consistant en ceci que ce n’est 
pas un lievre, mais un loup que l’on va chasser entraine un petit change­
ment dans le module
Tendre un piege
parce que les pieges que l’on tend pour attraper un lievre et un loup dif­
ferent ; d’autre part, si c’etait un ours que l’on chassait et non pas un lievre, 
ce changement dans la specification du probleme entrainerait un changement 
non seulement dans le module ci-dessus, mais aussi dans celui qui le precede 
dans la hierarchie temporelle :
Suivre de pres
dans sa partie «maniere», a savoir
rapidement
la vitesse dans tous les trois cas envisages n’etant pas la meme.
La question interessante qui s’impose dans ce contexte est celle de sa­
voir combien de modules et comment peuvent etre modifies pour qu’on 
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puisse parler encore de la meme architecture ou plutot d’un meme type 
d’architecture du (meme type de) probleme.
Le probleme, mutatis mutandis, est du meme genre que celui que Ton 
pose en semantique cognitive, a savoir quand on depasse les limites d’une 
categorie centree autour d’un prototype ou les limites entre les representants 
moins typiques d’une categorie, mais non pas encore atypiques.
Aussi bien la qu’ici, il n’y a pas de reponse automatique : dans le cas 
du probleme analyse ci-dessus, on pourrait dire que les changements de speci­
fication du probleme consistant a changer d’objet chasse a l’interieur de la 
categorie « gibier » tout d’abord (Jievre, loup, ours...), puis a y mettre ce 
qui n’est pas du gibier, p.ex. homme, papillon, etc., ensuite, a changer d’objet 
qui chasse, p.ex. lion, ours, loup, etc. conservent, moyennant les adaptations 
necessaires de certains modules, 1’architecture de depart.
Par contrę, un changement du type d’objet chasse en vache (p.ex. chas­
ser les vaches aux champs), ou en antiquites (chasser les antiquites), 
c’est-a-dire. un changement qui entraine une modification radicale des mo­
dules ou meme leur suppression (de tous les modules ou d’une bonne partie 
d’eux) (cf. l’exemple de vache, ou tous les modules sont supprimes et rem- 
places par d’autres), la continuite modulaire est soit entamee soit detruite.
3. Approche orientee objets et description de la langue
Le choix de 1’architecture modulaire du systeme ne fournit pas encore 
la reponse a la question de savoir quelle est la nature des modules.
En principe. nous avons, dans notre cas, deux types de candidats au statut 
de modules : unites d’une decomposition fonctionnelle ou unites d’une 
decomposition en types d’objets.
Dans un lanagage plus courant, on pourrait se demander si les modules 
en question seront constitues par les predicats ou par les arguments (objets).
Quelque soit le choix que l’on va faire, une chose est certaine : le choix 
en question n’exclut aucunement les uns ou les autres de la representation 
complete, achevee, de la langue. C’est seulement leur position et leur statut 
respectifs qui changent, c’est soit les uns soit les autres qui sont choisis 
comme le coeur de l’architecture du systeme, conferant ainsi aux autres le 
statut, d’ailleurs applicable recursi vement, d’humbles et obeissants serviteurs.
Bases de donnees lexicales electroniques... Partie I... 17
3.1. Approche orientee objets et types d’objets
L’approche que nous allons presenter ci-dessous, qui est orientee objets, 
nous impose le choix de (types d’) objets comme modules de l’architecture 
de representation.
La definition d’un (type d’) objet est de type operationnel et est foumie 
dans cette optique par les operations de toutes sortes qu’il peut effectuer ou 
qui peuvent etre effectuees sur lui (du type done : dis-moi ce que tu peux faire 
ou ce que l’on peut faire avec toi, je te dirai qui tu es) dont les operations 
d’ ’acces» qui debouchent, en derniere instance, sur une caracterisation de sa 
structure interne representee par un ensemble (de valeurs) d’attributs qui y sont 
du type cette fois-ci: dis-moi comment tu es, je te dirai qui tu es.
De ce point de vue, un objet donne est caracterise done, si l’on se pla- 
ęait a un niveau primaire d’observation, par les operations et d’autres objets 
qui l’accompagnent dans les situations representees, ce qui est une conse­
quence directe de la definition ci-dessus : pour pouvoir operer sur un objet, 
il faut etre en contact avec lui, ce qui se traduit du point de vue observa- 
tionnel pur par la co-presence des objets et des operations dans les situations.
Si on le traduisait dans le contexte de 1’analyse de la langue, on dirait 
que, les situations etant representees par les phrases, la definition d’un objet 
linguistique (la definition du sens d’un mot ou de la syntaxe ou de la 
morphologie d’un mot p.ex.) est foumie par la co-presence des objets et des 
operations d’un certain type dans les phrases.
Cette maniere de voir le sens des mots a laquelle on vient par un chemin 
philosophico-operationnel est proche des travaux p.ex. de l’ecole anglaise 
de linguistique (cf. p.ex. le fameux slogan de J. R. Firth: You shall know 
a word by the company it keeps, J. R. Firth, 1951; M. A. K. Halliday, 
R. Hasan, 1976; J. M. Sinclair, 1987), des recherches philosophico- 
-semantiques deL. Wittgenstein (1953) (cf. sa ressemblance de familie) 
et, ces derniers temps, des travaux de G. Gross (1992, 1994a, b, 1995, 
1997) et de son ecole, insistant sur la description du sens d’un mot en termes 
de son emploi.
3.2. Objets, fonctions et attributs
Dans une approche orientee objets, le statut d’objet est un statut fonc- 
tionnel et n’a rien a voir avec les caracteristiques ontologiques des objets 
du monde exterieur, bien que les objets concrets, perceptibles par les sens, 
en soient le prototype. Par contrę, le type de representation linguistique, la 
faęon done dont la langue considere les entites extralinguistiques, joue un 
role important et nous invite a considerer p.ex. ce qui a la forme d’un sub- 
stantif comme objet de depart de l’analyse.
2 Neophilologica
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Ainsi, par un mouvement dialectique si Ton se situe au point de vue 
philosophique, ou par un mouvement recursif, si Ton se situe au point de 
vue operationnel, ce qui est un objet a un niveau d’analyse peut devenir 
attribut ou operation (d’une maniere ou une autre : predicat) a un autre 
niveau, et, inversement, ce qui est un attribut ou une operation a un niveau 
d’analyse peut devenir objet a un autre niveau, la stabilite de la difference 
entre objets et operations etant assuree par la possibilite de constituer ou non 
l’objet de depart de l’analyse, caracterise, comme nous l’avons vu ci-dessus 
par un ensemble d’operations et d’attributs qui y sont applicables.
C’est ainsi p.ex. que adresse est un des attributs de l’objet habitant et 
prend differentes valeurs selon les cas : tel numero, telle rue, tel quartier, 
telle ville, tel pays. Ce meme attribut deviendra toutefois objet si on le pose 
comme objet et si l’on essaye de trouver, recursi vement, ses attributs a lui: 
l’objet adresse a comme attributs, p.ex., les parametres tels que numero de 
rue, rue, quartier, ville, pays, qui sont satures de differentes faęons suivants 
les cas.
C’est done cette vision de structuration de la realite en parcelles-em- 
boftements qui permet, dans le jeu dialectique d’objet et d’operation I d’attri- 
but, d’assigner, par un mouvement d’analyse recursive, differents statuts 
fonctionnels aux memes entites ontologiques en fonction de leur role dans 
l’analyse effectuee ou en fonction de leur representation linguistique (cf. 
p.ex. aussi la difference entre autorisation X donnę I’autorisation a Yde 
faire Z vs autoriser (X, Y, a faire Z)) :
Lamande 15 XVIIe Paris France
Cf. aussi un meme type de relations dialectiques et d’analyse recursive 
dans le cas des adjectifs descriptifs du type p.ex. juste qui est une valeur de 
l’attribut contenu de l’objet remarque :
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ou encore des objets concrets inanimes :
Dupont Dubois 15, r. Lamande, Ve et., XVII®, 75017 Paris
Le sens en question etant done considere comme un objet (qu’il s’agisse 
done du mot qui se refere a un objet concret ou a une abstraction), il est 
caracterise par les attributs et leurs valeurs qu’on peut enoncer a son propos 
et par les operations qu’il peut effectuer ou que l’on peut effectuer sur lui.
Remarquons a ce propos une difference de comportement d’attributs dans 
le cas de adresse et appartement ci-dessus de ce point de vue, le premier 
etant caracterise par les attributs et leurs valeurs qui peuvent etre, a leur tour, 
des attributs (juste pouvant avoir, a son tour, dans d’autres structures, des 
valeurs, p.ex. la verite et la faussete, cf. p.ex. : le juge X: attribut: juste, 
valeur : oui; le juge Y: attribut: juste, valeur : non ) et le second etant 
caracterise par les attributs et leurs valeurs qui ne peuvent pas etre des 
attributs.
Les attributs et les valeurs en question peuvent etre consideres comme 
determinant la «structure» interne de l’objet (prediquant les valeurs typiques, 
ou s’en eloignant, des parameitres inherents a l’objet en question), et les 
operations comme determinant ses fonctionnalites, done aussi, comme on l’a 
vu, ses capacites d’apparaitre dans les contextes determines dans les textes. 
Les deux definissent ensemble les proprietes du sens donne.
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Cette maniere de voir la description des sens des mots inverse les prio­
rites dans la description des sens des mots que nous avons appliquees dans 
le cadre des structures predicats - arguments (v. p.ex. S. Karolak, 1972, 
1977, 1984, 1992, 1998a, b ; K. Bogacki, S. Karolak, 1991 ; W. Ba­
nyś, 1981, 1983, 1984, 1985, 1988) et se situe du cote du camp des objets 
dans cette bataille eternelle entre la decomposition primaire du monde en 
objets ou en fonctions : la, le point de depart est constitue par le sens (predi- 
catif) d’un mot, autour duquel, grace a 1’operation de [’implication seman­
tique (necessaire) (v. p.ex. S. Karolak, 1974, 1984 ; A. Bogusławski, 
1973, 1974, 1977 ; W. Banyś, 1989), on etablit la structure semantique du 
mot (d’ou justement les structures predicat - arguments et non pas argu­
ments - predicat). Ainsi, pour prendre un exemple simple, lorsqu’on a p.ex. 
le predicat aboyer, la question est de savoir, dans cette optique, quels sont 
les «objets» qui peuvent remplir la position d’argument ouverte par le predicat 
et Ton en vient necessairement aux «objets» animes : chiens.
La procedure peut etre resumee done comme suit:
On part de f (fonction propositionnelle, predicat) pour arriver a ses 
arguments («objets»), soit:
/=> x
La procedure orientee objet renverse la direction d’etude et nous invite 
a se poser la question d’un autre type, a savoir, etant donne qu’on a un objet 
x, quels sont les predicats qui lui peuvent etre assignes, les predicats se 
repartissant de maniere supplemental en attributs (adjectifs et toutes 
sortes de compositions N (Prep) N) et en operations (verbes).
Elie se resume done par la formule suivante:
Dans le cas ci-dessus, la question serait de savoir, etant donne qu’on a 
un objet du type «chien», quelles sont ses attributs typiques et les operations 
qu’il peut effectuer et qui peuvent etre effectuees sur lui; la reponse qu’on 
donne est une caracterisation de l’objet en question comportant, entre autres, 
p. ex. les attributs suivants savant, dresse, mechant, hargneux, docile, et les 
operations du type p.ex. mordre, aboyer, dresser, siffler, clabauder, clatii; 
glapir, gronder, hurler, japper.
D’une maniere generale, les adjectifs «descriptifs» (et non pas «relation- 
nels», du type une visite ministerielle = la visite d’un ministre) qualifient, soit 
du point de vue de la transgression de la normę ou de la conformite a la norme 
soit du point de vue de son evaluation : bon / mauvais, en leur assignant ainsi 
une valeur, selon le schema : attribut - f de l’objet - x = valeur - h,
Bases de donnees lexicales electroniques... Partie I... 21
• l’attribut que l’objet en question possede objectivement, cf. p.ex. :
{plus grand que la norme/la moyenne):
(fattr - poids (objet - valise))= valetir - lotirde (le poids de cette valise 
est grande = cette valise est lourde),
(longueur (route) = longue (la longueur de cette route est grande = cette 
route est longue),
(evaluation : mauvais (comportement (chien)) = mechant (ce chien se com- 
porte mal = ce chien est mechant),
(evaluation: bon (comportement (chien))) - docile (ce chien se comporte 
bien = ce chien est docile),
• l’une des (ou la) fonction(s) pour lesquels / laquelle l’objet a ete cree, cf.
p.ex. :
{plus grand que la norme/la moyenne}:
(vitesse (conduite (conducteur))) = rapide (la vitesse avec laquelle ce con­
ducteur conduit la voiture est grande - c’est un conducteur rapide), 
{conforme a la norme}(la fonction telique en faisant partie): 
(pesee (balance)) = juste (une balance est destinee a peser exactement, 
cette balance pese comme elle doit peser — c’est une balance juste, precise, 
exacte),
(contenu (remarque)) = juste, pertinent (une remarque est destinee a 
souligner une particularite d’une situation, le contenu de cette remarque 
le fait - c’est une remarque juste, pertinente),
• l’une des (ou la) fonction typique d’une action, cf. p.ex.:
{conforme a la norme) :
(conforme a la norme (f rendu {jugement})) = juste (un jugement doit etre 
equitable, celui-ci est conforme a la norme, c’est un jugement juste, 
equitable),
(dressage (chien) - dresse, savant) (le dressage d’un chien a pour but de 
le rendre savant, ce chien a ete dresse, c’est chien dresse, savant).
La necessite d’avoir recours aux attributs et fonctions de ce type dans 
la description linguistique est evidente ; on ne pourrait pas s’en passer 
p.ex. si l’on essaye d’analyser les formules ou apparaissent les adjectifs qui 
evaluent certains attributs des objets (tels bon / mauvais) et la fonction 
typique de l’objet mis en correlation n’admet pas de caracterisation compa­
rable, cf. p.ex. :
Cette pierre est un bon marteau.
Il serait impossible de comprendre a quoi se rapporte bon dans sa rela­
tion avec pierre, dans cet emploi de type metaphorique, qui s’effectue par 
l’intermediaire de bon (marteau) si marteau n’avait pas de fonction telique 
qui lui est assignee : (enf oncer des clous (marteau) = bon) (cf., pour ce qui 
est des attributs et des adjectifs en general, p.ex. les discussions dans 
E Sapir, 1944; K. Dunker, 1945 ; G. A. Miller, R. Beckwith, 
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Chr. Fellbaum, D. Gross, K. Miller, R. Tengi, 1990 ; J. Pustejo- 
vski, 1998 ; cf. aussi W. Banyś, a par. 1).
3.3. Objets et classes d’objets
On obtient ainsi une description du monde, compose (de classes) d’ob­
jets du monde, tel qu’il est vu par la langue et dans la langue, ce qui fait 
que la base de donnees lexicales de ce type, compliant des informations sur 
le comportement linguistique des elements de la langue en fonction aussi des 
connaissances sur le monde, devient en meme temps un thesaurus (cf. p.ex. 
N. Calzolari, 1988 ; K. Sparck-Jones, 1986; Y. Wilks, 1978).
Si ce n’etait la possibilite qu’on voit se realiser de temps a autre de ne 
pas distinguer la classe d’objets d’une instance d’objet d’une classe, ce ne 
serait pas la peine d’y insister, mais, pour la clarte et la precision de l’ex- 
pose, on s’arretera une seconde a la distinction entre classe d’objets et 
(instance d’) objet.
Quand nous parions de la classe d’objets, nous parions d’un ensemble 
d’objets qui partagent un certain nombre d’operations et d’attributs. Un objet 
est une instance d’une classe d’objets, ainsi p.ex. une instance, un objet 
concret, de la classe de proprietaires est p.ex. M. Dupont. Ce qui est interes- 
sant pour une description linguistique, c’est naturellement une description 
de classes et non pas de leurs instances particulieres : et si Ton decrit une 
instance de classe, elle n’est interessante que comme instance d’une classe 
justement.
Les confondre, ce serait, dans le cas du pire des scenarios possibles, se 
retrouver a la place de ce gars de la blague ci-dessous :
Un gars ouvre son journal et il lit: «A Chicago, c ’est vingt fois par jour 
qu ’un homme se fait descendre».
Le gars branie la tete et il dit:
- Pauvre type !
H. Negre (1973: n° 6) 
ou l’expression un homme a ete consideree comme activant le cadre_hom- 
me particulier et non pas le cadre_homme en general, et dans le cas du 
meilleur des scenarios possibles, se retrouver a la place de quelqu’un qui 
prendrait au pied de la lettre la boutade de R. G. Ingersoll a propos de 
Lincoln : Lincoln was not a type. He stands alone — no ancestors, no fel­
lows, no successors.
Il est naturellement possible, c’est d’ailleurs souvent le cas, qu’une 
classe ait des sous-classes comme elements et non seulement des instances 
d’objets.
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C’est le cas p.ex. ci-dessus de l’attribut vitesse qui a comme element la 
classe p.ex. conduite ou course.
Dans certains langages de programmation orientes objets, on appelle ce 
type de classes qui ont d’autres classes comme instances meta-classes, c’est 
p.ex. le cas de Smalltalk ; nous n’allons pas le faire vu, d’une part, le 
caractere tres naturel et frequent du phenomene en langue naturelie et, d’autre 
part, le manque de confusion possible si Ton veille a preciser, si besoin se 
presente, d’une maniere supplementaire, s’il est question de classe d’objets 
et non pas d’instance d’objet.
Cette approche s’apparente, sans y etre identique, a l’approche de 
«classes d’objets» dans le sens de G. Gross (1992, 1994a, b, 1997). En 
effet, aussi bien pour Gaston Gross que pour nous, les ensembles des ca- 
racteristiques attributives et operationnelles des sens donnes permettent 
d’etablir des classes d’objets linguistiques (determines par le comportement 
linguistique et non pas «ontologique») auxquelles appartiendront les objets 
caracterises par les ensembles, ou leurs intersections, de caracteristiques en 
question (p.ex. la classe d’objets moyens de transports, professions, titres, 
dates, etc.).
3.4. Caractere operationnel - «implicite» de la caracterisation
de la classe d’objets
La caracterisation d’un type d’objets par l’intermediaire des operations 
qui s’y appliquent est de type ouvert et est done, de ce point de vue, «im- 
plicite», puisqu’elle ne doit pas foumir un listing explicite exhaustif de toutes 
les operations possibles qui s’y appliquent; autant dire, la caracterisation en 
question n’implique pas que les operations citees soient les operations uniques 
qui s’appliquent au type d’objets en question ; en general, il est tout a fait 
evident que d’autres operations, ne serait-ce que par le mecanisme d’heri­
tage semantique, peuvent s’y appliquer aussi (cf. p.ex. peser par rapport a 
un marteau qui est tout a fait possible, mais qui n’est pas liste parmi les 
operations qui s’appliquent a un marteau : cela est, entre autres, fonction de 
l’economie de la description : de la possibilite de deduire, grace au meca­
nisme d’heritage, les operations a appliquer venant des super-type(s) de la 
classe d’objets etudiee et de la distinction entre les operations / les attributs 
«appropries» (cf. p.ex. G. Gros s, 1992, 1994a, b) et les operateurs generaux 
(les raisons d’economie descriptive nous ont amene aussi a supprimer des 
elements descriptifs presentes ci-dessus le module ou le type d’objet en 
question peut etre attribut d’un autre type d’objets (cf. a ce propos p.ex. 
W. B any ś, a par. 2). La distinction entre un operateur approprie et un opera- 
teur general - un operateur approprie etant un operateur s’appliquant a la 
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classe en question ou a quelques classes en question et un operateur general 
etant un operateur qui s’applique a beaucoup, sinon a la plupart, de classes 
d’objets - determine, couple avec les mecanismes d’heritage semantique, le 
type d’operations a lister dans le cas d’une classe d’objets particuliere.
Les deux distinctions : operateur approprie / operateur herite et opera­
teur approprie / operateur general, bien que tres proches l’une de l’autre 
et allant, fonctionnellement dans la meme direction, ne se recouvrent for- 
cement pas, ni du cote approprie ni du cote herite / general.
Si Ton prend p.ex. le cas de la classe d’objets marteau et tomate qui font, 
respectivement, partie de la super-classel instruments et aliments qui, a leur 
tour, font partie de la super-classe2 inanimes qui, a son tour, appartient a 
la super-classe3 concrets, on voit que nous pouvons appliquer a marteau 
p.ex., dans le cadre de la premiere distinction, d’une part, l’operation de 
enfoncer les clous avec (operateur approprie representant la fonction teli- 
que), et, d’autre part, prendre dans la main / couper en morceaux (opera­
teur herite representant l’un des elements du script enfoncer les clous avec 
/preparer comme (partie d’un) plat, herite de la classe d’objets instruments 
[manuels] /aliments) ce qui ne serait sans doute pas considere du point de 
vue de la seconde distinction comme approprie, puisque l’on peut prendre 
tout concret dans la main ; cela est parfaitement vrai, mais toujours 
est-il qu’il y a peu de concrets qu’il faut prendre dans la main pour realiser 
leur fonction telique, je peux d’une part, p.ex. prendre une chaise, une pierre, 
une chevrette dans la main, et, d’autre part, couper en morceaux une etoffe, 
un journal sans que cela soit une operation appropriee, meme par heritage.
3.5. Objets et fonctions : modularite et abstraction
D’une certaine maniere, cela pourrait paraitre bizarre que, apres avoir 
discute la question des meilleurs candidats au statut de modules du systeme 
descriptif, apres avoir declare la primaute des objets dans la description 
linguistique et en etre venu a la caracterisation des objets, on ait recours aux 
fonctions pour les definir.
Il n’est pourtant pas etonnant que, apres avoir choisi la modularite 
comme l’un des principes de la description et apres avoir choisi les objets 
comme modules de depart, on en vienne aussi aux fonctions. Tout d’abord, 
parce que les objets et les fonctions sont comme le champignon et l’algue 
dans un lichen : celui-ci n’existerait pas sans l’une et l’autre en meme temps ; 
on pourrait le dire aussi a la maniere d’Andrzej Bogusławski (1973) qui 
disait que les predicats et les arguments font partie d’un tuyau : les predi- 
cats forment le conduit et les arguments - les ouvertures, le tuyau n’existe­
rait ni sans conduit ni sans ouvertures.
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Mais ce qui distingue fondamentalement 1’approche orientee objets des 
approches «classiques», fonctionnelles, c’est la distribution des roles : ce sont 
les (classes d’) objets qui constituent les modules de depart et ce sont les 
fonctions qui deviennent leurs serviteurs. Les fonctions, determinant le type 
de classe d’objets, sont encapsulees, comme le disent les informaticiens, dans 
les modules de 1’architecture descriptive. Aucune fonction n’existe dans une 
approche orientee objets de par elle-meme, elle n’existe, encapsulee, qu’a 
l’attache a une classe d’objets.
C’est davantage une approche pragmatique du type Dis-moi ce que tu as, 
pour que je sache ce que je peux, et comment, obtenir de toi que celle du 
type dis-moi qui tu es. Si je suis un mecanicien, c’est toutes sortes d’instru­
ments, dont un marteau, dont j’ai besoin ; si je suis un linguiste, c’est toutes 
sortes de textes, de sons, de mots, etc. dont j’ai besoin ; si je suis un chas­
seur, c’est toutes sortes d’instruments de chasse dont j’ai besoin ; les objets 
ne sont interessants pour moi que si j’en ai besoin ; je peux ne pas avoir, 
certes temporairement dans le cas de la langue, besoin de certaines classes 
d’objets en construisant une architecture modulaire donnee, alors ils 
n’existent pas pour moi, ils n’entrent pas dans 1’architecture que je suis en 
train de construire.
Le monde des objets est, de ce point de vue, une societe d’agents qui 
sont en contact et qui se communiquent (cf. aussi, dans ce contexte, les idees 
de M. Minsky, 1986) et la modularite sous cette forme va la main dans 
la main avec 1’abstraction et l’elimination des elements qui ne sont pas per­
tinents dans le cadre d’une analyse donnee.
Dans W. Banyś (2002), nous esquissons la maniere dont on peut or­
ganiser ce monde d’objets linguistiques.
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Wiesław Banyś
Elektroniczne bazy danych leksykalnych - ujęcie zorientowane obiektowo 
Część I: Zagadnienia modularności
Streszczenie
To, że informacje leksykalno-semantyczne - obok informacji fonetycznych, morfologicz­
nych, składniowych - muszą być w sposób konieczny wzięte pod uwagę w badaniach, które 
mają być skuteczne w automatycznej analizie i syntezie, jest generalnie przyjęte jako pewnik.
W tej kwestii jawi się jednak wiele wątpliwości, z których kilka poruszono w prezento­
wanym tekście.
Pierwsza dotyczy samej konieczności tworzenia słowników elektronicznych: nie chodzi prze­
cież bowiem tylko o przedstawienie w postaci elektronicznej informacji zawartej w formie 
papierowej; to, co jest istotne, to możliwość zebrania razem nie tylko informacji, które są zawarte 
explicite w słownikach tradycyjnych, ale także wydobycie z nich i zaprezentowanie informacji 
zawartych w nich implicite (np. hierarchie zależności semantycznych), dorzucenie do nich 
nowych informacji, tak by utworzyć rzeczywistą elektroniczną poliwalentną bazę danych lek­
sykalnych.
Problem jest zatem być może bardziej typu „strukturalnego” niż „faktualnego”, związany 
bardziej z organizacją i prezentacją informacji leksykalnej niż z samą informacją.
Ten stan rzeczy każę nam postawić pytanie o typ opisu informacji w takiej bazie danych 
z punktu widzenia zarówno zawartości, jak i formatu, który byłby w stanie zaspokoić wymagania 
prezentacji danych, która byłaby w stanie zaspokoić wymagania na modyfikacje i ewentualne 
wzbogacenia, a jednocześnie nie stawiała pod znakiem zapytania integralności samej bazy.
Te założenia wymuszają taki typ opisu danych, który byłby wystarczająco elastyczny i ogólny, 
by mógł być zintegrowany ewentualnie z różnymi ujęciami teoretycznymi. Okazuje się jedno­
cześnie, iż wymagania rozszerzalności i używalności do wielu celów narzucają, wprawdzie nie 
w sposób absolutnie konieczny, ale jednak, pewne ujęcie teoretyczne samego opisu - ujęcie 
opisowe, które jest zorientowane obiektowo.
Artykuł przedstawia założenia takiego opisu zorientowanego obiektowo, zgodne z cztere­
ma zasadami dobrej metody Kartezjusza.
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Wiesław Banyś
Electronic lexical databases: the object-oriented approach 
Part One: The problems of modularity
Summary
It is taken for granted that apart from phonetic, morphological and syntactic information, 
lexical and semantic information must be taken into account in the studies whose result will 
be a successful automatic synthesis and analysis. However, some doubts arise here and they 
are discussed in this article.
The first issue is the necessity of making electronic dictionaries that should not only copy 
the contents of standard dictionaries with all their explicit information, but should also include 
some of the implicit information contained in traditional dictionaries, e.g. hierarchies of semantic 
dependencies. Some extra information should be added so that we should have polyvalent 
electronic lexical databases.
The major problem here is the adequate organization and presentation of the lexical in­
formation rather than the information itself. One should consider the best ways of describing 
the information in terms of contents and format that would meet the requirements of adequate 
presentation. It should be expandable, modifiable and multipurpose, but the integral character 
of the database should be preserved. The data description should be general, flexible and 
compatible with different theoretical approaches.
The article presents the major assumptions of such object-oriented description, made ac­
cording to the four principles of a good method pul forward by Descartes.
