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Abstract. The forward problem here is the Cauchy problem for a 1D hyperbolic PDE with a variable coefficient
in the principal part of the operator. That coefficient is the spatially distributed dielectric constant. The inverse
problem consists of the recovery of that dielectric constant from backscattering boundary measurements. The data
depend on one variable, which is time. To address this problem, a new version of the convexification method is
analytically developed. The theory guarantees the global convergence of this method. Numerical testing is conducted
for both computationally simulated and experimental data. Experimental data, which are collected in the field,
mimic the problem of the recovery of the spatially distributed dielectric constants of antipersonnel land mines and
improvised explosive devices.
Key words: experimental data, 1D hyperbolic equation with a variable coefficient, coefficient
inverse problem, convexification, globally convergent numerical method, Carleman estimate,
numerical results
AMS Classification 35R30
1. Introduction. In this paper, we first develop a new globally convergent numerical
method for a Coefficient Inverse Problem (CIP) for a 1D hyperbolic equation. This is a ver-
sion of the so-called convexification method, which has been actively developed by the second
coauthor and his coauthors for the past several years, see, e.g. [2, 17, 29, 18, 20, 22, 27, 26,
24, 36] for some samples of those publications. First, we test this method on computationally
simulated data. Next, we test it on experimental time dependent data collected by the US
Army Research Laboratory (ARL) using their forward looking radar [32]. These data were
collected in the field which is a more difficult case than the collection in a laboratory. A
significant challenge here is that targets were surrounded by clutter.
That radar was built to image and identify flash explosive-like targets, mainly antiper-
sonnel land mines and improvised explosive devices. Those targets can be located both in
air and under the ground. In the latter case, the burial depth does not exceed 10 centime-
ters. Currently ground penetrating radars rely only on the information about the energy of
the backscattering signals. In our case, however, we computationally estimate dielectric con-
stants of those targets. We hope that estimates of dielectric constants of explosive-like targets
might serve in the future classification algorithms as an additional parameter to the currently
used ones. The use of an additional parameter, in turn might decrease the current false alarm
rate.
Although this research group has a number of publications where these experimental data
are treated, in each of them either Laplace or Fourier transform of the experimental data with
respect to the time t is considered [16, 28, 24, 23, 30]. But since our data are actually time
resolved ones, then we work here directly in the time domain.
Given a CIP, we call a numerical method for it globally convergent, if the theory rigor-
ously guarantees that one can obtain at least one point in a sufficiently small neighborhood
of the exact solution without an assumption that the starting point of iterations is located in
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this neighborhood. The global convergence issue is obviously important since it is very rare
in applications when a good first approximation for the solution is available a priori.
Any CIP is both nonlinear and ill-posed. These factors cause the well known phe-
nomenon of multiple local minima and ravines of conventional Tikhonov-like least squares
functionals, see, e.g. [35] for a convincing example of this phenomenon. Conventional nu-
merical methods for CIPs rely on the minimization of such functionals, see, e.g. [9] for some
examples with a study of some experimental data in [15, 14].
Unlike conventional approaches, the concept of the convexification is designed with the
goal to avoid local minima and ravines, see section 4.1 for a brief outline of the convexifi-
cation. The first publications about this concept were in 1995 and 1997 [18, 20]. However,
numerical studies were not conducted at that time since there were a number of theoreti-
cal issues which needed to be clarified to pave the way for numerical testing, although, see
some numerical examples in the book [29]. Those issues were clarified more recently in the
paper [2]. This publication has generated a number of papers with numerical studies. As
some examples of those we mention [17, 22, 27, 26, 24, 23, 36]. In particular, in [26] the
convexification is applied to a CIP with single measurement data for a 3D hyperbolic PDE.
To work with the experimental data of ARL in the time domain, one needs to have a
numerical method for a CIP for a 1D hyperbolic PDE. However, the convexification for CIPs
for the 1D hyperbolic PDEs was not developed until the very recent work [36]. Even though
the CIP of the current paper is reduced to the same CIP as the one in [36] for the equation
utt = uxx + p(x)u, the method of this paper is significantly different from the one of [36].
Indeed, in [36] an integral differential equation with the Volterra-like integrals is obtained
under the condition that the unknown coefficient p(x) ≥ 0. Unlike this, in the current paper
we replace those Volterra-like integrals with a non local condition. This allows us to avoid
imposing the non-negativity condition on p(x) . The latter, in turn enables us not to impose
some quite restrictive extra conditions on the target unknown coefficient c(y) , see (2.3) and
(2.8).
We now refer to some other numerically implemented globally convergent numerical
methods for CIPs for hyperbolic PDEs. First, this is the paper of De Hoop, Kepley and Ok-
sanen [12] for a 3D hyperbolic CIP with Dirichlet-to-Neumann map data. Next, this is a
series of works of Kabanikhin with coauthors who have computationally implemented the
Gelfand-Levitan method [16, 17] for both 1D and 2D cases. We also mention here works
of Baudouin, de Buhan, Ervedoza and Osses [3, 4], where a different version of the convex-
ification for CIPs for hyperbolic PDEs in the n−D case is developed, also see more recent
works of Boulakia, de Buhan and Schwindt [7] and Le and Nguyen [31], where the idea of
[3] is developed further to apply to some nonlinear inverse problems for parabolic PDEs. The
common property of these works and the above cited works on the convexification is that both
substantially use Carleman estimates and the resulting numerical methods converge globally
in both cases.
However, there is a significant difference between [3, 4] and the above cited publica-
tions on the convexification [17, 29, 18, 20, 22, 26, 24, 23, 36]. More precisely, [3, 4] work
under an assumption of the Bukhgeim-Klibanov method [8]. This assumption is that one
of initial conditions is not vanishing in the entire domain of interest. The original version
of the convexification uses this assumption in [5, 27]. On the other hand, in publications
[17, 29, 18, 20, 22, 26, 24, 23, 36], so as in this paper, either the initial condition, or a corre-
sponding right hand side of a PDE is vanishing.
The convexification has significant roots in the idea of the paper [8] (1981), in which the
tool of Carleman estimates was introduced in the field of CIPs for the first time. The original
goal of [8] was limited to proofs of global uniqueness theorems for multidimensional CIPs.
Therefore, the convexification can be regarded as an extension of the concept of [8] from the
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purely theoretical uniqueness topic to a more applied topic of globally convergent numerical
methods for CIPs. Since 1981, many works of many authors have been devoted to a variety
of applications of the method of [8] to proofs of uniqueness and stability results for many
CIPs. Since the current paper is not a survey of these works, we now refer here only to the
books [5, 6, 29] and the survey [19].
All functions below are real valued ones. In section 2, we formulate both forward and
inverse problems. In section 3, we derive a quasilinear 1D hyperbolic PDE with a non lo-
cal condition. In section 4, we introduce a weighted Tikhonov-like functional, which is the
main subject of the convexification. In section 5, we formulate theorems about that func-
tional, ensuring the global convergence of the resulting gradient projection method. Section
6 contains the proofs of theorems formulated in section 5. In section 7, we describe the al-
gorithms, as well as accompanying procedures used to obtain the numerical results for both
computationally simulated and experimental data.
2. Statements of Forward and Inverse Problems. Let c > 1 be a number and the
function c(y) ∈C3 (R) has the following properties
c ∈ [1,c] , c = const > 1,(2.1)
c(y) = 1, y ∈ (−∞,0]∪ [1,+∞).(2.2)
Physically c(y) = n2 (y) is the spatially distributed dielectric constant, where n(y) is the re-
fractive index. In acoustics 1/
√
c(y) is the speed of sound. Let the number T > 0. Consider
the following Cauchy problem:
c(y)utt = uyy, (y, t) ∈ R× (0,T ) ,(2.3)
u(y,0) = 0, ut (y,0) = δ (y) .(2.4)
The problem of finding the function u(y, t) from conditions (2.3), (2.4) is our forward prob-
lem. Our interest is in the following inverse problem:
Coefficient Inverse Problem 1 (CIP1). Suppose that the following two functions
g0 (t) ,g1 (t) are known:
(2.5) u(0, t) = g0 (t) , uy (0, t) = g1 (t) , t ∈ (0,T ) .
Determine the function c(y) for y ∈ (0,1) , assuming that the number c is known.
We now introduce a change of variables in order to reduce the hyperbolic equation (2.3)
to the wave-like equation with the unknown potential function and the constant principal part
of the 1D hyperbolic operator. This is a well known change of variables, see, e.g. formulas
(2.141)-(2.143) in section 7 of chapter 2 of the book of Romanov [34]. Thus, we introduce a
new variable x as
(2.6) x =
y∫
0
√
c(s)ds.
Physically, x(y) is the travel time needed for the wave to travel from the source {0} to the
point {y} . Denote
v(x, t) = u(y(x) , t)c1/4 (y(x)) ,(2.7)
S (x) = c−1/4 (y(x)) , r (x) =
S′′ (x)
S (x)
−2
[
S′ (x)
S (x)
]2
.(2.8)
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Then, using (2.3), (2.4) and (2.6)-(2.8), we obtain
vtt = vxx+ r (x)v, (x, t) ∈ R× (0, T˜ ),(2.9)
v(x,0) = 0, vt (x,0) = δ (x) ,(2.10)
where the number T˜ = T˜ (T ) depends on T . Using again (2.1), (2.2) and (2.5)-(2.8), we
obtain
r (x) = 0 for x ∈ (−∞,0]∪ [b,∞) , r (x) ∈C1 (R) ,(2.11)
v(0, t) = g0 (t) , vx (0, t) = g1 (t) ,(2.12)
b =
1∫
0
√
c(s)ds.
Existence and uniqueness of the solution of the forward problem (2.9)-(2.10) is well known.
More precisely, it was proven in, e.g. section 3 of chapter 2 of [34], that
v(x, t) =
1
2
+
1
2
(x+t)/2∫
(x−t)/2
r (ξ )
t−|x−ξ |∫
|ξ |
v(ξ ,τ)dτ, t ≥ |x| ,(2.13)
v(x, t) = 0, t < |x| ,
lim
t→|x|+
v(x, t) =
1
2
.(2.14)
Equation (2.13) is a Volterra-like integral equation of the second kind. Hence, it can be
solved via sequential iterations. The corresponding series converges absolutely in appropriate
bounded subdomains of {t ≥ |x|} together with its derivatives up to the third order [34]. The
existence of third derivatives of iterates is guaranteed by r (x) ∈C1 (R) and (2.13). Thus,
(2.15) v ∈C3 (t ≥ |x|) .
If we would find the function r (x) , then the function c(y) can be reconstructed via backward
calculations, see section 7 for details. Therefore, we arrive at CIP2.
Coefficient Inverse Problem 2 (CIP2). Suppose that the number c in (2.1) and the
functions g0 (t) ,g1 (t) in (2.12) are known. Determine the coefficient r (x) ∈C1 (R) in (2.9)
for x ∈ (0,b) .
Note that the number b is unknown and should be determined when solving CIP2 and
also (2.1) implies that b≥ 1. However, we can estimate b using (2.1), (2.2) as b≤√c. Hence,
we fix a number a such that
(2.16) a≥√c≥ b≥ 1.
We use this number a everywhere below. It was established in [34] that T˜ ≥ 2b guarantees
uniqueness of CIP2. Hence, we take below
(2.17) T˜ = 2a.
Traditionally, classical absorbing boundary conditions of Engquist and Majda [13] are
artificially imposed when working with the propagation of waves. In our case, however,
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Lemma 1 guarantees that the absorbing boundary condition is satisfied indeed at any two
point x1 ≥ b and x2 ≤ 0. We see in our computations that this condition is important, since it
provides a better stability property.
Lemma 1 (absorbing boundary conditions). Let x1 ≥ b and x2 ≤ 0 be two arbitrary
number. Then the solutions u(x, t) of problem (2.3), (2.4) and v(x, t) of problem (2.9), (2.10)
satisfy the absorbing boundary condition at x = x1 and x = x2 i.e.
vx(x1, t)+ vt(x1, t) = 0 for t ∈ (0, T˜ ),(2.18)
vx (x2, t)− vt (x2, t) = 0 for t ∈ (0, T˜ ),(2.19)
ux (x1, t)+ut (x1, t) = 0 for t ∈ (0, T˜ ),(2.20)
ux (x2, t)−ut (x2, t) = 0 for t ∈ (0, T˜ ).(2.21)
We omit the proof of Lemma 1 since it mainly follows from Lemma 2.2 of [36]. Indeed,
in the cases of (2.18) and (2.19) the proof of Lemma 1 is completely similar with the proof
of Lemma 2.2 of [36]. In the cases of (2.20) and (2.21), in the proof of Lemma 2.2 of [36],
one should take into account (2.7), (2.8) and (2.11), which can be done easily.
3. A Quasilinear PDE with a Non Local Term. Consider the rectangle Ω⊂ R2,
(3.1) Ω= (0,a)× (0, T˜ ), T˜ = 2a.
Here, T˜ is as in (2.17). Consider the function w defined as:
(3.2) w(x, t) = v(x,x+ t) .
Then, using (2.9) and (2.14), we obtain
(3.3) wxx−2wxt =−r (x)w, (x, t) ∈Ω
and w(x,0) = 1/2. Hence,
(3.4) r (x) = 4wxt (x,0) , x ∈ (0,a) .
Differentiate both sides of equation (3.3) with respect to t, see (2.15) and denote
(3.5) q(x, t) = wt (x, t) , (x, t) ∈Ω.
Then (2.5), (2.12), (2.14) and (3.2)-(3.5) lead to:
qxx−2qxt +4qx (x,0)q = 0, (x, t) ∈Ω,(3.6)
q(0, t) = s0 (t) , qx (0, t) = s1 (t) , qx(a, t) = 0, t ∈ (0, T˜ ),(3.7)
s0 (t) = g′0 (t) ,s1 (t) = g
′′
0 (t)+g
′
1 (t) .(3.8)
The condition qx (a, t) = 0 follows from (2.16), Lemma 1 and (3.2). The problem (3.6)-
(3.7) is a boundary value problem (BVP) for a 1D quasilinear hyperbolic equation (3.6) with
overdetermined boundary conditions (3.7), an absent initial condition at {t = 0} and a non
local term q(x,0) .
Suppose that we have found the function q(x, t) satisfying (3.6)-(3.7). Then, using (3.4)
and (3.5), we obtain
(3.9) r (x) = 4qx (x,0) , x ∈ (0,a) .
Therefore, we focus below on the numerical solution of the BVP (3.6)-(3.7) via the convexi-
fication method.
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4. Globally Strictly Convex Tikhonov-like Cost Functional .
4.1. The main idea of the convexification. The first step of the convexification basi-
cally consists in obtaining an over-determined boundary value problem (BVP) for either a
quasilinear integral differential equation with Volterra integrals in it [21, 22, 27, 36] or for a
coupled system of elliptic PDEs [17, 26, 25, 24]. The common point of both is that neither
of these PDEs contains the unknown coefficient. The latter reminds one the first step of the
method of [8].
Next, to solve this BVP, a weighted Tikhonov-like functional Sλ is constructed, where
λ ≥ 1 is the parameter. The weight is the Carleman Weight Function (CWF). This is the
function, which is involved as the weight in the Carleman estimate for the corresponding PDE
operator. This functional is evaluated on a convex bounded set Q(2d) ⊂ Hk of the diameter
2d, where d > 0 is an arbitrary but fixed number and Hk,k ≥ 1 is an appropriate Sobolev
space. The central theorem then is that, for a proper choice λ (d) of the parameter of the
functional Sλ , this functional is strictly convex on Q(2d) for all λ ≥ λ (d) . This eliminates
the above mentioned phenomenon of multiple local minima. Next, results of [2] enable one to
prove existence and uniqueness of the minimizer of Sλ on Q(2d) as well as the convergence
of the gradient projection method to the exact solution if starting from an arbitrary point of
the set Q(2d) . Since the number d is an arbitrary one, then this is the global convergence, see
section 1. We also note that even though the theory requires the parameter λ to be sufficiently
large, our extensive computational experience with the convexification, including the current
paper (see section 7.1), tells us that λ ∈ [1,3] provides quite accurate reconstructions [17, 22,
27, 26, 25, 24, 36].
4.2. The Tikhonov-like Cost Functional for BVP (3.6)-(3.7). Since r (x)= 0 for x< 0,
the integration in (2.13) is carried out over the rectangle
(4.1) R(x, t) = {(ξ ,τ) : 0 < ξ < τ < t−|x−ξ |} .
The change of variables (3.2) transforms R(0, t) to the following triangle
{(ξ ,τ) : ξ ,τ > 0,ξ + τ/2 < t/2} . Hence, it follows from (3.9) that if we would find the func-
tion q(x, t) in the triangle Ra (see Figure 1), then we would find the function r (x) for x∈ (0,b).
Here,
(4.2) Ra = {(x, t) : x, t > 0,x+ t/2 < a} .
The CWF in this paper is the same as the one in [36],
(4.3) ψλ (x, t) = e−2λ (x+αt), α ∈ (0,1/2) , λ ≥ 1,
where α and λ are parameters independent on x, t. Following (3.6), consider the quasilinear
operator M,
(4.4) M (q) = qxx−2qxt +4qx (x,0)q, (x, t) ∈Ω.
Let d > 0 be an arbitrary number. Consider the convex set P(d,s0,s1) of the diameter 2d,
(4.5) P(d,s0,s1) =
{
q ∈ H4 (Ω) , q(0, t) = s0 (t) , qx (0, t) = s1 (t) ,
qx (a, t) = 0, ‖q‖H3(Ω) < d,
}
where functions s0 (t) ,s1 (t) are defined in (3.8). Our Tikhonov-like cost functional functional
is
(4.6) Kλ ,γ (q) =
∫
Ω
[M (q)]2ψλdxdt+ γ ‖q‖2H4(Ω) ,
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(a) The rectangle R(0, t). (b) The triangle Ra.
Fig. 1: The rectangle R(0, t) (see (4.1)) and the triangle Ra (see (4.2)).
where γ ∈ (0,1) is the regularization parameter. The reason why we use the space H4 (Ω) in
the penalty term of (4.6) is that in the proof of Theorem 2 (below), we require
P(d,s0,s1)⊂C2
(
Ω
)
as well as
(4.7) ‖q‖C2(Ω) ≤C1d, ∀q ∈ P(d,s0,s1) .
Embedding theorem guarantees these. At the same time, we have established numerically
that we can use the discrete analog of H2 (Ω) in the penalty term in our computations, see
section 7. Here and below C1 = C1 (Ω) > 0 denotes different positive numbers depending
only on the rectangle Ω. We concentrate below on the solution of the following minimization
problem:
Minimization Problem. Find a minimizer of the functional Kλ ,γ (q) on the set
P(d,s0,s1) .
We introduce two functional spaces H20 (Ω)⊂ H2 (Ω) and H30 (Ω)⊂ H3 (Ω) ,
H20 (Ω) =
{
u ∈ H2 (Ω) : u(0, t) = ux (0, t) = 0, t ∈ (0, T˜ )
}
,
H40 (Ω) =
{
u ∈ H4 (Ω) : u(0, t) = ux (0, t) = ux (a, t) = 0, t ∈ (0, T˜ )
}
,
where the condition ux (a, t) = 0 is introduced due to the last condition (3.7).
5. Convergence Analysis. In this section we formulate some theorems, which provide
the convergence analysis of our method of solving the above Minimization Problem.
Theorem 1 (Carleman estimate). Let ψλ (x, t) be the function defined in (4.3). Then there
exists a number C =C (α,Ω) > 0 and another number λ0 = λ0 (α,Ω) ≥ 1 depending only
on listed parameters, such that for all functions w ∈ H20 (Ω) and for all λ ≥ λ0 the following
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Carleman estimate is valid:∫
Ω
(wxx−2wxt)2ψλdxdt ≥C
∫
Ω
[
λ
(
w2x +w
2
t
)
+λ 3w2
]
ψλdxdt
+C
a∫
0
[
λw2x +λ
3w2
]
(x,0)e−2λxdx−Ce−2λαT˜
a∫
0
[
λw2x +λ
3w2
](
x, T˜
)
dx.
Let Ra ⊂ Ω be the triangle defined in (4.2), where Ω is the rectangle defined in (3.1).
Choose an arbitrary number µ ∈ (0,2αa) . Define the triangle Ra,α,µ as
(5.1) Ra,α,µ = {(x, t) : x+αt < 2αa−µ, x, t > 0} ⊂ Ra.
Let H be a Hilbert space,Φ⊂H be a convex set in H and J :Φ→H be a functional, which has
the Freche´t derivative J′ at any point x∈H. We remind that the following estimate guarantees
the strict convexity of J on the set Φ :
(5.2) J (y)− J (x)− J′ (x)(y−x)≥ β ‖x−y‖2H ,
for all x,y ∈Φ [33]. Here, the constant β > 0 is independent on x,y.
Theorem 2 (the central theorem: global strict convexity). For any pair λ ,γ > 0 and
for any function q ∈ P(d,s0,s1) the functional Kλ ,γ (q) has the Freche´t derivative K′λ ,γ (q) ∈
H40 (Ω) . Let λ0 = λ0 (α)≥ 1 be the number of Theorem 1 and let the number µ ∈ (0,2αa) .
There exist a sufficiently large number λ1 = λ1 (α,d,Ω)≥ λ0 and a number B=B(α,d,Ω)>
0, both depending only on listed parameters, such that for all λ ≥ λ1 and for all
γ ∈ [2e−λαT˜ ,1), the functional Kλ ,γ (q) is strictly convex on the set P(d,s0,s1), i.e. (see (5.2))
Kλ ,γ (q2)−Kλ ,γ (q1)−K′λ ,γ (q1)(q2−q1)≥ Be−2λ (2αa−µ) ‖q2−q1‖2H1(Ra,α,µ)
+Be−2λ (2αa−µ) ‖q2 (x,0)−q1 (x,0)‖2H1(0,2αa−µ)
+
γ
2
‖q2−q1‖2H4(Ω) , ∀q1,q2 ∈ P(d,s0,s1), ∀λ ≥ λ1.
Below B = B(α,d,Ω) > 0 and C = C (α,Ω) > 0 denote different numbers depending
only on listed parameters.
Theorem 3. Let parameters λ1,λ ,γ be the same as in Theorem 2. Then there exists
unique minimizer qmin,λ ,γ ∈ P(d,s0,s1) of the functional Kλ ,γ (q) on the set P(d,s0,s1). Fur-
thermore, the following inequality holds
K′λ ,γ
(
qmin,λ ,γ
)(
q−qmin,λ ,γ
)≥ 0, ∀q ∈ P(d,s0,s1).
We now want to estimate the accuracy of the reconstruction in the presence of noise in
the data. Following one of the main concepts of the regularization theory, we assume is the
existence of the exact solution r∗ (x)∈C1 (R) of the CIP2 with the ideal noiseless data [5, 37].
Furthermore, we assume that conditions (2.11) hold for the function r∗ (x). Let q∗ (x, t) be the
corresponding function q(x, t). We assume that q∗ ∈ P(d,s∗0,s∗1) , where functions s∗0,s∗1 are
the noiseless data s0,s1 in (3.7). It follows from (3.6) and (3.9) that
(5.3) M (q∗) = 0, (x, t) ∈Ω, and r∗ (x) = 4q∗x (x,0) , x ∈ (0,a) .
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Let σ be the level of noise in the data. We assume that the number σ ,
(5.4) σ ∈ (0,min(d,1))
is the noise level in the data. Suppose that there exist functions Q ∈ P(d,s0,s1) and
Q∗ ∈ P(d,s∗0,s∗1) such that
(5.5) ‖Q−Q∗‖H4(Ra) < σ .
Introduce functions Y ∗ and Y as
Y ∗ = q∗−Q∗,
Y = q−Q.
Let D > 0 be an arbitrary number. Define
(5.6) P0 (D) =
{
w ∈ H40 (Ω) : ‖w‖H4(Ω) < D
}
.
Using (5.4)-(5.6) and the triangle inequality, we obtain
Y ∗ ∈ P0 (2d) ,
Y ∈ P0 (2d) , ∀q ∈ P(d,s0,s1) ,(5.7)
Y +Q ∈ P(3d,s0,s1) , ∀Y ∈ P0 (2d) .(5.8)
We now consider a modification K˜λ ,γ : P0 (2d)→ R of the functional Kλ ,γ ,
(5.9) K˜λ ,γ (Y ) = Kλ ,γ (Y +Q) , ∀Y ∈ P0 (2d) .
Theorem 4. The functional K˜λ ,γ has the Freche´t derivative K˜λ ,γ (Y ) ∈ H30 (Ω) for ev-
ery point Y ∈ P0 (2d) and for all λ ,γ > 0. Denote λ2 = λ1 (α,3d,Ω) ≥ λ1, where λ1 =
λ1 (α,d,Ω)≥ 1 is the number of Theorem 2. For every λ ≥ λ2 and for every γ ∈ [2e−λαT˜ ,1)
the functional K˜λ ,γ (Y ) is strictly convex on the ball P0 (2d)⊂ H40 (Ω), i.e. (see (5.2)),
K˜λ ,γ (Y2)− K˜λ ,γ (Y1)− K˜′λ ,γ (Y1)(Y2−Y1)≥ Be−2λ (2αb−µ) ‖Y2−Y1‖2H1(Ra,α,µ)
+Be−2λ (2αa−µ) ‖Y2 (x,0)−Y1 (x,0)‖2H1(0,2αa−µ)
+
γ
2
‖Y2−Y1‖2H4(Ω) , ∀Y1,Y2 ∈ P0 (2d), ∀λ ≥ λ2.
(5.10)
Furthermore, there exists unique minimizer Ymin,λ ,γ ∈ P0 (2d) of the functional K˜λ ,γ (Y ) on
the set P0 (2d), and the following inequality holds
(5.11) K˜′λ ,γ
(
Ymin,λ ,γ
)(
Y −Ymin,λ ,γ
)≥ 0, ∀Y ∈ P0 (2d).
Theorem 5 (accuracy estimate). Suppose that T˜ ≥ 4a. Denote
(5.12) ν =
α
(
T˜ −4a
)
+µ
2(2αa−µ) , κ =
1
2
min(ν ,1) .
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Let the number σ0 ∈ (0,1) be so small that lnσ−1/(2(2αa−µ))0 ≥ λ2, where λ2 is the number of
Theorem 4. Let σ ∈ (0,σ0) . Let the the numbers λ = λ (σ) and γ = γ (σ) be such that
λ = λ (σ) = lnσ−1/(2(2αa−µ)) > λ2,(5.13)
γ = γ (σ) = 2e−λαT˜ = 2σ(αT˜)/(2(2αa−µ)).(5.14)
Let Ymin,λ ,γ ∈ P0 (2d) be the minimizer of the functional K˜λ ,γ (Y ) on the set P0 (2d), the exis-
tence and uniqueness of which is guaranteed by Theorem 4. Denote
qmin,λ ,γ =
(
Ymin,λ ,γ +Q
) ∈ P(3d,s0,s1),(5.15)
rmin,λ ,γ (x) = 4∂x
[
qmin,λ ,γ (x,0)
]
.(5.16)
Then the following estimates are valid∥∥qmin,λ ,γ −q∗∥∥H1(Ra,α,µ) ≤ Bσκ ,(5.17) ∥∥rmin,λ ,γ − r∗∥∥L2(0,2αa−µ) ≤ Bσκ .(5.18)
To minimize the functional K˜λ ,γ (Y ) on the set P0 (2d)⊂ H40 (Ω) via the gradient projec-
tion mehod, we first consider the orthogonal projection operator Z : H40 (Ω)→ P0 (2d) of the
space H40 (Ω) on the closed ball P0 (2d). Let Y0 ∈ P0 (2d) be an arbitrary point and the number
ω ∈ (0,1) . The sequence of the gradient projection method is [2]:
(5.19) Yn = Z
(
Yn−1−ωK˜λ ,γ (Yn−1)
)
, n = 1,2, . . .
Theorem 6. Let λ1 = λ1 (α,d,Ω)≥ 1 be the number of Theorem 2 and let λ2 be the num-
ber of Theorem 4. Let the numbers κ,σ0 be the same as one in Theorem 5. Let σ ∈ (0,σ0) and
let the numbers λ = λ (σ) and γ = γ (σ) be the same as in (5.13) and (5.14) respectively. Let
Ymin,λ ,γ ∈ P0 (2d) be the minimizer of the functional K˜λ ,γ (Y ) on the set P0 (2d), the existence
and uniqueness of which is guaranteed by Theorem 4. Let the function qmin,λ ,γ ∈ P(3d,s0,s1)
be the one defined in (5.15). Consider functions qn = Yn +Q ∈ P(3d,s0,s1), n = 0,1, . . . ,
see (5.7) and (5.8). Also, let rn (x) and rmin,λ ,γ (x) be the coefficients r (x) , which are found
from the functions qn and qmin,λ ,γ via (3.9) and (5.16) respectively. Then there exists a
number ω0 = ω0 (α,µ,d,σ) ∈ (0,1) depending only on listed parameters such that for any
ω ∈ (0,ω0) there exists a number θ = θ (ω) ∈ (0,1) such that the following convergence
rates are valid:∥∥qmin,λ ,γ −qn∥∥H3(Ω) ≤ θ n∥∥qmin,λ ,γ −q0∥∥H4(Ω) , n = 1,2, . . . ,(5.20) ∥∥rmin,λ ,γ (x)− rn∥∥L2(0,2αa−µ) ≤ θ n∥∥qmin,λ ,γ −q0∥∥H4(Ω) , n = 1,2, . . . ,(5.21)
‖q∗−qn‖H1(Ra,α,µ) ≤ Bσκ +θ n
∥∥qmin,λ ,γ −q0∥∥H4(Ω) , n = 1,2, . . . ,(5.22)
‖r∗− rn‖L2(0,2αa−µ) ≤ Bσ
κ +θ n
∥∥qmin,λ ,γ −q0∥∥H4(Ω) , n = 1,2, . . .(5.23)
REMARK 5.1. Estimates (5.20)-(5.23) imply that the sequence {Yn} in (5.19) generates
the sequence of coefficients {rn} , which converges globally to the function rmin,λ ,γ . Also, the
sequence {rn} converges globally to the exact coefficient r∗ as long as the level of the noise
ξ in the data tends to zero. The global convergence property is due to the fact that the starting
point Y0 of iterations (5.19) is an arbitrary point of the ball P0 (2d)⊂H30 (Ω) and the radius d
of this ball is an arbitrary number.
CONVEXIFICATION METHOD FOR A 1D WAVE EQUATION 11
REMARK 5.2. Theorem 1 was proven in [36]. Theorem 3 is a straightforward conse-
quence of Theorem 2 combined with Lemma 2.1 of [2]. Moreover, it is obvious that Theorem
4 follows immediately from Theorems 2, 3 and (5.9). Thus, we do not prove Theorems 1, 3
and 4 in this paper.
REMARK 5.3. The most important difference between proofs of Theorems 2,5,6 and
some theorems of [36] is that, unlike [36], we do not work here with an integral differential
equation.
6. Proofs of Theorems 2,5,6. In this section, (x, t)∈Ω,where the rectangleΩ is defined
in (3.1).
6.1. Proof of Theorem 2. Consider two arbitrary functions q1,q2 ∈ P(d,s0,s1). Let
h = q2−q1. By (4.5), (5.6) and the triangle inequality,
(6.1) h ∈ P0 (2d).
As it was noticed in section 4, embedding theorem implies P(d, p0, p1),P0 (2d) ⊂ C2
(
Ω
)
.
Also, (4.7) and (6.1) lead to:
(6.2) ‖q‖C2(Ω) ≤ B, ∀q ∈ P(d,s0,s1), ‖h‖C2(Ω) ≤ B.
First, we evaluate the expression [M (q1+h)]
2− [M (q1)]2 ,
M (q1+h) = (q1xx−2q1xt +4q1x (x,0)q1)+(hxx−2hxt +4hx (x,0)q1+4q1x (x,0)h)
+4hx (x,0)h = M (q1)+(hxx−2hxt +4hx (x,0)q1+4q1 (x,0)h)+4hx (x,0)h.
where the operator M is defined in (4.4). Hence,
[M (q1+h)]
2− [M (q1)]2 = 2M (q1)(hxx−2hxt +4hx (x,0)q1+4q1 (x,0)h)
+8M (q1)hx (x,0)h+[(hxx−2hxt +4hx (x,0)q1+4q1x (x,0)h)+4hx (x,0)h]2 .
(6.3)
In the right hand side of (6.3), the first term is linear with respect to h and other terms are
nonlinear respect to h. Let Mlin (q1)(h) be the linear part of the right hand side of (6.3), i.e.
Mlin (q1)(h) = 2M (q1)(hxx−2hxt +4hx (x,0)q1+4q1x (x,0)h) .
Thus,
[M (q1+h)]
2− [M (q1)]2−Mlin (q1)(h)
= 8M (q1)hx (x,0)h+[(hxx−2hxt +4hx (x,0)w1+4q1x (x,0)h)+4hx (x,0)h]2 .
(6.4)
By (4.4) and (6.2) |M (q1)| ≤ B. Hence, the Cauchy-Schwarz inequality and (6.2) imply that
the right hand side of (6.4) can be estimated from the below as:
[
(hxx−2hxt +4hx(x,0)q1+4q1x(x,0)h)+4hx(x,0)h
]2
+8M (q1)hx (x,0)h≥ 12 (hxx−2hxt)
2−B(h2x (x,0)+h2) .
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It follows from (4.6) and (6.4) that
Kλ ,γ (q1+h)−Kλ ,γ (q1) =
∫
Ω
Mlin (q1)(h)ψλdxdt+2 [q1,h]
+
∫
Ω
[(hxx−2hxt +4hx (x,0)q1+4q1x (x,0)h)+4hx (x,0)h]2ψλdxdt
+8
∫
Ω
(M (q1)hx (x,0)h)ψλdxdt+ γ ‖h‖2H4(Ω) ,
(6.5)
where [·, ·] denotes the scalar product in H4 (Ω) . Define the functional
A(q1) : H40 (Ω)→ R as
(6.6) A(q1)(z) =
∫
Ω
Mlin (q1)(z)ψλdxdt+2γ [q1,z] , ∀z ∈ H40 (Ω) .
Then A(q1) is a bounded linear functional. Next, it follows from (6.5) that
lim
‖y‖H4(Ω)→0
1
‖y‖H4(Ω)
[
Kλ ,γ (q1+ y)−Kλ ,γ (q1)−A(q1)(y)
]
= 0.
Hence, A(q1) is the Freche´t derivative of the functional Kλ ,γ (q) at the point q1. By the Riesz
theorem, there exists unique element
A˜(q1) ∈ H40 (Ω) : A(q1)(z) =
[
A˜(q1) ,z
]
, ∀z ∈ H40 (Ω) .
Thus, we set A˜(q1) = K′λ ,γ (q1) ∈ H40 (Ω) . Hence, using (6.1)-(6.6), we obtain
Kλ ,γ (q1+h)−Kλ ,γ (q1)−K′λ ,γ (q1)(h)≥
1
2
∫
Ω
(hxx−2hxt)2ψλdxdt
−B
∫
Ω
(
h2x (x,0)+h
2)ψλdxdt+ γ ‖h‖2H4(Ω) .(6.7)
We now apply Carleman estimate of Theorem 1 to the right hand side of (6.7),
1
2
∫
Ω
(hxx−2hxt)2ψλdxdt−B
∫
Ω
(
h2x (x,0)+h
2)ψλdxdt+ γ ‖h‖2H4(Ω)
≥C
∫
Ω
[
λ
(
h2x +h
2
t
)
+λ 3h2
]
ψλdxdt−B
∫
Ω
h2ψλdxdt
+C
a∫
0
[
λh2x +λ
3h2
]
(x,0)e−2λxdx−B
∫
Ω
h2x (x,0)ψλdxdt+ γ ‖h‖2H3(Ω)
−Ce−2λαT˜
a∫
0
[
λh2x +λ
3h2
](
x, T˜
)
dx+ γ ‖h‖2H4(Ω) .
(6.8)
Next,
∫
Ω
h2x (x,0)ψλdxdt =
a∫
0
h2x (x,0)e
−2λxdx
 T˜∫
0
e−2λαtdt
≤ 1
2λα
a∫
0
h2x (x,0)e
−2λxdx.
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Hence, (6.8) implies that
1
2
∫
Ω
(hxx−2hxt)2ψλdxdt−B
∫
Ω
(
h2x (x,0)+h
2)ψλdxdt
+ γ ‖h‖2H4(Ω) ≥C
∫
Ω
[
λ
(
h2x +h
2
t
)
+λ 3h2
]
ψλdxdt−B
∫
Ω
h2ψλdxdt
+C
a∫
0
[
λh2x +λ
3h2
]
(x,0)e−2λxdx− B
2λα
a∫
0
h2x (x,0)e
−2λxdx+ γ ‖h‖2H4(Ω)
−Cλ 3e−2λαT˜‖h(x, T˜ )‖2H1(0,a).
(6.9)
By the trace theorem,
‖z(x, T˜ )‖2H1(0,a) ≤C1 ‖z‖2H4(Ω) , ∀z ∈ H4 (Ω) .
Choose λ1 = λ1 (α,d,Ω)≥ λ0 ≥ 1 so large that
e−λαT˜ ≥CC1λ 3e−2λαT˜ , Cλ 3 ≥ Bλα +2B, ∀λ ≥ λ1.
Also, choose γ ∈ [2e−λαT˜ ,1). Then (6.9) implies that
1
2
∫
Ω
(hxx−2hxt)2ψλdxdt−B
∫
Ω
(
h2x (x,0)+h
2)ψλdxdt
+ γ ‖h‖2H4(Ω) ≥ B
∫
Ω
[
λ
(
h2x +h
2
t
)
+λ 3h2
]
ψλdxdt+
γ
2
‖h‖2H4(Ω)
+B
a∫
0
[
λh2x +λ
3h2
]
(x,0)e−2λxdx.
(6.10)
Next, by (3.1), (4.2) and (5.1) Ra,α,µ ⊂ Ra ⊂Ω and also by (4.3) ψλ (x, t)≥ e−2λ (2αa−µ) for
(x, t) ∈ Ra,α,µ . Hence, (6.10) implies that
1
2
∫
Ω
(hxx−2hxt)2ψλdxdt−B
∫
Ω
(h2x(x,0)+h
2)ψλdxdt+ γ ‖h‖2H4(Ω)
≥ Be−2λ (2αa−µ)
(
‖h‖2H1(Ra,α,µ) +‖h(x,0)‖
2
H1(0,2αa−µ)
)
+
γ
2
‖h‖2H4(Ω) .
Estimates (6.7) and (6.1) imply the target estimate of this theorem. 
6.2. Proof of Theorem 5. Given (5)-(5.9), consider K˜λ ,γ (Y ∗) ,
(6.11) K˜λ ,γ (Y
∗) = Kλ ,γ (Y ∗+Q) , Y ∗ ∈ P0 (2d) .
By (4.4), (5.3) and (5)
(6.12) M (Y ∗+Q) = M (q∗)+ M˜ (Y ∗,Q−Q∗) = M˜ (Y ∗,Q−Q∗) .
Since functions Y ∗,Q,Q∗ ∈H4 (Ω) and since by embedding theorem H4 (Ω)⊂C2 (Ω) , then
(5.5) implies that
∣∣∣M˜ (Y ∗,Q−Q∗)∣∣∣(x, t) ≤ Bσ . Hence, using (4.6), (6.11) and (6.12), we
obtain
(6.13) K˜λ ,γ (Y
∗)≤ B(σ2+ γ) .
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By Theorem 4, for Y ∈ P0 (2d) , we consider the number λ2 = λ1 (α,3d,Ω) ≥ λ1 (α,d,Ω) .
Recall that numbers λ = λ (σ) ≥ λ2 and γ = γ (σ) = 2e−λαT˜ are the same as in (5.13) and
(5.14) respectively. Using (5.10), we obtain
K˜λ ,γ (Y
∗)− K˜λ ,γ
(
Ymin,λ ,γ
)− K˜′λ ,γ (Ymin,λ ,γ)(Y ∗−Ymin,λ ,γ)
≥Be−2λ (2αa−µ)
(∥∥Y ∗−Ymin,λ ,γ∥∥2H1(Ra,α,µ) +∥∥Y ∗ (x,0)−Ymin,λ ,γ (x,0)∥∥2H1(0,2αa−µ)
)
+
γ
2
‖Y ∗−Y‖2H4(Ω) .
(6.14)
Since −K˜λ ,γ
(
Ymin,λ ,γ
)≤ 0 and since by (5.11) −K˜′λ ,γ (Ymin,λ ,γ)(Y ∗−Ymin,λ ,γ)≤ 0, then,
using (6.13), we estimate the first line of (6.14) from the above as:
K˜λ ,γ (Y
∗)− K˜λ ,γ
(
Ymin,λ ,γ
)− K˜′λ ,γ (Ymin,λ ,γ)(Y ∗−Ymin,λ ,γ)≤ B(σ2+ e−λαT˜) .
We now estimate from the below the second line of (6.14). It follows from (5.5), (5), (5.15)
and the triangle inequality that∥∥Y ∗−Ymin,λ ,γ∥∥H1(Ra,α,µ) = ∥∥(Y ∗+Q∗)− (Ymin,λ ,γ +Q)+(Q−Q∗)∥∥H1(Ra,α,µ)
≥ ∥∥q∗−qmin,λ ,γ∥∥H1(Ra,α,µ)−σ .(6.15)
It follows from the Young’s inequality that (x1− x2)2 ≥ x21/2− x22 for all x1,x2 ∈ R. Hence,
(6.15) implies that∥∥Y ∗−Ymin,λ ,γ∥∥2H1(Ra,α,µ) ≥ 12 ∥∥q∗−qmin,λ ,γ∥∥2H1(Ra,α,µ)−σ2.
Similarly, using (5.5), (5.16) and the trace theorem, we obtain
(6.16)
∥∥Y ∗ (x,0)−Ymin,λ ,γ (x,0)∥∥2H1
(0,2αa−µ)
≥ B∥∥r∗ (x)− rmin,λ ,γ (x)∥∥2L2(0,2αa−µ) −Bσ2.
Combining (6.14)-(6.16), we obtain
e−2λ (2αa−µ)
(∥∥q∗−qmin,λ ,γ∥∥2H1(Ra,α,µ) +∥∥r∗ (x)− rmin,λ ,γ (x)∥∥2L2(0,2αa−µ)
)
≤ B(σ2+ e−λαT˜ ).
Or, equivalently, ∥∥q∗−qmin,λ ,γ∥∥2H1(Ra,α,µ) +∥∥r∗ (x)− rmin,λ ,γ (x)∥∥2H1(0,2αa−µ)
≤ Bσ2e2λ (2αa−µ)+Bexp[−λ (α(T˜ −4a)+µ)].
(6.17)
Recall that lnσ−1/(2(2αa−µ))0 ≥ λ2 and σ ∈ (0,σ0) . Since by (5.13) λ = λ (σ) > λ2, then in
(6.17)
(6.18) σ2e2λ (2αa−µ) = σ , exp
[
−λ
(
α
(
T˜ −4a
)
+2µ
)]
= σν ,
where ν > 0 is the number defined in (5.12). Thus, using (6.17) and (6.18), we obtain∥∥q∗−qmin,λ ,γ∥∥H1(Rb,α,µ) ≤ B(√σ +σν/2) ,(6.19) ∥∥r∗ (x)− rmin,λ ,γ (x)∥∥L2(0,2αb−µ) ≤ B(√σ +σν/2) .(6.20)
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Estimates (6.19) and (6.20) combined with (5.12) imply the target estimates (5.17) and (5.18)
of this theorem. 
6.3. Proof of Theorem 6. Combining Theorem 2 with Theorem 2.1 of [2], we obtain
that the number θ ∈ (0,1) exists and estimate (5.20) holds. Estimate (5.21) follows from
(5.20), the trace theorem and (3.9). Estimate (5.22) follows from (5.17), (5.20) and the tri-
angle inequality. Similarly, (5.23) follows from (5.18), (5.21) and the triangle inequality.

7. Numerical Implementation. In this section, we describe our numerical procedure to
solve the Minimization Problem formulated in section 4.2. We work with the finite difference
analog of the functional Kλ ,γ defined in (4.6). To do this, we use the uniform grid Ωh ⊂ Ω,
where h = (hx,ht). More precisely, for certain integers Nx,Nt > 1
(7.1) Ωh = {(x, t) : x = (i−1)hx, t = ( j−1)ht , i = 1, . . . ,Nx+1, j = 1, . . . ,Nt +1}.
In all numerical studies of this paper we take a = 1.1
√
c, see (2.16). Therefore, by (3.1) we
have Ω as
Ω=
(
0,1.1
√
c
)
× (0,2.2√c).
We denote values of the function functions q(x, t) at the grid points of the domain Ωh
by qi, j = q(xi, t j). Define the finite-difference analog Mi, j = M(qi, j) of the operator M(q) in
(4.4) at the point (xi, t j) as
Mi, j =
(
qi−1, j−2qi, j +qi+1, j
h2x
)
−2
((
qi+1, j+1−qi+1, j
hxht
)
−
(
qi, j+1−qi, j
hxht
))
+4
(
qi+1,1−qi,1
hx
)
qi, j,
(7.2)
Following (3.9), denote
(7.3) rcomp(x) = 4
(
qi+1,1−qi,1
hx
)
, for x = xi, ∀i ∈ [1,Nx].
Thus, we define the finite difference analog Khλ ,γ (q) of the functional Kλ ,γ as
Khλ ,γ (q) =
Nx
∑
i=2
Nt
∑
m=1
[Mi, j]
2ψλ (xi, t j)hxht + γ
Nx+1
∑
i=1
Nt+1
∑
m=1
(qi, j)2hxht
+ γ
Nx
∑
i=1
Nt
∑
m=1
{(
qi+1, j−qi, j
hx
)2
+
(
qi, j+1−qi, j
ht
)2}
hxht
+ γ
Nx
∑
i=2
Nt
∑
m=2
{(
qi−1, j−2qi, j +qi+1, j
h2x
)2
+
(
qi, j−1−2qi, j +qi, j+1
h2t
)2}
hxht ,
(7.4)
Supplying the gradient of the functional Khλ ,γ via explicit formula significantly reduces com-
putational time of the minimization procedure. The gradient of the functional∇Khλ ,γ is defined
as a vector of partial derivatives with respect to the values qi, j of the function at the grid points
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x = xi∗ , t = t j∗
∂Khλ ,γ (q)
∂qi∗, j∗
=
Nx
∑
i=2
Nt
∑
m=1
2Mi, j
∂Mi, j
∂qi∗, j∗
ψλ (xi, t j)hxht +2γ
{
Nx+1
∑
i=1
Nt+1
∑
m=1
qi, j
∂qi, j
∂qi∗, j∗
+
Nx
∑
i=1
Nt
∑
m=1
1
hx
(
qi+1, j−qi, j
hx
)(
∂qi+1, j
∂qi∗, j∗
− ∂qi, j
∂qi∗, j∗
)
+
Nx
∑
i=1
Nt
∑
m=1
1
ht
(
qi, j+1−qi, j
ht
)(
∂qi, j+1
∂qi∗, j∗
− ∂qi, j
∂qi∗, j∗
)
+
Nx
∑
i=2
Nt
∑
m=2
1
h2x
(
qi−1, j−2qi, j +qi+1, j
h2x
)(
∂qi−1, j
∂qi∗, j∗
−2 ∂qi, j
∂qi∗, j∗
+
∂qi+1, j
∂qi∗, j∗
)
+
Nx
∑
i=2
Nt
∑
m=2
1
h2t
(
qi, j−1−2qi, j +qi, j+1
h2t
)(
∂qi, j−1
∂qi∗, j∗
−2 ∂qi, j
∂qi∗, j∗
+
∂qi, j+1
∂qi∗, j∗
)}
hxht .
(7.5)
However the formula (7.5) is not an explicit one yet. Hence, we use the formula ∂qi, j∂qi∗ , j∗ =
δi∗, j∗ , where δi, j denotes Kronecker symbol.
The following simplest example explains our idea of using Kronecker symbol on how to
obtain explicit formulas of derivatives in (7.5)
∂
∂qi∗, j∗
Nx
∑
i=1
Nt
∑
m=1
(
qi+1, j−qi, j
hx
)2
=
Nx
∑
i=1
Nt
∑
m=1
2
hx
(
qi+1, j−qi, j
hx
)(
∂qi+1, j
∂qi∗, j∗
− ∂qi, j
∂qi∗, j∗
)
=
Nx
∑
i=1
Nt
∑
m=1
2
hx
(
qi+1, j−qi, j
hx
)(
δi∗−1, j∗ −δi∗, j∗
)
=− 2
hx
(
qi∗−1, j∗ −2qi∗, j∗ +qi∗+1, j∗
hx
)
.
Thus we obtain the following explicit formulas for the derivatives in (7.5)
∂Khλ ,γ (q)
∂qi∗, j∗
= hxht
{
2
h2x
(
Mi∗−1, j∗ψ i
∗−1, j∗
λ −2Mi∗, j∗ψ i
∗, j∗
λ +Mi∗+1, j∗ψ
i∗+1, j∗
λ
)
− 4
hxht
(
Mi∗−1, j∗−1ψ i
∗−1, j∗−1
λ −Mi∗−1, j∗ψ i
∗−1, j∗
λ −Mi∗, j∗−1ψ i
∗, j∗−1
λ +Mi∗, j∗ψ
i∗, j∗
λ
)
+
8
hx
(
Mi∗−1,1ψ i
∗−1,1
λ qi∗−1,1−Mi∗,1ψ i
∗,1
λ qi∗,1+Mi∗, j∗ψ
i∗, j∗
λ (qi∗+1,1−qi∗,1)
)}
+2γhxht
{
qi∗+2, j∗ −4qi∗+1, j∗ +6qi∗, j∗ −4qi∗−1, j∗ +qi∗−2, j∗
h4x
− qi∗+1, j∗ −2qi∗, j∗ +qi∗−1, j∗
h2x
+
qi∗, j∗+2−4qi∗, j∗+1+6qi∗, j∗ −4qi∗, j∗−1+qi∗, j∗−2
h4t
− qi∗, j∗+1−2qi∗, j∗ +qi∗, j∗−1
h2t
+qi∗, j∗
}
,
(7.6)
where i∗ ∈ [3,Nx−1], j∗ ∈ [3,Nt −1] and ψ i
∗, j∗
λ = ψλ (xi∗ , t j∗).
The derivatives in (7.6) are defined only in the interior of the domainΩh, defined in (7.1).
In addition it is necessary to approximate the partial derivatives of Khλ ,γ (q) on the boundary
of this domain, using Taylor expansion of ∂Khλ ,γ(q)/∂qi∗, j. This is because the function
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rcomp(x) defined in (7.3) is updated on every iteration of the gradient descent method. Thus,
for i∗ = 1,2 and j ∈ [3,Nx−1] we set
∂Khλ ,γ (q)
∂qi∗, j∗
=
∂Khλ ,γ (q)
∂qi∗+1, j∗
−
(
1
hx
(
∂Khλ ,γ (q)
∂qi∗+2, j∗
−
∂Khλ ,γ (q)
∂qi∗+1, j∗
))
hx+
(
1
h2x
(
∂Khλ ,γ (q)
∂qi∗+1, j∗
−2
∂Khλ ,γ (q)
∂qi∗+1, j∗
+
∂Khλ ,γ (q)
∂qi∗+3, j∗
))
h2x +o(h
2
x)≈
5
2
∂Khλ ,γ (q)
∂qi∗+1, j
−2
∂Khλ ,γ (q)
∂qi∗+2, j
+
1
2
∂Khλ ,γ (q)
∂qi∗+3, j
.
(7.7)
Thereafter for i∗ = Nx,Nx+1 and j ∈ [3,Nx−1]
∂Khλ ,γ (q)
∂qi∗, j∗
=
5
2
∂Khλ ,γ (q)
∂qi∗−1, j
−2
∂Khλ ,γ (q)
∂qi∗−2, j
+
1
2
∂Khλ ,γ (q)
∂qi∗−3, j
,
we define ∂Khλ ,γ (q)/∂qi, j∗ on the rest of the boundary, i.e. for j
∗ = 1,2,Nt ,Nt +1 and
i ∈ [1,Nx+1], similarly to (7.4),(7.7).
REMARK 7.1. Note that the functional in (7.4) uses the Tikhonov regularization term
in the H2(Ωh) norm instead of the H3(Ωh) required by the theory. We have established
numerically that this is sufficient for computations.
7.1. Gradient descent method (GDM). Even though Theorem 6 guarantees global
convergence of the gradient projection method, we have numerically established that the sim-
pler to implement gradient descent method (GDM) works well for our studies. The latter
coincides with the conclusions of all above cited publications on the numerical studies of the
convexification, e.g. see [2, 22, 27, 26, 24, 23]. We now apply the GDM to find the mini-
mizer of functional (7.4). According to our theory, the initial guess for the GDM can be an
arbitrary function q0(x, t) ∈ P(d,s0,s1). We choose the initial guess q0(x, t) as the solution to
the following problem, derived from (3.6)-(3.7) by setting r(x) = 4qx(x,0) = 0 and assuming
s1(t) = 0 for t ≥ 2b, see (3.1). Thus,
q0xx−2q0xt = 0, (x, t) ∈ (0,b)× (0, T˜ ),
q0 (0, t) = s0 (t) , q0x (0, t) = s1 (t) , q
0
x(b, t) = 0, t ∈ (0, T˜ ),
which has the unique solution
(7.8) q0(x, t) = s0(t)+
1
2
t+2x∫
t
s1(τ)dτ, (x, t) ∈Ω,
where functions s0(t) and s1(t) are obtained from the pre-processed data g0(t),g1(t) (2.5),
see Appendix for a more detailed explanation of the data simulation and pre-processing. In
the case of the computationally simulated data the functions g0(t),g1(t) are obtained from the
numerical solution of the Forward Problem (2.3)-(2.4) via the tridiagonal matrix algorithm
[11].
REMARK 7.2. Other forms of the initial guess in a discrete analog Ph(d,s0,s1) of the set
P(d,s0,s1) can also be chosen, see the section below. Such choices will not lead to significant
different solutions, due to the global convergence of our numerical method, see Theorem 6 of
section 5.
In all numerical tests of this paper we choose Nx = 100,Nt = 100. In all further computations
of inverse problems with simulated data we use the multiplicative random noise of the level
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δ ∗ = 0.05, i.e. 5%. Since we use functions s0(t) = g′0(t) and s1(t) = g
′′
0(t)+g
′
1(t), we need to
differentiate the noisy data g0(t),g1(t)., which we do by taking derivatives of the envelopes,
see Figure 2. More detailed decription of data pre-processing and differentiation is given in
Appendix.
(a) g0(t) and its envelope. (b) g1(t) and its envelope.
Fig. 2: The simulated data g0(t),g1(t) for c˜(y) in (7.10), w∗ = 0.1, Ac = 0.2 and the mul-
tiplicative random noise level δ = 0.05. The solid line depicts the data computed from the
solution of the Forward Problem with 5% added multiplicative random noise.
The following values of parameters were used:
(7.9) λ = 2, γ = 10−6, α = 0.5, hx = 0.01, ht = 0.02.
The parameters (7.9) were found by the trial and error procedure, and they work well for
the numerical studies of this paper. We point out that even though our above theory requires
large values of the parameter λ , our numerical experience tells us that λ = 2 provides decent
results. This is consistent with other numerical results on the convexification, where it was
computationally established that λ ∈ [1,3]works well numerically [2, 22, 27, 26, 24, 23]. The
topic of optimal choices of parameters is outside of the scope of this paper. For brevity we
use everywhere below notations for functions and variables in continuous setting, although
we work with discrete setting as stated above.
Denote the result obtained on k-th iteration of the GDM by qk(x, t). Using this function,
we calculate the function rk(x) via (3.9). After a sufficient number of iterations kstop we
come up with the computed coefficient rcomp(x) = rkstop(x). Thus we formulate Algorithm
7.1 for solving the Minimization Problem for functional Khλ ,γ(q) on the set P
h(d,s0,s1), i.e.
in (4.5) Ω is replaced with Ωh, H3 (Ω) is replaced with the discrete analog of H2 (Ω) . We
use the discrete version of the space H2 (Ω) because the regularization term in Khλ ,γ (q) uses
the discrete form of the norm in this space.
Thus, the numerical procedure described in Algorithm 7.1 delivers the numerical solu-
tion of the CIP2. We describe here two tests for the developed numerical algorithm. The
calculated functions rcomp(x) for both tests were interpolated with cubic splines on the finer
grid with N′x = 450 grid points. This interpolation is an important step for the reconstruction
of the target functions c(y), see section 7.2. The results of the reconstruction of the func-
tions rcomp(x) are depicted on Figure 3. The corresponding errors for the reconstructions are
summarized in Table 1.
Test 1. The true function r∗(x) to be reconstructed as well as the simulated data were
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Algorithm 7.1 The minimization of the functional Khλ ,γ via GDM.
1: Compute function q0(x, t) via (7.8).
2: Compute ∇Khλ ,γ(q
k) and perform one step of the GDM to find qk+1(x, t),k = 0,1, . . . .
3: Calculate rk+1(x) using qk+1(x, t) in (7.3).
4: Repeat steps 2,3 while ‖Khλ ,γ(qk)‖∞ > 10−2‖Khλ ,γ(q0)‖∞ or
‖∇Khλ ,γ(qk)‖∞ > 10−2‖∇Khλ ,γ(q0)‖∞. Let kstop be the last iteration number at which ei-
ther of these inequalities holds. Then stop at k = kstop..
5: Compute the rcomp(x) by (7.3) using qkstop(x, t).
calculated from c˜(y) given by
(7.10) c˜(y) =
(
1−Ac exp
(
− (y−0.5)
2
2w2c
))−2
, wc = 2
√
2ln2w∗,
where w∗ is full width at half maximum. The maximal value of the function c˜(y) is
max(c˜∗(y)) = 1/(1−Ac)2. For the first test we choose Ac = 0.2 and w∗ = 0.075, which
corresponds to the maximal value of the dielectric constant of max(c(y)) = 1.56, see Figure
3 (a) and solid line on Figure 4 (a).
Test 2. The true function for the second test r∗(x) is calculated from c˜(y) given by the
sum of two functions of the form (7.10), centered at y = 0.3 and y = 0.7 with Ac = 0.2 and
w1 = 2
√
2ln2w∗1, w
∗
1 = 0.1 and w2 = 2
√
2ln2w∗2, w
∗
2 = 0.075, see Figure 3 (b) and solid line
on 6 (a).
c˜(y) =
(
1−Ac exp
(
− (y−0.3)
2
2w21
)
−Ac exp
(
− (y−0.7)
2
2w22
))−2
.
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Table 1. Relative errors for the numerical solutions of the CIP2.
‖r∗− rcomp‖L2(0,x(b))/‖r∗‖L2(0,x(b))
Test 1. 0.0600
Test 2. 0.0900
(a) Test 1. True c˜(y) given by (7.10) with Ac = 0.2,
w∗ = 0.075. The horizontal axis depicts the values
of y.
(b) Test 1. rcomp(x) computed via the Algorithm 7.1
compared to the true function r∗(x) defined by c˜(y)
in (7.10) depicted on (a). The horizontal axis depicts
the values of x.
(c) Test 2. True c˜(y) given by the sum of two func-
tions of the form (7.10), centered at y = 0.3 and
y = 0.7 with Ac = 0.2 and w∗1 = 0.1,w
∗
2 = 0.1.
(d) Test 2. rcomp(x) computed via the Algorithm 7.1
compared to the true function r∗(x) defined by c˜(y)
in (7.10) depicted on (b). The horizontal axis depicts
the values of x.
Fig. 3: Numerical solutions (b),(d) of CIP2 for noisy data with δ = 0.05 for c˜(y) depicted on
(a),(c). See Table 1 for the reconstruction errors.
7.2. Reconstruction of c(y) from the rcomp(x) using weighted least-squares (WLS).
In this section we describe the second stage of the reconstruction procedure. More precisely,
we show how to numerically reconstruct function c˜(y) from rcomp(x). Since c(y) ∈ [1,c] and
x ∈ (0,a), then the upper estimate for the value of y is y= max(1,a). However, we were only
interested in the values of c(y) on the interval (0,1), therefore we enforce y = 1. Assume
that the the values of the function r (x) are obtained via Algorithm 7.1 of section 7.1 on the
interval (0,a). Relation between c(y) and r(x) is given by the quasilinear differential equation
(2.8) coupled with (2.6).
Denote c˜(y) = c(y)−1/2. Then, using the substitution S(x) =
√
c˜(y(x)) we arrive at the
following initial value problem for p˜(x) = c˜(y(x)):
CONVEXIFICATION METHOD FOR A 1D WAVE EQUATION 21
Given the function r(x), x ∈ (0,a), find the function p˜(x) ∈C2(R) and satisfying
p˜′′(x)p˜(x)/2− (p˜′(x))2/4 = r(x), x ∈ (0,a),(7.11)
p˜(0) = 1, p˜′(0) = 0, p˜′′(0) = 0,(7.12)
y′(x) = p˜(x), y(0) = 0.(7.13)
There are two significant difficulties associated with the numerical solution of problem
(7.11)-(7.13). First, the dependence y = y(x) is unknown, whereas the right hand side r(x) of
equation (7.11) is reconstructed by Algorithm 7.1 as the function of x. Second, the problem
(7.11)-(7.13) is overdetermined. We explain below how do we handle these two difficulties.
We have attempted to solve problem (7.11)-(7.13) via the Runge-Kutta method, on of the
whole interval x ∈ [0,a] for a piecewise constant function p˜(x) without the condition
p˜′′(0) = 0. Additionally, we assume here that p˜(x) = 1, for x ≤ 0. This allows us to recover
p˜(x) and to compute y = y(x) via (7.13). However, we have observed numerically that this
approach does not provide sufficiently accurate reconstructions due to the fact that the func-
tion r(x) attains both positive and negative values, see Figure 4 (a). Hence, we formulate an
alternative approach to solve problem (7.11)-(7.13). This approach requires the assumption
p˜′′(0) = 0. Note that this assumption is quite natural, because of (2.2).
(a) r(x) computed via (7.11) for p˜(x) = c˜(y(x)) in
(7.10), w∗ = 0.075, Ac = 0.2, the corresponding l =
b2 − b1 = 0.073. In addition vertical dashed lines
indicate edges of the interval (b1,b2), where r(x) >
0.
(b) Optimal choice of ρ∗(l), computed via WLS for
p˜(x) = c˜(y(x)) in (7.10), l ≈w∗, Ac = 0.2 (triangles)
and Ac = 0.5130 (squares) in double log scale.
Fig. 4: The optimal parameters of WLS reconstruction method for the test function of the form
(7.10). The horizontal for (a) depicts the values of x and the horizontal axis for (b) depicts
the values of l.
Assume that the function rcomp(x) attains negative values on the intervals
(a1,a2),(a3,a4), . . . ,(an,an+1)
and positive values on
(b1,b2),(b3,b4), . . . ,(bm,bm+1),
where numbers a1,a2, . . . and b1,b2, . . . are found approximately. To illustrate our idea, con-
sider the simplest case of the function r(x), depicted on Figure 4 (a). The corresponding
function p˜(x) is defined in (7.10). We explain below how do we find the values a1,a2, . . .
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(a) c˜comp(y) computed via WLS with optimal value
of ρ = 34.98 (circles) and via WLS with ρ = 0
(dashed line). Solid line depicts the exact p˜(x),
which is generated by c˜(y) in (7.10).
(b) c˜comp(y)− c˜∗(y) for WLS with optimal choice of
ρ = ρ∗(l) (crossed line) compared with the Runge-
Kutta method (dashed line).
Fig. 5: The horizontal axis depicts the values of y, see the text of section 7.2 for an explana-
tion. (a) Computed functions and (b) reconstruction error c˜comp(y)− c˜∗(y) for WLS and for
the MATLAB built-in ”ode45”, a six-stage, fifth-order, Runge-Kutta method, where c˜comp(y)
and c˜∗(y) denote the computed and true functions respectively.
and b1,b2, . . . . We first, solve the problem (7.11)-(7.12) by the Runge-Kutta method on the
subinterval x ∈ (a1,a2) without using the condition p˜′′(0) = 0, as we have described earlier.
Next, we solve problem (7.11)-(7.12) on the interval x ∈ (b1,b2) by WLS with a particular
choice of the weight function. This approach provides a higher accuracy, compared with the
Runge-Kutta method. The latter method results in a great deal of instability for x ∈ (b1,b2),
e.g. see Figure 5 (b) and Figure 6 (b). More precisely we minimize the following functional:
(7.14) Lρ(p˜) =
∫ b2
b1
∣∣p˜′′(x)p˜(x)/2− (p˜′(x))2/4− r(x)∣∣2 e−2ρ(x−b1)dx, ρ ∈ R, ρ > 1,
where ρ is the parameter, which is similar to the parameter λ in the functionl Kλ ,γ . Numbers
p˜(b1) = p˜(a2), p˜′(b1) = p˜′(a2), p˜′′(b1) = p˜′′(a2) are found from the solution of the prob-
lem (7.11)-(7.13) on x ∈ (a1,a2) via the Runge-Kutta method, with a1 = 0 in our particular
case. Simultaneously with the minimizer we find the solution to the problem. See the results
obtained via the described procedure on Figures 4, 6. The initial guess for the minimization
of functional (7.14) is the cubic parabola p˜0(x), satisfying p˜0(x) = p˜(a2), p˜′0(x) = p˜
′(a2),
p˜′′0(x) = p˜
′′(a2) at x = b1 and p˜0(x) = 1 at x = b2.
In the more general case, assuming that bi = ai+1. Then the procedure is as follows:
a) for each interval (ai,ai+1) the Runge-Kutta method is applied,
b) for each interval (bi,bi+1) WLS is applied.
We have established numerically that this procedure is stable as long as not too many intervals
are involved.
REMARK 7.3. Functional (7.14) is very similar to the functional used in the convexifi-
cation in [23]. In particular, a Carleman estimate for the operator d2/dx2 with the weight
function e−2ρ(x−b1) can be proven. In addition, analogs of Theorems 2-6 can be proven, we
refer to [23] for similar results.
As soon as p˜(x) is computed for x ∈ (0,a), we solve (7.13) to find the dependence y =
y(x). Since the number a is only an upper estimate for the interval of values of x and since we
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know that y ∈ (0,1), then we solve (7.13) by the Runge-Kutta method until either y ≥ y = 1
or x = a. In our numerical experiments we observe that we always stop computation at y= 1.
The latter allows us to tabulate the values of c˜(y) via p˜(x) = c˜(y(x)). This is how Figures 5
and 6 are drawn.
We can choose the parameter ρ that leads to the lowest relative error in the reconstruction
of c˜(y). This parameter depends on the length l = b2−b1 of the interval (b1,b2). For a given
pair (c˜(y), l) an optimal value of the parameter ρ(c˜(y), l) = ρ∗(c˜(y), l) is found numerically.
The dependence of the optimal value on l for two sets of functions c˜(y) is shown on Figure
4 (b). This technique can be used to reconstruct an arbitrary function c˜(y), such that corre-
sponding p˜(x) changes its sign on a finite number of intervals. In this paper, we use a simple
model (7.10) to simulate the data. The optimal value of the parameter ρ∗(c˜∗(y), l) depends
on the function c˜∗(y). Since this paper considers only the functions of the form (7.10), then
the values of the optimal parameters can be approximated using the values obtained from
the simulated data for c˜∗(y) with a given Ac and w∗ ≈ l, see Figure 4 (b). We have found
the optimal value ρ∗(c˜∗(y), l) for the data simulated for two types of functions of the form
(7.10) with max(c˜(y)) = 1.56 and max(c˜(y)) = 3.80. Next, we have found numerically that
if max(c˜(y)) ∈ [1.56,3.80] then the value of ρ∗(c˜(y), l) can be taken as
ρ∗(c˜(y), l) = (ρ∗(c˜∗1.56, l)+ρ
∗(c˜∗3.80, l))/2, see Figure 5 (b),
ρ∗(c˜∗1.56, l) = 2.1457/l, ρ
∗(c˜∗3.80, l) = 2.1081/l+14.40.
Combining the above steps, we arrive at Algorithm 7.2, which finds approximate values of
c˜(y) on the whole interval y ∈ (0,1).
(a) c˜comp(y), computed via WLS with (ρ = 34.98,
crossed line) and without (ρ = 0, solid line) an opti-
mal choice of ρ(l).
(b) Error function c˜comp(y)− c∗(y) for the WLS
with an optimal choice of ρ = ρ∗(l) (solid line),
compared to the Runge-Kutta method (dashed line).
Fig. 6: The horizontal axis depicts the values of y, see the text of section 7.2 for an expla-
nation. (a) Computed functions and (b) reconstruction error c˜comp(y)− c˜∗(y) for WLS and
MATLAB built-in ”ode45”, a six-stage, fifth-order, Runge-Kutta method, where c˜comp(y) and
c˜∗(y) denote the computed and true functions respectively. See Figure 4 (b) for the values of
the optimal parameter ρ∗(l).
REMARK 7.4. It is clear from Figures 4 (a) and 6 (a) that the wrong choice of parameter
ρ(l) leads to significant reconstruction errors.
REMARK 7.5. Results depicted on Figure 6 demonstrate a significant accuracy improve-
ment of the numerical reconstruction of c˜(y) by WLS method as compared with the conven-
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Algorithm 7.2 Reconstruction of c(y) from the rcomp(x) using WLS
1: Given the function rcomp(x) computed via Algorithm 7.1, determine the intervals
(a1,a2),(a2,a3), . . . ,(an,an+1), where rcomp(x)> 0 and (b1,b2),(b2,b3), . . . ,(bm,bm+1),
where rcomp(x)≤ 0.
2: Solve (7.11)-(7.12) via the Runge-Kutta method for x ∈ (an,an+1), n = 1,2, . . . .
3: Compute the boundary conditions for p˜(bn), p˜′(bn), p˜′′(bn) for bn = an+1 and an initial
guess for p˜(x), via cubic extrapolation on (bn,bn+1).
4: MinimizeLρ(p˜) on (bm,bm+1), given ρ = ρ∗(l), starting with m = 1.
5: Compute the boundary conditions for p˜(an+2), p˜′(an+2), p˜′′(an+2) at an+2 = bm+1.
6: Compute the function y(x) given p˜(x) on (bm,bm+1) found at step 4.
7: Repeat steps 2-6 for n+1,m+1 until y(an+1)≥ 1 or y(bm+1)≥ 1.
tional Runge-Kutta ”ode45” method of MATLAB.
Table 2. Values of dielectric constants, computed from experimental data. References
containing intervals with correct values of dielectric constants are listed in the first column.
Object max(ccomp) cbcgr εr εtable
1. Bush, see [10] 6.27 1 6.27 [3,20]
2. Wood stake, see [1] 3.21 1 3.21 [2,6]
3. Metal box (buried), see [1] 4.12 [3,5] [12.36,20.60] [10,30]
4. Metallic cylinder (buried), see [1] 5.39 [3,5] [16.17,26.95] [10,30]
5. Plastic cylinder (buried), see [1] 0.26 [3,5] [0.78,1.30]∗ [0.5,1.5]
∗the value of the dielectric constant of the Object 5 is taken as εr = min(ccompcbcgr).
REMARK 7.6. Note that the computed values of are close to the ones of [30], presented
in Table 1 of section 8.
7.3. Numerical tests on experimental data. The experimental data were collected by
A. Sullivan and L. Nguyen for five (5) objects. First two objects, bush and wood stake,
were above the ground. The three buried objects were metallic box, plastic cylinder and
metal cylinder. The data for each object contain 80 temporal samples with the time step
∆t = 0.133ns, which corresponds to imaged distance from 0 to 3.15 meters. We measure the
function g0(t) = u(0, t). As to the function g1(t) = ux(0, t), we calculate it using g0(t) and the
absorbing boundary condition (2.21) of Lemma 1 for x2 = 0. The exact locations of targets
were not of an interest to us since their horizontal coordinates were delivered quite accurately
by GPS. For a more detailed description of the data acquisition scheme see section 7 of [30].
The dielectric constants were not measured when the data were collected. However, it
was known that the burial depth of every underground target was a few centimeters. Addi-
tionally, we knew which targets were located above the ground and which ones were buried
in the ground. Thus, we have computed the values of dielectric constants and compared with
those listed in other references. The background for Objects 3-5, was dry sand, where dielec-
tric constant belongs to [3,5], see [1]. Note that tables usually contain ranges of values of
dielectric constants rather than their exact values [1]. Thus, the problem of the determination
of the material from the experimental data becomes a problem to find the interval for the
values of dielectric constant of the studied object and a further comparison with the known
range of values.
We also note that the data are 1D, whereas the objects are 3D. Thus, the images obtained
here (see Figure 7 (c),(d)) can only be considered an approximate models of the real objects.
We still apply the technique of section 7.3 of [30] for determining of whether the positive or
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negative values of the data should be used for the envelope for the buried objects, see Figures
7 (a),(b). Figures 7 (a),(b) depicts the data collected for two out of five objects. The data were
scaled as in [30], we have multiplied the data by the scaling factor SN = 10−7.
Since our method works on the domain different from the one for which the experimental
data were collected, we scale the real time t in nanoseconds as t ′ = 0.19× 109× t on the
interval t ′ ∈ (0,2) and use the notation t for the scaled time onward. For Figures 7 (a),(b) the
time was scaled back to the real time. We apply Algorithm 7.1 to reconstruct the function r(x)
for each object. Next, Algorithm 7.2 is applied to find the corresponding dielectric constants.
The estimated values of dielectric constants are listed in the Table 2. cbcgr is the value of
the dielectric constant of the background (air for Objects 1-2, dry sand for Objects 3-5). εr
= max(ccompcbcgr) is the estimated dielectric constant of the Object. On the other hand, if
the value of the dielectric constant of the Object is less that the one of the background, e.g.
Object 5 (plastic cylinder), then εr = min(ccompcbcgr) is taken as the dielectric constant of
the Object. εtable is the value of the dielectric constant found in the corresponding reference;
those references are listed in the first column of Table 2.
Conclusions. It is clear from columns 4, 5 of Table 2 that computed dielectric constants
belong to appropriate intervals, furthermore we notice that our computed dielectric constants
are close to the ones of Table 1 of [30].
Appendix A. Data simulation and pre-processing. Let the function c(y) ∈ C3(R) be
given. Consider the domain G = {(y, t) ∈ (−y˜, y˜)× (0, T˜ )}, y˜ = 1.1, T˜ = 2 and a Gh with
Ny = 1600, Nt = 3200. Then, to simulate the data for the inverse problem CIP2, we solve the
following initial value problem problem
c(y)utt = uyy, (y, t) ∈ G,
c(y) = 1, y ∈ (−y˜,0]∪ [1, y˜),
u(y,0) = 0, ut (y,0) = exp(−106y2),
uy(y˜, t)+ut(y˜, t) = 0, uy(−y˜, t)−ut(−y˜, t) = 0,
which is an analog of problem (2.3)-(2.4) supplemented with the absorbing boundary condi-
tion. In addition, for our numerical studies we replaced the initial condition ut (y,0) = δ (y)
with the gaussian ut (y,0) = exp
(−106y2). The numerical solution of the problem stated
above via finite differences delivers the approximate function u(y, t), which is used to com-
pute functions g0(t) = u(0, t), g1(t) = uy(0, t), ∀t ∈ (0, T˜ ).
By (3.8), the data for the inverse problem, i.e. s0(t),s1(t), contain first and second deriva-
tives of the functions g0(t),g1(t), which can not be retrieved numerically due to high oscilla-
tions in the values of the considered functions. Thus, we use their envelopes to approximate
the functions s0(t),s1(t). First, we filter the data by taking only negative values and truncat-
ing to zero the values of the functions g0(t),g1(t) which are less than 0.1×max(|g0(t)|) and
0.1×max(|g1(t)|) respectively. This is true for objects having the dielectric constants greater
than the one of the background. On the other hand, for the above case of the plastic cylinder,
buried in the ground we use the positive values of the functions g0(t),g1(t) with the same
truncation rule, see section 7.3 of [30]. Next, we approximate so truncated functions with the
envelopes of the following forms:
(A.1) g˜i(t) =±g˜1i exp(−g˜2i (t− g˜3i )2), i = 0,1,
where the sign is chosen according to the previous arguments. The parameters g˜1i , g˜
2
i , g˜
3
i are
found using weighted least-squares curve fit (”fit” function) of the Curve Fitting Toolbox of
MATLAB. Samples of approximations (A.1) are depicted on Figure 2.
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(a) The experimental data for Object 2 (wood stake,
standing on the ground) with its envelope, see the
text of the section 7.3 and [30] for the explanation of
the negative values of the envelope.
(b) The experimental data for Object 5 (plastic cylin-
der, buried in sand) with its envelope, see the text of
the section 7.3 and [30] for the explanation of the
positive values of the envelope.
(c) εr(y), computed via WLS with optimal choice of
ρ = ρ∗(l) for Object 5 (plastic cylinder, buried in
sand).
(d) εr(y), computed via WLS with optimal choice of
ρ = ρ∗(l) for Object 5 (plastic cylinder, buried in
sand).
Fig. 7: Experimental data sets for wood stake (a), standing above on the ground and plastic
cylinder, buried in dry sand (b). The horizontal axis for (a)-(b) depicts time in nanoseconds,
the horizontal axis for (c)-(d) depicts the distance from the antenna in meters.
Then, based on (3.8), we set s0(t) = g˜′0(t) and s1(t) = g˜
′′
0(t)+ g˜
′
1(t), where the derivatives
of g˜0(t), g˜1(t) are found explicitly.
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