Abstract. In 2010 Zagier introduced the notion of a quantum modular form. One of his first examples was the "strange" function F (q) of Kontsevich. Here we produce a new example of a quantum modular form by making use of some of Ramanujan's mock theta functions. Using these functions and their transformation behaviour, we also compute asymptotic expansions similar to expansions of F (q).
Introduction and statement of results
In 2010, Zagier [Zag10] sketched a definition of a quantum modular form. Unlike classical modular forms, which are defined on the upper half plane, a quantum modular form is a function only defined on a subset of P 1 (Q). This set can be seen as the border of the upper half plane under the action of the modular group. A quantum modular form should behave well under the action of some subgroup of the modular group, and should comply with some analytical constraints. Recall the action of an element γ = a b c d ∈ SL 2 (Z) on a function f ,
Instead of demanding that f is invariant under this action (which would give a vacuous definition), Zagier demands the difference
to be a function which extends to an analytical function on P 1 (R). The functions that appear in this paper have an integral period, either 1 or 2. Thus it is equivalent to view them as defined on H (or a vertical half-strip of breadth 1 or 2), or the open punctured unit disc. We will discern these two domains by exclusively using the variable z on H and q on the unit disc, the relationship between the two being either q = e 2πiz or q = e πiz . The domain of quantum modular forms, namely P 1 (Q) viewed as the border of the upper half plane, corresponds to the roots of unity and the origin of the unit disc.
One of the first examples studied by Zagier is the function known as Kontsevich's strange function [Zag01] 
where we employ the standard abbreviation
The function is a priori only defined when q is a root of unity, but can be extended to a function in the open unit disc which satisfies near modular properties when we put q = e 2πiz with z ∈ H. Zagier also proves that F has nice asymptotical expansions as q tends to roots of unity radially. Furthermore, he establishes asymptotics for F (ζ k ) as k → ∞, where ζ k = e 2πi k is a primitive kth root of unity. Other asymptotical expansions of this kind have been studied, e.g. in [CR12] and [FOR12] .
Our initial object of study is the function
which is only defined at odd roots of unity. However, this function can be extended to the open unit disc by a straightforward manipulation,
where φ(q) is one of Ramanujan's mock theta functions. Ramanujan defined it in the so-called Eulerian form as
The proof of the equality of the two forms of φ(q), (1) and (2), is essential for the proof of [FOR12, Theorem 1.3], where φ(q) appears intimately linked to ψ(q), another mock theta function,
In this paper, we shall investigate how the properties of G(q) are akin to those of F (q), and of quantum modular forms, in general. Since the subject of quantum modular forms is still in its infancy, it is important to establish examples of such functions and determine their analytic properties.
In this paper, we prove the following statement. (where k, l ∈ N satisfying (l, 2k + 1) = 1 and (l, 4k) = 1, respectively). In particular,
E n are the Euler numbers, and the summations are taken over a, b, c ∈ N 0 . 2. The functions φ(q) and ψ(q) satisfy the following modular transformation equations:
α , and k and l as above.
There are asymptotic expansions for
E n are the Euler numbers, and the summations are taken over a, b ∈ N 0 .
Remark. One remark on the modularity assertion is needed. As is usual in the theory of mock theta functions (see [GM12] ), we use the notation q = e −α , where ℜα > 0. Writing α = −πiz, the transformation q → q 1 corresponds to the modular transformation z → 
is given in terms of a certain improper integral, and extends to an analytic function on P 1 (R). Thus the pair q 
which is generated by z → −1 z and z → z + 2, the latter being the trivial transformation.
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Nuts and bolts
In this section we will gather the ingredients needed in the proof of our theorem.
2.1. Transformation formulae. The near modular transformation behaviour of φ and ψ on the open unit disc -or equivalently the upper half plane via q = e πiz , z ∈ H -was found by Ramanujan and proved by Watson [Wat36] . The following holds:
where q = e −α , ℜα > 0, and q 1 = e dx.
Many more of Ramanujan's mock theta functions satisfy similar curious transformation formulae, many of which were proven by Watson. A review can be found in [GM12] .
One technical point is that the above expression for W (α) does not need to converge for ℜα = 0. For ℜα > 0 changing variables 3αx = πu and moving the line of integration back to the real axis gives a new expression for W (α)
cosh πu du, which clearly converges for all purely imaginary α as well, and extends W (t) continuously.
2.2. Mordell Integral. One important aspect of the above transformation formulas for φ and ψ is the Mordell-type integral W (α) that appears as the obstruction to modularity. Zwegers [Zwe02] established in his thesis the modular properties of the Mordell integral. For z ∈ C and τ ∈ H let
cosh πx dx.
Then Zwegers proves
We may express W (α) using this notation:
Remark. We could also obtain a modularity statement for W (α) by composing equations (3a) and (3b). The result is that W (
using Zwegers function is a more general method since the function h underlies the modularity properties of a wide class of integrals.
2.3. Euler Numbers. The Euler numbers are the numbers which appear in the Taylor series expansion of the function 1 cosh x . They will naturally enter the proof below due to the following equality (see [EMOT81] , for example):
These numbers also show up in [BF13] , where they compute an asymptotic expansion of the Mordell integral in connection with the so-called Kac-Wakimoto characters.
Proof of Theorem 1.1
Proof of Theorem 1.1. An interesting property of our mock theta functions is that the value at an (appropriate) root of unity exists by virtue of the fact that expression (1) degenerates into a finite sum. This is the key argument for the existence of the asymptotic expansions for the radial limits, i.e. limits of the form ζ l k e −t with t → 0 + . We start by applying it to the simplest case φ (e −t ) with t → 0 + . Here φ(1) being expressed as a finite sum translates to
Hence, each kth term in the asymptotic expansion can be expressed as a finite sum by expanding its first kth terms into their Taylor series. . Furthermore, we can obtain an explicit asymptotic expansion for q = e −t . Applying the transformation formula (3a), which is valid for all t > 0, we get e t 24 φ e −t = 4π t e π 2 24t ψ e
The first term of the right hand side is O e The second part of the theorem is a question of taking limits of (3a) and (3b) to appropriate roots of units. We recall that the integral W (α) has been continuously extended to α ∈ Qi in Section 2.1. Note first how the roots of unity transform under the modular transformation q → q 1 :
This implies that the components of the transformation formulas (3a) and (3b) have well defined terms for q an odd root of unity in (3a) and for q a (4k)th root of unity in (3b), respectively. Moreover, each of these terms is obtained by taking a limit; the Mordell integral has been continuously extended, and the other terms possess asymptotic expansions. Consequently the validity of the equations (3a) and (3b) is kept while taking the limit to the desired roots of unity.
For the third part of the theorem, we apply the transformation formulas (3a) and (3b) and plug in ζ 2k+1 and ζ 4k , that is, we set α = − 
We use that ψ(±i) = ±i and φ(1) = 2, and get 
