We propose BMLE, a new family of bandit algorithms, that are formulated in a general way based on the Biased Maximum Likelihood Estimation method originally appearing in the adaptive control literature. We design the cost-bias term to tackle the exploration and exploitation tradeoff for stochastic bandit problems. We provide an explicit closed form expression for the index of an arm for Bernoulli bandits, which is trivial to compute. We also provide a general recipe for extending the BMLE algorithm to other families of reward distributions. We prove that for Bernoulli bandits, the BMLE algorithm achieves a logarithmic finite-time regret bound and hence attains order-optimality. Through extensive simulations, we demonstrate that the proposed algorithms achieve regret performance comparable to the best of several state-of-the-art baseline methods, while having a significant computational advantage in comparison to other best performing methods. The generality of the proposed approach makes it possible to address more complex models, including general adaptive control of Markovian systems.
Introduction
Sequential decision making in an unknown environment [1] has historically been a challenging task in engineering systems since a control action taken on a dynamic system serves the "dual" purposes [2, 3] of controlling the system to reduce immediate cost incurred and also simultaneously exploring system behavior by exciting it. To learn an optimal policy, the decision maker needs to simultaneously handle parameter estimation from stochastic observations as well as adaptive policy design based on these estimates. In a statistical parameter estimation problem, maximum likelihood estimation (MLE) is among the most powerful and commonly-used estimation techniques. However, when directly applied to learning an optimal policy, MLE and least-squares parametric methods have been shown to suffer from the "closed-loop identifiability" problem: the system is ever evolving in a closed-loop with the adaptive control law, and as the control law converges to a limiting control law, it ceases to learn about other possibly better control laws [4] [5] [6] [7] . Specifically, given its greedy nature, MLE can converge to a sub-optimal set of parameters due to insufficient exploration. To resolve this issue, in the community of adaptive control for unknown Markov decision processes (MDPs), is to introduce a multiplicative cost-bias into the likelihood in favor of candidate models with higher optimal rewards [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] , so as to encourage exploration. It exploits the specific property that the limit points of the MLE correspond to parameters which have higher optimal cost than the true one [8] . This makes possible directed exploration. Specifically, the biased maximum likelihood estimator (BMLE) is designed to take the following form
where J(θ) is the optimal long-term average cost achievable under the environment parameter θ, o(t) : [1, ∞) → R + is a function that satisfies lim t→∞ o(t) = ∞ and lim t→∞ o(t)/t = 0, H is the history of all observations, and L(H; θ) denotes the likelihood of H under θ. The cost-bias term J(θ) −o(t) employed in (1) has two salient features: (i) J(θ) −o(t) achieves active exploration by favoring the models with lower cost, and (ii) the effect of the bias term gradually diminishes as o(t) grows indefinitely with time. For a properly chosen bias term, the resulting BMLE estimate combined with standard dynamic programming has been shown to achieve asymptotically optimal long-term average cost, i.e., regret of order o(t), for a variety of stochastic dynamic systems [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] .
In this paper, we revisit the BMLE approach in the context of bandit learning to address the more demanding issue of minimizing regret and to demonstrate performance in comparison to the best of existing methods. Different from the asymptotic consistency results in [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] , our goal is to tailor the BMLE to the stochastic multi-armed bandit problem and perform finite-time analysis in terms of regret. The proposed BMLE can be thought of as a generic approach to implement the principle of optimism in the face of uncertainty. Different from the popular Upper Confidence Bound (UCB) family of algorithms, whose indices usually consist of two components: a maximum likelihood estimator and a confidence interval, BMLE directly operates with the likelihood function to guide the exploration instead of using concentration inequalities. This feature allows the BMLE algorithm to better exploit the collected information of the underlying reward distributions. The BMLE has one additonal advantage: It provides a trivial-to-compute index for each arm that considerably saves computation time. We provide a comparison of computational time with respect to other methods 2 .
The main contributions of this paper can be summarized as follows: (i) Motivated by the classic adaptive control literature, we present a new family of bandit algorithms from the perspective of biased maximum likelihood estimation.
(ii) As the first step, we design BMLE algorithms for the Bernoulli reward case as well as the more general exponential family reward distributions. By designing proper bias terms for the likelihood function, we can derive simple closed-form expressions for the indices of BMLE algorithms. The presented procedure can be easily extended to other parametric families of reward distributions. (iii) For Bernoulli bandits, we provide the first logarithmic regret bound for the BMLE algorithm and thereby characterize the interplay between the bias term and the regret. (iv) Finally, we conduct extensive numerical simulations and show that the BMLE algorithm can achieve state-of-the-art regret performance while being computationally efficient. (v) Present comparative computation time results that show the superiority of the BMLE method.
Related work. Algorithm design for the stochastic multi-armed bandit problem has been studied extensively in the existing literature. Most of the prior work can be categorized into two main groups, namely frequentist approaches and Bayesian approaches. In the frequentist settings, the family of UCB algorithms [18] [19] [20] [21] [22] are among the most popular ones given their simplicity in implementation and good theoretical guarantees. An upper confidence bound can be directly derived from concentration inequalities or constructed with the help of other information measures, such as the Kullback-Leibler divergence used by the KL-UCB algorithm [23] [24] [25] [26] . The concept of upper confidence bound has later been extended to various types of models, such as contextual linear bandits [27] [28] [29] , Gaussian process bandit optimization [30] , and model-based reinforcement learning [31] . The above list is by no means exhaustive but is mainly meant to illustrate the wide applicability of the UCB approach in different settings. While being a simple and generic index-type algorithm, UCB-based methods sometimes suffer from much higher regret than their counterparts [32, 33] . This mainly results from the fact that the upper confidence bound itself only uses moment assumptions on the true distribution and hence does not fully exploit the underlying information structure. Different from the UCB solutions, the proposed BMLE algorithm addresses the exploration and exploitation tradeoff by directly operating with the likelihood function to navigate the exploration, and therefore it makes better use of the information of the parametric distributions
On the other hand, the Bayesian approach studies the setting where the unknown reward parameters are drawn from an underlying prior distribution. As one of the most popular Bayesian bandit algorithms, Thompson sampling [34, 33, [35] [36] [37] follows the principle of probability matching by continuously updating the posterior distribution based on a prior. In addition to strong theoretical guarantees [35, 37] , Thompson sampling has been reported to achieve superior empirical performance to its counterparts [33, 34] . While being a powerful bandit algorithm, Thompson sampling can be sensitive to the choice of the prior [36, 38] . Another popular Bayesian algorithm is Bayes-UCB [25] , which combines the Bayesian interpretation of bandit problems and the simple closed-form expression of UCB-type algorithms. In contrast, BMLE does not rely on a prior and hence completely obviates the potential issues arising from an inappropriate prior choice.
Another line of bandit algorithms address the exploration and exploitation dilemma through information-related measures. The knowledge gradient (KG) approach [39, 40] , as suggested by its name, proceeds by making a greedy one-step look-ahead measurement for exploration. While KG has been shown empirically to perform well for Gaussian rewards and Gaussian process optimization [40, 41] , its performance is not readily quantifiable, and it does not always converge to optimality [32] . Another promising solution is the information-directed sampling (IDS) strategy proposed by Russo and Van Roy [32, 42] . Different from the KG algorithm, IDS blends in the concept of information gain by looking at the ratio between the square of expected immediate regret and the expected reduction in the entropy of the target. Moreover, it has been reported in [32, 42] that IDS achieves the state-of-the-art results in various bandit models. However, IDS and its variants can suffer from high computational overhead due to the excessive sampling required for estimating the integrals. Compared to these competitive solutions, the proposed BMLE algorithm can achieve comparable performance both theoretically and empirically, but at the same time retain computational efficiency.
Our work also connects to the studies on adaptive control for unknown MDPs. There are several recent works on regret analysis for [43, 44] that have studied the optimism in the face of uncertainty principle and provided square-root in time, aside from logarithmic factors, finite-time regret bounds for linear quadratic systems. Different from these proposals, our work focuses on the bandit settings and provides logarithmic regret bounds accordingly.
Problem Setup
We consider the stochastic N -armed bandit problem, where each arm i is characterized by its reward distribution D i with mean θ i . Without loss of generality, we assume that θ 1 > θ 2 > · · · > θ N ≥ 0, and hence arm 1 is the optimal arm. For each arm i, we define ∆ i := θ 1 − θ i to be the negative of the gap between its mean reward and that of the optimal arm. For ease of notation, we also use ∆ to denote the minimum gap ∆ 2 . We use θ to denote the vector (θ 1 , · · · , θ N ). At each time t = 1, · · · , T , the decision maker chooses an arm π t ∈ {1, · · · , N } and observes the corresponding reward X t , which is independently drawn from the distribution D πt . Let N i (t) and S i (t) be the total number of trials of arm i and the total reward collected from pulling arm i up to time t, respectively. We also use H t = (π 1 , X 1 , π 2 , X 2 , · · · , π t , X t ) to denote the history of all the choices of the decision maker and the reward observations up to time t. We let L(H t ; {D i }) denote the likelihood of the history H t under the reward distributions {D i }. Based on the multi-armed bandit convention, our objective is to minimize the pseudo regret defined as Regret(T ) :
, where the expectation is taken with respect to the randomness of the rewards and the employed policy. The employed policy should not depend on T and should perform well for all T .
The BMLE Algorithm
In this section, we formally present the general BMLE algorithm. The main components of the BMLE algorithm can be summarized as follows:
1. Design a bias term that favors the model with larger achievable optimal long-term average reward. ) as detailed in the subsequent subsections, and then select an arm as
(We assume here and throughout that there is some arbitrary order on the argument of "argmax" used to break ties, so that "argmax" always yields a single choice).
BMLE Algorithm for Bernoulli Rewards
To begin with, we consider the simpler case of Bernoulli rewards to illustrate the rationale of the BMLE algorithm. Recall that N i (t) denotes the number of trials of arm i up to time t. In the Bernoulli case, the total reward S i (t) collected from arm i follows a Binomial distribution with parameters N i (t) and θ i . Moreover, for Bernoulli rewards, we can simplify the notation for likelihood as L(
By taking partial derivative with respect to each µ i , it is easy to verify that the maximum likelihood estimator for µ i is simply the empirical mean, i.e., µ
To construct the cost-bias term of (1) for the bandit setting, we consider an analogy using the mean reward. Recall that α(t) is a positive-valued function with lim t→∞ α(t) = ∞ and lim t→∞ α(t)/t = 0. For each time t, the proposed BMLE in the Bernoulli bandit setting iŝ
The connection between (1) and (4) above can be interpreted as follows: Each µ represents an instance of the bandit model with mean reward equal to µ i for arm i. Under each instance µ, the optimal long-term average reward is simply max i∈1,··· ,N µ i . Therefore, with a positive function α(t),
is indeed a bias term in favor of the models with larger achievable optimal long-term average reward. Next, we derive a simple closed-form expression for π BMLE t . Based on (2) and the maximization problem of (4), we have
.
For each arm i, we define p i (t) :=
Ni(t)+α(t) . Then, it is easy to verify by partial differentiation with respect to µ that the optimizer of the inner maximization problem in (7) is µ i =p i (t) and µ j = p j (t), for all j = i. After a series of elementary algebraic manipulations, we arrive at a closed-form expression for π BMLE t , as indicated in the following proposition. We define I(ν, n, α(t)) :=(nν + α(t)) log(nν + α(t)) + n log n (8) − (n + α(t)) log(n + α(t)) − nν log(nν).
Proposition 1 The selected arm at each time t for the BMLE algorithm under Bernoulli rewards is
The proof of Proposition 1 is provided in Appendix E.
Remark 1 From Proposition 1, we observe that BMLE is an index-type algorithm with index I(p i (t), N i (t), α(t)) for arm i that is easy to compute. Here, we provide some intuition behind the index function defined in (8)- (9):
• An arm that has been pulled sufficiently: If N i (t) is much larger than α(t), then by a first-order approximation 3 , I(p i (t), N i (t), α(t)) is approximately equal to α(t) log p i (t). By the Law of Large Numbers, log p i (t) is approaches a negative constant after a sufficient number of trials. Therefore, in this case, the BMLE index is negative and its absolute value is on the order of O(α(t)).
• An arm that has not been sufficiently explored: If N i (t) is much smaller than α(t), then by the same first-order approximation,
. In this case, the BMLE index is again negative and its absolute value is on the order of O(N i (t) log(α(t))).
• Based on the above discussion, if a pair of arms j and k satisfy N j (t) α(t) and N k (t) α(t), then the BMLE algorithm chooses arm k since the index of arm j is much smaller than that of arm k. Hence, the bias α(t) indeed encourages exploration. On the other hand, if N j (t) and N k (t) are fairly close, then a more careful examination of each term in the BMLE index is necessitated, which will be discussed in more detail in Section 4. Remark 2 There is another equivalent index for the BMLE algorithm. Specifically, definẽ
where KL(β 1 || β 2 ) denotes the Kullback-Leibler divergence between a Bernoulli(β 1 ) and Bernoulli(β 2 ) distribution. The derivation of this index is provided in Appendix F. Through this alternative index, one may find some its connection with the KL-UCB algorithm [23] [24] [25] [26] , which selects the arm with index:
The index of (11) however has two salient distinctions: (i) The BMLE index is derived from the machinery of maximum likelihood estimation, while KL-UCB originates from the idea of introducing more smoothness to the UCB-type algorithms. (ii) Instead of solving a convex optimization problem as KL-UCB, the BMLE index enjoys a simple closed-form expression. For convenience of analysis in later sections, we stick to the expression of (8)- (9) for the rest of the paper. Remark 3 The expression forp i (t) resembles that of a Bayes estimator (under quadratic loss) for a Binomial likelihood with an improper Beta prior on the success probability. However, BMLE is not a Bayesian approach as it does not impose any prior on model parameters. Instead, BMLE achieves exploration entirely through the time-varying bias term.
BMLE Algorithm for Exponential Family Reward Distributions
In this section, we generalize the proposed BMLE index for exponential family reward distributions. To begin with, the density function of a canonical exponential family distribution can be expressed as
where η is the canonical parameter, c(·) is a real-valued function, and b(·) is a real-valued twicedifferentiable function. For example, for a Gaussian distributions with mean µ i and variance σ 2 i , we can represent it in the form of (12) by letting η = µ i /σ
i . By calculating the moment generating function for p(x; η), we further know that E[Y ] = b (η) for any random variable Y with a density function as (12) . Therefore, we know the mean of an exponential family distribution is determined solely by η.
Next, we turn to the derivation of the proposed BMLE index. Consider the case where the reward distribution of each arm i has the density function p(x; η i ) with mean θ i , and the functions b(·), c(·), and v(·, ·) are identical across all the arms. We use η to denote the vector (η 1 , · · · , η N ). Recall that π t denotes the index of the arm chosen by the employed policy at time t. Based on (12), we know that at each time t, the likelihood of H t under the distribution parameters η is
Next, we propose to construct the multiplicative bias term as
is a strictly increasing user-defined real-valued function. Following the same approach as (4), we propose the BMLE index for exponential family distribution aŝ
Similar to the procedure outlined in (5)- (7), based on (13) and the maximization problem of (14),
To further substantiate the above index, we examine the closed-form expression of the BMLE for Gaussian distributions. Suppose each arm i has a Gaussian reward distribution with mean θ i and variance σ 2 . For simplicity, one can select g(·) as a linear map, i.e. g(x) = x/σ 2 . In this case,
and hence b (η) = σ 2 η (note that η i and θ i exhibit a one-to-one relationship in this case). Therefore, in the Gaussian case, we have
Again, the optimizer of the inner maximization problem of (17) can be derived by taking partial derivative with respect to η. After a series of calculations, we obtain the closed-form expression of BMLE index for Gaussian rewards as in the following Proposition 2 (the proof is in Appendix G). Proposition 2 For Gaussian reward distributions with the same variance σ 2 among arms, under the BMLE algorithm, the selected arm at each time t is π
Analysis of the BMLE Algorithm for Bernoulli Rewards
In this section, we present the theoretical analysis of the proposed bandit algorithm. To begin with, we introduce several useful properties of the index I(ν, n, α(t)) in (8)- (9) to better demonstrate the behavior of the proposed BMLE algorithm. Lemma 1 For a fixed ν and α(t), I(ν, n, α(t)) is strictly decreasing with n. Lemma 2 For a fixed n ≥ 1 and α(t), I(ν, n, α(t)) is strictly increasing with ν, for all ν ≥ 0.
The proofs of Lemmas 1 and 2 are provided in Appendices A and B, respectively. µ1−µ2 , we have I(µ 1 , n 1 , α(t)) > I(µ 2 , n 2 , α(t)). To prepare for the following lemma, we first define a function
Remark 4 Recall that the BMLE index for Bernoulli rewards is
. Lemma 4 Given any pair of real numbers µ 1 , µ 2 ∈ [0, 1] with µ 1 > µ 2 , for any real numbers n 1 , n 2 that satisfy n 1 ≤ M * (µ 1 , µ 2 ) · α(t) and n 2 ≥ 2·α(t) µ1−µ2 , we have I(0, n 1 , α(t)) > I(µ 2 , n 2 , α(t)). The proofs of Lemmas 3 and 4 are provided in Appendices C and D, respectively. Remark 5 Note that Lemma 3 shows that BMLE indeed tends to select the arm with a larger mean reward after sufficient exploration which is quantified in terms of α(t) by n j ≥ 2·α(t) µ1−µ2 for j = 1, 2. On the other hand, Lemma 4 suggests that BMLE is designed to continue exploration even the empirical mean reward is initially fairly low (which is reflected by the zero in I(0, n 1 , α(t))), when there has been insufficient exploration, as quantified by
We are ready to present the main theoretical results as follows. Proposition 3 Under the BMLE algorithm with the bias term α(t) = γ(t) log t with lim t→∞ γ(t) = ∞, the pseudo regret is
where C γ (θ) is a constant that depends on θ and the choice of γ(t), and is independent of T .
Proposition 4 Given a lower bound∆ for the minimum gap ∆, under the BMLE algorithm with γ(t) = max{
}, the pseudo regret is O(log T ).
Proof Sketch: We highlight the main idea of the proofs as follows: our target is to quantify the expected number of trials of a sub-optimal arm up to time T . The main challenge lies in characterizing the behavior of the BMLE index for both regimes where N i (t) is small compared to compared to α(t), as well as when it is large compared to α(t). Different from the straightforward confidence interval used by the conventional UCB-type policies, the dependency between the level of exploration and the bias term α(t) is technically more complex. We leverage the properties of the BMLE index in Lemma 1-4 to obtain a regret upper bound. The complete proof is provided in Appendix H.
Remark 6 By Proposition 3, in the case of unknown minimum gap, the BMLE algorithm can achieve a regret arbitrarily close to O(log T ) by configuring α(t) to be a slowly increasing function (e.g. α(t) = log log log t). However, the choice of γ(t) also affects the constant C γ (θ). In Section 5, we will provide a more detailed discussion on the choice of the bias term based on empirical evaluation. In addition to the expected regret bounds, we also obtain a high-probability regret bound for Bernoulli bandits as presented in Appendix I.
Simulation Results
A large scale simulation experiment was implemented for Bernoulli bandits and Gaussian bandits to evaluate the performance of the proposed BMLE algorithm. In Bernoulli bandits, the reward of an arm i is binary and drawn independently from a Bernoulli distribution with an unknown parameter θ i ∈ (0, 1). For comparison, in the setting of Gaussian bandits, the reward distribution of arm i is a Gaussian distribution with mean µ i and standard deviation σ i . For simplicity of presentation and to use the results of Proposition 2, we take σ i ≡ σ for all i in the experiments with Gaussian bandits. Average Cumulative Regret (t)=(log(t)) 2 (t)=(log(t)) 2.5 (t)=(log(t)) 1.5 (t)=log(t)log(T) (t)=(t) Figures 1(b) and 1(d) show the comparison of the performance of BMLE with many state-of-the art baselines in terms of average cumulative regret. The UCB algorithm [19] selects an arm i which maximizes the index θ i (t) + 2 log(t)/N i (t), where θ i (t) is the empirical mean reward received from samples of arm i. The index of UCB are constructed to facilitate regret bound analysis. To achieve better empirical performance, UCB-Tuned [19] replaces the index by θ i (t) + min{1/4, V t (i)} log(t)/N i (t)}, where V t (i) is the upper bound on the variance of the reward of arm i. The MOSS algorithm [21, 22] uses a slightly different index from UCB and UCB-Tuned, and is known to achieve minimax-optimal regret bounds up to a constant factor. The Thompson sampling (TS) algorithm [33, 37, 45] and BayesUCB [25] are proved to be optimal and observed to exhibit excellent performance in experiments with Bernoulli bandits. BayesUCB constructs upper confidence bounds based on the 1 − 1/t quantiles of posterior distribution. Their leading positions in empirical performance were displaced by Information Directed Sampling (IDS) and its variant -Variance Based IDS (V-IDS) [32, 42] . It is not surprising that they are the closest competitors to BMLE. However, BMLE is found to be slightly better than IDS and V-IDS in the bandit setting as seen from Figure 1 . Moreover, in spite of their good performance, the determination of their indices suffers from high computational complexity, even under approximation. In contrast, the index suggested by BMLE with its simple closed-form expression is trivial to compute. We also compare BMLE with the Knowledge Gradient (KG) policy [39] method, although the regret of KG sometimes grows linearly as it may explore insufficiently. Finally, comparison is also conducted with KG* [40] , a heuristic KG-based method that was reported to offer better performance. In all the comparison, we sample 1000 points over [0, 1] interval in computation of IDS and V-IDS, use α = 1 for explore-exploration balancing term in MOSS, and take c = 0 in BayesUCB. We repeat the experiment 80 times before taking average of the cumulative regret. We also compare their performance in terms of running time. Due to page limitation, please check Appendix J.2 for the discussion.
We compare the different choices of α(t) in Figures 1(a), and 1(c) . We observe that α(t) = (log(t)) 1.5 achieves the best empirical performance 4 This motivates us to choose α(t) = (log(t)) 1.5 in the comparison between BMLE with state-of-the-art baselines. We observe BMLE performs slightly better performance than IDS and V-IDS and a lot better than other baselines. The advantage is especially obvious in more challenging tasks such as Figure 1(b) , where the largest mean and the second largest mean is only 0.05, vs. 0.1 in Figure 1(d) . We also summarize the standard error and quantile of the final regrets attained by those algorithms and highlighted the smallest number in Table 5 . We observe that at many quantiles, BMLE attains smaller value than baselines. Its performance variation is smaller among different trials and more robust in experiments, although this advantage at lower quantiles versus high quantiles can be different. Figure 2 presents the numerical results of BMLE for Gaussian bandits. In Figure 2 (a) and 2(c), a comparison of different choices of α(t) is conducted. We noticed that the choice of α(t) that attains the best performance is (log(t)) 2 , which is slightly different from the one that generally works well for Bernoulli bandits. Since we do not prove the regret bounds of BMLE in Gaussian bandits, we conjecture that this is because the function J(·) used in derivation of index for Gaussian bandits is different from the one used for Bernoulli bandits 5 . (t)=log(t) (t)=log(t)log(T) (t)=(log(t)) 1.5 (t)=(log(t)) A comparison between BMLE and several state-of-the-art baselines are illustrated in Figure 2 (b) and 2(d). Similar with the comparison for Bernoulli bandits, we evaluate their performance under two sets of parameter values of different levels of difficulty. The GPUCB used in comparison was discussed in Gaussian process optimization [30] and used as baseline of bandit algorithm in [42] . Its index at time t for arm i is µ i (t) + √ β t σ i (t), where µ i (t) and σ i (t) are the posterior mean and standard deviation and β t = 2 log(N t 2 π 2 /6δ). Its variant GPUCB-Tuned demonstrates better empirical performance and replaces the original β t by β t = 0.9 log(t). We observe that, BMLE in general outperforms other baselines including the V-IDS, although the time horizon of the experiment is 3 × 10 5 , ten times as long as the experiments with Bernoulli bandits. It needs to be emphasized here that we choose the parameter values to make the problem very challenging: the variance is 8 times of the value difference between the largest mean and second largest mean. We also summarize the quantiles statistics of the final regret in Table 2 (see Appendix J.2). Similar conclusions follow.
t)=log(t) (t)=log(t)log(T) (t)=(log(t)) 1.5 (t)=(log(t)
)
Remark 7
Like several baseline methods (e.g. IDS and BayesUCB), the BMLE algorithm takes a parametric approach to obtain its index. As BMLE makes good use of the information of the underlying distributions through the likelihood function, it is not surprising that BMLE achieves comparable performance compared to IDS and better regret than the UCB-type algorithms. On the other hand, we also expect some loss of efficiency if the likelihood is misspecified, and future work will focus on quantifying the effect of such (mild) model misspecification. 4 We experiment with α(t) = (log t) χ with various χ, and χ = 1.5 works the best. More work is required to arrive at a data-driven choice for χ. 5 It remains an interesting direction to explore how J(·) influences the form of the empirically best α(t).
Concluding Remarks
The Biased Maximum Likelihood method, developed in the study of general adaptive control, provides a scheme for optimal control of general Markovian systems. However, it has not been explored with respect to the finer notion of regret. Here we have explored the design of the bias term in the context of bandit problems, and shown that it is a competitive method with performance often better than other baseline schemes, and with a major computational advantage in terms of an easy-to-compute index for each arm. It would be useful to extend precise regret and computational analysis to general adaptive control of Markov chains, and to support such a study with detailed experiments.
Appendix

A Proof of Lemma 1
Before proving the lemma, we first introduce the following useful property.
Lemma 5 For any a ∈ (0, 1) and for any x > 0, we have a log(1 + x) < log(1 + ax).
Proof (Lemma 5) If x = 0, then a log(1 + x) = 0 and log(1 + ax) = 0. Otherwise, by taking derivatives with respect to x on both sides, we have
, and
for all a ∈ (0, 1) and x > 0, the proof is complete. Now, we are ready to prove Lemma 1. Recall that I(ν, n, α(t)) =(nν + α(t)) log(nν + α(t)) + n log n − (n + α(t)) log(n + α(t)) − nν log(nν).
By taking the partial derivative of I(ν, n, α(t)) with respect to n, we have
− (log(n + α(t)) + 1) − (ν log(nν) + ν) (21)
= ν log 1 + α(t) nν + log n n + α(t) (23)
where the last inequality holds by Lemma 5.
B Proof of Lemma 2
We start by considering the case where ν > 0. Recall that I(ν, n, α(t)) =(nν + α(t)) log(nν + α(t)) + n log n − (n + α(t)) log(n + α(t)) − nν log(nν).
By taking the partial derivative of I(ν, n, α(t)) with respect to ν, we have ∂ I ∂ν = (n log(nν + α(t)) + n) + 0 − 0 − (n log(nν) + n) (25)
for all n ≥ 1, α(t) > 0. Moreover, we can observe that I(ν, n, α(t)) is right-continuous at ν = 0 and the function value at ν = 0 is I(0, n, α(t)) = α(t) log α(t) + n log n − (n + α(t)) log(n + α(t)). Therefore, we can conclude that I(ν, n, α(t)) is strictly increasing with ν, for all ν ≥ 0.
C Proof of Lemma 3
For simplicity of notation, let K = 2 µ1−µ2 . Then, we evaluate I(µ 2 , n 2 , α(t)) at n 2 = K 2 α(t) as
(34) Define f (x) = x log x. We know f (x) = 1 + log x, which is increasing with x. Therefore, through linearization, we have
Similarly, we have
Note that µ1K1 K1+1 increases with K 1 . Therefore,
When
Therefore, we have
For any K 1 ≥ K and K 2 ≥ K,
by (40) ≥ α(t) log
where the last inequality holds due to Lemma 1.
D Proof of Lemma 4
Similar to the proof of Lemma 3, we have
Moreover, we know
. Next, we evaluate I(µ 1 , n 1 , α(t)) at µ 1 = 0 and n 1 = K 1 α(t) as
where the last inequality holds due to the fact that 1 −
E Proof of Proposition 1
Recall that
By taking partial derivative with respect to µ, the maximizer of the term (*) in (47) is µ i =
Si(t)+α(t) Ni(t)+α(t)
and µ j = Sj (t)
Ni(t)+α(t) . We also define
Note that Z i (t) is always non-negative. For any pair j, k ∈ {1, · · · , N }, it is easy to verify by cancelling common terms that Z j (t) ≥ Z k (t) if and only if
Recall that I(µ, n, α(t)) :=(nµ + α(t)) log(nµ + α(t)) + n log n (50) − (n + α(t)) log(n + α(t)) − nµ log(nµ).
By taking logarithms on both sides of (49), we know that Z j (t) ≥ Z k (t) if and only if
. Therefore, we can conclude that π
F Derivation of the Alternative BMLE Index in (11)
Recall that we define
where
Ni(t)+α(t) , for each arm i. Then, for any pair of arms j and k, we can calculate the following
Given the definition thatĨ(
G Proof of Proposition 2
Recall that the Gaussian distribution with mean θ i and variance σ 2 can be represented in the canonical exponential form with
Moreover, we already know that in the Gaussian case,
Note that if there is no bias (i.e., α(t) = 0) in the inner maximization problem of (56), the corresponding optimizer is the standard maximum likelihood estimator that can be obtained aŝ η
, where b −1 (·) denotes the inverse function of the first derivative of b(·) (e.g. see [46] ). This also implies that the maximum likelihood estimator for θ i isθ
, for all i. Similarly, in the biased case, it is easy to verify that the optimizer of max η∈R N L(
to L * i and eliminate the common terms, we have
It is easy to check that the equality of (59)-(60) indeed hold by applying logarithmic operation.
H Proof of Propositions 3 and 4
To begin with, for each arm i, we define p i,n to be the total reward collected in the first n pulls of arm i. Next, for each arm i, we define two types of events,
Note that by the Hoeffdingś inequality, we have
3 log t 2n
Consider the bias term α(t) = γ(t) log t, where γ(t) is a real positive function that satisfies lim t→∞ γ(t) = ∞. Our target is to quantify the total number of trials of each sub-optimal arm. Recall that we assume arm 1 is the unique optimal arm. Without loss of generality, we can focus on characterizing E[N 2 (T )]:
where the last equation follows from the fact that
∆ 2 γ(T ) log T . Next, we need to discuss the following four cases separately.
• Case 1:
Since n 1 ≥ 
By Lemma 3, we know I p 1,n1 , n 1 , α(t) > I p 2,n2 , n 2 , α(t) , for any n 1 ≥ 8 ∆ α(t), n 2 ≥ 8 ∆ α(t). Hence, in Case 1, we always have I p 1,n1 , n 1 , α(t) > I p 2,n2 , n 2 , α(t) .
• Case 2:
Similar to Case 1, since both n 1 , n 2 ≥ n 1 , t) . Similarly, as n 2 ≥ 32 3
∆ 2 log t, we have p 2,n2 ≤ θ 2 + 3 8 ∆ on the event G + 2 (n 2 , t). Therefore, we know p 1,n1 − p 2,n2 ≥ ∆ 4 . Hence we have:
where (75) follows from Lemma 2, (76) follows from Lemma 1, (77) follows from Lemma3, and (78) holds due to Lemma 2.
Then, there must exist a constant T 1 > 0 such that for any T ≥ T 1 , we have 32 3
under the condition that γ(t) satisfies either lim t→∞ γ(t) = ∞ or γ(t) ≥ 4 3∆ 2 , for all T ≥ T 1 . Therefore, the two events n 1 < 32 3 ∆ 2 log t and n 1 ≥ 8 ∆ α(t) cannot happen at the same time.
To sum up, in all the above four cases, we have
for any T ≥ max{T 0 , T 1 }. Based on the discussions in Case 3 and Case 4, we can choose a γ(t) that satisfies either lim t→∞ γ(t) = ∞ or γ(t) = max{
}. Now, we are ready to put all the pieces together.
For any sub-optimal arm i other than arm 2, the above results still hold by replacing ∆ with ∆ i . Note that by (81) and (86), we know that both T 0 and T 1 depend on parameter θ and the choice of γ(t), but they are independent of T . For ease of notation, we use C γ (θ) to denote max{T 0 , T 1 }.
Finally, we derive regret bounds for two different types of γ(t). Under a bias term γ(t) with lim t→∞ γ(t) = ∞, the total regret is upper bounded as
On the other hand, if a lower bound∆ for the minimum gap ∆ is known, we can choose the bias term γ(t) = max{
} for the BMLE algorithm, and the corresponding pseudo regret is O(log T ).
I Sample Path Bounds on Regret
The Biased Maximum Likelihood Estimator (4) also provides high confidence sample path guarantees on regret for each choice of bias term α(·). The sample path bounds can be tuned through the choice of α(·). We illustrate the proof for the case where there are two Bernoulli arms.
Proposition 5 Consider a two-armed Bernoulli bandit with θ 1 > θ 2 . For any δ > 0, and c > 1, there is a (non-random) constant K = K(θ 1 , θ 2 , α(·), δ, c), such that
Proof. First, simple algebra shows that the index of an arm j can be redefined as
where H(p) := −p log p − (1 − p) log(1 − p) denotes the entropy of a binary random variable (with logarithms to base e). Under the BMLE algorithm, the selected arm at each time t is
With β > 1, and 0 < c <
4β , let ε(n) := β log n−log c 2n
. As in the proof of Propositions 3 and 4, let p i,n denote the (random) total number of successes of arm i in n pulls. Define the "good" event, G := {|p i,n − θ i | ≤ ε(n) for i = 1, 2, and for all n}.
By Hoeffding's inequality,
Note that by concavity of entropy, H(p + a) ≤ H(p) + aH (p), and sō
Hence π BMLE t = 1, i.e., arm 1 is pulled, whenever
S2(t)+α(t) . Defineε(n) := nε(n). Then, on G, for all t, we have
Hence, on G, using N 1 (t) = t − N 2 (t) yields
Let c > 1 θ1−θ2 . We now show that c α(t) is an upper barrier that N 2 (t) cannot cross from below at any time t on G. To see this, one first notes that if N 2 (t) = c α(t), and N 1 (t) = t − c α(t), then
Since c (θ 1 − θ 2 ) > 1, there exists a constant K 1 for which
Further, we can show by differentiation that,
Hence, there exists a constant K 2 such that for all t ≥ K 2 ,
RHS of (98) > 0.
So the inequality (99) also holds if N 2 (t) is increased above c α(t) for t ≥ max{K 1 , K 2 }. Therefore the inequality (99) holds for N 2 (t) = cα(t) + K, for all K ≥ 0, for all t ≥ max{K 1 , K 2 }.
Hence, π BMLE t = 1, and consequently N 2 (t + 1) = N 2 (t) whenever N 2 (t) hits c α(t) + K at any time t ≥ max{K 1 , K 2 }, on G. In fact, the same inequalities also hold in an open interval around c . Hence, N 2 (t) cannot increase beyond c α(t) + K from below, at any time t ≥ max{K 1 , K 2 }, on G.
Now we choose
Therefore, we see that c α(t) + K is an upper barrier for N 2 (t) for all t on G. The result for regret follows by multiplying by (θ 1 − θ 2 ).
Remark 8 It should be noted that such high confidence sample path bounds can also be obtained for fixed sampling schemes, which alternately choose arms 1 and 2 along a fixed sequence of times t 1 , t 2 , t 3 , · · · , and choose the empirically best arm at all other times t = t j for any j. However, such non-adaptive schemes yield poor performance.
J Additional Empirical Results
J.1 Study of Computation Times for Policies
In this subsection, we present the computation times required to compute decisions in BMLE and other baseline policies. The computation times are measured on a Linux server with (i) an Intel Xeon E5-2697A v4 processor 7 operating at a base clock rate 2.60 GHz and (ii) a total of 450 GB memory. Throughout this section, we measure the average computation time per pull for each policy over 20 simulation trials and a time horizon of 1000 for each trial. Figure 4 and Figure 5 separately show the average computation time per decision for the cases of 10, 30, 50, and 70 arms. In each trial, the true value of parameter for each arm is drawn randomly from interval (0, 1) through a uniform distribution. The computation time per decision is computed through counting the total time spent in each trial and then divide it by 20 × 1000. The numerical integral for IDS is calculated through 1000 equally spaced points. The rest hyperparameters of the algorithms have the same values as used in Section 5. We observe that the computation times of BMLE and other policies that enjoy a simple closed-form expression (e.g. UCB, and MOSS) are about three orders of magnitude smaller than other policies that require sampling or finding a approximated solution for some optimization problem, such as IDS and V-IDS.
J.2 Additional Simulation Results on Regret Performance
In this subsection, we present additional simulation results to demonstrate the efficacy of the proposed BMLE algorithm. Recall that Figure 2 plots the mean regret performance of BMLE and other baseline methods for Gaussian bandits. Tables 2 and 3 provide detailed statistics, including not just the mean but also the standard error and quantiles of the final regrets, with the row-wise smallest values highlighted in boldface.
Similar to the Bernoulli case, we observe that BMLE has the smallest value of regret at medium to high quantiles, and close to smallest value at other lower quantiles. Together with the presented statistic of standard error, they suggest that the performance variation of BMLE is smaller across different trials, and hence BMLE's performance is more robust. 
