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ABSTRACT 
Cluster analysis is widely used in many disciplines including biology, 
psychology, archaeology, geography, and marketing. Methods have been developed to 
extend cluster analysis to longitudinal data, clustering subject trajectories rather than 
single time points. Here, I examine 2 methods oflongitudinal cluster analysis: k-means 
and model-based (implemented using FlexMix in R) cluster analysis. I compare these two 
methods based on the Correct Classification Rate, the ability of the method to correctly 
classify subject trajectories into groups, using a simulation study. Both methods are found 
to perform well under most circumstances, but in 64% of the scenarios examined, the 
model-based method out-performs the k-means approach. Next, I examine three criteria 
that have been used to determine how many groups exist in the data: the Akaike's 
Information Criteria (AIC), the Davies-Bouldin Index (DB), and the Calinski-Harabasz 
pseudo F-statistic (CH). The latter two were developed specifically for choosing the 
number of groups in a cluster analysis with a single observation per person, while the 
AIC was developed as a general model fit statistic. Few studies have used these criteria in 
v 
the context oflongitudinal data and no study has compared their efficacy. We found that 
the DB and CH fail to correctly identify the number of groups in the majority cases, 
while the AIC was better able to determine the correct number. Finally, as no study has 
examined the addition of a covariate to cluster analysis, we compare results of a cluster 
analysis when a covariate was taken into account to when it is ignored. When a covariate 
is both time-dependent and associated with the outcome, regardless of the magnitude of 
the association, it is important to take this variable into account in the analysis. If the 
covariate is associated only with the outcome and not time-dependent, depending on the 
magnitude of the association, it may be necessary to account for the covariate. In 
summary, we present methods for clustering trajectories, evaluate methods for 
determining the number of groups and determine the importance of adjusting for 
co variates in the cluster analysis of longitudinal data. 
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CHAPTER 1: Introduction 
Motivation 
The ability to summarize, combine and utilize data from multiple time points has 
become increasingly important as more research focuses on longitudinal studies. We are 
interested in using information from longitudinally observed data as independent 
variables in analysis. As a motivating example, we consider data :from the Framingham 
Heart Study. This longitudinal study has collected more than 50 years of data over 
approximately 28 time points. Using data from the Framingham Study, we would like to 
be able to find patterns of risk factors, determine the "correct" number of groups of 
patterns and classify subjects into groups based on the trajectory of some variable. Given 
that we can correctly classify individual trajectories into groups, these groups could then 
be used as independent variables in regression models to predict outcomes. This 
approach could better account for prior history than using time-dependent covariates or 
summary measures, which may only account for current values of the risk factor and not 
prior history. This cluster analysis approach could also be used as an exploratory tool to 
identify groups based on trajectories of some characteristic, and analyses could then work 
backwards to identify predictors of group status. 
Many statistical techniques have been developed to combine or summarize these 
multitudes of data, including principal component analysis, smoothing approaches and 
latent class regression; Cox proportional hazards regression with time dependent 
covariates allows independent variables to be updated over time during the analysis 
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period. However, each of these approaches has drawbacks, including the fact that Cox 
proportional hazards regression ignores the historical values of the predictor. Cluster 
analysis, which categorizes subjects into groups with similar patterns on a set of 
variables, has been extended and applied to cluster longitudinal data as trajectories, but 
the performance of these methods with longitudinal data have not been fully evaluated. 
Cluster analysis 
Cluster analysis, or clustering, is the process of classifying observations (people) 
into groups, or clusters, such that each group contains similar observations based on a 
given set of variables. Cluster analysis was originally developed by Eshref Shevky and 
Wendell Bell1 for the purpose of analyzing census data2-3 . It was applied to census small-
area statistics and social indicators in social area analysis to create area typologies, either 
focusing on particular urban or metropolitan areas, or covering the country as a whole. 
Since its development, cluster analysis has been used in a wide variety of disciplines, 
including biology, psychiatry, psychology, archaeology, geology, geography, and 
k . 4-6 mar etmg. 
Two major approaches to cluster analysis are hierarchical cluster analysis and k-
means cluster analysis. In hierarchical clustering, a hierarchy of clusters is created, 
which can be represented by a tree structure, called a dendrogram. One can either start 
with the leaves of the tree (individual observations in their own cluster) and merge the 
clusters together to the root, or alternatively start at the root of the tree and split the 
clusters into leaves. A function that measures the similarity or distances between 
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observations is used to decide when to split or combine groups. Ink-means clustering, 
the observations are assigned to a pre-specified number of groups, which can be done 
randomly or using methods developed to improve initial group assignments . 
Observations are then moved between clusters, based on a distance measure from the 
"center" of the cluster- the distance measure and cluster "center" can be defmed by 
various techniques for different approaches. Once all observations stop moving, then the 
algorithm has converged. Although a decision needs to be made as to how many clusters 
there are at the end of the procedure in a hierarchical clustering algorithm, the number of 
groups does not need to be specified initially by the user, whereas ink-means, the 
number of groups must be specified a priori. There are many variations on these two 
approaches, primarily based on how distances are calculated. 
For longitudinal data, the purpose of cluster analysis becomes the task of finding 
groups of subjects with similar trajectories or patterns in a variable measured repeatedly 
over time. Once similar patterns have been found, these groups could be used as a 
covariate in a regression model to predict outcomes. In the case of foot pain and body 
mass index, it can be expected that the long-term presence of excess weight may be more 
useful in predicting foot pain than the current body mass index, as the derangement of 
foot structure and the accumulation of damage to the foot may be a function of excess 
weight, the duration of excess weight and the time periods of life over which this excess 
weight is carried. 
There are two main types of cluster analysis for longitudinal data: model-based 
cluster analysis and algorithmic approaches (k-means cluster analysis7-8). Numerous 
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studies have been designed with longitudinal measurements of risk factors and much 
effort has gone into the development of methods for the use of this rich information in the 
investigation of the association between risk factors and disease. Methods such as Cox' s 
proportional-hazards regression with time-dependent covariates9-10 have concentrated on 
the effects of changing risk factor profiles on survival, but these efforts usually focus on 
the immediate, short-term effects of risk factors on survival. While these methods provide 
a different perspective compared to the standard approach of assessing risk factors at 
baseline and observing their effects on long-term survival, there has been a lack of 
attention to the overall pattern ofthese risk factors over the course of follow-up. 
Several approaches to summarizing and using longitudinal information have been 
developed. One approach is the use of principal component analysis 11 , where these 
repeated measures over time may be reduced to more manageable summary variables. 
Modem approaches to smoothing, including splines, local regression (LOESS), and 
generalized additive models 12 have also provided us with the ability to better describe 
these risk factor trajectories over time. The use of principal component analysis or the 
smoothed representation of these trajectories may provide insight into the effect of time 
on risk factors, but their use is limited by the assumption that one is observing a uniform 
population of subjects sharing this observed trajectory. These non-linear patterns over 
time, however, may simply reflect an underlying heterogeneity of the population and the 
application of a smoother to these data, while presenting an interesting picture, may mask 
a collection of widely divergent trajectories that may place individuals at varying risk of 
disease outcomes. 
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Several approaches have been taken to identify underlying heterogeneous groups 
that are responsible for the observed trajectories over time. Structural equation modeling, 
in the form of latent class growth curve mixture models, as exemplified by the work of 
Muthen 13, has been used to uncover groups of subjects with similar longitudinal 
trajectories. The nature of this approach assumes that longitudinal measures are at fixed 
time points. Another approach to this heterogeneity has been to use random coefficient 
mixture modeling14 to view individual variations in growth curves as a means of grouping 
subjects with similar trajectories so that these underlying patterns may be identified. 
Jones, Nagin and Roeder 15 created a SAS procedure, PROC TRAJ, which fits cubic 
polynomial models with censored normal, Poisson, zero-inflated Poisson and Bernoulli 
distributions and clusters subjects with similar trajectories. A limitation of this approach 
is that it assumes a simple cubic polynomial fit, which limits the nature of the association 
to a cubic polynomial. The statistical theory behind PROC TRAJ has been described 
previously16-20 . This model allows for data grouping using different parameter values for 
each group distribution. The approach is intended to complement two well-established 
methods for analyzing developmental trajectories, hierarchical modeling21 -23 and latent 
growth curve modeling24-26, which model variation in the parameters of trajectories using 
continuous multivariate density functions. 
As little data exist to show which method is preferable in which situation, this 
thesis will examine a model-based approach and a k-means/smoothing approach to 
cluster analysis oflongitudinal data. We chose these two methods because they fit the 
constraints of the data that we are interested in: specifically, these methods, compared to 
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the other methods mentioned above, do not require data points at fixed time intervals and 
can easily handle irregular intervals between data points. The two methods we will focus 
on are described below. 
K-means procedure 
K-means clustering7-8 is a method of cluster analysis which aims to partition n 
observations into K clusters in which each observation belongs to the cluster with the 
nearest mean. The number of groups (K) is determined a priori. To determine initial 
group assignments, two commonly used methods are Forgy and Random Partition27 . The 
Forgy method randomly chooses K observations from the data set and uses these as the 
initial group means. The random partition method first randomly assigns a cluster to each 
observation and then computes the initial mean of each cluster. Other methods have been 
developed for improving the choice ofk-means starting values. For example, k-
means++28 determines initial cluster centers by first randomly choosing one cluster center 
from the data points. Then, each remaining cluster center is chosen from the remaining 
data points with probability proportional to its distance squared to the point's closest 
cluster center. In the implementation ofk-means in this thesis, the random partition 
method is used to determine initial group assignments. 
The distance from each subject to each group is calculated and the subject is 
moved to the nearest group. The distance can be defined in different ways, including the 
squared difference between the data point and the cluster mean. When all subjects stop 
moving, the algorithm converges. When applied to longitudinal data, it becomes an 
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exercise of clustering curves or trajectories for each subject rather than a single data point 
While others29-37 have applied this approach, we developed an implementation of this 
approach in R38 that uses generalized additive models to allow for a spline fit over time 
and future incorporation of covariates and confounders in the model. 
Model-based procedure 
A model-based approach to longitudinal cluster analysis, called FlexMix, has 
been implemented in R by Friedrich Leisch and Bettina Gruen39-41 . FlexMix implements 
a general framework for finite mixtures of regression models using the EM algorithm and 
allows for modeling oflongitudinal trajectories. We use a smoother in the FlexMix 
algorithm that allows the procedure to fit a spline regression to each cluster. This 
approach allows for direct comparison with results from the k-means/smoothing method. 
In FlexMix, at each iteration of the algorithm subjects are put into clusters based on the 
group with the maximum posterior probability. FlexMix uses the EM algorithm42 to 
calculated the posterior class probabilities for each observation and maximize the log-
likelihood for each cluster separately, using the posterior probabilities as weights. 
Iterations with the EM algorithm are repeated until the likelihood stops improving. 
Chapter 2: A Simulation study 
Using a simulation study, we compare the performance of the k-means/smoothing 
approach and the FlexMix algorithm in identifying three latent groups with different 
trajectory patterns. We generate datasets with varying underlying trajectory patterns over 
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time and varying degrees of within and between group variability and apply each 
algorithm to the simulated datasets. Three hundred replicates were used in this data 
simulation. With these results, we compare the ability of each method to identify the 
underlying latent groups using the ability of each method to correctly classify subjects' 
trajectories. 
Chapter 3: Choosing the correct number of clusters 
Various methods have been developed to choose the correct number of clusters in 
a cluster analysis. One approach is to perform a series of cluster analyses, allowing a 
different number of clusters in each analysis, and then using a goodness of fit measure to 
determine the number of clusters that maximize the fit. In this paper we examine three 
goodness of fit statistics. 
Akaike' s information criteria43 (AIC), developed as a measure of the goodness of 
fit of a statistical model in the context of maximum likelihood estimation, has been 
applied to the problem of choosing the correct number of clusters. It is defined as: 
AIC = -2logL+2p 
where L is the likelihood and p is the number of parameters in the model. 
The Davies-Bouldin index44 (DB) is a function of the ratio ofthe sum of within-
cluster scatter to between-cluster separation, and uses both the clusters and their 
estimated sample means. 
1 f {Su +Sv} 
DB= K b_ max Su,v 
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where K is equal to the number of clusters, S k is equal to the average distance of all 
objects from the cluster to their cluster center, and Su,v is equal to the distance between 
cluster centers. The Davies-Bouldin index is small if clusters are compact and far from 
each other, indicating a good clustering of subjects' trajectories. 
A variance ratio criterion is the Calinski-Harabasz pseudo F-statistic45 (CH). 
CH = BGSS/WGSS 
K-1 n-K 
where BGSS is equal to the between groups sum of squares, WGSS is equal to the within 
groups sum of squares, K is equal to the number of clusters and n is the sample size. The 
Calinski-Harabasz pseudo F-statistic is equivalent to an F-statistic in datasets with one 
observation per subject. A larger value indicates a better clustering. 
Other measures to choose the correct number of clusters have been developed, 
including Hubert's statistic46, which measures the goodness of fit of a model applied to 
the data, including clusters; Dunn' s index, which is similar to the Davies-Bouldin index, 
as they both intend to identify clusters that are compact and well separated47; and 
"jump", which is based on a method of within cluster dispersion48 . Further methods have 
been described by Schwarz49. 
These criteria have been compared using multiple variables in cross-sectional data 
and found to fail on a significant portion of data 5°-53. Maulik et al50 evaluated the 
performance of three clustering algorithms (hard K-Means, single linkage, and a 
simulated annealing based technique) in conjunction with four cluster validity indices, 
namely Davies-Bouldin index, Dunn' s index, Calinski-Harabasz index, and a recently 
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developed index I50 . The index I performed well in their simulations. Kosmelj et al53 used 
artificial data to test various measures and found that all of them fail on a large portion of 
data. To our knowledge, only one study has used any of these criteria specifically on 
longitudinal data30 and no study has compared them. 
Chapter 4: Covariate adjustment 
Longitudinal cluster analysis is most commonly conducted with one variable 
measured across time and does not include covariates in the trajectory model fitting step. 
Studies in which cluster analysis of longitudinal trajectories has been used have first 
determined the clusters to which each subject belongs and then examined a prediction 
model that includes important covariates or looked at differences in prevalence or 
distribution of covariates between the clusters54-57 . To our knowledge, no study has 
examined the importance or utility of adding a covariate to the trajectory fit during the 
cluster analysis. 
Significance 
This thesis adds three contributions to statistical methods for handling 
longitudinal data. First, we provide insight into the choice of method for clustering 
observations on longitudinal trajectories. Second, by using the AIC statistic in a new way 
to choose the correct number of clusters in a longitudinal application of cluster analysis, 
we present a new method for determining the correct number of clusters in longitudinal 
data. Currently, other statistics for determining the number of groups in a cluster analysis 
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do not take into account the trajectory nature oflongitudinal data. Finally, we believe 
that no prior study has examined the effect of confounders and covariates on a cluster 
analysis. Being able to improve the performance of a cluster analysis by incorporating 
covariates in the clustering model provides a valuable tool. 
Organization 
This thesis is structured as follows. In Chapter 2, we compare the performance of 
a k-means/smoothing clustering procedure to a model-based clustering procedure 
(Fle:xMix package) using a simulation study of artificial longitudinal data. In Chapter 3, 
we examine existing methods of choosing the correct number of clusters specifically in 
the longitudinal data setting using the k-means/smoothing and model-based methods. We 
evaluate the performance of these criteria using simulations. In Chapter 4, we examine 
the effect of confounding and covariate adjustment on the detection of clusters. Chapter 5 
summarizes the thesis, draws conclusions, discusses limitations of this work and outlines 
future directions. 
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CHAPTER 2: A comparison of a k-means approach and a model-based approach 
for clustering longitudinal risk factor trajectories 
Introduction 
Longitudinal studies, such as the Framingham Heart Study58-59, where participants 
are observed or measured repeatedly over time are becoming increasingly more common 
and essential to researchers. These repeated measurements over time can be described as 
subject specific trajectories instead of single observations. Identifying the trajectories 
over time provide the opportunity to identify groups of subjects at risk for a particular 
disease given their patterns and to intervene before disease onset. 
Numerous studies have presented researchers with longitudinal measurements of 
risk factors and much effort has gone into the development of methods for the use of this 
rich information in the investigation of the association between risk factors and disease. 
Methods such as Cox' s proportional-hazards regression with time-dependent covariates9-
10 have concentrated on the effects of changing risk factor profiles on survival, but these 
efforts have usually resulted in a focus on the immediate, short-term effects of risk 
factors on survival. While this strategy provides a different perspective from the standard 
approach of assessing risk factors at baseline and observing their effects on long-term 
survival, there has been a lack of attention to the overall pattern of these risk factors over 
the course of follow-up. 
Methods for using cluster analysis to summarize and model longitudinal patterns 
overtime have been developed and are being used with increasing frequency. Many of 
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these approaches have their own limitations and little work has been done to determine 
situations in which one procedure would be preferred over another. Approaches, 
including the use of principal component analysis 11 , where the repeated measures over 
time may be reduced to more manageable summary variables, have been used. Modem 
approaches to smoothing, including splines, LOESS, and generalized additive models12, 
have also provided us with the ability to better describe and visualize these risk factor 
trajectories over time. The use of principal component analysis or the smoothed 
representation of these trajectories may provide insight into the effect oftime on risk 
factors , but their use is limited by the assumption that one is observing a uniform 
population of subjects sharing this observed trajectory. These non-linear patterns over 
time, however, may reflect underlying heterogeneity in the population and the application 
of a smoother to the data of the entire population, while presenting an interesting picture, 
may mask a collection of widely divergent trajectories that may place individuals at 
varying risk for disease outcomes. 
These methods for clustering longitudinal trajectories over time can be classified 
into two groups: model-based methods and k-means/smoothing approaches. Several 
model-based clustering approaches have been applied to identify the underlying 
heterogeneous groups that are responsible for the observed trajectory over time. 
Structural equation modeling, in the form of latent class. growth curve mixture models, as 
exemplified by the work of Muthen 13 , has been used to uncover groups of subjects with 
similar longitudinal trajectories. The nature ofthis approach assumes that longitudinal 
measures are at fixed time points. In administrative or clinical datasets, as in those 
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maintained by the Department of Veterans Affairs and other computerized health care 
systems, data are not typically collected at fixed time points and frequently are 
unpredictable in timing as patients come in to appointments at irregular intervals. 
Another approach to analyzing this heterogeneity has been to use random 
coefficient mixture modeling14 to view individual variations in growth curves as a means 
of grouping subjects with similar trajectories so that these underlying patterns may be 
identified. Jones, Nagin and Roeder15 created a SAS procedure, PROC TRAJ, which fits 
cubic polynomial models with censored normal, Poisson, zero-inflated Poisson or 
Bernoulli distributions to cluster subjects with similar trajectories. A limitation of this 
approach is that it assumes a cubic polynomial fit, which limits the nature of the 
association to cubic patterns. Additionally, a package in R called FlexMix39-41 , has been 
written to perform longitudinal model-based mixture modeling using the EM algorithm. 
K-means/smoothing approaches to longitudinal cluster analysis7-8 aim to partition 
n observations into K clusters based on a distance metric between the observation and the 
cluster-specific center. Many options exist within a k-means/smoothing approach, 
including the choice of distance metric to calculate the distances between the subject 
trajectory and the cluster center, the definition of the cluster-specific center, and the 
method used to model the subject trajectories. This approach has been applied before29-37 
and each implementation includes their owrt limitations, including inability to address 
missing data and determination of the correct number of clusters. 
To our knowledge, only one prior study has compared the performance of a k-
means/smoothing approach of longitudinal trajectories to a model-based algorithm30 
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(namely, PROC TRAJ). Here, we examine the model-based approach implemented in 
FlexMix and our own implementation of a k-means/smoothing approach to cluster 
analysis of longitudinal data and compare their performance in a simulation study. The 
two methods we focus on are described below. 
Methods 
A general k-means approach 
K-means clustering is a method of cluster analysis that aims to partition n 
observations into K clusters in which each observation belongs to the cluster with the 
nearest mean. As in any k-means approach, the number of groups is specified a priori 
and group memberships are initially assigned randomly. The distance from each subject 
to each group mean is calculated and the subject is moved to the nearest group, where the 
distance to the mean is minimized. The algorithm repeats the distance calculation of 
group means and continues moving subjects until everyone is in the nearest group- that 
is, until everyone stops moving. When all subjects stop moving, the algorithm has 
converged. When applied to longitudinal data, it becomes an exercise of clustering 
curves or trajectories for each subject. 
Longitudinal k-means approach 
Similar to the general k-means approach, the longitudinal k-means approach aims 
to partition n trajectories into K clusters. Unlike other approaches (e.g. hierarchical 
clustering) the k-means approach can easily account for irregular data points over time. 
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While others have applied this29-37 , we have developed an implementation of this 
approach in R38 which implements a spline fit using generalized additive models. This 
approach allows for flexibility in how curves are evaluated. As in most k-means 
implementations, the number of groups, K, must be specified a priori. Although the 
number of groups must be specified, it is possible for the algorithm to conclude with 
fewer groups than originally specified: if during an iteration, there are zero subjects in a 
group, that group will be dropped. The algorithm requires a dataset containing the 
clustering variable, which is assumed to be a continuous variable for the purposes of this 
analysis, and a variable representing time. For example, if it was of interest to examine 
the association between patterns of body mass index and foot pain over a life time, the 
clustering variable would be body mass index and time would be represented by the 
points at which body mass index was recorded. In our implementation, initial group 
assignments are generated randomly with equal probability, using a random seed set from 
the system clock. For each group (1 through k), a spline regression is fit for the subject 
trajectories in that group using a generalized additive model 12 (GAM), with a smoothing 
spline fit for time. We use a GAM model in order to have more flexibility in future 
models, allowing for additional covariates to be added. 
An additive model60 is a nonparametric regression method that estimates an 
additive approximation to a multivariate regression function. The additive model 
generalizes the standard linear regression model by modeling the relation between the 
outcome and set ofp predictors, where X1 ... XP are the set ofpredictors, as: 
Y = s0 +s1X1 + ... +svXP + E 
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where si(X) are smooth functions, E(E) = 0 and Var(E) = a 2 . As the additive model 
assumes a normal distribution, the generalized additive model was developed to extend 
the additive model to a wide range of distribution families. The GAM assumes that the 
mean of the dependent variable, here the clustering variable, depends on an additive 
predictor through a nonlinear link function. Generalized additive models consist of a 
random component, an additive component, and a link function relating these two 
components. The clustering variable (y), the random component, is assumed to have a 
density in the exponential family, defined as: 
{
y()- b(8) } 
fy(yj8,cp) = exp a(cp) + c(y,cp) 
where 8 is called the natural parameter and cfJ is the scale parameter. 
The quantity: 
p 
1] =So+ L sicxa 
i=l 
where Xi are the predictor variables and si (X) are smoothing splines, which are 
nonparametric in nature, and define the additive component. The smoothing spline finds a 
function ry(x) that minimizes the penalized least square. 
where A is a fixed constant and a :5 x1 :5 · · · :5 Xn :5 b. The unique minimizer to this 
function is a natural spline with knots at the unique values of xi. The value A./(1 +A.) is 
the smoothing parameter. 
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Finally, the relationship between the mean, 11 , of the clustering variable, y, and rJ is 
defined by a link function such that g(/1) = rJ. The link function used here is the identity 




where Ai (y, A.) is a matrix that depends on y and A. In the fitting of the GAM model, the 
user has the ability to constrain the number of degrees of freedom that the model is 
allowed to use when fitting a smoothed line to the data. In our implementation, we have 
constrained the number of degrees of freedom at 3, but this could be increased with more 
complex data patterns. In this chapter, we have a single predictor in the GAM model 
(X1), which corresponds to time. 
From the results of the group-specific fitted model, predicted values for each time 
point are calculated for that group. We then have predicted values, at each time point, for 
each group, translating to group specific predicted curves. If there are 8 time points and 
three groups, we would calculate a total of 24 predicted values. If the time points are 
irregular across subjects, it is important to note that predicted values for each time point 
are generated. Distances from each subject's trajectory to each group's predicted curve 
are then calculated. Figure 1 below shows an example of how the distance for a given 
subject would be calculated, where the black line represents the subject's data points and 
the blue line is the group-specific predicted smooth curve. 
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Figure 1: Distance calculation fork-means/smoothing approach to cluster analysis 
of longitudinal data 
The predicted values for each group and the distance of each subject from each 
group are calculated at each iteration. In this implementation ofk-means, we calculated 
the distances using a traditional distance norm, as the squared difference between the 
actual subject value and the predicted value of the trajectory variable at each time point 
and averaged these values over all time points. The group with the minimum value of the 
sum of squared differences over the K groups is considered to be the closest group. 
where k represents the cluster and t represents the time points. 
Then subjects are moved to the closest group. Once all subjects have been moved 
to the closest group, the number of subjects who have not moved since the last iteration is 
calculated by comparing the current group assignments to the previous iteration's group 
assignments. When all subjects stop moving, or when the algorithm reaches a maximum 
number of iterations the algorithm has converged. The maximum number of iterations 
was set to be 50 based on preliminary results indicating model convergence prior to 50 
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iterations. During each iteration, it is possible that a particular group could end up with 
zero subjects. In this case, the empty group will be dropped from the analysis and the 
algorithm will collapse to K- 1 (or fewer) groups. 
FlexMix: A Model-based approach 
A model-based approach to longitudinal cluster analysis, called FlexMix, has 
been implemented in R by Friedrich Leisch and Bettina Gruen39-4 1• FlexMix implements 
a general framework for modeling trajectories through finite mixtures of regression 
models using the EM algorithm to maximize the log likelihood. FlexMix also allows for 
use of a smoother in the algorithm which will allow the procedure to fit a spline 
regression to model the longitudinal trajectory in each cluster. This approach allows for 
direct comparison with the results from the k-means method. 
FlexMix models trajectories with a finite mixture model with K clusters, where K 
must be specified a priori. The latent class regression model is defined by: 
h(ylt, t/J) = .L~=lnkf(ylt, 8k) , 
nk 2:: 0, L~=lnk = 1 
where y is the clustering variable with conditional density h, tis time, nk is the prior 
probability for each cluster k, 8k is the component specific parameter for the density f , 
and t/J = (n11 ... , nK, 8' 1 , ... , 8' K)' is the vector of all parameters. In the situation where f 
is multivariate normal, this model is known as model-based clustering. The posterior 
probability that observation (t, y) belongs to cluster j is given by: 
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At each iteration, subjects are put into clusters based on the group with the maximum 
posterior probability, P(jjt, y, l/J). The log-likelihood (logL) of a sample ofN 
As the likelihood can usually not be maximized directly, FlexMix uses the EM 
algorithm 42 to estimate the vector of parameters, l/J, by first, calculating the posterior 
class probabilities for each observation and cluster, and second, maximizing the log-
likelihood for each cluster separately, using the posterior probabilities as weights. The 
posterior class probabilities are defined by: 
The prior class probabilities are calculated as the average of the posterior class 
probabilities for each cluster as: 
Then, for each cluster, the maximization of the log-likelihood is calculated as: 
Iterations with the EM algorithm are repeated until the likelihood stops 
improving. The maximum number of iterations in FlexMix is undocumented. As with 
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the k-means algorithm, it is also possible for the FlexMix algorithm to collapse groups 
during the iterations and finish with fewer than K groups. 
Data Simulations 
We chose to use three general scenarios to represent clusters for evaluation 
purposes, modified from a previous similar study30. Each scenario involves 3 underlying 
latent groups with different trajectories on a longitudinal clustering variable. The 
trajectories for the three scenarios were: three diverging lines; three crossing lines; and 
two crossing lines with one quadratic, as displayed in Figure 2. These three scenarios 
were chosen to represent, at one extreme, a set of clearly defined clusters and, at the other 
extreme, a set of complex clusters that overlap each other. Simulations based on a fixed 
effects model were conducted, with each straight line generated using the form: Yij = 
{30 + /31'0 + Eij, where i = 1 ... n, j = 1 ... t , Eij~N(O, v), {30 , {31 and v are fixed. The 
quadratic line was generated using the form: Yij = {30 + /31'0 + /32'02 + Eij, where 
i = 1 ... n, j = 1 ... t, Eij~N(O, v), {30, {31 , {32 , and v are fixed. Table 1 presents the beta 
coefficients that were used to generate each scenario. 
Table 1: Beta coefficients for scenarios 
Group 1 Group 2 Grou_p 3 
f3o /31 f3o /31 f3o /31 f3z 
Crossing lines 10 0 100 -5 90 0 -
Diverging Lines 50 0 50 1.5 50 -1.5 -
Crossing/quadratic 0 5 100 -5 0 20 -1 
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Figure 2: Plots of the 3 different trajectory shapes for simulation study 
Using the 3 scenarios of three clusters we conducted simulations while varying 
several parameters. With the purpose of creating scenarios that were both easy to cluster 
and difficult to cluster, the parameters we chose to vary were: 
1) total number of subjects (n) 
2) number of data points per subject (t) 
3) variance ofthe trajectory (v) 
Total sample sizes of 90 and 900 were used, with equally sized clusters (30 and 
300 per group, respectively). The number of data points was varied by using 5 and 20 
equally spaced data points for each subject. We expected that more data points would 
result in a higher correct classification rate as compared to fewer data points. The 
variance of the trajectory was varied by choosing three values which would result in easy, 
medium and hard scenarios to cluster, as determined in an initial subset analysis. The 
values of the variance chosen were 25, corresponding to an easier scenario to cluster; 
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100, corresponding to medium difficulty scenario to cluster; and 625 , corresponding to 
the most difficult scenario to cluster. 
In each scenario of simulated data described above and shown in detail in 
Appendix Table 8, both the FlexMix algorithm and the k-means algorithm were run on 
the same dataset. Three hundred replicates of each scenario were generated and then 
each replicate dataset was analyzed using both methods. Figure 3 displays an example of 
the individual trajectories of the simulated data for the fixed effects model, with colors 
representing the different clusters, for the scenario using 5 data points, a variance of 25 
and a sample size of 900. 
Cron lngUnes Dln rging Unu OuadrtfltJCro11inglin.s 
Figure 3: Spaghetti plots for simulated data with 5 data points, variance equal to 25, 
for each of the 3 trajectory scenarios 
To extend this simulation study, a secondary analysis was performed with a 
random effects model, using a small selection of the scenarios outlined above, to 
determine if random effects data affected the clustering algorithms. Since the random 
effects models have random error terms, plus random slope and intercept terms, we used 
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the variance ( v) from the fixed effects models and evenly divided it between the random 
parameters (p) in the random effect models. These random effects models were 
generated using the following equations, where {30 , {31 and {32 were defined using the same 
values presented in Table 1: 
In the case of a straight line: 
Yij = f3oi + {31i'0 + Eij, where i = 1 ... n , j = 1 ... t, Eij-N ( 0, ~) , f3oi-N (f30 , ~) , 
f31i-N (f31, ~) , v is fixed and p is the number of coefficients in the model plus 
the error term. 
In the case of a quadratic line: 
Yij = f3oi + Pi1'0 + f3zi'0 2 + Eij, where i = 1 ... n , j = 1 ... t , Eij-N ( 0,~) , 
f3o i-N (Po.~) , {31i-N (f31,~) , f3 2i -N (f3z,~), vis fixed and pis the number of 
coefficients in the model plus the error term. 
Comparison of clustering algorithm performance 
In order to compare the performance of the k-means approach and the FlexMix 
algorithm on simulated data described above, the Correct Classification Rate (CCR)61 
was calculated. The CCR is the percentage of trajectories that are in the same cluster in 
the generated dataset and in the output of the clustering algorithm. In other words, that is 
the percentage of subjects for whom the algorithm makes the right decision. This 
measure can only be calculated when the true group assignments are known. 
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(
#correctly classified subjects) 
CCR = . xlOO 
total# sub;ects 
Given that group assignments across replicates are arbitrary, care must be taken 
when calculating the CCR. If j is the number of clusters found by the algorithm and k is 
the number of clusters in the original simulated dataset, a table of size j by k is created. 
As group numbers from the analysis are arbitrary, we assume the maximum value across 
each row of the table to be the most correct group. The CCR is then calculated as the 
number of correctly classified subjects divided by the total number of subjects. To 
calculate the CCR, a table of the true group assignment by the clustered group 
assignment is created (Table 2) and the maximum value for each row is taken to be the 
group containing the most correctly classified subjects. This value is recorded and 
summed across rows to determine the number of correctly classified subjects. For 
example, letj=3 , k=3 and 30 subjects be in each group in the simulated dataset. Table 2 
displays an example classification table. If the clustering algorithm determined that there 
should be 22 subjects in group 1, 54 subjects in group 2 and 14 subjects in group 3, the 
CCR would be 57.78%, determined as shown below: 
(
20 + 26 + 6) 
CCR = 
90 
xlOO = 57.78% 
Table 2: Example classification table 
Truth (k) 
Clustered G) Group 1 Group 2 Group 3 Totals 
Group 1 0 20 2 22 
Group 2 26 6 22 54 
Group 3 4 4 6 14 
Totals 30 30 30 90 
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From the results of the simulation study, the mean CCR and the five-number 
summary62, including the minimum, the 1st quartile, the median, the 3rd quartile and the 
maximum, were calculated for each clustering method overall and separately by line 
scenario. To further evaluate the results of the simulation, we performed logistic 
regression analyses to evaluate the odds of a correct classification given by the FlexMix 
method versus the k-means method, using a fully saturated model, which contained all 
possible interactions between all parameters used to generate the data (see Data 
Simulations). As this comparison using logistic regression has not previously been done 
before, our reasoning behind this idea was to demonstrate how the scenarios operate and 
which variations in data simulation were important. The logistic regression was modeled 
using events/trials notation where the number of events was equal to the number of 
correctly classified subjects in a scenario and the number of trials was equal to the total 
number of subjects in a particular scenario. Therefore, we had 300 observations per 
scenario (since we performed 300 replicates in the simulation study) in the logistic 
regression model. The parameters included were method (k-means, FlexMix), lines 
(diverging, crossing, crossing/quadratic), sample size (90, 900), data points (5, 20), and 
variance (25,100, 625). All two-way, three-way, four-way, and five-way interactions 
were included in the regression model. From this regression model, we were interested in 
the odds that FlexMix will correctly classify a subject trajectory compared to k-means, 
given the other parameters in the model. 
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Results 
Fixed Effects Models 
Table 3 shows the mean CCR and the five-number summary for each method of 
clustering longitudinal data, overall and stratified by the 3 line scenarios. Looking at the 
raw means in Table 3, overall, it appears that k-means performs slightly better than 
FlexMix, with a mean correct classification rate of 91% versus 90% for FlexMix. 
Although k-means is performing better, both methods perform very well with an overall 
CCR higher than 90%, and both methods have overall median values of 1 00%. The CCR 
was 100% in 58% of all scenarios examined for FlexMix and in 56% of all scenarios for 
k-means. Figure 4 shows boxplots of the overall correct classification rate fork-means 
versus FlexMix over all scenarios, and Figure 5 shows the same results stratified by the 3 
individual line scenarios. In Figure 4, you can see that there is more variation with the k-
means approach. Looking at the separate line scenarios, diverging lines has the lowest 
correct classification rate using the FlexMix approach (mean CCR=86.63%) and the 
lowest median value (96.67%), whereas k-means is able to classify equally well in all 
three line scenarios when looking at the mean values. The median value for the diverging 
lines with k-means is also slightly lower, at 97.89%, but is higher than the value for 
FlexMix. 100% correct classification was reached in only 38% of diverging lines 
scenarios using FlexMix and 47% of diverging lines scenarios using k-means. Compared 
to k-means, FlexMix is able to better classify the crossing lines scenarios, whereas it 
performs worse than k-means in the diverging and quadratic scenarios, when looking at 
the mean values. Both methods have a median value of 100% for both crossing lines and 
29 
quadratic scenarios. Despite these high median values, FlexMix correctly classified 
100% of subjects in 72% and 63% of scenarios for crossing and quadratic, respectively, 
whereas k-means correctly classified 100% of subjects in 60% of both crossing and 
quadratic scenarios. Additionally, crossing lines have the highest mean CCR for the 




























FlexMix vs K-means 
T 
K-means 
Figure 4: Box plots of percent correct classification rate fork-means versus FlexMix 
approaches 
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Figure 5: Box plots of percent correct classification rate fork-means and FlexMix 
approaches separately by line scenario 
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Table 3: Five number summary and mean for the distribution of the correction 










All (n=10800) 53.00 90.00 91.21 100.00 100.00 100.00 
Crossing Lines 
66.67 66.67 91.04 100.00 100.00 100.00 (n=3600) 
Diverging Lines 
53.00 90.94 91.12 97.89 100.00 100.00 (n=3600) 
Quadratic Lines 
65.56 95 .56 91.48 100.00 100.00 100.00 (n=3600) 
FlexMix 
All (n= 1 0800) 34.00 93.5 90.24 100.00 100.00 100.00 
Crossing Lines 
53.33 99.11 96.54 100.00 100.00 100.00 (n=3600) 
Diverging Lines 
36.67 71.11 86.63 96.67 100.00 100.00 
(n=3600) 
Quadratic Lines 
34.00 97.67 87.56 100.00 100.00 100.00 (n=3600) 
In order to display scenarios in which FlexMix outperforms k-means and those in 
which k-means outperforms FlexMix, a bar chart of the log ofthe odds ratios from the 
logistic regression model with all possible interactions among the parameters used to 
simulate the data included in the model is displayed in Figure 6. The odds ratios were log 
transformed since there were some odds ratios that approached zero and some that 
approached infinity. The log ofthe odds ratios are arranged in order of magnitude on the 
x-axis. If the log of the odds ratio is larger than 0, this indicates that FlexMix had an 
increased odds of correctly classifying subjects in that scenario compared to k-means. If 
the log of the odds ratio is less than 0, this indicates that k-means has a higher odds of a 
correct classification compared to FlexMix. Even though the raw mean value of the CCR 
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indicates that k-means is slightly better able to correctly classify subjects, these odds 
ratios reveal that in fact FlexMix performs better thank-means in 64% of the scenarios. 
All odds ratios are shown in Appendix Table 9 with the corresponding parameter 
specifications. Based on these odds ratios, diverging lines with 20 times points and small 
variance appear most often in the scenarios where k-means performs better (log of odds 
ratio < 0). In 67% of the diverging line scenarios that we examined, k-means performs 
better than FlexMix. FlexMix performs better with crossing lines, 5 time points and 
smaller variance. In 83% of the crossing line scenarios that we examined, FlexMix 
performs better thank-means. Additionally, in 75% of the crossing/quadratic line 


























Distribution of odds ratios 
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FlexMix has increased odds of correct classification if> 1 (64% of scenarios) 
K-means has increased odds of correct classification if< 1 (36% of scenarios) 
Figure 6: Bar chart of the odds ratios from saturated logistic regression 
Figure 7, Figure 8 and Figure 9 show box plots ofthe correct classification rate 
for each set of lines and for each parameter modification, separately fork-means and 
FlexMix. For each cluster of box plots, variation in sample size, number of data points, 
and variance (clockwise from top left). In crossing lines (Figure 7), the median CCR is 
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1 00% for both methods and almost all variations of the parameters. When the variance is 
large, the median CCR drops slightly to 99% for both methods. 25% of crossing line 
scenarios had an average CCR of 100% using FlexMix. CCRs from the k-means 
algorithm have much more variability that the CCR from the FlexMix procedure in 
almost all instances, with the exception of 5 time points and large variance. In diverging 
lines (Figure 8), the distribution of the CCR is similar between the two methods for all 
parameter modifications. 25% of diverging line scenarios had an average CCR of 100% 
using k-means. Increasing the sample size and increasing the variance of the trajectories 
increased the variability and decreases the median correct classification rate for both 
methods. Increasing the number of data points decreases the variability in the CCR for 
both methods. In the quadratic/crossing lines (Figure 9), increasing the sample size 
greatly increases the variation in CCR with FlexMix but not with k-means. Increasing the 
number of time points increases the variability in the CCR for both methods. Increasing 
the variance of the trajectories has little effect on the CCR with FlexMix, but the 
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Figure 7: Box plots of percent correct classification rate for 3 crossing lines 
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Figure 9: Box plots of percent correct classification rate for 2 crossing, 1 quadratic 
Rates of Collapsing Groups 
When examining the boxplots presented in Figure 7 through Figure 9, some 
results appeared to be counter-intuitive. For example, in Figure 7, looking at the plot of 
the size of the variance, with the k-means method, it looks as though the variation of the 
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CCR decreases with increasing variance. One would expect that larger trajectory 
variance would make it more difficult to correctly cluster observations and thus increase 
the variation of the CCR. On closer inspection of these results, the increased variation 
with the smaller variance sizes (variance = 25 and 1 00) was due to the fact that the 
algorithm dropped a group. In these scenarios, there were only two values of the CCR 
over the replicates of the simulation study: either 100% or 66.67%. If the algorithm 
drops to two groups, the best result that can be expected is 66.67% correctly classified. 
This was most commonly seen when using the k-means algorithm with crossing lines and 
crossing with quadratic lines when the variance was not large (that is, equal to 25 or 100). 
In these scenarios, the percentage of time that the algorithm dropped to 2 groups and 
found 66.67% CCR was between 30-40%. The value of the starting seed in the k-means 
algorithm was a determinant of whether or not the groups collapsed from 3 down to 2 
groups. 
Random Effects Model 
We examined three scenarios using a random effects model that were chosen 
based on the results from the fixed effects results. We chose a crossing lines scenario 
with small sample size, 5 data points, and a variance of 100 because in the fixed effects 
model, the FlexMix algorithm performed better than the k-means method. We chose 2 
crossing lines with one quadratic, with a small sample size, 5 data points and variance of 
625 because in the fixed effects analysis, both methods were able to classify subjects 
equally well. Thirdly, we chose diverging lines with a small sample size, 20 data points 
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and variance of 25 because we found that the, in the fixed effects model, k-means 
performed better than FlexMix in this scenario. The results of this subset of random 
effects models are shown in Table 4. We found that, when using a random effects model, 
it is much more difficult to correctly classify subject trajectories compared to the fixed 
effects model. For both the crossing lines scenario and the diverging lines scenario, the 
mean correct classification rate dropped from very close to 1 00% in the fixed effects 
model, down to less than 50% correct classification. The correct classification rate for 
the crossing/quadratic scenario also was decreased as compared to the fixed effects 
model, but to a lesser degree. We also found that, when using the random effects model, 
both the k-means method and FlexMix algorithm perform equally poorly. 
Table 4: Five number summary and mean for the distribution of the correction 









Crossing, n=90, F 34.44 43.89 47.07 46.67 50.00 60.00 
t=5 , var=100 K 38.89 45.56 48.21 47.78 50.00 74.44 
Quadratic, n=90, F 65.56 96.67 96.41 97.78 98.89 100.00 
t=5 , var=625 K 66.67 96.67 97.67 97.78 98.89 100.00 
Diverging, n=90, F 37.78 44.44 47.82 47.78 51.11 62.22 
t=20, var=25 K 38.89 44.44 47.97 47.78 50.00 63 .33 
Discussion 
The purpose of this study was to compare the ability of a k-means/smoothing 
approach and a model-based clustering approach (FlexMix) to correctly classify 
trajectories of subject-specific data into groups using a simulation study. Although both 
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the k-means approach and the FlexMix algorithm performed well there are differences in 
the ability of these two methods based on the nature of the data. Although the raw mean 
correct classification rate was slightly higher using the k-means approach, both 
algorithms were able to correctly classify at least 90% of subjects the majority of the time 
and both had median values of 100%. 
Examining odds ratios from the logistic regression model with interactions 
revealed that FlexMix could perform better thank-means 64% of the time, but there are 
clear instances where k-means is preferable, including the majority of scenarios with 
diverging lines. 
Additionally, we examined a small subset of scenarios using a random effects 
model. We found that, overall, the random effects model resulted in scenarios that were 
harder to correctly classify. Both the k-means method and the FlexMix algorithm 
performed similarly in the scenarios that we examined here, a different result from what 
we saw in the fixed effect models. Future work in this area is needed to more closely 
examine the differences between the fixed effects models and the random effects models. 
We observed that different starting seeds lead to different clustering solutions and 
different numbers of groups in the data when using the k-means clustering algorithm. 
This is a known feature of k-means clustering63-64 and is also could be an issue with the 
FlexMix algorithm since it is maximizes a likelihood. We could not test the effects of 
different seeds with the FlexMix package since the code was not accessible. In order to 
be assured that the starting seed value is not directing the cluster solution, we recommend 
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running the analysis multiple times. Future work should examine different starting seeds 
and optimization of starting seeds in the cluster analysis. 
This simulation study is limited by the fact that the correct number of groups 
must be known a priori. In order to calculate the correct classification rate, you must 
know the correct group assignments. This would not be applicable to a real life data 
situation since it is nearly impossible to know ahead oftime how subjects would cluster 
together. Additionally, since this is a simulation study, generalization of these results are 
limited by the specific scenarios that we chose to examine. It is possible that other 
scenarios and other patterns of lines would have given different results. Although this is a 
limitation to the study, the scenarios we chose were designed to represent extreme 
situations. 
In summary, both the k-means algorithm and the model-based algorithm produced 
similar results, although the model-based approach was generally better. The pattern of 
lines chosen, along with the number of time points and the size of the variance affected 
the ability of the algorithms to correctly classify trajectories. K-means is preferred when 
the number of time points is large, the variance is small and the lines are diverging. 
FlexMix is preferred with the number of time points is small, the variance is small and 
the lines are crossing. 
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CHAPTER 3: An evaluation of various criteria for choosing the correct number of 
clusters 
Introduction 
The problem of choosing the correct number of clusters in a cluster analysis is one 
of the main challenges in the field. Many methods have been developed to choose the 
correct number of clusters in a traditional cluster analysis, but there has been a lack of 
application and evaluation of these criteria for longitudinal trajectory cluster analysis. 
Akaike' s information criterion43 (AIC), developed as a measure of the goodness 
of fit of a statistical model when likelihood methods are implemented, has been used to 
choose the correct number of clusters in a traditional cluster analysis . Using the 
maximum value of the likelihood, the AIC allows for comparisons between models but 
does not explicitly provide a measure of how well the model fits the data. As the AIC is 
a measure of information lost from the truth, the minimum value of the AIC indicates the 
best choice for the number of clusters in the data. 
The Davies-Bouldin index44 (DB) is a fimction of the ratio ofthe sum of within-
cluster scatter to between-cluster separation, using both the selected clusters and their 
sample means. The Davies-Bouldin index is small if clusters are compact and far from 
each other. The smallest value of the DB determines the best choice for the number of 
clusters in the data. 
A variance ratio criterion is the Calinski-Harabasz pseudo F-statistic45 (CH). The 
Calinski-Harabasz pseudo F-statistic is equivalent to an F-statistic in univariate analysis. 
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In this case, the largest value of the CH determines the best choice for the number of 
clusters in the data. 
To our knowledge, only one study has used any of these criteria specifically on 
longitudinal data30 and no study has compared them. Genolini and Falissard30, in an 
implementation of a k-means/smoothing approach to longitudinal cluster analysis, used 
the Calinski-Harabasz pseudo F-statistic to evaluate their cluster analysis but did not 
report how well the criterion worked in selecting the correct number of groups. 
While other criteria exist, as presented in Chapter 1, we chose to evaluate these 
three. The AIC was chosen because it is a well-known, commonly used criterion for 
many applications of model fit and model selection beyond the cluster analysis field . .. 
This criterion has been used often but its utility in clustering of trajectories is not well 
tested or well known. As the Calinski-Harabasz pseudo F-statistic was used to choose 
the number of clusters in the Genolini-Falissard study of clustering longitudinal data, we 
chose to include this criterion in our evaluation. Additional, as both the Calinski-
Harabasz pseudo F-statistic and the Davies-Bouldin index are based on a traditional 
method of considering mean differences between groups we chose to evaluated the utility 
of both ofthese measures. 
In this chapter, we test and compare the ability of the AIC, the Davies-Bouldin 
index, and the Calinski-Harabasz index to choose the correct number of clusters of 
trajectories in the specific setting of longitudinal data using both the k-means/smoothing 
approach and the FlexMix procedure in a simulation study. 
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Methods 
Using a subset of the scenarios from the simulation study described in Chapter 2, 
in this chapter we focus specifically on the fixed effects scenarios, with 36 scenarios 
included in this evaluation. In this chapter, 100 replicates of each scenario were 
generated and then each replicate dataset was analyzed using both the k-means and 
FlexMix methods. In each replicate, we ran each analysis 5 times for each method, each 
time specifying a different number of groups a priori. Each scenario was designed to have 
exactly 3 groups, but for analysis of each replicate we specified 2, 3, 4, 5 and 7 groups a 
priori and calculated Akaike's information criterion, the Davies-Bouldin index, and the 
Calinski-Harabasz pseudo F-statistic. Thus, for each replicate and clustering method, we 
have 5 values for each clustering criterion (AIC, DB and CH). We then calculated, over 
the 100 replicates, the proportion of times that each criterion chose the correct number of 
clusters, which, by design, is always 3. In Chapter 2, we saw that the different line 
scenarios (crossing, diverging, crossing/quadratic) affect the ability of the algorithm to 
correctly cluster subjects, so in the presentation of these results, we examined the 
clustering criteria overall and separately by line scenario. 
Akaike's Information Criterion, AIC, is defined as: 
AIC = -2logL + 2p, 
where Lis the likelihood, logL is the natural logarithm of the likelihood and p is the 
number of parameters estimated in the model. To calculate the AIC in the k-means 
algorithm, we computed the likelihood for the final clustered data based on the following 
generalized additive model: 
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y = spline(t) + ki + spline(t) * ki> 
where tis time, ki is the final group assignment (i = 1 ... K) . Note that k represents a set 
of dummy variables for the fmal number of groups. Maximum likelihood estimation was 
used to estimate the likelihood based on the generalized additive model. As the AIC is a 
measure of information lost from the truth, the minimum value ofthe AIC indicates the 
best choice for the number of groups in the data. Given that the number of groups found 
in the data, ki> is a parameter in the generalized additive model, the number of 
parameters, p, in the calculation of the AIC accounts for the number of groups and acts as 
a penalty for unnecessarily more groups. In the FlexMix algorithm, the AIC is directly 
available from the results of the final clustered model fit, as it is maximizing a likelihood 
which also includes a spline fit. 
The Davies-Bouldin index44 (DB) is the mean of the maximum value of the ratio 
of the sum of within-cluster variation to between-cluster separation, and is defined as: 
= 2_ f max{Su + Sv} 
DB K L U,V s k=l U,V 
where K is equal to the number of clusters; Su = 1~k {LI=l 2:~~1 (Yitk - .Y .. k) 2 } and is 
equal to the average distance of all subjects in a cluster to the center of that cluster; and 
Su,v = .J (Y. .u - Y..v) 2 , is the between-cluster separation, equal to the distance between 
cluster centers, calculated as the mean of cluster u minus the mean of cluster v , for all 
pairs of clusters. In other words, to calculate the value of the DB, a matrix is created 
(Table 5) and DB is equal to the mean of the finite row maximums. An example using 3 
groups is shown in Table 5. 
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Table 5: Calculation of the Davie's-Bouldin Index 
Group 1 2 3 
1 Infinity 
52+ 51 53+ 51 
52,1 53,1 
2 
51 + 52 
Infinity 




51+ 53 52+ 53 
Infinity 
51,3 52,3 
Using the R package clusterSim65, we calculated the DB using the function index.DB 
with the final group assignments from the cluster algorithm. We were able to use this 
same function for both the k-means algorithm and the FlexMix procedure. 
The Calinski-Harabasz pseudo F-statistic45 (CH) is defined as: 
CH = BG55/WG55 
K-1 n-K 
groups sum of squares), WG55 = L~=1 l:I=1 l:~!1 (Yitk- y .. k) 2 (the within groups sum 
of squares), K is equal to the number of clusters, t is the number of time points, n is the 
total sample size and nk is the sample size in group k. Using the same package in R 
(clusterSim) , we calculated the CH using the function index.Gl with the final group 
assignments from the clustering algorithm. We were able to use this same function for 
both the k-means algorithm and the FlexMix procedure. 
To evaluate the results of this study, we calculated the number oftimes that the 
minimum (for the AIC and DB) or maximum (for CH) value was associated with a 
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choice of three groups. In both algorithms, there exists the possibility that fewer groups 
than originally specified could be found. For example, if 5 groups were specified a priori 
to the algorithm, and during the clustering procedure, one of those groups ended up with 
zero subject trajectories in the group, that group would be dropped. Therefore, it is 
possible that, even when specifying 4, 5, or 7 groups a priori, the method could still end 
up with the correct number of groups. It is additionally possible that, when specifying 
that there were 3 groups, the algorithm could finish with only 2 groups. Therefore, when 
calculating the number of times that the criteria chose the correct number groups, it was 
important to examine not only the runs where the number of groups was specified as 3, 
but also the results of the other group specifications and the number of groups that each 
run of the algorithm concluded with. 
Results 
There are 36 scenarios examined in this chapter. When looking at the results of 
all 36 scenarios together (Table 6), we found that the DB chooses the correct number of 
groups 24% and 23% of the time fork-means and FlexMix, respectively. The CH 
performs better than the DB, choosing the correct number of groups 4 7% and 52% of the 
time fork-means and FlexMix, respectively. The AIC outperforms both the DB and the 
CH, correctly choosing the number of groups 51% and 87% of the time fork-means and 
FlexMix, respectively. The AIC was consistently better than DB or CH, except for the k-
means approach with crossing lines. 
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Table 6: Percentage of times correct number of groups is chosen 




DB 24% 2% 21% 50% 
CH 47% 16% 66% 59% 
AIC 51% 31% 61% 61% 
FlexMix 
DB 23% 2% 4% 64% 
CH 52% 17% 62% 76% 
AIC 87% 77% 92% 92% 
Figure 10 through Figure 18 display bar charts by scenario of the proportion of 
replicates in which the correct number of groups are chosen by the DB, CH and AIC 
separately for each ofthe three line scenarios fork-means (top) and FlexMix (bottom). 
For diverging lines, the DB correctly chooses the number of groups 2% of the time for 
both methods (Figure 1 0). The few correct choices in these scenarios are driven by those 
in which the variance is small and the number of time points is small in the k-means 
approach. This pattern is not consistent when using FlexMix. The CH correctly chooses 
the number of groups less than 20% of the time for both methods (Figure 11). The 
correct choices in these scenarios are driven by the two scenarios where the number of 
time points is large and the variance is either 25 or 100. This pattern holds true for both 
the k-means and the FlexMix procedures. On the other hand, the AIC is able to correctly 
choose the number of groups 31% fork-means and 77% for FlexMix, greatly 
outperforming the other two measures in these scenarios (Figure 12). The scenarios with 
fewer time points have a greater percentage of correct choices when using k-means. This 
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pattern is reversed in FlexMix, where we see more time points resulting in higher 
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Figure 11: K-means (top) and FlexMix (bottom) Calinski-Harabasz pseudo F-
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K-means Diverging lines: Akalke's lnfonnation criterion 











FlexMix Diverging lines: Akalke's Information criterion 
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sample size=90 sample size=900 
Figure 12: K-means (top) and FlexMix (bottom) Akaike's Information Criteria for 
Diverging Lines 
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For crossing lines, the DB correctly chooses the number of groups 21% of the 
time fork-means and 4% of the time for FlexMix (Figure 13). The correct choices in 
these scenarios are driven by those in which the number of time points is large in both 
approaches. The CH chooses the correct number of groups more than 62-66% of the time 
for both methods (Figure 14). The correct choices in these scenarios are driven by the 
scenarios in which the variance is either 25 or 100. This pattern holds true for both the k-
means and the FlexMix procedures. On the other hand, the AIC is able to correctly 
choose the number of groups 61% oftimes fork-means and 92% for FlexMix, with 
FlexMix results for the AIC greatly outperforming the other two measures in these 
scenarios (Figure 15). The scenarios with more time points have a greater percentage of 
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K-means Crossing lines: Oavles - Bouldin Index 
overall proportion correct= 0.21 
sample size=90 sample size=900 
FlexMix. Crossing lines: Davles-Bouldin Index 
overall proportion correct • 0.04 
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v=625 
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Figure 14: K-means (top) and FlexMix (bottom) Calinski-Harabasz pseudo F-














K-means Crossing lines: Akalka's Information criterion 











FlexMix Crossing lines: Akaike's infonnatlon criterion 













Figure 15: K-means (top) and FlexMix (bottom) Akaike's Information Criteria for 
Crossing Lines 
57 
For 2 crossing lines and 1 quadratic set of groups, the DB correctly chooses the 
number of groups 50% of the time fork-means and 64% of the time for FlexMix (Figure 
16). Using k-means, there is generally a higher percentage of correct choices with a 
greater number of time points. This pattern is generally reversed with the FlexMix 
method. The CH chooses the correct number of groups 59% of the time fork-means and 
76% for FlexMix (Figure 17). The correct choices in these scenarios are generally driven 
by the scenarios in which the number of time points is large, for both methods. On the 
other hand, the AIC is able to correctly choose the number of groups 61% fork-means 
and 92% for FlexMix, with FlexMix results greatly outperforming the other two 
measures in these scenarios (Figure 18). The scenarios with more time points have a 
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Figure 17: K-means (top) and FlexMix (bottom) Calinski-Harabasz pseudo F-






































K-means Quadratic lines: Akalke's Information criterion 









FlexMix Quadratic tines: Aka ike 's Information criterion 















Figure 18: K-means (top) and FlexMix (bottom) Akaike's Information Criteria for 
Quadratic Lines 
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Additionally, we examined the proportion of times that the DB, CHand AIC 
correctly chose the number of groups and agree on that choice. Overall, the three 
measures agree and choose correctly only 8% ofthe time with k-means and 18% of the 
time with FlexMix. When looking at the 3 separate line scenarios, we find that with 
diverging lines, the three methods never agree in choosing the correct number of groups 
for either clustering algorithm. With cr~ssing lines, the three methods rarely agree and 
choose correctly, with only 2% fork-means and 1% for FlexMix. Quadratic lines, on the 
other hand, prove easier for the three methods to agree and choose correctly: 22% of the 
time fork-means and 53% of the time for FlexMix. The three methods almost never 
agree when choosing the wrong number of groups. In this example where the correct 
number of groups is three, regardless of the number of groups that the algorithm starts 
with, the most common incorrect choice for the number of groups chosen by any of the 
three methods (DB, CH, AIC) is 2 groups. The distribution of the average chosen number 
of groups by each clustering criteria for each method is shown in Table 7. 
Table 7: Distribution of average percent of each number of groups chosen for each 
clustering criteria 
Number of groups chosen 
2 3 4 5 6 7 
K-means 
DB 72.47% 24.44% 1.81% 0.92% 0.25% 0.11% 
CH 46.06% 47.03% 2.39% 1.78% 0.92% 1.83% 
AIC 34.44% 51.06% 9.78% 3.19% 0.31% 1.22% 
FlexMix 
DB 73.89% 23.44% 1.83% 0.67% 0.14% 0.03% 
CH 43.39% 51.53% 2.56% 1.72% 0.64% 0.17% 
AIC 4.47% 86.97% 7.22% 1.17% 0.14% 0.03% 
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Discussion 
This chapter evaluated three criteria for choosing the number of clusters in a 
dataset. We found that among the three criteria tested, Akaike's Information Criterion 
outperformed the other two criteria when it came to the question of determining the 
correct number of groups of trajectories in the longitudinal data setting. Diverging lines 
were the hardest scenarios to recognize the correct number of clusters regardless of the 
criteria or clustering method, although AIC does continue to perform the best. Scenarios 
with 2 crossing lines and 1 quadratic are generally easiest for all three criteria to choose 
the correct number of clusters. 
The Davies-Bouldin Index and Calinski-Harabasz pseudo F-statistic were 
developed for the purpose of choosing the correct number of clusters, albeit not for 
trajectories oflongitudinal data, whereas the AIC was developed for general model fit. It 
is interesting to note that in most cases, DB and CH failed in comparison to the AIC in 
the question of choosing the correct number of clusters in the data. As the AIC was the 
only measure that was accounting for the trajectories in the data, it is reasonable that the 
AIC performed better than the CH and DB, which did not account for the trajectories. 
This study is limited by the specific scenarios we chose to examine. It is possible 
that other scenarios would have resulted in different findings. Despite this limitation, 
given that we saw the same pattern of results across the different scenarios we did 
examine, it may be that we would see similar results with other patterns of lines. 
In conclusion, when clustering trajectories of longitudinal data, Akaike's 
Information Criterion should be used as the criterion for determining the number of 
63 
groups in the data, for both k-means/smoothing and model-based approaches to cluster 
analysis, especially when data resembles diverging lines or crossing lines. 
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CHAPTER 4: The effect of covariates on cluster detection in longitudinal data 
Introduction 
In this chapter, we examine the effect of adjusting for time-independent and time-
dependent covariates on the detection of clusters. We examine the effect of covariates 
that can change over time, and thus could have a correlation with both the trajectory 
variable and time, which we will call "time-dependent covariates" in this thesis. An 
example of a time-dependent covariate would be body mass index or blood pressure. 
Additionally, we examine covariates that do not change over time, and thus have a 
correlation with the trajectory variable only, which we will call "time-independent 
covariates". An example of a time-independent covariate would be sex or nationality. 
Studies in which cluster analysis of longitudinal trajectories has been used have examined 
covariate adjustment in a model after the clusters have been determined or have looked at 
differences in covariates between the clusters54-57 . To our knowledge, no study has 
examined the effect of adding a covariate to the trajectory fit during the cluster analysis. 
The purpose of this study is to determine if adjusting for time-independent or 
time-dependent covariates improves the performance of the clustering algorithm, and 
whether the degree of correlation between the covariate, the trajectory variable and time 
changes the effect of including the covariate in the clustering model. We expect that 
adjusting for time-dependent covariates, and thus removing excess noise from the model 
system, would allow to algorithm to better detect the correct clusters. On the other hand, 
we suspect that adjusting for a time-independent covariate may not make a difference in 
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the ability of the algorithm to detect the correct clusters as the covariate is not associated 




To examine the effect of a time-independent covariate, we generated data for the 
same scenarios describe in Chapter 2, adding an independent dichotomous variable to the 
model, to represent, for example, sex. In this chapter, we limited the scenarios to the 
three line scenarios (crossing, diverging and crossing/quadratic), with a fixed effects 
model, in which the sample size was 90, the number of time points was 5, and the 
variance was 25, 100 or 625. In the case of a straight line, the equation used to generate 
the data was: 
Yij = {30 + /31 7} + f3xXi + Eij I where i = 1 ... n , j = 1 ... t , Eij-N(O~ v) , and {30 , {31 , f3x 
and v are fixed. 
In the case of a quadratic line, the equation used to generate the data was: 
Yij = {30 + /31 7} + /32 7} 2 + f3xXi + Eij 1 where i = 1 ... n, j = 1 ... t, Eij-N(O~ v) , and 
f3o, f3v f3z , f3x and v are fixed. 
In the above equations, X is an independent dichotomous variable that was defined in 
three ways: 
1. The distribution of male versus female was 50:50 in each ofthe three groups. 
2. The distribution of male versus female was 30:70 in each of the three groups. 
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3. The distribution of male versus female was 30:70 in group 1 and group 3, while 
the distribution of male versus female was 70:30 in group 2. 
The intercept and beta coefficient for time were defined using the same equations used in 
Chapter 2 (Table 1). In order to examine different magnitudes of association between the 
time-independent covariate and the trajectory variable, four values of the beta coefficient 
of X were used: f3x=2 , 20, 50 and 200. 
Time-dependent covariate 
To examine the effect of a time-dependent covariate, we again generated data 
using the same scenarios describe in Chapter 2, adding a continuous variable to the 
model, to represent, for example, body mass index. As with the time-independent 
covariate, we limited the scenarios to the three line scenarios (crossing, diverging and 
crossing/quadratic), in which the sample size was 90, the number oftime points was 5, 
and the variance was 25, 1 00 or 625. In the case of a straight line, the equation used to 
generate the data was: 
Yij = {30 + {31 '0 + f3xXij + Eij, where i = 1 ... n, j = 1 ... t , Eij-N(O, v) , and {30 , {31 , f3x 
and v are fixed. 
In the case of a quadratic line, the equation used to generate the data was: 
Yij = {30 + {31 '0 + {32 '0 2 + f3xXij + Eij, where i = 1 ... n , j = 1 ... t , Eij-N(O, v) , and 
f3o , fJ1, f3z, f3x and v are fixed. 
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In the above equations, X is a continuous variable that was generated as xij-N c;} Vx ). 
The mean of Xij is defined as~ in order to define a variable that will change over time. 
Here, we chose different values of Vx, such that the correlation between time and X was 
equal to 0.1 (vx = 225), 0.4 (vx = 9), and 0.8 (vx = 1) . We generated one additional 
example such that Xij-1- N (~, 9 ), which resulted in a negative correlation between 
time and X of -0.4. The intercept and beta coefficient for time were defined using the 
same equations used in Chapter 2 (Table 1 ). In order to examine different magnitudes of 
association between the time-dependent covariate and the trajectory variable, four values 
of the beta coefficient of X were used: f3x=2, 20, 50 and 200. 
Model evaluation 
100 replicates of each scenario were generated as described above. The clustering 
algorithms (both k-means and FlexMix) were run twice on each dataset. In the first 
model, the covariate (either the time-independent or the time-dependent variable) was not 
included in the GAM model when clustering the subject trajectories. In the second 
model, the covariate was included in the GAM model. From the unadjusted and the 
adjusted models, we calculated the correct classification rate (CCR) for each replicate. 
Additionally, since the AIC was shown to be the best criterion in Chapter 3, we also 
calculated the AIC for the unadjusted and adjusted models. In order to determine if the 
covariate adjustment improved the ability of the algorithm to correctly classify subject 
trajectories into groups, we compared the average CCR over the 100 replicates for the 
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unadjusted versus the adjusted models . We also compared to the average AIC between 
the unadjusted and adjusted models to determine which model would be classified as 
"better" by the AIC criteria. 
Results 
Figure 19 through Figure 30 present the results ofthe correct classification rate 
comparison between the unadjusted and adjusted models where f3x=2 or 200, with the 
remainder ofthe results, where f3x=20 and 50, presented in Appendix Figure 31 through 
Figure 42. Each figure displays the correction classification rate fork-means (top) and 
FlexMix (bottom) methods. The blue bars represent the values for the unadjusted 
models, while the pink bars represent the values for the adjusted models. Additionally, 
we present tables of the average AIC value over the 100 replicates for each scenario in 
Appendix Table 10 and Table 12. 
Time-independent covariate 
Examining the effect of including the time-independent covariate in the model on 
the ability of the k-means and FlexMix clustering algorithms to correctly classify subject 
trajectories, we found that, depending on the association between the covariate and the 
trajectory variable, adjustment may improve or worsen the correct classification rate. 
The distribution of the dichotomous variable does not appear to change the effect of 
inclusion or exclusion of the covariate. 
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When f3x was small, (f3x=2), adjusting for the covariate in the clustering algorithm 
did not improve the correct classification rates. In fact, many times, the CCR was 
reduced in this situation. In these cases, the effect of the covariate was generally not 
significantly associated with the trajectory variable in the simulated data. The p-values 
associated with the time-independent covariate are shown in Appendix Table 11. As the 
association between the covariate and the trajectory variable became stronger, adjusting 
for the covariate became more important. When f3x was large (f3x=200), we saw a 
dramatic improvement in CCR when adjusting for the covariate in the clustering 
algorithm. To make a more direct comparison of the effect sizes between the models 
presented in this chapter, we show the standardized beta coefficients for the time-
independent covariate in Appendix Table 11. From these coefficients, we can see that in 
general, the magnitude of the standardized beta coefficients changes only as the 
magnitude of f3x changes. There is little difference in the standardized beta coefficients 
as the variance and the distribution of the dichotomous covariate change, implying that 
the magnitude of f3x is driving the results seen here. 
Crossing Lines 
When looking separately at crossing lines, we saw the same pattern of results 
regardless of the clustering method. For both k-means and FlexMix, when f3x was equal 
to 2 (Figure 19) or 20 (Appendix Figure 31 ), the adjustment for the covariate decreased 
the correct classification rate. The AIC reflected this lower CCR, showing larger AIC for 
the adjusted model, indicating that the adjusted model was worse than the unadjusted 
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model. As the value of f3x increased, we saw an increase in the CCR when f3x=50 




















Kmeans Crossing Lines, covariate beta coeffic ient=2 
Unadjusted (blue) versus Adjusted {pink) Correct Classification Rate 
v=25 v=100 v=625 
% male per group 
50/50150 
v=25 v=100 v=625 
% male per group 
30/30/30 
v=25 v=1 00 v=625 
% male per group 
30/70/30 
FleKMix Crossing Lines, covariate beta coefflc ient=2 
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Kmeans Crossing Lines, covariate beta coefficlont=200 
Unadjusted {blue) versus Adjusted (pink) Correct Classification Rate 
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FlexMix Crossing Lines, covariate beta coefficlent=200 
Unadj usted (blue) versus Adjusted {pink) Correct Classification Rate 
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Figure 20: Crossing Lines, time-independent covariate, beta coefficient of 200 
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Diverging Lines 
When looking at diverging lines, we saw the same pattern of results as with 
crossing lines regardless of the clustering method. For both k-means and FlexMix, when 
flx was equal to 2 (Figure 21) the adjustment for the covariate lowered the correct 
classification rate. The AlC reflected this lower CCR, showing a larger AIC for the 
adjusted model. In diverging lines, the improvement in the CCR with adjustment was 
more apparent with smaller values of flx than was seen crossing lines. As the value of flx 
increased, we saw an increase in the CCR with the adjusted model when f3x=20 
(Appendix Figure 33), f3x=50 (Appendix Figure 34) and the largest increase in the CCR 
when f3x=200 (Figure 22). In all cases where the adjusted model showed an improved 



















Kmeans Diverging Lines, covariate beta coefficlent=2 
Unadjusted (blue) vorsus Adjusted (pink) Correct Classification Rate 
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FlexMix Diverging Lines, covariate beta coefflcle nt=2 
Unadjusted (blue) versus Adjusted {pink) Correct Classification Rate 
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Kmeans Diverging Lines, covariate beta coefficlent=200 
Unadjusted {blue) versus Adjusted (pink) Correct Classification Rate 
v=25 v=100 v=625 
% male per group 
50/50/50 
v=25 v=1 00 v=625 
% male per group 
30/30/30 
v=25 v=1 00 v=625 
% male per group 
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FlexMix Diverging Lines, covariate beta coefflclent=200 
Unadjusted (blue) versus Adjusted (pink) Correct Classification Rale 
' 
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' 
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Figure 22: Diverging Lines, time-independent covariate, beta coefficient of 200 
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2 Crossing lines with 1 Quadratic Line 
When looking at 2 crossing lines with 1 quadratic line, we again saw the same 
pattern of results regardless of the clustering method, but the results here were different 
from what we was seen with crossing and diverging lines. For both k-means and 
FlexMix, when f3x was equal to 2 (Figure 23) or 20 (Appendix Figure 35) the adjustment 
for the covariate made very little difference in the resulting correct classification rate. 
The AIC for the two models were also almost equal. As the value of f3x increased, we 
saw an increase in the CCR with the adjusted model where f3x=50 (Appendix Figure 36) 
and a large increase in the CCR when f3x=200 (Figure 24). In all cases where the 
adjusted model showed an improved CCR, the AIC also indicated that the adjusted model 






















Kmeans Quadratic Lines, covariate beta coefflclent=2 
Unadjusted (blue) versus Adjusted (pink) Correct Classification Rate 
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FlexMix Quadratic Lines, covariate beta coefficient=2 
Unadjusted {blue) versus Adjusted (pink) Correct Classification Rate 
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Figure 23: Crossing with Quadratic Lines, time-independent covariate, beta 





















Kmeans Quadratic Unes, covariate beta coefficlent=200 
Unadjusted (bluo) versus Adjusted (pink) Correct Classification Rate 
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FlexMix Quadratic Lines, covariate beta coefflcient=200 
Unadjusted (blue) versus Adjusted (pink) Correct Classification Rate 
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Figure 24: Crossing with Quadratic Lines, time-independent covariate, beta 
coefficient of 200 
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Time-dependent covariate (Figure 25-Figure 30) 
A similar trend was seen when examining the effect of a time-dependent 
covariate. Depending on the line scenarios, we saw dramatic improvements in the CCR 
as f3x increased. For most values of f3x, there was an improvement in the CCR with 
adjustment, and as f3x increased, the difference in the CCR between the unadjusted and 
adjusted model increased. When f3x was equal to 2, there was almost no difference 
between the unadjusted and adjusted models, except with diverging lines and a 
correlation between time and X of 0.1. When f3x was equal to 20, there was a large 
difference between the unadjusted and adjusted CCR in almost all scenarios, except for 
crossing lines and crossing with quadratic lines when the correlation between time and X 
was 0.8. In this case, the CCRs were almost identical for the unadjusted and adjusted 
models. When looking at the AIC for these cases, we found that the AIC indicated that 
the adjusted model was preferable, even though the CCRs were similar. When f3x is 
equal to 50 and 200, the CCR was always higher in the adjusted model, with the AIC also 
indicating that the adjusted model was preferred. The average AIC values and the p-
values associated with the time-dependent covariate are shown in Appendix Table 12 and 
Table 13, respectively. To make a more direct comparison of the effect sizes between the 
models presented in this chapter, we show the standardized beta coefficients for the time-
dependent covariate in Appendix Table 13 . From these coefficients, we can see that in 
general, the magnitude of the standardized beta coefficients changes only as the 
magnitude of f3x changes. One exception in the time-dependent case is when f3x = 2. 
Here, the magnitude of the standardized beta decreases as the size of the correlation 
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between time and the covariate increases. When f3x is large, the magnitude of the 
standardized beta only changes as f3x changes. There is little difference in the 
standardized beta coefficients as the variance and the correlation between time and the 
























Kmeans Crossing, beta2a2 
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Kmea ns Crossing, beta2=200 
Unadjusted (blue) versus Adjusted (pink) Correct Classification Rate 
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Kmeans Diverging, bota2=2 
Unadjusted (blue) versus Adjusted (pink) Correct Classification Rate 
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Kmeans Diverging, beta2=200 
Unadjusted (blue) versus Adjusted (pink) Correct Cl assification Rate 
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Figure 29: Crossing with Quadratic Lines, time-dependent covariate, beta 






















Kmeans Quadratic, beta2=200 
Unadjusted (blue) versus Adjusted {pink) Correct Classification Rate 
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Figure 30: Crossing with Quadratic Lines, time-dependent covariate, beta 
coefficient of 200 
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Discussion 
This chapter, examining the impact of covariates on the ability of a clustering 
algorithm to correctly classify trajectories, found that if the covariate was associated with 
both time and the trajectory variable, it was important to include the covariate in the 
clustering algorithm, regardless of the degree of the association between the covariate 
and the other variables in the model. If the covariate was not associated with time, 
depending on the strength of association between the covariate and the trajectory 
variable, it may be necessary to adjust for the covariate in the clustering algorithm. If the 
association was strong, then the covariate should be included in the model. If the 
association was weak, then inclusion in the model was not warranted, as the correct 
classification rate was lower. 
Both the k-means method and the FlexMix algorithm had very similar results in 
this chapter. This implies that, regardless of the cluster algorithm that is chosen, the need 
to include covariates in the model remains. In Chapter 2, we saw that FlexMix was able 
to better classify trajectories in two-thirds ofthe scenarios examined. In Chapter 3, we 
saw that, although the patterns were the same, the three criteria to choose the correct 
number of groups performed better when using the FlexMix algorithm compared to the k-
means method. It is interesting that in this chapter, we did not find a difference between 
the two methods when adjusting for covariates. 
In this chapter, we compared the values of Akaike's Information Criteria between 
the adjusted and unadjusted models. In chapter 3, we saw that the AIC was the best 
measure to determine the correct number of clusters. Here, we observed that the AIC 
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again is a useful tool. The AIC was able to identify whether the unadjusted or adjusted 
model was preferable. Lower values, which indicated a better model fit, were observed 
in models where the correct classification rate was higher. Therefore, the AIC is a useful 
tool for determining whether or not a covariate, either time-dependent or time-
independent, should be including in the longitudinal cluster analysis. 
This study is limited by the specific scenarios we chose to examine and also by 
the examples of time-dependent and time-independent covariates examined. The pattern 
of results that we saw with the different specifications of the time-dependent and time-
independent covariates was consistent. This result suggests that other correlations and 
distributions of the covariate would yield similar results. Given that the correlations used 
in this chapter were chosen to represent small, medium and large correlations, it is likely 
that other correlations chosen in that range would give a similar result. 
In conclusion, covariates, whether time-dependent or not, are important 
considerations in a cluster analysis of trajectories. It is essential to consider including 
important covariates when determining clusters of longitudinal trajectories. 
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CHAPTER 5: Conclusions and future work 
Cluster analysis of trajectories in studies of longitudinal data is becoming 
increasingly popular but evaluation of the clustering techniques and criteria has not 
received appropriate attention. In this thesis, we examined two methods of clustering 
longitudinal trajectories based on the correct classification rate, evaluated three criteria to 
determine the correct number of cluster in the data, and considered the utility of adjusting 
for covariates in the clustering model. 
In Chapter 2, we compared two different approaches to modeling longitudinal 
data: a k-means/smoothing approach and a model-based approach, called FlexMix, and 
gained insight into situations where one algorithm might be preferred over the other. We 
found that the median correct classification rate for both methods was 100%, and was 
slightly below 100% for diverging lines. In 64% ofthe scenarios examined in this thesis, 
the FlexMix algorithm was better able to correctly classify trajectories into the 
appropriate groups compared to the k-means approach. The cases in which FlexMix was 
much better than the k-means approach occurred with crossing lines, fewer time points 
and small variance. In the 36% of scenarios where k-means was better able to correctly 
classify trajectories, k-means performed much better than the FlexMix approach. This 
occurred mainly in diverging lines with many time points and small variance. We also 
examined a subset of scenarios using a random effects model and found that both 
FlexMix and k-means performed more poorly in that situation. Additionally, we found 
less of a difference between the FlexMix algorithm and the k-means method when data 
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were generated from the random effects model as compared to the fixed effects model. 
In general, based on these results, we recommend examining spaghetti plots of the raw 
data to determine if the patterns resemble the patterns studied in this thesis. If these plots 
suggest clusters represented by diverging trajectories, we would recommend using the k-
means algorithm. Otherwise, we would recommend FlexMix. In addition, given the 
tendency in some instances for the models to collapse to a smaller number of groups, 
running the models several times to determine model stability is also suggested. 
In Chapter 3, we evaluated three criteria that have been used to determine the 
correct number of groups in a cluster analysis and were able to make a recommendation 
as to which of these criteria perform best in a cluster analysis oflongitudinal trajectories. 
Although these criteria have been applied to both traditional cluster analysis and also to 
cluster analysis of trajectories, they have never been compared in a simulation study to 
determine whether they lead to correctly identifying the number of underlying clusters. 
Two of these methods, the Davies-Bouldin Index and the Calinski-Harabasz pseudo F-
statistic, are based on a consideration of mean differences, ignoring the trajectories, 
unlike the AIC, which is based on comparing trajectories. The Davies-Bouldin Index and 
the Calinski-Harabasz pseudo F-statistic were outperformed by Akaike's Information 
Criteria in almost all of the scenarios examined in this thesis. Especially when using the 
FlexMix procedure, the Akaike ' s Information Criteria was able to determine the correct 
number of groups the largest proportion of times (51% fork-means and 87% for 
FlexMix). Additionally, we found that the three criteria agree and choose the correct 
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number of groups less than 20% of the time and the most common incorrect choice for 
the number of groups is choosing too few groups. 
In Chapter 4, we evaluated the utility of including a covariate in the fitting of the 
model to the trajectories in the cluster analysis and were able to determine situations in 
which a covariate should be included. For a subject-level covariate, that does not change 
with time, the need to adjust for the covariate in the model depends on the strength of the 
association between the covariate and the trajectory variable. If the association is strong, 
then it is important to include this covariate in the model. If the association is weak, then 
including the covariate in the model causes an over-fitting and reduces the ability of the 
clustering algorithm to correctly classify subject trajectories. On the other hand, for a 
time-dependent covariate associated with both the trajectory variable and time, this 
covariate must be included in the clustering model regardless of the strength of the 
association. Even when adjusting for the time-dependent covariate makes a relatively 
small difference in the correct classification rate, the value of Akaike ' s Information 
Criteria clearly indicates that the adjusted model is preferred. 
This thesis has limitations that should be acknowledged. We did not examine the 
effect of outliers or unequally spaced time points, so extrapolating these results to 
scenarios with those characteristics should be done conservatively. We did not evaluate 
how well the methods can correctly classify subject trajectories, how well the fit indices 
perform, or the effect of covariate adjustment when data have outliers or unequally 
spaced time points. Additionally, the research presented in this thesis focuses mainly on 
linear patterns. Despite this primary focus, the methods are capable of accommodating 
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curvilinear trajectory patterns. Finally, the comparison of the methods used in this thesis 
was limited to the mean of the trajectory. We did not examine whether this mean was 
constant or time-varying. It is possible that, although subjects may have the same mean 
slope, they may actually have very different overall patterns as the variability over time 
may be different. 
There are numerous future directions suggested by this research. First, it should 
be noted that, although the ultimate goal would be to use the clusters of trajectories as 
independent variables in prediction models, this thesis solely focused on correctly 
identifying existing clusters. It is understood that the 'utility' of derived clusters will be a 
factor in the use of these clusters. Future work should be directed towards examining 
these clusters and their potential associations with outcomes. Additionally, future 
analyses are planned to examine how the k-means algorithm and the FlexMix package 
compare to more traditional, naive methods for clustering longitudinal data. 
As it is known that starting seeds for the k-means/smoothing algorithm affect the 
determination of cluster assignments63-64, more work is needed in the area of determining 
optimal starting values. For example, k-means++28 is an algorithm that has been 
developed for choosing starting values for the k-means clustering algorithm, which could 
be adapted to our trajectory analysis. We could also extend our evaluation of these 
approaches to missing data problems. Both the k-means and FlexMix algorithms are able 
to handle missing data but the question of whether missing data affects the ability of the 
methods to cluster appropriately remains. Also, it is not known how well the criteria to 
choose the number of clusters would work in the presence of missing data. 
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Given that none of the criteria to choose the number of groups were successful 
one hundred percent of the time, alternative approaches to determining the correct 
number of clusters could be examined. For example, using a Markov chain Monte Carlo 
approach to estimate the number of trajectories in the data might be a worthwhile future 
direction. Additionally, something that has not been done previously is extending the 
longitudinal cluster analysis to multiple trajectory variables. This would be done by 
modeling and clustering 3-dimentional surfaces instead oflines. For example, an 
interesting question would be to look at the joint trajectories of systolic blood pressure 
and diastolic blood pressure and attempt to model and cluster subjects based on the joint 
pattern of those two variables. 
Finally, more work is needed to fully examine the difference between the fixed 
effects model and random effects model. In this thesis, we examined only three scenarios 
using a random effects model. Future work could extend this to more scenarios, 
examining the utility of the DB, CHand AIC in a random effects model and examining 
the effects of covariates when using a random effects model. In addition, incorporating 
random effects into the estimation process, via generalized additive mixture models, 
could improve estimation with random effects data. 
In summary, based on the results of our simulations, we recommend using both 
the k-means/smoothing algorithm and the model based clustering algorithm when 
performing a cluster analysis of longitudinal trajectories. Additionally, we have 
determined that Akaike' s Information Criterion is the statistic of choice to determine how 
many clusters are in the data and is also a useful tool when determining whether a 
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covariate should be included in the clustering model. Finally, we have tested the utility 
of including covariates in the trajectory model of a cluster analysis and determined that a 
covariate that changes with time and is associated with the trajectory variable should 
always be included in the clustering model, whereas a covariate that does not change with 
time must have a strong correlation with the trajectory variable in order to improve the 
cluster analysis results. 
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APPENDICES 
Table 8: Parameters for Simulation Study. 
line1 line2 line3 
time vartance n points vanance placement 
y=10 y=-5x+100 y=Ox+90 90 5 25 end 
y=10 y=-5x+ 100 y=Ox+90 90 5 100 end 
y=10 y=-5x+100 y=Ox+90 90 5 625 end 
y=10 y=-5x+100 y=Ox+90 90 20 25 end 
y=10 y=-5x+100 y=Ox+90 90 20 100 end 
y=10 y=-5x+100 y=Ox+90 90 20 625 end 
y=10 y=-5x+ 100 y=Ox+90 900 5 25 end 
y=10 y=-5x+100 y=Ox+90 900 5 100 end 
y=10 y=-5x+100 y=Ox+90 900 5 625 end 
y=10 y=-5x+100 y=Ox+90 900 20 25 end 
y=10 y=-5x+ 100 y=Ox+90 900 20 100 end 
y=10 y=-5x+100 y=Ox+90 900 20 625 end 
y=50 y=1.5x+50 y=-1.5x+50 90 5 25 end 
y=50 y=1.5x+50 y=-1.5x+50 90 5 100 end 
y=50 y=1.5x+50 y=-1.5x+50 90 5 625 end 
y=50 y=1.5x+50 y=-1.5x+50 90 20 25 end 
y=50 y=1.5x+50 y=-1.5x+50 90 20 100 end 
y=50 y=1.5x+50 y=-1.5x+50 90 20 625 end 
y=50 y=1.5x+50 y=-1.5x+50 900 5 25 end 
y=50 y=1.5x+50 y=-1.5x+50 900 5 100 end 
y=50 y=1.5x+50 y=-1.5x+50 900 5 625 end 
y=50 y=1.5x+50 y=-1.5x+50 900 20 25 end 
y=50 y=1.5x+50 y=-1.5x+50 900 20 100 end 
y=50 y=1.5x+50 y=-1.5x+50 900 20 625 end 
y=5x y=-5x+100 y=-x2+20x 90 5 25 end 
y=5x y=-5x+100 y=-x:z+20x 90 5 100 end 
y=5x y=-5x+100 y=-x:z+20x 90 5 625 end 
y=5x y=-5x+100 y=-x2+20x 90 20 25 end 
y=5x y=-5x+ 100 y=-x:z+20x 90 20 100 end 
y=5x y=-5x+100 y=-x:z+20x 90 20 625 end 
y=5x y=-5x+100 y=-x2+20x 900 5 25 end 
y=5x y=-5x+100 y=-x:z+20x 900 5 100 end 
y=5x y=-5x+100 y=-x2+20x 900 5 625 end 
y=5x y=-5x+100 y=-x:z+20x 900 20 25 end 
y=5x y=-5x+100 y=-x2+20x 900 20 100 end 
y=5x y=-5x+100 y=-x:z+20x 900 20 625 end 
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Table 9: Results of logistic regression analysis 
Time Vari- Odds 
Average Average 
Lines N 95%CI CCR CCR 
points ance ratio 
K-means FlexMix 
Diverging 
900 20 25 0.0000 (-, -) 100.00 93.27 
lines 
Diverging 
90 20 25 0.0000 ( -, -) 100.00 96.89 
lines 
Diverging 
900 20 100 0 .0001 (0, 0.0002) 99.997 73 .59 
lines 
Diverging 
90 5 25 0.0002 (-, -) 100.00 99.99 
lines 
Quadratic/ 
crossing 900 20 625 0.0441 (0.0431, 0.0451) 96.88 57.79 
lines 
Diverging 
900 20 625 0.1100 (0.1082, 0.1118) 92.76 58 .51 
lines 
Crossing 
900 20 625 0.1499 (0.1471, 0.1527) 94.55 72.24 
lines 
Quadratic/ 
crossing 900 20 100 0.1690 (0.1667, 0.1714) 88 .56 56.67 
lines 
Quadratic/ 
crossing 900 20 25 0.22 13 (0.2184, 0.2243) 86.00 57.62 
lines 
Diverging 
90 20 625 0.7445 (0.7026, 0.7889) 91.74 89.21 
lines 
Diverging 
90 5 100 0.8394 (0.7618, 0.9247) 97.11 96.58 
lines 
Diverging 
90 5 625 0 .9531 (0.9199, 0.9875) 65.87 64.78 
lines 
Crossing 
900 5 625 0.9965 (0.9504, 1.0448) 98.72 98 .71 
lines 
Quadratic/ 
crossing 90 5 625 1.0162 (0.9182, 1.1247) 97.13 97.17 
lines 
Quadratic/ 
crossing 900 5 625 1.0196 (0.9794, 1.0614) 98.19 98.23 
lines 
Diverging 
900 5 625 1.0499 (1.0379, 1.0621) 68.48 69.52 
lines 
Crossing 
90 5 625 1.2421 (1.0793, 1.4294) 98 .3 6 98 .68 
lines 
Quadratic/ 
crossing 90 20 625 1.6898 (1.5172, 1.882) 96.65 97.99 
lines 
Quadratic/ 
crossing 90 20 100 2.3186 (2.1742, 2.4725) 88.22 94.56 
lines 
Diverging 




90 20 100 3.2305 (2 .9933 , 3.4864) 89.67 96.56 
lines 
Quadratic/ 
crossing 90 20 25 3.3479 (3 .1314, 3.5794) 86.22 95.44 
lines 
Crossing 
90 20 25 4.4357 (4.1277, 4.7666) 85.56 96.33 
lines 
Crossing 
90 20 625 5.1337 (4 .5034, 5.8522) 95 .00 98 .99 
lines 
Quadratic/ 
crossing 90 5 100 5.2427 (4.7451 , 5.7925) 91.33 98 .22 
lines 
Diverging 
900 5 100 7.0158 (6.8404, 7.1956) 83 .57 97.27 
lines 
Quadratic/ 
crossing 90 5 25 7.9998 (7.213, 8.8725) 88.78 98.44 
lines 
Crossing 
900 20 100 8.1989 (7.9605, 8.4445) 86 .11 98.07 
lines 
Quadratic/ 
crossing 900 5 25 12.4336 (11.993, 12.8903) 86.67 98.78 
lines 
Crossing 
900 20 25 17.1899 (16.5286, 17.8777) 85.11 98.99 
lines 
Quadratic/ 
crossing 900 5 100 33 .2196 (30.6203, 36.0395) 93 .11 99.78 
lines 
Crossing 
90 5 25 116.1819 (81.058, 166.5258) 88.56 99.89 
lines 
Diverging 
900 5 25 2498 .5127 (1190.9142, 5241.8267) 93.92 99.997 
lines 
Crossing 
900 5 100 infinity (-, -) 91.89 100.00 
lines 
Crossing 
90 5 100 infinity (-, -) 91.44 100.00 
lines 
Crossing 






















Kmeans Crossing Lines, covariate beta coefflclent=20 
Unadjusted (blue) versus Adjusted (pink) Correct Classification Rate 
v=25 v=100 v=625 
% male per group 
50/50150 
v=25 v= 100 v=625 
% male per group 
30/30130 
v=25 v=100 v=625 
% male per group 
3ono/3o 
FlexMht Crossing Lines, covariate beta coefflclent=20 
Unadjusted (blue) versus Adjusted (pi nk) Correct Classification Rate 
1-
v=25 v= 100 v=625 
% male per group 
50/50/50 
v=25 v=100 v=625 
% male per group 
30/30130 
v=25 v=1 00 v=625 
% male per group 
30/70130 






















Kmeans Crossing Lines, covariate beta coeffic ient=SO 
Unadj usted (blue) versus Adjusted {pink) Correct Classification Rate 
v•25 v•100 v>625 
% male per group 
50/50/50 
v>25 v•100 v>625 
% male per group 
30/30/30 
v>25 v• 100 v•625 
% male per group 
30n0/30 
FlexMix Crossing Unes, covariate beta coefflc lent=50 
Unadjusted (blue) versus Adjusted (pink) Correct Classification Rate 
v•25 v=100 v>625 
% male per group 
50150/50 
v• 25 v•100 v•625 
% male per group 
30/30/30 
v•25 v•1 00 v•625 
% maJe per group 
3ono/3o 




















Kmeans Diverg ing Lines, covariate beta coefficlent=20 
Unadjusted {blue) versus Adj usted (pink) Correct Classification Rate 
V"25 V" 100 v=625 
% male per group 
50150/50 
V" 25 v=1 00 v=625 
% male per group 
30/30/30 
V" 25 v=100 v=625 
% male per group 
30fi0/30 
FlexMix Diverging Lines, covariate beta coefficient=20 
Unadjusted (blue) versus Adjusted (pink) Correct Classifi cation Rate 
V"25 V"100 V"625 
% male per group 
50/50/50 
V" 25 v=1 00 V"625 
% male per group 
30130130 
r 
V"25 v=1 00 V"625 
% male per group 
30/70/30 



















Kmeans Diverging Lines, covariate beta coefficlent=SO 
Unadj usted (blue) versus Adjusted {pink) Correct Classifi cation Rate 
v=25 v=100 v=625 
% male per group 
50/50/50 
v=25 v=100 v=625 
% male per group 
30/30/30 
v=25 v=100 v=625 
% male per group 
30/70/30 
FlaxMix Diverging Lines, covariate beta coeffic lent=50 
Unadjusted (blue) versus Adjusted (pink) Correct Classification Rate 
v=25 v=1 00 v=625 
% male per group 
50/50/50 
.-
v=25 v= 100 v=625 
% male per group 
30/30/30 
v=25 v=1 00 v=625 
% male per group 
30/70/30 




















Kmeans Quadratic Lines, covariate beta coefflclent=20 
Unadjusted (blue) versus Adjusted {pink) Correct Classificati on Rate 
v=25 v=100 v=625 
% male per group 
50/50/50 
v=25 v=100 v=625 
% malo per group 
30/30/30 
v=25 v=100 v=625 
% male per group 
30/70/30 
FlexMix Quadratic Lines, covariate beta coefficient=20 
Unadjusted (blue) versus Adjusted {pink) Correct Classification Rate 
v=25 v=100 v=625 
% male per group 
50/50/50 
v=25 v=100 v=625 
% male per group 
30/30/30 
v=25 v=1 00 v=625 
% male per group 
30/70/30 
Figure 35: Crossing with Quadratic Lines, time-independent covariate, beta 




















Kmeans Quadratic Lines, covariate beta coefflclent=SO 
Unadjusted (blue) ve~us Adjusted (pink) Correct Classification Rate 
v=25 v=100 v=625 
% male per group 
50/50150 
v=25 v=100 v=625 
% male per group 
30/30130 
v=25 v=100 v=625 
% male per group 
30/70130 
FlexMix Quadratic Lines, covariate beta coefflclent=SO 
Unadjusted (blue) versus Adjusted (pink) Correct Classification Rate 
v=25 v=100 v=625 
OJo male per group 
50150150 
v=25 v=100 v=625 
% male per group 
30/30130 
v=25 v=1 00 v=625 
% male per group 
30/70130 
Figure 36: Crossing with Quadratic Lines, time-independent covariate, beta 




















Kmeans Cros&ing, beta2=20 
Unadjusted (blue) versus Adjusted (pink) Correct Classification Rate 
CIHT(Time,X) • 0.1 CorrfTirYM.X)•O.a 
FleltMht Cross ing, beta2E20 
.,..2$ -100 ...-425 
CorT{Timti,X) .. -0.4 
Unadjusted (blue) versus Adjusted (pink) Correct Classification Rate 
w-25 v-100 ...-625 
Co!'J(Tm.,X) • 0.1 Con(Tim• .lC) • 0,4 CorrfTime,X) • 0.1 CorT{Timti.K) • -O.A 













Kmeans Crossing, beta2=50 
Unadjusted (blue) versus Adjusted (pink) Correct Classification Rate 
...-2'!1 ...-100 ,.625 
COff1Time.X) • 0.1 Corr{T1me.X)• 0.4 CoiT(Tnn..X) • 0.1 
FlexMlx Crossing, beta2=50 
Corr(Tim.,x) • -o.• 
Unadjusted (blue) versus Adjusted (pink) Correct Classification Rate 
.,.qs ...-100 v-6~ 
Con(Time.X) • 0.1 
V"'25 vs iOO ~25 
Corr{Time.X)• 0.4 
v-25 ..... 100 v-625 
Corr(Time.X) • -0..4 
















Kmeana Diverging, beta2=20 
Unadjusted (blue) versus Adjusted (pink} Correct Classification Rate 
CCKT{Time.X) "' 0.1 Corr{Time,X} • 0.4 ConfTinM.XJ .. 0.1 
FlexMix Diverging, beta2=20 
v-25 v•100 ..... 2$ 
Corr{Time.x) • - O.A 
Unadjusted (blue) versus Adjusted (pink) Correct Classification Rate 
v-25 ,..100 ...-f;25 
Corr{rm..XJ • 0.1 Corr(Time,X) • 0.4 
,..ziS v• 100 'PG25 
C~;~rr(Tkne,X ) .. 0.1 
..-25 __ ,00 ..... 2'5 
Corr{Time.X) • -O.A 






















Kmeans Diverging, beta2=50 
Unadjusted (blue) versus Adjusted (pink) Correct Classification Rate 
COfi(Tirn.,X) • 0.1 COfT(Time,X) • 0,4 
Y'"2!li v- 100 v•t25 
Con{TinM.X) • 0.1 
FlexMix Diverging, beta2=50 
CorT(Time,X) • -O.A 
Unadjusted (blue) versus Adjusted (pink) Correct Classification Rate 
..-25 v-100 v-125 
Corr(T~.XI • 0.1 
v-:Z5 ¥•100 va62.5 
C:orr(Thn•.X} • O,.f 
v-25 ...- tOO .,....25 
CofT(TinM.X) • -0.4 


















Kmeans Quadratic , beta2=20 
Unadjusted (blue) versus Adjusted (pink) Correct Classification Rate 
CI)I'? (Time,XI • 0.1 Con (Tim• ,X) .. 0.4 Corr{TinM.X) • O.I 
FlexMix Quadratic, beta2=20 
voo:25 v-100 ...-625 
Corf(TlnMIJQ • -DA 
Unadjusted (blue) ve"us Adjusted (pink) Correct Classification Rate 
v-..:25 ¥'<100 v-625 
ClrfT(Tinw.XI • 0.1 
vs25 v-100 ~'5 
Cvrr{Tlm•.x)"0.4 Cort(Time.X) '"'-G.4 
Figure 41: Crossing with Quadratic Lines, time-dependent covariate, beta 

















Kmeans Quadrati c, beta2=50 
Unadjusted (blue) versus Adjusted (pink) Correct Classification Rate 
C~me,X) • O ," CorT(Tl~.X) • 0.1 CorT(Time,X) • -0.4 
FlexMix Quadratic, beta2=50 
Unadjusted (blue) versus Adjusted (pink) Correct Classification Rate 
v-25 .,..100 ...-625 
Corr{Time.XI"' 0.1 Cc;m(T~.X) • - 0.4 
Figure 42: Crossing with Quadratic Lines, time-dependent covariate, beta 
coefficient of 50 
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Table 10: Average AIC values over 100 replicates for time-independent analysis 
K-means FlexMix 
lines beta distribution variance Unadjusted Adjusted Unadjusted Adjusted 
model model model model 
Crossing lines 2 50150/50 25 4147.41 4228.85 2962.2 3278.38 
Crossing lines 2 50150/50 100 4238.59 4247.28 3571.55 3732.49 
Crossing lines 2 50/50150 625 4466 .71 4518.71 4378.35 4415.26 
Crossing lines 2 30/30/30 25 4121.89 4210.86 2955 .59 3246.92 
Crossing lines 2 30/30/30 100 4196.25 4270.75 3565 .35 3725.07 
Crossing lines 2 30/30/30 625 4498.6 4522.5 4383.75 4402.97 
Crossing lines 2 30/70/30 25 4141.65 4162 .7 2954.52 3344.46 
Crossing lines 2 30/70/30 100 4230.52 4222 .01 3566.89 3725.94 
Crossing lines 2 30/70/30 625 4480.71 4515 4384.85 4416.02 
Crossing lines 20 50150/50 25 4246.31 4186.68 3679.65 3337.7 
Crossing lines 20 50150/50 100 4281.9 4234.49 3881.37 3746.04 
Crossing lines 20 50/50150 625 4533 .56 4529.83 4445.07 4418.6 
Crossing lines 20 30/30/30 25 4224.77 4193.65 3617.44 3230.45 
Crossing lines 20 30/30/30 100 4283.65 4259.36 3845.95 3737.95 
Crossing lines 20 30/30/30 625 4527.78 4514.6 4433.14 4414.28 
Crossing lines 20 30/70/30 25 4238.95 4179.98 3621.45 3298.96 
Crossing lines 20 30/70/30 100 4266.46 4234.88 3843 .01 3748.96 
Crossing lines 20 30170/30 625 4535.74 4507.74 4434.75 4412.14 
Crossing lines 50 50150/50 25 4405 .71 4178.18 4129.19 3282.81 
Crossing lines 50 50/50150 100 4457 .75 4245 .19 4263.43 3761.63 
Crossing lines 50 50/50150 625 4672 .94 4538.05 4573.05 4420.28 
Crossing lines 50 30/30/30 25 4405.58 4215 .12 3973 .34 3270.8 
Crossing lines 50 30/30/30 100 4439.36 4256.34 4153 .56 3733.94 
Crossing lines 50 30/30/30 625 4602.35 4531.3 4550.56 4403 
Crossing lines 50 30/70/30 25 4376.87 4139.11 4034.68 3246.83 
Crossing lines 50 30/70/30 100 4425.61 4206 .04 4191.48 3770.16 
Crossing lines 50 30/70/30 625 4629.02 4499.73 4552.28 4407.46 
Crossing lines 200 50/50150 25 4582.49 4186 4503 .79 3263 .05 
Crossing lines 200 50/50150 100 4633.19 4257.82 4584.98 3762.14 
Crossing lines 200 50150/50 625 4765 .75 4518 .76 4771.05 4425 .68 
Crossing lines 200 30/30/30 25 4629.02 4147.49 4426.88 3208.25 
Crossing lines 200 30/30/30 100 4770.96 4254.45 4521.8 3739.11 
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Crossing lines 200 30/30/30 625 5115.8 4517.52 4725 .16 4406.96 
Crossing lines 200 30/70/30 25 4579.34 4138.09 4429.09 3227.97 
Crossing lines 200 30/70/30 100 4614.81 4203.95 4545.65 3717.02 
Crossing lines 200 30/70/30 625 3948.14 3678.61 3940.54 3566.06 
Diverging lines 2 50/50150 25 3319.95 3519.4 2961.21 3090.29 
Diverging lines 2 50/50/50 100 3617.03 3682.18 3560.18 3581.12 
Diverging lines 2 50/50/50 625 4234.22 4238.34 4279.34 4281.79 
Diverging lines 2 30/30/30 25 3328 3445 .66 2954.21 3029.46 
Diverging lines 2 30/30/30 100 3656.32 3666.34 3555.04 3574.89 
Diverging lines 2 30/30/30 625 4237.44 4233.08 4280.57 4282 
Diverging lines 2 30/70/30 25 3348.79 3375.64 2958.75 3047.56 
Diverging lines 2 30/70/30 100 3661.8 3651.13 3555.12 3570.59 
Diverging lines 2 30/70/30 625 4237.29 4236.21 4281.12 4280.89 
Diverging lines 20 50150/50 25 3571.41 3481.47 3413.55 3089.44 
Diverging lines 20 50/50150 100 3813 .3 3703.43 3726.01 3583.3 
Diverging lines 20 50/50!50 625 4275 .26 4228.71 4313 .55 4277.67 
Diverging lines 20 30/30/30 25 3600.2 3420.14 3359.45 3035.15 
Diverging lines 20 30/30/30 100 3797.7 3665.86 3704.06 3572.57 
Diverging lines 20 30/30/30 625 4266.04 4238.66 4310.4 4281.3 
Diverging lines 20 30/70/30 25 3518.18 3409.69 3392.82 3059.17 
Diverging lines 20 30/70/30 100 3738.06 3683.91 3706.72 3574.11 
Diverging lines 20 30/70/30 625 4245.4 4231.34 4297.21 4275.25 
Diverginglines 50 50150/50 25 3885.15 3479.07 3692.3 3068.53 
Diverging lines 50 50/50/50 100 4063.58 3687.19 3897.53 3579.1 
Diverging lines 50 50/50150 625 4410.97 4227.94 4397.19 4280.35 
Diverging lines 50 30/30/30 25 3959.79 3424.94 3574.12 3059.07 
Diverging lines 50 30/30/30 100 4050.06 3678.13 3835 .14 3577.49 
Diverging lines 50 30/30/30 625 4390.14 4228.18 4377.42 4275.53 
Diverging lines 50 30/70/30 25 3878.46 3396.5 3613 .55 3059.11 
Diverging lines 50 30/70/30 100 4007.7 3662.7 3869.59 3572.26 
Diverging lines 50 30/70/30 625 4365 .72 4232.12 4384.85 4278.26 
Diverging lines 200 50150/50 25 3827.94 3474.83 3846.95 3066.58 
Diverging lines 200 50/50150 100 3931.94 3698.85 3979.07 3581.41 
Diverging lines 200 50/50/50 625 4439.94 4235.75 4438.9 4277 .16 
Diverging lines 200 30/30/30 25 3785.72 3493.69 3785.38 3048.91 
Diverging lines 200 30/30/30 100 3948.14 3678.61 3940.54 3566.06 
Diverging lines 200 30/30/30 625 4467.54 4241.36 4424.8 4277.52 
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Diverging lines 200 30/70/30 25 3735.51 3427.34 3782.13 3077.33 
Diverging lines 200 30/70/30 100 3894.02 3655 .98 3943.06 3575.06 
Diverging lines 200 30/70/30 625 4382.06 4233.7 4432.36 4276.6 
Quadratic/ 
2 50150/50 25 4158.62 4163.76 2987.84 2966.48 
crossing lines 
Quadratic/ 
2 50/50/50 100 4276.47 4235.04 3589.86 3593 .05 crossing lines 
Quadratic/ 
2 50/50150 625 4515 .73 4511.5 4386.13 4388.35 
crossing lines 
Quadratic/ 
2 30/30/30 25 4182.84 4152.42 2991.04 3029.05 crossing lines 
Quadratic/ 
2 30/30/30 100 4239.59 4245.72 3592.04 3582.24 crossing lines 
Quadratic/ 
2 30/30/30 625 4496.58 4505.45 4385.44 4387.84 crossing lines 
Quadratic/ 
2 30/70/30 25 4179.49 4165.84 2988.96 2968.42 crossing lines 
Quadratic/ 
2 30/70/30 100 4247.1 4234.45 3599.8 3604.18 crossing lines 
Quadratic/ 
2 30/70/30 625 4522.87 4509.56 4386.24 4386.83 crossing lines 
Quadratic/ 
20 50/50/50 25 4270.3 4158.49 3684.16 2971.83 crossing lines 
Quadratic/ 
20 50150/50 100 4313.6 4251.47 3904.13 3581.23 crossing lines 
Quadratic/ 
20 50150/50 625 4529.69 4501.94 4453 .04 4386.04 
crossing lines 
Quadratic/ 
20 30/30/30 25 4245.94 4191.11 3638.95 2969.93 crossing lines 
Quadratic/ 
20 30/30/30 100 4328.33 4267.63 3857.91 3585.42 crossing lines 
Quadratic/ 
20 30/30/30 625 4545.4 4532.19 4440.33 4385.17 crossing lines 
Quadratic/ 
20 30/70/30 25 4236.52 4202.77 3632.16 3012.94 crossing lines 
Quadratic/ 
20 30/70/30 100 4308.2 4250.46 3859 3577.74 crossing lines 
Quadratic/ 
20 30/70/30 625 4542.69 4494.12 4437.31 4385.03 crossing lines 
Quadratic/ 
50 50/50150 25 4503.14 4184.48 4365.64 2958.02 crossing lines 
Quadratic/ 
50 50/50/50 100 4529.6 4258.49 4425.13 3584.24 crossing lines 
Quadratic/ 
50 50/50150 625 4662.29 4518.65 4667.99 4382.39 crossing lines 
Quadratic/ 
50 30/30/30 25 4471.09 4184 4211.3 2979.42 crossing lines 
Quadratic/ 
50 30/30/30 100 4486.11 4244.71 4340.23 3579.98 crossing lines 
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Quadratic/ 
50 30/30/30 625 4640.14 4501.52 4634.48 4385.31 
crossing lines 
Quadratic/ 
50 30170/30 25 4488.89 4190.76 4170.49 3001.84 
crossing lines 
Quadratic/ 
50 30170/30 100 4496.42 4244.46 4303 .64 3562.6 
crossing lines 
Quadratic 
50 30170/30 625 4659.91 4503.5 4617.11 4384.96 /crossing lines 
Quadratic/ 
200 50/50150 25 4592.14 4233 .16 4452.12 2989.61 
crossing lines 
Quadratic/ 
200 50150/50 100 4606.1 4235.75 4528.69 3592.26 
crossing lines 
Quadratic/ 
200 50150/50 625 4811.88 4523 .27 4744.33 4388.2 
crossing lines 
Quadratic/ 
200 30/30/30 25 4639.88 4178.22 4361.4 3007.99 
crossing lines 
Quadratic/ 
200 30/30/30 100 4642.46 4239.18 4469.74 3598.27 
crossing lines 
Quadratic/ 
200 30/30/30 625 4846.26 4507.19 4702.38 4387.05 
crossing lines 
Quadratic/ 
200 30170/30 25 4533 4213.44 4420.28 2972.28 
crossing lines 
Quadratic/ 
200 30/70/30 100 4555.68 4257.71 4476.26 3579.73 
crossing lines 
Quadratic/ 
200 30/70/30 625 4826.98 4509 .14 4702.49 4379.42 
crossing lines 
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Table 11: Average p-values over the 100 replicates and standardized beta 
coefficients for the covariate in the time-independent analysis 
lines beta distribution variance p-value standardized beta 
Crossing lines 2 50150/50 25 0.5867 0.026 
Crossing lines 2 50/50/50 100 0.5967 0.028 
Crossing lines 2 50/50150 625 0.5711 0.022 
Crossing lines 2 30/30/30 25 0.6079 0.009 
Crossing lines 2 30/30/30 100 0.6064 0.008 
Crossing lines 2 30/30/30 625 0.5901 0.024 
Crossing lines 2 30/70/30 25 0.5084 0.039 
Crossing lines 2 30170/30 100 0.5103 0.026 
Crossing lines 2 30170/30 625 0.496 0.063 
Crossing lines 20 50150/50 25 0 0.264 
Crossing lines 20 50/50150 100 0 0.237 
Crossing lines 20 50150/50 625 0 0.174 
Crossing lines 20 30/30/30 25 0 0.239 
Crossing lines 20 30/30/30 100 0 0.217 
Crossing lines 20 30/30/30 625 0.0001 0.189 
Crossing lines 20 30170/30 25 0 0.254 
Crossing lines 20 30170/30 100 0 0.244 
Crossing lines 20 30170/30 625 0 0.237 
Crossing lines 50 50/50150 25 0 0.546 
Crossing lines 50 50/50150 100 0 0.534 
Crossing lines 50 50/50/50 625 0 0.486 
Crossing lines 50 30/30/30 25 0 0.521 
Crossing lines 50 30/30/30 100 0 0.504 
Crossing lines 50 30/30/30 625 0 0.43 
Crossing lines 50 30170/30 25 0 0.545 
Crossing lines 50 30170/30 100 0 0.534 
Crossing lines 50 30170/30 625 0 0.436 
Crossing lines 200 50150/50 25 0 0.934 
Crossing lines 200 50/50150 100 0 0.931 
Crossing lines 200 50/50150 625 0 0.907 
Crossing lines 200 30/30/30 25 0 0.922 
Crossing lines 200 30/30/30 100 0 0.917 
Crossing lines 200 30/30/30 625 0 0.893 
Crossing lines 200 30170/30 25 0 0.933 
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Crossing lines 200 30/70/30 100 0 0.929 
Crossing lines 200 30/70/30 625 0 0.915 
Diverging lines 2 50/50/50 25 0.1972 0.056 
Diverging lines 2 50150/50 100 0.2773 0.056 
Diverging lines 2 50/50/50 625 0.4622 0.007 
Diverging lines 2 30/30/30 25 0.2304 0.062 
Diverging lines 2 30/30/30 100 0.3575 0.082 
Diverging lines 2 30/30/30 625 0.4157 0.067 
Diverging lines 2 30/70/30 25 0.0001 -0 .208 
Diverging lines 2 30/70/30 100 0.0009 -0.15 
Diverging lines 2 30/70/30 625 0.0773 -0.08 
Diverging lines 20 50/50/50 25 0 0.529 
Diverging lines 20 50/50/50 100 0 0.492 
Diverging lines 20 50/50/50 625 0 0.354 
Diverging lines 20 30/30/30 25 0 0.504 
Diverging lines 20 30/30/30 100 0 0.455 
Diverging lines 20 30/30/30 625 0 0.358 
Diverging lines 20 30/70/30 25 0 0.347 
Diverging lines 20 30/70/30 100 0 0.295 
Diverging lines 20 30/70/30 625 0.0006 0.226 
Diverging lines 50 50/50150 25 0 0.854 
Diverging lines 50 50/50/50 100 0 0.824 
Diverging lines 50 50/50150 625 0 0.645 
Diverging lines 50 30/30/30 25 0 0.817 
Diverging lines 50 30/30/30 100 0 0.789 
Diverging lines 50 30/30/30 625 0 0.628 
Diverging lines 50 30/70/30 25 0 0.804 
Diverging lines 50 30/70/30 100 0 0.776 
Diverging lines 50 30/70/30 625 0 0.617 
Diverging lines 200 50/50/50 25 0 0.988 
Diverging lines 200 50150/50 100 0 0.984 
Diverging lines 200 50150/50 625 0 0.961 
Diverging lines 200 30/30/30 25 0 0.985 
Diverging lines 200 30/30/30 100 0 0.98 
Diverging lines 200 30/30/30 625 0 0.954 
Diverging lines 200 30/70/30 25 0 0.987 
Diverging lines 200 30/70/30 100 0 0.983 
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Diverging lines 200 30170/30 625 0 0.96 
Quadratic/crossing lines 2 50150/50 25 0.5783 0.02 
Quadratic/crossing lines 2 50150/50 100 0.5659 0.006 
Quadratic/crossing lines 2 50/50150 625 0.524 0.033 
Quadratic/crossing lines 2 30/30/30 25 0.5839 0.028 
Quadratic/crossing lines 2 30/30/30 100 0.6034 0.009 
Quadratic/crossing lines 2 30/30/30 625 0.6432 0.008 
Quadratic/crossing lines 2 30170130 25 0.3527 0.03 
Quadratic/crossing lines 2 30170/30 100 0.3854 0.033 
Quadratic/crossing lines 2 30170130 625 0.4746 0.1 
Quadratic/crossing lines 20 50/50150 25 0 0.27 
Quadratic/crossing lines 20 50/50150 100 0 0.251 
Quadratic/crossing lines 20 50/50/50 625 0 0.245 
Quadratic/crossing lines 20 30/30/30 25 0 0.251 
Quadratic/crossing lines 20 30/30/30 100 0 0.21 
Quadratic/crossing lines 20 30/30/30 625 0.0004 0.166 
Quadratic/crossing lines 20 30/70/30 25 0 0.279 
Quadratic/crossing lines 20 30/70/30 100 0 0.273 
Quadratic/crossing lines 20 30170130 625 0 0.19 
!Quadratic/crossing lines 50 50/50150 25 0 0.572 
Quadratic/crossing lines 50 50/50150 100 0 0.56 
Quadratic/crossing lines 50 50150/50 625 0 0.469 
Quadratic/crossing lines 50 30/30/30 25 0 0.546 
Quadratic/crossing lines 50 30/30/30 100 0 0.535 
Quadratic/crossing lines 50 30/30/30 625 0 0.414 
Quadratic/crossing lines 50 30/70/30 25 0 0.578 
Quadratic/crossing lines 50 30170/30 100 0 0.56 
Quadratic/crossing lines 50 30/70/30 625 0 0.497 
Quadratic/crossing lines 200 50150/50 25 0 0.942 
Quadratic/crossing lines 200 50/50150 100 0 0.938 
Quadratic/crossing lines 200 50/50150 625 0 0.917 
Quadratic/crossing lines 200 30/30/30 25 0 0.933 
Quadratic/crossing lines 200 30/30/30 100 0 0.926 
Quadratic/crossing lines 200 30/30/30 625 0 0.9 
Quadratic/crossing lines 200 30170/30 25 0 0.941 
Quadratic/crossing lines 200 30/70/30 100 0 0.938 
Quadratic/crossing lines 200 30/70/30 625 0 0.925 
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Table 12: Average AIC values over 100 replicates for time-dependent analysis 
K-means FlexMix 
lines beta correlation variance Unadjusted Adjusted Unadjusted Adjusted 
model model model model 
Crossing lines 2 0.1 25 4580.94 4193.83 4545.2 2949.18 
Crossina lines 2 0.1 100 4598.45 4264.67 4582.93 3566.08 
Crossing lines 2 0.1 625 4737.55 4503.97 4756 .26 4389.75 
Crossing lines 2 0.4 25 4175 .9 4167.06 3345.83 2949.3 
Crossing lines 2 0.4 100 4247 .93 4259.62 3705 .51 3567.7 
Crossing lines 2 0.4 625 4492.89 4513.57 4400.29 4378 .95 
Crossing lines 2 0.8 25 4106.87 4175.26 3006.48 2944.05 
Crossing lines 2 0.8 100 4242.15 4241.54 3580.4 3565.23 
Crossing lines 2 0.8 625 4503 .04 4519.39 4383 .1 4383.19 
Crossing lines 2 -0.4 25 4210.3 4171.65 3344.9 2940.26 
Crossing lines 2 -0.4 100 4214.5 4234.06 3703.19 3562.97 
Crossing lines 2 -0.4 625 4509.03 4503.42 4409.25 4389.01 
Crossing lines 20 0.1 25 6387.39 4154.57 6432.14 2945.28 
Crossing lines 20 0.1 100 6380.77 4216.77 6426.87 3567.26 
Crossing lines 20 0.1 625 6392.43 4490.6 6436.92 4389.04 
Crossing lines 20 0.4 25 5036.37 4216.29 5087.6 2944.29 
Crossing lines 20 0.4 100 5031 .94 4250.2 5089.76 3570.77 
Crossing lines 20 0.4 625 5080.25 4509.53 5135.93 4386.63 
Crossing lines 20 0.8 25 4406.7 4160.8 4210.26 2945 .61 
Crossina lines 20 0.8 100 4454.47 4183.18 4288.68 3572.62 
Crossing lines 20 0.8 625 4605.52 4500.1 4595.26 4384.64 
Crossing lines 20 -0.4 25 5026 4180.14 5081.46 2945.36 
Crossin~ lines 20 -0.4 100 5033.21 4225.57 5091 .65 3562.55 
Crossing lines 20 -0.4 625 5085.93 4509.4 5141.81 4387.22 
Crossina lines 50 0.1 25 7205 .54 4142.62 7248.6 2942.79 
Crossing lines 50 0.1 100 7204.79 4246.88 7247 .61 3564.5 
Crossina lines 50 0.1 625 7207 .18 4498.98 7250.17 4391.96 
Crossing lines 50 0.4 25 5769.91 4175.94 5821.37 2944.71 
Crossing lines 50 0.4 100 5777.46 4229.07 5824.2 3572.1 
Crossing lines 50 0.4 625 5783.38 4487.73 5831.45 4383 .2 
Crossing lines 50 0.8 25 4897.42 4151.03 4946.91 2946.36 
Crossing lines 50 0.8 100 4912.21 4247.83 4955 3565.28 
Crossing lines 50 0.8 625 4975 .56 4503.73 5028.66 4390.5 
Crossing lines 50 -0.4 25 5779.66 4131.77 5822.37 2945.74 
Crossina lines 50 -0.4 100 5777.46 4216.8 5824.03 3577.5 
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Crossing lines 50 -0.4 625 5791 4492.16 5838.52 4386.23 
Crossing lines 200 0.1 25 8456.06 4186.21 8496.89 2945.71 
Crossin a lines 200 0.1 100 8451.44 4252.97 8494.16 3567.31 
Crossing lines 200 0.1 625 6016.05 3634.36 6057.78 3552.14 
Crossing lines 200 0.4 25 7003 .86 4154.74 7045.25 2939.56 
Crossing lines 200 0.4 100 7006.84 4242.08 7048.01 3563.96 
Crossing lines 200 0.4 625 7006.87 4505.37 7047.09 4386.85 
Crossing lines 200 0.8 25 6027.12 4206.27 6072.37 2941.39 
Crossing lines 200 0.8 100 6031.1 4268.69 6074.99 3561.93 
Crossing lines 200 0.8 625 6032.34 4490.26 6079.32 4386.97 
Crossing 1 ines 200 -0.4 25 7008 .82 4220.31 7049.93 2945.3 
Crossing lines 200 -0.4 100 7013.21 4254.6 7051.74 3568.99 
Crossing lines 200 -0.4 625 7011.08 4496.29 7049.94 4387.7 
Diverging lines 2 0.1 25 4379.02 3316.43 4434.05 2941 .85 
Diverging lines 2 0.1 100 4412 3669.17 4463.76 3556.46 
Diverging lines 2 0.1 625 4587.9 4235.51 4642.45 4282.5 
Diverging lines 2 0.4 25 3471.95 3337.19 3335.91 2945.07 
Diverging lines 2 0.4 100 3743.29 3665.08 3681.16 3558.95 
Diverging lines 2 0.4 625 4249.03 4236 4301.74 4281.58 
Diverging lines 2 0.8 25 3400.62 3336.68 3008.01 2945 .38 
Diverging lines 2 0.8 100 3671.79 3674.46 3570.31 3557.79 
Diverging lines 2 0.8 625 4232.87 4240.6 4280.29 4279.45 
Diverging lines 2 -0.4 25 3526.99 3407.46 3344.16 2948.24 
Diverging lines 2 -0.4 100 3733.3 3646.95 3679.73 3555.02 
Diverging lines 2 -0.4 625 4252.43 4232.34 4300.23 4278 .25 
Diverging lines 20 0.1 25 6380.42 3412.91 6422.52 2948.15 
Diverging lines 20 0.1 100 6381.01 3638.39 6422.9 3556.61 
Diverging lines 20 0.1 625 6383.73 4227.92 6426.02 4277.29 
Diverging lines 20 0.4 25 4960.53 3351.62 5006.62 2948.14 
Diverging lines 20 0.4 100 4965.97 3628.08 5012.38 3558.37 
Diverging lines 20 0.4 625 5018.54 4227.88 5067.94 4280 .83 
Diverging lines 20 0.8 25 4102.66 3326.56 4124.55 2942.7 
Diverging lines 20 0.8 100 4143 .18 3636.7 4187.11 3557.69 
Diverging lines 20 0.8 625 4431.58 4234.5 4476.03 4278.11 
Diverging lines 20 -0.4 25 4950.3 3413 .96 5000.5 2946.11 
Diverging lines 20 -0.4 100 4961.08 3687.19 5009.01 3555.94 
Diverging lines 20 -0.4 625 5018.48 4232.67 5065.03 4281.22 
Diverging lines 50 0.1 25 7202.83 3355.15 7245.09 2944.21 
Divergincr lines 50 0.1 100 7200.69 3656.31 7243.03 3552.25 
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Diverging lines 50 0.1 625 7205 .96 4242 7250.18 4280.27 
Diverging lines 50 0.4 25 5760.1 3402.77 5801.56 2946.04 
Diverging lines 50 0.4 100 5762.8 3648.18 5805 .62 3555.25 
Diverging lines 50 0.4 625 5770.85 4232.79 5815.22 4275.96 
Diverging lines 50 0.8 25 4798.59 3308.06 4850.25 2944.83 
Diverging lines 50 0.8 100 4813.43 3638.31 4862.36 3562.08 
Diverging_ lines 50 0.8 625 4884.99 4237.86 4934.27 4278.75 
Diverging lines 50 -0.4 25 5764.85 3331.51 5806.9 2947.19 
Diverging lines 50 -0.4 100 5756.18 3665.62 5801.59 3557.38 
Diverging lines 50 -0.4 625 5768.72 4231.23 5813.73 4276 
Diverging lines 200 0.1 25 8454.97 3365.29 8495.27 2947.05 
Diverging lines 200 0.1 100 8454.94 3641.83 8494.36 3557.28 
Diverging_ lines 200 0.1 625 8457.07 4237.73 8498.14 4279.53 
Diverging lines 200 0.4 25 7003.67 3371.16 7044.11 2951.28 
Diverging lines 200 0.4 100 7004.56 3647.13 7043.89 3552.99 
Diverging lines 200 0.4 625 7005.61 4230.98 7046.5 4279.63 
Diverging lines 200 0.8 25 6015.45 3309.03 6058.87 2946.42 
Diverging lines 200 0.8 100 6016.05 3634.36 6057.78 3552.14 
Diverging lines 200 0.8 625 6021.64 4249.56 6064.51 4283 .3 
Diverging_ lines 200 -0.4 25 7006.14 3344.35 7045.58 2942 .81 
Diverging lines 200 -0.4 100 7002.13 3650 7043 .19 3555.36 
Diverging lines 200 -0.4 625 7000.93 4232.49 7042.24 4274.95 
Quadratic/ 
2 0.1 25 4612.45 4202.02 4547.04 2977.41 crossing lines 
Quadratic/ 
2 0.1 100 4621.24 4264.1 4576.44 3578.86 crossing lines 
Quadratic/ 
2 0.1 625 4750.44 4513 .72 4744.31 4381.69 crossing lines 
Quadratic/ 
2 0.4 25 4232.88 4214.48 3389.33 2999.94 crossing lines 
Quadratic/ 
2 0.4 100 4265.51 4293.94 3727.49 3580.93 crossing lines 
Quadratic/ 
2 0.4 625 4509.58 4511.29 4405 .6 4384.54 crossing lines 
Quadratic/ 
2 0.8 25 4179.46 4216.29 3025.34 2996.93 crossing lines 
Quadratic/ 2 0.8 100 4252.87 4268.87 3604.49 3582.06 crossing lines 
Quadratic/ 
2 0.8 625 4493.43 4524.29 4384.58 4382.55 crossing lines 
Quadratic/ 
2 -0.4 25 4222.98 4217.26 3346.4 2969.8 crossing_ lines 
Quadratic/ 
2 -0.4 100 4274.31 4242.14 3710.84 3586.82 crossing lines 
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Quadratic/ 
2 -0.4 625 4502.19 4498 .54 4404.6 4383.25 crossing lines 
Quadratic/ 
20 0.1 25 6385.63 4258.55 6426.48 2981.83 crossing lines 
Quadratic/ 
20 0.1 100 6390.32 4249.56 6427.86 3576.9 crossing lines 
Quadratic/ 
20 0.1 625 6382.53 4493.92 6427.14 4385.58 crossing lines 
Quadratic/ 
20 0.4 25 5033.37 4191.53 5071.97 2988.17 crossing lines 
Quadratic/ 
20 0.4 100 5043.24 4283.94 5085.03 3593 .34 crossing lines 
Quadratic/ 
20 0.4 625 5092.07 4507.72 5130.65 4384.88 crossing lines 
Quadratic/ 
20 0.8 25 4452.88 4238.8 4219.68 2973.66 crossing lines 
Quadratic/ 
20 0.8 100 4464.16 4246.28 4286.75 3579.4 crossing lines 
Quadratic/ 
20 0.8 625 4633 .64 4501.91 4590.75 4389.59 crossing lines 
Quadratic/ 
20 -0.4 25 5032.25 4223.7 5071.69 3006.41 crossing lines 
Quadratic/ 
20 -0.4 100 5042.4 4266.9 5083.17 3595.49 crossing lines 
Quadratic/ 
20 -0.4 625 5097.06 4511.83 5134.95 4382.79 crossing lines 
Quadratic/ 
50 0.1 25 7200.08 4217.02 7243.58 2959.49 crossing lines 
Quadratic/ 
50 0.1 100 7200.44 4244.64 7244.85 3569.12 crossing lines 
Quadratic/ 
50 0.1 625 7204.02 4520.91 7248.61 4382.81 crossing lines 
Quadratic/ 
50 0.4 25 5781.75 4219.48 5822.05 2984 .79 crossing lines 
Quadratic/ 
50 0.4 100 5771.14 4251.16 5814.87 3592.24 crossing lines 
Quadratic/ 
50 0.4 625 5789.05 4508.88 5829.48 4385.32 
crossing lines 
Quadratic/ 
50 0.8 25 4911.31 4214.24 4936.22 2988 .61 
crossing lines 
Quadratic/ 
50 0.8 100 4916.76 4276.37 4944.05 3587.54 crossing lines 
Quadratic/ 
50 0.8 625 4981.34 4522.52 5014.26 4388.32 crossing lines 
Quadratic/ 
50 -0.4 25 5777.23 4228.8 5818.9 3024.94 crossing lines 
Quadratic/ 
50 -0.4 100 5778.18 4265.34 5818.37 3584.2 crossing lines 
Quadratic/ 
50 -0.4 625 5782.18 4532.11 5827.99 4389.17 
crossing lines 
Quadratic/ 
200 0.1 25 8452.28 4201.53 8496.45 3004.13 crossing lines 
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Quadratic/ 
200 0.1 100 8457.61 4277.36 8497.81 3600.52 
crossing lines 
Quadratic/ 
200 0.1 625 8453 .66 4521.13 8492.3 4381.03 
crossing lines 
Quadratic/ 
200 0.4 25 7006 .86 4199.53 7044.18 2998.51 crossing lines 
Quadratic/ 
200 0.4 100 7007.06 4306.57 7046.38 3590.35 crossing lines 
Quadratic/ 
200 0.4 625 7007.29 4502.32 7049.95 4386.31 
crossing lines 
Quadratic/ 
200 0.8 25 6024.87 4204.26 6068 .51 2994.03 
crossing lines 
Quadratic/ 
200 0.8 100 6020.62 4229.36 6069.61 3581.27 
crossing lines 
Quadratic/ 
200 0.8 625 6029.18 4511.07 6073.39 4386 .64 
crossing lines 
Quadratic/ 
200 -0.4 25 7003 .39 4196.13 7045.5 2955.7 
crossing lines 
Quadratic/ 
200 -0.4 100 7005 .75 4237.02 7045.38 3582.4 
crossing lines 
Quadratic/ 
200 -0.4 625 7003 .37 4525.65 7045 .21 4390 .02 
crossing lines 
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Table 13: Average p-values over the 100 replicates and standardized beta 
coefficients for the confounder in the time-dependent analysis 
lines beta correlation variance p-value standardized beta 
Crossing lines 2 0.1 25 0 0.617 
Crossing lines 2 0.1 100 0 0.616 
Crossing lines 2 0.1 625 0 0.577 
Crossing lines 2 0.4 25 0.0257 0.131 
Crossing lines 2 0.4 100 0.0161 0.188 
Crossing lines 2 0.4 625 0.047 0.23 
Crossing lines 2 0.8 25 0.3392 0.117 
Crossing lines 2 0.8 100 0.2905 0.047 
Crossing lines 2 0.8 625 0.3541 0.058 
Crossing lines 2 -0.4 25 0.0062 0.198 
Crossing lines 2 -0.4 100 0.0127 0.204 
Crossing lines 2 -0.4 625 0.0663 0.144 
Crossing lines 20 0.1 25 0 1.003 
Crossing lines 20 0.1 100 0 0.992 
Crossing lines 20 0.1 625 0 1.009 
Crossing lines 20 0.4 25 0 0.925 
Crossing lines 20 0.4 100 0 0.905 
Crossing lines 20 0.4 625 0 0.893 
Crossing lines 20 0.8 25 0 0.754 
Crossing lines 20 0.8 100 0 0.79 
Crossing lines 20 0.8 625 0 0.688 
Crossing lines 20 -0.4 25 0 0.848 
Crossing lines 20 -0.4 100 0 0.841 
Crossing lines 20 -0.4 625 0 0.808 
Crossing lines 50 0.1 25 0 0.999 
Crossing lines 50 0.1 100 0 0.999 
Crossing lines 50 0.1 625 0 1 
Crossing lines 50 0.4 25 0 0.999 
Crossing lines 50 0.4 100 0 0.995 
Crossing lines 50 0.4 625 0 0.988 
Crossing lines 50 0.8 25 0 0.996 
Crossing lines 50 0.8 100 0 0.98 
Crossing lines 50 0.8 625 0 1.005 
Crossing lines 50 -0.4 25 0 0.947 
Crossing lines 50 -0.4 100 0 0.949 
Crossing lines 50 -0.4 625 0 0.93 
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Crossing lines 200 0.1 25 0 1 
Crossing lines 200 0.1 100 0 1 
Crossing lines 200 0.1 625 0 1.001 
Crossing lines 200 0.4 25 0 1.007 
Crossing lines 200 0.4 100 0 1.009 
Crossing lines 200 0.4 625 0 1.006 
Crossing lines 200 0.8 25 0 1.028 
Crossing lines 200 0.8 100 0 1.018 
Crossing lines 200 0.8 625 0 1.025 
Crossing lines 200 -0.4 25 0 0.99 
Crossing lines 200 -0.4 100 0 0.987 
Crossing lines 200 -0.4 625 0 0.991 
Diverging lines 2 0.1 25 0 0.889 
Diverging lines 2 0.1 100 0 0.834 
Diverging lines 2 0.1 625 0 0.729 
Diverging lines 2 0.4 25 0 0.416 
Diverging lines 2 0.4 100 0 0.353 
Diverging lines 2 0.4 625 0.0023 0.203 
!Diverging lines 2 0.8 25 0.0732 0.236 
~iverging lines 2 0.8 100 0.0898 0.205 
~iverging lines 2 0.8 625 0.2378 0.102 
~iverging lines 2 -0.4 25 0 0.453 
Diverging lines 2 -0.4 100 0 0.339 
Diverging lines 2 -0.4 625 0.0014 0.253 
Diverging lines 20 0.1 25 0 0.997 
Diverging lines 20 0.1 100 0 0.997 
Diverging lines 20 0.1 625 0 0.997 
Diverging lines 20 0.4 25 0 0.971 
Diverging lines 20 0.4 100 0 0.963 
Diverging lines 20 0.4 625 0 0.903 
Diverging lines 20 0.8 25 0 0.894 
Diverging lines 20 0.8 100 0 0.861 
Diverging lines 20 0.8 625 0 0.75 
Diverging lines 20 -0.4 25 0 0.977 
~iverging lines 20 -0.4 100 0 0.969 
~iverging lines 20 -0.4 625 0 0.914 
Diverging lines 50 0.1 25 0 1 
~iverging lines 50 0.1 100 0 1 
Diverging lines 50 0.1 625 0 0.999 
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Diverging lines 50 0.4 25 0 0.998 
Diverging lines 50 0.4 100 0 0.996 
Diverging lines 50 0.4 625 0 0.987 
Diverging lines 50 0.8 25 0 0.981 
Diverging lines 50 0.8 100 0 1.008 
Diverging lines 50 0.8 625 0 0.941 
Diverging lines 50 -0.4 25 0 0.995 
!Diverging lines 50 -0.4 100 0 0.99 
Diverging lines 50 -0.4 625 0 0.988 
Diverging lines 200 0.1 25 0 l 
Diverging lines 200 0.1 100 0 1 
Diverging lines 200 0.1 625 0 1 
Diverging lines 200 0.4 25 0 1 
Diverging lines 200 0.4 100 0 0.999 
!Diverging lines 200 0.4 625 0 0.998 
!Diverging lines 200 0.8 25 0 0.997 
!Diverging lines 200 0.8 100 0 1.001 
Diverging lines 200 0.8 625 0 1.001 
Diverging lines 200 -0.4 25 0 0.999 
Diverging lines 200 -0.4 100 0 1.001 
Diverging lines 200 -0.4 625 0 0.998 
Quadratic/crossing lines 2 0.1 25 0 0.65 
Quadratic/crossing lines 2 0.1 100 0 0.647 
Quadratic/crossing lines 2 0.1 625 0 0.557 
Quadratic/crossing lines 2 0.4 25 0.0098 0.126 
Quadratic/crossing lines 2 0.4 100 0.0136 0.184 
Quadratic/crossing lines 2 0.4 625 0.0396 0.095 
Quadratic/crossing lines 2 0.8 25 0.3453 0.148 
Quadratic/crossing lines 2 0.8 100 0.3459 0.124 
Quadratic/crossing lines 2 0.8 625 0.3453 0.099 
Quadratic/crossing lines 2 -0.4 25 0.0209 0.224 
Quadratic/crossing lines 2 -0.4 100 0.0172 0.204 
Quadratic/crossing lines 2 -0.4 625 0.0231 0.094 
Quadratic/crossing lines 20 0.1 25 0 0.993 
Quadratic/crossing lines 20 0.1 100 0 0.994 
Quadratic/crossing lines 20 0.1 625 0 0.99 
Quadratic/crossing lines 20 0.4 25 0 0.894 
!Quadratic/crossing lines 20 0.4 100 0 0.901 
Quadratic/crossing lines 20 0.4 625 0 0.843 
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Quadratic/crossing lines 20 0.8 25 0 0.744 
Quadratic/crossing lines 20 0.8 100 0 0.714 
Quadratic/crossing lines 20 0.8 625 0 0.609 
Quadratic/crossing lines 20 -0.4 25 0 0.894 
Quadratic/crossing lines 20 -0.4 100 0 0.873 
Quadratic/crossing lines 20 -0.4 625 0 0.835 
Quadratic/crossing lines 50 0.1 25 0 1 
Quadratic/crossing lines 50 0.1 100 0 0.997 
Quadratic/crossing lines 50 0.1 625 0 0.997 
Quadratic/crossing lines 50 0.4 25 0 0.982 
Quadratic/crossing lines 50 0.4 100 0 0.968 
Quadratic/crossing lines 50 0.4 625 0 0.975 
Quadratic/crossing lines 50 0.8 25 0 0.921 
Quadratic/crossing lines 50 0.8 100 0 0.936 
Quadratic/crossing lines 50 0.8 625 0 0.887 
Quadratic/crossing I ines 50 -0.4 25 0 0.968 
Quadratic/crossing lines 50 -0.4 100 0 0.967 
Quadratic/crossing lines 50 -0.4 625 0 0.946 
Quadratic/crossing lines 200 0.1 25 0 1 
Quadratic/crossing lines 200 0.1 100 0 1 
Quadratic/crossing lines 200 0.1 625 0 1 
Quadratic/crossing lines 200 0.4 25 0 0.998 
Quadratic/crossing lines 200 0.4 100 0 0.999 
Quadratic/crossing lines 200 0.4 625 0 0.999 
Quadratic/crossing lines 200 0.8 25 0 0.995 
Quadratic/crossing lines 200 0.8 100 0 0.995 
Quadratic/crossing lines 200 0.8 625 0 0.983 
Quadratic/crossing lines 200 -0.4 25 0 0.996 
Quadratic/crossing lines 200 -0.4 100 0 0.997 
Quadratic/crossing lines 200 -0.4 625 0 0.997 
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