The phase transition in binary constraint satisfaction problems, i.e. the transition from a region in which almost all problems have many solutions to a region in which almost all problems have no solutions, as the constraints become tighter, is investigated by examining the behaviour of samples of randomly-generated problems. In contrast to theoretical work, which is concerned with the asymptotic behaviour of problems as the number of variables becomes larger, this paper is concerned with the location of the phase transition in nite problems. The accuracy of a prediction based on the expected number of solutions is discussed; it is shown that the variance of the number of solutions can be used to set bounds on the phase transition and to indicate the accuracy of the prediction. A class of sparse problems, for which the prediction is known to be inaccurate, is considered in detail; it is shown that, for these problems, the phase transition depends on the topology of the constraint graph as well as on the tightness of the constraints.
Introduction
Cheeseman, Kanefsky and Taylor 2] note that for many NP-complete or NPhard problems, a phase transition can be seen as an order parameter is varied; the transition is from problems that are under-constrained, and so relatively easy to solve, to problems that are over-constrained, and so relatively easy to prove insoluble. They observed that the problems which are on average hardest to solve occur between these two types of relatively easy problem, and further that, in the cases they considered, the phase transition becomes increasingly abrupt as problems become larger. For instance, for Hamiltonian Circuit problems, the order parameter giving the phase transition is the connectivity of the graph and the sharpness of the phase transition increases with graph size.
Williams and Hogg 13, 14, 15] have developed approximations to the cost of nding the rst solution and to the probability that a problem is soluble, both for speci c classes of constraint satisfaction problem (graph colouring, k-SAT) and for the general case. They show that in the limit as the number of variables becomes large, their approximations exhibit both a step change in the probability that a problem is soluble and a peak in the cost of nding the rst solution, at the same critical value of the order parameter. Although Williams and Hogg show that their predictions of the critical value match the experimental data given in 2, 7] reasonably well, their work is essentially based on the asymptotic behaviour of approximations, showing an instantaneous phase transition.
This paper is concerned with the phase transition in nite constraint satisfaction problems (CSPs), where the phase transition is not instantaneous but occurs over a range of values of the order parameter. The intention is to investigate not only the point at which the average cost of solving problems, or proving them insoluble, is greatest, but also the boundaries of the phase transition.
Mitchell, Selman and Levesque 7] carried out experiments with satisability problems in which they noted that, as the number of formulas in random clauses is varied, the hardest problems occur where 50% of the problems are satis able. Crawford and Auton 3] took this work further in order to predict the location of the 50% satis able point, which they term the crossover point. It will be assumed in this paper that for CSPs in general, the crossover point and the maximum average solution cost coincide: there is a great deal of experimental evidence to support this assumption.
The paper begins by discussing the generation model used for the experimental CSPs. Section 3 describes the phase transition in a class of small CSPs; the behaviour of these CSPs suggest that the crossover point can be predicted using the expected number of solutions, and this is discussed in section 4. Section 5 investigates in detail a class of sparse constraint graphs, for which the prediction is inaccurate: it is shown that in some cases, a precise prediction of the crossover point would need to take into account the characteristics of the constraint graph, and that the main reason for the failure of a predictor based on the expected number of solutions is the very high variance. Section 7 discusses the variance of the number of solutions in more detail, and shows that the variance can indicate when the predictor can be expected to give good results. Finally the paper discusses applications to real CSPs.
In phase transitions of the kind modelled by applied mathematicians, for instance from a solid to a liquid phase, the cause of the phase transition may be modelled by an instantaneous change in some environmental parameter. However, the e ect of the change may take place over a nite spatial region; this region (in which the material is neither completely liquid nor completely solid) is referred to as the mushy region. The term is used in this paper to denote the range of values of the order parameter over which the phase transition from solubility to insolubility takes place, in order to emphasise that the transition is not instantaneous.
Random Binary CSPs
A ( nite) constraint satisfaction problem (see for instance Tsang 12] for an introduction) consists of a nite set of variables X = fx 1 ; ::::; x n g; for each variable, a set D i of possible values (its domain); and a set of constraints, each of which consists of a subset fx i ; :::x j g of X and a relation R D i :::: D j ; informally, the constraint speci es the allowed tuples of values for the variables it constrains. A solution to a CSP is an assignment of a value from its domain to every variable such that all the constraints are satis ed; a constraint is satis ed if the tuple of values assigned to the variables it constrains is in the constraint relation. A k-ary constraint constrains k of the problem variables; in a binary CSP, all the constraints are binary 1 . The constraint graph of a binary CSP is a graph in which there is a vertex representing each variable and for every constraint there is an edge linking the a ected variables. A binary constraint relation between a pair of variables with m 1 and m 2 values in their respective domains can be represented by an m 1 m 2 matrix of boolean values; a`true' value indicates that the corresponding pair of values is allowed by the constraint.
For the experiments described below, sets of randomly-generated binary CSPs were used. Each set of problems is characterised by four parameters: n, the number of variables; m, the number of values in each variable's domain; p 1 , the probability that there is a constraint between a pair of variables, and p 2 , the conditional probability that a pair of values is inconsistent for a pair of variables, given that there is a constraint between the variables. The parameters p 1 and p 2 are the constraint density and the constraint tightness, respectively. Other work with randomly-generated CSPs (see for instance 4]) has also de ned sets of problems in terms of quantities corresponding to these four parameters, albeit using di erent terminology.
There are several possible ways of treating the probabilities p 1 and p 2 .
One possibility is to select each of the n(n ? 1)=2 possible edges in the constraint graph independently with probability p 1 , and then, for each pair of variables linked by a constraint, generate the relation matrix by assigning the value`false' to each pair of values independently with probability p 2 .
As far as generating the constraint graph is concerned, this corresponds to the model termed Model A by Palmer 8] . This method would give a set of problems in which, on average, the number of constrained pairs of variables is p 1 n(n ? 1)=2, and for each pair of constrained variables, the average number of inconsistent pairs of values is m constraints (rounded to the nearest integer), and for each pair of constrained variables, the number of inconsistent pairs of values should be exactly m 2 p 2 . This is done by randomly permuting a list of the possible variable pairs and choosing the rst p 1 n(n ? 1)=2, and then for each constrained pair of variables, randomly permuting the m 2 possible pairs of values and choosing the rst m 2 p 2 . This model is used for all the experiments described in this paper. It is an extension of the random graph model referred to by Palmer as Model B, and will be referred to as Model B below.
In each of the series of experiments described below, n, m and p 1 were xed, and p 2 was the varying order parameter; a series of experiments will be referred to by the tuple hn; m; p 1 i, and a set of random problems with the same four parameters will be referred to by hn; m; p 1 ; p 2 i. One minor disadvantage of Model B, compared with the rst model, is that one cannot vary p 2 in steps of less than 1=m 2 ; in the experiments, the value of m is 10, allowing p 2 to be varied in steps of 0.01.
A Well-Behaved Case
A series of experiments was carried out with sets of randomly-generated binary CSPs, generated according to Model B, with n = 8, m = 10, p 1 = 1.0 and p 2 varying. These are small problems, and therefore do not exhibit as sharp a phase transition as has been observed in larger problems, for instance in 11]. However, the required experiments could not be carried out on large problems, and, as will be seen later, the behaviour of these problems is relatively well-behaved and so serves as a good starting point for investigating the phase transition in binary CSPs.
For these experiments, the randomly-generated CSPs were solved using the forward checking algorithm, with the fail-rst heuristic to select the next variable to be instantiated 6]. Although not the best available search algorithm for CSPs, it is reasonably e cient and can be used to nd either just one solution, or all solutions. It was intended to be representative of its class of CSP algorithms, i.e. depth-rst search algorithms which seek to extend consistent partial solutions, backtracking when failure is detected. Figure 1 shows the median cost, measured by the number of consistency checks required to nd one solution or prove that there is no solution for each of a set of h8; 10; 1:0; p 2 i problems. The minimum and maximum cost observed in each set of problems is also shown. The vertical lines in Figure  1 show the boundaries of the mushy region: they mark the value of p 2 at which the rst insoluble problems appear, as p 2 increases, and the value at which the last soluble problem is found. In order to get a clear picture of the behaviour over the phase transition, 500 problems were generated for each value of p 2 between 0.44 and 0.55; smaller samples were required elsewhere, A notable feature of Figure 1 is the peak in the median cost which occurs during the phase transition. (For these problems, the peak in the mean search e ort occurs at the same value of p 2 as the peak in the median cost. However, for some less well-behaved sets of problems, individual problems with very high solution cost can occur at values of p 2 below the phase transition and can distort the mean cost. Hence the median has been used as the measure of the average cost throughout.)
The minimum cost at each value of p 2 remains very low as long as there are problems in the sample which have a solution; if a problem has at least one solution, there is always a chance that it will be found very quickly, and in these experiments the sample size at each value of p 2 was su ciently large that this did in fact happen for at least one problem throughout the mushy region. Most of the maximum values in the mushy region (and certainly those beyond it) are due to insoluble problems; however, the overall maximumvalue (at p 2 = 0.43) is clearly caused by a problem which does have solutions, since at that point all the problems have solutions. Figure 1 illustrates what is commonly observed: that the solution cost is very variable around the peak in average cost, and that the greatest variability occurs before the peak.
The peak corresponds approximately to the value of p 2 at which half the problems are insoluble and half are soluble, the point referred to by Crawford and Auton 3] as the crossover point. In fact, exactly 50% of the problems have a solution at p 2 = 0.48; the median cost is almost identical at p 2 = 0.48 and 0.49. For smaller values of p 2 , for which all problems are soluble, problems are much easier to solve, on average, until there is a sharp increase in di culty as p 2 increases and insoluble problems begin to occur. For larger values of p 2 , as problems become uniformly insoluble, the fall in the median consistency checks is much more gradual, and it is an over-simpli cation to describe this side of the phase transition as a region of easy problems. Although it does become easy to prove insolubility for p 2 close to 1, many of the problems in this region are easy only by comparison with the insoluble problems occurring in the mushy region. Figure 2 shows the same set of problems as Figure 1 , but with soluble problems separated from insoluble problems in the mushy region, where a mixture of soluble and insoluble problems occurs. (A similar graph displaying satis able and unsatis able 3-SAT problems separately is given in 7].) At the edges of the phase transition, the population of problems is dominated by one of these two types of problem, so that some of the points on the graph represent only small numbers of problems (although points representing fewer than 20 problems have been omitted). Separating soluble from insoluble problems in this way leads to a plausible explanation for the fact that the maximum average search cost occurs during the phase transition, for any algorithm of the same general type as forward checking. For insoluble problems, the search e ort decreases as p 2 increases, because the increasingly tight constraints allow a greater degree of pruning in any algorithm which backtracks as soon as it encounters a failure. Hence the cost, for insoluble problems, is greatest at the smallest value of p 2 for which insoluble problems occur, i.e. in the mushy region.
The case of soluble problems is more complex. As p 2 increases, the fact that the number of solutions is decreasing rapidly becomes signi cant and it becomes harder (for any algorithm) to nd a solution. During the phase transition, the soluble problems have very few solutions and as solutions become rarer, the algorithm must on average explore more of the induced search space before nding the rst solution. Figure 2 shows that the search e ort in fact appears to reach a maximum and begins to decline, just as the soluble problems are running out; this can be explained by arguing that for problems with only one solution, which for this sample increasingly dominate as soluble problems become scarce, the algorithm must on average explore half the search space before nding the solution, and since the total size of the search space decreases as p 2 increases, the search e ort to nd a single solution similarly starts to decrease, just before the soluble problems disappear altogether.
To summarise, soluble problems are easier to solve as p 2 decreases; insoluble problems are easier to prove insoluble as p 2 increases, and overall the maximum average search e ort must occur in the mushy region, where the most di cult soluble problems and the most di cult insoluble problems co-exist. This is exempli ed in Figures 1 and 2.
As problems get very large (n ! 1), experimental evidence suggests that the phase transition becomes increasingly sharp, so that in the limit there is an instantaneous change from soluble to insoluble problems at a single value of p 2 , and we should expect that the maximal search e ort will then coincide with this point. However, for nite problems, the phase transition occurs over a range of values of p 2 (de ning the mushy region), and p 2crit , the value at which the average search e ort reaches a maximum and (by assumption) the probability that a problem has a solution is 0.5, occurs at some point in that range.
Clearly the phase transition is independent of the algorithm used to nd the solutions, though the number of consistency checks required to nd the rst solution, or to show that there is no solution, depends very much on the algorithm. However, Prosser's experimental results 11] for a CSP algorithm which combines forward checking with con ict-directed backjumping, described in 9], show similar qualitative behaviour to that shown in Figure 1 . In particular the peak in the median consistency checks appears to occur at the same value of p 2 for di erent algorithms. The results reported in 11] also show that the qualitative behaviour of larger problems (for instance n=20, m=20; n=30, m=10), and for a range of values of p 1 , is similar to that shown in Figure 1 , although the peak becomes much less sharply de ned for small values of p 1 . It appears therefore that the phase transition behaviour shown in Figure 1 is common to constraint satisfaction problems in general when subjected to backtracking depth-rst search algorithms. Similar curves are also shown in 7] for randomly-generated 3-SAT problems.
As well as the rst solution, all solutions were found for the sample problems shown in Figure 1 . It is instructive to plot the median cost to nd all solutions for the soluble problems, and compare the results with the median cost to prove insolubility for the insoluble problems. The two curves are shown in Figure 3 ; by de nition, they overlap in the mushy region, where there are both soluble and insoluble problems. (The curve representing insoluble problems is identical to the right hand curve of Figure 2 , but with a log scale on the vertical axis.) It can be seen from Figure 3 that the two curves are virtually indistinguishable in the mushy region; for a given value of p 2 it appears to be neither more nor less di cult to nd all solutions to the soluble problems than to show that the insoluble problems have no solutions. (In fact, it requires fewer consistency checks on average to prove insolubility than to nd all solutions at the same value of p 2 , but the di erence is very small for these problems and hence is barely detectable in Figure 3 .) If we require to nd all solutions to a CSP, or prove that there are none, the median cost decreases smoothly and rapidly as p 2 increases, and nothing noteworthy happens as the problems become insoluble. The phase transition is only an interesting event if just one solution is required: it can then also be viewed as a transition from a partial search of the induced search space (which can be terminated as soon as a solution is found) to a complete search (which is required if there are no solutions). The transition therefore involves a more or less sudden jump from the lefthand curve of Figure 2 to the righthand curve.
The Expected Number of Solutions
In the previous section, the phase transition and its associated phenomena were described, at least for one particular set of parameters. It would be useful to know over what range of values of p 2 the mushy region occurs, and where the crossover point is, without extensive experimentation. However, we have no way, so far, of accurately estimating the probability that a binary CSP is soluble.
For the problems discussed in the last section, at the crossover point, i.e. where 50% of problems have a solution, the soluble problems have very few solutions. Of the 500 random problems generated at p 2 = 0.48, the 250 soluble problems have, on average, 2 solutions (and therefore the average number of solutions for all 500 problems is 1). If this observation, that at the crossover point the soluble problems have very few solutions, is generally true, then instead of trying to estimate the probability that a problem is soluble directly, we can alternatively look for a value of p 2 at which the expected number of solutions is small.
It is possible to do this, since, for CSPs generated following Model B, the expected number of solutions, E(N), is given by:
(1) i.e. the number of possible assignments of m values to n variables, multiplied by the probability that a randomly-chosen assignment is consistent. For instance, when p 2 =0 (or p 1 =0), there are no inconsistent pairs of values and E(N)=m n ; when p 2 =1 (and p 1 > 0) there are no solutions. The expected number of solutions decreases very rapidly, from m n , as p 2 increases from zero. The sample problems discussed in section 3, for which all solutions were found, as well as other experimental results, con rm that (1) gives very accurate results for the average number of solutions, given a large sample of problems. The formula can easily be modi ed to allow p 2 to take di erent values for di erent constraints and to allow di erent domain sizes for di erent variables, if this is a more realistic model for a particular CSP.
For a well-behaved case, such as that discussed in the previous section, a value of p 2 for which E(N) is small, but not too close to zero, can be expected to give a mixture of problems with no solutions and problems with very few solutions, i.e. a point in the mushy region, and therefore close to the crossover point, p 2crit . Experimental results suggest that, as for the h8; 10; 1i problems, E(N) = 1 would give a good predictor,p 2crit , of the crossover point. 
For the h8; 10; 1:0i problems of the last section, the value of E(N) when p 2 = 0.48 is 1.12, andp 2crit is 0.482, corresponding slightly better to the observed peak in the median search e ort, which appears to occur between 0.48 and 0.49. Prosser 11] gives results comparing the observed values of p 2crit (in this case, the observed peak median cost) with the estimated values given by (2) for three series of experiments: n=20, m=10; n=20, m=20; and n=30, m=10. The experimental results show that the observed value of p 2crit and the predicted valuep 2crit are in close agreement, except for low values of p 1 (smaller than 0.3), whenp 2crit is an over-estimate of p 2crit . That is, for small values of p 1 , E(N) is greater than 1 at the crossover point. This discrepancy will be discussed further below.
The assertion that the point at which E(N) = 1 marks the phase transition, from a region where most problems have many solutions to a region where most problems have no solutions, is also made by Williams and Hogg 15] . They note that the choice of parameters which makes E(N) = 1 marks the boundary between a region in which E(N) increases exponentially with n (the number of variables in the problem) and a region in which E(N) decays exponentially with n. 2 If the expected number of solutions is very small, then, as Williams & Hogg point out, we can safely conclude that the probability that a problem has any solutions, p sol , is likewise very small, from the Markov inequality, which gives:
For large n, E(N) ! 0 for all p 2 >p 2crit and so p sol ! 0.
However, we cannot similarly assume that, if the expected number of solutions is very large, most problems have many solutions, or even that most problems have any solutions: it depends on the variance, var(N). A bound on p sol is given by the Cauchy inequality 1]:
Making the assumption that var(N)=E(N) 2 ! 0 as n ! 1, when E(N) > 1, Williams & Hogg conclude that p sol ! 1 and hence that, asymptotically, there is an instantaneous phase transition at the point where E(N) = 1, i.e. atp 2crit .
Since for the h8; 10; 1i experiments described in section 3, the point at which E(N) = 1 does correspond very well to the crossover point, where p sol = 0.5, it is clear that at that point var(N) must be small. The behaviour of var(N) in other cases is discussed in section 6.
Sparse Constraint Graphs
As already noted, Prosser 11] observed thatp 2crit , the value of p 2 at which E(N) = 1, is a good predictor of the location of the peak median cost for most of the CSPs he studied, but not for those with the sparsest constraint graphs, with p 1 < 0.3. Furthermore, he found that in some casesp 2crit is not even in the mushy region; there were no soluble problems in his samples, even though at that point E(N) = 1. It was decided to investigate the behaviour of these sparse problems in more detail: this section presents a description of the phase transition behaviour of a set of sparse CSPs, in order to explain why the arguments presented earlier break down in these cases.
It was at rst thought that the discrepancy betweenp 2crit and p 2crit might be partly caused by disconnected graphs, and in particular by graphs with isolated vertices. If the constraint graph has i isolated vertices (corresponding to unconstrained variables) and the rest of the problem has exactly one solution, then the whole problem has m i solutions. Hence, problems which are`only just' soluble will have many solutions, rather than very few as in section 3. To eliminate this factor, it was decided to consider only connected graphs. Problems were generated using Model B, as before, but each constraint graph was checked for connectedness: any disconnected graph was thrown away and a new graph was generated. The results presented in the rest of this section refer to connected graphs only; however,p 2crit is still not a good predictor of the phase transition for small n when p 1 is also small. Figure 4 shows the phase transition for three sets of problems with n = 30, m = 10, and increasingly sparse constraint graphs. For each value of p 2 , 100 problems (with connected constraint graphs) were solved. As before, the vertical lines mark the boundaries of the respective mushy regions. For these sets of problems,p 2crit is 0.41 for p 1 = 0.3, 0.55 for p 1 = 0.2 and 0.79 for p 1 = 0.1. Sop 2crit is a worse predictor of the location of the peak median cost as p 1 gets smaller, and for p 1 = 0.1 is not even in the mushy region, even though the mushy region is getting wider as p 1 gets smaller. The peak median cost for the h30; 10; 0:1i problems occurs for p 2 = 0.73, at which point 61% of the ; at this point, the expected number of solutions is 95,500.
In investigating the behaviour of these problems, an obvious di erence from the well-behaved problems of section 3 is that a random sample of h30; 10; 0:1i problems contains a variety of constraint graphs, even when disconnected graphs are excluded, whereas the CSPs discussed in section 3 all have the same constraint graph, i.e. the complete graph, K 8 , since p 1 = 1. The question naturally arises whether di erent constraint graphs yield di erent behaviours.
The generation of a random instance of a CSP can be divided into two stages; rst the generation of the constraint graph, governed by the parameter p 1 , and secondly, the generation of the relation matrix for each pair of variables linked by a constraint, using p 2 . It is possible to generate a single constraint graph and use it as the basis of a whole population of CSPs. In just the same way, the h8; 10; 1i CSPs of section 3 are problems with the same constraint graph, K 8 . Hence, in carrying out experiments with CSPs whose constraint density p 1 is less than 1, there is a choice between using a separate randomly-generated constraint graph for each individual problem, or generating all of the required problems with the same constraint graph, which e ectively becomes a fth parameter, along with n, m, p 1 and p 2 .
To investigate whether di erent constraint graphs give rise to di erent phase transition behaviours, a number of sets of CSPs were generated, with n = 30, m = 10, p 1 = 0.1 and several values of p 2 in the region of the phase transition, in such a way that all the problems within a set had the same constraint graph, but di erent sets had di erent constraint graphs. The proportion of soluble problems for a given value of p 2 was found to vary from set to set. Hence, the probability that a problem is soluble, p sol , depends on the constraint graph, as well as on the four parameters n, m, p 1 and p 2 . This is perhaps intuitively obvious; it is at least easy to imagine that CSPs based on some constraint graphs would be less likely to have a solution than others with the same parameters. If a graph has one or more vertices of higher than average degree, i.e. with a large number of adjacent vertices, then the corresponding variable is highly constrained and would be di cult to assign a locally-consistent value. On the other hand, local consistency is more likely to be achievable in a graph with the same number of constraints, but much closer to being regular, i.e. with all vertices having approximately the same degree.
If p sol at a particular value of p 2 depends on the constraint graph, then so does the crossover point; hence, each constraint graph has its own phase transition. This is demonstrated in Figure 5 , which shows the phase transi- is from a set of randomly-generated graphs and has a very irregular degree distribution. Graph (b) was hand-generated and is as close to regular as possible (28 vertices have degree 3, 2 have degree 2, giving the required total of 44 constraints). As expected, at any value of p 2 , CSPs with the more regular graph are more likely to have a solution than those with the irregular graph, and so the crossover point for graph (b) occurs at a higher value of p 2 . Figure 5 also shows that the e ort required to solve a problem or to show that it has no solution also depends on the constraint graph, at least during the phase transition. The graphs shown in Figure 5 are extreme cases, and do not show that there is a correlation between the regularity of the constraint graph and the location of the crossover point, in general. To establish whether or not this is the case, the relationship was investigated further for the h30; 10; 0:1i problems.
Using Model B with m = 10, p 2 can only be varied in steps of 0.01, and it was decided to estimate the crossover point more precisely by linear interpolation from the proportion of soluble problems found at two adjacent values of p 2 . For instance, if 35% of problems are soluble at p 2 = 0.74 and 65% are soluble at p 2 = 0.75, the crossover point is estimated to be 0.745. (For the experiments discussed in this section, it is almost invariably the case that the peak median cost occurs at a value of p 2 adjacent to the crossover point estimated in this fashion.)
In a population of constraint graphs with xed n and p 1 , the number of constraints, c, and so the number of edges, is xed. The mean vertex degree is also constant (2c=n). A very irregular graph has some vertices with much higher than average degree, and correspondingly other vertices with lower than average degree. The regularity might therefore be measured by the variance of the degree distribution, or, since the mean degree is constant, by
, where d i is the degree of vertex i. It was found that a better correlation with the crossover point was found by rst eliminating from the graph any end-vertices (vertices of degree 1). It can be argued that such a vertex has very little in uence on whether or not the variable represented by the adjacent vertex can be found a consistent value. If a vertex of high degree is adjacent to several end-vertices, its corresponding variable is not as highly-constrained as the degree suggests. Hence, end-vertices should be ignored in calculating the contribution of their adjacent vertices to the regularity of the graph, if, as here, the regularity of the graph is being used as an indication of the likelihood that there is a solution to a CSP based on the graph. End-vertices are eliminated recursively, so that any vertex adjacent only to end-vertices and one other vertex are also eliminated. 4 4 This procedure would cause any constraint graph which is a tree to disappear com-P n 0 i=1 d 2 i =n 0 was then calculated for the remaining graph, where n 0 is the number of remaining vertices. A large value of this measure indicates a very irregular graph in which some vertices are adjacent to many others, which in turn are adjacent to yet other vertices; the high-degree vertices correspond to variables which it may be di cult to nd consistent values for. A small value of the regularity measure indicates that the graph is close to being regular, and all vertices have similar degree. Figure 6 shows the results: the random graphs are a small set of randomlygenerated graphs, intended to show the distribution of crossover points likely to occur, while the extreme graphs were picked from a much larger sample to show the extremes of regularity that might occur, together with graph (b) from Figure 5 , which is the point on the extreme left. Graph (a) from Figure 5 is the point on the extreme right. There is clearly a close correlation between the regularity of the constraint graph, measured as described, and the crossover point for these problems. The random graphs from Figure 6 suggest an explanation for the width of the mushy region for h30; 10; 0:1i, as shown in Figure 4 . The mushy region is based on a composite of many di erent constraint graphs whose crossover points occur, typically, anywhere between 0.7 and 0.74.
pletely. On the other hand, CSPs whose constraint graphs are trees are known to be easy 4], so this may be sensible.
This evidence suggests that it might be di cult to predict the crossover point for small problems with sparse constraint graphs solely in terms of the parameters n, m and p 1 , since the topology of the constraint graph also needs to be taken into account. However, experimental evidence ( 10] and Figure 4) suggests that, for larger values of n and/or p 1 , the mushy region is narrower, and so the e ect of the di erent constraint graphs will be less important.
Consideration of the e ect of di erent constraint graphs does not explain, however, why the predicted crossover point at 0.79 is so inaccurate for the h30; 10; 0:1i problems; it over-estimates the crossover point even for the regular graph, which from Figure 6 probably has the highest possible crossover point for these problems. The discrepancy is due to the very high variance in the number of solutions for these problems: at p 2 = 0.79, the expected number of solutions is 1, but in practice almost all problems are insoluble. 1000 problems (with a di erent (connected) constraint graph for each one) were solved and yielded just one soluble problem, with 2340 solutions: hence the expected number of solutions is made up of a very high proportion of insoluble problems and a very small proportion of problems with many solutions. Conversely, at the observed crossover point (0.73), where E(N) = 95,500, the problems which are soluble (approximately half of the total) must have approximately 191,000 solutions on average (although this has not been veri ed experimentally).
Since p sol depends on the constraint graph, it might be the case that E(N) does too: it is conceivable, for instance, that at p 2 = 0.73, problems whose constraint graphs give a lower crossover point would on average have few solutions, and problems with a higher crossover point would have very many solutions, giving an overall average of 95,500. The available experimental evidence suggests that this is not the case, and there seems no reason in fact why equation (1) should not apply to any constraint graph. The average number of solutions for a set of h30; 10; 0:1i problems with connected graphs was found to match the calculated value of E(N) reasonably well, and a high proportion of randomly-generated graphs with these parameter values are disconnected, so that it appears that connected and disconnected graphs have the same expected number of solutions. Further evidence was obtained by nding all solutions to samples of h30; 10; 0:1i problems with two di erent connected constraint graphs at p 2 = 0.77. The constraint graphs were the regular graph (graph (b) of Figure 5 ), for which 0.77 is the crossover point, and one of the random graphs from Figure 6 , whose crossover point was at 0.728. 200 problems based on the regular graph were solved; 51.5% have no solutions and the average number of solutions is 83.3, comparing well with E(N) which is 82.4. For the other constraint graph, hardly any problems have solutions, as expected so far from its crossover point; 10,000 problems had to be solved in order to nd a reasonable number of soluble problems.
99.1% of the problems have no solutions and the average number of solutions is 69.3; the 88 soluble problems have on average 7875 solutions.
It appears to be the case, therefore, that whether or not the constraint graph is taken into account, the expected number of solutions at the observed crossover point is much greater than the predictorp 2crit requires. Since, by de nition, 50% of problems have no solution at the crossover point, this implies that the variance of the number of solutions is extremely high. The variance must also be very high at the predicted crossover point, since the few problems that have solutions at that point have very many of them, to give an overall average of 1 solution. The variance of the number of solutions for this and other classes of CSP is discussed in more detail in the next section.
The Variance of the Number of Solutions
In the previous section it was shown that for h30; 10; 0:1i problems, the predictor of the crossover point given by (2) allows an informal check on the likely accuracy of the prediction of the crossover point. Furthermore, the inequalities (3) and (4) give bounds on p sol at any value of p 2 , provided that E(N) and var(N) are known.
For problems generated according to Model B, the variance can be cal- The bounds given by (3) and (4) can be used to give lower and upper bounds on the mushy region. Suppose the mushy region is de ned arbitrarily as the range of value of p 2 for which 0:01 p sol 0:99, so that the lower boundary is at 1 -p sol = 0.01 and the upper boundary is at p sol = 0.01. From (3) and (4), bounds on the mushy region are given by the largest value of p 2 for which var(N) E(N) 2 + var(N) 0:01 (6) and the smallest value of p 2 for which E(N) 0:01
These inequalities cannot be expected to give very tight bounds on the mushy region for small n, but they may converge as n increases. Bounds on the crossover point can also be found by substituting 0.5 for 0.01 in (6) and (7). It has not been possible to calculate the variance of the number of solutions for large n, but assuming that the trends seen for smaller values of n continue, some conclusions can be drawn. : Calculated phase transition bounds for hn; n; 1i problems Figure 7 shows the calculated bounds on the mushy region and the crossover point for a case in which they converge as n gets larger: here n and m are equal, and p 1 = 1. It is extremely time-consuming to solve large samples of problems with these parameters, and empirical results are not available for n > 20. Prosser 11] showed that p 2crit for h20; 20; 1i problems is 0.27 (identical top 2crit ); the mushy region for these problems is already very narrow. Figure 7 con rms that the mushy region must be very narrow for n > 60; the change from almost all problems being soluble to almost all problems being insoluble occurs as p 2 changes by less than 0.01. In fact, as p 2 was varied in steps of 0.01 in order to calculate E(N) and var(N), it is not possible for the calculated bounds on the mushy region to be less than 0.01 apart; it seems highly probable that for the class of problems shown in Figure 7 ,p 2crit is an accurate predictor of the crossover point for n 10, and for n > 70, say, marks an almost instantaneous phase transition.
The behaviour of var(N) atp 2crit has also been investigated: informally, a small value of var(N) should indicate thatp 2crit will be a reliable predictor of the crossover point, as for the h8; 10; 1i problems; a very large value will indicate that it is likely to be an over-estimate, as for the h30; 10; 0:1i problems. Table 1 shows the results for problems with p 1 = 1.
As can be seen from Table 1 , for hn; n; 1i, the class already described and shown in Figure 7 , var(N) atp 2crit appears to be small for all n, and in fact to decrease as n gets larger. Figure 8 shows the behaviour of var(N) atp 2crit for hn; n; p 1 i problems, over a range of values of p 1 . It appears that for these problems, var(N) at p 2crit decreases as n increases, from some point onwards (for p 1 = 1, the initial increase (if any) occurs for n < 10, and so is not shown in Table 1 ). For all values of n, it appears that var(N) is small (< 11.4) atp 2crit for p 1 0.5: this indicates thatp 2crit will be an accurate estimate of the crossover point for all these problems.
As problems become sparser, Figure 8 shows that there is an enormous increase in var(N) atp 2crit , culminating in the huge variances when p 1 = 0.1 already seen in section 5. In general, for sparse CSPs in which m increases n: for hn; n; 0:1i problems, for instance, Figure 8 shows that the variance at p 2crit begins to decrease when n = 60, but clearly it will not reach the level seen for p 1 = 1 for a long time. Although experimental evidence suggests that the phase transition does become sharper for hn; n; 0:1i problems as n increases, there is little evidence to support this from the variance; the calculated bounds on the mushy region are very far apart, although they appear to get closer as n increases. The situation is further complicated by the fact that for small sparse CSPs, di erent constraint graphs may have crossover points which di er signi cantly, as shown in section 5. The variance of the number of solutions will also depend on the constraint graph, but there is no way of calculating var(N) for a particular constraint graph, as yet, even if it would be useful to do so. Table 1 suggests that for some other classes of problems in which m increases with n, e.g.hn; n=2; 1i, var(N) atp 2crit decreases as n increases. A similar pattern to the hn; n; p 1 i problems might be expected in this case, i.e. for problems with high constraint density,p 2crit is a good predictor of the crossover point even for small values of n; as problems become sparse, however, this is only true for very large values of n.
If m is constant, Table 1 shows that var(N) atp 2crit increases as n increases: for hn; 10; 1i, var(N) atp 2crit increases rather rapidly with n. From other investigations with di erent values of p 1 , it appears to be a general rule that if m is kept constant, var(N) atp 2crit increases with n (although it might conceivably, for very large n, begin to decline again). This suggests thatp 2crit may not be a good predictor of the crossover point for this class when n is large, even if it is when n is small. On the other hand, the bounds on the crossover point and the mushy region for hn; 10; 1i do appear to converge, though slowly, as n increases. For n = 10, they show that the crossover point occurs between 0.37 and 0.41 (empirically, p 2crit = 0.4, which is also the value given by (2)); when n = 200, the crossover point occurs between 0.01 and 0.03. Since the bounds on the crossover point include the predicted crossover point, there is an apparent contradiction, which can perhaps be explained by considering a particular case in more detail. Table 2 where almost all problems have no solutions. At the same time, although E(N) at the true crossover point is probably very large, the di erence between p 2crit andp 2crit cannot be very great, and in that sense,p 2crit is a good indicator of the approximate location of the phase transition. This may be good enough for many purposes, but, for instance, if it was required to generate a population of hard problems, it would be necessary to hit the crossover point exactly, andp 2crit would not be su ciently accurate.
The class hn; 10; 0:1i, an example of which was discussed in section 5, is very badly-behaved: it combines the di culties caused by sparse constraint graphs with those of the problems just discussed, in which m remains constant as n increases. The bounds on the crossover point only show that it lies between 0.61 and 0.8 when n = 30 (from section 5, p 2crit = 0.73), and between 0.29 and 0.45 when n = 80. Together with the known inaccuracy of the predictorp 2crit when n = 30, this suggests that it will be di cult to predict the crossover point with any con dence for this class of problem, even
for quite large values of n (and ignoring the complications caused by di erent constraint graphs). In the absence of experimental evidence about a class of CSPs of this type, there is little that can be said about the location of the crossover point, except that it lies within the broad limits given by the calculated bounds.
Practical Applications
The ultimate aim in investigating phase transition phenomena is to be able to predict where an individual problem lies in relation to the phase transition, and hence to predict whether it is almost certain to be insoluble (in which case there is probably no point in making the attempt), almost certain to be easily soluble, or (in the phase transition region) a hard problem which may or may not be soluble. It has been shown in this paper that for many classes of randomlygenerated binary CSPs, described by the parameters n, m, p 1 and p 2 , the crossover point marking the transition from soluble to insoluble problems can be accurately estimated, by calculating the value of p 2 at which E(N) = 1, and it can be shown that the mushy region lies within a small range of values of p 2 . Provided that a problem can be thought of as a random instance of one of these classes, it should be possible to make a prediction about whether or not it is likely to be soluble.
Unfortunately, a great many CSPs that arise in practice do not t the model, for instance non-binary CSPs. It is also not obvious whether the kinds of constraint that arise in practice can be expected to behave like randomlygenerated constraints. A great deal more work will be required in order to establish whether the work described here can be applied to real cases. One practical di culty is that a large number of problems, both soluble and insoluble, will be required in order to assess the accuracy of the prediction.
A problem that appears frequently in the CSP literature is the n-queens problem, 5 partly because it does give an in nite number of instances (one for each n). It does also t the model discussed in this paper reasonably well: the constraints are binary and every variable has the same number of values. The number of variables (the n queens) is equal to the number of values (the number of columns on the board), and every variable constrains every other variable, so that p 1 = 1. Every value for a variable con icts with at most 3 values of any other variable, so the constraint tightness, p 2 is roughly 3/n. More precisely, the constraint tightness varies to some extent, depending on the variables and values concerned: its average value can be calculated as (7n ? 2)=3n 2 . Apart from the fact that p 2 varies, and the constraints are 5 the problem of placing n queens on an n n chessboard in such a way that no queen can take any other.
far from random, since they re ect the rules of chess, the n-queens problem can be seen as an instance of a hn; n; 1; (7n ? 2)=3n 2 i problem. It has been demonstrated in the previous section that for the hn; n; 1i class, the crossover point occurs atp 2crit given by equation (2) and the phase transition is very abrupt, even for small n. Figure 9 compares the average constraint tightness for n-queens with the predicted crossover point for hn; n; 1i problems. Constraint tightness (p2) n Crossover point for <n,n,1> Average constraint tightness for n-queens Figure 9 : Comparison of n-queens and hn; n; 1i problems Since the n-queens problem is soluble for n > 3, and has an increasingly large number of solutions as n increases, it is gratifying that, as Figure  9 shows, its behaviour agrees with the prediction given byp 2crit . What is more interesting, however, is that for large n, Figure 9 shows that almost all hn; n; 1i problems have no solutions; only problems with very loose constraints are soluble. To some extent, this counters one of the objections sometimes made to using n-queens as a benchmark problem, namely that it is unrepresentative because the constraints become looser as n gets larger (see Tsang 12] , for example); Figure 9 shows that if this were not the case, the problem would not remain soluble. However, the constraint tightness for the n-queens problem as a proportion ofp 2crit does become smaller as n increases, so that it is an increasingly easy example of hn; n; 1i. 8 
Conclusions
It has been demonstrated that in randomly-generated binary CSPs de ned by the parameters n, m, p 1 and p 2 , as described in section 2, there is a phase transition as the constraint tightness, p 2 , increases, from a region in which almost all problems are soluble to a region in which almost all are insoluble. Between these two regions, in the mushy region, the average cost of nding a solution or proving that the problem is insoluble, is greatest. It is assumed that the peak in average cost occurs at the crossover point, p 2crit , where 50% of problems have solutions.
By considering a sample class of problems, h8; 10; 1i, it has been shown that the phase transition is also a transition from a partial search, which terminates as soon as the rst solution is found, to a complete search, which is required to prove that there are no solutions. Hence, if all solutions are required, necessitating a complete search in all cases, the transition from solubility to insolubility does not correspond to a peak in average cost.
Experimental evidence and theory indicate that the crossover point occurs at the value of p 2 for which the expected number of solutions, E(N), is 1, and that as the size of problems increases the phase transition should become increasingly abrupt, so that asymptotically there is an instantaneous phase transition. The accuracy ofp 2crit as a predictor of p 2crit has been investigated.
Although it has been demonstrated thatp 2crit is an accurate estimate of p 2crit for some classes of CSP, even when n is small, for instance for h8; 10; 1i, it is very inaccurate, and indeed does not even give a point in the mushy region, for some sparse problems when n is small. Detailed consideration of h30; 10; 0:1i problems has shown that the phase transition also depends on the constraint graph for these problems, so that a more accurate predictor of the crossover point would have to be based on the constraint graph topology as well as on the other parameters. Although this is true in theory for any CSP with p 1 < 1, it is unlikely to be important unless the mushy region is wide (i.e. for small n and small p 1 ). For larger problems, the phase transition will happen su ciently quickly that the e ect of di erent constraint graphs will be insigni cant. It was shown that for the h30; 10; 0:1i problems, the reason for the poor performance of thep 2crit predictor is the very large variance in the number of solutions when E(N) = 1, so that almost all problems are insoluble, giving a point outside the mushy region, rather than the crossover point. By calculating var(N), the variance of the number of solutions, as well as E(N), it is possible to derive bounds on the mushy region and the crossover point, and to determine whetherp 2crit is likely to be an accurate estimate at the crossover point. Assuming that the trends seen in the calculated values continue as n increases, four classes of CSP have been identi ed:
problems with high constraint density and m increasing with n, of which hn; n; 1i is typical. Even for small n,p 2crit is an accurate estimate of the crossover point and there is an abrupt phase transition.
sparse problems in which m increases with n, e.g. hn; n; 0:1i. For small values of n, the calculated bounds on the crossover region are very wide and var(N) atp 2crit is extremely large, indicating that it is likely to be an over-estimate of the crossover point. There are indications that the situation improves, but only for very large values of n.
dense problems in which m is constant as n increases, e.g. hn; 10; 1i.
The calculated bounds on the crossover point appear to converge, but var(N) atp 2crit is increasing, indicating that it is becoming unreliable as an estimate of the crossover point. It is suggested thatp 2crit is close to the crossover point for these problems, but not completely accurate. Contrary to theory, it does not appear to become more accurate as n increases.
sparse problems in which m is constant as n increases, e.g. hn; 10; 0:1i.
This class compounds the di culties of the previous two classes. It is di cult to see how to locate the crossover point with any precision for these problems, except perhaps for very large n, other than by experimentation.
So it seems that for some classes of problem in which m increases with n, p 2crit ! p 2crit as n ! 1, but this is not the case if m remains constant. It
is not clear what the boundary is between these two classes, that is, in what way m must increase with n forp 2crit to become a more accurate estimate of p 2crit as n increases. Further work is also needed on problems like hn; 10; 1i to see whether a better estimate of the crossover point can be found for these cases.
As discussed in the previous section, a great deal of further work is also needed to see whether it is possible to apply these results to real, rather than randomly-generated, CSPs. If so, it might be possible to avoid wasting time trying to solve problems which can be predicted to be almost certainly insoluble. Alternatively, if a problem falls in the mushy region and so is likely to be hard, with a good chance of being insoluble, a small relaxation of the constraints would move it into the region where problems are almost certainly soluble and much easier to solve; the lower bound on the mushy region, given by the variance and expectation of the number of solutions, indicates by how much the constraints would need to be relaxed. Although the evidence provided by the n-queens problem is far from conclusive, it is at least an indication that this might be possible.
