Abstract. In this paper, we study second order expansions of distributions of maxima of bivariate Gaussian triangular arrays under power normalization. Numerical analysis are given to compare the asymptotic behaviors under power normalization with the asymptotic behaviors under linear normalization derived by .
Introduction
Let {(X n,k , Y n,k ), 1 ≤ k ≤ n, n ≥ 1} be a triangular array of independent standard bivariate Gaussian random vector with correlations {ρ n , n ≥ 1} and joint distribution function F . Hüsler and Reiss (1989) with Φ standing for the standard Gaussian distribution, and the max-stable Hüsler-Reiss distribution H λ is given by H λ (x, y) = exp −Φ(λ + x − y 2λ )e −y − Φ(λ + y − x 2λ )e −x , x, y ∈ R with H 0 (x, y) = exp −e − min(x,y) and H ∞ (x, y) = Λ(x)Λ(y) with Λ(x) = exp (−e −x ), x ∈ R.
Extensions the work of Hüsler and Reiss (1989) can be found in recent literature. Hashorva (2005 Hashorva ( , 2006 holds with b n given by (1.2), cf. Resnick (1987) and Nair (1981) . In view of Mohan and Ravi (1993) , let α n = b n and
n , we have
where Φ 1 (x) = exp −x −1 , x > 0, one of six-type power-stable distributions given by Pancheva(1985) . For recent work on maxima under power normalization, see Mohan and Subramanya (1991) , Mohan and Ravi (1993) , Subramanya (1994) , Barakat et al. (2010) and Peng et al. (2013) . In this paper we will show that under the Hüsler-Reiss condition (1. holds with H 0 (ln x, ln y) = exp −(min(x, y)) −1 and H ∞ (ln x, ln y) = exp −x −1 exp −y −1 . Furthermore, the rate of convergence in (1.3) and (1.4) will be investigated, respectively.
The rest of the paper is organized as follows. In Section 2 we present the main results. Numerate analysis provided in Section 3 compare the asymptotic behaviors under power and linear normalization. All the proof are relegated to Section 4.
Main results
In this section, we provide the main results with respect to limiting distribution of maxima under power normalization under the Hüsler-Reiss condition (1.1) and its second-order expansions providing some refined Hüsler-Reiss condition hold.
In the following we shall denote throughout by b n the constants defined in (1.2). First we state (1.4) as the following result. To establish the higher-order expansion of the distribution of maxima in Hüsler-Reiss model, we need to refine the Hüsler-Reiss condition (1.1). There are three cases to be considered, i.e., λ ∈ (0, ∞), λ = 0 and λ = ∞, respectively.
For λ ∈ (0, ∞), the result is given as follows.
Theorem 2.2. If the second-order Hüsler-Reiss condition
holds with λ n = (
with κ(x, y, λ, τ ) given by (4.13). 
and b
−2
n are the same order, then γ n and b 
Next we give the results of two extreme cases: λ = ∞ and λ = 0 with different refined conditions. The following theorem considers the case of λ = ∞.
with s(x) given by (4.1).
For the case of λ = 0, we have the following result.
Numerical analysis
In this section, numerical studies are presented to illustrate the accuracy of second order expansions of F n under two different normalization, i.e., the finite behaviors under power normalization derived in this paper and that under linear normalization given by . We shall discuss three particular cases:
(i) λ ∈ (0, ∞) with
where b n satisfies (1.2), which implies that condition (2.1) holds;
(ii) ρ n = −1, 0 implying λ = ∞;
(iii) ρ n = 1 implying λ = 0.
For the case of power normalization, we calculate the actual values
H λ (ln x, ln y), the second-order asymptotics according to the values of ρ n with finite n, i.e., (i). if ρ n is given by (3.1) with fixed λ and τ , then in view of (2.2) the second-order asymptotics are given by
(ii). if ρ n = −1, 0, by (2.4) the second-order asymptotics are given by L 
(ii). if ρ n = −1, 0, the second-order asymptotics are given by
where ω(x) and ι(x, y, λ, τ ) are given by
To compare the accuracy of actual values with its asymptotics, let ∆
, 4 denote the absolute errors under power and linear normalization, respectively. We use R to calculate the absolute errors with sample sizes n = 1000 and n = 10000, and fixed λ, τ , which are documented Table   1 -4. These tables show that accuracies of the first and the second order asymptotics under two different normalization can be improved as n becomes large.
In order to show the accuracy of all asymptotics with varying x and y, we plot the actual values and its asymptotics with fixed λ, τ and n = 10 3 by using R. Power normalization cases are illustrated in Figures 1 and 2 , where The asymptotics under linear normalization are more closer to its actual values except small x. ii) Under two different normalization, the second order asymptotics are closer to the actual values as small x except few special cases, contrary to the case of large x, which shows that the first order asymptotics may be better.
Proofs
The aim of this section is to prove our main results. Hereafter, for notational simplicity we shall write
n , 
Proof of Lemma 4.1 According to the definition of b n we have
with ϕ(x) = Φ ′ (x) for large n, cf. Canto e Castro (1987). For x > 0, n large, note Table 2 : Absolute errors between actual values and their asymptotics for the case of ρ = −1 (x,y) n=1000 n=10000 black color, the first-order asymptotics with blue color, the second-order asymptotics with red color.
Obviously, lim n→∞ h n (x) = 0, thus
as n → ∞. The proof is complete.
The following two lemmas are mainly used to prove Theorem 2.2. A decomposition of probability
is derived by Lemma 4. 
for large n.
Proof of Lemma 4.2 First note that
So we have
It is well known that
for x > 0. Combining with the inequality e x ≥ 1 + x, x ∈ R, we can get
we can derive (4.3) by combining with (4.2), (4.6), (4.8).
The proof is complete.
Lemma 4.3. Under the conditions of Theorem 2.2, we have
where
Proof of Lemma 4.3 Using the assumption (2.1) we can get
Further, by partial integration we get Combining with (4.10)-(4.12), we get the desired result.
With the above three lemmas, now we can give the proof of Theorem 2.2.
Proof of Theorem 2.2 Define
h n (x, y, λ) = n ln F (u n (x), u n (y)) + Φ λ + ln The proof is complete.
Next we prove the results of two extreme cases. For the case of λ = ∞, (2.4) are derived by discussing ρ n = −1 and ρ n ∈ (−1, 1), respectively. 
