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Abstract
An important question of ongoing interest for linear time-delay systems is
to provide conditions on its parameters guaranteeing exponential stability of
solutions. Recent works have explored spectral techniques to show that, for
some low-order delay-differential equations of retarded type, spectral values
of maximal multiplicity are dominant, and hence determine the asymptotic
behavior of the system, a property known as multiplicity-induced-dominancy.
This work further explores such a property and shows its validity for general
linear delay-differential equations of retarded type of arbitrary order including
a single delay in the system’s representation. More precisely, an interesting
link between characteristic functions with a real root of maximal multiplic-
ity and Kummer’s confluent hypergeometric functions is exploited. We also
provide examples illustrating our main result.
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Notation. In this paper, N∗ denotes the set of positive integers and N = N∗ ∪ {0}. The
set of all integers is denoted by Z and, for a, b ∈ R, we denote Ja, bK = [a, b] ∩ Z, with the
convention that [a, b] = ∅ if a > b. For a complex number s, Re s and Im s denote its real
and imaginary parts, respectively. Given k, n ∈ N with k ≤ n, the binomial coefficient (nk)
is defined as
(n
k
)
= n!k!(n−k)! and this notation is extended to k, n ∈ Z by setting
(n
k
)
= 0
when n < 0, k < 0, or k > n. For I ⊂ R, we denote the indicator function of I by χI .
For sake of simplicity in the formulations, we consider that the indices of rows and
columns of matrices start from 0. More precisely, given n,m ∈ N∗, an n×m matrix A is
described by its coefficients aij for integers i, j with 0 ≤ i < n and 0 ≤ j < n.
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1 Introduction
This paper addresses the asymptotic behavior of the generic delay differential equation
y(n)(t) + an−1y(n−1)(t) + · · ·+ a0y(t) + αn−1y(n−1)(t− τ) + · · ·+ α0y(t− τ) = 0, (1.1)
where the unknown function y is real-valued, n is a positive integer, ak, αk ∈ R for k ∈
{0, . . . , n − 1} are constant coefficients, and τ > 0 is a delay. Equation (1.1) is a delay
differential equation of retarded type since the derivative of highest order appears only in
the non-delayed term y(n)(t) (see, e.g., [25] and references therein).
Systems and equations with time-delays have found numerous applications in a wide
range of scientific and technological domains, such as in biology, chemistry, economics,
physics, or engineering, in which time-delays are often used as simplified models for finite-
speed propagation of mass, energy, or information. Due to their applications and the
challenging mathematical problems arising in their analysis, they have been extensively
studied in the scientific literature by researchers from several fields, in particular since the
1950s and 1960s. We refer to [4, 18, 23, 25, 30, 33, 36, 46, 48] for more details on time-delay
systems and their applications.
Among others, some motivation for considering (1.1) comes from the study of linear
control systems with a delayed feedback under the form
y(n)(t) + an−1y(n−1)(t) + · · ·+ a0y(t) = u(t− τ), (1.2)
where u is the control input, typically chosen in such a way that (1.2) behaves in some
prescribed manner. In the absence of the delay τ and if the function y and its first
n − 1 derivatives are instantaneously available for measure, an usual choice is u(t) =
−αn−1y(n−1)(t)− · · · − α0y(t), in which case (1.2) becomes
y(n)(t) + (an−1 + αn−1)y(n−1)(t) + · · ·+ (a0 + α0)y(t) = 0, (1.3)
and hence, by a suitable choice of the coefficients α0, . . . , αn−1, one may choose the roots
of the characteristic equation of (1.3) and hence the asymptotic behavior of its solutions.
Such a method, called pole placement, does not hold if the model includes a delay. Control
systems often operate in the presence of delays, primarily due to the time it takes to
acquire the information needed for decision-making, to create control decisions and to
execute these decisions [46]. Equation (1.1) can be seen as the counterpart of (1.3) in the
presence of the delay τ .
The stability analysis of time-delay systems has attracted much research effort and is
an active field [2, 16, 17, 23, 26, 27, 36, 46]. One of its main difficulties is that, contrarily
to the delay-free situation where Routh–Hurwitz stability criterion is available [3], there
is no simple known criterion for determining the asymptotic stability of a general linear
time-delay system based only on its coefficients and delays. The investigation of conditions
on coefficients and delays guaranteeing asymptotic stability of solutions is a question of
ongoing interest, see for instance [23,32].
In the absence of delays, stability of linear systems and equations such as (1.3) can be
addressed by spectral methods by considering the corresponding characteristic polynomial,
whose complex roots determine the asymptotic behavior of solutions of the system. For
systems with delays, spectral methods can also be used to understand the asymptotic
behavior of solutions by considering the roots of some characteristic function (see, e.g.,
[4,15,19,25,36,46,48,53]) which, for (1.1), is the function ∆ : C→ C defined for s ∈ C by
∆(s) = sn +
n−1∑
k=0
aks
k + e−sτ
n−1∑
k=0
αks
k. (1.4)
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More precisely, the exponential behavior of solutions of (1.1) is given by the real number
γ0 = sup{Re s | s ∈ C, ∆(s) = 0}, called the spectral abscissa of ∆, in the sense that,
for every ε > 0, there exists C > 0 such that, for every solution y of (1.1), one has
|y(t)| ≤ Ce(γ0+ε)t maxθ∈[−τ,0]|y(θ)| [25, Chapter 1, Theorem 6.2]. Moreover, all solutions
of (1.1) converge exponentially to 0 if and only if γ0 < 0. An important difficulty in the
analysis of the asymptotic behavior of (1.1) is that, contrarily to the situation for (1.3),
the corresponding characteristic function ∆ has infinitely many roots.
The function ∆ is a particular case of a quasipolynomial. Quasipolynomials have
been extensively studied due to their importance in the spectral analysis of time-delay
systems [9, 22, 29, 37, 43, 47, 51]. The precise definition of a quasipolynomial is recalled
in Section 2.1, in which we also provide some useful classical properties of this class
of functions, including the fact that the multiplicity of a root of a quasipolynomial is
bounded by some integer, called the degree of the quasipolynomial, which corresponds to
the number of its free coefficients. In particular, according to Definition 2.2, the degree of
∆ is 2n. Recent works such as [8, 9] have provided characterizations of multiple roots of
quasipolynomials using approaches based on Birkhoff and Vandermonde matrices, which
we briefly present in Section 2.2.
The spectral abscissa of ∆ is related to the notion of dominant roots, i.e., roots with
the largest real part (see Definition 2.5). Generally speaking, dominant roots may not
exist for a given function of a complex variable, but they always exist for functions of
the form (1.4), as a consequence, for instance, of the fact that ∆ has finitely many roots
on any vertical strip in the complex plane [25, Chapter 1, Lemma 4.1]. Notice also that
exponential stability of (1.1) is equivalent to the dominant root of ∆ having negative real
part.
It turns out that, for characteristic quasipolynomials of some time-delay systems,
real roots of maximal multiplicity are often dominant, a property known as multiplicity-
induced-dominancy (MID for short). This link between maximal multiplicity and domi-
nance has been suggested in [40, Chapter III, § 10; Chapter IV, § 6; Chapter V, § 7] after
the study of some simple, low-order cases, but without any attempt to address the general
case. Up to the authors’ knowledge, very few works have considered this question in more
details until recently in works such as [10–12]. MID has been shown to hold, for instance,
in the case n = 1, proving dominance by introducing a factorization of ∆ in terms of an
integral expression when it admits a root of multiplicity 2 [12]; in the case n = 2 and
α1 = 0, using also the same factorization technique [11]; and in the case n = 2 and α1 6= 0,
using Cauchy’s argument principle to prove dominance of the multiple root [10].
Another motivation for studying roots of high multiplicity is that, for delay-free sys-
tems, if the spectral abscissa admits a minimizer among a class of polynomials with an
affine constraint on their coefficients, then one such minimizer is a polynomial with a single
root of maximal multiplicity (see [6, 14]). Similar properties have also been obtained for
some time-delay systems in [35,42,50]. Hence, the interest in investigating multiple roots
does not rely on the multiplicity itself, but rather on its connection with dominance of
this root and the corresponding consequences for stability.
The aim of this paper is to extend previous results on multiplicity-induced-dominancy
for low-order single-delay systems from [10–12] to the general setting of linear single-
delay differential equations of arbitrary order (1.1) by exploiting the integral factorization
introduced in [12]. Our main result, Theorem 3.1, states that, given any s0 ∈ R, there
exists a unique choice of a0, . . . , an−1, α0, . . . , αn−1 ∈ R such that s0 is a root of multiplicity
2n of ∆, and that, under this choice, s0 is a strictly dominant root of ∆, determining thus
the asymptotic behavior of solutions of (1.1).
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The strategy of our proof of Theorem 3.1 starts by a suitable classical change of
variables allowing to treat only the case s0 = 0 and τ = 1 (see, for instance, [10]). The
coefficients a0, . . . , an−1, α0, . . . , αn−1 ∈ R ensuring that 0 is a root of multiplicity 2n of
∆ are characterized as solutions of a linear system, which allows to prove their existence
as well as uniqueness (note that this characterization can be seen as a particular case of
that of [8]). The key part of the proof, concerning the dominance of the multiple root at
0, makes use of a suitable factorization of ∆ in terms of an integral expression that turns
out to be a particular confluent hypergeometric function, whose roots have been studied
in [54].
The paper is organized as follows. Section 2 presents some preliminary material on
quasipolynomials, functional Birkhoff matrices, confluent hypergeometric functions, and
binomial coefficients that shall be of use in the sequel of the paper. The main result of
the paper is stated in Section 3, which also contains some of its consequences. In order
to improve the organization and the readability of the paper and since the main ideas
of the proof are themselves of independent interest, we expose the detailed proof of the
main result in a dedicated section, Section 4. Section 5 provides some further remarks on
the factorization of the characteristic quasipolynomial and an interpretation in terms of
Laplace transforms. Finally, Section 6 illustrates the applicability of the main result and
presents the P3δ toolbox, a Python software covering the numerical issues related to the
proposed problem.
2 Preliminaries and prerequisites
This section contains some preliminary results on quasipolynomials (Section 2.1), func-
tional Birkhoff matrices (Section 2.2), confluent hypergeometric functions (Section 2.3),
and binomial coefficients (Section 2.4) which are used in the sequel of the paper. Be-
fore turning to the core of this section, we present the following result on the integral
of the product of a polynomial and an exponential, which is rather simple but of crucial
importance to prove our main result.
Proposition 2.1. Let d ∈ N and p be a polynomial of degree at most d. Then, for every
z ∈ C \ {0}, w 1
0
p(t)e−zt dt =
d∑
k=0
p(k)(0)− p(k)(1)e−z
zk+1
. (2.1)
Proof. The proof is done by induction on d. If d = 0, then p is constant and one immedi-
ately verifies that (2.1) holds. Let now d ∈ N be such that (2.1) holds for every polynomial
of degree at most d and let p be a polynomial of degree d + 1. Integrating by parts and
using the fact that p′ is a polynomial of degree at most d, one gets
w 1
0
p(t)e−zt dt = p(0)− p(1)e
−z
z
+ 1
z
w 1
0
p′(z)e−zt dt
= p(0)− p(1)e
−z
z
+ 1
z
d∑
k=0
p(k+1)(0)− p(k+1)(1)e−z
zk+1
=
d+1∑
k=0
p(k)(0)− p(k)(1)e−z
zk+1
,
establishing thus (2.1) by induction.
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2.1 Quasipolynomials
Let us start by recalling the classical definition of a quasipolynomial and its degree (see,
e.g., [5, 52]).
Definition 2.2. A quasipolynomial Q is an entire function Q : C → C which can be
written under the form
Q(s) =
∑`
k=0
Pk(s)eλks, (2.2)
where ` is a nonnegative integer, λ0, . . . , λ` are pairwise distinct real numbers, and, for
k ∈ {0, . . . , `}, Pk is a nonzero polynomial with complex coefficients of degree dk ≥ 0. The
integer D = `+∑`k=0 dk is called the degree of Q.
The main motivation for the study of quasipolynomials is that, when λ0 = 0 and
λk < 0 for k ∈ {1, . . . , `} in the above definition, Q is the characteristic function of a
linear time-delay system with delays −λ1, . . . ,−λ`.
The roots of a quasipolynomial do not change when its coefficients are all multiplied by
the same nonzero number, and hence one may always assume, without loss of generality,
that one nonzero coefficient of a quasipolynomial is normalized to 1, such as the coefficient
of the term of highest degree in P0, which is the case in (1.4), for instance. The degree of a
quasipolynomial is the number of the remaining coefficients. Since each polynomial Pk of
degree dk has dk + 1 coefficients, the degree is then the sum of these numbers discounting
the normalized coefficient, giving rise to the number D = ∑`k=0(dk + 1)− 1 = `+∑`k=0 dk
from Definition 2.2.
Contrarily to the case of polynomials, the degree of a quasipolynomial does not de-
termine the number of its roots, which is infinite except in trivial cases. However, there
does exist a link between the degree of a quasipolynomial and the number of its roots in
horizontal strips of the complex plane, thanks to a classical result known as Pólya–Szegő
bound (see [41, Part Three, Problem 206.2]), which we state in the next proposition.
Proposition 2.3. Let Q be a quasipolynomial of degree D given under the form (2.2),
α, β ∈ R be such that α ≤ β, and λδ = maxj,k∈{0,...,`} λj−λk. Let mα,β denote the number
of roots of Q contained in the set {s ∈ C | α ≤ Im s ≤ β} counting multiplicities. Then
λδ(β − α)
2pi −D ≤ mα,β ≤
λδ(β − α)
2pi +D.
Given a root s0 ∈ C of a quasipolynomial Q, one immediately obtains, by letting β =
α = Im s0 in the statement of Proposition 2.3, the following link between the multiplicity
of s0 and the degree of Q.
Corollary 2.4. Let Q be a quasipolynomial of degree D. Then any root s0 ∈ C of Q has
multiplicity at most D.
Note that, since the quasipolynomial ∆ from (1.4) has degree 2n, any of its roots has
multiplicity at most 2n. The main result of this paper, Theorem 3.1, proves that roots of
the quasipolynomial ∆ from (1.4) with maximal multiplicity are necessarily dominant, in
the sense of the following definition.
Definition 2.5. Let Q : C→ C and s0 ∈ C be such that Q(s0) = 0. We say that s0 is a
dominant (respectively, strictly dominant) root of Q if, for every s ∈ C \ {s0} such that
Q(s) = 0, one has Re s ≤ Re s0 (respectively, Re s < Re s0).
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2.2 Functional Birkhoff matrices
As outlined in the introduction, the main problem considered in this paper concerns roots
of maximal multiplicity 2n of quasipolynomials under the form (1.4). More precisely,
we are interested in finding conditions on the coefficients of (1.1) guaranteeing that the
corresponding quasipolynomial (1.4) has a real root of multiplicity 2n at some given s0 ∈ R
and studying whether such a root is necessarily dominant. The first part of our goal can
be recast as a particular problem of quasipolynomial interpolation: given s0 ∈ R, one
wishes to find a quasipolynomial ∆ under the form (1.4) such that ∆(s0) = ∆′(s0) =
· · · = ∆(2n−1)(s0) = 0. In this section, we discuss these kinds of interpolation problems
and their links with the functional Birkhoff and Vandermonde structures, which have been
exploited on recent works on time-delay systems such as [8, 9].
Vandermonde matrices appear naturally in classical problems of polynomial interpola-
tion, in which one is given pairwise distinct values x1, . . . , xn ∈ R, corresponding values
y1, . . . , yn ∈ R, and one searches for a polynomial P such that P (xi) = yi for every
i ∈ J1, nK. A first generalization of this polynomial interpolation problem is Hermite in-
terpolation, in which one is given pairwise distinct values x1, . . . , xn ∈ R, a nonnegative
integer r, and values (yji )i∈J1,nK, j∈J0,rK, and one searches for a polynomial P such that
P (j)(xi) = yji for every i ∈ J1, nK and j ∈ J0, rK, i.e., one wishes to match not only values
but also all derivatives up to order r at the given points x1, . . . , xn.
The Birkhoff interpolation problem (see, e.g, [31]) can be seen as a “lacunary” version of
the Hermite interpolation problem, in the sense that, for each xi, one does not necessarily
want to match all derivatives up to order r, but only some derivatives. More precisely,
given pairwise distinct values x1, . . . , xn, a matrix under the form
E =
e1,0 · · · e1,r... . . . ...
en,0 · · · en,r
 ,
such that ei,j ∈ {0, 1} for every i ∈ J1, nK and j ∈ J0, rK (called the incidence matrix), and
values yji for every i ∈ J1, nK and j ∈ J0, rK such that ei,j = 1, the Birkhoff interpolation
problem is the problem of finding a polynomial P with degree at mostD = ∑ni=1∑rj=0 ei,j−
1 such that P (j)(xi) = yji for every i ∈ J1, nK and j ∈ J0, rK such that ei,j = 1. Solving
a Birkhoff interpolation problem amounts to solving a linear system on the coefficients of
P , determined by a matrix Υ called the Birkhoff matrix.
Contrarily to other classical interpolation problems, Birkhoff interpolation problems
may fail to have a solution or present multiple solutions, and this turns out to be highly
dependent on the incidence matrix E. An incidence matrix E is said to be poised if, for all
pairwise distinct x1, . . . , xn and all yji ∈ R for i ∈ J1, nK and j ∈ J0, rK such that ei,j = 1, the
corresponding Birkhoff interpolation problem admits a unique solution. Characterizations
of poised incidence matrices are known for interpolation problems of low degrees, but the
general case remains an open question (see, e.g., [21, 44]).
Polynomial interpolation problems are known to be useful in the control of dynamical
systems, as illustrated in [28, p. 121], where the controllability of a finite-dimensional dy-
namical system is characterized in terms of the invertibility of a Vandermonde matrix (see
also [24]). They may also appear in the study of some time-delay systems, as illustrated,
for instance, in [36, 38] for the control of a chain of integrators by multiple delays. How-
ever, for problems such as pole placement of time-delay system, it is natural to consider
interpolation problems involving quasipolynomials. It turns out that quasipolynomial in-
terpolation problems of Birkhoff type have a quite similar structure to polynomial Birkhoff
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interpolation, but the corresponding Birkhoff matrix turns out to have a functional struc-
ture, similar to the functional confluent Vandermonde matrices introduced in [24].
This problem has been addressed in [8] and can be described in the following way.
Let x1, . . . , xn ∈ R be pairwise distinct and, for i ∈ J1, nK, take di ∈ N∗, which represents
the number of derivatives at the point xi that one wishes to match. Assume that these
derivatives are of orders ki,1, . . . , ki,di ∈ N, i ∈ J1, nK. Let δ = ∑ni=1 di and let ϕ : R → R
be a smooth function. The functional Birkhoff matrix associated with the interpolation
problem at the points x1, . . . , xn with orders ki,1, . . . , ki,di , i ∈ J1, nK, and with the function
ϕ is the matrix Υ ∈Mδ(R) given by
Υ =
(
Υ1 · · · Υn
)
,
where, for i ∈ J1, nK,
Υi =
(
κ(ki,1)(xi) · · · κ(ki,di )(xi)
)
∈Mδ,di(R)
and the function κ : R→ Rδ is given by
κ(x) = ϕ(x)

1
x
...
xδ−1
 .
Functional Birkhoff matrices, whose name reflect the presence of the smooth function
ϕ, are the matrices describing the linear system solved by coefficients of the interpolating
function in generalized interpolation problems. For polynomial interpolation, ϕ is the con-
stant function equal to 1 and Υ reduces to a classical Birkhoff matrix. For quasipolynomial
interpolation, as described in [8], ϕ can be taken as a power function, ϕ(x) = xs, where
s− 1 is the order of the non-delayed part of the system. Similarly to Birkhoff polynomial
interpolation, the non-degeneracy of functional Birkhoff matrices represent a fundamen-
tal assumption for investigating the algebraic multiplicity of zero as spectral value for a
generic time-delay system. We refer the interested reader to [8] for further details.
2.3 Confluent hypergeometric functions
As it will be proved in Section 4.3, when the quasipolynomial ∆ from (1.4) admits a root
of maximal multiplicity 2n, it can be factorized in terms of a confluent hypergeometric
function. This family of special functions has been extensively studied in the literature
(see, e.g., [13], [20, Chapter VI], [39, Chapter 13]). This section provides a brief presenta-
tion of the results that shall be of use in the sequel. We start by recalling the definition
of Kummer’s confluent hypergeometric functions used in this paper.
Definition 2.6. Let a, b ∈ C and assume that b is not a nonpositive integer. Kummer’s
confluent hypergeometric function M(a, b, ·) : C → C is the entire function defined for
z ∈ C by the series
M(a, b, z) =
∞∑
k=0
(a)k
(b)k
zk
k! , (2.3)
where, for α ∈ C and k ∈ N, (α)k is the Pochhammer symbol for the ascending factorial,
defined inductively as (α)0 = 1 and (α)k+1 = (α+ k)(α)k for k ∈ N.
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Remark 2.7. Note that the series in (2.3) converges for every z ∈ C. As presented
in [13,20,39], the function M(a, b, ·) satisfies Kummer’s differential equation
z
∂2M
∂z2
(a, b, z) + (b− z)∂M
∂z
(a, b, z)− aM(a, b, z) = 0. (2.4)
Other solutions of (2.4) are usually also called Kummer’s confluent hypergeometric func-
tions, but they shall not be used in this paper.
We shall need the following classical integral representation ofM , which can be found,
for instance, in [13,20,39].
Proposition 2.8. Let a, b ∈ C and assume that Re b > Re a > 0. Then
M(a, b, z) = Γ(b)Γ(a)Γ(b− a)
w 1
0
eztta−1(1− t)b−a−1 dt, (2.5)
where Γ denotes the Gamma function.
The main result on confluent hypergeometric functions used in this paper is the fol-
lowing one on the location of the roots of some particular functions, proved in [54] using
a continued fraction expansion of the ratio of two such functions.
Proposition 2.9. Let a ∈ R be such that a > −12 .
(a) If z ∈ C is such that M(a, 2a+ 1, z) = 0, then Re z > 0.
(b) If z ∈ C is such that M(a+ 1, 2a+ 1, z) = 0, then Re z < 0.
2.4 Binomial coefficients
In the sequel, we present some properties of binomial coefficients used in the paper. Even
though the proofs of most of such properties are straightforward, they are provided for
sake of completeness. We recall that, with the convention that
(k
j
)
= 0 whenever k < 0,
j < 0, or j > k, binomial coefficients satisfy the relation
(k
j
)
=
(k−1
j−1
)
+
(k−1
j
)
for every
(k, j) ∈ Z2 \ {(0, 0)}. The first property on binomial coefficients needed in this paper is
the following shifting identity.
Proposition 2.10. Let j, k, ` ∈ N be such that j ≤ k ≤ `. Then(
k
j
)(
`
k
)
=
(
`
j
)(
`− j
k − j
)
=
(
`− k + j
j
)(
`
`− k + j
)
.
Proof. One immediately computes(
k
j
)(
`
k
)
= k!`!(k − j)!(`− k)!j!k! =
`!(`− j)!
(k − j)!(`− k)!j!(`− j)! =
(
`
j
)(
`− j
k − j
)
and (
k
j
)(
`
k
)
= k!`!(k − j)!(`− k)!j!k!
= `!(`− k + j)!(k − j)!(`− k)!j!(`− k + j)! =
(
`− k + j
j
)(
`
`− k + j
)
.
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Using Proposition 2.10, one can prove the following Kronecker-type binomial formula
for products of binomial coefficients with alternating signs.
Proposition 2.11. Let j, k ∈ N be such that j ≤ k. Then
k∑
`=j
(−1)`−j
(
`
j
)(
k
`
)
=
{
1, if j = k,
0, otherwise.
Proof. The case j = k follows from a straightforward computation. If j < k, then, using
Proposition 2.10, we have
k∑
`=j
(−1)`−j
(
`
j
)(
k
`
)
=
(
k
j
)
k∑
`=j
(−1)`−j
(
k − j
`− j
)
=
(
k
j
) k−j∑
`=0
(−1)`
(
k − j
`
)
=
(
k
j
)
(1 + (−1))k−j = 0.
Proposition 2.11 provides an explicit formula for the inverse of the binomial matrix,
defined as follows.
Definition 2.12. Let N ∈ N∗. The binomial matrix BN = (bi,j)i,j∈J0,N−1K is the N ×N
matrix with integer coefficients given by bi,j =
(i
j
)
for i, j ∈ J0, N − 1K.
Since BN is a lower triangular matrix and all its diagonal entries are equal to 1, it is
invertible. Its inverse can be easily computed from Proposition 2.11.
Corollary 2.13. Let BN be the binomial matrix from Definition 2.12. Then B−1N =
(ci,j)i,j∈J0,N−1K, where ci,j = (−1)i−j(ij).
Proof. Let C = (c(N)i,j )i,j∈J0,N−1K and define M = (mi,j)i,j∈J0,N−1K by M = BC. Then
mij =
N−1∑
`=0
(−1)`−j
(
i
`
)(
`
j
)
.
If i > j, all terms in this sum are zero. Otherwise,
mij =
i∑
`=j
(−1)`−j
(
i
`
)(
`
j
)
,
and, by Proposition 2.11, one deduces that M is the identity matrix, as required.
Another auxiliary result we shall need in this paper is the following, concerning the
sum of part of a row of binomial coefficients with alternating signs.
Proposition 2.14. Let k ∈ N∗ and ` ∈ J0, kK. Then
∑`
j=0
(−1)j
(
k
j
)
= (−1)`
(
k − 1
`
)
. (2.6)
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Proof. Let k ∈ N∗. We prove (2.6) for ` ∈ J0, kK by induction on `. Clearly, (2.6) is
satisfied for ` = 0, since both left- and right-hand sides of (2.6) are equal to 1 in this case.
Assume now that ` ∈ J0, k − 1K is such that (2.6) is satisfied. Then
`+1∑
j=0
(−1)j
(
k
j
)
= (−1)`
(
k − 1
`
)
+ (−1)`+1
(
k
`+ 1
)
= (−1)`+1
[(
k
`+ 1
)
−
(
k − 1
`
)]
= (−1)`+1
(
k − 1
`+ 1
)
,
showing that (2.6) is satisfied with ` replaced by ` + 1. Hence, by induction, (2.6) holds
for every ` ∈ J0, kK.
The following identity is also useful.
Proposition 2.15. For j, k, n ∈ N, let
Snj,k =
k∑
`=0
(−1)`
(
n+ k − j
`
)(
n+ k − `
n
)
. (2.7)
Then, for every k, n ∈ N and j ∈ J0, nK, one has
Snj,k =
(
j
k
)
. (2.8)
Proof. If j 6= n+ k + 1, then
Snj,k − Snj−1,k =
k∑
`=0
(−1)`
[(
n+ k − j
`
)
−
(
n+ k − j + 1
`
)](
n+ k − `
n
)
=
k∑
`=1
(−1)`−1
(
n+ k − j
`− 1
)(
n+ k − `
n
)
=
k−1∑
`=0
(−1)`
(
n+ k − j
`
)(
n+ k − `− 1
n
)
= Snj−1,k−1.
For j ≥ 1, using Proposition 2.10, we have
Snj,j =
j∑
`=0
(−1)`
(
n
`
)(
n+ j − `
n
)
=
j∑
`=0
(−1)`
(
j
`
)(
n+ j − `
j
)
.
For ` ∈ J0, jK, let a` = (−1)`(j`), b` = (n+j−`j ), and A` = ∑`m=0 am. By Proposition
2.14, one has A` = (−1)`
(j−1
`
)
, and one immediately computes b` − b`+1 =
(n+j−`−1
j−1
)
for
` ∈ J0, j − 1K. Noticing that Snj,j = ∑j`=0 a`b`, one computes, using summation by parts
(see, e.g., [45, Theorem 3.41]), that
Snj,j =
j−1∑
`=0
A`(b` − b`+1) =
j−1∑
`=0
(−1)`
(
j − 1
`
)(
n+ j − `− 1
j − 1
)
= Snj−1,j−1.
We also compute, for j ∈ J0, nK, that
Snj,0 =
(
n− j
0
)(
n
n
)
= 1.
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We have thus shown that
Snj,k = Snj−1,k−1 + Snj−1,k, for j 6= n+ k + 1, (2.9a)
Snj,j = Snj−1,j−1, for j ≥ 1, (2.9b)
Snj,0 = 1, for j ∈ J0, nK. (2.9c)
In particular, from (2.9b) and (2.9c), one obtains by an immediate induction that Snj,j = 1
for every j, n ∈ N. Together with (2.9a), one obtains that Snj,j+1 = 0 for every j, n ∈ N and,
using an immediate inductive argument and (2.9a), one obtains that Snj,k = 0 for every
j, k, n ∈ N with k > j. Moreover, it also follows from (2.9b) and (2.9c) that Snj,k =
(j
k
)
whenever n ∈ N, j ∈ J0, nK, and k ∈ {0, j}, and using (2.9a) and an immediate inductive
argument, one obtains that this equality also holds for k ∈ J0, jK.
The last identity we provide is the following sum of products of some binomial coeffi-
cients.
Proposition 2.16. Let j, k ∈ N. Then, for every ` ∈ J0, kK, one has(
k
j
)
=
∑`
m=0
(
`
m
)(
k − `
j −m
)
. (2.10)
Proof. The proof is done by induction on `. For ` = 0, (2.10) holds trivially. Assume that
` ∈ J0, k − 1K is such that (2.10) holds. Then(
k
j
)
=
∑`
m=0
(
`
m
)(
k − `
j −m
)
=
∑`
m=0
(
`
m
)[(
k − `− 1
j −m− 1
)
+
(
k − `− 1
j −m
)]
=
∑`
m=0
(
`
m
)(
k − `− 1
j −m− 1
)
+
∑`
m=0
(
`
m
)(
k − `− 1
j −m
)
=
`+1∑
m=1
(
`
m− 1
)(
k − `− 1
j −m
)
+
∑`
m=0
(
`
m
)(
k − `− 1
j −m
)
=
`+1∑
m=0
[(
`
m− 1
)
+
(
`
m
)](
k − `− 1
j −m
)
=
`+1∑
m=0
(
`+ 1
m
)(
k − (`+ 1)
j −m
)
,
showing that (2.10) also holds with ` replaced by `+ 1. Hence the result is established by
induction.
3 Statement of the main result
The main result we prove in this paper is the following characterization of real roots of
maximal multiplicity of ∆ and their dominance and the corresponding consequences for
the stability of the trivial solution of (1.1).
Theorem 3.1. Consider the quasipolynomial ∆ given by (1.4) and let s0 ∈ R.
(a) The number s0 is a root of multiplicity 2n of ∆ if and only if, for every k ∈ J0, n−1K,
ak =
(
n
k
)
(−s0)n−k + (−1)n−kn!
n−1∑
j=k
(
j
k
)(
2n− j − 1
n− 1
)
sj−k0
j!τn−j ,
αk = (−1)n−1es0τ
n−1∑
j=k
(−1)j−k(2n− j − 1)!
k!(j − k)!(n− j − 1)!
sj−k0
τn−j
.
(3.1)
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(b) If (3.1) is satisfied, then s0 is a strictly dominant root of ∆.
(c) If (3.1) is satisfied, then the trivial solution of (1.1) is exponentially stable if and
only if an−1 > −n2τ .
Since the proof of Theorem 3.1 contains several ideas that are of independent interest,
and to improve the organization and readability of the paper, we present the detailed proof
of Theorem 3.1 in Section 4.
Remark 3.2. Let s0 ∈ R, ∆ be the quasipolynomial given by (1.4), and assume that the
coefficients of ∆ are given by (3.1). Then, by considering the first equation in (3.1) with
k = n− 1, one obtains the simple relation between s0, τ , and an−1 given by
s0 = −an−1
n
− n
τ
. (3.2)
In particular, Theorem 3.1(c) is an immediate consequence of Theorem 3.1(b).
4 Proof of the main result
The proof of Theorem 3.1 consists in three steps: the normalization of the quasipolynomial
∆, the establishment of the necessary and sufficient conditions guaranteeing the maximal
multiplicity, and the proof of dominance of the multiple root with respect to the remaining
spectrum.
4.1 Normalization of the characteristic function
The first step of the proof is to perform an affine change of variable in ∆ in order to write
it in a normalized form, in which the desired multiple root s0 becomes 0 and the delay τ
becomes 1. The next lemma provides relations between the coefficients of ∆ and those of
the quasipolynomial ∆˜ obtained after the change of variables.
Lemma 4.1. Let s0 ∈ R and consider the quasipolynomial ∆˜ : C → C obtained from ∆
by the change of variables z = τ(s− s0) and multiplication by τn, i.e.,
∆˜(z) = τn∆
(
s0 + zτ
)
. (4.1)
Then
∆˜(z) = zn +
n−1∑
k=0
bkz
k + e−z
n−1∑
k=0
βkz
k, (4.2)
where, for k ∈ J0, n− 1K,
bk =
(
n
k
)
τn−ksn−k0 + τn−k
n−1∑
j=k
(
j
k
)
sj−k0 aj ,
βk = τn−ke−s0τ
n−1∑
j=k
(
j
k
)
sj−k0 αj .
(4.3)
Proof. To simplify the notations, let us define an = 1. Then the first equation in (4.3)
can be written in a more compact manner as
bk = τn−k
n∑
j=k
(
j
k
)
sj−k0 aj .
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By (4.1), one has
∆˜(z) = τn
n∑
j=0
aj
(
s0 +
z
τ
)j
+ e−(s0+
z
τ )ττn
n−1∑
j=0
αj
(
s0 +
z
τ
)j
=
n∑
j=0
ajτ
n−j (s0τ + z)j + e−s0τe−z
n−1∑
j=0
αjτ
n−j (s0τ + z)j
=
n∑
j=0
ajτ
n−j
j∑
k=0
(
j
k
)
sj−k0 τ
j−kzk + e−s0τe−z
n−1∑
j=0
αjτ
n−j
j∑
k=0
(
j
k
)
sj−k0 τ
j−kzk
=
n∑
k=0
τn−k n∑
j=k
(
j
k
)
sj−k0 aj
 zk + e−z n−1∑
k=0
τn−ke−s0τ n−1∑
j=k
(
j
k
)
sj−k0 αj
 zk
= zn +
n−1∑
k=0
τn−k n∑
j=k
(
j
k
)
sj−k0 aj
 zk + e−z n−1∑
k=0
τn−ke−s0τ n−1∑
j=k
(
j
k
)
sj−k0 αj
 zk,
which is precisely (4.2) with coefficients given by (4.3).
The relations between the coefficients b0, . . . , bn−1, β0, . . . , βn−1 and a0, . . . , an−1, α0,
. . . , αn−1 can be expressed under matrix form as
b = Ta+ v, β = e−s0τTα,
where
b =
 b0...
bn−1
 , β =
 β0...
βn−1
 , a =
 a0...
an−1
 , α =
 α0...
αn−1
 , v =

(n
0
)
τnsn0(n
1
)
τn−1sn−10
...( n
n−1
)
τs0
 ,
and
T =

(0
0
)
τn
(1
0
)
τns0
(2
0
)
τns20 · · ·
(n−2
0
)
τnsn−20
(n−1
0
)
τnsn−10
0
(1
1
)
τn−1
(2
1
)
τn−1s0 · · ·
(n−2
1
)
τn−1sn−30
(n−1
1
)
τn−1sn−20
0 0
(2
2
)
τn−2 · · · (n−22 )τn−2sn−40 (n−12 )τn−2sn−30... ... ... . . . ... ...
0 0 0 · · · (n−2n−2)τ2 (n−1n−2)τ2s0
0 0 0 · · · 0 (n−1n−1)τ

. (4.4)
Noticing that the confluent functional Vandermonde matrix T is invertible, one may thus
express a and α in terms of b and β as
a = T−1(b− v), α = es0τT−1β. (4.5)
Our next result provides explicit expressions for (4.5).
Lemma 4.2. Let τ > 0, s0 ∈ R, and a0, . . . , an−1, α0, . . . , αn−1, b0, . . . , bn−1, β0, . . . , βn−1
be real numbers satisfying (4.3) for every k ∈ J0, n− 1K. Then, for k ∈ J0, n− 1K,
ak =
(
n
k
)
(−s0)n−k +
n−1∑
j=k
(−1)j−k
(
j
k
)
sj−k0
τn−j
bj ,
αk = es0τ
n−1∑
j=k
(−1)j−k
(
j
k
)
sj−k0
τn−j
βj .
(4.6)
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Proof. Let T = (Tj,k)j,k∈J0,n−1K be the matrix defined in (4.4) and S = (Sj,k)j,k∈J0,n−1K be
the matrix whose coefficients are given, for j, k ∈ J0, n− 1K, by
Sj,k =

0, if j > k,
(−1)k−j
(
k
j
)
1
τn−k
sk−j0 , if j ≤ k.
(4.7)
We claim that S = T−1. Indeed, let M = TS and write M = (Mj,k)j,k∈J0,n−1K. Hence, for
j, k ∈ J0, n − 1K, the coefficient Mj,k is given by Mj,k = ∑n−1`=0 Tj,`S`,k. Since Tj,` = 0 for
` < j and S`,k = 0 for ` > k, one immediately obtains that Mj,k = 0 for k < j. For k ≥ j,
one has
Mj,k =
k∑
`=j
Tj,`S`,k =
k∑
`=j
(
`
j
)
τn−js`−j0 (−1)k−`
(
k
`
)
1
τn−k
sk−`0
= (−τs0)k−j
k∑
`=j
(−1)`−j
(
`
j
)(
k
`
)
,
and it follows from Proposition 2.11 that Mj,k = 1 if j = k and Mj,k = 0 for k > j. Hence
M = Id, proving that S = T−1.
The expression for αk in (4.6) follows immediately from (4.5) and (4.7). Concerning
the expression for ak in (4.6), one obtains from (4.5) and (4.7), using also Proposition
2.11, that, for k ∈ J0, n− 1K,
ak =
n−1∑
j=k
(−1)j−k
(
j
k
)
1
τn−j
sj−k0
(
bj −
(
n
j
)
τn−jsn−j0
)
=
n−1∑
j=k
(−1)j−k
(
j
k
)
sj−k0
τn−j
bj − sn−k0
n−1∑
j=k
(−1)j−k
(
j
k
)(
n
j
)
=
n−1∑
j=k
(−1)j−k
(
j
k
)
sj−k0
τn−j
bj − sn−k0
 n∑
j=k
(−1)j−k
(
j
k
)(
n
j
)
− (−1)n−k
(
n
k
)
=
(
n
k
)
(−s0)n−k +
n−1∑
j=k
(−1)j−k
(
j
k
)
sj−k0
τn−j
bj .
4.2 Real root of maximal multiplicity
Now that we have established by Lemmas 4.1 and 4.2 a correspondence between the
coefficients of ∆ and the normalized quasipolynomial ∆˜, we provide necessary and sufficient
conditions on the coefficients of ∆˜ in order for 0 to be a root of maximal multiplicity 2n.
Lemma 4.3. Let n ∈ N∗, b0, . . . , bn−1, β0, . . . , βn−1 ∈ R, and ∆˜ be the quasipolynomial
given by (4.2). Then 0 is a root of multiplicity 2n of ∆˜ if and only if, for every k ∈ J0, n−1K,
one has 
bk = (−1)n−kn!
k!
(
2n− k − 1
n− 1
)
,
βk = (−1)n−1 (2n− k − 1)!
k!(n− k − 1)! .
(4.8)
14
Proof. Since the degree of the quasipolynomial ∆˜ is 2n, 0 is a root of multiplicity 2n of ∆˜
if and only if ∆˜(k)(0) = 0 for every k ∈ J0, 2n− 1K. Let P,Q : C→ C be the polynomials
defined by
P (z) = zn +
n−1∑
k=0
bkz
k, Q(z) =
n−1∑
k=0
βkz
k.
Then ∆˜(z) = P (z)+e−zQ(z) for every z ∈ C. Then, by an immediate inductive argument,
one computes
∆˜(k)(z) = P (k)(z) + e−z
k∑
j=0
(−1)k−j
(
k
j
)
Q(j)(z), ∀z ∈ C. (4.9)
Using (4.9) and the fact that P and Q are polynomials of degree n and n−1, respectively,
with P (n)(0) = n!, one obtains that 0 is a root of multiplicity 2n of ∆˜ if and only if
P (k)(0) +
k∑
j=0
(−1)k−j
(
k
j
)
Q(j)(0) = 0, ∀k ∈ J0, n− 1K,
n−1∑
j=0
(−1)n−j
(
n
j
)
Q(j)(0) = −n!,
n−1∑
j=0
(−1)k−j
(
k
j
)
Q(j)(0) = 0, ∀k ∈ Jn+ 1, 2n− 1K.
(4.10)
The 2n equations in (4.10) form a linear system on the 2n variables P (k)(0), Q(k)(0),
k ∈ J0, n− 1K, which can be written in matrix form as{
p+Aq = 0,
Bq = f,
(4.11)
where
p =

P (0)(0)
...
P (n−1)(0)
 , q =

Q(0)(0)
...
Q(n−1)(0)
 , f =

−n!
0
...
0
 ,
A =

(0
0
)
0 0 · · · 0
−(10) (11) 0 · · · 0(2
0
) −(21) (22) · · · 0... ... ... . . . ...
(−1)n−1(n−10 ) (−1)n−2(n−11 ) (−1)n−3(n−12 ) · · · (n−1n−1)
 ,
B =

(−1)n(n0) (−1)n−1(n1) (−1)n−2(n2) · · · −( nn−1)
(−1)n+1(n+10 ) (−1)n(n+11 ) (−1)n−1(n+12 ) · · · (n+1n−1)
(−1)n+2(n+20 ) (−1)n+1(n+21 ) (−1)n(n+22 ) · · · −(n+2n−1)
...
...
... . . .
...
−(2n−10 ) (2n−11 ) −(2n−12 ) · · · (−1)n(2n−1n−1 )

.
One has B = AC, where C = (Cj,k)j,k∈J0,n−1K and Cj,k = (−1)n−k+j( nk−j) for j, k ∈J0, n − 1K. Indeed, writing A = (Aj,k)j,k∈J0,n−1K and B = (Bj,k)j,k∈J0,n−1K, one computes,
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for j, k ∈ J0, n− 1K,
n−1∑
`=0
Aj,`C`,k =
n−1∑
`=0
(−1)j−`
(
j
`
)
(−1)n−k+`
(
n
k − `
)
= (−1)n−k+j
n−1∑
`=0
(
j
`
)(
n
k − `
)
= (−1)n−k+j
(
n+ j
k
)
= Bj,k,
where we use Proposition 2.16. Notice that the factorization B = AC corresponds to
the LU factorization of B. As a consequence of this factorization, one also obtains that
detB = (−1)n and, in particular, B is invertible. Hence, (4.11) admits a unique solution
(p, q) ∈ R2n.
For j′, k′, n′ ∈ N, let Sn′j′,k′ be defined by (2.7). Solving the second equation in (4.11),
one gets
Q(k)(0) = (−1)n−1n!
(
2n− k − 1
n− k − 1
)
, ∀k ∈ J0, n− 1K. (4.12)
Indeed, let q˜ = (qk)k∈J0,n−1K be defined by qk = (−1)n−1n!(2n−k−1n−k−1 ) for k ∈ J0, n − 1K.
Letting x = Bq˜ and writing x = (xj)j∈J0,n−1K, we have, for j ∈ J0, n− 1K,
xj =
n−1∑
k=0
Bj,kqk =
n−1∑
k=0
(−1)n+j−k
(
n+ j
k
)
(−1)n−1n!
(
2n− k − 1
n− k − 1
)
= −n!
n−1∑
k=0
(−1)j−k
(
n+ j
k
)(
2n− k − 1
n− k − 1
)
= (−1)j+1n!Snn−j−1,n−1.
Hence, by Proposition 2.15,
xj = (−1)j+1n!
(
n− j − 1
n− j
)
,
and thus x0 = −n! and xj = 0 for j ∈ J1, n − 1K, which yields x = f . Hence q = q˜ is a
solution of the second equation of (4.11) and, since this equation admits a unique solution,
one deduces that (4.12) holds.
One may now compute P (k)(0) for k ∈ J0, n−1K using the first equation of (4.11). We
have
P (k)(0) = −
k∑
j=0
(−1)k−j
(
k
j
)
Q(j)(0) = (−1)n−kn!
k∑
j=0
(−1)j
(
k
j
)(
2n− j − 1
n
)
.
Using Propositions 2.16 and 2.15, we obtain
P (k)(0) = (−1)n−kn!
k∑
j=0
(−1)j
(
k
j
) k−j∑
`=0
(
k − j
`
)(
2n− k − 1
n− `
)
= (−1)n−kn!
k∑
`=0
k−∑`
j=0
(−1)j
(
k
j
)(
k − j
`
)(2n− k − 1
n− `
)
= (−1)n−kn!
k∑
`=0
S`0,k−`
(
2n− k − 1
n− `
)
= (−1)n−kn!
(
2n− k − 1
n− k
)
. (4.13)
Finally, (4.8) follows from (4.12) and (4.13) by noticing that P (k)(0) = k!bk and Q(k)(0) =
k!βk for k ∈ J0, n− 1K.
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Remark 4.4. The proof of Lemma 4.3 is carried out by solving the linear system (4.10)
on the 2n variables P (k)(0), Q(k)(0), k ∈ J0, n − 1K, which is obtained by imposing that
∆˜(k)(0) = 0 for every k ∈ J0, 2n− 1K. Similar linear systems ensuring that 0 is a multiple
root of some quasipolynomial have already been obtained in the literature in some more
general contexts.
This is the case, for instance, of [8], where general quasipolynomials under the form
(2.2) are considered and necessary and sufficient conditions for 0 to be a root of maximal
multiplicity of such quasipolynomials in terms of a linear system on their coefficients
are provided. Applying [8, Proposition 5.1] to the quasipolynomial ∆˜ from (4.2), one
obtains that 0 is a root of maximal multiplicity 2n of ∆˜ if and only if the coefficients
b0, . . . , bn−1, β0, . . . , βn−1 satisfy
bk = −βk −
k−1∑
`=0
(−1)k−`β`
(k − `)! , ∀k ∈ J0, n− 1K,
1 = −
n−1∑
`=0
(−1)n−`β`
(n− `)! ,
0 = −
n−1∑
`=0
(−1)k−`β`
(k − `)! , ∀k ∈ Jn+ 1, 2n− 1K.
Using the fact that P (k)(0) = k!bk and Q(k)(0) = k!βk for k ∈ J0, n− 1K, one immediately
verifies that the above system is equivalent to (4.10).
Solving analytically these linear systems for general quasipolynomials under the form
(2.2) is a nontrivial task. In our single-delay setting, the particular structure of the linear
system allows for a solution to be analytically computed, this computation being the main
part of the proof of Lemma 4.3.
4.3 Factorization of the characteristic quasipolynomial and
dominance of the multiple root
Conditions (4.8) from Lemma 4.3 characterize the fact that 0 is a root of multiplicity
2n of the quasipolynomial ∆˜ defined by (4.2). It turns out that, under (4.8), ∆˜ can be
factorized as the product of z2n and an entire function expressed as an integral.
Lemma 4.5. Let n ∈ N∗, b0, . . . , bn−1, β0, . . . , βn−1 ∈ R be given by (4.8), and ∆˜ be the
quasipolynomial given by (4.2). Then, for every z ∈ C,
∆˜(z) = z
2n
(n− 1)!
w 1
0
tn−1(1− t)ne−zt dt. (4.14)
Proof. For z ∈ C \ {0}, one has
∆˜(z) = zn +
n−1∑
k=0
(−1)n−kn!
k!
(
2n− k − 1
n− 1
)
zk + (−1)n−1e−z
n−1∑
k=0
(2n− k − 1)!
k!(n− k − 1)!z
k
= z
2n
(n− 1)!
[
(n− 1)!
zn
+
n−1∑
k=0
(−1)n−k(n− 1)!n!
k!
(
2n− k − 1
n− 1
)
1
z2n−k
+ (−1)n−1e−z
n−1∑
k=0
(n− 1)! (2n− k − 1)!
k!(n− k − 1)!
1
z2n−k
]
17
= z
2n
(n− 1)!
[
(n− 1)!
zn
+
2n−1∑
k=n
(−1)k−n+1(n− 1)! n!(2n− k − 1)!
(
k
n− 1
)
1
zk+1
+ (−1)n−1e−z
2n−1∑
k=n
(n− 1)! k!(2n− k − 1)!(k − n)!
1
zk+1
]
= z
2n
(n− 1)!
[ 2n−1∑
k=n−1
(−1)k−n+1k!n!
(2n− k − 1)!(k − n+ 1)!
1
zk+1
+
2n−1∑
k=n
(−1)n−1k!(n− 1)!
(2n− k − 1)!(k − n)!
e−z
zk+1
]
. (4.15)
Let p be the polynomial given by p(t) = tn−1(1− t)n. One computes
p(t) = tn−1
n∑
k=0
(−1)k
(
n
k
)
tk =
2n−1∑
k=n−1
(−1)k−n+1
(
n
k − n+ 1
)
tk
=
2n−1∑
k=n−1
(−1)k−n+1k!n!
(2n− k − 1)!(k − n+ 1)!
tk
k! ,
and thus
p(k)(0) =

(−1)k−n+1k!n!
(2n− k − 1)!(k − n+ 1)! , if k ∈ Jn− 1, 2n− 1K,
0, otherwise.
(4.16)
Similarly, one computes
p(t) = (−1)n(t− 1)n((t− 1) + 1)n−1 = (−1)n(t− 1)n
n−1∑
k=0
(
n− 1
k
)
(t− 1)k
= (−1)n
2n−1∑
k=n
(
n− 1
k − n
)
(t− 1)k =
2n−1∑
k=n
(−1)nk!(n− 1)!
(2n− k − 1)!(k − n)!
(t− 1)k
k! ,
and thus
p(k)(1) =

(−1)nk!(n− 1)!
(2n− k − 1)!(k − n)! , if k ∈ Jn, 2n− 1K,
0, otherwise.
(4.17)
Combining (4.15) with (4.16) and (4.17) and using Proposition 2.1, one gets, for z ∈
C \ {0},
∆˜(z) = z
2n
(n− 1)!
2n−1∑
k=0
p(k)(0)− p(k)(1)e−z
zk+1
= z
2n
(n− 1)!
w 1
0
tn−1(1− t)ne−zt dt.
Since (4.14) trivially holds for z = 0, one finally deduces that (4.14) holds for every
z ∈ C.
The factorization (4.14) can also be written, thanks to (2.5), as
∆˜(z) = n!(2n)!z
2nM(n, 2n+ 1,−z), (4.18)
whereM is Kummer’s confluent hypergeometric function defined in (2.3). The next lemma
uses properties of the roots of M in order to deduce that 0 is a dominant root of ∆˜.
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Lemma 4.6. Let n ∈ N∗, b0, . . . , bn−1, β0, . . . , βn−1 ∈ R be given by (4.8), and ∆˜ be the
quasipolynomial given by (4.2). Let z be a root of ∆˜ with z 6= 0. Then Re z < 0.
Proof. By Lemma 4.5, ∆˜ admits the factorization (4.18). Hence, if z is a root of ∆˜ with
z 6= 0, then −z must be a root of M(n, 2n + 1, ·). It follows from Proposition 2.9 that
Re(−z) > 0, and thus Re(z) < 0.
4.4 Conclusion of the proof of Theorem 3.1
We may now use Lemmas 4.2, 4.3, and 4.6 to conclude the proof of Theorem 3.1.
Proof of Theorem 3.1. To prove (a), define ∆˜ from ∆ as in (4.1). One immediately verifies
that s0 is a root of multiplicity 2n of ∆ if and only if 0 is a root of multiplicity 2n of ∆˜.
The result then follows from Lemmas 4.2 and 4.3.
Part (b) can be shown by noticing that, if s is a root of ∆ with s 6= s0, then, by (4.1),
z = τ(s−s0) is a root of ∆ with z 6= 0. Hence, by Lemma 4.6, Re(τ(s−s0)) < 0, showing,
since τ > 0, that Re s < Re s0.
Finally, (c) follows from (b), (3.2), and the fact that the trivial solution of (1.1) is
exponentially stable if and only if its spectral abscissa is negative.
5 Further remarks on the factorization of the cha-
racteristic quasipolynomial
We have used in Section 4.3 the factorization (4.14) of the quasipolynomial ∆˜. Recalling
the relation (4.1) between ∆˜ and ∆, one can rewrite the factorization (4.14) in terms of
the characteristic quasipolynomial ∆ of (1.1) as
∆(s) = τ
n(s− s0)2n
(n− 1)!
w 1
0
tn−1(1− t)ne−τ(s−s0)t dt.
The proof of the factorization (4.14) in Lemma 4.5 is based on Proposition 2.1, which
can be interpreted in terms of Laplace transforms as the computation of the Laplace
transform of the function t 7→ p(t)χ[0,1](t). In this sense, the proof of Lemma 4.5 can
be seen as the identification of two functions, ∆˜ and the right-hand side of (4.14), in
the Laplace domain with Laplace variable z. Lemma 4.5 can also be proved in the time
domain by using inverse Laplace transforms, as we detail now.
Alternative proof of Lemma 4.5. We rewrite (4.14) for z ∈ C \ {0} as
∆˜(z)
z2n
= 1(n− 1)!
w 1
0
tn−1(1− t)ne−zt dt. (5.1)
Using the explicit expression (4.2) of ∆˜, one gets that (5.1) is equivalent to
1
zn
+
n−1∑
k=0
bk
z2n−k
+ e−z
n−1∑
k=0
βk
z2n−k
= 1(n− 1)!
w 1
0
tn−1(1− t)ne−zt dt. (5.2)
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Applying the inverse Laplace transform to both sides of (5.2), we get that having (5.2)
for a.e. z ∈ C is equivalent to
tn−1
(n− 1)!H(t) +H(t)
n−1∑
k=0
bk
t2n−k−1
(2n− k − 1)! +H(t− 1)
n−1∑
k=0
βk
(t− 1)2n−k−1
(2n− k − 1)!
= 1(n− 1)! t
n−1(1− t)nχ[0,1](t), for a.e. t ∈ R,
where H denotes the Heaviside step function, i.e., the indicator function of [0,+∞). This
is equivalent to
tn−1
(n− 1)! +
n−1∑
k=0
bk
t2n−k−1
(2n− k − 1)! =
1
(n− 1)! t
n−1(1− t)n, for t ∈ [0, 1],
tn−1
(n− 1)! +
n−1∑
k=0
bk
t2n−k−1
(2n− k − 1)! +
n−1∑
k=0
βk
(t− 1)2n−k−1
(2n− k − 1)! = 0, for t ∈ [1,+∞).
(5.3)
Since, in both above equalities, both sides are analytic functions of t, both equalities hold
for every t ∈ R, which allows one to rewrite (5.3) equivalently as
tn−1
(n− 1)! +
n−1∑
k=0
bk
t2n−k−1
(2n− k − 1)! =
1
(n− 1)! t
n−1(1− t)n, for all t ∈ R,
1
(n− 1)! t
n−1(1− t)n +
n−1∑
k=0
βk
(t− 1)2n−k−1
(2n− k − 1)! = 0, for all t ∈ R.
(5.4)
The first equation in (5.4) can be rewritten as
1 +
n−1∑
k=0
bkt
n−k (n− 1)!
(2n− k − 1)! = (1− t)
n, for all t ∈ R, (5.5)
and, since both sides in the above equality are polynomials in t, they are equal if and only
if their coefficients are equal. Using the binomial expansion for (1− t)n, one obtains that
(5.5) is equivalent to
bk
(n− 1)!
(2n− k − 1)! =
(
n
k
)
(−1)n−k, for all k ∈ J0, n− 1K,
i.e.,
bk = (−1)n−k
(
n
k
)
(2n− k − 1)!
(n− 1)! , for all k ∈ J0, n− 1K. (5.6)
Similarly, the second equation in (5.4) can be rewritten as
tn−1
(n− 1)!(−1)
n +
n−1∑
k=0
βk
(t− 1)n−k−1
(2n− k − 1)! = 0, for all t ∈ R (5.7)
and, by using the binomial expansion in the term tn−1 = ((t− 1) + 1)n−1 and identifying
coefficients of the terms of same degree, one obtains that (5.7) is equivalent to
(−1)n
(n− 1)!
(
n− 1
k
)
+ βk(2n− k − 1)! = 0, for all k ∈ J0, n− 1K,
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i.e.,
βk = (−1)n−1 (2n− k − 1)!
k!(n− k − 1)! , for all k ∈ J0, n− 1K. (5.8)
To sum up, we have thus shown that the equality (4.14) for a.e. z ∈ C is equivalent to
(5.6) and (5.8), which are exactly (4.8), yielding the conclusion.
Remark 5.1. The above proof actually shows more than stated in Lemma 4.5, namely
the fact that the identity (4.14) is equivalent to the coefficients b0, . . . , bn−1, β0, . . . , βn−1
being given by (4.8). The implication stated in the lemma is sufficient to our purposes,
i.e., to conclude the proof of Theorem 3.1.
6 Illustrative examples
6.1 Improving the decay rate of a stable second-order con-
trol system without instantaneous velocity observation
Consider a stable second-order control system written under the form
y′′(t) + 2ζωy′(t) + ω2y(t) = u(t), (6.1)
where ζ, ω are positive real numbers and u(t) is a control input. Under no control, the
characteristic polynomial of this equation is ∆0(s) = s2 + 2ζωs + ω2, whose roots are
s± = −ζω± iω
√
1− ζ2 if 0 < ζ ≤ 1 or s± = −ζω±ω
√
ζ2 − 1 if ζ ≥ 1. Hence, the spectral
abscissa γ0 of ∆ is given by
γ0 =

−ζω, if 0 < ζ ≤ 1,
−ω
[
ζ −
√
ζ2 − 1
]
, if ζ ≥ 1.
In particular, γ0 < 0 and the system is exponentially stable.
A classical problem in control theory is to choose the control u in feedback form in
order to improve the stability properties of (6.1), and more precisely to decrease the value
of the spectral abscissa γ0. If one may choose u(t) as a function of both instantaneous
measures y(t) and y′(t), then the linear feedback
u(t) = −a1y′(t)− a0y(t) (6.2)
for some parameters a0, a1 ∈ R yields the closed-loop equation
y′′(t) + (a1 + 2ζω)y′(t) + (ω2 + a0)y(t) = 0. (6.3)
Hence, by choosing the coefficients a0, a1 appropriately, one may place the roots of the
characteristic polynomial of (6.3) anywhere in the complex plane (as long as they are
real or form a complex-conjugate pair), which allows to obtain arbitrary values for the
corresponding spectral abscissa, and hence arbitrary exponential decay rates of solutions.
In order to implement the control law (6.2) for a practical system, one must be able
to obtain instantaneous measures of y(t) and y′(t) in order to use them in an instanta-
neous computation of the control u(t) to be applied to the system. In some situations, the
measure of y(t) may be available sufficiently fast in order to be considered approximately
instantaneous, but good approximations of the velocity y′(t) may require extra time, due
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either to a velocity estimation procedure from the signal y(t) or to slower measure pro-
cesses.
If one uses only a position feedback of the form u(t) = −a0y(t) in (6.1), the closed-loop
system becomes
y′′(t) + 2ζωy′(t) + (ω2 + a0)y(t) = 0,
whose characteristic equation ∆p(s) = s2 + 2ζωs + ω2 + a0 admits as roots s± = −ζω ±
iω
√
1 + a0 − ζ2 if a0 ≥ ζ2−1 and s± = −ζω±ω
√
ζ2 − 1− a0 if a0 ≤ ζ2−1. The spectral
abscissa γp of ∆p is then
γp =

−ζω, if a0 ≥ ζ2 − 1,
−ω
[
ζ −
√
ζ2 − 1− a0
]
, if a0 ≤ ζ2 − 1.
The spectral abscissa γp can be minimized by choosing any a0 ∈ [ζ2 − 1,+∞), in which
case γp = −ζω. This coincides with γ0 if 0 < ζ ≤ 1 and improves γ0 only in the case
ζ > 1.
The spectral abscissa γp can be improved by considering a delayed feedback law when
the velocity y′(t) is available for measure after some delay τ > 0. Consider the control law
u(t) = −a0y(t)− α1y′(t− τ)− α0y(t− τ) (6.4)
in (6.1), which yields the closed-loop system
y′′(t) + 2ζωy′(t) + (ω2 + a0)y(t) + α1y′(t− τ) + α0y(t− τ) = 0. (6.5)
Equation (6.5) is of the form (1.1) and its characteristic quasipolynomial is
∆(s) = s2 + 2ζωs+ ω2 + a0 + e−sτ (α1s+ α0).
The conditions (3.1) on the coefficients of ∆ are satisfied for some s0 ∈ R if and only if
2ζω = −4
τ
− 2s0, ω2 + a0 = 6
τ2
+ 4
τ
s0 + s20,
α1 = −2
τ
es0τ , α0 =
2
τ
es0τ
(
s0 − 3
τ
)
.
Hence, if one chooses s0, a0, α1, α0 as
s0 = −ζω − 2
τ
, a0 =
6
τ2
+ 4
τ
s0 + s20 − ω2,
α1 = −2
τ
es0τ , α0 =
2
τ
es0τ
(
s0 − 3
τ
)
,
(6.6)
then (3.1) is satisfied and, by Theorem 3.1, s0 is a strictly dominant root of ∆ of multi-
plicity 4. In particular, the spectral abscissa γ of ∆ is γ = s0 = −ζω− 2τ , which is strictly
smaller than both γ0 and γp. Hence, even when the instantaneous velocity y′(t) is not
available for measure, one may design a control law depending on the delayed velocity
y′(t−τ) that stabilizes the closed-loop system with a spectral abscissa strictly better than
both the open-loop one, γ0, and the one obtained with only a position feedback, γp.
A comparison between the open-loop system corresponding to (6.1) with u(t) = 0 and
the closed-loop system (6.5) with the feedback law (6.4) is provided in Figure 6.1 for the
choice of parameters ζ = 0.2, ω = 6, and τ = 0.5. In this case, the spectral abscissa
γ0 is γ0 = −1.2, the root of multiplicity 4 of ∆ is s0 = −5.2, the spectral abscissa γ of
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Figure 6.1: Comparison between the open-loop system (6.1) with u = 0 and the
closed-loop system with time-delay in the velocity (6.5) for ζ = 0.2, ω = 6, and a
delay τ = 0.5. (a) Roots of ∆0 (circles) and ∆ (crosses). (b) Solution of (6.1) with
y(0) = 1, y′(0) = 0, u(t) = 0 (dashed line) and solution of (6.5) with y(t) = 1,
y′(t) = 0 for t ≤ 0 (solid line).
∆ is also γ = s0 = −5.2, and the coefficients of the feedback law (6.4) ensuring that s0
is a root of multiplicity 4 are given by a0 = −26.56, α1 ≈ −0.2971, and α0 ≈ −3.327.
Figure 6.1(a) shows that, even though the spectrum of (6.5) is infinite, its spectral abscissa
is indeed smaller than that of (6.1), which has a finite spectrum. The behavior of solutions
is illustrated in Figure 6.1(b), in which the solution of (6.1) with initial condition y(0) = 1
and y′(0) = 0 converges to 0 much slower than the solution of the closed-loop system (6.5)
with initial condition defined by y(t) = 1 and y′(t) = 0 for t ≤ 0.
6.2 Control of a transonic flow in a wind tunnel
We consider in this section the application of Theorem 3.1 to the control of a transonic
flow in a wind tunnel. The analysis of transonic flows is a challenging problem in com-
pressible fluid dynamics, since a full model of the flow would involve considering the
Navier–Stokes equations in a three-dimensional domain and boundary controls for tem-
perature and pressure regulation. A first simplification presented in [49] assumes that the
tunnel is a one-dimensional tube of varying cross-sectional area and that the flow is uni-
form across every cross section, which allows one to described the flow through a coupled
system of nonlinear partial differential equations in one space dimension.
A further simplified model was presented in [1] in order to analyze the response of
the Mach number of the flow to changes in the guide vane angle. Instead of using partial
differential equations, propagation phenomena are modeled in [1] through a time-delay,
leading to the time-delay system{
κm′(t) +m(t) = kϑ(t− τ0),
ϑ′′(t) + 2ζωϑ′(t) + ω2ϑ(t) = ω2u(t),
(6.7)
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in which m, ϑ, and u represent perturbations of the Mach number of the flow, the guide
vane angle, and the input of the guide vane actuator, respectively, with respect to steady-
state values. The parameters κ and k depend on the steady-state operating point and
are assumed to be constant as long as m, ϑ, and u remain small, and satisfy κ > 0 and
k < 0. The parameters ζ ∈ (0, 1) and ω > 0 come from the design of the guide vane angle
actuator and are thus independent of the operating point. The time-delay τ0 is assumed
to depend only on the temperature of the flow. In the absence of control (u(t) = 0), the
open-loop system (6.7) is exponentially stable.
The design of exponentially stabilizing feedback laws for (6.7) improving its stability
properties has been considered, for instance, in [34], in which the author designs controllers
depending linearly on the state variables and on integrals of some of the state variables
over an interval of length equal to the time-delay. This leads to a closed-loop system with
finite spectrum. However, the practical implementation of these controllers is difficult
due to the integral terms, which motivates the research for control laws with reduced
implementation complexity. In general, one may not expect to obtain reduced-complexity
controllers guaranteeing a closed-loop system with finite spectrum, but the multiplicity-
induced-dominancy techniques developed in this paper are a good candidate for proposing
reduced-complexity controllers while dealing with systems with infinite spectrum.
The goal of this section is to illustrate how Theorem 3.1 can be used to obtain a
feedback controller for (6.7) improving its open-loop characteristics, with a reduced com-
plexity with respect to the controller proposed in [34]. We assume that, up to redesigning
the guide vane angle actuator, one may choose the values of its parameters ζ ∈ (0, 1) and
ω > 0. The control law we propose is
u(t) = β0m(t− τ1) + β1m′(t− τ1) + β2m′′(t− τ1), (6.8)
where τ1 > 0 should be greater than or equal to the time-delay corresponding to measuring
m and its first two derivatives. Inserting (6.8) into (6.7), one obtains that the closed-loop
characteristic quasipolynomial ∆ is given by
∆(s)
κ
= s3 +
(
2ωζ + 1
κ
)
s2 +
(
ω2 + 2ωζ
κ
)
s+ ω
2
κ
+
(
−β2kω
2
κ
s2 − β1kω
2
κ
s− β0kω
2
κ
)
e−s(τ0+τ1), (6.9)
where the division by κ is performed in order to obtain a quasipolynomial under the form
(1.4), for which the coefficient of the term of highest degree s3 is 1. As a consequence of
Theorem 3.1, one gets the following result.
Proposition 6.1. Let r0 = −3 − 3
√
9 + 3
√
3 and s0 ∈ R. Then s0 is a root of maximal
multiplicity 6 of the quasipolynomial ∆ from (6.9) if and only if
s0 =
r0
τ
− 1
κ
, (6.10a)
ω =
√√√√−κ(s30 + 9s20τ + 36s0τ2 + 60τ3
)
, (6.10b)
ζ = −3s02ω −
9
2ωτ −
1
2ωκ, (6.10c)
β0 = −3κ
(
s20τ
2 − 8s0τ + 20
)
es0τ
kω2τ3
, (6.10d)
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β1 =
6κ (s0τ − 4) es0τ
kω2τ2
, (6.10e)
β2 = −3κe
s0τ
kω2τ
, (6.10f)
where τ = τ0 + τ1. Moreover, if (6.10) is satisfied, then s0 < 0, s0 is a strictly dominant
root of ∆, and the trivial solution of (6.7) with the control law (6.8) is exponentially stable.
Proof. By Theorem 3.1, a real number s0 is a root of maximal multiplicity 6 of ∆ if and
only if
2ωζ + 1
κ
= −3s0 − 9
τ
, (6.11a)
ω2 + 2ωζ
κ
= 3s20 +
18s0
τ
+ 36
τ2
, (6.11b)
ω2
κ
= −s30 −
9s20
τ
− 36s0
τ2
− 60
τ3
, (6.11c)
−β2kω
2
κ
= 3e
s0τ
τ
, (6.11d)
−β1kω
2
κ
= 6 (−s0τ + 4) e
s0τ
τ2
, (6.11e)
−β0kω
2
κ
= 3
(
s20τ
2 − 8s0τ + 20
)
es0τ
τ3
. (6.11f)
Clearly, (6.11d)–(6.11f) is equivalent to (6.10d)–(6.10f). Let us prove that (6.11a)–(6.11c)
is equivalent to (6.10a)–(6.10c).
Let Q be the polynomial given by Q(X) = X3 + 9X2 + 36X + 60 and notice that r0
is its unique real root. The equations (6.11a)–(6.11c) can be rewritten as
2ωζτ + τ
κ
= −12Q
′′(s0τ), (6.12a)
ω2τ2 + 2ωζ
κ
τ2 = Q′(s0τ), (6.12b)
ω2
κ
τ3 = −Q(s0τ), (6.12c)
which is equivalent to
ω2τ2 = −κ
τ
Q(s0τ),
2ωζτ = κ
2
τ2
Q(s0τ) +
κ
τ
Q′(s0τ),
κ3
τ3
Q(s0τ) +
κ2
τ2
Q′(s0τ) +
1
2
κ
τ
Q′′(s0τ) +
1
6Q
′′′(s0τ) = 0.
Note that the last of the above equalities can be equivalently rewritten as
Q(s0τ) +Q′(s0τ)
τ
κ
+ 12Q
′′(s0τ)
τ2
κ2
+ 16Q
′′′(s0τ)
τ3
κ3
= 0. (6.13)
The right-hand side of the above equality corresponds to the Taylor expansion of order 3
of x 7→ Q(s0τ + x) around the origin and evaluated at x = τκ . Since Q is a polynomial of
degree 3, this Taylor expansion coincides with Q
(
s0τ + τκ
)
, and thus (6.13) is equivalent
to Q
(
s0τ + τκ
)
= 0. Since the only real root of Q is r0, (6.13) is thus equivalent to
s0 =
r0
τ
− 1
κ
.
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Hence (6.12) is equivalent to
s0 =
r0
τ
− 1
κ
, (6.14a)
ω2 = − κ
τ3
Q(s0τ), (6.14b)
ζ = −3s02ω −
9
2ωτ −
1
2ωκ. (6.14c)
One has Q′(X) = 3(X2 + 6X + 12), which is positive for every X ∈ R. Hence Q is strictly
increasing and, in particular, under (6.14a), one has Q(s0τ) < Q
(
s0τ + τκ
)
= 0, proving
that the right-hand side of (6.14b) is positive. Thus, if (6.14a) is satisfied, there exists a
unique ω > 0 such that (6.14b) holds, and this ω is precisely the one from (6.10b). This
concludes the proof that (6.11a)–(6.11c) is equivalent to (6.10a)–(6.10c).
Hence, s0 is a root of maximal multiplicity of ∆ if and only if (6.10) holds. The other
assertions of the statement of the proposition follow immediately from (6.10a), the fact
that r0 < 0, and Theorem 3.1.
Remark 6.2. We stress that the proof of Proposition 6.1 guarantees that, under (6.10a),
the argument of the square root in (6.10b) is positive. Thus ω > 0 is well-defined by
(6.10b).
Remark 6.3. For typical values of the parameters k, κ, τ0, ζ, and ω (see [1,34]) and under
no control, the dynamics of the deviations ϑ of the guide vane angle are considerably faster
than those of the deviations m of the Mach number, and thus one may expect (6.7) to be
approximated by the first-order differential equation
κm′(t) +m(t) = 0. (6.15)
The characteristic polynomial of this equation admits a unique root at s∗ = − 1κ . Since
r0 < 0, it follows from (6.10a) that the strictly dominant root s0 of the quasipolynomial ∆
from (6.9) satisfies s0 < s∗. Hence, the deviation of the Mach number m has a faster decay
rate in (6.7) with the control law (6.8) than in the simplified open-loop system (6.15).
Thanks to Proposition 6.1, given k, κ, τ0, and τ1, one may easily compute from (6.10)
the unique possible real root of multiplicity 6 of ∆, s0, as well as the parameters ζ and
ω of the guide vane angle actuator and the parameters β0, β1, and β2 of the control law
(6.8) ensuring that s0 is indeed a root of multiplicity 6 of the quasipolynomial ∆.
As a numerical example, we consider the same system parameters as in [34], given by
κ = 1.964 s, k = −0.670 36 rad−1, and τ0 = 0.33 s, corresponding to a linearization around
the steady state with Mach number 0.9 and air temperature 166 K. The parameters ζ, ω,
β2, β1, and β0 computed according to (6.10) for τ1 = 0.33 s and τ1 = 0.70 s are provided
in Table 6.1, together with the corresponding multiple root s0.
Figure 6.2 provides the evolution of the deviation m(t) of the Mach number with
respect to its steady-state value, the deviation ϑ(t) of the guide vane with respect to its
steady-state position, and the control input u(t) in the case where the initial conditions
are given by m(t) = −0.1, ϑ(t) = m(0)k ≈ 0.149 17 rad, and ϑ′(t) = 0 for t ≤ 0. Notice that
this choice of initial conditions, which is the same as in [34], ensures that m′(t) = 0 and
m(t) = −0.1 for t ∈ (0, τ0).
Together with the solutions of (6.7) under the control law (6.8) with the parameters
given in Table 6.1 computed with τ1 = 0.33 s (solid line) and τ1 = 0.70 s (dashed line),
we also represent in Figure 6.2, for comparison, the solutions of (6.7) with no control for
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Table 6.1: Parameters of the guide vane angle actuator and of the control law (6.8)
and location s0 of the multiple root computed according to (6.10) for two different
values of the delay τ1.
τ1 [s] s0 [s−1] ζ ω [rad s−1] β0 β1 [s] β2 [s2]
0.33 −6.021 0.3902 5.020 1.542 0.2401 0.009 94
0.70 −4.041 0.4368 3.292 0.8161 0.1943 0.012 26
0 2 4 6 8 10
Time [s]
−0.10
−0.08
−0.06
−0.04
−0.02
0.00
m
(t
)
Deviation of the Mach number
τ1 = 0.33
τ1 = 0.70
ζ = 0.4, ω = 5.0, no control
ζ = 0.8, ω = 6.0, no control
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Figure 6.2: (a) Deviation m(t) of the Mach number with respect to its steady-state
value. (b) Deviation ϑ(t) of the guide vane angle with respect to its steady-state
position. (c) Control input u(t).
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two sets of parameters ζ and ω, ζ = 0.4 and ω = 5 rad s−1 (dotted line), and ζ = 0.8 and
ω = 6 rad s−1 (dash-dotted line). The first set of parameters ζ and ω is an approximation
of the ones from the first row of Table 6.1, while the second set of parameters ζ and ω is
the one used in [34].
Figure 6.2 shows that the control law (6.8) acting on the guide vane angle dynamics
from (6.7) allows one to improve the convergence rate of the deviations m of the Mach
number of the flow, as required. As previously remarked, one observes in Figure 6.2 that
(6.7) is already exponentially stable under no control, but m converges faster to 0 with
the control law (6.8). The convergence rate of m increases as τ1 decreases since, as seen
in (6.10a) and illustrated in Table 6.1, the dominant root s0 of ∆ moves to the left in the
complex plane as τ1 decreases.
Since the control u acts on the dynamics of the guide vane angle deviations ϑ in
(6.7), one might expect important differences in the dynamics of ϑ with respect to the
situation with no control, which is indeed observed in Figure 6.2(b). The magnitude of the
deviations ϑ of the guide vane angle increases when the control u from (6.8) is applied, as
one may see comparing the solid line in Figure 6.2(b), corresponding to the control (6.8)
computed with τ1 = 0.33 s, and the dotted line in the same figure, corresponding to the
case with no control and with the choice of parameters ζ = 0.4 and ω = 5 rad s−1, close to
the ones obtained with τ1 = 0.33 s in Table 6.1. We also observe, in Figure 6.2(c), that,
as τ1 decreases, the amplitude of the control input u increases.
In conclusion, the control law (6.8), based on Theorem 3.1, allows one to improve the
convergence rate of deviations of the Mach number in the linearized model of a transonic
flow. This control law only requires delayed measures of the Mach flow deviations m
and improves the convergence rate of m even when the measurement delay is relatively
large. However, one of its major drawbacks is that it also requires measurements of the
derivatives m′ and m′′, which may introduce noise in practical applications.
An interesting open problem is whether similar techniques can be applied for other
kinds of control laws, easier to implement in practice and avoiding the noisy derivative
terms. A natural candidate would be to consider control laws based on measurements
of m with a certain number of different delays, which is motivated by discrete approxi-
mations of the derivatives in (6.8). This would require an extension of the multiplicity-
induced-dominancy techniques developed in this paper to equations more general than
(1.1), involving several delays.
6.3 Partial Pole Placement via Delay Action
Based on the main result on this paper, Theorem 3.1, as well as on other recent results on
the multiplicity-induced-dominancy property for systems with time-delays such as [10–12],
a Python software for the parametric design of stabilizing feedback laws with time-delays,
called “Partial Pole Placement via Delay Action” (P3δ for short), has been developed.
Concerning Theorem 3.1, given n ∈ N, τ > 0, and s0 ∈ R, P3δ computes the coefficients
a0, . . . , an−1, α0, . . . , αn−1 from (3.1) ensuring that s0 is a root of maximal multiplicity 2n
of the quasipolynomial ∆ from (1.4), plots the corresponding roots of ∆ on any rectangle
of the complex plane selected by the user, and traces the solution of (1.1) for a given initial
condition selected by the user from a family of initial conditions. P3δ also implements
other features, which are detailed in [7]. The software is freely available for download on
https://cutt.ly/p3delta, where installation instructions, video demonstrations, and
the user guide are also available.
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7 Concluding remarks
In this paper we further investigated the recently emphasized property called multiplicity-
induced-dominancy for single-delay retarded delay-differential equations. Thanks to the
reduction of the corresponding characteristic function into an integral representation, we
have shown that characteristic spectral values of maximal multiplicity are necessarily dom-
inant for retarded delay-differential equations of arbitrary order. Finally, to demonstrate
the applicability of such a property, illustrative examples were explored.
Acknowledgments
This work is supported by a public grant overseen by the French National Research Agency
(ANR) as part of the “Investissement d’Avenir” program, through the iCODE project
funded by the IDEX Paris-Saclay, ANR-11-IDEX-0003-02.
References
[1] E. S. Armstrong and J. S. Tripp. An application of multivariable design techniques to
the control of the National Transonic Facility. Technical Paper 1887, NASA, August
1981.
[2] C. E. Avellar and J. K. Hale. On the zeros of exponential polynomials. J. Math.
Anal. Appl., 73(2):434–452, 1980.
[3] S. Barnett. Polynomials and linear control systems, volume 77 of Monographs and
Textbooks in Pure and Applied Mathematics. Marcel Dekker, Inc., New York, 1983.
[4] R. Bellman and K. L. Cooke. Differential-difference equations. Academic Press, New
York-London, 1963.
[5] C. A. Berenstein and R. Gay. Complex analysis and special topics in harmonic anal-
ysis. Springer-Verlag, New York, 1995.
[6] V. D. Blondel, M. Gürbüzbalaban, A. Megretski, and M. L. Overton. Explicit solu-
tions for root optimization of a polynomial family with one affine constraint. IEEE
Trans. Automat. Control, 57(12):3078–3089, 2012.
[7] I. Boussaada, G. Mazanti, S.-I. Niculescu, J. Huynh, F. Sim, and M. Thomas. Partial
pole placement via delay action: A Python software for delayed feedback stabilizing
design. Preprint.
[8] I. Boussaada and S.-I. Niculescu. Characterizing the codimension of zero singularities
for time-delay systems: a link with Vandermonde and Birkhoff incidence matrices.
Acta Appl. Math., 145:47–88, 2016.
[9] I. Boussaada and S.-I. Niculescu. Tracking the algebraic multiplicity of crossing
imaginary roots for generic quasipolynomials: a Vandermonde-based approach. IEEE
Trans. Automat. Control, 61(6):1601–1606, 2016.
[10] I. Boussaada, S.-I. Niculescu, A. El Ati, R. Perez-Ramos, and K. L. Trabelsi.
Multiplicity-induced-dominancy in parametric second-order delay differential equa-
tions: Analysis and application in control design. ESAIM Control Optim. Calc. Var.,
2020 (to appear).
29
[11] I. Boussaada, S. Tliba, S.-I. Niculescu, H. U. Ünal, and T. Vyhlídal. Further remarks
on the effect of multiple spectral values on the dynamics of time-delay systems. Ap-
plication to the control of a mechanical system. Linear Algebra Appl., 542:589–604,
2018.
[12] I. Boussaada, H. U. Ünal, and S.-I. Niculescu. Multiplicity and stable varieties of time-
delay systems: A missing link. In Proceedings of the 22nd International Symposium on
Mathematical Theory of Networks and Systems (MTNS), pages 188–194, Minneapolis,
MN, USA, July 2016.
[13] H. Buchholz. The confluent hypergeometric function with special emphasis on its
applications. Translated from the German by H. Lichtblau and K. Wetzel. Springer
Tracts in Natural Philosophy, Vol. 15. Springer-Verlag New York Inc., New York,
1969.
[14] R. Chen. Output feedback stabilization of linear systems. PhD thesis, University of
Florida, June 1979.
[15] K. L. Cooke and P. van den Driessche. On zeroes of some transcendental equations.
Funkcial. Ekvac., 29(1):77–90, 1986.
[16] M. Cruz, A. and J. K. Hale. Stability of functional differential equations of neutral
type. J. Differential Equations, 7:334–355, 1970.
[17] R. Datko. Linear autonomous neutral differential equations in a Banach space. J.
Diff. Equations, 25(2):258–274, 1977.
[18] O. Diekmann, S. A. van Gils, S. M. Verduyn Lunel, and H.-O. Walther. Delay equa-
tions: Functional-, complex-, and nonlinear analysis, volume 110 of Applied Mathe-
matical Sciences. Springer-Verlag, New York, 1995.
[19] K. Engelborghs and D. Roose. On stability of LMS methods and characteristic roots
of delay differential equations. SIAM J. Numer. Anal., 40(2):629–650, 2002.
[20] A. Erdélyi, W. Magnus, F. Oberhettinger, and F. G. Tricomi. Higher transcendental
functions. Vol. I. Robert E. Krieger Publishing Co., Inc., Melbourne, Fla., 1981.
Based on notes left by Harry Bateman, With a preface by Mina Rees, With a foreword
by E. C. Watson, Reprint of the 1953 original.
[21] L. Gonzalez-Vega. Applying quantifier elimination to the Birkhoff interpolation prob-
lem. J. Symbolic Comput., 22(1):83–103, 1996.
[22] P. S. Gromova. The asymptotic behavior of the roots of quasipolynomials which are
large in absolute value and lie near the imaginary axis. Trudy Sem. Teor. Differencial.
Uravneni˘ı s Otklon. Argumentom Univ. Družby Narodov Patrisa Lumumby, 6:109–
124, 1968.
[23] K. Gu, V. L. Kharitonov, and J. Chen. Stability of time-delay systems. Control
Engineering. Birkhäuser Boston, Inc., Boston, MA, 2003.
[24] T. T. Ha and J. A. Gibson. A note on the determinant of a functional confluent
Vandermonde matrix and controllability. Linear Algebra Appl., 30:69–75, 1980.
[25] J. K. Hale and S. M. Verduyn Lunel. Introduction to functional differential equations,
volume 99 of Applied Mathematical Sciences. Springer-Verlag, New York, 1993.
30
[26] J. K. Hale and S. M. Verduyn Lunel. Stability and control of feedback systems with
time delays. Internat. J. Systems Sci., 34(8–9):497–504, 2003. Time delay systems:
theory and control.
[27] D. Henry. Linear autonomous neutral functional differential equations. J. Differential
Equations, 15:106–128, 1974.
[28] T. Kailath. Linear systems. Prentice-Hall, Inc., Englewood Cliffs, N.J., 1980.
Prentice-Hall Information and System Sciences Series.
[29] V. L. Kharitonov. A stability criterion for a family of quasipolynomials of delaying
type. Avtomat. i Telemekh., 52(2):73–82, 1991.
[30] N. N. Krasovski˘ı. Stability of motion. Applications of Lyapunov’s second method to
differential systems and equations with delay. Stanford University Press, Stanford,
Calif., 1963.
[31] G. G. Lorentz and K. L. Zeller. Birkhoff interpolation. SIAM J. Numer. Anal.,
8:43–48, 1971.
[32] D. Ma and J. Chen. Delay margin of low-order systems achievable by PID controllers.
IEEE Trans. Automat. Control, 64(5):1958–1973, 2019.
[33] J. Mallet-Paret and R. D. Nussbaum. A differential-delay equation arising in optics
and physiology. SIAM Journal on Mathematical Analysis, 20(2):249–292, 1989.
[34] A. Z. Manitius. Feedback controllers for a wind tunnel model involving a delay: ana-
lytical design and numerical simulation. IEEE Trans. Automat. Control, 29(12):1058–
1068, 1984.
[35] W. Michiels, K. Engelborghs, P. Vansevenant, and D. Roose. Continuous pole place-
ment for delay equations. Automatica J. IFAC, 38(5):747–761, 2002.
[36] W. Michiels and S.-I. Niculescu. Stability, control, and computation for time-delay
systems: An eigenvalue-based approach, volume 27 of Advances in Design and Control.
Society for Industrial and Applied Mathematics (SIAM), Philadelphia, PA, second
edition, 2014.
[37] Y. I. Ne˘ımark. The structure of the D-decomposition of the space of quasipolynomials
and the diagrams of Vyšnegradski˘ı and Nyquist. Doklady Akad. Nauk SSSR (N.S.),
60:1503–1506, 1948.
[38] S.-I. Niculescu and W. Michiels. Stabilizing a chain of integrators using multiple
delays. IEEE Trans. Automat. Control, 49(5):802–807, 2004.
[39] F. W. J. Olver, D. W. Lozier, R. F. Boisvert, and C. W. Clark, editors. NIST
handbook of mathematical functions. U.S. Department of Commerce, National In-
stitute of Standards and Technology, Washington, DC; Cambridge University Press,
Cambridge, 2010. With 1 CD-ROM (Windows, Macintosh and UNIX).
[40] E. Pinney. Ordinary difference-differential equations. University of California Press,
Berkeley-Los Angeles, 1958.
[41] G. Pólya and G. Szegő. Problems and theorems in analysis. I. Classics in Mathematics.
Springer-Verlag, Berlin, 1998. Series, integral calculus, theory of functions, Translated
from the German by Dorothee Aeppli, Reprint of the 1978 English translation.
31
[42] A. Ramírez, S. Mondié, R. Garrido, and R. Sipahi. Design of proportional-integral-
retarded (PIR) controllers for second-order LTI systems. IEEE Trans. Automat.
Control, 61(6):1688–1693, 2016.
[43] A. L. Ronkin. Quasipolynomials. Funktsional. Anal. i Prilozhen., 12(4):93–94, 1978.
[44] F. Rouillier, M. S. E. Din, and É. Schost. Solving the birkhoff interpolation problem
via the critical point method: An experimental study. In Automated Deduction in
Geometry, pages 26–40. Springer Berlin Heidelberg, 2001.
[45] W. Rudin. Principles of mathematical analysis. McGraw-Hill Book Co., New York–
Auckland–Düsseldorf, third edition, 1976. International Series in Pure and Applied
Mathematics.
[46] R. Sipahi, S.-I. Niculescu, C. T. Abdallah, W. Michiels, and K. Gu. Stability and
stabilization of systems with time delay: limitations and opportunities. IEEE Control
Syst. Mag., 31(1):38–65, 2011.
[47] M. Š. Stavski˘ı. A division algorithm with remainder for quasipolynomials. Barnaul.
Gos. Ped. Inst. Učen. Zap., 9:11–14, 1968.
[48] G. Stépán. Retarded dynamical systems: stability and characteristic functions, vol-
ume 210 of Pitman Research Notes in Mathematics Series. Longman Scientific &
Technical, Harlow; copublished in the United States with John Wiley & Sons, Inc.,
New York, 1989.
[49] J. S. Tripp. Development of a distributed parameter mathematical model for simu-
lation of cryogenic wind tunnels. Technical Paper 2177, NASA, September 1983.
[50] J. Vanbiervliet, K. Verheyden, W. Michiels, and S. Vandewalle. A nonsmooth optimi-
sation approach for the stabilisation of time-delay systems. ESAIM Control Optim.
Calc. Var., 14(3):478–493, 2008.
[51] N. G. Čebotarev and N. N. Me˘ıman. The Routh-Hurwitz problem for polynomials
and entire functions. Real quasipolynomials with r = 3, s = 1. Trudy Mat. Inst.
Steklov., 26:331, 1949. Appendix by G. S. Barhin and A. N. Hovanski˘ı.
[52] F. Wielonsky. A Rolle’s theorem for real exponential polynomials in the complex
domain. J. Math. Pures Appl. (9), 80(4):389–408, 2001.
[53] E. M. Wright. Stability criteria and the real roots of a transcendental equation. J.
Soc. Indust. Appl. Math., 9:136–148, 1961.
[54] P. Wynn. On the zeros of certain confluent hypergeometric functions. Proc. Amer.
Math. Soc., 40:173–182, 1973.
32
