In recent years, there has been an increasing interest in learning a distributed representation of word sense. Traditional context clustering based models usually require careful tuning of model parameters, and typically perform worse on infrequent word senses. This paper presents a novel approach which addresses these limitations by first initializing the word sense embeddings through learning sentencelevel embeddings from WordNet glosses using a convolutional neural networks. The initialized word sense embeddings are used by a context clustering based model to generate the distributed representations of word senses. Our learned representations outperform the publicly available embeddings on 2 out of 4 metrics in the word similarity task, and 6 out of 13 sub tasks in the analogical reasoning task.
Introduction
With the rapid development of deep neural networks and parallel computing, distributed representation of knowledge attracts much research interest. Models for learning distributed representations of knowledge have been proposed at different granularity level, including word sense level (Huang et al., 2012; Neelakantan et al., 2014; Tian et al., 2014; Guo et al., 2014) , word level (Rummelhart, 1986; Bengio et al., 2003; Collobert and Weston, 2008; Mnih and Hinton, 2009; Mikolov et al., 2010; Mikolov et al., 2013) , phrase level (Socher et al., 2010; Cho et al., 2014) , sentence level (Mikolov et al., 2010; Socher et al., 2013; Kalchbrenner et al., 2014; Kim, 2014; Le and Mikolov, 2014) , discourse level (Ji and Eisenstein, 2014) and document level (Le and Mikolov, 2014) .
In distributed representations of word senses, each word sense is usually represented by a dense and real-valued vector in a low-dimensional space which captures the contextual semantic information. Most existing approaches adopted a clusterbased paradigm, which produces different sense vectors for each polysemy or homonymy through clustering the context of a target word. However, this paradigm usually has two limitations: (1) The performance of these approaches is sensitive to the clustering algorithm which requires the setting of the sense number for each word. For example, Neelakantan et al. (2014) proposed two clustering based model: the Multi-Sense Skip-Gram (MSSG) model and Non-Parametric Multi-Sense Skip-Gram (NP-MSSG) model. MSSG assumes each word has the same k-sense (e.g. k = 3), i.e., the same number of possible senses. However, the number of senses in WordNet (Miller, 1995) varies from 1 such as "ben" to 75 such as "break". As such, fixing the number of senses for all words would result in poor representations. NP-MSSG can learn the number of senses for each word directly from data. But it requires a tuning of a hyperparameter λ which controls the creation of cluster centroids during training. Different λ needs to be tuned for different datasets. (2) The initial value of sense representation is critical for most statistical clustering based approaches. However, previous approaches usually adopted random initialization (Neelakantan et al., 2014) or the mean average of candidate words in a gloss . As a result, they may not produce optimal clustering results for word senses.
Focusing on the aforementioned two problems, this paper proposes to learn distributed representations of word senses through WordNet gloss composition and context clustering. The basic idea is that a word sense is represented as a synonym set (synset) in WordNet. In this way, instead of assigning a fixed sense number to each word as in the previous methods, different word will be assigned with different number of senses based on their corresponding entries in WordNet. Moreover, we notice that each synset has a textual definition (named as gloss). Naturally, we use a convolutional neural network (CNN) to learn distributed representations of these glosses (a.k.a. sense vectors) through sentence composition. Then, we modify MSSG for context clustering by initializing the sense vectors with the representations learned by our CNN-based sentence composition model. We expect that word sense vectors initialized in this way would potentially lead to better representations of word senses generated from context clustering.
The obtained word sense representations are evaluated on two tasks. One is word similarity task, the other is analogical reasoning task provided by WordRep . The results show that our approach attains comparable performance on learning distributed representations of word senses. In specific, our learned representation outperforms publicly available embeddings on the globalSim and localSim metrics in word similarity task, and 6 in 13 subtasks in the analogical reasoning task.
Our Approach
Our proposed approach first train a Continuous Bag-Of-Words (CBOW) model (Mikolov et al., 2013 ) from a large collection of raw text to generate word embeddings. These word embeddings are then used by a Sentence Composition Model, which takes glosses in WordNet as positive training data and randomly replaces part of the sentences as negative training data to construct the corresponding word sense vectors based on a onedimensional CNN. For example, a WordNet gloss of word star is "an actor who plays a principal role". This is taken as a positive training example when learning the word sense vector for "star". We concatenate the word embedding generated by the CBOW model for each of the words in the gloss, take the concatenated word embeddings as an input to CNN, and get the output vector as one sense vector of word star.
The learned sense vectors are fed into a variant of the previously proposed Multi-Sense SkipGram Model (MSSG) to generates distributed representations of word senses from a text corpus. We name our approach as CNN-VMSSG.
Training Sense Vectors From WordNet Glosses Using CNN
In this step, we learn the distributed representation of each gloss sentence as the representation of the corresponding synset. The training objective is to minimize the ranking loss below:
Given a gloss sentence s as a positive training sample, we randomly replace some words (controlled by a parameter λ) in s to construct a negative training sample s ′ . We compute the scores f (s) and f (s ′ ) where f (·) is the scoring function representing the whole CNN architecture without the softmax layer. We expect f (s) and f (s ′ ) to be close to 1 and 0 respectively, and f (s) to be larger than f (s ′ ) by a margin of 1 for all the sentence in positive training set P . The CNN architecture used in this component follows the architecture proposed by (Kim, 2014) 1 which is a slight variant of the architecture proposed by (Collobert and Weston, 2008) 2 . It takes a gloss matrix s as input where each column corresponds to the distributed representation v w i ∈ R d of a word w i in the sentence.
The idea behind the one-dimensional convolution is to take the dot product of the vector w with each n-gram in the sentence to obtain another sequence c, where n is the width of filter in the convolutional layer. In order to make c to cover different words in the negative sample corresponding a positive sample, in this work, we randomly replace half of the words in a positive training sample to construct a negative training sample (λ = 0.5). For example, take the WordNet gloss "an actor who plays a principal role" as a positive sample, a negative training sample constructed by this method may be "x 1 actor who x 2 x 3 principal x 4 ", where x 1 to x 4 are randomly selected words in a vocabulary collected from a large corpus.
In the pooling layer, a max-overtime pooling operation (Collobert et al., 2011) , which forces the network to capture the most useful local features produced by the convolutional layers, is applied. The model uses multiple filters (with varying window sizes) to obtain multiple features. These features form the penultimate layer and are passed to a fully connected softmax layer whose output is the probability distribution over labels. The training error propagates back to fine-tune the parameters of the CNN and the input word vectors. The vector generated in the penultimate layer of the CNN architecture is regarded as the sense vector which captures the semantic content of the input gloss to a certain degree. Neelakantan et al. (2014) proposed the MSSG model which extends the skip-gram model to learn multi-prototype word embeddings by clustering the word embeddings of context words around each word. In this model, for each word w, the corresponding word embedding 1, 2 , . . . , K) and k-context cluster with center µ k ∈ R d (k = 1, 2, . . . , K) are initialized randomly. The sense number K of each word is a fixed parameter in the training algorithm.
Context Clustering and VMSSG Model
We improve the MSSG model by using the learned CBOW word embedding to initialize v w and the sense vector trained by the sentence composition model to initialize v s k . We also use the sense number of each word in WordNet K w to replace K. We named this model as a variant of the MSSG (VMSSG) model. C ← {w i−r , ..., w i−1 , w i+1 , ..., w i+r } 6:
Assign C to context clusterk.
9:
Update µk.
10:
Gradient update on v s w k , v w in C, C ′ . 12: end for 13: Output:
The training algorithm of the VMSSG model is shown as Algorithm 1, where D is a text corpus, V is the vocabulary of D, |V | is the vocabulary size, M is the size of context window, v w is the word embedding for w, s w k is a kth context cluster of word w, µ w k is the centroid of cluster k for word w. The function NoisySamples(C) randomly replaces context words with noisy words from V .
Evaluation and Discussion

Experimental Setup
In all experiments, we train word vectors and sense vectors on a snapshot of Wikipedia in April 2010 3 (Shaoul, 2010) , previously used in (Huang et al., 2012; Neelakantan et al., 2014) . WordNet 3.1 is used for training the sentence composition model. A publicly available word vectors trained by CBOW from Google News 4 are used as pretrained word vectors for CNN.
For training CNN, we use: rectified linear units, filter windows of 3, 4, 5 with 100 feature maps each, AdaDelta decay parameter of 0.95, the dropout rate of 0.5. For training VMSSG, we use MSSG-KMeans as the clustering algorithm, and CBOW for learning sense vectors. We set the size of word vectors to 300, using boot vectors and sense vectors. For other parameter, we use default parameter settings for MSSG.
Word Similarity Task
We evaluate our embeddings on the Contextual Word Similarities (SCWS) dataset (Huang et al., 2012) . It contains 2,003 pairs of words and their sentential contexts. Each pair is associated with 10 to 16 human judgments of similarity on a scale from 0 to 10. We use the same metrics in (Neelakantan et al., 2014) to measure the similarity between two words given their respective context. The avgSim metric computes the average similarity of all pairs of prototype vectors for each word, ignoring context. The avgSimC metric weights each similarity term in avgSim by the likelihood of the word context appearing in its respective cluster. The globalSim metric computes each word vector ignoring senses. The localSim metric chooses the most similar sense in context to estimate the similarity of a words pair.
We report the Spearman's correlation ρ × 100 between a model's similarity scores and the human judgments in Table 1 Table 2 : Experimental results in the analogical reasoning task.
It is observed that our model achieves the best performance on the globalSim and localSim metrics. It indicates that the use of pre-trained word vectors and initializing sense vectors with the embeddings learned from WordNet glosses are indeed helpful in improving the quality of both global word vectors and sense-level word vectors. Our approach performs worse on avgSim and avgSimC. One possible reason is that we set the number of context clusters for each word to be the same as the number of its corresponding senses in WordNet. However, not all senses appear in the our experimented corpus which could lead to fragmented context clustering results. One possible way to alleviate this problem is to perform postprocessing to merge clusters which have smaller inter-cluster differences or to remove sense clusters which are under-represented in our data. We will leave it as our future work.
Analogical Reasoning Task
The analogical reasoning task introduced by (Mikolov et al., 2013) consists of questions of the form "a is to b is as c is to ", where (a, b) and (c, ) are two word pairs. The goal is to find a word d * in vocabulary V whose representation vector is
WordRep is a benchmark collection for the research on learning distributed word representations, which expands the Mikolov et al.'s analogical reasoning questions. In our experiments, we use one evaluation set in WordRep, the WordNet collection which consists of 13 sub tasks.
We use the precision p × 100 as metric for each sub task. Table 2 shows the results on the 13 sub tasks. The Word Pair column is the number of word pairs of each sub task. The results of C&W were obtained using the 50-dimensional word embeddings that were made publicly available by Turian et al. (2010) . 6 The CBOW results were previously reported in .
It can be observed that among 13 subtasks, our model outperforms the others by a good margin in 6 subtasks, Attribute, Causes, Entails, IsA, MadeOf and RelatedTo.
Discussion
Although our evaluation results on the word similarity task and the analogical reasoning task show that our proposed approach outperforms a number of existing word representation methods in some 6 http://metaoptimize.com/projects/wordreprs/ of the subtasks, it is worth noting that both tasks do not consider the full spectrum of senses. In specific, the analogical reasoning task was originally designed for evaluating single-prototype word representations which ignore that a word could have multiple meanings. Compared to single-prototype word vectors, evaluating sense vectors requires a significantly larger search space since each word could be represented by multiple sense vectors depending on the context. One may also argue that the analogical reasoning task may not be the most appropriate one in evaluating multiple-prototype word vectors since the context information is not available. In the future, we plan to evaluate our learned multiple-prototype word vectors in more relevant NLP tasks such as word sense disambiguation and question answering.
Our proposed approach initializes sense vectors using the learned sentence embeddings from WordNet glosses. In other low resourced languages, it is still possible to intialize sense vectors based on, for example, the word meanings found in language-specific dictionaries.
Conclusion and Future Work
This paper presents a method of incorporating WordNet glosses composition and context clustering based model for learning distributed representations of word senses. By initializing sense vectors using the embeddings learned by a sentence composition from WordNet glosses, the context clustering method is able to generate better distributed representations of word senses. The obtained word sense representations achieve state-ofthe-art results on the globalSim and localSim metrics in the word similarity task and in 6 sub tasks of the analogical reasoning task. It shows the effectiveness of our proposed learning algorithm for generating word sense distributed representations.
Considering the coverage of word senses in our training data, in future work we plan to filter out those sense vectors which are under-represented in the training corpus. We will also further investigate the feasibility of applying the multi-prototype word embeddings in a wide range of NLP tasks.
