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Abstract
In this paper we show that the Minimum Spanning Tree problem (MST) can be solved
deterministically in O(1) rounds of the Congested Clique model.
In the Congested Clique model there are n players that perform computation in synchronous
rounds. Each round consist of a phase of local computation and a phase of communication, in
which each pair of players is allowed to exchange O(log n) bit messages. The studies of this
model began with the MST problem: in the paper by Lotker et al.[SPAA’03, SICOMP’05] that
defines the Congested Clique model the authors give a deterministic O(log logn) round algorithm
that improved over a trivial O(log n) round adaptation of Bor˚uvka’s algorithm.
There was a sequence of gradual improvements to this result: an O(log log logn) round
algorithm by Hegeman et al. [PODC’15], an O(log∗ n) round algorithm by Ghaffari and Parter,
[PODC’16] and an O(1) round algorithm by Jurdzin´ski and Nowicki, [SODA’18], but all those
algorithms were randomized, which left the question about the existence of any deterministic
o(log logn) round algorithms for the Minimum Spanning Tree problem open.
Our result resolves this question and establishes that O(1) rounds is enough to solve the
MST problem in the Congested Clique model, even if we are not allowed to use any randomness.
Furthermore, the amount of communication needed by the algorithm makes it applicable to
some variants of the MPC model.
∗This research is supported by the Polish National Science Centre, under projects number 2017/25/B/ST6/02010
and 2019/32/T/ST6/00566.
1 Introduction and related work
In this paper, we present a simple deterministic algorithm for the Minimum Weight Spanning Tree
problem (MST) that needs only a constant number of rounds of Congested Clique.
In the Minimum Weight Spanning Tree problem, for a connected weighted input graph we have
to compute the lightest acyclic set of edges that connects all vertices of the input graph. Our result
also applies to the Minimum Weight Spanning Forest problem, in which the input graph may be not
connected and as a result we need to identify a minimum weight spanning tree of each connected
component of the input graph.
This is one of the central problems in graph algorithmics and solving it is used as a subroutine
in many more complicated algorithms. The studies on this problem began over 90 years ago and
the first algorithm for was proposed by Otakar Bor˚uvka in 1926 [NMN01].
The Congested Clique model was introduced by Lotker et al. [LPPSP03, LPPP05] in a paper
that also studies the MST problem – more precisely the authors study the MST problem in a
distributed model of computing (CONGEST), with an assumption that the communication network
is a clique – the name Congested Clique was coined only in some later papers. This makes the
MST problem not only a possibly useful subproblem to be solved, but also a core problem that was
studied basically since the conception of the Congested Clique model [LPPP05, HPP+15, GP16,
Kor16, JN18].
1.1 Congested Clique model
The Congested Clique is a model of distributed (or parallel) computation, in which we have n
players (processors) performing computation in synchronous rounds. Each player corresponds to a
single vertex of the input graph, and initially knows all edges that are incident to this vertex.
A single round consists of a phase of local computation, in which all players simultaneously
perform computation, and a phase of communication, in which each pair of players can simultane-
ously exchange a pair of messages of size O(log n) bits. In other words, it is a synchronous message
passing model, in which the communication graph is a clique, the communicating players send and
receive messages simultaneously, and the number of bits in a single message is O(log n).
As a result, we usually require that some player knows the answer computed by the algorithm.
The exception are the problems for which the answer is too large to fit into memory of a single
processor; then we allow that each player needs to know only a part of the result, but there are no
general rules for this kind of problems and the specific requirements towards the output are usually
tailored to the problem.
The Congested Clique model initially was considered as a special case of the CONGEST model
in which the players may communicate only if in the input graph there is an edge between vertices
corresponding to those players. The studies of Congested Clique began with adding an assumption
that the input graph and, more importantly, the communication network in the CONGEST is a
clique. Currently, the widely accepted definition says that in Congested Clique the communication
network is a n node clique and the input is an arbitrary n vertex graph.
Besides being just a special case of the CONGEST model, Congested Clique might be used to
model the overlay networks and has ties to some models of parallel computing.
Overlay networks: Lotker et al. [LPPSP03, LPPP05] propose that Congested Clique may be a
good theoretical model to study the overlay networks: an abstraction that separates the problems
emerging form the topology of the communication network from the problems emerging from the
structure of the problem we try to solve. In other words, it allows us to study a model in which
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each pair of nodes can communicate, and we do not consider any details of how this communication
is executed by the underlying network.
Parallel Computing: Congested Clique can be also considered as a model of parallel computing,
in particular, it is closely related to the Massively Parallel Computation (MPC) model [KSV10,
HP14, BDH18]. In MPC the computation is performed by a set of machines in synchronous rounds;
each round consisting of a phase of local computation and a phase of communication. In the
communication phase each pair of machines can exchange some number of messages, as long as
each machine sends and receives a number of messages bounded by some parameter S, and total
communication is bounded by O(N), where N is the size of the input.
In the Congested Clique model, the restrictions on the number of messages that can be ex-
changed between the processors are stronger, as each pair of processors can exchange only one
message. The problem of exchanging larger amounts of messages is called the routing problem, and
some of its variants can be solved in O(1) rounds, deterministically, by the routing protocol pro-
posed by Lenzen [Len13]. More precisely, we can route all messages to their destinations whenever
this problem looks like the communication in the MPC model, i.e. when each processor is a source
and destination of O(n) messages. This immediately gives that one can simulate some variants of
the MPC model (with S ∈ O(n)) in Congested Clique.
In the remaining part of the paper, we use the Lenzen’s routing implicitly in several places, i.e.
we show that in order to perform some task, each machine needs to send and receive a batch of
O(n) messages, therefore exchanging all messages and performing this task can be done in O(1)
rounds.
The connection between the Congested Clique and MPC is bidirectional, as any algorithm
that has small communication in the Congested Clique model can be applied to the MPC model
[HP14, BDH18], for properly defined notion of small communication. The routing protocol of
Lenzen on its own requires Θ(n2) messages, no matter what is the number of messages to be send.
Therefore, each algorithm that uses it needs Θ(n2) messages in Congested Clique to be exchanged.
On the other hand, in the MPC model we get communication that is handled by the Lenzen’s
routing protocol for free. Thus, by small communication we mean that in a single round of the
Congested Clique algorithm the total number of messages that are send directly is O(n) per vertex
and O(N) in total, and the total number of messages that are send and received via routing protocol
is O(n) per vertex and O(N) in total. In other words, for the purpose of this paper we decided
to measure the communication complexity of the Congested Clique algorithms without taking into
account the cost of the routing protocol by Lenzen.
1.2 Minimum Spanning Tree problem in Congested Clique
The MST problem was studied already in the seminal paper [LPPP05] that introduced the Con-
gested Clique model. In [LPPP05] Lotker et al. study the MST problem in a distributed CONGEST
network of diameter 1 and propose an algorithm that needed only O(log log n) rounds to determine
the MST of the input graph.
The first improvement to this results came only after around 10 years, when randomized
graph sketching techniques [AGM12] were applied by Hegeman et al. [HPP+15] to obtain an
O(log log log n) round algorithm. This paper also established a O(1) round, randomized reduction
that reduces a single instance of the MST problem to several instances of the Connected Component
problems. The two next papers improved the complexity of MST algorithm by providing better
Spanning Forest algorithms that can be run in parallel: in [GP16] the authors propose a O(log∗ n)
round algorithm, and finally [JN18] shows that MST can be found in O(1) rounds.
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All those o(log log n) round algorithms are randomized and heavily rely on the sketching tech-
niques. The only alternative deterministic algorithm for the MST problem, by Korhonen [Kor16],
also has O(log log n) bound on the round complexity. Therefore, the O(1) round deterministic
algorithm we propose in this paper not only shows that the problem can be solved also in a deter-
ministic way, but provides the first improvement in the complexity of deterministic MST algorithms
since the beginning of studies on MST problem in Congested Clique model.
2 Our results
The most significant result presented in this paper is a deterministic O(1) round algorithm for the
Minimum Spanning Tree problem.
Theorem 2.1. The Minimum Spanning Tree problem can be solved deterministically in O(1) rounds
of the Congested Clique model, using O(m) communication, m is the number of edges of the input
graph.
On the top level, the algorithm is based on the reduction from a single instance of MST to
many instances of the Connected Components problem proposed by Hegeman et al. [HPP+15].
The only part of this reduction that is randomized algorithm that reduces a single instance of the
MST problem, to two instances, each with O(n3/2) edges. Here, we use that one can replace the
randomized part of this reduction with sparsification algorithm by Korhonen [Kor16].
Remark 2.2. In [Kor16] Korhonen shows that one can reduce an instance of the MST problem
to another instance of MST problem, with O(n1+ε) edges, in O(1) rounds of Congested Clique.
Therefore, it was known that this sparsification technique can be used as a part of the Hegeman et
al. reduction [HPP+15] for the Congested Clique model. For our purpose, we need to extend this
result by:
• an analysis of communication complexity that makes the sparsification technique applicable to
MPC,
• additional algorithmic tools that allow us to significantly sparsify the input graph in O(1)
rounds, even if the input graph is already sparse.
As in the case of [GP16, JN18] the key contribution that leads to improvements for the MST
problem is an algorithm that solves the Spanning Forest problem (and by extension the Connected
Components problem) that can be run efficiently in parallel.
Theorem 2.3. The Spanning Forest problem can be solved deterministically in O(1) rounds of the
Congested Clique model, using O(m) communication, where m is the number of edges of the input
graph.
To obtain this result, we propose a rather straightforward extension of the sparsification tech-
nique by Korhonen [Kor16], which we combine with an approach based on some newly discovered
properties of a deterministic part of the algorithm proposed by Jurdzin´ski and Nowicki [JN18, JN17].
We give an algorithm that is a proof of Theorem 2.3 in Section 4.
In our algorithm for the Minimum Spanning Tree problem, apart from the communication
following from the Lenzen’s routing protocol, every processor needs to send and receive only O(n)
messages. Furthermore, the total number of messages that are exchanged in a single round is
O(m). Therefore, our MST algorithms can be implemented in the MPC model with O(n) memory
per machine and O(m) global memory.
3
Corollary 2.4. The Minimum Spanning Tree problem can be solved deterministically in O(1)
rounds of the MPC model that uses O(m) global memory and O(n) memory per machine, where n
is the number of vertices and m is the number of edges of the input graph.
2.1 Structure of the remaining part of this paper
In Section 3 we present a variant of Korhonen’s sparsification technique that is adjusted to our
needs. Then, in Section 4 we present the algorithm for the Spanning Forest problem. Finally,
in Section 5 we briefly explain how the algorithm for the Spanning Forest problem can be run in
parallel to fit into the reduction by Hegeman et al. [HPP+15].
3 Deterministic Sparsification in the Congested Clique
In this section we present a variant of the sparsification technique by Korhonen [Kor16] that can
be applied to sparser graphs. Furthermore, we show that the communication complexity of this
algorithm is O(m).
Lemma 3.1. There is a deterministic, O(1) round Congested Clique algorithm, using O(m) mes-
sages that reduces an instance of the MST problem on a graph with n vertices and m edges to an
instance of the MST problem that has O(n) vertices and O(√mn) edges.
The remaining part of this section is a proof of Lemma 3.1. In Section 3.1 we recall the spar-
sification algorithm by Korhonen. Then, in Section 3.2, we show a preprocessing that allows us to
use Korhonen’s algorithm to get the result claimed in Lemma 3.1.
Remark 3.2. Our variant of the sparsification algorithm, if executed as in the paper by Korhonen,
needs only O(log log∆A) rounds to complete computation, where ∆A is an average degree of the
input graph.
Remark 3.3. The sparsification algorithm never uses that the input graph is connected, therefore it
can be applied to the Minimum Spanning Forest problem. Furthermore, one can ignore the weights of
the graph, which makes the sparsification algorithm applicable also to the Spanning Forest problem.
3.1 Deterministic Sparsification via ∆–partitions
A ∆–partition 1 of the graph G = (V,E)is a partition of V into disjoint sets V1, V2, . . . , V∆, such
that
• for each i, |Vi| ∈ O(n/∆),
• for each i, j2, |{{u, v} |u ∈ Vi, v ∈ Vj, {u, v} ∈ E}| ∈ O(n/∆).
One of the useful properties of ∆–partition is that a graph with ∆-partition has only O(n∆) edges.
This bound holds, because we have only ∆2 pairs of sets Vi, Vj , and for each such pair there are at
most O(n/∆) edges, which in total gives ∆2 · O(n/∆) = O(n∆) edges.
The main contribution of the paper by the Korhonen [Kor16] is an O(1) round deterministic
Congested Clique algorithm that given a graph with ∆–partition computes a graph with a
√
∆–
partition, while preserving all edges of the minimum spanning tree of the input graph. We state
this algorithm as Algorithm 1.
Firstly, we recall some properties of the sparsification technique by Korhonen (Lemma 3.4),
then we discuss its implementation in Congested Clique.
1This notion of ∆–partition corresponds to the notion of ε–partition from the paper by Korhonen, with ∆ = nε.
2note that this also includes i = j
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Algorithm 1: Sparsify(G = (V,E), ∆–partition)[Kor16]
1 let V ′i =
⋃i√∆
j=(i−1)
√
∆+1
Vj
2 partition the edges in such a way that for all i ≤ j the edges
Ei,j =
{
{u, v} | u ∈ V ′i , v ∈ V ′j , {u, v} ∈ E
}
are in the memory of a single processor
3 for all i ≤ j compute a minimum spanning forest Fi,j of a graph consisting of edges Ei,j
4 return graph (V,
⋃
i,j edges of Fi,j) with partition V
′
1 , . . . , V
′√
∆
Lemma 3.4. [Kor16] Algorithm 1 returns a graph G′ with a
√
∆–partition, such that the minimum
spanning tree of G′ is also the minimum spanning tree of G.
Proof. To claim that we preserve minimum spanning tree we use the cycle property[Tar83]. This
property says that any edge that is the heaviest edge on some cycle in a graph G cannot be in the
minimum spanning tree of G. Here, we firstly observe that if an edge {u, v} does not belong to the
minimum spanning forest of Ei,j, then u and v have to be connected over the edges of Ei,j , and
{u, v} is heavier than all the edges on the path connecting u and v. Therefore, there exists a cycle
in G such that the edge {u, v} is the heaviest edge in this cycle. Hence, {u, v} cannot belong to
the minimum spanning tree of G.
To justify the claim that the obtained partition is a
√
∆–partition we only need to give a bound
on the number of edges between the sets V ′i , V
′
j that are preserved. For a pair of sets V
′
i , V
′
j we
only keep the edges from Fi,j . Since
∣∣∣V ′i ∪ V ′j
∣∣∣ ∈ O(n/√∆), the size of the spanning forest Fi,j on
vertices from V ′i ∪ V ′j is also O(n/
√
∆). This concludes the proof of Lemma 3.4.
Congested Clique implementation of Algorithm 1: The partition of vertices into sets depends
only on the identifiers of vertices, therefore it can be carried out locally. To compute the spanning
forests of Ei,j , Korhonen proposed that each pair i, j gets a dedicated vertex of the clique (we call
such vertex a coordinator), which gathers all edges of Ei,j and computes its minimum spanning
forest in the local memory. To show that this implementation can be carried out, it is enough to
show that |Ei,j | ∈ O(n).
The set of vertices incident to edges of Ei,j consists of O(
√
∆) sets Vα, Vα+1, . . . , Vα+Θ(
√
∆), that
are part of a ∆–partition of the graph. By definition of ∆–partition there are at most O(n/∆)
edges between vertices from sets Vα1 , Vα2 , for any α1, α2 ∈ {α,α + 1, . . . , α +Θ(
√
∆)}. Therefore,
|Ei,j | ∈ O((
√
∆)2) · O(n/∆) = O(n).
Our observation is that, in order to carry out the implementation of this step, we need only
O(m/n) coordinator vertices, rather than Θ(∆2). The reason is that each edge of the graph ends
up being a member of Ei,j for exactly one pair i, j. Therefore, the total size of the sets of edges we
have to gather is O(m), and the maximal size is still O(n). Hence, O(m/n) coordinator vertices are
enough to store the edges in all sets Ei,j . The assignment of pairs i, j to processors can be done,
for example, by a parallel prefix computation, i.e. for each pair i, j we compute
∑
(i′,j′)≤(i,j)
∣∣Ei′,j′
∣∣
which is enough to compute the ID of processor that needs to handle Ei,j.
3.2 Obtaining a graph with an O(m
n
)–partition
In this subsection, we provide a simple preprocessing that transforms an n vertex, m edge graph G
to an O(n) vertex, O(m) edge graph G′ with an O(m/n)–partition, such that knowing the edges of
the MST of G′ allows us to identify the edges of the MST of G. Applying Algorithm 1 on G′ gives
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us a graph with an O(√(m/n))–partition, hence having only O(√mn) edges, which concludes the
proof of Lemma 3.1.
Initial reduction: Firstly, we transform a graph G with n vertices, m edges, average degree
∆A = 2m/n into a graph G
′ with O(n) vertices, and maximal degree ∆A + 2, in such a way that
computing the edges of the MST of G′ allows to identify the edges of the MST of G. To obtain G′,
we split each vertex with degree δ > ∆A into ⌈δ/∆A⌉ vertices of degree at most ∆A+2, connected
by a path (consisting of newly introduced path edges). To each new vertex we assign at most ∆A
edges corresponding to the edges in the original graph and at most 2 path edges. To the introduced
path edges we assign a weight that is smaller than all weights in the input graph.
Initial reduction – implementation: Here, we discuss an implementation of the initial reduction
that is suitable for Congested Clique and MPC. To obtain a partition of vertices into vertices of
degree at most ∆A + 2, it is enough to gather all degrees of vertices in the memory of a single
processor. This processor then decides for each vertex what is the number of vertices it has to
be splitted into, and assigns the IDs to the newly created vertices. We assign the new IDs in a
way that each vertex gets splitted into several vertices that get new IDs that form a sequence of
consecutive numbers. This allows to communicate the number of vertices and their identifiers as
two messages: one that is the number of vertices to be created, and the other that is the smallest
ID of a created vertex. Therefore, the total number of messages needed to be send by the processor
that computes the splitting is O(n), and sending those messages to appropriate processors be done
in O(1) rounds.
Initial reduction – preserving MST: Here, we explain that we can compute the edges of the
MST of G out of the edges of the MST of G′. Let us consider an execution of Kruskal’s algorithm
on G′. The Kruskal’s algorithm considers the edges from the lightest to the heaviest, hence it
considers all the path edges created by the initial reduction before the edges that correspond to
the edges of G. After processing all the path edges it computes a set of connected components that
correspond to the vertices of G. The remaining edges correspond to the edges of G, and all edges
included in the MST of G′ from this point correspond to the edges of the MST of G. In other
words, removing all edges of the MST that are the path edges introduced by the initial reduction
leaves only the edges that correspond to the edges of MST of G.
Initial reduction – the number of vertices: Here, we show the bound on the number of vertices
of G′. We can think that the protocol assigning the edges to the new vertices assigns them greedily,
i.e. all but last vertex is incident to ∆A edges corresponding to the edges of the input graph.
Therefore, we have at most n new vertices with degree < ∆A. Furthermore, having more than 2n
new vertices of degree ∆A would imply that in the original graph G the sum of degrees had to be
larger than 2n∆A = 2n
m
n . This is impossible as the sum of degrees in any graph is 2m. Therefore,
in the obtained graph we have at most 3n vertices with maximal degree no larger than ∆A + 2.
Computing O(mn )–partition: Here, we provide an algorithm that computes a O(mn )–partition
for the graph G′ obtained by the initial reduction. To that end, we use a slightly modified variant
of Algorithm 1. As an input we take a graph with degree bounded by ∆A + 2, and we change the
first line to define sets V ′i as an arbitrary partition of V , such that each |V ′i | ∈ O(n/∆A). The
remaining part of the algorithm remains unchanged. The claim is that executing this variant of
the algorithm on G′ gives us a graph with
(O(∆A) = O(mn )
)
– partition.
The guarantees for the resulting graph follow from exactly the same analysis as that we have
for Algorithm 1. To show that the algorithm can be implemented, it is enough to show that
|Ei,j | ∈ O(n). Since we required that for each i, |Vi| ∈ O(n/∆), and the maximal degree is ∆A+2,
the total number of edges incident to vertices in Vi ∪Vj is bounded by O(n/∆A) · (∆A+2) ∈ O(n).
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Since Ei,j consists only of the edges that are incident to Vi ∪ Vj , |Ei,j| ∈ O(n). The argument that
explains why all edges of the MST are preserved remains unchanged.
The only additional remark, regarding the algorithm that computes an O(mn )–partition for G′,
is that a single processor may simulate several vertices of G′. This could potentially lead to the
case in which a single processor has to send or receive ω(n) messages. However, the number of
messages that have to be sent to the coordinators and received from the coordinators is bounded
by the degree of the vertices that are simulated by a single processor. Since the sum of degrees of
all vertices simulated by a single vertex of degree δ is at most δ+2 · δ/∆A ≤ 3δ, the overall number
of messages to be send by a single vertex increases only by a constant factor, and communication
still can be executed in O(1) rounds.
4 Deterministic algorithm for the Spanning Forest problem
In this section we propose an O(1) round deterministic algorithm that solves the Spanning Forest
problem in Congested Clique and MPC models.
Theorem 2.3. The Spanning Forest problem can be solved deterministically in O(1) rounds of the
Congested Clique model, using O(m) communication, where m is the number of edges of the input
graph.
The remaining part of this section contains a proof of Theorem 2.3. In the paper [JN18], we
apply Lemma 4.2 to reduce a single instance of a Spanning Forest problem to two instances:
• an instance that consists only from vertices that, in the input graph, have degree smaller than
s (although it does not necessarily contains all such vertices),
• an instance for which we know a partition into at most n/s connected components.
For graphs that are almost regular, i.e., in which all vertices have degree Θ(δ), for some parameter
δ, an algorithm based on Lemma 4.2 together with sparsification algorithm from Lemma 3.1 can
solve the Spanning Forest problem.
Using the algorithm based on Lemma 4.2 we can compute a partition into Ω(n/δ) components.
This is because setting s ∈ Θ(δ) to be smaller than minimum degree leaves the first instance empty,
and for the second instance it gives a partition into O(nδ ) connected components.
Definition 4.1. Let C = C1, C2, . . . be a partition of vertices of a graph G = (V,E) into connected
components. The component graph GC is a graph in which the set of vertices corresponds to the
set of components from C, and set of edges consists of edges of G that are between the components
from C, that is for each edge {u, v} such that u ∈ Ci and v ∈ Cj such that i 6= j there is an edge
between the vertices of GC corresponding to Ci and Cj .
Let Cδ is a partition into components obtained by the algorithm based on Lemma 4.2, GCδ is
a graph with O(n/δ) vertices and O(nδ) edges. Therefore, an application of Lemma 3.1 on GCδ
gives us a graph with O(√nδnδ
)
= O(n) edges. Such graph can be gathered in the local memory
of a single processor, and this processor can compute a spanning forest locally.
In this section, we show how to extend this approach to handle graphs that are not necessarily
almost regular. In Section 4.1 we give a statement and a proof of Lemma 4.2. Then, in Section 4.2,
we present a few observations about the graph obtained by an application of Lemma 4.2. Those
observations, when combined with sparsification algorithm from Lemma 3.1, prove Theorem 2.3.
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4.1 A technique reducing the number of components
In this subsection we recall a simple lemma from [JN18, JN17] that allows us to compute a partition
into connected components with the following property: a vertex of degree δ is a member of a
connected components of size at least δ + 1.
The algorithm that computes such partition has two stages. In each stage, for each vertex
we choose a single edge. In the first stage, for each vertex v we select an edge connecting v to a
neighbour with the highest degree. Then, in the second stage, if there are some edges incident to
v that were not used in the first stage, we select for each v one of those edges. Then we compute
connected components of a graph consisting of selected edges. We state a more precise formulation
of this algorithm as Algorithm 2.
Algorithm 2: REDUCE COMPONENTS
Input: A graph G
Output: A set of connected components C
1 each vertex v marks an edge connecting it to a neighbour with the highest degree (break ties
towards higher ID)
2 each vertex v notifies all neighbours, whether the edge between them was marked
3 each vertex v marks an edge connecting it to a vertex u that did not mark the edge {u, v} (if
such u exists)
4 each vertex v sends the marked edges to the coordinator vertex
5 the coordinator vertex computes the connected components using gathered edges
Lemma 4.2. [JN18, JN17] After execution of Algorithm 2, a vertex that has degree δ becomes a
member of a component of size at least δ + 1.
Proof. Consider a vertex v and let u be the vertex with the lexicographically largest (degree(u),
ID(u)) in the connected component of node v. We claim that all neighbors of u in the original
graph are in the same connected component. Otherwise, u has neighbors that did not choose u in
the first step; let w be the neighbor among these that u chose in the second step. Node w chose to
connect to some other vertex u′ such that (degree(u′), ID(u′)) > (degree(u), ID(u)). But now u is
connected to u′ and the existence of such a node u′ in this component is in contradiction with the
choice of u. Thus, all neighbors of u are in the same component, which means that this component
has at least degree(u) + 1 ≥ degree(v) + 1 vertices.
4.2 Beyond the almost regular graphs
In this subsection we propose an algorithm for the Spanning Forest problem. It consists of three
main parts.
• The first part of the spanning forest algorithm is to run Algorithm 2 on the input graph G
to obtain a set of connected components C.
• In the second part, the algorithm computes a partition of the component graph GC into edge
disjoint graphs G1, G2, . . . that have some desired properties, which we define in the later part
of this subsection. Then, the spanning forest algorithm executes the sparsification algorithm
from Lemma 3.1 on graphs Gi, for all i in parallel.
• Finally, in the third part, the algorithm gathers the edges that span the components from GC
together with all remaining inter component edges in the memory of a single processor, and
this processor then computes the spanning forest of G.
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We discuss the first part in Section 4.1 and the sparsification algorithm in Section 3.1. Here we
focus on putting those building blocks together. We provide a pseudocode of the Spanning Forest
algorithm in Algorithm 3.
Algorithm 3: SPANNING FOREST
Input: A graph G
Output: A spanning forest of G
1 C ← run Reduce components(G)
2 partition GC into edge disjoint G1, G2, . . . with properties stated as Fact 4.3 and Fact 4.4
apply sparsification alg. from Lemma 3.1 on Gi, for all i in parallel
3 gather all remaining inter component edges together with the edges used for computing C in
a memory of the coordinator
4 the coordinator computes the spanning forest using gathered edges
The algorithm we propose is based on the intuition that applying Lemma 4.2 should cause a
significant reduction of the number of connected components in some sufficiently dense subgraphs.
We show that one can partition the edges of GC in such a way that, after an execution of the
sparsification algorithm from Lemma 3.1 on each part of the partition
• we obtain a graph with O(n) edges in total
• all edges of some spanning forest of the input graph are preserved
Let C = C1, C2, . . . are the connected components obtained by Algorithm 2 applied on a graph
G. We define:
• |Ci| to be a weight of vertex vi ∈ GC that corresponds to Ci,
• Vj as a set of vertices of GC of weight at least 2j−1 and less than 2j ,
• xj be a sum of weights of vertices in Vj,
• y ∈ O(log n) be the maximal index of a non empty Vj.
Let us consider graphs G1, . . . , Gy , where Gi is defined as follows. The set of vertices of Gi
consists of vertices in Vi and all vertices from
⋃y
j=i Vj that are neighbours of vertices of Vi. The
set of edges of Gi consists of the edges of G have at least one endpoint in Vi and other in
⋃y
j=i Vj .
Below we make two observations regarding graphs Gi, stated as Fact 4.3 and Fact 4.4.
Fact 4.3. The number of edges of Gi is smaller than xi2
i.
Proof. By definition, each edge of Gi has an endpoint in set Vi, which consists of vertices that have
weight less than 2i. In other words, each vertex in Vi corresponds to a component computed by
Algorithm 2 that has size less than 2i. By Lemma 4.2, all vertices that are in such components have
degree smaller than 2i. The number of the vertices of the original graph that form the components
corresponding to the vertices in Vi is xi. Therefore, the total number of edges incident to those
vertices is smaller than xi2
i.
Fact 4.4. The number of vertices of Gi is at most
1
2i
∑y
j=i xj/2
j−1−i.
Proof. By definition, the vertices of Vi have weight at least 2
i−1, which means that each vertex
from Vi corresponds to a component computed by Algorithm 2 of size at least 2
i−1. Since xi is
exactly the number of the vertices of the original graph that form components corresponding to
the vertices in Vi, the total number of vertices of GC in Vi is at most xi/2i−1. By definition,
the set of vertices of Gi consists only of vertices from
⋃y
j=i Vj , hence it cannot be larger than∑y
j=i xj/2
j−1 = 1
2i
∑y
j=i xj/2
j−1−i.
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Reduction of the number of edges: After execution of Algorithm 2, Algorithm 3 obtains a set
of O(log n) graphs G1, G2, . . . , Gy with properties stated as Fact 4.3 and Fact 4.4. The next step of
Algorithm 3 is to execute the algorithm from Lemma 3.1 to all graphs G1, G2, . . . , Gy , in parallel.
Let GR1 , G
R
2 , . . . , G
R
y be a set of obtained graphs.
Lemma 4.5. The total number of edges in GR1 , G
R
2 , . . . , G
R
y is O(n).
Proof. Using Facts 4.3 and 4.4 we have that an execution of the algorithm from Lemma 3.1 on Gi,
gives a reduced graphGRi with the number of edges that can be bounded byO
(√
xi2i · 12i
∑y
j=i xj/2
j−1−i
)
.
The expression under the O notation can be bounded as follows.
√√√√xi2i · 1
2i
·
y∑
j=i
xj/2j−1−i ≤
√√√√√


y∑
j=i
xj/2j−1−i

 ·


y∑
j=i
xj/2j−1−i

 =
y∑
j=i
xj/2
j−1−i
Therefore, the total number of edges in all reduced graphs is O(∑yi=1
∑y
j=i xj/2
j−1−i). To give the
desired bound on this sum, we look on the contribution to the sum from the point of view of the
vertices from Vj . More precisely, the set Vj contributes something only to the sums that start with
such indices i that i ≤ j. The amount Vj contributes to the sum starting with the specific i is at
most xj/2
j−1−i. We observe that all contributions of a single set Vj form a geometric series and
this observation allows us to get the desired bound. The following rearrangement of the summation
corresponds to this change of the point of view argument:
O


y∑
i=1
y∑
j=i
xj/2
j−1−i

 =O


y∑
j=1
j∑
i=1
xj/2
j−1−i

 =O


y∑
j=1
4xj

 = O(n)
The final step: The spanning forest algorithm [Algorithm 3] executes Algorithm 2 to find a par-
tition into several component graphs, on which we apply sparsification algorithm from Lemma 3.1.
As a result we obtain a set of O(n) inter component edges, that contains all edges of some spanning
forest of the component graph.
To obtain a spanning forest of the input graph it is sufficient to gather in the memory of a single
processor
• all remaining inter component edges, i.e., all edges that we get as a result of an execution of
the algorithm from Lemma 3.1 on graphs Gi, for all i,
• all edges used in Algorithm 2 .
Then, this processor can compute the spanning forest of the input graph G, by computing the
spanning forest of the graph G′ consisting of the gathered edges.
To see that a spanning forest of G′ is also a spanning forest of G, let us take a closer look on
the edges of G′. The edges used in Algorithm 2 provide that any two vertices of G that after the
execution of Algorithm 2 are in a single component of C are connected by a path in G′. Adding the
inter component edges to the edges used in Algorithm 2 provides that any two vertices that are in
a single connected component in G, but in different components in C, are connected by a path in
G′. Therefore, any two vertices that are connected by a path in G are also connected by a path in
G′. Thus, a spanning forest of G′ is also a spanning forest of G.
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4.2.1 Congested Clique implementation
So far, Section 4 discuss the building blocks of Algorithm 3. Here, we show that this algorithm can
be executed in the Congested Clique model and in the MPC model, i.e., we discuss an implemen-
tation of each step of Algorithm 3.
Firstly, Algorithm 2 can be clearly implemented in Congested Clique, as it requires only commu-
nication over the edges of the input graph, and one coordinator vertex that computes the partition
into connected components. After that, each vertex knows the edges which belong to Gi, for each
i ≤ y.
Then, we need to run several instances of sparsification algorithm from Lemma 3.1 in parallel.
There are two parts that we need to address:
• an execution of the initial reduction that reduces the maximal degree to average degree, in
parallel;
• an execution of many instances of algorithm Algorithm 1 in parallel.
Those two parts are the only parts of our Spanning Forest algorithm that have a non trivial
implementation. Therefore we address it only after we explain the implementation of the final step.
The final part of the Algorithm 3 can be implemented trivially. The total number of edges of
G′ is 2n +O(n) = O(n). Therefore, we can gather them in the memory of a single processor in a
constant number of rounds.
Initial reduction for a component graph, in parallel: The initial reduction from Section 3.2
is defined for a graph, and here we need to apply it on the graphs G1, G2, . . . , Gy. To recall, the
vertices of G1, G2, . . . , Gy correspond to the connected components C = {C1, C2, . . . , } of G. Let us
consider a single Gi. The problem we face here it that a single vertex of Gi may consist of many
vertices of G. Therefore, it is possible that a single processor does not see all the edges that are
incident to a single vertex of Gi.
Still, we claim that the partition of high degree vertices of Gi into vertices of degrees at most
∆A + 2 can be executed almost as for a normal graph. In the first step, each vertex v of G counts
the incident edges that belong to Gi, and connect v to some other component of C. Then, v sends
this number (let us call it the Gi-degree of v), together with a number j, such that v ∈ Cj , to the
coordinator processor.
The processor that knows the Gi-degrees of all vertices of G, and for each vertex of G knows
the ID of its component in C, can compute the degree of the vertices in Gi. Then, as in the case
of normal graphs, for each vertex of Gi the coordinator can compute the number of parts it has to
be splitted into.
Let us consider a case, when the coordinator needs to split a vertex of Gi that corresponds to
the component Cj into some number of new vertices. Let {v1, v2, . . . , vk} be the vertices of G that
are in Cj. Then, the coordinator needs to compute an assignment of vertices {v1, v2, . . . , vk} to the
splitted vertices. This can be done in a greedy way.
To picture the greedy assignment, we can imagine that a vertex of degree δ is a block of height
1 and length δ. Then, we put together the blocks of all vertices {v1, v2, . . . , vk}, creating one long
block of height 1 and length that is the degree of Cj in Gi. Then, we split this long block into
pieces of length ∆A (the last one may be shorter). Each of the pieces corresponds to a single vertex
of the low degree graph that we want to compute.
Now, the coordinator needs only to notify all vertices of G which pieces overlap with their block.
Furthermore, for the first and last overlapping piece, the coordinator needs to specify the size of
the overlap.
For each vertex, the information (ID and overlap size) about the first piece, the last piece and
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the number of pieces that are neither first or last, can be encoded on 4 messages (ID of the first
piece, overlap with the first piece, ID of the last piece, overlap with the last piece). Therefore, the
coordinator has to send at mist O(1) messages per vertex, and O(n) messages in total.
Then, the vertices of G locally assign particular edges to particular pieces. For each edge,
the processor exchanges the assignment with the processor that holds the other endpoint of the
edge. This way, for each edge e both processors holding e know the new IDs of the endpoints of e.
Therefore, it is possible to determine Ei,j ∋ e which is enough to run Algorithm 1.
To show that this algorithm can be executed in parallel, for all Gi simultaneously, it is enough
to show that any vertex does not need to send too many messages. Since there are only O(log n)
instances, and a single vertex sends at most O(1) messages to a coordinator, the communication
per vertex is O(log n). Furthermore, we can bound the total communication by O(m) – this follows
from that a message is sent by a vertex v to the coordinator of the ith instance only if there is an
edge incident to v in Gi. Since Gi are edge disjoint, and we have at most two messages per edge,
the total number of messages is O(m).
Algorithm 1 in parallel: To explain that Algorithm 1 can be executed for all Gi simultaneously,
in parallel, we use a similar argument as for the initial reduction. The number of messages that
are send by a single vertex of G in the instance of Algorithm 1 for the graph Gi is proportional
to its Gi-degree. Therefore, even though a single vertex may participate in many instances of the
algorithm, the total number of messages it sends cannot be larger than the sum of degrees of all
vertices that it simulates. Since the instances are edge disjoint, it is O(n) per vertex.
On the coordinator side, nothing changes with respect to the original analysis of Algorithm 1,
as each coordinator receives O(n) edges. Furthermore, since the initial reduction increases the
number of edges at most by some constant factor, the number of coordinators remains O(m/n).
To summarize, we have that any processor sends and receives O(n) messages and the total
number of messages is O(m). Therefore, the parallel execution of Algorithm 1 can be carried out
in Congested Clique and its communication complexity is O(m).
5 The Algorithm for the Minimum Spanning Tree problem
In this section we show that our algorithm for the Spanning Tree problem can be applied to the
Minimum Spanning Forest, proving Theorem 2.1.
Theorem 2.1. The Minimum Spanning Tree problem can be solved deterministically in O(1) rounds
of the Congested Clique model, using O(m) communication, m is the number of edges of the input
graph.
We prove Theorem 2.1 using Lemma 3.1 and Theorem 2.3. Firstly, let us recall the reduction
from a single instance of the MST problem to several instances of the Connected Components
problem [HPP+15]. More precisely, we give a variant of this reduction that is deterministic, as it is
based on the deterministic sparsification algorithm from Lemma 3.1 rather than on the randomized
sparsification technique by Karger et al. [KKT95].
Lemma 5.1. There is a deterministic, O(1) round Congested Clique algorithm that reduces the
problem of computing the MST of an n vertex, m edge graph G to O(
√
m/n) independent instances
of the Connected Components problem, such that the total number of edges in obtained instances is
O(m).
Proof. On the top level, the reduction relies on some properties of Kruskal’s algorithm for the MST
problem. In particular, Kruskal’s algorithm uses the following property. An edge e is added to
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MST iff its endpoints belong to different connected components of the graph containing only the
edges of G that are lighter than e.
The idea proposed by Hegeman et al. [HPP+15] is as follows. Firstly, we sort the edges by
weight, using O(1) sorting algorithm by Lenzen [Len13]3. Then, we split the sorted sequence of
edges into sets E1, E2, . . . , Em/n, each of size n. For each i ∈ [1,m/n] we compute the connected
components Ci = (C1, C2, . . . ) of a graph with edges
⋃i−1
j=1Ej . To do so, we use a Connected Com-
ponents algorithm, in parallel. Then a single processor can gather Ci and Ei in the local memory,
and simulate the steps of Kruskal’s algorithm on Ei. That is, given the connected components of
graph consisting of the edges
⋃i−1
j=1Ej , this processor can process all edges of Ei, in the order from
the lightest to the heaviest. For each edge e that is processed, the processor knows the connected
components of the graph containing only the edges of G that are lighter than e. Therefore, this
processor can decide whether e belongs to the MST of G.
The only issue with using this approach in a straightforward way is that starting from m edge
graph, this gives mn instances of the Connected Components problem with total size that could
be Θ((m/n)2) · Θ(n). To bypass this issue, Hegeman et al. used a random sampling approach
proposed by Karger, Klein, and Tarjan [KKT95] that can be used to reduce a single instance of the
MST problem to two instances of this problem that have to be executed one after the other, each
of size O(√mn). Here, we replace the randomized sparsification algorithm with the deterministic
algorithm from Lemma 3.1.
For an input graph with O(√mn) edges, the reduction by Hegeman et al. [HPP+15] gives
O(
√
m/n) instances of the Connected Components problem with O((
√
m/n)2) · Θ(n) = O(m)
edges in total. Still, in the memory of the processors, we have only sets Ei, for i ∈ [1,
√
m/n],
and some of them participate in many instances of the Connected Components problem. In order
to make it clear that we can easily solve those several instances in parallel, we show that we can
duplicate some of the sets Ei, so that each instance of the Connected Components problem has its
own copy of Ei. Our goal is to have k copies of an edge that appears in k instances. This allows
us to provide a rather clean way of running the Spanning Forest algorithm in parallel.
To perform the duplication efficiently, we assign k−1 helper processors to each processor P that
holds a set of Θ(n) edges that should participate in k instances. Let Pk denotes the set consisting
of this processor and its helper processors. Duplication can be executed in two stages. In the first
stage, each processor of Pk receives from P a part of the set of edges of size Θ(n/k). In the second
stage, each processor from Pk sends the received part to all other processors in Pk.
The first step of duplication can be executed as P sends O(n) edges in total, and each processor
in Pk receives only O(n/k) messages. Then, in the second step, each processor from Pk sends
|Pk| · O(n/k) = O(n) messages. Finally, each processor in Pk receives the set of all edges that was
stored in the memory of P , and its size is Θ(n). Furthermore, since after the duplication each
helper processor keeps Θ(n) edges and the total number of edges is O(m), we need only O(m/n)
helper processors in total.
5.1 A parallel execution of many instances of the algorithm for Spanning Forest
problem
In this subsection, we show that we can solve the instances of Connected Components problem
obtained by the reduction from Lemma 5.1 using the Spanning Forest algorithm from Theorem 2.3
in parallel, which completes the proof of Theorem 2.1.
3This step uses Θ(n2) communicates, but it is only because it uses a routing protocol; if we have routing for free,
the communication complexity is proportional to the number of sorted elements
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A short argument: The Spanning Forest algorithm from Theorem 2.3 is an MPC algorithm (see
[BDH18] and our analysis of the communication complexity throughout the paper). The reduction
that reduces a single instance of the MST problem to several instances of the Connected Com-
ponents, CC 1,CC 2, . . . ,CC√m/n. The Congested Clique model can execute the MPC Spanning
Forest algorithm on all those instances in O(1) rounds.
The more precise explanation is as follows. Let mi be the size of the instance CC i. An MPC
spanning forest algorithm that solves CC i needs only O(mi) global communication and it can be
simulated in Congested Clique on O(mi/n) processors, with the help of Lenzen’s routing protocol
[Len13]. Furthermore, we can simulate several instances of the Spanning Forest algorithm, just by
assigning disjoint sets of processors to different instances of the Spanning Forest algorithm. This
is because a single instance of the Lenzen’s routing protocol can handle MPC-like communication
for all instances of the Spanning Forest algorithm, simultaneously.
Therefore, as long as the total number of processors remains O(n) and the total global com-
munication is O(n2), all instances of the MPC Spanning Forest algorithm can be executed si-
multaneously. Furthermore, the total global communication is proportional to the global com-
munication of all instances. Therefore, we can solve the instances CC 1,CC 2, . . . ,CC√m/n using∑√m/n
i=1 O(mi) = O(m) global communication.
Simulation in Congested Clique: In the remaining part of this section, for the sake of com-
pleteness, we give some details of the parallel execution of the Spanning Forest algorithm from
Theorem 2.3 in the Congested Clique model, without referring to the simulation of Congested
Clique algorithms in the MPC model.
We are given sets of edges of O(
√
m/n) graphs, with O(m) edges in total. Our goal is to
compute a representation of each of those graphs that is a vertex partition. More precisely, we
want that each processor instead of getting an arbitrary set of edges, gets a set of vertices and all
edges incident to them (that is a vertex partition of the input). For each edge the processor needs
to know the ID of a processor holding the other endpoint. Furthermore, we want to partition the
vertices in such a way that executing the Spanning Forest algorithm for all graphs in parallel can be
efficiently simulated by the processors of the Congested Clique. Basically, the goal is to partition
the vertices of all instances in such a way that:
• each processor simulates vertices that have O(n) incident edges in total,
• a processor simulating a particular vertex v in any instance of the Connected Components
problem, knows all the edges incident to v in the considered instance,
• a processor simulating a particular vertex v in any instance of the Connected Components for
each edge {v, u} knows the ID of the processor simulating u in that instance of the Connected
Components problem.
Clearly, those three properties guarantee that we can execute communication between the neigh-
bours in the simulated graphs. Furthermore, it also implies that communication with coordinators
in Algorithm 1 and Algorithm 2 can be executed efficiently.
In Algorithm 1 the number of messages that a single vertex v sends is proportional to its degree.
Since, the sum of degrees of all vertices simulated by a single processor is O(n), the total number of
the messages that the processor needs to send is also O(n). In Algorithm 2 a vertex communicates
with the coordinator, only if it has a non zero degree in the instance that uses this coordinator.
Since the instances are edge disjoint, the total number of messages send by one vertex is always no
larger than the sum of degrees of simulated vertices, which is O(n).
Partition of simulated vertices: To obtain a partition of simulated vertices allowing the parallel
execution of the Spanning Forest algorithm, we do the following. We start by copying each edge
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{u, v} twice, we create one copy for an edge outgoing from u, and one copy for an edge outgoing
from v. Then, we sort this set of edges, to assure that all edges outgoing from a single vertex v are
in the memory of a single processor (and we have that for all v simultaneously).
We can sort the edges using the O(1) round sorting algorithm [Len13], but as a result of sorting,
we do not have guarantee that for each v we see all the edges in the memory of a single processor.
If a processor with ID x does not see all edges that are incident to some vertex v, those edges are
in the memory of a processor with ID x± 1. Therefore, a a processor with ID x can communicate
with processors with ID x±1; if some two processors have the edges that are outgoing from a single
vertex v the one with smaller ID can send them to the one with larger ID, which can be done in
O(1) rounds.
From now on, a processor that holds the edges outgoing from v simulates v, and the remaining
work we have to do is to find which processors simulate the other endpoints of the edges incident
to v. To do so, we again use a sorting algorithm. To each of two copies of an edge we attach
additional information stating which processor simulates one of the endpoints. Then, we sort the
edges by the endpoints. As a result, some processor p sees two copies of the edge, each having ID
of a processor simulating one endpoint. Then, p notifies the processors simulating the endpoints of
an edge, what is the ID of a processor simulating the other endpoint.
Since as a result of sorting each processor gets O(n) edges, it has to send at most O(n) notifi-
cations. Furthermore, each processor simulates vertices of degrees that sum to O(n), therefore, it
need to receive O(n) notifications. Thus, this step can be executed in O(1) rounds.
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