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Abstract
In this paper, we present a character-based BiLSTM model for splitting Icelandic compound words, and show how varying amounts
of training data affects the performance of the model. Compounding is highly productive in Icelandic, and new compounds are
constantly being created. This results in a large number of out-of-vocabulary (OOV) words, negatively impacting the performance
of many NLP tools. Our model is trained on a dataset of 2.9 million unique word forms and their constituent structures from
the Database of Icelandic Morphology. The model learns how to split compound words into two parts and can be used to derive
the constituent structure of any word form. Knowing the constituent structure of a word form makes it possible to generate the
optimal split for a given task, e.g., a full split for subword tokenization, or, in the case of part-of-speech tagging, splitting an
OOV word until the largest known morphological head is found. The model outperforms other previously published methods when
evaluated on a corpus of manually split word forms. This method has been integrated into Kvistur, an Icelandic compound word analyzer.
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1. Introduction
Compounds are extremely common in Icelandic, account-
ing for over 88% of all words in the Database of Icelandic
Morphology (DIM) (Bjarnadóttir, 2017; Bjarnadóttir et al.,
2019). As compounding is so productive, new compounds
frequently occur as out-of-vocabulary (OOV) words, which
may adversely affect the performance of NLP tools. Fur-
thermore, Icelandic is a morphologically rich language with
a complex inflectional system. There are 16 inflectional cat-
egories (i.e., word forms with unique part-of-speech (PoS)
tags) for nouns, for adjectives 120, and for verbs 122, ex-
cluding impersonal constructions. The average number of
inflectional forms per headword in DIM is 21.7. Included
in this average are all uninflected words as well inflectional
variants, i.e., dual word forms with the same PoS tag.
Compounds are formed by combining two words, which
may be compounds themselves. The former word is known
as a modifier and the second as a head, assuming binary
branching (Bjarnadóttir, 2005). Theoretically, there is no
limit to how many constituents a compound can be com-
posed of, although very long words such as uppáhald-
seldhúsinnréttingaverslunin ‘the favorite kitchen furniture
store’ (containing 7 constituent parts) are rare. The con-
stituent structure of a compound word can be represented
by a full binary tree, as shown in Figure 1.
Compound splitting, or decompounding, is the process of
breaking compound words into their constituent parts. This
can significantly reduce the number of OOV words for
languages where compounding is productive. Compound
splitting has been shown to be effective for a variety of
tasks, such as machine translation (Brown, 2002; Koehn
and Knight, 2003), speech recognition (Adda-Decker and
Adda, 2000) and information retrieval (Braschler et al.,
2003).
In this paper, we present a character-based bidirectional
long short-term memory (BiLSTM) model for splitting Ice-
landic compound words, and evaluate its performance for
heildarraforkuþörf
‘total electric energy requirement’
heildar
‘total’
raforkuþörf
‘electric energy requirement’
raforku
‘electric energy’
raf
‘electric’
orku
‘energy’
þörf
‘need’
Figure 1: The constituent structure of an Icelandic com-
pound word consisting of four constituent parts.
varying amounts of training data. Our model is trained on
a dataset of 2.9 million unique word forms and their con-
stituent structures from DIM. The model learns how to split
compound words into two parts and can be used to derive
the constituent structure of any word form. The model out-
performs other previously published methods when evalu-
ated on a corpus of manually split word forms. Our method
has been integrated into Kvistur, an Icelandic compound
word analyzer. Finally, preliminary experiments show that
our model performs very well when evaluated on a closely
related language, Faroese.
2. Compounding in Icelandic
In Icelandic, any of the open word classes can be combined
to form a compound, although some combinations are more
productive than others (noun-noun compounding, in par-
ticular). The DIM contains a total of 2.9 million unique
inflected forms, of which approximately 2.5 million are
compounds. Fully split, these compounds are composed of
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169,000 distinct compound parts, with 146,000 functioning
as heads and 40,000 as modifiers, with some overlap (Daða-
son and Bjarnadóttir, 2014). The figures are for word forms,
not lemmas, and the discrepancy in numbers is due to the
fact that the heads of compounds are inflected, whereas the
modifiers rarely are (Bjarnadóttir, 2017).
Any word form can, in theory, appear as a head, and
a compound always has the same grammatical features
as its head. The form of modifiers is much more re-
stricted, as reflected by the compound part frequencies in
the DIM. Nominal modifiers are mostly limited to stems
(e.g., fótbolti ‘football’, fótur ‘foot’ + bolti ‘ball’) and
inflected forms in the genitive case, singular or plural
(e.g., umferðarskilti ‘traffic sign’, umferð ‘traffic’ + skilti
‘sign’). Less commonly, they may appear in the dative
case (e.g., snæviþakinn ‘snow covered’, snær ‘snow’ +
þakinn ‘covered’), and they can also contain linking ele-
ments (e.g., hæfnispróf ‘aptitude test’, hæfni ‘competency’
+ próf ‘test’). Modifiers of other word classes are similarly
restricted (Bjarnadóttir, 2002).
3. Related Work
Brown (2002) presents a method for splitting compound
words using a bilingual dictionary between a compounding
and a non-compounding language. This method identifies
cognates, such as “Abdominalangiographie” in German and
“abdominal angiography” in English, finding the split that
maximizes the similarity between the constituent parts of
the compound and the words in the non-compound.
Koehn and Knight (2003) find all ways that a potential com-
pound word can be split into a sequence of known words,
optionally joined by linking elements and inflectional suf-
fixes. Each split is scored by the geometric mean of the
word frequencies of its constituent parts. Additionally, PoS
tags and a translation dictionary are used to filter out im-
plausible splits. When evaluated on a collection of 3,498
German words that have been manually split, this method
achieves a precision of 93.8% and a recall of 90.1%.
Schiller (2005) uses a morphological analyzer to find all
possible splits for a given word. Each constituent part is
weighted by its frequency in a morphologically annotated
corpus. The probability of each potential split is calculated
as the product of those weights. This method achieves a
precision of 97.7% and a recall of 99.1%, when evaluated
on a corpus of 30,891 compounds from German news arti-
cles.
Riedl and Biemann (2016) propose an unsupervised
method for compound splitting based on distributional se-
mantics. Their method finds the split which maximizes
the semantic similarity between the compound parts and
the compound itself. The method achieves a precision of
96.1% and a recall of 88.1%, when evaluated on a set of
158,653 German nouns from newspaper articles.
Tuggener (2018) evaluates various neural network architec-
tures, both supervised and unsupervised, for splitting Ger-
man compounds. The best performance is achieved by
a model composed of an unsupervised BiLSTM network
combined with a supervised multilayer perceptron (MLP),
which obtains an accuracy of 95.1% when evaluated on a
corpus of 75,000 manually split German compounds.
3.1. Kvistur 1.0
Kvistur 1.0 is a compound word analyzer, capable of de-
termining the constituent structure of Icelandic word forms
(Daðason and Bjarnadóttir, 2014). It is trained on a large
corpus of manually split compound words from DIM. From
this corpus, Kvistur learns the probability that any two com-
pound parts can be combined to form a compound. The
probability of a previously unseen combination of con-
stituent parts is estimated from the probability of the former
part appearing as a modifier in the corpus and the second
part appearing as a head. Kvistur finds all possible ways
to split a given word into a sequence of known constituent
parts and uses these probabilities to find the likeliest con-
stituent structure. This approach achieves a precision of
97.6% and a recall of 98.0%, when evaluated on a sample
of 6,098 words from Icelandic Wikipedia articles.
One shortcoming of this method is that it cannot correctly
split a compound word if any of its constituent parts are
unknown. Additionally, it does not take any semantic in-
formation into account when estimating the probability of
two parts being combined.
The aim of the work presented in this paper is to de-
velop a neural network-based method for splitting com-
pound words, to evaluate it, and to compare it to the original
approach. This method will be integrated into Kvistur1.
4. Method
We propose a character-based BiLSTM model for splitting
compound words. For every character in an input word, the
model predicts whether it marks the beginning of the sec-
ond part of a compound (i.e., the head). The model returns
an output vector of equal length to the word form, as shown
in Table 1.
Input r a f o r k u þ ö r f
Output 0 0 0 0 0 0 0 1 0 0 0
Table 1: An example of an input word (raforkuþörf, ‘elec-
tric energy requirement‘) and the expected output vector
from the model, denoting where a binary split occurs. The
output vector for a base word would consist entirely of ze-
ros.
Each element of the vector is equal to 0, except for the el-
ement corresponding to the position where a binary split
occurs, in which case it is equal to 1. The full constituent
structure of a word form can be derived by repeatedly ap-
plying the model until no further splits can be made.
BiLSTM models have been shown to perform extremely
well on morphologically complex languages, and are used
in current state-of-the-art models for Icelandic PoS tagging
(Steingrímsson et al., 2019) and named entity recognition
(Ingólfsdóttir et al., 2019). Furthermore, character-level
embeddings capture information on the internal structure
of words and have proven to be very helpful when dealing
with OOV words, improving performance for a variety of
1Kvistur is available at https://github.com/jonfd/
kvistur
NLP tasks (Plank et al., 2016; Dos Santos and Zadrozny,
2014; Verwimp et al., 2017).
Our model uses character embeddings as input. These em-
beddings are input into a BiLSTM layer, whose output is
fed into a dense output layer, which makes a binary predic-
tion for each character. The model is shown in Figure 2.
We also evaluate a version of this model with two BiLSTM
layers.
concatenate concatenate
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Character 
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Figure 2: A representation of the model with one BiLSTM
layer, showing where the compound word raforku ‘electric
energy’ is split in two.
Tuggener (2018) evaluates various neural-network based
models for splitting compound words, the best performing
of which is an unsupervised BiLSTM model combined with
a supervised MLP. The BiLSTM model is used to monitor
the probability of an end-of-token symbol appearing after
any character within a given token sequence. This prob-
ability distribution is passed to a supervised MLP, which
is trained to identify the likeliest position of a binary split
within a given token. Our model is based on the unsuper-
vised BiLSTM model from this approach. However, our
model is fully supervised, directly predicting the likeliest
position of a binary split from the training data. With this
in mind, we replace the MLP with a simpler sigmoid acti-
vation layer.
5. Experimental Setup
In this section, we describe the datasets used in our experi-
ments and give an overview of various implementation de-
tails.
5.1. Datasets
We evaluate our model on Icelandic and German corpora
that have been manually annotated with information on how
compound words should be split.
5.1.1. Icelandic
For Icelandic, we evaluate our model using data intended
for inclusion in MorphIce (Bjarnadóttir et al., 2019), a
morphological database which will contain the constituent
structure of every word form in DIM. In total, this pre-
liminary (unpublished) version of MorphIce contains the
constituent structures of approximately 2.9 million unique
word forms, of which 2.5 million are compounds. For ev-
ery unique word form in the data, we create a single training
example consisting of the word form as input and a target
vector as output, as shown in Table 1.
We observe that there are only approximately 500 word
forms (out of 2.9 million) in the dataset with multiple con-
stituent structures. One example is heimsenda, which can
be split as heim ‘home’ + senda ‘deliver’ (‘home deliver’)
or heims ‘world’s’ + enda ‘end’ (‘apocalypse’). Further-
more, we find that converting all words forms to lowercase
does not introduce any additional ambiguity.
We use 80% of the dataset for training, reserving 10%
for validation and 10% for testing. Each set consists of a
unique set of word forms (i.e., each word form only occurs
in one of the three sets), with the exact same proportion
of base words and compounds. This means that there is
no overlap between any of the three sets, and all words in
the validation and test sets are unknown to our model. Ad-
ditionally, all inflected forms of the same word are placed
into the same set.
5.1.2. German
For German, we use approximately 75,000 compound
words from GermaNet (Henrich and Hinrichs, 2010). Each
compound has been manually annotated to indicate the po-
sition where a binary split occurs. We split the dataset into
a training, validation and test set with the same ratios as for
Icelandic.
5.2. Implementation details
We built our model using Keras2. We train using the Adam
optimizer, with a constant learning rate of 0.001. We train
our model for 100 epochs, stopping early if the validation
accuracy does not improve for 20 epochs, and select the
model with the highest validation accuracy. The character
embeddings have 128 dimensions and each BiLSTM layer
has 128 hidden units in each direction. The model accepts
40 character long words as input, with shorter words being
padded.
6. Results
In this section, we compare our proposed model against
the statistical-based method used by Kvistur 1.0, which has
been shown to achieve high accuracy for splitting Icelandic
compounds (see Section 3.1.).
Table 2 summarizes our results on the validation and test
data, showing the overall accuracy of the three models. The
accuracy is computed as the number of compounds that
were correctly split into two parts and base words that were
not split, divided by the total number of words. We find that
the BiLSTM models significantly outperform the statisti-
cal method implemented in Kvistur 1.0, with the two-layer
model performing marginally better. Additionally, we find
that the two-layer BiLSTM model obtains slightly higher
accuracy on German than reported by Tuggener (2018),
96.2% compared to 95.1%. We note, however, that al-
though we used the same corpus for training and evaluation,
we use a different data split.
Table 3 shows the accuracy of the the three models on base
words and compounds in the Icelandic test set. We observe
2https://keras.io/
Model is de
Kvistur 1.0 91.7% / 91.7% -
BiLSTM (1 layer) 97.1% / 97.1% 96.4% / 95.4%
BiLSTM (2 layers) 97.4% / 97.5% 96.6% / 96.2%
Table 2: The validation and test accuracy (respectively) of
the statistical method in Kvistur 1.0 and the BiLSTM mod-
els. Kvistur 1.0 was not evaluated on the German dataset as
it requires the full constituent structure of compound words
for training.
that in addition to a much higher overall accuracy, the BiL-
STM models are significantly less likely to mistakenly split
base words.
Model Base words Compounds
Kvistur 1.0 84.4% 92.9%
BiLSTM (1 layer) 96.2% 97.3%
BiLSTM (2 layers) 96.7% 97.6%
Table 3: The accuracy of the three models with regards to
base words and compounds in the Icelandic test set.
We also evaluate the three models in terms of precision and
recall, in a similar manner as done by Koehn and Knight
(2003). The precision is measured as the number of com-
pounds that were correctly split into two parts divided by
the total number of words that were split by the model. The
recall is measured as the number of compounds that were
correctly split into two parts divided by the total number of
compounds.
Model Precision Recall F-score
Kvistur 1.0 93.73% 92.87% 93.30%
BiLSTM (1 layer) 98.30% 97.26% 97.78%
BiLSTM (2 layers) 98.05% 97.59% 97.82%
Table 4: The precision, recall and F-score of the three mod-
els, as measured on the Icelandic test set.
The results of the evaluation show that the BiLSTM models
obtain a much higher precision and recall than the statistical
method in Kvistur 1.0. However, adding more layers to the
BiLSTM model does not appear to have a significant impact
on precision and recall.
Finally, we evaluate the two-layer BiLSTM model using
a varying amount of Icelandic and German training data.
We start off by evaluating the accuracy of our model on a
training set of 2,000 words, doubling the amount of train-
ing data thereafter. We add words to the training data
from the complete training set in a decreasing order of fre-
quency, using word frequencies from the Icelandic Giga-
word Corpus (Steingrímsson et al., 2018) and from the Ger-
man Wikipedia3. The results of this evaluation can be seen
in Figure 3.
3https://linguatools.org/tools/corpora/
wikipedia-monolingual-corpora/
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Figure 3: Accuracy of the two-layer BiLSTM model for a
varying amount of training data.
Our evaluation shows that increasing the amount of train-
ing data has a positive impact on the accuracy of our model
up to a certain point. For Icelandic, there are negligible
gains from adding more training data beyond two million
words. We also observe that our model obtains approxi-
mately 10% higher accuracy for German than for Icelandic,
given the same amount of training data. This can perhaps be
explained by the more complex morphology of Icelandic.
7. Conclusion
In this work, we presented a BiLSTM model for splitting
compound words. We evaluated it on manually annotated
corpora of Icelandic and German words and found that it
outperformed previously evaluated methods.
For future work, we intend to experiment with using con-
stituent part embeddings, derived from MorphIce, in addi-
tion to character embeddings. We also want to examine
the possibility of applying our model on other languages
using transfer learning. We note that without any addi-
tional adjustments or training, our model performs very
well on Faroese, a low-resource language that is closely re-
lated to Icelandic. In a trial run on a sample of 166 Faroese
compounds derived from the translations of Icelandic head-
words starting with “dr-” in ISLEX, an Icelandic-Faroese
dictionary, Kvistur 2.0 returned 12 errors: 6 incorrect splits
and 6 compounds that were not split. The remaining 154
compounds were correctly split. The sample was hand-
checked, but it is too small for evaluation. It should be
noted that Faroese spelling differs quite a bit from Icelandic
spelling, and so do the rules of compound formation to a
degree.
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