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Abstract—Intelligent reflecting surface (IRS) is a promising
technology to assist downlink information transmissions from a
multi-antenna access point (AP) to a receiver. In this paper, we
minimize the AP’s transmit power by a joint optimization of the
AP’s active beamforming and the IRS’s passive beamforming.
Due to uncertain channel conditions, we formulate a robust
power minimization problem subject to the receiver’s signal-
to-noise ratio (SNR) requirement and the IRS’s power budget
constraint. We propose a deep reinforcement learning (DRL)
approach that can adapt the beamforming strategies from past
experiences. To improve the learning performance, we derive a
convex approximation as a lower bound on the robust problem,
which is integrated into the DRL framework and thus promoting
a novel optimization-driven deep deterministic policy gradient
(DDPG) approach. In particular, when the DDPG algorithm
generates a part of the action (e.g., passive beamforming), we can
use the model-based convex approximation to optimize the other
part (e.g., active beamforming) of the action more efficiently.
Our simulation results demonstrate that the optimization-driven
DDPG algorithm can improve both the learning rate and reward
performance significantly compared to the conventional model-
free DDPG algorithm.
I. INTRODUCTION
Recently, intelligent reflecting surface (IRS) has been in-
troduced as a promising technology to improve energy- and
spectrum-efficiency of wireless communications [1]. It is
composed of a large array of passive scattering elements
interconnected and individually controlled by an embedded
IRS controller. The joint control of the complex reflecting
coefficients for all scattering elements, i.e., passive beam-
forming, can enhance the signal strength to the receiver [2].
The IRS’s passive beamforming along with the transceivers’
transmission control are envisioned to further improve the
network performance. An extensive survey in [3] reveals that
the IRS has already been applied in diverse network scenarios,
serving different roles in wireless communications such as the
ambient reflector, signal transmitter and even the receiver.
The use of IRS mainly aims at improving the transmission
performance in terms of signal-to-noise ratio (SNR) or spectral
efficiency [4], power consumption or energy efficiency [5], and
security enhancement [6]. The IRS can also be used to enhance
wireless power transfer [7], mobile edge computing [8], and
vehicular communications [9]. The performance maximization
of IRS-assisted wireless systems is typically formulated as a
joint optimization problem of the active and passive beam-
forming strategies, e.g., [4]–[8]. However, due to the non-
convex problem structure, the solution methods are typically
based on the alternating optimization (AO) framework with
guaranteed convergence to sub-optimal solutions. Within each
iteration of the AO framework, semidefinite relaxation (SDR)
or convex approximation are usually required to optimize
either the active or passive beamforming. As a heuristic
approach, the performance loss of the AO method can not
be known exactly and difficult to characterize precisely [5].
Besides, the optimization methods also suffer from a few
practical difficulties. Firstly, the computational complexity of
the AO method may increase significantly as the size of IRS’s
scattering elements becomes large. This makes it difficult
for practical implementation in a dynamic radio environment.
Secondly, a tractable formulation of beamforming optimization
is in fact based on an inexact system modeling, which can be
a simplification of the real system, for example, with perfect
channel information, continuous and exact phase control.
The problem reformulation or approximation further lead to
a deviated solution far from the optimum. In general, we
can expect that the model-based optimization methods only
provide a lower performance bound of the original problem.
Different from the optimization methods, machine learning
approaches are more robust against the uncertain system
models and have also been applied to IRS-assisted wireless
systems to realize the IRS’s phase control. The authors in [10]
employ a deep neural network (DNN) to map the receiver’s
location to the IRS’s optimal phase configuration in a complex
indoor environment. Similarly, the authors in [11]–[13] use
well-trained DNNs to make real-time predictions for the IRS’s
passive beamforming, which can achieve close-to-optimal per-
formance with reduced time consumption or computational
complexity compared to the SDR-based optimization methods.
However, the offline training of DNNs relies on either an
exhaustive search or the AO methods. The authors in [14]
apply the deep deterministic policy gradient (DDPG) algo-
rithm to maximize the received SNR of an IRS-assisted system
by continuously interacting with the environment. The DRL
approach is used in [15] to enhance secrecy rate against mul-
tiple eavesdroppers. The authors in [16] implement the DRL
agent at the IRS, which can observe the channel conditions
ar
X
iv
:2
00
5.
11
88
5v
1 
 [e
es
s.S
P]
  2
5 M
ay
 20
20
2and take actions based on the receiver’s feedback. Though the
DRL approach can learn the optimal strategy from scratch, it
generally has a slow learning rate to converge.
In this paper, we propose a novel DRL approach with
enhanced learning efficiency to minimize the transmit power of
the access point (AP) in an IRS-assisted multiple-input single-
output (MISO) system with uncertain channel conditions. We
firstly formulate a robust power minimization problem by
jointly optimizing the active and passive beamforming, and
then we construct a Markov decision process (MDP) to solve
it by learning from past experiences. To improve learning
efficiency, we design the optimization-driven DDPG algorithm
that integrates the model-based optimization into the frame-
work of a model-free DDPG algorithm. In particular, when
the DDPG algorithm generates a part of the action, a model-
based optimization module can be used to find the other part of
the action very efficiently. By solving an approximate convex
problem, the optimization module also provides a achievable
lower bound on the original robust problem, which guides
the DDPG algorithm to search for an optimal action more
efficiently. Our simulation results reveal that the optimization-
driven DDPG algorithm not only speeds up the learning
rate but also reduces the AP’s transmit power significantly
compared to the conventional DDPG algorithm.
II. SYSTEM MODEL
As shown in Fig. 1, the IRS with N reflecting elements
assists the information transmissions from the M -antenna AP
to the single-antenna receiver. The AP-receiver, AP-IRS and
IRS-receiver complex channels are denoted by g ∈ CM×1,
H ∈ CM×N and f ∈ CN×1, respectively. We assume that
each reflecting element can set a phase shift θn ∈ [0, 2pi] and
its magnitude ρn ∈ [0, 1] to reflect the incident RF signals.
A. SNR and Energy Budget
Let Θ = diag(ρ1ejθ1 , . . . , ρNejθN ) denote the IRS’s pas-
sive beamforming, where diag(·) denoting the diagonal matrix
given the diagonal vector. Hence the IRS-assisted equivalent
channel from the AP to the receiver is given by gˆ = g+HΘf ,
where H = [h1, . . . ,hN ] denotes the channel matrix from the
AP to the IRS. Let w ∈ CM×1 denote the AP’s beamforming
vector and s be the complex symbol with unit transmit power.
The received signal at the receiver is thus y = gˆHws + νd,
where the superscript denotes the conjugate transpose and νd
denotes the Gaussian noise with zero mean and normalized
variance. Therefore, the received SNR can be characterized as
γ(w,Θ) = ‖(g + HΘf)Hw‖2, (1)
which depends on the AP’s active beamforming w and the
IRS’s passive beamforming Θ.
We assume that each tunable chip of the reflecting element
is also equipped with an energy harvester that is able to harvest
RF energy from the AP’s beamforming signals. By tuning
the magnitudes of reflecting coefficients ρ , [ρ1, . . . , ρN ]T , a
part of the incident signal power is reflected to the receiver,
while the other part is fed to the energy harvester. Hence,
the parameter ρ is also called as the power-splitting (PS)
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Fig. 1: IRS-assisted MISO system.
ratio. To maintain the IRS’s operations, the total harvested
energy has to meet the IRS’s total power consumption. That is,
η
∑
n(1− ρ2n)‖hHn w‖2 ≥ Nµ, where η represents the power
harvesting efficiency and hn denotes the channel from the AP
to the n-th reflecting element. The IRS’s power consumption
is given by Nµ, where µ is the power consumption of a single
scattering element [17].
B. Channel Uncertainty Model
We assume that the direct channel g from the AP to the
receiver can be estimated accurately by the active receiver. In
particular, the HAP can send a known pilot information to
the receiver with fixed transmit power. Meanwhile, the IRS
switches off its reflecting elements. The channel g can be
recovered at the receiver based on the received signal samples.
However, by using the passive scattering elements, the
channels H and f have to be estimated at either the HAP
or the receiver by overhearing the channel response. We
assume that the channel H is subject to estimation errors,
i.e., H = H¯ + ∆h, where H¯ denotes the averaged estimate
and ∆h denotes the error estimate of the channel from the
HAP to the IRS. The error estimate ∆h has limited power
density, and thus we can define the uncertainty set Uh for the
AP-IRS channel H as follows:
H ∈ Uh , {H = H¯ + ∆h : Tr(∆Hh ∆h) ≤ δ2h}, (2)
where Tr(·) represents the trace operation and δh denotes
the power limit of error estimate ∆h. The estimation of the
IRS-receiver channel f has to be bundled with the AP-IRS
channel H and performed at the receiver by overhearing the
mixture of signals from the HAP and the IRS’s reflections.
By rewriting the cascaded AP-IRS-receiver channel as Hf ,
diag(f)H = [f1h1, f2h2, . . . , fNhN ], similar to (2) we can
define the uncertainty for Hf as follows:
Hf ∈ Uf , {Hf = H¯f + ∆f : Tr(∆Hf ∆f ) ≤ δ2f }, (3)
where δf denotes the power limit of the error estimate ∆f for
the reflecting channel Hf . The average channel estimate H¯f
and the power limit δf are assumed to be known in advance
by channel measurements.
3III. ROBUST ACTIVE AND PASSIVE BEAMFORMING
We aim to minimize the AP’s transmit power, denoted as
||w||2, by jointly optimizing the active and passive beamform-
ing strategies, subject to the IRS’s power budget constraint
and the receiver’s SNR requirement. Considering a practical
case that all the reflecting elements have the same PS ratio
ρ, we can decompose the optimization of ρ and the phase
vector θ = [ejθ1 , . . . , ejθN ]T . As such, we can rewrite the
IRS-assisted channel by gˆ = g + ρHfθ and then simplify
robust power minimization problem as follows:
min
w,θ,ρ
‖w‖2 (4a)
s.t. |(g + ρHfθ)Hw|2 ≥ γ1, ∀Hf ∈ Uf , (4b)
η(1− ρ2)‖HHw‖2 ≥ Nµ, ∀H ∈ Uh, (4c)
ρ ∈ (0, 1) and θn ∈ (0, 2pi) ∀n ∈ N . (4d)
The first difficulty of the non-convex problem (4) lies in that
the PS ratio ρ is coupled with the phase vector θ. Another
difficulty comes from the semi-infinite constraints in (4b)-
(4c), which have to hold for any channel error estimate in the
uncertainty set. In the sequel, we consider solving problem (4)
by using a learning-based and model-free approach that can
tolerate inaccuracies in modeling and online decision-making.
A. Deep Reinforcement Learning Approach
Deep reinforcement learning (DRL) is a combination of
deep neural networks (DNNs) and reinforcement learning
(RL). It aims at solving MDP problems with large action and
state spaces that are difficult to handle by conventional RL ap-
proaches [18]. The MDP framework can be defined by a tuple
{S,A,P,R}. S represents the system state space denoting
the set of observations of the network environment. A denotes
the set of actions. The state transition probability P denotes
the distribution of the next state st+1 ∈ S given the action
at ∈ A taken in the current state st. It is typically uncertain
to the agent and has to be learnt during the decision making
process. The immediate reward R : S × A → R provides the
quality evaluation rt(st,at) of the state-action pair (st,at). It
also drives the search for the best policy to maximize the long-
term reward V (s) = E [
∑∞
t=0 γ
trt(st,at)|s], where γ ∈ [0, 1]
denotes the discount factor.
1) MDP Reformulation: The most straightforward DRL so-
lution to problem (4) is to design a DRL agent at the AP, which
jointly decides the AP’s transmit beamforming and the IRS’s
passive beamforming strategies, based on the observed state
st ∈ S and the knowledge learnt from past experience Ht ,
{. . . , st−1,at−1, rt−1, st}. The system state st = (ct,ot)
includes the channel information and the indicator of outage
events in the past signal transmission periods. The channel
information is denoted by the set ct , {gt,Ht,Hf ,t}t∈T ,
where T , {t − T + 1, . . . , t − 1, t} denotes T consecutive
past transmission periods. We can easily extract the averaged
channel estimates H¯ and H¯f from set ct by averaging over
T consecutive channel estimations. The power limit δh (or
δf ) of the error estimate corresponding to the channel H (or
Hf ) can be also obtained similarly. In the system state, we
also record the outage events ot , [o1, o2, . . . , oT ]T in the
past T transmission periods. For each t ∈ T , let ot = 1
denote an outage event if (4b) or (4c) does not hold, which
implies the infeasibility of problem (4). Given the current
state st, the action at , (wt,θt, ρt) includes the AP’s
active beamforming wt and the IRS’s passive beamforming,
characterized by (ρt,θt), which are both continuous decision
variables. The AP’s transmit power will be wasted once outage
events happen. Hence, we can define the immediate reward as
the energy efficiency, i.e., the successfully transmitted data
over the AP’s power consumption:
rt(st,at) = E[(1− ot)|(gt + ρHf ,tθt)Hwt|2||wt||−2]. (5)
The expectation is taken over the past T transmission periods.
It is clear that the reward is inversely proportional to the AP’s
transmit power when the inequalities hold in (4b)-(4c), and
otherwise the reward becomes zero when outage happens.
2) DDPG for Continuous Control: RL provides a solution
to find the optimal policy pi∗ : S → A that maps each state
st ∈ S to an action at ∈ A such that the value function V (s)
is maximized. With small and finite state and action spaces,
the optimal policy can be obtained by the Q-learning algo-
rithm [18], i.e., the optimal action a∗t = arg maxa∈AQ(st,a)
on each state is to maximize the Q-value function, and then
we update the Q-value by the difference between the current
Q-value and its target value yt:
Qt+1(st,at) = Qt(st,at) + τt
[
yt −Qt(st,at)
]
,
where τt is the step-size and the target yt is evaluated by
yt = rt(st,at) + γmax
at+1
Qt(st+1,at+1). (6)
For a small size of discrete state and action spaces, the Q-value
for each state and action can be stored in a table and updated
in each decision epoch. However, the Q-learning algorithm
becomes unstable when the state and action spaces are very
large [19]. Instead, the deep Q Network (DQN) algorithm uses
DNN with the weight parameter ωt as the approximator for
the Q-value function. The input to the DNN is the current
state st and output is the expected action at. The DNN
parameter ωt is updated in each decision epoch to output a
better approximation of the Q-value. This can be achieved by
training the DNN to minimize the loss function:
`(ωt) = E
[
(yi −Qt(si,ai|ωt))2
]
. (7)
One of the main advantages of using DRL lies in that we can
learn from past experiences efficiently by using a group of
historical transition samples (si,ai, ri, si+1) ∈Mt, namely, a
mini-batchMt, to train the DNN at each decision epoch. The
expectation in (7) is taken over all samples in the mini-batch
Mt and the target yi is evaluated by (6) for each sample.
The DQN algorithm can be extended to solve optimiza-
tion problems in a continuous action space. Besides a DNN
approximator for the Q-value function, the DDPG algorithm
also uses a DNN with the parameter v to approximate the
policy function [20]. The DNN training aims at updating the
parametric policy piv directly in a gradient direction to improve
the estimation of value function, which is given as follows:
J(v) =
∑
s∈S
d(s)
∑
a∈A
piv(a|s)Q(s,a|ω), (8)
4where d(s) denotes the stationary state distribution corre-
sponding to the policy piv and Q(s,a|ω) is the Q-value
approximated by the DNN with parameter ω. By deterministic
policy gradient theorem [18], the gradient of (8) is given by
∇vJ(v) = Es∼d(s)[∇aQ(s,a|ω)∇vpiv(s)|a=piv(s)], (9)
which can be performed efficiently by sampling the historical
trajectories. The policy gradient in (9) motivates the actor-
critic framework, which updates two sets of DNN parameters
(v,ω) separately. The actor network updates the policy pa-
rameter v in gradient direction as follows:
vt+1 = vt + αv∇aQ(st,at|ωt)∇vpiv(s)|at=piv(s).
The critic network updates the Q-network as follows:
ωt+1 = ωt + αωδt∇ωQ(st,at|ωt),
where δt = yt −Q(st,at|ωt) denotes the temporal-difference
(TD) error between Q(st,at|ωt) and its target value yt. Two
constants αv and αω are viewed as step-sizes. The training
of the critic network is also performed by sampling a mini-
batch from the experience replay memory. To ensure better
convergence, the target yi for critic network is given by
yi = ri(si,ai) + γQ(si+1, pi(si+1|v′t)|ω′t). (10)
Here the DNN parameters (v′t,ω
′
t) of the target networks are
delayed copy of (vt,ωt) from the online networks. Given the
current state si, the action is determined by the policy piv′t and
then the Q-value is estimated by the DNN with parameter ω′t.
B. Optimization-driven Learning Strategy
The conventional DDPG approach estimates the target value
yt by the immediate reward rt(st,at) and the target Q-network
with the parameter ω′t, as shown in (10). To ensure better
convergence performance, the target Q-network is evolving
from the online Q-network by the following rule:
ω′t+1 = τωt + (1− τ)ω′t, (11)
where ωt denotes the DNN parameter of the online Q-network
and τ is a step size. This implies strong coupling between the
two Q-networks and may lead to slow learning rate. The main
drawbacks can be understood from the following aspects.
• Random initialization: Both the online and target Q-
networks can be initialized randomly. In the early stage
of learning, the DNN approximations of Q-value can be
far from its optimum and thus probably misleading the
learning process. Hence, the DDPG algorithm practically
requires a long warm-up period to train both Q-networks.
• Inaccurate reward estimation: The evaluation of the im-
mediate reward rt(st,at) is based on the output of the
critic network with non-optimal parameter, especially
in the early stage of learning. The inaccurate reward
estimation can be also far from its real value.
• Sensitive parameter setting: The choice of parameter τ
to update ω′t+1 in (11) is problematic. A small value of
τ can stabilize but also slow down the learning, while a
large value of τ implies strong correlation between the
online and target Q-networks, which may result in the
fluctuations of learning performance or even divergence.
In this following part, we aim to stabilize and speed up the
learning process by estimating the target value yt in a better-
informed and independent way.
1) Merge Model-free and Model-based Estimations: Based
on the DDPG framework, in the t-th decision epoch the actor
network outputs the action at = (ρt,wt,θt) and the target
Q-network produces an estimation of the target yt, which can
be very far from its optimum in the early stage of learning.
This motivates us to use a model-based optimization method to
estimate a lower bound on the target value yt based on partial
system information. Specifically, we can divide the action at
into two parts, i.e., the scalar ρt and two vectors (w,θ).
Given the PS ratio ρt, we can solve the robust problem (4) by
optimizing the active and passive beamforming (w,θ). This
significantly simplifies the solution to problem (4), and hence
we can easily find a lower bound on the target value yt. Let
y′t denote the lower bound on the target value and (w
′,θ′)
be the optimized beamforming solution. We envision that the
model-based optimization can provide a better-informed target,
i.e., y′t > yt, especially in the early stage of learning.
The flow chart of the proposed optimization-driven DDPG
algorithm is shown in Fig. 2. The actor and critic networks
firstly generate the action and value estimates independently,
respectively. Then, we fix ρt and feed it into the model-based
optimization module, which evaluates a lower bound y′t by
solving an approximate problem of (4). Two target values yt
and y′t can be merged by simply adopting the larger one in
the following learning process. That is, for y′t > yt, we use
y′t as the target value for the following DNN training and
simultaneously update the beamforming strategy (w′t,θ
′
t) in
the action, i.e., at = (ρt,w′t,θ
′
t). We may also have y
′
t < yt
when the learning becomes more stable. In this case, we
follow exactly the output of the actor network. The integration
of the model-based optimization and the model-free learning
may help the DDPG algorithm to adapt faster in the early
stage. Moreover, the optimization-driven target value y′t is
independent of the critic network. This implies that the target
value y′t can be more stable than the output yt of the target
Q-network during the training of online Q-network. Such a
decoupling between the online Q-network and its target can
reduce the performance fluctuation in training and thus it is
expected to stabilize the learning in a shorter time.
2) Model-based Approximation: Till this point, we aim at
finding an efficiently tractable approximation of problem (4) to
derive the lower bound on yt. With a fixed ρ, we first determine
a simple heuristic solution to the phase vector θ and then
focus on the optimization of the AP’s transmit beamforming
by reformulating a convex approximation of problem (4).
The intuition behind our solution lies is that the IRS-assisted
channel ρHfθ can be aligned with the direct channel g for a
large-size IRS. That is, we can always find a phase vector θ
such that Hfθ = κg, where κ ∈ R+ is a scalar constant. This
allows us to simplify the constraint in (4b).
Given the phase vector θ and the channel gain κ, we then
focus on the optimization of the AP’s active beamforming in
problem (4), which is tightly coupled with the uncertain chan-
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Fig. 2: The optimization-driven DDPG framework for active and
passive beamforming in an IRS-assisted MISO downlink system.
nel matrices Hf and H. Fortunately, we have the following
equivalence to the worst-case constraints in (4b)-(4c).
Proposition 1: Given the IRS’s passive beamforming (ρ,θ),
the constraints in (4b) and (4c) have the following equivalent
reformations, respectively:[
ρ2
(
θθH ⊗W
)
+ tIMN αρ(θ ⊗W)g
αρgH(θ ⊗W)H α2gHWg − γ1 − tδ2f
]
 0,
(12a)[
Wc + τIMN , Wcvec(H¯)
vec(H¯)HWc, γ¯0 − Nµη(1−ρ2) − τδ2h
]
 0, (12b)
for some t ≥ 0 and τ ≥ 0, where α , (1 + ρκm), Wc ,
IN ⊗W, and γ¯0 , vec(H¯)HWcvec(H¯). IMN is the identity
matrix with size MN . The semidefinite matrix W is a rank-
one relaxation of wwH , i.e., W  wwH .
The detailed proof for Proposition 1 is relegated to our
online technical report [21]. It is clear that with a fixed ρ
Proposition 1 transforms the semi-infinite constraints in (4b)
and (4c) into linear matrix inequalities in terms of W and
the non-negative auxiliary variables (t, τ). Till now, we can
easily derive a achievable lower bound on problem (4) by the
following convex problem:
min
W0,t≥0,τ≥0
{Tr(W) : (12a) and (12b)}, (13)
which can be solved efficiently by the interior-point al-
gorithms. The linear beamforming w can be retrieved by
eigenvalue decomposition if the matrix solution W to (13)
is of rank one. Otherwise we can extract an approximate
rank-one solution via Gaussian randomization [22]. Once
we determine w, we can update the energy efficiency as
(g + ρtH¯f ,tθt)
Hwt|2||wt||−2, which serves as the model-
based evaluation of the target y′t.
IV. NUMERICAL RESULTS
In the simulation, we consider fixed network topology to
verify the learning performance of the optimization-driven
DDPG algorithm. As shown in Fig. 1, the distances in meters
are given by d0 = 1, d1 = 1, and d2 = 2. The signal
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Fig. 3: Dynamics of the AP’s transmit power and the magnitude
of IRS’s reflection coefficients in two DDPG algorithms. The solid
line denotes the median of 50 repetitions and the shaded regions in
different colors cover 10th to 90th percentiles.
propagation satisfies a log-distance model with the path loss
at the reference point given by L0 = 30 dB and the path loss
exponent equal to 2. The energy harvesting efficiency is set as
η = 0.8. In the following, we firstly demonstrate the learning
performance of the proposed algorithm and then study the
impact of different parameters on the AP’s transmit power.
Figure 3(a) demonstrates the dynamics of the AP’s min-
imum transmit power during the learning of the proposed
Optimization-driven DDPG algorithm. We also compare it
to the conventional DDPG algorithm, denote as model-free
DDPG in Fig. 3. The common observation is that the AP’s
transmit powers in both cases decrease gradually during the
training process and converge eventually at two stable values.
However, the optimization-driven DDPG converges faster than
the model-free DDPG algorithm and also achieves a significant
performance improvement in terms of the AP’s transmit power.
The reason is that the optimization-driven DDPG uses a better-
informed estimation for the target value to guide its search
for the optimal policy, which can achieve faster learning rate
in the early stage of training compared to the model-free
DDPG that learns from scratch. Furthermore, in Fig. 3(b) we
record the magnitude ρ (the PS ratio) of the IRS’s reflection
coefficient in two algorithms. It is clear that the PS ratio ρ
increases gradually and converges to the same value within
200k episodes. The comparison in Fig. 3(b) also reveals that
the optimization-driven DDPG algorithm achieves a faster
convergence rate compared to that of the model-free DDPG
algorithm. Besides, we can observe from Fig. 3 that the
learning curves are more stable in the proposed optimization-
driven DDPG algorithm. The reason is that the model-based
target estimation y′t is independent or decomposed from the
online Q-network.
In the following, we evaluate the performance of the pro-
posed optimization-driven DDPG against different parameters,
including a) the receiver’s worst-case SNR requirement γ1 in
problem (4), b) the size N of the IRS’s scattering elements,
and c) the channel’s uncertainty level β, defined by the
ratio between error estimate and the mean channel estimate,
i.e., βh , δ2h/Tr(H¯H¯H) and βf , δ2f /Tr(H¯fH¯Hf ). In the
simulation, we set βh = βf = β. Fig. 4(a) shows that the
AP’s minimum transmit power increases with the increase
in the receiver’s SNR requirement γ1. For the same SNR
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Fig. 4: AP’s transmit power increases with the receiver’s SNR
requirement and decreases with the size of IRS’s scattering elements.
TABLE I: Comparison of running time between the SDR-based
optimization and the optimization-driven DDPG algorithms
M ×N Running time (in milliseconds)SDR DRL
40 6.22 12.03
60 12.91 12.41
80 19.27 12.82
100 28.67 13.25
200 136.20 15.19
requirement, the AP’s transmit power also increases with a
higher uncertainty level β. Such an increase in the AP’s
transmit power can be viewed as the price of robustness to
ensure worst-case performance guarantee. In Fig. 4(b), we
show the dynamics of the AP’s transmit power with a different
number of the IRS’s scattering elements. Though a higher
uncertainty level leads to increased transmit power, such a
negative effect can be alleviated by using a larger-size IRS.
To show the scalability of the DRL approach, we com-
pare the average running time of an SDR-based optimization
method to solve problem (4) and that of the optimization-
driven DDPG algorithm. The results are shown in Table I. Note
that the SDR-based optimization method has a polynomially
increasing computational complexity in terms of the problem
size M × N . Hence, it becomes very time-consuming with
a large number of the IRS’s scattering elements. On the
contrary, the optimization-driven DDPG algorithm achieves
nearly O(1) complexity in the size M×N , as it only relies on
a light-weight convex optimization to derive a lower bound for
more efficient learning. Such a low complexity makes it very
suitable for practical deployment, especially with a large-size
IRS and a large number of the AP’s transmit antennas.
V. CONCLUSIONS
In this paper, we propose a novel DRL approach to solve
a robust power minimization problem in an IRS-assisted
MISO system, subject to the receiver’s worst-case data rate
requirement and the IRS’s worst-case power budget constraint.
Different from the conventional DDPG algorithm, we devise
the optimization-driven DDPG algorithm that combines the
benefits of both model-free learning and model-based opti-
mization. Our simulation results demonstrate that the new
DDPG algorithm can guide the search for the joint active
and beamforming more efficiently. Both the learning rate and
reward performance can be improved significantly compared
to the conventional model-free DDPG algorithm.
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