Discrete Schrödinger Operators with Random Alloy-type Potential by Elgart, Alexander et al.
ar
X
iv
:1
10
7.
28
00
v1
  [
ma
th-
ph
]  
14
 Ju
l 2
01
1
DISCRETE SCHRO¨DINGER OPERATORS WITH RANDOM
ALLOY-TYPE POTENTIAL
ALEXANDER ELGART, HELGE KRU¨GER, MARTIN TAUTENHAHN,
AND IVAN VESELIC´
Abstract. We review recent results on localization for discrete alloy-
type models based on the multiscale analysis and the fractional mo-
ment method, respectively. The discrete alloy-type model is a family
of Schro¨dinger operators Hω = −∆ + Vω on ℓ
2(Zd) where ∆ is the
discrete Laplacian and Vω the multiplication by the function Vω(x) =∑
k∈Zd ωku(x − k). Here ωk, k ∈ Z
d, are i.i.d. random variables and
u ∈ ℓ
1(Zd;R) is a so-called single-site potential. Since u may change
sign, certain properties of Hω depend in a non-monotone way on the
random parameters ωk. This requires new methods at certain stages of
the localization proof.
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1. Introduction
The paradigmatic model for the study of localization properties of quan-
tum states of single electrons in disordered solids is the Anderson Hamilton-
ian on the lattice Zd. It consists of the sum of the finite difference Laplacian
and a multiplication operator by a sequence of independent identically dis-
tributed random variables. There are two independent (though related in
sprit) frequently used methods to prove rigorously in appropriate energy
and disorder regimes localization statements: the multiscale analysis and
the fractional moment method. Both of them rely strongly on the inde-
pendence property of the random variables. If this property is removed
much less is know. Specific cases of random fields with correlations which
have been studied so far include the Gaussian field (cf. Section 4 of [DK91]
and Section 4 of [AM93]) and potentials whose distribution is given by a
completely analytic Gibbs measure (cf. Section 5 of [DK91] and [DS87]).
A particularly problematic aspect of dependence are negative correlations
between values of the potential at different lattice sites. This is intuitively
clear when having in mind the role played by the local variation of eigenval-
ues in localization proofs. An example of a random potential which exhibits
negative correlations is an Anderson or alloy-type potential with single-site
potentials of changing sign: If one increases a single coupling constant there
are regions in space where the potential increases and others where it de-
creases. Such models have been studied in a number of works devoted to
the continuum setting, i.e. for operators on Rd. In this paper we want to
summarize and discuss a number of results which have been obtained more
recently for their lattice counterparts.
The study of Anderson-type models with sign-indefinite single-site poten-
tials can be seen as part of the interest attracted recently by several classes of
random operators with a non-monotone dependence on the random variables.
They exhibit a variety of intriguing features not encountered in the standard
alloy-type model: Already when considering the very basic features of the
spectrum as a subset of the real line, one sees that it makes an essential differ-
ence whether the operator depends in a monotone or non-monotone way on
the random variables entering the model. For operators with monotone pa-
rameter dependence the spectral bottom of the operator family corresponds
to the configuration where all random variables are set to one of the ex-
tremal values. Furthermore, in the monotone situation the band structure
of the spectrum can be analyzed using rather basic bracketing arguments,
see e.g. [KSS98b]. It is consistent with these elementary examples of the
advantages of monotonicity that there is a rather good understanding of typ-
ical energy/disorder regimes where monotone models exhibit localization of
waves, see the monographs and survey articles [Sto01, KM07, Ves07, Kir08].
If the dependence of the operator, respectively the quadratic form, on the
random variables is not monotone, already the identification of the spectral
minimum is a highly non-trivial question, see e.g. [BLS08, KN09]. For
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more intricate properties, like the regularity of the density of states or the
analysis of spectral fluctuation boundaries, the difference between monotone
and non-monotone models is even more striking.
Nevertheless there has been a continuous effort to bring the understanding
of models with non-monotone dependence on the randomness to a similar
level as the one for monotone models. This includes alloy-type Schro¨dinger
operators with single-site potentials of changing sign, see e.g. [Klo95, Sto00,
Klo02, Ves02, HK02, KV06, KN09], and their lattice counterparts cf. e.g.
[Ves10b, ETV10, Ves10a, TV10, ETV11, Kru¨]. Electromagnetic Schro¨dinger
operators with randommagnetic field [Uek94, Uek00, HK02, KNNN03, Uek08,
Bou09, EHc, EHa, EHb], Laplace-Beltrami operators with random metrics
[LPV04, LPPV08, LPPV09], as well as the random displacement model,
cf. e.g. [Klo93, BLS08, KLNS], are other examples with non-monotonous
parameter dependence.
Another relevant model without obvious monotonicity is a random po-
tential given by a Gaussian stochastic field with sign-changing covariance
function, c.f. [HLMW01, Uek04, Ves11].
The methods which have been developed for the discrete alloy-type po-
tentials with sign-indefinite single-site potentials presented here could be ap-
plied to other non-monotone models, as well. In fact the results of [Kru¨] ap-
ply to a much larger class of lattice Schro¨dinger operator with non-monotone,
correlated random potential.
2. Discrete Anderson models with general alloy-type
potential
To define the random operators we will be looking at, we first introduce
the corresponding Hilbert and probability spaces. Let d ≥ 1. For x ∈ Zd
we denote by |x|1 =
∑d
i=1|xi| and |x|∞ = max{|x1|, . . . , |xd|} the ℓ
1 and ℓ∞
norms on Zd. For Γ ⊂ Zd we introduce the Hilbert space ℓ2(Γ) = {ψ : Γ→
C :
∑
k∈Γ|ψ(k)|
2 <∞} with inner product 〈φ,ψ〉 =
∑
k∈Γ φ(k)ψ(k).
For each Γ ⊂ Zd we introduce a probability space (ΩΓ,AΓ,PΓ). Here
ΩΓ is the product ΩΓ := ×k∈ΓR, AΓ is the associated product sigma al-
gebra generated by cylinder sets, and PΓ(dω) :=
∏
k∈Γ µ(dωk) the product
measure, with µ a probability measure on R with bounded support. The
mathematical expectation with respect to PΓ is denoted by EΓ. Note that
the projections Ω ∋ ω = {ωk}k∈Γ 7→ ωj, j ∈ Γ give rise to a collection of
independent identically distributed (i.i.d.) bounded real random variables.
If Γ = Zd we will suppress the subscript Γ in ΩΓ,PΓ and EΓ.
On ℓ2(Zd) we consider the discrete random Schro¨dinger operator
(1) Hω := −∆+ λVω, ω ∈ Ω, λ > 0.
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Here ∆, Vω : ℓ
2
(
Z
d
)
→ ℓ2
(
Z
d
)
denote the discrete Laplace and a random
multiplication operator defined by
(∆ψ) (x) :=
∑
|e|1=1
ψ(x+ e) and (Vωψ) (x) := Vω(x)ψ(x).
The parameter λ models the strength of the disorder and ω denotes the
randomness. It enters the potential in the following way. Let the single-site
potential u : Zd → R be a function in ℓ1(Zd;R). We assume that the random
potential Vω has an alloy-type structure, i.e. the potential value
Vω(x) :=
∑
k∈Zd
ωku(x− k)
at a lattice site x ∈ Zd is a linear combination of the i.i.d. random variables
ωk, k ∈ Z
d, with coefficients provided by the single-site potential. We assume
(without loss of generality) that 0 ∈ suppu. The family of operators Hω,
ω ∈ Ω, in Eq. (1) is called discrete alloy-type model.
Notice that the single-site potential u may change its sign. As a conse-
quence the quadratic form associated to Hω does not necessarily depend in
a monotone way on the random parameters ωk, k ∈ Z
d. This is in sharp con-
trast to the properties of the standard Anderson model which corresponds
to the choice of the single-site potential u = δ0. Here
δk(j) =
{
1 if k = j,
0 else,
denotes the Dirac function.
3. Localization properties
We present several properties related to localization. They concern on
the one hand several mathematical signatures of localization, and on the
other estimates on the average of resolvents and number of eigenvalues in
intervals of finite volume systems, which are instrumental in the arguments
leading to localization. They are well established for the standard Anderson
model on Zd, see e.g. [Sto01, GK04, Kir08] and the references therein.
Definition 3.1 (Dynamical localization). A selfadjoint operatorH on ℓ2(Zd)
is said to exhibit dynamical localization in the interval I ⊂ R, if for every
x ∈ Zd and p ≥ 1 we have
sup
t∈R
(∑
n∈Zd
(
1 + |n|∞
)p∣∣〈δn, e−itHχI(H)δx〉∣∣2) <∞.
Definition 3.2 (Spectral and exponential localization). Let I ⊂ R. A
selfadjoint operator H : ℓ2(Zd)→ ℓ2(Zd) is said to exhibit exponential local-
ization in I, if the spectrum of H in I is exclusively of pure point type, i.e.
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σc(H) ∩ I = ∅, and the eigenfunctions of H corresponding to the eigenval-
ues in I decay exponentially. If I = R, we say that H exhibits exponential
localization.
A family of operators (Hω)ω indexed by elements of a probability space
(Ω,P) is said to exhibit dynamical/exponential localization in the interval
I ⊂ R if the corresponding property holds for Hω for almost all ω ∈ Ω.
Several important properties of random Hamiltonians are defined in terms
of restrictions to a finite system size. We review them next. Let Γ ⊂ Zd.
We define PΓ : ℓ
2(Zd)→ ℓ2(Γ) by
PΓψ :=
∑
k∈Γ
ψ(k)δk ,
where here δk is the Dirac function in ℓ
2(Γ). The restricted operators
∆Γ, Vω,Γ,Hω,Γ : ℓ
2(Γ)→ ℓ2(Γ) are defined by
∆Γ := PΓ∆P
∗
Γ , Vω,Γ := PΓVωP
∗
Γ , Hω,Γ := PΓHωP
∗
Γ = −∆Γ + Vω,Γ.
For z ∈ C\σ(Hω,Γ) we define the corresponding resolvent Gω,Γ(z) := (Hω,Γ−
z)−1 and the Green function
Gω,Γ(z;x, y) :=
〈
δx, (Hω,Γ − z)
−1δy
〉
, x, y ∈ Zd.
If Γ = Zd we drop the subscript Γ in Hω,Γ, Gω,Γ(z) and Gω,Γ(z;x, y). If
Λ ⊂ Zd is finite, |Λ| denotes the number of elements of Λ. We will use the
notation R+ := {x ∈ R : x > 0}.
Definition 3.3 (Decay of fractional moments of the Green function). There
exist constants s ∈ (0, 1) and A, γ ∈ R+ such that for all Γ ⊂ Zd, z ∈ C \ R
and x, y ∈ Γ we have
E
{
|Gω,Γ(z;x, y)|
s
}
≤ Ae−γ|x−y|∞ .
For x ∈ Zd and L > 0, we denote by ΛL,x = {k ∈ Z
d : |x − k|∞ ≤ L}
the cube of side length 2L + 1 centred at x. For the cube centered at zero
we use the notation ΛL = ΛL,0. We also we write Hω,L instead of Hω,ΛL
and Gω,L(z) and Gω,L(z;x, y) instead of Gω,ΛL(z) and Gω,ΛL(z;x, y). For
Λ ⊂ Zd we denote by ∂iΛ = {k ∈ Λ : #{j ∈ Λ : |k − j|1 = 1} < 2d} the
interior boundary of Λ and by ∂oΛ = ∂iΛc the exterior boundary of Λ. Here
Λc = Zd \ Λ denotes the complement of Λ.
Definition 3.4 (Wegner estimate). There are constants CW, L0 ∈ R
+, b ≥
1, and a function f : R+ → R+ satisfying limεց0 f(ε) = 0 such that we have
for any L ≥ L0, E ∈ R and ε ∈ (0, 1)
P {[E − ε,E + ε] ∩ σ(Hω,L) 6= ∅} ≤ E
{
Tr
[
χ[E−ε,E+ε](Hω,L)
]}
≤ CWf(ε)(2L+ 1)
bd.(2)
In specific applications of a Wegner estimate (for example as an ingredient
for the multiscale analysis) one needs a specific rate of decay on the function
f near zero. The original estimate of Wegner [Weg81] corresponds to f(ε) =
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ε and b = 1 and implies the Lipschitz-continuity of the integrated density
of states. In many situations one can establish (2) with b = 1 or b = 2
and f(ε) = εa for a ∈ (0, 1). In certain situations variants of the Wegner
estimate which do not control only global property d(E, σ(Hω,L) ≤ ε but
also specific coefficients of the resolvent, as well, need to be used, cf. Section
8.2 or [Bou09, Kru¨].
Definition 3.5. Let m,L > 0, x ∈ Zd and E ∈ R. A cube ΛL,x is called
(m,E)-regular (for a fixed potential), if E 6∈ σ(HΛL,x) and
sup
w∈∂iΛL,x
|GΛL,x(E;x,w)| ≤ e
−mL.
Otherwise we say that ΛL,x is (m,E)-singular.
Rather than looking at the fractional moments of the Green function
one can consider the probability of a box to be regular. The decay of these
probabilities is closely related to the localization phenomenon. For simplicity
we define one variant of this decay property and restrict ourselves to the case
of finitely supported single-site potentials u.
Definition 3.6 (Probabilistic decay of Green’s function). Let Θ := suppu
be finite, I ⊂ R be an interval and let p > d, L0 > 1, α ∈ (1, 2p/d) and
m > 0. Set Lk = L
α
k−1, for k ∈ N. For any k ∈ N0
P{∀E ∈ I either ΛLk,x or ΛLk ,y is (m,E)-regular} ≥ 1− L
−2p
k
for any x, y ∈ Zd with |x− y|∞ ≥ 2Lk + diamΘ+ 1.
Here we denote for finite Γ ⊂ Zd by diamΓ the diameter of Γ with respect
to the supremum norm, i.e. diamΓ = supx,y∈Γ|x − y|∞. In the subsequent
sections we describe which of these localization properties have been proven
for the non-monotone model we are interested in.
The most general result concerning (large disorder) localization for the
discrete alloy-type model is [Kru¨]. Kru¨ger proves for exponentially decaying
single-site potentials dynamical localization in the case of sufficiently large
disorder. Indeed, this result applies for a class of models including the dis-
crete alloy-type model with exponentially decaying singe-site potential as a
special case. Notice that dynamical localization implies spectral localization
via the RAGE-Theorem, see e.g. [Sto10], but not vice versa as examples in
[dRJLS96] show. The proof of Kru¨ger’s result uses the multiscale analysis
and is discussed in Section 8.
There are also localization results not using the multiscale analysis but
the fractional moment method. In [ETV10] the authors prove exponential
localization in the case of space dimension d = 1, compactly supported single-
site potentials and sufficiently large disorder. This result was extended in
[ETV11] to arbitrary space dimension assuming that the single-site potential
has fixed sign at the boundary of its support, a property which can be
assumed without loss of generality in d = 1. This result is discussed in
Section 7.
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In Section 5 we present certain estimates concerning averages of poly-
nomials and resolvents which are fundamental for the results presented in
Sections 7 and 8.
In Section 6 we discuss certain results on Wegner estimates for the discrete
alloy-type model [Ves10a, PTV11]. With the help of such Wegner-estimates
one can implement a proof of localization via the multiscale analysis in the
regime where an appropriate initial length scale estimate is available.
In the following Section 4 we show that the almost sure spectrum of the
discrete alloy-type model is an interval.
4. The spectrum
Before studying the properties of the spectral measure under the Lebesgue
decomposition, one wants to understand basic features of the set Σ ⊂ R
which coincides with the spectrum of Hω almost surely. This concerns in
particular the infimum and supremum of the spectrum and internal spectral
edges (if any). For the standard Anderson model there is a nice formula for
the spectrum:
Σ = [−2d, 2d] + suppµ
where [−2d, 2d] is the spectrum of the free Laplacian ∆ and suppµ the spec-
trum of the multiplication operator given by the random potential. Related
descriptions of Σ for the (continuum) alloy-type model have been studied in
[KM82]. In particular, a description of Σ in terms of admissible potentials
was given. In many cases this class consists of an appropriate family of peri-
odic potentials. Let us quote a specific result from [KSS98b]: If S := suppµ
is a bounded interval and the single-site potential u is non negative, then
Σ =
⋃
κ∈S
σ

−∆+ κ ∑
n∈Zd
u(· − n)

 .
The proof of this equality uses that u has fixed sign and is thus not applicable
in our case. Our result about the set Σ is
Theorem 4.1. Let Hω be a discrete random Schro¨dinger operators as in
(1). If S := suppµ is bounded and connected, then the spectrum of Hω is
almost surely an interval.
Proof. Denote by Σ the almost sure spectrum of Hω. It is well know that
Σ =
⋃
ω∈SZd
σ(Hω)
cf. the discussion in Section 6 of [Kir89]. Now we assume 0 ∈ S without loss
of generality. For ω ∈ SZ
d
and t ∈ [0, 1] denote t · ω = (tωx)x∈Zd the scaled
configuration. We then have that σ(H0·ω) = [−2d, 2d]. Fix now ω ∈ SZ
d
.
We show that
Σω =
⋃
t∈[0,1]
σ(Ht·ω)
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is an interval. For this purpose note that σ(H0·ω) = [−2d, 2d] and that the
spectral maximum and spectral minimum
[0, 1] ∋ t 7→ maxσ(Ht·ω), [0, 1] ∋ t 7→ minσ(Ht·ω)
are continuous functions of t. This follows by the min-max-principle. Thus
Σω =
[
min
t∈[0,1]
minσ(Ht·ω), max
t∈[0,1]
max σ(Ht·ω)
]
⊃ [−2d, 2d].
Choose now λ ∈
⋃
ω∈SZd σ(Hω). Then there exists ω˜ ∈ S
Zd such that λ ∈
σ(Hω˜) ⊂ Σω˜. Since the latter set is an interval containing [−2d, 2d], it
follows that Σ is an interval. 
5. Averaging of determinants and resolvents
In the energy regime where localization holds, eigenvalues are sensitive to
fluctuations of the random potential. In particular, the mathematical expec-
tation leads to a regularization of the finite volume eigenvalue counting func-
tion. Likewise, (appropriate) averages of the resolvent enjoy boundedness
properties which are impossible to hold for resolvent associated to individ-
ual realizations of the random potential. In this section we discuss bounds
of the type indicated above and in the following sections their relation to
localization proofs.
We start with a well known weak L1-bound formulated in Lemma 5.1
(see e.g. [AEN+06, Proposition 3.1] for a more general result), which can
be used to obtain bounds on certain averages of resolvents in the monotone
case, i.e. where the single-site potential u is non-negative. Recall, a densely
defined operator T on some Hilbert space H with inner product 〈·, ·〉H is
called dissipative if Im〈x, Tx〉H ≥ 0 for all x ∈ D(T ).
Lemma 5.1. Let A ∈ Cn×n be a dissipative matrix, V ∈ Rn×n diagonal and
strictly positive definite and M1,M2 ∈ C
n×n be arbitrary matrices. Then
there exists a constant CW (independent of A, V , M1, M2 and n), such that
L
{
r ∈ R : ‖M1(A+ rV )
−1M2‖HS > t
}
≤ CW‖M1V
−1/2‖HS‖M2V −1/2‖HS
1
t
.
Here, L denotes the Lebesgue-measure and ‖·‖HS the Hilbert Schmidt norm.
If the single-site potential u has fixed sign (and compact support) Lemma
5.1 is applicable and yields (together with a decoupling argument) the decay
of fractional moments of the Green function. A generalization of Lemma 5.1
also applies to the continuous alloy-type model on L2(Rd) to obtain bounds
on fractional moments of the Green function, see [AEN+06].
Since we allow the single-site potential to change its sign, we want to get
rid of the positivity assumption on the operator V . The first observation
is, that if one considers averages of determinants, then the definiteness of V
plays no longer a role.
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5.1. Estimates on polynomials and resolvents. In this section, we dis-
cuss estimates as used by Elgart, Tautenhahn, and Veselic´ in [ETV10] and
[ETV11].
Lemma 5.2 ([ETV10]). Let n ∈ N, P (x) = xn+ . . . a polynomial of degree
n, and 0 ≤ ρ ∈ L1(R) ∩ L∞(R) and s ∈ (0, 1). Then we have
(3)
∫
R
1
|P (x)|s/n
ρ(x)dx ≤ ‖ρ‖1−s
L1
‖ρ‖s∞
2ss−s
1− s
.
In [ETV10], this result is stated as∫
R
|det(A+ rV )|−s/n ρ(r)dr ≤ |detV |−s/n ‖ρ‖1−s
L1
‖ρ‖s∞
2ss−s
1− s
≤ |detV |−s/n
(
λ−s‖ρ‖L1 +
2λ1−s
1− s
‖ρ‖∞
)
holds for λ > 0, A ∈ Cn×n, and V ∈ Cn×n invertible. Since r 7→ 1det(V ) det(A+
rV ) is a monic polynomial of degree n, (3) implies this statement. For the
converse, use that P (x) = xn +
∑n−1
j=0 αjx
j can be rewritten in terms of the
companion matrix as
P (x) = det(x+A), A =


0 0 . . . 0 −α0
1 0 . . . 0 −α1
...
...
. . .
...
...
0 0 . . . 0 −αn−1
0 0 . . . 1 −αn

 .
The given form of Lemma 5.2 has the advantage that its relation to Po´lya’s
inequality becomes more apparent. Namely, that for any polynomial P (x) =
xn + . . . of degree n, we have
(4) |{x ∈ R : |P (x)| ≤ α}| ≤ 4
(α
2
) 1
n
for α > 0.
In d = 1 the bound from Lemma 5.2 is precisely what is needed to show
the boundedness of averaged fractional powers of the Green function, since
certain matrix elements of the Green function can be represented as an
inverse of a determinant of the above type. More precisely, if d = 1 and
suppu = {0, 1, . . . , n− 1} then we have for all x ∈ Z and z ∈ C \ R
|Gω(z;x, x + n− 1)| =
1
|det(A+ ωxλV )|
,
where V ∈ Rn×n is diagonal with diagonal elements u(k−x), k = x, . . . , x+
n−1, and whereA ∈ Cn×n is independent of ωx. By Lemma 5.2 one obtains a
bound on the expectation of an averaged fractional power on certain Green’s
function elements, which is sufficient to start the proof of localization via
the fractional moment method. See [ETV10] for details.
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Let us turn to the higher dimensional case. For B ∈ Cn×n we have
‖B−1‖ ≤
‖B‖n−1
|det(B)|
.
Thus one can use (3) to obtain bounds on the inverse of A + rV . More
precisely, we have for s ∈ (0, 1), R > 0 and A,V as above the estimate
(5)
∫ R
−R
∥∥(A+ rV )−1∥∥s/ndr ≤ 2R1−s(‖A‖ +R‖V ‖)s(n−1)/n
ss(1− s) |detV |s/n
.
In d > 1 Lemma 5.2 is no longer applicable, but the estimate (5) is. However,
the problem with the estimate (5) is that the upper bound depends on the
background operator A. Note that A arises by a Schur-complement formula
and has a complicated dependence on the randomness. For this reason we
have to assume additional properties on the single-site potential u (i.e. that u
has fixed sign on the boundary of its (bounded) support) to show bounds on
averaged fractional powers of the Green function, see Section 7 or [ETV11]
for details.
5.2. Cartan estimates. We have now discussed the facts from complex
analysis on which [ETV10] and [ETV11] are based. Let us now discuss the
ones used in [Kru¨] and Bourgain [Bou09], which are based on ideas from
quasi-periodic Schroedinger operators see Bourgain, Goldstein and Schlag
[BGS02, Bou04, Bou07]
Like the estimates discussed in the first part of this section, they control
the size of the set where an analytic function is small. The main difference is
that instead of requiring as input that the analytic function is a polynomial
of small degree, one assumes that the analytic function is not small at a
single point. Here is the simplest form of such an estimate.
Theorem 5.3. Let f be an analytic function on the disc of radius 2e satis-
fying
sup
|z|<2e
|f(z)| ≤ 1, |f(0)| ≥ ε.
Then for s > 0, we have
|{x ∈ [−1, 1] : |f(x)| ≤ e−s}| ≤ 30e3 exp
(
−
s
log(ε−1)
)
.
Proof. For a proof see Theorem 11.3.4 in [Lev96]. See also Theorem 10.2 in
[Kru¨] for the deduction of this statement. 
This form of the Cartan estimate is not sufficient for the application to
random Schro¨dinger operators as done in [Bou09] and [Kru¨]. For these
results, one needs to apply the Cartan estimate to functions depending on
many variables, and thus needs an estimate that is well behaved in the
number of variables. Such an estimate was first proven by Nazarov, Sodin,
and Volberg [NSV03]. Unfortunately, they work on balls and not on poly-
disks as necessary for our applications. The result for poly-disks was proven
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by Bourgain in [Bou09]. We will state here a formulation which was given
in [Kru¨].
Theorem 5.4 (Theorem 10.1, [Kru¨]). Denote by Dr the disc of radius r in
C. Let f : (D2e)
n → C be an analytic function satisfying
‖f‖L∞((D2e)n) ≤ 1, |f(0)| ≥ ε.
Then for s > 0, we have
|{x ∈ [−1, 1]n : |f(x)| ≤ e−s}|
2n
≤ 30e3n exp
(
−
s
log(ε−1)
)
.
Note that the dimension dependence is n. The proof is based on a clever
change to spherical coordinates. We give an exposition on how to apply this
to Schro¨dinger operators in Section 8.2.
6. Wegner estimates
This section is concerned with averaging of spectral projections. For any
ω ∈ Ω and L ∈ N the restriction Hω,L is a selfadjoint finite rank operator.
In particular its spectrum consists entirely of real eigenvalues E(ω,L, 1) ≤
E(ω,L, 2) ≤ · · · ≤ E(ω,L, ♯ΛL) counted including multiplicities. Wegner
estimates [Weg81] are bounds on the expected number of eigenvalues of the
finite box Hamiltonians Hω,L in a compact energy interval I = [E−ε,E+ε].
They can be used as an ingredient for a localization proof via the multiscale
analysis. The symbol χI(Hω,L) denotes the spectral projection onto I with
respect to the operator Hω,L.
Theorem 6.1 ([Ves10a],[PTV11]). Assume that µ has a density ρ of finite
total variation and u is not identically zero.
(a) Assume that the single-site potential u has support in [0, n]d ∩Zd. Then
there exists a constant cu depending only on u such that for any L ∈ N,
E ∈ R and ε > 0 we have
E
{
Trχ[E−ε,E+ε](Hω,L)
}
≤ cu |suppu| ‖ρ‖BV ε (2L + n)
d·(n+1)
(b) Assume u¯ =
∑
k∈Zd u(k) 6= 0 and that ρ has compact support. Then we
have for any L ∈ N, E ∈ R and ε > 0
E
{
Trχ[E−ε,E+ε](Hω,L)
}
≤
8
u¯
min
(
(2L)d, |suppu|
)
‖ρ‖BV ε (2L +m)
d,
where m ∈ N is such that
∑
‖k‖≥m|u(k)| ≤ |u¯/2|.
(c) Assume there are constants C,α ∈ R+ such that |u(k)| ≤ Ce−α‖k‖1 for
all k ∈ Zd, and that ρ has bounded support. Then there exists cu > 0
and I0 ∈ N
d
0 both depending only on u such that for any L ∈ N, E ∈ R
and ε > 0 we have
E
{
Trχ[E−ε,E+ε](Hω,L)
}
≤ cu‖ρ‖BV ε (2L+ 1)
2d+|I0|.
In the case where the support of u is compact, part (b) of Theorem 6.1
has an important corollary.
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Corollary 6.2 ([Ves10a]). Assume u¯ 6= 0 and suppu ⊂ [0, n] ∩ Zd. Then
we have for any L ∈ N, E ∈ R and ε > 0
E
{
Trχ[E−ε,E+ε](Hω,L)
}
≤
4
u¯
ranku ‖ρ‖BV ε (2L + n)
d.
In particular, the function R ∋ E → E
{
Tr
[
χ(−∞,E](Hω,L)
]}
is Lipschitz
continuous.
Remark 6.3. (i) Note, that apart of the exponential decay condition on
u, Theorem 6.1 (c) gives a Wegner estimate for the discrete alloy-type
model without any further assumption on the single-site potential. In
particular, u may change its sign arbitrarily.
(ii) The proof of Theorem 6.1 is (roughly speaking) based on a transfor-
mation of the probability space to recover monotonicity. With other
words, once you find a finite linear combination of translated single-site
potentials which is positive, then monotone spectral averaging leads to
a Wegner estimate, see [KV06, Ves10b, Ves10a, PTV11] where this
approach is used.
Remark 6.4 (Continuous alloy-type model). The alloy-type model is the
Schro¨dinger operator Hω = −∆+ V0+ Vω on L
2(Rd), where ∆ is the Lapla-
cian on Rd, V0 a Z
d periodic potential, and Vω given by
Vω(x) =
∑
k∈Zd
ωkU(x− k)
with U : Rd → R a single-site potential. It is assumed that V0 and Vω
are infinitesimally bounded with respect to ∆, with constants uniformly
bounded in ω ∈ Ω. We will be concerned with the case that the distribution
µ has a density ρ of finite total variation. and U is a generalized step-function,
i.e.
U(x) =
∑
k∈Zd
u(k)w(x − k).
Here Lpc(Rd) ∋ w ≥ κχ(−1/2,1/2)d with κ > 0, p = 2 for d ≤ 3 and p > d/2
for d ≥ 4, and u ∈ ℓ1(Zd;R) the discrete single-site potential.
In [PTV11] a Wegner estimate similar to part (c) in Theorem 6.1 is proven
for the (continuous) alloy-type model. More precisely, assume that U is
a generalized step-function and there are constants C,α ∈ R+ such that
|u(k)| ≤ Ce−α‖k‖1 . Then there exists cU > 0 and I0 ∈ Nd0 both depending
only on U such that for any L ∈ N and any bounded interval I := [E1, E2] ⊂
R we have
E
{
TrχI(Hω,L)
}
≤ eE2cU‖ρ‖Var|I|(2l + 1)
2d+|I0|.
Here Hω,L denotes the restriction of Hω to the cube (−L,L)
d ⊂ Rd with ei-
ther Dirichlet or periodic boundary conditions. The stated Wegner estimate
is valid for both types of boundary conditions.
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A drawback of this results is that they fail if u is not a generalized step
function. Contrary to this, the papers [Klo95, HK02] obtain Wegner esti-
mates for energies in a neighborhood of the infimum of the spectrum which
are valid for arbitrary non-vanishing single-site potentials u ∈ Cc(R
d) and
coupling constants whose distribution has a piecewise absolutely continuous
density.
Remark 6.5 (Localization). Notice that the Wegner estimates from Theo-
rem 6.1 are valid on the whole energy axis. Therefore, one can prove local-
ization via multiscale analysis [FS83, DK89] in any energy region where an
initial length scale estimate holds. If the single-site potential does not have
compact support one has to use a modified version of the multiscale analysis
[KSS98a].
7. Localization via fractional moment method
7.1. Boundedness of fractional moments. The lemmata from Section 5
can be used to obtain bounds on averaged fractional powers of the Green
function. One possible approach to overcome the problems arising because of
the lack of monotonicity is to use a special transformation of the probability
space to recover some monotonicity which makes Lemma 5.1 applicable.
This was done in [ETV11, Appendix] to obtain the following Theorem.
Theorem 7.1 ([ETV11]). Assume
(i) The measure µ has a density ρ in the Sobolev space W 1,1(R).
(ii) The single-site potential u has compact support and satisfies u :=∑
k∈Zd u(k) 6= 0.
Let further Λ ⊂ Zd finite and s ∈ (0, 1). Then we have for all x, y ∈ Λ and
z ∈ C \ R
E
{∣∣Gω,Λ(z;x, y)∣∣s} ≤ 1
1− s
(
2‖ρ′‖L1C
u
)s 1
λs
where C is a constants depending only on u.
The disadvantage of Theorem 7.1 is that it is non-local in the sense that
we have to average with respect of the entire disorder present in the model.
At the moment we do not know how to conclude the decay of fractional
moments of the Green function (cf. Definition 3.3) from the non-local a
priori bound in Theorem 7.1. A somewhat stronger condition, however, is
sufficient to ensure decay of fractional moments. We will review this result
next.
Assumption (A). Assume that
(1) the measure µ has a bounded, compactly supported density ρ ∈
L∞(R).
(2) Θ := suppu is finite and u(k) > 0 for k ∈ ∂iΘ.
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Under Assumption (A) and with the help of Ineq. (5) it is possible to prove
a local a priori bound, which is applicable to conclude the decay of fractional
moments of the Green function, see Section 7.2. Let us first introduce some
more notation. For x ∈ Zd we denote by N (x) = {k ∈ Zd : |x − k|1 = 1}
the neighborhood of x. For Λ ⊂ Zd we also define Λx = Λ + x = {k ∈ Z
d :
k − x ∈ Λ}.
Lemma 7.2 ([ETV11]). Let Assumption (A) be satisfied, Γ ⊂ Zd, m > 0
and s ∈ (0, 1).
(a) Then there is a constant Cs, depending only on d, ρ, u, m and s, such
that for all z ∈ C \ R with |z| ≤ m, all x, y ∈ Γ and all bx, by ∈ Z
d with
x ∈ Θbx and y ∈ Θby
EN
{∣∣Gω,Γ(z;x, y)∣∣s/(2|Θ|)} ≤ CsΞs(λ),
where Ξs(λ) = max{λ
−s/(2|Θ|), λ−2s} and N = {bx, by} ∪N (bx)∪N (by).
(b) Then there is a constant Ds, depending only on d, ρ, u and s, such that
for all z ∈ C \R, all x, y ∈ Γ and all bx, by ∈ Z
d with
x ∈ Θbx ∩ Γ ⊂ ∂
iΘbx and y ∈ Θby ∩ Γ ⊂ ∂
iΘby
we have
E{bx,by}
{∣∣Gω,Γ(z;x, y)∣∣s} ≤ Dsλ−s.
7.2. Decay of fractional moments. Now we explain how the so called
finite volume criterion implies exponential decay of the Green function. To-
gether with the a-priori bound from Lemma 7.2 this gives us Theorem 7.5.
For proofs we refer the reader to [ETV11].
To formulate the results of this section we will need the following notation:
Let Γ ⊂ Zd, fix L ≥ diamΘ + 2, let
B = ∂iΛL,
and define the sets
Λˆx = {k ∈ Γ : k ∈ Θb for some b ∈ ΛL,x}
and
Wˆx = {k ∈ Γ : k ∈ Θb for some b ∈ Bx}.
Recall that for Γ ⊂ Zd we denote by Γx = Γ + x = {k ∈ Z
d : k − x ∈ Γ}
the translate of Γ. Hence (ΛL)x = ΛL,x and Wˆx is the union of translates
of Θ along the sides of Bx, restricted to the set Γ. For Γ ⊂ Z
d we can now
introduce the sets
Λx := Λˆ
+
x ∩ Γ and Wx = Wˆ
+
x ∩ Γ
which will play a role in the assertions below.
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Theorem 7.3 ([ETV11], Finite volume criterion). Suppose that Assumption
(A) is satisfied. Let Γ ⊂ Zd, z ∈ C \ R with |z| ≤ m and s ∈ (0, 1/3). Then
there exists a constant Bs which depends only on d, ρ, u, m, s, such that if
the condition
(6) bs(λ,L,Λ) :=
BsL
3(d−1)Ξs(λ)
λ2s/(2|Θ|)
∑
w∈∂oWx
E
{
|Gω,Λ\Wx(z;x,w)|
s/(2|Θ|)} < b
is satisfied for some b ∈ (0, 1), arbitrary Λ ⊂ Γ, and all x ∈ Λ, then for all
x, y ∈ Γ
E
{
|Gω,Γ(z;x, y)|
s/(2|Θ|)} ≤ Ae−µ|x−y|∞ .
Here
A =
CsΞs(λ)
b
and µ =
|ln b|
L+ diamΘ+ 2
,
with Cs as in Lemma 7.2.
Note that condition (6) can be achieved by choosing λ sufficiently big and
applying Lemma 7.2. The core of the proof of the theorem is the following
Lemma 7.2.
Lemma 7.4 ([ETV11]). Let Assumption (A) be satisfied. Let Γ ⊂ Zd,
s ∈ (0, 1/3), m > 0 and bs(λ,L,Λ) be the constant from Theorem 7.3. Then
we have for all x, y ∈ Γ with y 6∈ Λx and all z ∈ C \ R with |z| ≤ m the
bound
E
{
|Gω,Γ(z;x, y)|
s
2|Θ|
}
≤
bs(λ,L,Γ)
|∂oΛx|
∑
r∈∂oΛx
E
{
|Gω,Γ\Λx(z; r, y)|
s
2|Θ|
}
.
The combination of Theorem 7.3 and Lemma 7.2 yield the following result
on exponential decay of a fractional moment of the Green function under a
strong disorder assumption.
Theorem 7.5 ([ETV11]). Let Γ ⊂ Zd, s ∈ (0, 1/3) and suppose that As-
sumption (A) is satisfied. Then for a sufficiently large λ there are constants
µ,A ∈ R+, depending only on d, ρ, u, s and λ, such that for all z ∈ C \ R
and all x, y ∈ Γ
E
{
|Gω,Γ(z;x, y)|
s/(2|Θ|)} ≤ Ae−µ|x−y|∞ .
7.3. Localization. The existing proofs of localization via the fractional mo-
ment method use either the Simon Wolff criterion, see e.g. [SW86, AM93,
ASFH01], or the RAGE-Theorem, see e.g. [Aiz94, Gra94, AEN+06]. Nei-
ther dynamical nor spectral localization can be directly inferred from the
behavior of the Green function using the existent methods for the model in
Section 2. The reason is that the random variables Vω(x), x ∈ Z
d, are not
independent, while the dependence of Hω on the i.i.d. random variables ωk,
k ∈ Zd, is not monotone.
We outline a new variant for concluding exponential localization from
bounds on averaged fractional powers of Green’s function (cf. Section 7.2)
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without using the multiscale analysis, see [ETV10, ETV11] for details. This
is done by showing that fractional moment bounds imply the “typical output”
of the multiscale analysis, i.e. the hypothesis of Theorem 2.3 in [DK89]. Then
one can conclude localization using existent methods.
The next Proposition states that certain bounds on averaged fractional
moments of Green’s function imply the hypothesis of Theorem 2.3 in [DK89]
(without applying the induction step of the multiscale analysis).
Proposition 7.6 ([ETV11]). Let I ⊂ R be a bounded interval and s ∈ (0, 1).
Assume the following two statements:
(i) There are constants C,µ ∈ R+ and L0 ∈ N0 such that
E
{
|Gω,ΛL,k(E;x, y)|
s
}
≤ Ce−µ|x−y|∞
for all k ∈ Zd, L ∈ N, x, y ∈ ΛL,k with |x− y|∞ ≥ L0, and all E ∈ I.
(ii) There is a constant C ′ ∈ R+ such that
E
{
|Gω,ΛL,k(E + iε;x, x)|
s
}
≤ C ′
for all k ∈ Zd, L ∈ N, x ∈ ΛL,k, E ∈ I and all ε ∈ (0, 1] .
Then we have for all L ≥ max{8 ln(8)/µ,L0,−(8/5µ) ln(|I|/2)} and all
x, y ∈ Zd with |x− y|∞ ≥ 2L+ diamΘ+ 1 that
P{∀E ∈ I either ΛL,x or ΛL,y is (µ/8, E)-regular}
≥ 1− 8|ΛL,x|(C|I|+ 4C
′|ΛL,x|/π)e−µsL/8.
In the proof of Proposition 7.6 Hypothesis (ii) is only used to obtain a
Wegner estimate. In particular, there is a relation between a Wegner esti-
mate and the a priori bound in the fractional moment method. The following
proposition states that the boundedness of averaged fractional powers of the
diagonal Green function elements implies a Wegner estimate.
Proposition 7.7 ([ETV11]). Let I ⊂ R be an interval, s ∈ (0, 1) and c > 0.
Assume there is a constant C ∈ R+ such that
E
{
|Gω,L(E + iε;x, x)|
s
}
≤ C
for all L ∈ N, x ∈ ΛL, E ∈ I and all ε ∈ (0, c]. Then we have for all
[a, b] ⊂ I with 0 < b− a ≤ c that
E
{
Trχ[a,b](Hω,L)
}
≤
4C
π
|b− a|s|ΛL|.
Proof. Let [a, b] ⊂ I with 0 < b − a ≤ c. Since we have for any λ ∈ R and
0 < ε ≤ b− a
arctan
(
λ− a
ε
)
− arctan
(
λ− b
ε
)
≥
π
4
χ[a,b](λ),
one obtains an inequality version of Stones formula:
〈δx, χ[a,b](Hω,L)δx〉 ≤
4
π
∫
[a,b]
Im {Gω,L(E + iε;x, x)} dE ∀ ε ∈ (0, b− a].
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Using triangle inequality, |Im z| ≤ |z| for z ∈ C, Fubini’s theorem, |Gω,L(E+
iε;x, x)|1−s ≤ dist(σ(Hω,L), E + iε)s−1 ≤ εs−1 and hypothesis (ii) we obtain
for all ε ∈ (0, b− a]
E
{
Trχ[a,b](Hω,L)
}
≤ E
{∑
x∈ΛL
4
π
∫
[a,b]
Im {Gω,L(E + iε;x, x)} dE
}
≤
εs−1
π/4
∑
x∈ΛL
∫
[a,b]
E
{∣∣Gω,L(E + iε;x, x)∣∣s}dE
≤ 4π−1εs−1|ΛL| |b− a|C.
We minimize the right hand side by choosing ε = b − a and obtain the
statement of the proposition. 
Let us note that a Wegner estimate implies the boundedness of an aver-
aged fractional power of the (finite-volume) Green function. At the moment
we only know a proof where the bound depends polynomially on the volume
of the cube.
From the discussion so far it follows that Hypothesis (ii) of Proposition 7.6
can be replaced by a Wegner estimate. Specifically, the following assertion
holds true.
Proposition 7.8 ([ETV11]). Let I ⊂ R be a bounded interval and s ∈ (0, 1).
Assume the following two statements:
(i) There are constants C,µ ∈ R+ and L0 ∈ N0 such that
E
{
|Gω,ΛL,k(E;x, y)|
s
}
≤ Ce−µ|x−y|∞
for all k ∈ Zd, L ∈ N, x, y ∈ ΛL,k with |x− y|∞ ≥ L0, and all E ∈ I.
(ii) There are constants CW ∈ R
+, β ∈ (0, 1], and D ∈ N such that
P
{
σ(Hω,ΛL) ∩ [a, b] 6= ∅
}
≤ CW|b− a|
β LD
for all L ∈ N and all [a, b] ⊂ I.
Then we have for all L ≥ max{8 ln(2)/µ,L0,−(8/5µ) ln(|I|/2)} and all
x, y ∈ Z with |x− y|∞ ≥ 2L+ diamΘ+ 1 that
P{∀E ∈ I either ΛL,x or ΛL,y is (µ/8, E)-regular}
≥ 1− 8(2L + 1)d|(C |I|+ CWL
D)e−µβL/8.
To conclude exponential localization from the estimates provided in Propo-
sition 7.6 or 7.8 we will use Theorem 2.3 in [DK89]. More precisely we need
a slight extension of the result, which can be proven with the same argu-
ments as the original result. What matters for the proof of Theorem 7.9 is
that there is an l0 ∈ N such that potential values at different lattice sites
are independent if their distance is larger or equal l0.
18 A. ELGART, H. KRU¨GER, M. TAUTENHAHN, AND I. VESELIC´
Theorem 7.9 ([DK89]). Let I ⊂ R be an interval and let p > d, L0 > 1,
α ∈ (1, 2p/d) and m > 0. Set Lk = L
α
k−1, for k ∈ N. Suppose that for any
k ∈ N0
P{∀E ∈ I either ΛLk,x or ΛLk ,y is (m,E)-regular} ≥ 1− L
−2p
k
for any x, y ∈ Zd with |x − y|∞ ≥ 2Lk + diamΘ + 1. Then Hω exhibits
exponential localization in I for almost all ω ∈ Ω.
From Proposition 7.6 and Theorem 7.9 we conclude that the decay of
fractional moments of the Green function implies exponential localization.
Theorem 7.10 ([ETV11]). Let s ∈ (0, 1), C,µ,∈ R+, and I ⊂ R be a
interval. Assume that
E
{
|Gω,ΛL,k(E + iε;x, y)|
s
}
≤ Ce−µ|x−y|∞
for all k ∈ Zd, L ∈ N, x, y ∈ ΛL,k, E ∈ I and all ε ∈ (0, 1]. Then Hω
exhibits exponential localization in I for almost all ω ∈ Ω.
Putting together Theorem 7.5 and Theorem 7.10, one can prove without
the use of MSA exponential localization in the case of sufficiently large
disorder.
Theorem 7.11 ([ETV11], Exponential localization via fractional moments).
Let Assumption (A) be satisfied and λ sufficiently large. Then Hω exhibits
exponential localization for almost all ω ∈ Ω.
8. Localization via multiscale analysis
The goal of this section is to explain how to obtain localization for the
discrete alloy-type model using multiscale analysis under the assumptions
• u(0) 6= 0, |u(k)| ≤ e−c|k|∞ for some positive constant c, and
• the measure µ has a bounded density ρ with supp ρ ⊂ [−1, 1].
For background on multiscale analysis, we refer for example to [Kir08] and
[Sto01]. The main idea of multiscale analysis is to show that Green’s function
decay on a small scale implies Green’s function decay on a larger scale. In
order to quantify decay of the Green’s function, we introduce
Definition 8.1. Let γ > 0. A box Λr,n ⊆ Z
d is called γ-suitable for Hω−E
if
(i) ‖(Hω,Λr,n −E)
−1‖ ≤ e
√
r.
(ii) For x, y ∈ Λr,n with |x− y| ≥
r
10 , we have
|Gω,Λr,n(E;x, y)| ≤
1
#(Λr,n)
e−γ|x−y|.
Only condition (ii) is needed for multiscale analysis when a Wegner esti-
mate is available. However, our goal is to do without it and then (i) takes
the role of the Wegner estimate.
The essential step in [Kru¨] to conclude exponential and dynamical local-
ization is
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Theorem 8.2. Given γ > 0 and E ∈ R, there is R = R(γ, u, µ) ≥ 1 such
that if
(7) P{Λr is γ-suitable for Hω − E} ≤
1
r4d
holds for 1 ≤ r ≤ R then it holds for all r > 0 with γ replaced by γ/2.
This theorem implies localization at large coupling:
• For large coupling, the Combes–Thomas estimate and a probabilistic
computation imply the assumptions of Theorem 8.2. This can be
found in Appendix A of [Kru¨].
• The conclusions of this theorem imply localization. Exponential lo-
calization is proven in Section 7 of [BK05] and dynamical localization
in Sections 16 to 18 of [Kru¨].
Theorem 8.3 ([Kru¨]). Let λ > 0 be large enough. Then, for almost all
ω ∈ Ω, Hω exhibits dynamical (and spectral) localization.
We will now discuss how to prove Theorem 8.2. The main difficulty is
to conclude from a probabilistic estimate on a small scale, i.e. (7) for some
r ≥ 1, the estimate on the resolvent with a better probability, i.e.
(8) P{‖(Hω,R − E)
−1‖ > e
√
R} <
1
R4d
.
It turns out, that we do not know how to do this. Instead we assume that
(7) holds for all values of r in a range [r1, r2] with r2 = (r1)
3 and use this to
conclude (8).
Just using a single value of r one can conclude that there exists an event
B with P{B} ≤ 1/(2R4d), such that for ω /∈ B, there are m1, . . . ,mL with L
uniformly bounded in R such that for
Ξ = ΛR \
L⋃
ℓ=1
Λr,mℓ
we have
(9) ‖(Hω,Ξ − E)
−1‖ ≤ e3
√
r.
This follows from the probabilistic estimates in Section 5 and the estimates
on the resolvent in Section 9 of [Kru¨].
Then one uses the assumption on the whole range [r1, r2] to conclude that
there exists a choice ω˜ which agrees with ω except near the mℓ such that
‖(Hω˜,R − E)
−1‖ ≤ e10
√
r2 .
We illustrate this in the next subsection. See Section 12 of [Kru¨] or Section 2
in [Bou09] for the entire implementation.
In Subsection 8.2, we illustrate how to use Cartan’s lemma to conclude
from this information that the estimate (8) holds. For the entire analysis,
see Sections 13 to 15 in [Kru¨].
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Then one can conclude the decay of the Green function as in the usual
multiscale analysis finishing the proof of Theorem 8.2.
8.1. Probabilistic estimates. In this section, we illustrate a new form
of probabilistic estimate not necessary in the usual versions of multiscale
analysis. We will assume for rℓ = r · ℓ with ℓ = 1, . . . , L that
P{‖(Hω,rℓ − E)
−1‖ > A} ≤ ε
and that supp(u) ⊆ Λr−1. The main conclusion will be
Lemma 8.4. There exists an event B with
P{B} ≤ εL
such that for ω /∈ B, there exists ℓ such that there exists ω˜ with
ωn = ω˜n, n /∈ Λrℓ−1
we have
‖(Hω˜,rℓ − E)
−1‖ ≤ A.
Proof. Denote by Xℓ the set of all ω such that for all ω˜ with
ωn = ω˜n, n /∈ Λrℓ−1
we have
‖(Hω˜,rℓ − E)
−1‖ > A.
By assumption, we have that P{Xℓ} ≤ ε and one can check that Xℓ and Xj
are independent events for j 6= ℓ.
Take B =
⋃L
ℓ=1Xℓ. Independence implies P{B} ≤ ε
L. The claim follows
by construction. 
This lemma implies that given m ∈ ΛR, one can always find some r˜ ≤ r
2
and ω˜ the resolvent estimate holds for the cube Λr˜,m. Using Theorem 9.4.
in [Kru¨], one can then extend (9) to the estimate
‖(Hω˜,R − E)
−1‖ ≤ er
for some ω˜ for which ω˜n = ωn whenever |n−mℓ| ≥ r
2.
8.2. An application of Cartan’s lemma. In this section, we illustrate
the application of Cartan’s Lemma with a simple application to random
Schro¨dinger operators. The main goal is to give a simplified account of
what happens in Sections 11 to 14 of [Kru¨].
Suppose we want to establish a bound on ‖(Hω,L − E)
−1‖ and that we
already know
(1) For each ω, there exists n ∈ ΛL such that
‖(Hω,ΛL\Λr,n − E)
−1‖ ≤ A.
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(2) For each n and ω, there exists ω˜ with
ωm = ω˜m, m ∈ ΛL \ {n}
and
‖(Hω˜,L − E)
−1‖ ≤ A.
This is a simplification: First, one must allow for more exceptional sites.
Second, such a statement can allow hold in probabilistic terms in a multi-
scale scheme. [Bou09] was the first paper to propose a scheme to check
(2).
For simplicity, we will also assume that
(3) supp(u) is contained in Λr.
The analysis of u exponential decaying requires a perturbative analysis,
which we avoid here for the sake of exposition.
Proposition 8.5. Assume (1), (2), and (3). Then
P{‖(Hω,L − E)
−1‖ ≥ es} ≤ e
− δs
log(A)·rd
for some small constant δ > 0.
The proof of this proposition will be split into two parts. First, we consider
the case when the single-site potential u is equal to δ0. Second, we discuss
what needs to be modified for general u. We can fix n. Then the claim
follows by summing over the possible number of choices of n (less than
(3L)d many).
Assume now that u = δ0, then we can write Hω,L − E as
Hω,L − E =
(
ωn − E Γ
Γ∗ Hω,ΛL\{n} − E
)
.
An application of the Schur-complement formula shows that
‖(Hω,L − E)
−1‖ ≤ C ·A2|ωn − E − Γ(Hω,ΛL\{n} − E)
−1Γ∗|−1,
for some constant C. Since the dependence in ωn is linear, it is easy to see
that the set of ωn, where the right hand side is small, is small. Hence, we
are done.
It is noteworthy that this argument did not use (2). Of course, (2) and not
even (1) is necessary since the standard proof of Wegner’s estimate works.
Let us now discuss what happens when u is not δ0, but is supported on
finitely many points. One could apply the Schur-complement formula as
before, but the object one then obtains has a too non-trivial dependence on
ωn to be useful. Define
Ξ˜ = Λr,n ∩ ΛL, Θ˜ = ΛL \ Ξ˜.
ThenHΘ˜ω −E is independent of ωn. So an application of the Schur-complement
formula shows that
‖(Hω,L − E)
−1‖ ≤ CA2‖(Hω,Ξ˜ − E − Γ(Hω,Θ˜ − E)
−1Γ∗)−1‖.
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Fix {ωm}m6=n and define a function of single-variable ωn by
f(ωn) = det(Hω,Ξ˜ − E − Γ(Hω,Θ˜ − E)
−1Γ∗).
Define R = #Ξ˜. By (1), we obtain that
|f(x)| ≤ CAR
and by (2) that
|f(ω˜n)| ≥
1
AR
.
Hence, we can apply Cartan’s Lemma to obtain
|{ωn : |f(ωn)| ≤ e
−s}| ≤ C exp
(
−
s
R log(A)
)
.
The claim follows by R ≤ (3r)d.
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