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Abstract
In this paper, we proceed with the analysis started in [13] and, using
the Renormalization Group method, we obtain logarithmic corrections to the
decay of solutions for a class of nonlinear integral equations whenever the
nonlinearities are classified as marginal in the Renormalization Group sense.
1
1 Introduction
In this paper, we proceed with the analysis started in [13] where we employed the
Renormalization Group (RG) method as developed by Bricmont et al. [10] to obtain
the long-time behavior of solutions to the integral equation
u(x, t) =
∫
R
G(x− y, s(t))f(y)dy +
∫ t
1
∫
R
G(x − y, s(t)− s(τ))F (u(y, τ))dydτ , x ∈ R and t > 1, (1)
where the integral kernel G(x, t) satisfies the following three general conditions
which we denote by (G):
(i) There are integers q > 1 and M > 0 such that G(·, 1) ∈ Cq+1(R) and
sup
x∈R
{(1 + |x|)M+2|G(j)(x, 1)|} <∞, j = 0, 1, ..., q + 1,
where G(j)(x, 1) denotes the j-th derivative (∂jxG)(x, 1).
(ii) There is a positive constant d such that
G(x, t) = t−
1
dG
(
t−
1
d x, 1
)
, x ∈ R, t > 0;
(iii) G(x, t) =
∫
R
G(x− y, t− s)G(y, s)dy, for x ∈ R and t > s > 0.
In [13] we considered the above conditions on G(x, t) and nonlinearities F (u) given
by a power series of u F (u) = λ
∑
j≥α aju
j, where λ ∈ [−1, 1] and α is an integer
satisfying α > αc, with
αc =
p+ 1 + d
p+ 1
. (2)
The parameter d is given in (ii) of (G) and p is assumed to be positive and it is
associated with the function s(t) (see the argument of G(x, t) in (1)), which is such
that s(t) ∼ tp+1 as t → ∞. Furthermore, f ∈ Bq, where Bq is the Banach space
(6). We have shown that, if f is small in some sense, then the asymptotics of the
2
solution to (1) is dictated by the asymptotics of the integral kernel G(x, t), that is,
u(x, t) ∼
A
t(p+1)/d
G
(
x
t(p+1)/d
,
1
p+ 1
)
as t→∞, (3)
where A = A(p, f, λ, F ).
The condition α > αc assumed in [13] restricts the sum of F to irrelevant (in the RG
sense) perturbations. The main contribution of this paper is to consider marginal
perturbations uαc , besides irrelevant ones. As we will see, marginal perturbations
generate logarithmic corrections to the decay (3). More specifically, we consider
F (u) = −µuαc + λ
∑
j≥α
aju
j, (4)
where, in the above sum α is an integer satifying α > αc, with αc an integer given
by (2), and we shall prove in Theorem 1.1 that, if with µ > 0 small and λ ∈ R, then
a logarithmic correction to the decay (3) shows up as follows
u(x, t) ∼
A
(t ln t)(p+1)/d
G
(
x
t(p+1)/d
,
1
p+ 1
)
when t→∞. (5)
For the nonlinear diffusion equation with time-dependent diffusion coefficient c(t) =
t + o(t) and with marginal perturbations, the long time behaviour (5) with d = 2,
where G(x, t) is to be replaced by the heat kernel, was obtained by Braga and
Moreira in [12]. Here, we generalize their results to the integral equation (1)
with nonlinearities F (u) given by (4) and integral kernels G(x, t) satisfying the
condition (G). We refer the reader to the Introduction of [13] for references on many
interesting physical and engeneering problems which are modeled by equations with
time-dependent difusions coefficients.
To state our result, suppose G(x, t) is given and condition (G) is satisfied. Define
Bq ≡ {f : R→ R | f̂(ω) ∈ C
1(R) and ‖f‖ <∞}, (6)
where ‖f‖ = sup(1 + |ω|q)(|f̂(ω)| + |f̂ ′(ω)|) and q > 1 is the integer given in (i) of
(G).
We will consider (1) under the following hypothesis:
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(M)(M1) F (u) is given by (4), with µ > 0 and λ ∈ R, and the exponent αc, given
by (2), is assumed to be an integer, i.e., p and d are chosen so that αc is
an integer;
(M2) Given A0 > 0, let g0 ∈ Bq such that ĝ0(0) = 0 and ‖g0‖ < A
αc
0 . Consider
initial conditions of form f = A0f
∗
p + g0, with f
∗
p given by
f∗p (x) = G
(
x,
1
p+ 1
)
; (7)
(M3) the function s(t), see the argument of G(x, t) in (1), is given by
s(t) =
∫ t
1
c(τ)dτ , with c(t) a positive function in L1loc(1,+∞), given by
c(t) = tp + o(tp), with p > 0 and such that
1
Ln(p+1)
∫ Ln
1
|o(tp)|dt ≤
1
n(p+1)/d
, L > 1, n≫ 1.
Remark: Notice that, from hypothesis (M3),
s(t) =
tp+1 − 1
p+ 1
+ r(t), p > 0, t ≥ 1, (8)
where r(t) satisfies ∣∣∣∣ r(Ln)Ln(p+1)
∣∣∣∣ ≤ 1n(p+1)/d , L > 1, n≫ 1. (9)
The representation (8) for s(t) and the upper bound (9) for r(t) are motivated by
our previous experience, see [12], where we considered the special case p = 1 and
d = 2. In there, s(t) =
∫ t
1 c(τ)dτ , c(t) ∈ L
1
loc
(1,+∞), c(t) = t + o(t) and o(t) is a
little order of t as t→∞ satisfying L−2n
∫ Ln
1
|o(t)|dt ≤ n−1, L > 1, n≫ 1.
The aim of this paper is to prove the following theorem:
Theorem 1.1. Let G(x, t) satisfying condition (G) be given and consider equation
(1) under the hypothesis (M). There exist positive constants A, λ∗ and ǫ such that
1) if |A0| < ǫ, where A0 is given in (M2);
2) if 0 < µ+ |λ| < λ∗, with |λ| < µ, where λ and µ are given in (M1),
then the solution u to the integral equation (1) satisfies
lim
t→∞
‖(t ln t)(p+1)/du(t(p+1)/d·, t)−Af∗p (·)‖ = 0, (10)
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where f∗p (·) is given by (7).
Remark: The pre-factor A multiplying f∗p (·) in (10) can be explicitly found and
we will show that
A =
{(
d
p+ 1
)[
p+ 1
(2π)d
] 1
p+1
µ R
}−(p+1)/d
(11)
where R depends upon G(x, t) and is given by (47).
This paper is a follow up of [13], being heavely based on it. In Section 2 we quickly
review the results in [13] which are important for this paper. In Section 3 we
prove the Renormalization Lemma and some other results which will be important
in Section 4 where we prove Theorem 1.1. The heuristics behind the logaritmic
correction to the decay is given in the Remark right after the proof of Lemma 3.1.
2 The RG operator
The RG approach consists in relating the long-time behavior of solutions to
equations to the existence and stability of fixed points of an appropriate RG
transformation. By iterating the method, the RG transformation progressively
evolves the solution in time and, simultaneously, renormalizes the various terms of
the equation under analysis. In [13] we established the RG method to the integral
equation (1) when F (u) is irrelevant in the RG sense. With some adaptations, we
will show that the method also works when we add marginal perturbations. In
order to study the nonlinear problem (1), with F (u) in the form (4), we recall some
definitions and results from [13] regarding the RG operator for the linear problem.
Given a time scale L > 1 and a function f , define f0 ≡ f , and
u0n(x, t) ≡
∫
G (x− y, sn(t)) fn(y)dy, t ∈ (1, L], (12)
where
sn(t) =
tp+1 − 1
p+ 1
+ rn(t), (13)
5
with rn(t) = [r(L
nt)− r(Ln)]L−n(p+1), where r(t) is the remainder in (8) satisfying
the upper bound (9). Furthermore, for n = 0, 1, 2, · · ·,
fn+1(·) ≡ R
0
L,nfn(·) ≡ L
(p+1)/du0n(L
(p+1)/d·, L). (14)
In Lemma II.4 of [13] we have proved that there exists a p-dependent constant
L1 > 1 such that
1
6(p+ 1)
<
sn(L)
Lp+1
<
3
2(p+ 1)
, ∀ n ≥ 0, ∀ L > L1, (15)
and that there are positive constants K˜, M , Cd,p,q depending on d, p, q such that,
for all L > L1 given,
‖f∗p‖ < Cd,p,q, ‖R
0
Lnf
∗
p ‖ ≤ K˜ and ‖R
0
Lnf
∗
p − f
∗
p ‖ ≤M
∣∣∣∣ r(Ln)Ln(p+1)
∣∣∣∣ 1d , (16)
where we have denoted R0L ≡ R
0
L,0, and where f
∗
p is defined by (7). We have also
proved the Contraction Lemma, see Lemma II.5 of [13], which asserts that there
exists a constant C = C(d, p, q) > 0 such that
‖R0L,ng‖ ≤
C
L(p+1)/d
‖g‖, ∀ L > L1 and n = 0, 1, 2, · · · , (17)
whenever g ∈ Bq is such that ĝ(0) = 0.
For the nonlinear equation (1), with F given by (4), we fix L > 1 and formally
consider {un}
∞
n=0 defined by
un(x, t) ≡ L
n(p+1)/du(Ln(p+1)/dx, Lnt), t ∈ [1, L], n = 0, 1, 2, · · · , (18)
and with u solution to
u(x, t) =
∫
G(x − y, s(t))f(y)dy − µ
∫ t
1
∫
G(x − y, s(t)− s(τ))uαc (y, τ)dydτ
+ λ
∫ t
1
∫
G(x− y, s(t)− s(τ))
∑
j≥α
aju
j(y, τ)
 dydτ , t > 1. (19)
We recall that, in the above sum, α is an integer satifying α > αc, with αc given
by (2). The renormalized equation, in the marginal case, is, for each n = 0, 1, · · ·,
un(x, t) =
∫
G(x − y, sn(t))fn(y)dy − µ
∫ t
1
∫
G(x− y, sn(t)− sn(τ))u
αc
n (y, τ)dydτ
+ λn
∫ t
1
∫
G(x− y, sn(t)− sn(q))FL,n(un(y, q))dydq (20)
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where sn(t) is given by (13) and
FL,n(un) =
∑
j≥α
ajL
n(α−j)(p+1)/dujn, (21)
λn = L
−n(p+1)(α−αc)/dλ, (22)
and fn(x) ≡ L
n(p+1)/du(Ln(p+1)/dx, Ln), n = 1, 2, · · ·, f0 = f , where u is the
solution to (19).
In Lemma III.1 of [13] we have proved that, given n ∈ N and L > 1, there exists
ǫn > 0 such that, if ‖fn‖ < ǫn, then the integral equation (20) has a unique solution
in
Bfn ≡ {un ∈ B
(L) : ‖un − u
0
n‖ ≤ ‖fn‖}
where u0n is the solution to (20) with µ = λn = 0 (equivalently, given by (12)) and
B(L) =
{
u : R× [1, L]→ R;u(·, t) ∈ Bq, ∀ t ∈ [1, L], ‖u‖L = sup
t∈[1,L]
‖u(·, t)‖ <∞
}
.
In fact, Lemma III.1 of [13] is valid for equation (20) with nonlinearity and coupling
constant given by (21) and (22), respectively.
Since we are now interested in the effect of the marginal term in the asymptotics,
we will rewrite the operator Tn : B
(L) → B(L), as Tn(un) ≡ u
0
n + Vn(un), where
Vn = −Mn +Nn, n = 0, 1, 2, · · ·,
Mn(un)(x, t) = µ
∫ t
1
∫
G(x− y, sn(t)− sn(τ))u
αc
n (y, τ)dydτ (23)
and
Nn(un)(x, t) = λn
∫ t
1
∫
G(x− y, sn(t)− sn(τ))FL,n(un(y, τ))dydτ . (24)
Therefore, there exists ǫn such that, if ‖fn‖ < ǫn, Tn has a unique fixed point
which is the unique solution un(x, t) for the renormalized integral equation (20)
for t ∈ [1, L], which leads to the definition of the RG operator for the nonlinear
equation
L(p+1)/dun(L
(p+1)/dx, L) ≡ (RL,nfn)(x) = fn+1(x) (25)
for n ≥ 0, where f0 = f .
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3 Renormalization
In this section we obtain the Renormalization Lemma for the marginal case. As in
the irrelevant case treated in [13], we write fn = AnR
0
Lnf
∗
p + gn but we shall see
that in this case the sequence (An) goes to zero as n → ∞ and we have to keep
track of this convergence in a certain way, which will be done in the next Lemma.
From now on, we denote (esn(t)Lf)(x, t) ≡
∫
G(x− y, sn(t))f(y)dy. Remember
that, in (1), the nonlinearity F (u) is given by (4), where αc ≥ 2 is an integer, µ > 0
and λ ∈ R. Notice that if µ < 0 then solutions may blow up at finite time, see [4, 5].
We shall prove that, in this case, the nonlinearity affects the asymptotic behavior,
adding a logarithmic factor in the decay rate of convergence.
Before stating and proving the Renormalization Lemma, we recall from [13] (see
Lemma II.1 of [13] for details), that Ĝ(ω, t), (ω, t) ∈ R× [1,∞), as well as
K ≡ sup
ω∈R
|Ĝ(ω, 1)|, K1 ≡ sup
ω∈R
|Ĝ′(ω, 1)|, (26)
are well defined and we can rewrite condition (ii) of (G) in the Fourier space as
Ĝ(ω, t) = Ĝ(t
1
dω, 1), for t > 0 and ω ∈ R. (27)
Also, condition (iii) of (G) implies that
Ĝ(ω, t) = Ĝ(ω, t− s)Ĝ(ω, s) t > s > 0 and ω ∈ R. (28)
Finally, defining
ν∗n(x) = ν
∗
n(x, L) ≡
∫ L−1
0
e[sn(L)−sn(L−τ)]L(esn(L−τ)LR0Lnf
∗
p )
αcdτ (29)
and βn ≡ ν̂∗n(0), it is not hard to see that ‖ν
∗
n‖ ≤ C¯ for all n, with
C¯ = (L− 1)
(
C∗
2π
)αc−1
{2K +K1[3L
p+1/2(p+ 1)]1/d}αc+1K˜αc , (30)
with C∗ ≡ (2
q+1+3)
∫
R
[1 + |x|q ]−1dx, K and K1 given in (26) and K˜ the constant
in (16).
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Lemma 3.1 (Renormalization Lemma). Given k ∈ N and L > L1, suppose that
fn given by (25) is well defined for n = 1, 2, · · · , k + 1. Then, for each n, there is a
constant An and a function gn ∈ Bq with ĝn(0) = 0 such that
f0 = A0f
∗
p + g0, fn+1 = An+1R
0
Ln+1f
∗
p + gn+1 (n = 0, 1, ..., k). (31)
Furthermore, there exist n-independent positive constants γ and Λ such that, if
|An| ≤ 1, ‖gn‖ ≤ 1 and 0 < µ+ |λ| < γ, then
|An+1 −An + µβnA
αc
n | ≤ Λ[µ(|An|
2αc−1 + |An|
αc−1‖gn‖+ ‖gn‖
αc)+
(µ+ 1)|λ|(|An|
αc+1 + ‖gn‖
αc+1)]. (32)
and
‖gn+1‖ ≤
C
L(p+1)/d
‖gn‖+ Λ[µ(|An|
αc + |An|
2αc−1 + |An|
αc−1‖gn‖+ ‖gn‖
αc)+
+(µ+ 1)|λ|(|An|
αc+1 + ‖gn‖
αc+1)]. (33)
Proof: Decomposition (31) follows from induction, exactly like in the proof of
Lemma III.2 of [13], where we have defined for n ≥ 0,
An+1 = An + ν̂n(0) (34)
and
gn+1(x) = R
0
L,n+1gn(x) + L
(p+1)/dνn(L
(p+1)/dx)− ν̂n(0)R
0
Ln+1f
∗
p (x), (35)
with the difference that now νn(x) = Vn(un)(x, L) = −Mn(un)(x, L) +
Nn(un)(x, L), whereMn(un) andNn(un) were defined in (23) and (24), respectively.
In order to obtain estimates (32) and (33), we define wn = νn + µA
αc
n ν
∗
n with ν
∗
n,
given by (29) and, since βn ≡ ν̂∗n(0), we have ŵn(0) = An+1 − An + µA
αc
n βn. In
Lemma 3.2 we will prove that there exist positive constants γ and E such that, if
|An| ≤ 1, ‖gn‖ ≤ 1 and 0 < µ+ |λ| < γ, then
‖wn‖ ≤ E[µ(|An|
2αc−1 + |An|
αc−1‖gn‖+ ‖gn‖
αc)
+ (µ+ 1)|λ|(|An|
αc+1 + ‖gn‖
αc+1)], (36)
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which will prove (32), for all Λ ≥ E. In order to prove (33), we use definition (35)
and inequalities (16) and (17) to obtain:
‖gn+1‖ ≤
C
L(p+1)/d
‖gn‖+ (L
q(p+1)/d + K˜)‖νn‖.
Furthermore, since ‖νn‖ ≤ µ|An|
αc‖ν∗n‖+ ‖wn‖, we bound ‖gn+1‖ by
C
L(p+1)/d
‖gn‖+(C¯+E)(L
q(p+1)/d+K˜)[µ(|An|
αc+|An|
2αc−1+|An|
αc−1‖gn‖+‖gn‖
αc)+
+(µ+ 1)|λ|(|An|
αc+1 + ‖gn‖
αc+1)].
Since L > 1, defining Λ ≡ (C¯ + E)(Lq(p+1)/d + K˜), the proof is finished.
Remark: At this point it is possible to understand, heuristically, how the
logarithmic correction to the decay pops up and inequality (32) is crucial for that.
In Lemma 4.2 we will show that ‖gn‖ < A
2
n for all n and that An → 0 as n → ∞.
Together with αc ≥ 2, this implies that the right hand side of (32) is a little order
of Aαcn , meaning that it can be dropped off when compared with the left hand side
so that
An+1 −An + µ
(
R
[
p+ 1
(2π)d
] 1
p+1
lnL
)
Aαcn ≈ 0,
where we have used that βn ≈ (R
[
p+1
(2pi)d
] 1
p+1
lnL) as n → ∞ (see Lemma 4.1).
Integrating out the above equation gives
An ≈ A
[
1
ln tn
] p+1
d
, tn = L
n,
where A is given by (11). For the rigorous argument, see the proof of Lemma 4.3,
in particular Equation (60).
From now on we will denote uAn instead of un to emphasize the relation between
the solution and the decomposition of the initial data given by the Renormalization
Lemma, that is, given L > L1, let uAn be the solution to (20) with initial data
fn = AnR
0
Lnf
∗
p + gn. Furthermore, let u
∗
An
be the solution to problem (20) with
λn = 0 and initial data f
∗
n = AnR
0
Lnf
∗
p . Notice that u
∗
An
“measures” the effect of
the critical nonlinearity on the component of the initial condition which is in the
direction of the asymptotic fixed point of the linear RG operator. Therefore, if the
norm of gn is small, we expect that uAn is somehow “close” to u
∗
An
, which motivates
the estimates we will obtain next. Notice that, for wn = νn+µA
αc
n ν
∗
n, with ν
∗
n given
by (29), we can write down the upper bound
‖wn‖ ≤ ‖Mn(u
∗
An)(L)− µA
αc
n ν
∗
n‖+ ‖Mn(uAn)−Mn(u
∗
An)‖L + ‖Nn(uAn)‖L.
We will then obtain, in the next lemma, estimates for the norms on the right hand
side of the inequality above, thus proving (36). We refer of ǫn given by (43) of [13].
Lemma 3.2. Given L > L1 and n ∈ {0, 1, 2, ...} suppose that the initial condition
fn for problem (20) can be written as fn = AnR
0
Lnf
∗
p + gn, with gn ∈ Bq, ‖gn‖ ≤ 1,
|An| ≤ 1 and ‖fn‖ < ǫn. Then, there exist positive constants E and γ such that, if
0 < |λ|+ µ < γ, then
‖Mn(uAn)−Mn(u
∗
An)‖L ≤ µE[|An|
αc−1‖gn‖+ ‖gn‖
αc + |λ|(|An|
αc+1+ ‖gn‖
αc+1)],
(37)
‖Mn(u
∗
An)(L)− µA
αc
n ν
∗
n‖L ≤ µE|An|
2αc−1 (38)
and
‖Nn(uAn)‖L ≤ |λ|E(|An|
αc+1 + ‖gn‖
αc+1). (39)
Proof: First of all, since ‖fn‖ < ǫn, then uAn and u
∗
An
are the only solutions to
the respective equations in Bfn e Bf∗n given by
u∗An(t) = Ane
sn(t)LR0Lnf
∗
p −Mn(u
∗
An)(t) (40)
and
uAn(t) = Ane
sn(t)LR0Lnf
∗
p + e
sn(t)Lgn + Vn(uAn)(t). (41)
Defining C¯0 ≡ 2K + K1[3L
p+1/2(p + 1)]1/d, using (15) and the properties of the
kernel G, we get
‖Mn(uAn)−Mn(u
∗
An)‖L ≤ µαcC¯1‖uAn − u
∗
An‖L(‖uAn‖
αc−1
L + ‖u
∗
An‖
αc−1
L ), (42)
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with C¯1 = C¯0(L − 1)(C∗/2π)
αc−1. Now we recall that, if ‖fn‖ < ǫn, then
‖uAn‖L < ρ0 (see proof of Lemma III.1 in [13]). Therefore, defining S1(z) =
(C∗/2π)
αc−1ραc−10 +
∑
j≥α(C∗/2π)
j−1|aj|z
j−1, γ0 = [2C¯0(L − 1)S1(ρ0)]
−1 and
C¯2 = 2(K˜ + 1)C¯0, taking µ+ |λ| < γ0 gives
‖u∗An‖L ≤ C¯2|An|, (43)
‖uAn‖L ≤ C¯2(|An|+ ‖gn‖) (44)
and therefore,
‖uAn‖
αc−1
L + ‖u
∗
An‖
αc−1
L ≤ 2C¯2
αc−1(|An|+ ‖gn‖)
αc−1. (45)
Similarly, since |λn| < |λ| for all n,
‖Nn(uAn)‖L ≤ |λ|C¯3C¯2
2
(|An|+ ‖gn‖)
2, (46)
with C¯3 = C¯0(L − 1)S2(ρ0), where S2(z) =
∑
j≥α(C∗/2π)
j−1|aj |z
j−2. Defining
γ = min
{
1, γ0,
1
2αc+1αcC¯1C¯2
αc−1
}
,
if µ < γ, since ‖gn‖ ≤ 1 and |An| ≤ 1, using (45) and (46) in (42), we get (37) with
E = E1 ≡ 4(αc + 2)!αcC¯1C¯2
αc−1(1 + C¯3C¯2
2
)
{
1 +K +K1[3L
p+1/2(p+ 1)]1/d
}
.
In order to prove (38), notice that we can writeMn(u
∗
An
)(L) = µAαcn ν
∗
n+µ
∑αc−1
j=0 Ij ,
with ν∗n given by (29) and Ij given by(
αc
j
)∫ L−1
0
e[sn(L)−sn(L−τ)]L[(Ane
sn(L−τ)LR0Lnf
∗
p )
j [−Mn(u
∗
An)(L− τ)]
αc−j ]dτ .
Noticing that ‖Mn(u
∗
An
)‖L ≤ µC¯1(C¯2|An|)
αc , if
C∗j = αc!K˜
jC¯j0C¯1
αc−j+1C¯2
αc(αc−j), ‖Ij‖ ≤ C¯
∗
j |An|
j+αc(αc−j)µαc−j . Therefore,
‖Mn(u
∗
An)(L)− µA
αc
n ν
∗
n‖ ≤ µ|An|
2αc−1
αc−1∑
j=0
C¯∗j |An|
α2c−αc(j+2)+j+1µαc−j
and using that |An| ≤ 1 and µ ≤ 1 we prove (38) with E = E2 ≡
∑αc−1
j=0 C¯
∗
j .
Finally, from (44) and from the fact that ‖Nn(uAn)‖L ≤ |λ|C¯0S3(ρ0)‖uAn‖
αc+1
L ,
where S3(z) =
∑
j≥α(C∗/2π)
j−1|aj |z
j−αc−1, we obtain inequality (39) with E =
E3 ≡ (αc + 2)!C¯0S3(ρ0)C¯2
αc+1. Defining E ≡ max{E1, E2, E3}, we conclude the
proof.
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4 Asymptotic Behavior
In order to obtain the asymptotic limit (10), we first prove that βn(L) = ν̂∗n(0, L),
n = 0, 1, 2, · · ·, where ν̂∗n is given by (29), is a convergent sequence as n → ∞.
Notice that, from the properties of the kernel G, the integral
R =
∫
Ĝ(−x1, 1)Ĝ(x1 − x2, 1) · · · Ĝ(xαc−1, 1)dx1 · · · dxαc−1 (47)
is well defined.
Lemma 4.1. Consider Equation (19) under the hypothesis (M), with G(x, t)
satisfying (G). Let βn = ν̂∗n(0), with ν
∗
n given by (29) and
β = R
[
p+ 1
(2π)d
] 1
p+1
lnL, (48)
where R is given by (47). Then, there exists a constant C(d, L, p) such that
|βn − β| ≤ C(d, L, p)
(
1
n
) p+1
d
, (49)
for n sufficiently large.
Proof: In what follows, we drop off the L-dependence on functions and
parameters. Defining g(y, τ) ≡
∫
G(y − z, sn(L− τ))R
0
Lnf
∗
p (z)dz and observing
that Gˆ(0, t) = 1 for t > 0, we get from (29) that
βn =
∫ L−1
0
̂[gαc(·, τ)]|ω=0 dτ . (50)
Using the definition of the RG operator and properties of G, from (27) and (28) we
get
gˆ(ω, τ) = Gˆ
(
ω, sn(L− τ) +
1
Ln(p+1)
[
s(Ln) +
1
p+ 1
])
so that, from above and from properties of the Fourier Transform, we can rewrite
βn in (50) as
1
(2π)αc−1
[∫ L−1
0
∫
Rαc−1
Gˆ(−p1, a)Gˆ(p1 − p2, a) · · · Gˆ(pαc−1, a)dp1dp2 · · · dpαc−1
]
dτ,
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where a = sn(L − τ) + L
−n(p+1) [s(Ln) + 1/(p+ 1)]. Now, recalling that αc =
(p+ 1 + d)/(p+ 1), using definitions (47) and (13) of R and sn(t), we get
βn = R
[
(p+ 1)1/p+1
(2π)αc−1
]∫ L−1
0
[
(L− τ)p+1 + hn
]−1/(p+1)
dτ, (51)
where hn = (p+1)[rn(L−τ)+L
−n(p+1)r(Ln)]. Noticing that hn → 0 when n→∞,
we conclude that βn → β converges as n→∞. Furthermore,
|βn − β| = |R|
[
(p+ 1)
1
p+1
(2π)αc−1
] ∣∣∣∣∣
∫ L−1
0
∫ hn
0
1
(p+ 1)[(L− τ)p+1 + h¯]
p+2
p+1
dh¯dτ
∣∣∣∣∣ . (52)
Taking n sufficiently large so that h¯ > − 34 and using the definition of hn,
|βn − β| ≤ S(d, p)
[∫ L
1
|rn(t)|
tp+2
dt+
∣∣∣∣ r(Ln)Ln(p+1)
∣∣∣∣ ∫ L
1
1
tp+2
dt
]
,
where S(d, p) = |R|[4p+2(p+1)]
1
p+1 /(2π)αc−1. Using condition (M3) of (M) in the
definition of rn, we have that |rn(L)| ≤ L
p+1(n+ 1)−(p+1)/d and therefore∣∣∣∣ r(Ln)Ln(p+1)
∣∣∣∣ ≤ ( 1n
) p+1
d
,
which leads to (49), with C(d, L, p) = S(d, p)[L2(p+1) − 1](p+ 1)−1L−(p+1).
We notice that, if L > L1, since sn(t) is an increasing function for all n ≥ 0 and
0 ≤ τ ≤ L− 1, it follows that(
1
6(p+ 1)
) 1
p+1
<
[
sn(L− τ) +
1
Ln(p+1)
(
s(Ln) +
1
p+ 1
)] 1
p+1
< L
(
4
p+ 1
) 1
p+1
and therefore β∗ < βn < β
∗ for all n ≥ 0, where
β∗ =
R
(2π)αc−1
[
p+ 1
4
] 1
p+1
[
1−
1
31/(p+1)
]
and β∗ =
R
(2π)αc−1
(L− 1)[6(p+ 1)]
1
p+1 .
We will use the previous bounds in the next lemma, where we prove that (An) is a
decreasing sequence that goes to zero when n goes to infinity, which will allow us
to obtain the unique global solution to the problem. In Lemma 4.2 we make use of
the definition L2 ≡ max{L1, C
d/(p+1)} introduced in the proof of Theorem II.1 of
[13] and we refer to σ given by (45) in [13], which is a lower bound for the sequence
(ǫn).
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Lemma 4.2. For L > L2, there are positive constants ǫ and λ
∗ such that, if
0 < µ + |λ| < λ∗, |λ| < µ and f0 = A0f
∗
p + g0 with A0 ∈ (0, ǫ), ‖g0‖ < A
2
0
and gˆ0(0) = 0, then fn+1 = RL,nfn is well defined for n = 0, 1, 2, . . . and (31)
is valid with An+1 and gn+1 given by (34) and (35), respectively. Furthermore,
0 < An+1 < An, ‖gn‖ < A
2
n for all n and An → 0 when n→∞.
Proof: Notice that if ǫ ≤ 1, since A0 < ǫ and ‖g0‖ < A
2
0, we get A0 < 1 and
‖g0‖ < 1. Furthermore, since f0 = A0f
∗
p + g0 with A0 ∈ (0, ǫ) and ‖g0‖ < A
2
0,
taking ǫ < σ/(Cd,p,q + 1) we guarantee that f1 = RL,0f0 is well defined and from
Lemma 3.1, it follows that f1 can be written as f1 = A1R
0
Lf
∗
p + g1 with A1 and g1
given respectively by (34) and (35) with n = 0. From (32) with n = 0, using that
‖g0‖ < A
2
0 < 1, |λ| < µ < 1 and α ≥ 2, we get |A1 −A0 + µβ0A
αc
0 | ≤ 7ΛµA
αc+1
0 , or
A0[1− µA
αc−1
0 (β0 + 7ΛA0)] < A1 < A0[1 + µA
αc−1
0 (−β0 + 7ΛA0)]. (53)
Notice that, since 1 > A0 > 0, if µ[β0 + 7Λ] < 1, then A1 > 0 from the left hand
side of the inequality above and, from the right hand side, for small A0, that is, if
7ΛA0 < β0, we get A1 < A0. It follows from (33) with n = 0 that
‖g1‖ ≤
( C
L(p+1)/d
+ 8Λµ
)
A20.
Since A0 < 1, it follows from (53) that A
2
1 > A
2
0[1− µ(7Λ + β0)]
2 and, therefore, if
C
L(p+1)/d
+ 8Λµ < [1− µ(7Λ + β0)]
2, (54)
then ‖g1‖ < A
2
1. Inequality (54) is valid if we take
µ <
1− CL−(p+1)/d
22Λ + 2β0
.
Notice that if L > L2, the right hand side of the above inequality is positive. Now
define
ǫ ≡ min{1, β∗/(7Λ), σ/(Cd,p,q + 1), σ/(K˜ + 1)} (55)
and
λ∗ ≡ min
{
γ,
1
7Λ + β∗
,
1− CL−(p+1)/d
22Λ + 2β∗
}
, (56)
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where γ and Λ are given by the Renormalization Lemma.
Suppose 0 < An < An−1 < ǫ, ‖gn−1‖ < A
2
n−1 for n = 1, · · · , k and λ < λ
∗. We
shall prove that 0 < Ak+1 < Ak and ‖gk‖ < A
2
k. Taking ǫ < σ/(K˜ + 1), it is easy
to see from (16) that fk+1 = RL,kfk is well defined and it can be decomposed as in
(31). From (32), and using the induction hypothesis, we get
Ak[1− µA
αc−1
k (βk + 7ΛAk)] < Ak+1 < Ak[1 + µA
αc−1
k (−βk + 7ΛAk)]. (57)
Since 0 < µ < λ∗, βk ≤ β
∗ and 0 < Ak < Ak−1 < ... < A0 < ǫ, it follows from
the left hand side of (57) that Ak+1 > 0 and from the right hand side of (57) that
Ak+1 < Ak. To show that ‖gk+1‖ < A
2
k+1, we take (33) with n = k and use the
induction hypothesis ‖gk‖ < A
2
k < 1 and αc ≥ 2 to get
‖gk+1‖ ≤
( C
L(p+1)/d
+ 8Λµ
)
A2k.
Once again, since Ak < 1, it follows from (57) that A
2
k+1 > A
2
k[1 − µ(7Λ + βk)]
2,
and therefore, to prove that ‖gk+1‖ < A
2
k+1, we need that
C
L(p+1)/d
+ 8Λλ < [1− µ(7Λ + βk)]
2,
which is true since [1 − µ(7K + βk)]
2 ≥ 1 − 2µ(7K + βk), λ < λ
∗, βk < β
∗ and
L > L2.
We have just shown that there exists A = limn→∞An and 0 ≤ A < ǫ. We will now
prove that A = 0. Taking the limit k →∞ in (57), since βk → β, we have
µAαc−1(β − 7ΛA) ≤ 0.
Since A < ǫ < β/(7Λ), it follows that β−7ΛA > 0 and, since µ > 0, we have A = 0.
We finally prove Theorem 1.1. We first prove that (10) holds for the sequence
t = Ln, with L > L2, and then we extend this result.
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Lemma 4.3. Consider L > L2 and suppose λ
∗ and ǫ are given respectively by
(55) and (56). Suppose also that hypothesis (M) are valid and that 0 < A0 < ǫ,
0 < µ+ |λ| < λ∗ and |λ| < µ. Then, the unique solution u to (19) satisfies
lim
n→∞
‖Ln(p+1)/du(Ln(p+1)/d., Ln)− [µ(αc − 1)βn]
−(p+1)/df∗p ‖ = 0. (58)
Proof: From lemmas 3.1 and 4.2 and using that ‖gn‖ < A
2
n and ‖gn‖ ≤ 1 in (32),
we get
An+1 = An − µβnA
αc
n +O(A
αc+1
n ) n = 0, 1, 2, · · · .
Therefore
Aαc−1n+1 = A
αc−1
n [1−µβnA
αc−1
n +O(A
αc
n )]
αc−1 = Aαc−1n [1−µβn(αc−1)A
αc−1
n +O(A
αc
n )].
Defining An = ν
−1
n ,
ναc−1n+1 = ν
αc−1
n [1− µ(αc − 1)βnA
αc−1
n +O(A
αc
n )]
−1.
Since αc ≥ 2 and limn→∞An = 0, for n large enough |µ(αc−1)βnA
αc−1
n +O(A
αc
n )| <
1 and
ναc−1n+1 − ν
αc−1
n = µ(αc − 1)βn +O(ν
−1
n ) (n→∞). (59)
It follows from (59) that there is n0 > 0 such that ν
αc−1
n+1 − ν
αc−1
n >
µβ∗(αc−1)
2 for
all n > n0. Therefore, for n > 2n0,
ναc−1n = ν
αc−1
n0 +
n−1∑
k=n0
ναc−1k+1 − ν
αc−1
k > ν
αc−1
n0 +
µβ∗(αc − 1)(n− n0)
2
>
µβ∗n(αc − 1)
2
(
1−
n0
n
)
>
µβ∗n(αc − 1)
4
and so ν−1n = O(n
−1
αc−1 ). Using this in (59) we get
ναc−1n+1 − ν
αc−1
n = µ(αc − 1)(βn − β) + µ(αc − 1)β +O(n
−1
αc−1 ) (n→∞).
From Lemma 4.1 we can write
ναc−1n+1 − ν
αc−1
n = µ(αc − 1)β +O
(
n
−1
αc−1
)
(n→∞),
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and ναc−1n = µ(αc − 1)βn+O
(
n
αc−2
αc−1
)
( for αc = 2,we have O(lnn)). Therefore,
Aαc−1n =
{
µ(αc − 1)βn
[
1 +O
(
n
−1
αc−1
)]}−1
.
Recalling that αc = 1 + d/(p+ 1), we obtain
An =
[
1
µ(αc − 1)βn
](p+1)/d
+O
(
n−2/(αc−1)
)
. (60)
We use (60) to get (58). Notice that
∥∥∥Ln(p+1)d u(Ln(p+1)d ., Ln)−AnR0Lnf∗p∥∥∥+
1
[µ(αc − 1)βn]
p+1
d
‖R0Lnf
∗
p − f
∗
p ‖+
∣∣∣∣∣An − 1[µ(αc − 1)βn] p+1d
∣∣∣∣∣ ‖R0Lnf∗p ‖
is an upper bound for ‖Ln(p+1)/du(Ln(p+1)/d., Ln)−[µ(αc−1)βn]
−(p+1)/df∗p‖. Then,
since fn(x) = L
n(p+1)/du(Ln(p+1)/dx, Ln), it follows from (16), (31) and (60), that
the above bound is, for large n,[
1
µ(αc − 1)βn
] 2(p+1)
d
+
M
[µ(αc − 1)βn]
p+1
d
∣∣∣∣ r(Ln)Ln(p+1)
∣∣∣∣ 1d +O( 1n2/(αc−1)
)
. (61)
Taking the limit n→∞, we get (58).
Proof of Theorem 1.1: We have proved that (10) holds for small f and t = Ln
(n = 1, 2, · · ·), for L > L2. Recalling β given by (48) and defining
A ≡
{
µ(αc − 1)R
[
p+ 1
(2π)d
] 1
p+1
}−(p+1)/d
it follows from (61) that if t = Ln, then ‖t(p+1)/du(t(p+1)/d·, t)−A(ln t)−(p+1)/df∗p ‖
is bounded by[
A
(ln t)1/(αc−1)
]2
+
MA
(ln t)1/(αc−1)
∣∣∣∣ r(t)tp+1
∣∣∣∣ 1d +O
((
lnL
ln t
)2/(αc−1))
,
where M is the constant in (16). The result is obtained by extending the above
bound as done in the proof of Theorem II.1 in [13].
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