Abstract. This paper presents a highly distinctive and robust local three-dimensional (3-D) feature descriptor named longitude and latitude spin image (LLSI). The whole procedure has two modules: local reference frame (LRF) definition and LLSI feature description. We employ the same technique as Tombari to define the LRF. The LLSI feature descriptor is obtained by stitching the longitude and latitude (LL) image to the original spin image vertically, where the LL image was generated similarly with the spin image by mapping a two-tuple ðθ; ϕÞ into a discrete two-dimensional histogram. The performance of the proposed LLSI descriptor was rigorously tested on a number of popular and publicly available datasets. The results showed that our method is more robust with respect to noise and varying mesh resolution than existing techniques. Finally, we tested our LLSI-based algorithm for 3-D object recognition on two popular datasets. Our LLSI-based algorithm achieved recognition rates of 100%, 98.2%, and 96.2%, respectively, when tested on the Bologna, University of Western Australia (UWA) (up to 84% occlusion), UWA datasets (all). Moreover, our LLSI-based algorithm achieved 100% recognition rate on the whole UWA dataset when generating the LLSI descriptor with the LRF proposed by Guo.
Introduction
Three-dimensional (3-D) object recognition has attracted more and more attention in the past two decades with the availability of low-cost sensors (e.g., Microsoft Kinect) and high-speed computing devices. 1, 2 This technique has been used in numerous applications including automation, manipulation and grasping, robot localization and navigation, surgery and education. [3] [4] [5] Given a database of 3-D models and a range image, the aim of object recognition is to identify the set of visible models and find the 3-D rigid transformations (i.e., rotations and translations) that can transform the visible models into the scene to superimpose the relative areas well. 6 However, to correctly recognize all the visible models in scenes with different levels of noise, varying mesh resolution, occlusion, and clutter is still a challenging work.
Feature matching is usually tackled either by means of a global or a local approach. 3, 5 According to the former, a set of features encodes the geometric properties of the whole model while the latter relies on local key points and regional feature descriptions to determine point-to-point correspondence between surfaces. The global feature-based algorithms require complete 3-D models and are, therefore, sensitive to occlusion and clutter. 7 In contrast, the local feature-based algorithms generate features using only the information of local regional surfaces, which makes them more robust to occlusion and clutter. Therefore, a local feature-based algorithm may recognize partially visible objects in a cluttered scene. 8 A large variety of 3-D local feature descriptors has been proposed in the literature. 9, 10 They can broadly be divided into two categories, i.e., with local reference frame (LRF) and without LRF. The local feature descriptors constructed without LRF usually use the information of neighbor points' normal vectors, surface curvatures, or other geometric properties. The spin image 11, 12 descriptor is a two-dimensional (2-D) array accumulator by discretizing a α − β space. Here, α and β are the in-plane and out-plane distances of the neighboring points of a key point. The THRIFT descriptor 13 is a one-dimensional histogram of the deviation angles between the surface normal at the key point and the surface normal at the neighboring points. Point feature histogram 14 is a multidimensional histogram over several features of point pairs in the support region. These methods require at least three corresponding points to estimate the rough transformation from the identified model to the scene. In contrast, a local feature descriptor generated with an LRF encodes the spatial distribution and/or geometric information of the neighboring points under the defined LRF. Due to this reason, a local feature descriptor with an LRF is usually invariant to rigid transformation and needs only one corresponding point to calculate the transformation between the identified model and the scene. Examples of this category include signatures of histogram 15 (SHOT), unique shape context 16 (USC), and rotational projection statistics 4 (RoPS); these local feature descriptors achieved a good performance no matter whether in 3-D object modeling or recognition.
Descriptiveness and robustness are considered to be two of the most important attributes for a 3-D local feature descriptor. 17 High descriptiveness is beneficial to feature matching and strong robustness is good for decreasing the sensitivity to noise and varying mesh resolution. 10 However, most of the existing feature descriptors still suffer from either low descriptiveness or weak robustness. 18 Wang et al. 19 presented a sphere-spin-image (SSI) descriptor by mapping 3-D coordinates of points within a sphere centered at a key point into 2-D space, which is more descriptive than traditional SI. Inspired by the idea of USC 16 feature descriptor extending from 3-D shape context 20 (3-DSC), Guo et al. 21 proposed the TriSI descriptor which was concatenated by three spin images generated using the x − y − z-axes as the spin axis. TriSI significantly improves the descriptiveness and robustness compared to SI. However, the dimension of the TriSI descriptor is three times that of SI which leads to a low calculation and matching efficiency. We propose a method to improve the distinctiveness and robustness of spin image by attaching the orientation information of neighbor points to it under a unique LRF. The dimension of our proposed longitude and latitude spin image (LLSI) descriptor is half of the TriSI. In this paper, we totally employ two methods to construct the unique LRF 4,15 for our proposed LLSI feature descriptor. Our proposed LLSI feature descriptor achieved a superior performance on 3-D object recognition under both the abovementioned LRF. Surprisingly, our proposed LLSI descriptor generated with the LRF 4 outperformed the existing local features on the 3-D object recognition on the University of Western Australia (UWA) dataset with a 100% recognition rate.
The rest of this paper is organized as follows. Section 2 provides a brief literature review of LRF construction and the generation of our proposed LLSI feature descriptor. Section 3 presents the evaluation results of the LLSI descriptor on the Bologna dataset. Section 4 introduces the 3-D object recognition algorithm. Section 5 presents the results and analysis of our 3-D object recognition experiments on two datasets. Section 6 concludes this paper.
Longitude and Latitude Spin Image Surface
Descriptor The generation of our proposed LLSI feature descriptor includes two steps, i.e., LRF construction and LLSI generation.
Local Reference Frame Construction
In recent years, many state-of-the-art local feature descriptors were constructed under a reference frame of a key point, such as USC, 16 SHOT, 15 RoPS, 4 and so on. All the above local feature descriptors are successful in the applications of 3-D object modeling and recognition not only owing to the distinctiveness of the feature itself but also thanks to a unique and repeatable LRF. There are many advantages of such an LRF. First, the repeatability of an LRF directly affects the descriptiveness and robustness of the feature. Second, compared with the methods that associate multiple descriptors to a single feature point, 22 a unique LRF can help to improve the precision and the efficiency of feature matching. 15 Third, a robust 3-D LRF can boost the performance of 3-D object recognition efficiently. 4 There are many methods to generate an LRF of a key point. The simplest way to generate an LRF is by eigenvector decomposition (EVD) of the covariance matrix C of the k-nearest neighbors p i of the point 23 E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 3 2 6 ; 7 5 2
Tombari et al. 15 increase the repeatability of their LRF by modifying Eq. (1) to assign distant points smaller weights. All points within the sphere of radius R centering at feature point p are used to calculate covariance matrix C. For the sake of efficiency, they neglect the centroid computation, replacing it with the feature point p. Therefore, they calculate C as a weighted linear combination E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 3 2 6 ; 6 3 4
where d i ¼ kp i − pk 2 . They then perform eigenvalue decomposition on the scatter matrix C, i.e., E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 3 2 6 ; 5 5 1
Eigenvectors of Eq. (3) provide repeatable directions for the local RF axes. Eigenvectors fx þ ; y þ ; z þ g are in order of decreasing magnitude of their associated eigenvalues.
There is a problem of sign disambiguation for EVD and SVD. 9 To deal with this case, the final disambiguated x-axis is defined as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 3 2 6 ; 4 5 4
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 3 2 6 ; 4 2 0
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 3 2 6 ; 3 9 1
The same procedure is used to disambiguate the z-axis. Finally, the y-axis is obtained as z × x. It is worth mentioning, Guo et al. 4 proposed a better method to calculate LRF by using all the points' localization information of the local surface. More details can be obtained in Ref. 4 . However, their method needs a mesh data. In this paper, we employ the same method as Tombari et al. 15 to calculate the LRF of our proposed local feature descriptor. We evaluated the descriptiveness and robustness of our LLSI feature descriptor always using the same technique as Tombari et al. 15 In order to compare our LLSI with the state-of-the-art descriptor RoPS 4 equally, we also employed the same method of LRF generation as Guo et al. 4 
Longitude and Latitude Spin Image Generation
The original spin images used only the normal vector of a point and its tangent plane to generate a cylindricalcoordinate system, and then to form an image by mapping a two-tuple ðα; βÞ into a discrete 2-D histogram. It is not difficult to find that a spin image contains only the distance information of the neighbor points, but it ignores the position information of these neighbor points. In order to overcome this shortage, we propose a simple method by adding the position information of the neighboring points to the spin image. It is known that each longitude and latitude pair can localize a position on the earth. Similarly, we calculate the longitude θ and the latitude ϕ of each point within the spherical region of a key point. The definition of longitude θ and latitude ϕ is presented in Fig. 1 . Then, we map the two-tuple ðθ; ϕÞ to a B∕2 × B 2-D histogram and two-tuple ðα; βÞ to a B × B 2-D histogram, respectively, where B is the size of the spin image. Bilinear interpolation is used to smooth the contribution of a vertex on two images. After all the neighbor vertices within the support region are projected, a normalization procedure is carried out on these two images, respectively. Finally, we vertically stitch the two 2-D histograms together to form our LLSI image.
The pseudocode to generate LLSI feature descriptors is shown in Table 1 . The method of keypoint extraction adopted in this paper is the same as Zhong et al. 22 We also used the constraint on the ratios of the eigenvalues
i ∕λ 2 i < γ 32 to exclude seed points with symmetrical local surfaces and selected keypoints according to the magnitude of the smallest eigenvalue λ salient .
Since the generation of a spin image is by accumulating the numbers of the neighbor vertices falling into each discrete grid, it neglects the geometric information of neighboring points. Considering a special case which is shown in Fig. 2 , the two local surfaces are plane so that the difference between their LRF is only a rotation angle along the z-axis. According to the generation of SI, these two local surfaces will form the same SI. However, these two local surfaces are different.
Fortunately, our proposed LLSI descriptor solves this problem successfully. We construct an LRF and add the position information to the spin image to improve the descriptiveness of the traditional SI. We select three vertices from the chicken model and calculate their LLSI descriptors. The three LLSI images are presented in Fig. 3 . The LLSI image generated from the vertex on the chicken head shows complex information around the black point. We call this point a key point which we need to extract from the model. F= {feature points} S p = {points within the sphere of radius R centering at p} for p ∈ F do // computation of the local Reference Frame ½x; y; z = compute_LRF ðp; S p Þ for q ∈ S p do compute local coordinates ½q x ; q y ; q z of q wrt ½x; y; z The extraction of keypoints is an important and necessary procedure in 3-D object modeling or recognition. Another two points (marked in red and blue) are located on a smooth surface of the model. In order to compare the difference of these two images more clearly, a residue image was generated by subtracting these two images. It is obvious that these two images are almost similar at the bottom part of the residue image while they have a big difference at the top part of the image. It indicates that our proposed LLSI feature descriptor is more distinctive and descriptive than the original spin image even on a smooth surface.
3 Performance of the Longitude and Latitude Spin Image Descriptor We first evaluated the descriptiveness and robustness of our proposed LLSI feature descriptor on the Bologna dataset 15 with respect to different levels of noise, varying mesh resolution, and their combinations. In these experiments, the LLSI was compared to several state-of-the-art feature descriptors.
Dataset and Parameter Setting
The Bologna dataset 15 used in this paper includes six models (i.e., "armadillo," "Asia dragon," "bunny," "Buddha," "dragon," and "statue") and 45 scenes from the Stanford 3-D scanning repository. 24 All models are shown in Fig. 4 .
Each scene was synthetically built by randomly rotating and translating three to five models so as to create clutter and pose variances. In consequence, the ground truth rotations and translations between each model and its instances in the scene were known as a priori during the process of construction. 4 We adopted the frequently used 1-recall versus precision 13 (RP) curve to evaluate the performance of each feature descriptor in this paper. If the distance between a scene feature descriptor and a model feature descriptor is smaller than a threshold τ, this pair of feature descriptors is considered a match. Furthermore, if the two feature descriptors come from the same physical location, this match is considered a true positive. Otherwise, it is considered a false positive. Given the total number of positives as a priori, the recall and 1-precision are calculated as in Ref. 4 . Therefore, an RP curve can be generated by varying the threshold τ. We compared our LLSI feature descriptor with two state-of-the-art feature descriptors, including spin image 11, 12 and SHOT. 3, 5 For this dataset, 1000 feature points were extracted from each model. As for the scenes, we extracted n × 1000 features per scene (n being the number of models present in the scene). The scene feature descriptors were finally matched against all model features to produce an RP Curve. The parameters for all three feature description methods were tuned by a tuning dataset which contains the six models and their transformed versions (obtained by resampling to 1∕2 of their original mesh resolution and adding 0.3 mr Gaussian noise). Note that "mr" denotes the average mesh resolution of the six models, which is used as the unit for metric parameters. The tuned parameter settings for all feature descriptors are shown in Table 2 .
Robustness to Noise
In order to evaluate the robustness of our proposed LLSI descriptor to noise, we added a Gaussian noise with increasing standard deviation of 0.1, 0.3, 0.5, and 0.7 mr to the scene data. A sample scene with different levels of Gaussian noise is shown in Fig. 5 . Finally, we obtained the RP curves under different levels of noise data. They are presented in Fig. 6 . It can be observed that our LLSI descriptor achieved the best performance at all levels of noise. The performance of the other two descriptors decreased sharply as the level of noise increased from 0.1 to 0.7 mr. Notably, our proposed LLSI descriptor still obtained a high recall of about 0.85 together with a high precision of about 0.82 even with a high-level noise (with a deviation of 0.7 mr), which is shown in Fig. 6 (e). It confirms that our proposed LLSI descriptor is robust and consistent in the presence of noise.
It can also be observed that the spin image performed well under a low level of noise but failed to work when a medium level of noise was added. This is because the generation of a spin image requires surface normal which is very sensitive to noise. SHOT 3,5 achieved a very low recall and precision with a high level of noise (with a deviation of 0.5 and 0.7 mr noise). It indicates that our LLSI descriptor is more robust than SHOT 3, 5 to high level of noise.
Robustness to Varying Mesh Resolution
In order to evaluate the performance of the LLSI feature descriptor to varying mesh resolution, the noise free scene meshes were resampled down to 1∕2, 1∕4, and 1∕8 of their original mesh resolution. Parts of a sample scene with varying mesh resolutions are shown in Fig. 7 . The RP curves under different levels of mesh resolution are presented in Fig. 8 . It was found that our LLSI feature descriptor was highly robust to varying mesh decimation, and it outperformed all the other descriptors again. Notably, the performance of our LLSI feature descriptor with 1∕8 of the original mesh resolution was almost the same as the best results given by the existing feature descriptors with 1∕2 original mesh resolution. Specifically, LLSI obtained a precision >0.7 and a recall >0.75 with 1∕8 of original mesh resolution, whereas the spin image obtained a precision around 0.5 and a recall around 0.5 with 1∕2 of original mesh resolution, as shown in Fig. 8(c) . This validated the robustness of our LLSI feature descriptor with respect to varying mesh resolution.
Robustness to Combined Noise and Mesh Decimation
In order to further evaluate the robustness of the LLSI feature descriptor to combined noise and mesh decimation, we added a Gaussian random noise with a standard deviation of 0.3 mr to the scenes that had been resampled down to 1∕2 of original mesh resolution. A sample scene is shown in Fig. 6 (d) and the resulting RP curves are presented in Fig. 9(b) . As shown in Fig. 9(b) , the LLSI descriptor significantly outperformed the other approaches in the scenes with both noise and mesh decimation, obtaining a high precision of 0.8 and a high recall of 0.8. It indicates again that our proposed LLSI has a big improvement compared with the spin image.
Three-Dimensional Object Recognition Algorithm
In this section, we improved the hierarchical 3-D object recognition algorithm proposed by Guo et al. 4 The original algorithm contains four major modules: model representation, candidate model generation, transformation hypothesis generation, and verification and segmentation. We employed the same techniques of the first two modules to extract keypoints and generate feature correspondences. The main changes of our proposed algorithm occurred in the last two modules.
Transformation Hypothesis Generation
For a matching pair of LLSI feature descriptors, the rigid transform ðR; TÞ can be estimated by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 7 ; 6 3 ; 6 2 6 R ¼ F s F T m ;
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 8 ; 6 3 ;
where p s and p m represent the point position of a scene and a model feature, and F s ¼ ½e The next step is to group all the plausible transformations between the scene S and the model M into several clusters. A strategy was adopted to prune out the clusters with a smaller confidence score than half of the maximum score in the original algorithm. The confidence score s c for each cluster is calculated as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 9 ; 6 3 ; 4 6 6 s c ¼
where n f is the number of feature correspondences in the cluster, and d is the average distance between the scene features and their corresponding model features that fall into the cluster. 4 In our proposed algorithm, d is the average distance ratio that is used to judge whether a feature correspondence is or not. In the second module, if the ratio between the smallest distance and the second smallest one is less than a threshold τ f , the scene feature and its closest model feature are considered as a feature correspondence. 4 Considering that a smaller distance with a larger ratio may not be a valid feature correspondence, we use the ratio to replace the absolute distance. This strategy contributes to retain the more reliable clusters for the subsequent verification and segmentation.
Verification and Segmentation
As the entire transformation hypothesis between a candidate model M and the scene S was generated, a verification procedure was carried out to test each of them. If the candidate model M and the transformation hypothesis ðR c ; T c Þ are accepted, the scene points that correspond to this model are removed from the scene.
In our proposed algorithm, we segment the scene points that correspond to this model and prune out the matching pairs that associate to the removed scene points. That is to say, the matching pairs will be updated with the scene points segmented. This strategy is very useful to cut off the invalid matching pairs for the next transformation hypothesis generation, thus it improves the performance of the recognition algorithm indirectly.
5 Performance of Three-Dimensional Object Recognition
Recognition Results on the Bologna Dataset
We used the Bologna dataset 15 to evaluate the effectiveness of our proposed LLSI-based 3-D object recognition algorithm. In order to evaluate the performance of the 3-D object recognition algorithm on noisy data (including noise and varying mesh resolutions), we used the same datasets that had been used to evaluate the descriptiveness and robustness of our proposed LLSI feature descriptor. The final recognition rate curves under different noise levels and varying mesh resolution are shown in Fig. 10 . Our LLSI-based algorithm outperformed all the other descriptors in the presence of noise and varying mesh resolution.
All the descriptors except for SHOT 15 were implemented in MATLAB without using any program optimization or parallel computing technique on a computer with a 2.5-GHz Inter Core i7-4710MQ CPU and an 8 GB RAM. In this experiment, 1000 key points per model were extracted. A timing cost is shown in Table 3 as a reference.
Recognition Results on the UWA Dataset
The UWA dataset comprises five 3-D models and 50 real scenes. The scenes were generated by randomly placing four or five real objects together in a scene and scanning from a single viewpoint using a Minolta Vivid 910 scanner. 4 An illustration of the five models is given in Fig. 11 as E Q -T A R G E T ; t e m p : i n t r a l i n k -; s e c 5 . 2 ; 6 3 ; 3 5 7 Occlusion ¼ model surface patch area in scene total model surface area :
The ground truth occlusion values were available in the UWA dataset. Our LLSI-based algorithm achieved a recognition rate of 98.2% with up to 84% occlusion, whereas the average recognition of spin image, tensor, and EM-based algorithms were 87.8, 96.6, and 97.5, respectively, with up to 84% occlusion. 4 The average recognition rate of our LLSI-based algorithm was 96.2% on whole dataset. Moreover, it achieved a recognition rate of 100% when our LLSI generated with the LRF proposed by Guo et al. 4 We compared our LLSI-based algorithm with the RoPSbased algorithm 4 and TriSI-based algorithm 21 both proposed by Guo et al. The recognition rate curves with different level occlusion values are shown in Fig. 12 , where LLSI (T) represents our LLSI feature descriptor generated with the LRF proposed by Tombari et al. 15 and LLSI(G) represents our LLSI features descriptor generated with the LRF by Guo et al. 4 Three sample scenes and their corresponding recognition results are shown in Fig. 13 . All objects were correctly recognized and their poses were accurately recovered. Notably, the T-rex model in Fig. 13(a) was not correctly recognized by the RoPS-based algorithm. 4 The occlusion values of all the visible models presented in Fig. 13 are shown in Table 4 . We can see that our LLSI-based algorithm is able to correctly recognize objects even in significant clutter and occlusion.
Recognition Results on the Queen's Dataset
In order to further evaluate the performance of our proposed LLSI descriptor on 3-D object recognition, we chose the Queen's dataset which is more challenging than the UWA dataset since the former is noisier and the points are not uniformly distributed. The whole Queen's dataset contains five models and eighty real scenes. We select only a subset of the Queen's dataset to test the recognition performance of our LLSI descriptor. The subset contains 60 scenes and each scene in the subset contains at least three models. Since all models and scenes in the original Queen's dataset were represented in the form of point clouds, we first converted them into triangular meshes, so that we can use Guo et al.'s method to calculate the LRFs. 4 A model point cloud was converted into a triangular mesh using the marching cubes algorithm 25 which has been integrated into the software MeshLab. A scene point cloud was converted into Fig. 11 The five models of the UWA dataset. Fig. 12 Recognition rates on the UWA dataset.
a triangular mesh using a tool provided by Ajmal. 26 The five models and a scene are shown in Fig. 14 .
The average number of detected feature points in a scene and a model were 3762 and 4355, respectively. We also set the support radius R and image size B to 18 mr and 16, respectively. The recognition results are shown in Table 5 . Our LLSI obtained a high recognition rate of 89.2% which significantly improves the performance of the spin image. RoPS got a little higher recognition rate than ours, but the average computational time to generate RoPS was 7.2 s, which is almost two times that of ours.
Eight sample scenes with their corresponding recognition results are shown in Fig. 15 . Scenes in the first row are all correctly recognized. In the second row, some models are not correctly recognized. The reason is that the key parts of those models were occluded and the distribution of the points on the surfaces was not uniform. Fig. 14 The five models and a scene of the Queen's dataset. 
Conclusion
In this paper, we proposed a distinctive LLSI local descriptor. We evaluated the descriptiveness and robustness of our LLSI descriptor to different levels of noise and mesh decimation. Experimental results show that our LLSI is very robust to noise and varying mesh decimation. It achieved a better performance than other methods. Moreover, we achieved the best recognition results on the Bologna and UWA datasets. Even on the Queen's dataset, we also obtained a high recognition result. Overall, our LLSI-based method is robust to noise, occlusion, and varying mesh resolution. Future work will be to find a suitable method to compress the feature descriptor without the performance decreasing.
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