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Second-order optimality conditions for SDCMPCC and
application to rank optimization problems
Yulan Liu∗ and Shaohua Pan†
Abstract
This paper is concerned with second-order optimality conditions for the mathe-
matical program with semidefinite cone complementarity constraints (SDCMPCC).
To achieve this goal, we first provide an exact characterization on the second-order
tangent set to the semidefinite cone complementarity (SDCC) set in terms of the
second-order directional derivative of the projection operator onto the SDCC set, and
then use the second-order tangent set to the SDCC set to derive second-order neces-
sary and sufficient conditions for SDCMPCC under suitable subregularity constraint
qualifications. An application is also illustrated in characterizing the second-order
necessary optimality condition for the semidefinite rank regularized problem.
1 Introduction
Let X and Y be finite dimensional vector spaces equipped with the inner product 〈·, ·〉
and its induced norm ‖ · ‖. Let Sn denote the space of all n×n real symmetric matrices,
equipped with the trace inner product 〈X,Y 〉 = tr(XY ) for X,Y ∈ Sn and its induced
Frobenius norm ‖·‖F , and let S
n
+ and S
n
− denote the cone consisting of all semidefinite and
negative semidefinite matrices of Sn, respectively. Given twice differentiable functions
ϕ : X→ R, h : X→ Y and θ, ζ : X→ Sn, we are interested in the following SDCMPCC:
min
x∈X
{
ϕ(x) s.t. h(x) ∈ K, Sn+ ∋ θ(x) ⊥ ζ(x) ∈ S
n
−
}
(1)
whereK is a closed convex cone in Y. Unless otherwise stated, K is assumed to be second-
order regular. As an extension of the mathematical program with the polyhedral-cone
complementarity constraints [21] and the mathematical program with the second-order
cone complementarity constraints [19, 29, 30, 32], this problem has wide and impor-
tant applications in a host of fields such as statistics, control and system identification,
machine learning, combinatorial optimization, and so on since rank optimization prob-
lems and robust optimization problems can be reformulated as (1) (see the examples in
[1, 7, 20]).
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Write Ω :=
{
(X,Y ) ∈ Sn × Sn |Sn+ ∋ X ⊥ Y ∈ S
n
−
}
and Θ(x) := (θ(x); ζ(x)) for
x ∈ X. Then, the problem (1) can be compactly written as follows
min
x∈X
{
ϕ(x) s.t. (h(x);Θ(x)) ∈ K × Ω
}
. (2)
Owing to the SDC complementarity constraint Θ(x) ∈ Ω, this problem is notoriously dif-
ficult whether from an optimization theory or numerical algorithm standpoint. Although
it can be reformulated as the following convex cone constrained optimization problem
min
x∈X
{
ϕ(x) s.t. (h(x);Θ(x); 〈θ(x), ζ(x)〉) ∈ K × (Sn+ × S
n
−)×R+
}
, (3)
the common Robinson’s constraint qualification (CQ) fails to hold at each feasible point
(see [7, Proposition 4.1]). Inspired by this fact, Ding et al. [7] studied the first-order
necessary optimality conditions for the problem (1) by characterizing the limiting normal
cone to the SDCC set Ω and introduced several kinds of important stationary points.
Later, Wu et al. [28] provided another two classes of stationary points by characterizing
the tangent cone to Ω. Although there are some works on the second-order optimality
condition for the mathematical program with the polyhedral conic complementarity con-
straints [10, 15, 27], to the best of our knowledge, there are few works to focus on the
second-order optimality conditions of (2) except [28], in which the authors proposed a
second-order sufficient condition based on the equivalent conic optimization reformula-
tion (3).
Different from [28], in this work we investigate the second-order optimality conditions
starting from the problem (1) itself. Specifically, we first provide an exact characterization
on the second-order tangent set to the SDCC set Ω by establishing its relation with the
second-order (parabolically) directional derivative of the projection operator onto Ω and
using the second-order directional derivative for symmetric matrix-valued functions [31];
and then derive the second-order necessary and sufficient conditions for (1) in terms of the
second-order tangent set to Ω under suitable metric subregularity CQs. It is known that
the subregularity CQ is a very weak condition required for studying optimality theories
of non-polyhedral conic optimization problems and some rules weaker than Robinson’s
CQ have been developed to identify whether the subregularity CQ holds or not in the
past ten years (see, e.g., [8, 9, 16, 17]). Although a no gap second-order necessary and
sufficient optimality condition is also obtained under a stronger assumption, the gap-type
second-order necessary optimality conditions are still weaker than the existing ones.
It is worthwhile to point out that the second-order tangent sets to closed convex sets
and convex conic constrained systems were well studied in the past decade (see, e.g.,
[2, 3, 4, 6]), but there are few works for the second-order tangent set to a non-polyhedral
conic complementarity constraint system. Recently, Chen and Ye [5] characterized the
second-order tangent set to the second-order cone complementarity constraint system,
but only derived a second-order necessary optimality condition under a constraint non-
degeneracy assumption. This paper is partly motivated by their work. We not only
characterize the second-order tangent set to the SDCC set, but also investigate the
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second-order necessary and sufficient optimality conditions under suitable metric sub-
regularity CQs. Just when this work is finished, we learned that Gfrerer et al. [13]
under weaker conditions established second-order optimality conditions for nonconvex
set-constrained optimization problems, which covers the problem (2) as a special case.
However, the second-order necessary optimality condition obtained there is weaker than
ours (see Corollary 5.2), and moreover, it seems much more difficult to characterize the
lower generalized support function of the second-order tangent set to Ω.
2 Notation and preliminaries
In this paper, we denote I,E and e by an identity matrix, a matrix of all ones and
a vector of all ones, respectively, whose dimensions are known from the context. For
a vector z, Diag(z) means the diagonal matrix with the i-th diagonal entry being zi;
and for given Zi ∈ R
mi×mi for i = 1, . . . , p, Diag(Z1, · · · , Zp) means the block diagonal
matrix with the i-th diagonal block being Zi. The notation O
m×n denotes the set of
m × n matrices with orthonormal columns and Om×m means Om. For a given Z ∈ Sn,
write Λ(Z) := Diag(λ(Z)) and On(Z) := {P ∈ On |Z = PΛ(Z)PT}, where λ(Z) ∈ Rn
means the eigenvalue vector arranged in a nonincreasing order; for given index sets
α ⊆ {1, . . . , n} and β ⊆ {1, . . . , n}, Zαβ means the submatrix consists of those entries
Zij with i ∈ α and j ∈ β, and Zα means the matrix consisting of those columns Zj with
j ∈ α. For a closed set S ⊆ X, δ(· |S) and σ(· |S) denote the indicator function and the
support function of the set S, respectively. For a closed cone C, C◦ means the negative
polar of C, and if C is convex, lin(C) means the largest subspace contained in C.
For any given t1, t2 ∈ R, if a scalar function g : R → R is differentiable at t1 and t2,
the notation g[1](t1, t2) represents the first divided difference of g at (t1, t2), defined by
g[1](t1, t2) :=
{
g(t1)−g(t2)
t1−t2
if t1 6= t2,
g′(t1) otherwise.
If g is differentiable at each component of a vector λ = (λ1, . . . , λn)
T, g[1](Diag(λ))
denotes an n × n symmetric matrix whose (i, j)-th entry is g[1](λi, λj). For any given
t1, t2, t3 ∈ R, if the scalar function g is twice differentiable at each ti, g
[2](t1, t2, t3) denotes
the second divided difference of g at (t1, t2, t3) defined as follows: if t1, t2, t3 are distinct,
g[2](t1, t2, t3) :=
g[1](t1, t2)− g
[1](t1, t3)
t2 − t3
;
and for other values of t1, t2, t3, g
[2](t1, t3, t3) is defined by continuity, e.g.,
g[2](t1, t3, t3) :=
g[1](t1, t3)− g
′(t3)
t1 − t3
.
For a function f : R→ R, the associated Löwner operator F : Sn → Sn is defined as
F (X) = PDiag(f(λ1(X)), . . . , f(λn(X)))P
T for X = PDiag(λ(X))PT.
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First of all, we recall from [4, 26] three classes of tangent cones to a closed set S ⊆ X
and the outer and inner second-order tangent sets to the closed set S.
Definition 2.1 Let S ⊂ X be a closed set. Consider an x ∈ S and a direction d ∈ X.
The tangent cone, inner tangent cone and Clarke tangent cone to S at x are defined as
TS(x) :=
{
d ∈ X | ∃ tk ↓ 0, d
k → d with x+ tkd
k ∈ S
}
,
T iS(x) :=
{
d ∈ X | ∀ tk ↓ 0, ∃ d
k → d with x+ tkd
k ∈ S
}
,
T cS (x) :=
{
d ∈ X | ∀ tk ↓ 0, x
k −→
S
x, ∃ dk → d with xk + tkd
k ∈ S
}
.
The outer and inner second-order tangent sets to S at x in direction d are defined as
T 2S (x; d) :=
{
w ∈ X | ∃ tk ↓ 0 such that dist
(
x+ tkd+
1
2
t2kw,S
)
= o(t2k)
}
,
T i,2S (x; d) :=
{
w ∈ X | dist
(
x+ td+
1
2
t2w,S
)
= o(t2) for any t ≥ 0
}
.
The tangent cones T cS (x),T
i
S(x) and TS(x) are all closed and satisfy T
c
S (x) ⊂ T
i
S(x) ⊂
TS(x), and T
c
S (x) is convex. It is clear that T
i,2
S (x;h) ⊂ T
2
S (x;h). Notice that T
i,2
S (x;h)
and T 2S (x;h) are generally not a cone, and they can be nonempty only if h ∈ TS(x).
Definition 2.2 (see [24, 26]) Let S ⊂ X be a given set. Consider an arbitrary x ∈ S
and a direction d ∈ X. The regular/Fréchet normal cone to S at x is defined by
N̂S(x) :=
{
v ∈ X | 〈v, x′ − x〉 ≤ o(‖x′ − x‖) ∀x′ ∈ S
}
;
the limiting/Mordukhovich normal cone to S at x is defined as
NS(x) := lim sup
x′−→
S
x
N̂S(x
′) =
{
v ∈ X | ∃xk −→
S
x, vk → v with vk ∈ N̂S(x
k)
}
;
and the Clark normal cone to S at x is defined as N cS(x) := clcoNS(x); while the limiting
normal cone to the set S in the direction d at x is defined by
NS(x; d) := lim sup
t↓0,d′→d
N̂S(x+td
′) =
{
v ∈ X | ∃tk ↓ 0, d
k → d, vk → v with vk∈N̂S(x+tkd
k)
}
.
The directional limiting normal cone was introduced in [14]. By Definition 2.2, clearly,
NS(x; d) = ∅ if d /∈ TS(x), NS(x; d) ⊆ NS(x) and NS(x; 0) = NS(x). By [26, Theorem
6.28], the above tangent cones and normal cones have the following polar relations
N̂S(x) = [TS(x)]
◦, T cS (x) = [NS(x)]
◦ and N cS(x) = cl(coNS(x)) = [T
c
S (x)]
◦.
The following definition recalls the metric subregularity of a multifunction in a certain
direction introduced in [9], which is weaker than its metric subregularity.
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Definition 2.3 (see [9, Definition 1]) Let Υ: X→ Y be a mapping and S ⊆ Y be a closed
set. We say that the multifunction F(z) := Υ(z) − S is subregular at x for the origin in
direction d ∈ X if there exist κ > 0, ρ > 0 and δ > 0 such that for all x ∈ x+ Vρ,δ,
dist(x,F−1(0)) ≤ κdist(Υ(x), S)
where Vρ,δ := {w ∈ ρB | ‖‖d‖w−‖w‖d‖ ≤ δ‖w‖‖d‖} is a directional neighborhood of the
direction d. When d = 0, we say that F is metrically subregular at x for the origin.
Let Υ: X→ Y be a twice differentiable mapping and S ⊆ Y be a closed set. We next
pay our attention to the set Σ ⊆ X that can be represented locally at a fixed x ∈ X as
Σ ∩ O =
{
x ∈ O | Υ(x) ∈ S
}
(6)
where O is a neighborhood of x. For such a system, the following results hold.
Lemma 2.1 Let Σ be the constrained system represented by (6) around x ∈ Σ. Suppose
the mapping F(z) := Υ(z)− S is subregular at x for the origin in direction d ∈ X. Then
(i) d ∈ TΣ(x) if and only if Υ
′(x)d ∈ TS(Υ(x));
(ii) if d ∈ TΣ(x), then w ∈ T
2
Σ (x, d) iff Υ
′(x)w +∇2Υ(x)(d, d) ∈ T 2S (Υ(x),Υ
′(x)d);
(iii) if Υ′(x)d ∈ TS(Υ(x)), then there exists κ > 0 such that Sd(p) ⊆ Sd(0) + κ‖p‖BX,
where Sξ(p) := {u ∈ X | Υ
′(x)u+∇2Υ(x)(ξ, ξ)+ p ∈ T 2S (Υ(x),Υ
′(x)ξ)
}
for p ∈ Y.
The proof of part (i) and (ii) can be found in [12, Proposition 4.1] and [13, Proposition
5], and part (iii) can be achieved by using the same arguments as those in [22, Theorem
4.3]. Notice that part (i) and part (ii)-(iii) were established under the subregularity of
F at (x, 0) in [16, Proposition 1] and [22, Theorem 4.3 & Theorem 4.5], respectively.
By invoking Lemma 2.1, we have the following conclusion, which generalizes the result
of [4, Proposition 3.88] to the nonconvex system (6) under the metric subregularity.
Proposition 2.1 Let S ⊆ Y be a closed set and Υ : X → Y be a twice differentiable
mapping. Consider an arbitrary x ∈ Υ−1(S) and a direction d ∈ X. Suppose that
F(z) := Υ(z) − S is subregular at x for the origin in the direction d and S is outer
second-order regular (second-order regular) at Υ(x) in the direction Υ′(x)d ∈ TS(Υ(x)).
Then Υ−1(S) is outer second-order regular (second-order regular) at x in the direction d.
Proof: By Lemma 2.1(i), d ∈ TΥ−1(S)(x). Let x
k := x + tkd +
1
2t
2
kw
k ∈ Υ−1(S) be an
arbitrary sequence with tk ↓ 0 and tkw
k → 0. A second-order expansion of Υ at xk is
S ∋ Υ(xk) = Υ(x) + tkΥ
′(x)d+
1
2
t2k
[
Υ′(x)wk +∇2Υ(x)(d, d)
]
+ o(t2k).
Since S is outer second-order regular at Υ(x) in Υ′(x)d, there exists ηk → 0 such that
Υ′(x)wk +∇2Υ(x)(d, d) + ηk ∈ T
2
S (Υ(x),Υ
′(x)d). (7)
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Let Sd : Y → X be the multifunction defined as in Lemma 2.1(iii). By Lemma 2.1(iii),
there exists c > 0 such that for any p ∈ Rn,
Sd(p) ⊂ Sd(0) + c‖p‖BX.
From equation (7) we know that wk ∈ Sd(ηk) for each k. Along with the last inclusion,
there exists w˜k ∈ Sd(0) such that ‖w
k − w˜k‖ ≤ cηk for each k. That is, for each k, there
exists ξk with ‖ξk‖ ≤ cηk such that w˜
k = wk + ξk. Together with w˜k ∈ Sd(0), we have
Υ′(x)(wk + ξk) +∇2Υ(x)(d, d) ∈ T 2S (Υ(x),Υ
′(x)d).
This, by Lemma 2.1(ii), implies that wk + ξk ∈ T 2Υ−1(S)(x, d), and consequently,
dist(wk,T 2Υ−1(S)(x, d)) ≤ ‖ξ
k‖ → 0.
Hence, Υ−1(S) is outer second-order regular at x in the direction d. If S is second-order
regular at Υ′(x) in the direction Υ′(x)d, the above arguments show that Υ−1(S) is outer
second-order regular at x in the direction d. The proof is completed. ✷
3 Second-order directional derivative of ΠSn+
Let ΠSn+(·) denote the projection operator onto S
n
+. Notice that ΠSn+(·) is the Löwner
operator associated to the function t 7→ max(0, t). In this part, we use [31, Theorem 4.1]
to obtain the formula for calculating the second-order directional derivative of ΠSn+(·).
In order to state [31, Theorem 4.1], we need to introduce some necessary notation.
For any given Z ∈ Sn, let the matrix Z have the eigenvalue decomposition as follows
Z =
[
Pα Pβ Pγ
] Diag(λα(Z)) 0 00 0 0
0 0 Diag(λγ(Z))
 [Pα Pβ Pγ]T, (8a)
α :=
{
i |λi(Z) > 0
}
, β :=
{
i |λi(Z) = 0
}
and γ :=
{
i |λi(Z) < 0
}
. (8b)
Let µ1 > µ2 > · · · > µr be the distinct eigenvalues of Z and assume that µr0 = 0 for
some r0 ∈ {1, 2, . . . , r}. For each k ∈ {1, 2, . . . , r}, define the index set
ak :=
{
i ∈ {1, 2, . . . , n} | λi(Z) = µk
}
. (9)
Clearly, α =
⋃r0−1
i=1 ai, β = ar0 and γ =
⋃r
i=r0+1
ai. The matrix P can be partitioned as
P =
[
Pa1 Pa2 · · · Par
]
with Pak ∈ O
n×|ak| for k = 1, . . . , r.
Let f : R → R be a function that is second-order directionally differentiable at each µk.
Fix an arbitrary k ∈ {1, . . . , r}. There exists δk > 0 such that for all l 6= k, |µl−µk| > δk.
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With such δk, we define the continuous function gk : R→ R and g : R→ R by
gk(t) :=

− 6
δk
(t− µk −
δk
2 ) if t ∈ (µk +
δk
3 , µk +
δk
2 ],
1 if t ∈ [µk −
δk
3 , µk +
δk
3 ],
6
δk
(t− µk +
δk
2 ) if t ∈ [µk −
δk
2 , µk −
δk
3 ),
0 otherwise
and g(t) :=
r∑
k=1
gk(t)f(µk).
For each k, l ∈ {1, 2, . . . , r}, let G
[2]
kl : S
n → Sn be the Löwner operator associated to the
function g[2](µk, ·, µl). Obviously, G
[2]
kl (Z) =
∑r
j=1 g
[2](µk, µj, µl)PajP
T
aj
.
For each H ∈Sn, we write H˜ := PTHP . Fix an arbitrary k ∈ {1, 2, . . . , r}. Let the
matrix H˜akak ∈ S
|ak| have the following eigenvalue decomposition:{
H˜akak =
[
Qkαk Q
k
βk Q
k
γk
]
Diag(λ(H˜akak))
[
Qkαk Q
k
βk Q
k
γk
]T
, (10a)
αk :={j | λj(H˜akak) > 0}, β
k :={j | λj(H˜akak) = 0}, γ
k :={j | λj(H˜akak) < 0}. (10b)
Let ηk1 > η
k
2 > · · · > η
k
Nk
be the distinct eigenvalues of H˜akak and assume that ηN0k
= 0
for some N0k ∈ {1, 2, . . . , Nk}. For each j = 1, 2, . . . , Nk, define the index set
bkj :=
{
i ∈{1, 2, . . . , |ak|} | λi(H˜akak) = η
k
j
}
. (11)
Clearly, αk =
⋃N0
k
−1
j=1 b
k
j , β
k = bk
N0
k
and γk =
⋃Nk
j=N0
k
+1
bkj . The Q
k can be partitioned as
Qk =
[
Qk
bk1
Qk
bk2
· · · Qk
bk
Nk
]
with Qk
bkj
∈ O|ak|×|b
k
j | for j = 1, . . . , Nk.
Fix an arbitrary j ∈ {1, . . . , Nk}. Similarly, there exists δ
k
j > 0 such that for all l 6= j,
|ηkj − η
k
l | > δ
k
j . With such δ
k
j , we define the following continuous functions
φkj (t) :=

− 6
δkj
(t−ηkj −
δkj
2 ) if t ∈ (η
k
j +
δkj
3 , η
k
j +
δkj
2 ],
1 if t ∈ [ηkj −
δkj
3 , η
k
j +
δkj
3 ],
6
δkj
(t−ηkj +
δkj
2 ) if t ∈ [η
k
j −
δkj
2 , η
k
j −
δkj
3 ),
0 otherwise
and φk(t) :=
Nk∑
j=1
f ′(µk; η
k
j )φ
k
j (t).
Clearly, for each j ∈ {1, 2, . . . , Nk}, φk(η
k
j ) = f
′(µk; η
k
j ). Then, it is immediate to have
Nk∑
j=1
f ′(µk; η
k
j )Q
k
bkj
(Qk
bkj
)T= Qk

φk(η
k
1 )I|bk1 |
. . .
φk(η
k
Nk
)I|bk
Nk
|
(Qk)T := Φk(H˜akak).
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Lemma 3.1 (see [31, Theorem 4.1]) Fix an arbitrary Z ∈ Sn with the spectral decompo-
sition as in (8a)-(8b). Then, f : R→ R is second-order directionally differentiable at each
λi(Z) if and only if the associated Löwner operator F is second-order directionally dif-
ferentiable at Z. In particular, for any given (H,W ) ∈ Sn× Sn, F ′′(Z;H,W ) = PBPT.
Among others, for each k ∈ {1, 2, . . . , r}, the submatrix Bakak takes the form of
Qk
[
φ
[1]
k
(
Λ(H˜akak)
)
◦ (Qk)TV˜k(H,W )Q
k
]
(Qk)T + 2ITakH˜G
[2]
kk
(
Λ(Z)
)
H˜Iak
+QkDiag
(
Ψk,1((Q
k
bk1
)TV˜k(H,W )Q
k
bk1
), . . . ,Ψk,Nk((Q
k
bk
Nk
)TV˜k(H,W )Q
k
bk
Nk
)
)
(Qk)T (12)
where V˜k(H,W ) := P
T
ak
(
W− 2H(Z − µkI)
†H
)
Pak and Ψk,j(·) for j = 1, 2, . . . , Nk is the
Löwner operator associated to f ′′(µk; η
k
j , ·); and for each k, l ∈ {1, . . . , r} with k 6= l,
Bakal =
[
g[1](Λ(Z))
]
akal
◦ W˜akal + 2I
T
ak
H˜G
[2]
kl
(
Λ(Z)
)
H˜Ial (13a)
+
2H˜alakΦl(H˜alal)
µl − µk
+
2Φk(H˜akak)H˜akal
µk − µl
. (13b)
Remark 3.1 Notice that the term 2ITakH˜G
[2]
kk(Λ(Z))H˜Iak in (12) is lost in [31, Theorem
4.1], and the term 2ITakH˜G
[2]
kl (Λ(Z))H˜Ial in (13a) is a little different from the one there.
Next we figure out the structure of each block Bakal associated to f(t)= max(0, t).
Proposition 3.1 Let f(t)= max(0, t) for t ∈ R. Then, for each k, l ∈ {1, 2, . . . , r} with
k < l, the submatrix Bakal defined in (13a)-(13b) takes the following form
W˜akal+ 2P
T
ak
H
[ r∑
j=r0+1
µj
(µj−µk)(µj−µl)
PajP
T
aj
]
HPal if k < l < r0; (14a)
W˜akal+ 2P
T
ak
H
r∑
j=r0+1
PajP
T
aj
µj−µk
HPal +
2
µk
H˜akalΠS|al|−
(H˜alal) if k < l= r0; (14b)
PTakH
r0−1∑
j=1
1
(µj−µl)
PajP
T
aj
HPal −
2
µl
Π
S
|ak|
+
(H˜akak)H˜akal if k = r0 < l; (14c)
PTakH
r0−1∑
j=1
µj
(µj − µk)(µj − µl)
PajP
T
aj
HPal if r0 < k < l; (14d)
Σαγ ◦ W˜akal + 2I
T
ak
H˜G
[2]
kl (Λ(Z))H˜Ial +
2H˜akakH˜akal
µk − µl
if k < r0 < l (14e)
with ITakH˜G
[2]
kl (Λ(Z))H˜Ial = P
T
ak
H
[ r∑
j=1
g[2](µk, µj , µl)PajP
T
aj
]
HPal .
Proof: We proceed the arguments by three steps as will be shown below.
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Step 1: to characterize Φk(H˜akak). From the definition of φk, it follows that
φk(η
k
j ) = f
′(µk; η
k
j ) =

ηkj if µk ≥ 0,
f(ηkj ) if µk = 0,
0 if µk < 0
for i = 1, 2, . . . , Nk. (15)
Recall that Φk(H˜akak) =
∑Nk
j=1 f
′(µk; η
k
j )Q
k
bkj
(Qk
bkj
)T. Then, it is immediate to obtain
Φk(H˜akak) =

H˜akak if k < r0,
Π
S
|ak|
+
(H˜akak) if k = r0,
0 if k > r0.
(16)
Step 2: to calculate ITakH˜G
[2]
kl (Λ(Z))H˜Ial . From the definition of G
[2]
kl , it follows that
ITakH˜G
[2]
kl (Λ(Z))H˜Ial =
∑r
j=1g
[2](µk, µj, µl)I
T
ak
H˜Iaj I
T
aj
H˜Ial
= PTakH
(∑r
j=1g
[2](µk, µj , µl)PajP
T
aj
)
HPal . (17)
We make simplification for the term on the right hand side by the following three cases,
where the fact that g(µi) = f(µi) and g
′(µi) = 0 for i = 1, 2, . . . , r are frequently used.
Case 1: k < l ≤ r0. After an elementary calculation, it is easy to obtain that
g[2](µk, µj, µl) =

1
µl−µk
if µj = µk,
1
µk−µl
if µj = µl,
0 if µj ≥ 0, µj 6= µk, µj 6= µl,
µj
(µk−µj)(µj−µl)
if µj < 0.
Together with equation (17), it is immediate to have that
ITakH˜G
[2]
kl (Λ(Z))H˜Ial =
1
µl − µk
H˜akakH˜akal +
1
µk − µl
H˜akalH˜alal
+ PTakH
[ r∑
j=r0+1
µj
(µk − µj)(µj − µl)
PajP
T
aj
]
HPal . (18)
Case 2: k = r0 < l. In this case, µk = 0 and g
[2](µk, µj , µl) =
{
1/(µj−µl) if µj > 0,
0 if µj ≤ 0.
Together with equation (17), it is immediate to obtain that
ITakH˜G
[2]
kl (Λ(Z))H˜Ial = P
T
ak
H
[ r0−1∑
j=1
1
(µj − µl)
PajP
T
aj
]
HPal . (19)
Case 3: r0 < k < l. Now, g
[2](µk, µj, µl) =
{
µj
(µj−µk)(µj−µl)
if µj ≥ 0,
0 if µj < 0.
From (17),
ITakH˜G
[2]
kl (Λ(Z))H˜Ial = P
T
ak
H
[ r0−1∑
j=1
µj
(µj − µk)(µj − µl)
PajP
T
aj
]
HPal (20)
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Step 3: to characterize Bakal for any k 6= l. By the eigenvalue index sets of Z, we have
g[1](Λ(Z)) =
Êαα Eαβ ΣαγETαβ 0 0
ΣTαγ 0 0
 (21)
where Êαα = Eαα−Diag(Ea1a1 , · · · , Ear0−1ar0−1) and Σij =
max{0,µi}−max{0,µj}
µi−µj
for any
i ∈ α and j ∈ β. Combining (21) with (16)-(20) and (13a)-(13b), we get the result. ✷
Proposition 3.2 Let f(t) = max(0, t) for t ∈ R. For each k ∈ {1, 2, . . . , r}, we have
Bakak = W˜akak − 2P
T
ak
H
[ r∑
j=r0+1
µj
(µj − µk)2
PajP
T
aj
]
HPak for k < r0; (22a)
Bakak = 2P
T
ak
H
[ r0−1∑
j=1
µj
(µj − µk)2
PajP
T
aj
]
HPak for k > r0; (22b)
Bakak = Q
k
(V̂k(H,W ))αkαk (V̂k(H,W ))αkβk Σαkγk ◦ (V̂k(H,W ))αkγk∗ Π
S
|βk|
+
((V̂k(H,W ))βkβk) 0
∗ 0 0
 (Qk)T
+ 2PTakH
( r0−1∑
j=1
1
µj
PajP
T
aj
)
HPak for k = r0 (22c)
where Σij :=
max{0,ηki }−max{0,η
k
j }
ηki −η
k
j
for i ∈ αk, j ∈ βk, and V̂k(H,W ) := (Q
k)TV˜k(H,W )Q
k.
Proof: We proceed the arguments by four steps as will be shown below.
Step 1: to calculate φ
[1]
k (Λ(H˜akak)). By (15), for each i, j ∈ {1, . . . , Nk}, we have
φ
[1]
k (η
k
i , η
k
j ) =

1 if µk > 0, η
k
i 6= η
k
j
max{0,ηki }−max{0,η
k
j }
ηki −η
k
j
if µk = 0, η
k
i 6= η
k
j
0 if µk < 0 or η
k
i = η
k
j .
(23)
Hence, with Êαkαk := Eαkαk −Diag(Ebk1bk1
, · · · , Ebk
(N0
k
−1)
bk
(N0
k
−1)
), it holds that
φ
[1]
k (Λ(H˜akak)) =

Eakak −Diag(Ebk1bk1
, · · · , Ebk
Nk
bk
Nk
) if k < r0, Êαkαk Eαkβk Σαkγk(Eαkβk)T 0 0
ΣT
αkγk
0 0
 if k = r0,
0 if k > r0.
(24)
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Step 2: to calculate the term Ψk,p(V̂
p
k (H,W )) with V̂
p
k (H,W ) := (Q
k
bkp
)TV˜k(H,W )Q
k
bkp
for each p ∈ {1, 2, . . . , Nk}. By the expression of f , it is easy to obtain that
f ′′(z; d,w) =

w if z > 0 or z = 0, d > 0,
0 if z < 0 or z = 0, d < 0,
f(w) if z = d = 0.
(25)
Write ψk,p(·) := f
′′(µk; η
k
p , ·). Then, for each j ∈ {1, 2, . . . , |b
k
p|}, it holds that
ψk,p(λj(V̂
p
k (H,W ))) =

λj(V̂
p
k (H,W )) if µk > 0 or µk = 0, η
k
p > 0,
0 if µk < 0 or µk = 0, η
k
p < 0,
f(λj(V̂
p
k (H,W ))) if µk = η
k
p = 0.
Since Ψk,p(·) be the Lo¨wner operator associated to ψk,p(·), we obtain
Ψk,p(V̂
p
k (H,W )) =

V̂ pk (H,W ) if k < r0 or k = r0, η
k
p > 0,
0 if k > r0 or k = r0, η
k
p < 0,
Π
S
|bkp |
+
(V̂ pk (H,W ))) if k = r0, η
k
p = 0.
(26)
Step 3: to characterize ITakH˜G
[2]
kk(Λ(Z))H˜Iak for each k ∈ {1, 2, . . . , r}. Notice that
g[2](µk, µj , µk) =
{
f(µj)−f(µk)
(µj−µk)2
if j 6= k,
0 if j = k.
Together with the equality (17), we obtain
ITakH˜G
[2]
kk(Λ(Z))H˜Iak = P
T
ak
H
[ r∑
j=1,j 6=k
f(µj)− f(µk)
(µj − µk)2
PajP
T
aj
]
HPak . (27)
Step 4: to characterize Bakak . When k < r0, we have µk > 0. By (27), we have
ITakH˜G
[2]
kk(Λ(Z))H˜Iak = P
T
ak
H
[ r0−1∑
j=1,j 6=k
PajP
T
aj
(µj − µk)
−
r∑
j=r0
µkPajP
T
aj
(µj − µk)2
]
HPak .
By using (12), (24) and (26) and noting that V˜k(H,W ) = P
T
ak
(W −2H(Z−µkI)
†H)Pak ,
Bakak= V˜k(H,W ) + 2I
T
ak
H˜G
[2]
kk(Λ(Z))H˜Iak = P
T
ak
WPak − 2P
T
ak
H
r∑
j=r0
µjPajP
T
aj
(µj − µk)2
HPak .
When k > r0, we have µk < 0. From equation (27), it holds that
ITakH˜G
[2]
kk(Λ(Z))H˜Iak = P
T
ak
H
( r0−1∑
j=1
µj
(µj − µk)2
PajP
T
aj
)
HPak .
The result follows by (12), (24) and (26). When k = r0, we have µk = 0. From (27),
ITakH˜G
[2]
kk(Λ(Z))H˜Iak = P
T
ak
H
( r0−1∑
j=1
1
µj
PajP
T
aj
)
HPak .
The desired result for this case can be obtained by using (12), (24) and (26). ✷
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4 Second-order tangent set to the SDCC set
To characterize the second-order tangent set to the SDCC set Ω, we need the following
lemma, which states that the operator ΠSn+ is second-order directionally differentiable.
Lemma 4.1 The mappings ΠSn+(·) and ΠSn−(·) are second-order directionally differen-
tiable. Also, for any given (X,Y ) ∈ Ω and (F,G) ∈ TΩ(X,Y ), it holds that
Π′′Sn+(X + Y ;F +G,W ) =W −Π
′′
Sn−
(X + Y ;F +G,W ) ∀W ∈ Sn.
Proof: Since ΠSn+(·) and ΠSn−(·) are the Löwner operator associated to t 7→ max(0, t)
and t 7→ min(0, t) for t ∈ R, respectively, the first part follows by [31, Theorem 4.1].
Write Z = X + Y . Since (X,Y ) ∈ Ω and (F,G) ∈ TΩ(X,Y ), by [28, Corollary 3.1],
Π′Sn−(Z;F +G) = F +G−Π
′
Sn+
(Z;F +G).
Together with ΠSn−(A) = A−ΠSn+(A) for any A ∈ S
n, it follows that
ΠSn−
(
Z + t(F +G) +
1
2
t2W
)
−ΠSn−(Z)− tΠ
′
Sn−
(Z;F +G)
= Z + t(F +G) +
1
2
t2W −ΠSn+
(
Z + t(F +G) +
1
2
t2W
)
− Z +ΠSn+(Z)− t(F +G) + tΠ
′
Sn+
(Z;F +G))
=
1
2
t2W −
[
ΠSn+
(
Z + t(F +G) +
1
2
t2W
)
−ΠSn+(Z)− tΠ
′
Sn+
(Z;F +G))
]
.
By the definition of second-order directional derivative, we obtain the result. ✷
Next we show that the SDCC set Ω is almost parabolically derivable, i.e., its outer
second-order tangent set coincides with its inner second-order tangent set.
Proposition 4.1 Fix an arbitrary (X,Y ) ∈ Ω. Then, for any given (F,G) ∈ TΩ(X,Y ),
T i,2Ω ((X,Y ); (F,G)) = T
2
Ω ((X,Y ); (F,G))
=
{
(S, T ) ∈ Sn × Sn |Π′′Sn+(X + Y ;F +G,S + T ) = S
}
(28)
=
{
(S, T ) ∈ Sn × Sn |Π′′Sn−(X + Y ;F +G,S + T ) = T
}
.
Proof: The last equality follows by Lemma 4.1. For the first two equalities, since
T i,2Ω ((X,Y ); (F,G)) ⊆ T
2
Ω ((X,Y ); (F,G)), it suffice to establish the following inclusions
T 2Ω ((X,Y ); (F,G)) ⊂ D ⊂ T
i,2
Ω ((X,Y ); (F,G)) (29)
where D is the set in (28). By the definition of the set Ω, for any (X ′, Y ′) ∈ Sn × Sn,
(X ′, Y ′) ∈ Ω⇐⇒ ΠSn+(X
′ + Y ′) = X ′ ⇐⇒ ΠSn+(X
′ + Y ′) = Y ′. (30)
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In addition, by [28, Theorem 3.1], for any (X ′, Y ′) ∈ Sn × Sn and (F ′, G′) ∈ Sn × Sn,
(F ′, G′) ∈ TΩ(X
′, Y ′)⇐⇒ Π′Sn+(X
′ + Y ′;F ′ +G′) = F ′ (31a)
⇐⇒ Π′Sn−(X
′ + Y ′;F ′ +G′) = G′. (31b)
Take (S, T ) ∈ T 2Ω ((X,Y ); (F,G)). By the definition of outer second-order tangent sets,
there are sequences tk ↓ 0 and (S
k, T k)→ (S, T ) such that
(X,Y ) + tk(F,G) +
1
2
t2k(S
k, T k) ∈ Ω ∀k.
Combining with (X,Y ) ∈ Ω and (F,G) ∈ TΩ(X,Y ) and using (30)-(31b), we obtain
ΠSn+
(
X + Y + tk(F +G) +
1
2
t2k(S
k + T k)
)
= X + tkF +
1
2
t2kS
k
= ΠSn+(X + Y ) + tkΠ
′
Sn+
(X + Y ;F +G) +
1
2
t2kS
k.
By the second-order directional differentiability and the Lipschitz continuity of ΠSn+ , from
the last equality we obtain Π′′
Sn+
(X + Y ;F + G,S + T ) = S, i.e., (S, T ) ∈ D . By the
arbitrariness of (S, T ) in T 2Ω ((X,Y ); (F,G)), it follows that T
2
Ω ((X,Y ); (F,G)) ⊂ D .
Next, take an arbitrary (S, T ) ∈ D . For any sufficiently small t > 0, write
Z(t) := X + Y + t(F +G) +
t2
2
(S + T ), X(t) := ΠSn+(Z(t)) and Y (t) := ΠSn−(Z(t)).
Then (X(t), Y (t)) ∈ Ω. By the second-order directional differentiability of ΠSn+ and ΠSn− ,
X(t)−X − tΠ′Sn+(X + Y ;F +G)−
t2
2
Π′′Sn+(X + Y ;F +G,S + T ) = o(t
2), (32a)
Y (t)− Y − tΠ′Sn−(X + Y ;F +G)−
t2
2
Π′′Sn−(X + Y ;F +G,S + T ) = o(t
2). (32b)
Together with (F,G) =
(
Π′
Sn+
(X +Y ;F +G),Π′
Sn−
(X +Y ;F +G)
)
by (F,G) ∈ TΩ(X,Y )
and (S, T ) =
(
Π′′
Sn+
(X + Y ;F +G,S + T ),Π′′
Sn−
(X + Y ;F +G,S + T )
)
, it holds that
lim
t↓0
X(t)−X − tG− t
2
2 S
t2
= 0 and lim
t↓0
Y (t)− Y − tH − t
2
2 T
t2
= 0.
Since (X(t), Y (t)) ∈ Ω, this means that dist
(
(X,Y ) + t(F,G) + t
2
2 (S, T ),Ω
)
= o(t2),
which is equivalent to (S, T ) ∈ T i,2Ω ((X,Y ); (F,G)). By the arbitrariness of (S, T ) in the
set D , it follows that D ⊂ T i,2Ω ((X,Y ); (F,G)). Thus, the first two equalities hold. ✷
The following theorem gives a characterization of the second-order tangent set to Ω.
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Theorem 4.1 Fix an arbitrary (X,Y ) ∈ Ω and an arbitrary (F,G) ∈ TΩ(X,Y ). Write
Z = X + Y and H = F +G. Let Z have the spectral decomposition as in (8a)-(8b), and
let H˜akak for k ∈ {1, 2, . . . , r} have the spectral decomposition as in (10a)-(10b). Then,
(PS˜PT, P T˜PT) ∈ T 2Ω ((X,Y ); (F,G)) if and only if for each k, l ∈ {1, . . . , r} with k < l,
T˜akal = −2P
T
ak
H
[ r∑
j=r0+1
µj
(µj − µk)(µj − µl)
PajP
T
aj
]
HPal for k < l < r0; (33a)
T˜akal = 2P
T
ak
H
r∑
j=r0+1
PajP
T
aj
µk − µj
HPal −
2
µk
H˜akalΠS|al|−
(H˜alal) for k < l = r0; (33b)
S˜akal = 2P
T
ak
H
r0−1∑
j=1
PajP
T
aj
(µj − µl)
HPal −
2
µl
Π
S
|al|
+
(H˜akak)H˜akal for k = r0 < l; (33c)
S˜akal = 2P
T
ak
H
[ r0−1∑
j=1
µj
(µj − µk)(µj − µl)
PajP
T
aj
]
HPal for r0 < k < l; (33d)
µlS˜akal
µk − µl
+
µkT˜akal
µk − µl
+ 2ITakH˜G
[2]
kl (Λ(Z))H˜Ial +
2H˜akakH˜akal
µk − µl
= 0 for k < r0 < l (33e)
where ITakH˜G
[2]
kl (Λ(Z))H˜Ial is same as the one in (14e), and (S˜akak , T˜akak) satisfies
T˜akak = 2P
T
ak
H
[ r∑
j=r0+1
µj
(µj − µk)2
PajP
T
aj
]
HPak for k < r0; (34a)
S˜akak = 2P
T
ak
H
[ r0−1∑
j=1
µj
(µj − µk)2
PajP
T
aj
]
HPak for k > r0; (34b)
Ŝakak := (Q
k)TS˜akakQ
k =
(Ŝakak)αkαk (Ŝakak)αkβk (Ŝakak)αkγk∗ (Ŝakak)βkβk ∆+βkγk
∗ ∗ ∆+
γkγk
 ,
T̂akak := (Q
k)TT˜akakQ
k =
∆
−
αkαk
∆−
αkβk
(T̂akak)αkγk
∗ (T̂akak)βkβk (T̂akak)βkγk
∗ ∗ (T̂akak)γkγk
 , for k = r0
(Σαkγk−Eαkγk)◦(Ŝakak−∆
+)αkγk +Σαkγk ◦(T̂akak −∆
−)αkγk= 0,
(Ŝakak −∆
+)βkβk = Π
S
|βk|
+
[
(Ŝakak + T̂akak −∆
+ −∆−)βkβk
]
(34c)
with ∆+ := 2(Qk)TPTakH
r0−1∑
j=1
PajP
T
aj
µj
HPakQ
k and ∆− := 2(Qk)TPTakH
r∑
j=r0+1
PajP
T
aj
µj
HPakQ
k.
Proof: By Proposition 4.1, (S, T ) ∈ T 2Ω ((X,Y ); (F,G)) iff Π
′′
Sn+
(Z;H,S + T ) = S. By
invoking Lemma 3.1 and Proposition 3.1-3.2 with W = S + T , it follows that
S = Π′′Sn+(Z;H,W ) = PBP
T
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where Bakal for k, l ∈ {1, . . . , r} has the form in (14a)-(14e) or (22a)-(22c). An elementary
calculation shows that (S, T ) ∈ T 2Ω ((X,Y ); (F,G)) iff (S, T ) satisfies (33) and (34). ✷
Theorem 4.1 provides an exact characterization for the second-order tangent set to
the SDCC set Ω. For some special (X,Y ) ∈ Ω and (F,G) ∈ TΩ(X,Y ), Lemma 1 in
Appendix illustrates the structure of the corresponding T 2Ω ((X,Y ); (F,G)).
5 Second-order optimality conditions for SDCMPCC
We shall derive the second-order optimality conditions of (1) in terms of the second-order
tangent set to Ω. For convenience, write Υ(x) := (h(x);Θ(x)) for x ∈ X and denote by
S the feasible set of (1). For a given x ∈ S, the critical cone of (2) at x takes the form of
C(x) :=
{
d ∈ X | ϕ′(x)d ≤ 0, Υ′(x)d ∈ TK×Ω(Υ(x))
}
.
Let L : X× Y× (Sn × Sn)→ R denote the Lagrange function of (2), which is defined as
L(x, ξ,Γ) := ϕ(x) + 〈ξ, h(x)〉 + 〈Γ,Θ(x)〉 = ϕ(x) + 〈(ξ,Γ),Υ(x)〉.
For a given x ∈ S, the following multiplier sets of (2) associated to x are needed:
Mc(x) :=
{
(ξ,Γ) ∈ Y× (Sn+ × S
n
+) | ∇xL(x, ξ,Γ) = 0, (ξ,Γ) ∈ N
c
K×Ω(Υ(x))
}
, (35a)
M(x) :=
{
(ξ,Γ) ∈ Y× (Sn+ × S
n
+) | ∇xL(x, ξ,Γ) = 0, (ξ,Γ) ∈ NK×Ω(Υ(x))
}
, (35b)
M̂(x) :=
{
(ξ,Γ) ∈ Y× (Sn+ × S
n
+) | ∇xL(x, ξ,Γ) = 0, (ξ,Γ) ∈ N̂K×Ω(Υ(x))
}
. (35c)
Clearly, M̂(x) ⊂M(x) ⊂Mc(x) and the multiplier sets M̂(x) and Mc(x) are convex.
Theorem 5.1 Let x∗ be a locally optimal solution of (1). Suppose that the multifunction
F(z) := Υ(z)−K×Ω is metrically subregular at x∗ for the origin. Then, M(x∗) 6= ∅, and
moreover, for any d ∈ C(x∗) and any nonempty convex set T (d) ⊆ T 2K×Ω(Υ(x
∗);Υ′(x∗)d)
with ri
[
T (d) + T cK×Ω(Υ(x
∗))
]
∩
[
range(Υ′(x∗))+∇2Υ(x∗)(d, d)
]
6= ∅, it holds that
sup
(ξ,Γ)∈Mc(x∗)
{
〈d,∇2xxL(x
∗, ξ,Γ)d〉 − σ((ξ,Γ) |T (d))
}
≥ 0.
Proof: Since x∗ is a locally optimal solution of the problem (1), it holds that
0 ∈ ∂̂(ϕ+δK×Ω◦Υ)(x
∗) = ∇ϕ(x∗)+ ∂̂(δK×Ω◦Υ)(x
∗) ⊆ ∇ϕ(x∗)+∂(δK×Ω◦Υ)(x
∗). (36)
Since F is metrically subregular at x∗ for the origin, from [17, Page 211] it follows that
∂(δK×Ω ◦Υ)(x
∗) ⊆ ∇Υ(x∗)NK×Ω(Υ(x
∗)).
The last two equations imply that there exists (ξ∗,Γ∗) ∈ NK×Ω(Υ(x
∗)) such that
0 = ∇ϕ(x∗) +∇Υ(x∗)(ξ∗; Γ∗).
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That is, (ξ∗,Γ∗) ∈ M(x∗), and the set M(x∗) is nonempty. The first part follows.
For the second part, fix an arbitrary d ∈ C(x∗) and let T (d) := cl
[
T (d)+T cK×Ω(Υ(x
∗))
]
.
Obviously, the set T (d) is a nonempty closed and convex set. By [26, Proposition 3.12],
T 2K×Ω(Υ(x
∗);Υ′(x∗)d) + T cK×Ω(Υ(x
∗)) = T 2K×Ω(Υ(x
∗);Υ′(x∗)d). (37)
Together with T (d) ⊂ T 2K×Ω(Υ(x
∗);Υ′(x∗)d) and the closedness of T 2K×Ω(Υ(x
∗);Υ′(x∗)d),
we have T (d) ⊂ T 2K×Ω(Υ(x
∗);Υ′(x∗)d). Since x∗ be a locally optimal solution of (1), by
Lemma 2.1(i) and the definition of the second-order tangent set, it is not hard to obtain
ϕ′(x∗)w +∇2ϕ(x∗)(d, d) ≥ 0 ∀ d ∈ C(x∗), w ∈ T 2S (x
∗, d).
By Lemma 2.1(ii), w ∈ T 2S (x
∗, d) iff Υ′(x∗)w +∇2Υ(x∗)(d, d) ∈ T 2K×Ω(Υ(x
∗);Υ′(x∗)d).
Therefore, for any d ∈ C(x∗), the following problem has a nonnegative optimal value:
inf
w∈X
ϕ′(x∗)w +∇2ϕ(x∗)(d, d)
s.t. Υ′(x∗)w +∇2Υ(x∗)(d, d) ∈ T 2K×Ω(Υ(x
∗);Υ′(x∗)d).
Recall that T (d) ⊂ T 2K×Ω(Υ(x
∗);Υ′(x∗)d). The following convex minimization problem
inf
w∈X
ϕ′(x∗)w +∇2ϕ(x∗)(d, d)
s.t. Υ′(x∗)w +∇2Υ(x∗)(d, d) ∈ T (d) (38)
has a nonnegative optimal value. An elementary calculation yields the dual of (38) as
max
(ξ,Γ)∈Y×Sn×Sn
{
〈d,∇2xxL(x
∗, ξ,Γ)d〉 − σ((ξ,Γ) |T (d)) s.t. ∇xL(x
∗, ξ,Γ) = 0
}
. (39)
It is not hard to argue that σ((ξ,Γ) |T (d)) = +∞ for all (ξ,Γ) /∈ N cK×Ω(Υ(x
∗)). (Indeed,
by fixing an arbitrary (ξ,Γ) /∈ N cK×Ω(Υ(x
∗)), there exists (η,W ) ∈ T cK×Ω(Υ(x
∗)) such
that 〈(ξ,Γ), (η,W )〉 > 0. Take an (η0, S0) ∈ T (d) since T (d) 6= ∅. Clearly, for any k > 0,
(η0, S0) + k(η,W ) ∈ T (d). Then, σ((ξ,Γ) |T (d)) ≥ 〈(ξ,Γ), (η0, S0) + k(η,W )〉, which
implies that σ((ξ,Γ) |T (d)) = +∞.) So, the problem (39) can be equivalently written as
sup
(ξ,Γ)∈Mc(x∗)
{
〈d,∇2xxL(x
∗, ξ,Γ)d〉 − σ((ξ,Γ) |T (d))
}
. (40)
Since
[
range(Υ′(x∗)) +∇2Υ(x∗)(d, d)
]
∩ ri
[
T (d)
]
6= ∅ by the given condition, there is no
dual gap between (38) and its dual (40) by [25, Corollary 31.2.1(a)], which means that
sup
(ξ,Γ)∈Mc(x∗)
{
〈d,∇2xxL(x
∗, ξ,Γ)d〉 − σ((ξ,Γ) |T (d))
}
≥ 0.
This, together with T (d) ⊆ T (d), implies the second part of the conclusions. ✷
When the subregularity of F in Theorem 5.1 is respectively strengthened to be the
metric regularity and constraint nondegeneracy, we have the following corollaries.
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Corollary 5.1 Let x∗ be a locally optimal solution of the problem (2). If the multifunc-
tion F in Theorem 5.1 is metrically regular at x∗ for the origin, then for any d ∈ C(x∗)
and any nonempty convex set Σ(d) ⊆ T 2Ω (Θ(x
∗);Θ′(x∗)d) it holds that
sup
(ξ,Γ)∈Mc(x∗)
{
〈d,∇2xxL(x
∗, ξ,Γ)d〉 − σ
(
(ξ,Γ) | T 2K(h(x
∗);h′(x∗)d) × Σ(d)
)}
≥ 0.
Proof: The metric regularity of F at x∗ for the origin is equivalent to Robinson’s CQ,
i.e., NK×Ω(Υ(x
∗)) ∩Ker(∇Υ(x∗)) = {0}, which implies that
Υ′(x∗)X+ T cK×Ω(Υ(x
∗)) =
(
Y
S
n × Sn
)
. (41)
Fix an arbitrary d ∈ C(x∗). For each (w, V ) ∈ T 2K(h(x
∗);h′(x∗)d) × Σ(d), by invoking
(41) with −(w, V ) + ∇2Υ(x∗)(d, d), there exist η ∈ X and (ξ,Γ) ∈ T cK×Ω(Υ(x
∗)) such
that Υ′(x∗)η +∇2Υ(x∗)(d, d) = (w + ξ, V + Γ). This implies that[
range(Υ′(x∗))+∇2Υ(x∗)(d, d)
]
∩ ri
[
T 2K(h(x
∗);h′(x∗)d)× Σ(d) + T cK×Ω(Υ(x
∗))
]
6= ∅.
Take T (d) = T 2K(h(x
∗);h′(x∗)d)× Σ(d). The result follows by Theorem 5.1. ✷
Corollary 5.2 Let x∗ be a locally optimal solution of the problem (1). Suppose that
Sp
(
NK×Ω(Υ(x
∗))
)
∩Ker(∇Υ(x∗)) = {0}. (42)
Then, M̂(x∗) =M(x∗) =Mc(x∗) is a singleton, say {(ξ∗,Γ∗)}, and for any d ∈ C(x∗),
〈d,∇2xxL(x
∗, ξ∗,Γ∗)d〉 − σ
(
(ξ∗,Γ∗) | T 2K×Ω(Υ(x
∗);Υ′(x∗)d)
)
≥ 0.
Proof: We first argue that M̂(x∗) 6= ∅. Since [Sp(NK×Ω(Υ(x
∗)))]◦ = lin[T cK×Ω(Υ(x
∗))],
taking the negative polar to the both sides of equation (42) yields that
Υ′(x∗)X + lin[T cK×Ω(Υ(x
∗))] =
(
Y
S
n × Sn
)
.
Clearly, this condition implies that the multifunction F in Theorem 5.1 is subregular at
x∗ for the origin. From Lemma 2 in Appendix, TΩ(Θ(x
∗)) + T cΩ(Θ(x
∗)) = TΩ(Θ(x
∗)).
Together with the convexity of K, TK×Ω(Υ(x
∗)) + lin[T cK×Ω(Υ(x
∗))] = TK×Ω(Υ(x
∗)).
From [11, Theorem 4] it follows that N̂S(x
∗) = ∇Υ(x∗)N̂K×Ω(Υ(x
∗)). Thus, by (36), we
have M̂(x∗) 6= ∅. Consequently, Mc(x∗) ⊇ M(x∗) 6= ∅. In addition, it is easy to check
that the condition (42) implies that M(x∗) is a singleton. So, we have M̂(x∗) =M(x∗)
is a singleton. Recall that N cK×Ω(Υ(x
∗)) = cl[coNK×Ω(Υ(x
∗))]. It is easy to verify that
Sp
(
N cK×Ω(Υ(x
∗))
)
∩Ker(∇Υ(x∗)) = {0}.
This implies that Mc(x∗) is a singleton. Applying Corollary 5.1 with Σ(d) = {V } for
each V ∈ T 2Ω (Θ(x
∗);Θ′(x∗)d)) and the singleton of M(x∗) yields the second part. ✷
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Remark 5.1 Recently, Gfrerer et al. derived a dual form of second-order necessary con-
ditions by the lower generalized support function under the directional metric subregular-
ity (see [13, Theorem 2]). Although the condition (42) is stronger than the subregularity
assumption, the conclusion of Corollary 5.2 implies the result of [13, Theorem 2].
Corollary 5.2 implies that a no gap second-order sufficient optimality condition is
sup
(ξ,Γ)∈M(x)
{
〈d,∇2xxL(x, ξ,Γ)d〉−σ
(
(ξ,Γ) | T 2K×Ω(Υ(x);Υ
′(x)d)
)}
> 0 ∀d ∈ C(x). (43)
By Proposition 2.1, under a directional subregularity CQ, we get a sufficient condition.
Theorem 5.2 Let x be a feasible point of the problem (1) with M(x) 6= ∅. Suppose that
the inequality (43) holds and the multifunction H(X,Y ) := (X;Y ; 〈X,Y 〉)−Sn+×S
n
−×R+
is metrically subregular at Θ(x) for the origin in each d ∈ C(x). Then, there exist κ > 0
and δ > 0 such that for all z ∈ S ∩ B(x, δ), ϕ(x) ≥ ϕ(x) + κ‖x− x‖2.
Proof: Suppose that the conclusion does not hold at x. Then there exists a sequence of
feasible points {xk} ⊆ S converging to x such that
ϕ(xk) ≤ ϕ(x) + o(t2k) with tk := ‖x
k − x‖. (44)
We can assume, by passing to a subsequence if necessary, that dk := x
k−x
tk
converges to
a vector d with ‖d‖ = 1. Clearly, d ∈ C(x). By the Taylor expansion of Υ(xk) at x,
K × Ω ∋ Υ(xk) = Υ(x) + tkΥ
′(x)d+
1
2
t2k
[
Υ′(x)wk +∇2Υ(x)(d, d)
]
+ o(t2k)
with wk := 2t−2k (x
k − x − tkd). Since x
k − x − tkd = o(tk), we have tkw
k → 0. Notice
that Ω = H−1(Sn+ × S
n
− × R+). Recall that S
n
+ × S
n
− × R+ is second-order regular at
(Θ(x); 〈θ(x), ζ(x)〉) in the direction (Θ′(x)d; 〈θ′(x)d, ζ(x)〉+ 〈θ(x), ζ ′(x)d〉) by [4, Propo-
sition 3.136 & 3.89 & Example 3.140]. Together with the subregularity of H at x for
the origin, from Proposition 2.1 it follows that Ω is second-order regular at Θ(x) in the
direction Θ′(x)d. Together with the second-order regularity of K and the last equation,
Υ′(x)wk +∇2Υ(x)(d, d) ∈ T 2K×Ω(Υ(x);Υ
′(x)d) + o(1)BY×Sn×Sn .
Together with the inequality (44) and the second-order Taylor expansion of ϕ(xk) at x,
there exists a sequence εk → 0 such that
2t−1k ϕ
′(x)d+ (ϕ′(x)wk + 〈d,∇2ϕ(x)d〉) ≤ εk, (45a)
Υ′(x)wk +∇2Υ(x)(d, d) ∈ T 2K×Ω(Υ(x);Υ
′(x)d) + εkBSn×Sn . (45b)
In addition, from (43) there exist Γ ∈ M(x) and a constant c1 > 0 such that
〈d,∇2xxL(x, ξ,Γ)d〉 − σ
(
(ξ,Γ) | T 2K×Ω(Υ(x);Υ
′(x)d)
)
≥ c1.
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Together with (45a)-(45b), it immediately follows that
0 ≥ 2t−1k ϕ
′(x)d+ (ϕ′(x)wk + 〈d,∇2ϕ(x)d〉)− εk
+ 〈(ξ,Γ),Υ′(x)wk+∇2Υ(x)(d, d)〉 − σ
(
(ξ,Γ) | T 2K×Ω(Υ(x);Υ
′(x)d)
)
− εk‖λ‖
= 〈d,∇2xxL(x, ξ,Γ)d〉 − σ
(
(ξ,Γ) | T 2K×Ω(Υ(x);Υ
′(x)d)
)
− εk(1 + ‖λ‖)
≥ c1 − εk(1 + ‖λ‖)
where the equality is due to ϕ′(x)d = 0 and 〈wk,∇xL(x, ξ,Γ)〉 = 0. Since εk → 0, the
last inequality yields a contradiction. Thus, we obtain the desired result. ✷
By Mordukhovich’s coderivative rule [23], it is not hard to check that the multifunc-
tion H in Theorem 5.2 is not metrically regular at Θ(x) for the origin, but there is a
possibility for it to be metrically subregular at this reference point, which is equivalent to
a metric qualification condition by Lemma 3 in Appendix. When the multifunction H is
not metrically subregular at Θ(x) for the origin, by noting that Sn+ × S
n
− is second-order
regular and following the arguments as those for [4, Theorem 3.83], we have the following
second-order sufficient condition which is stronger than the one in Theorem 5.2 due to
the inclusion relation T 2
Sn+×S
n
−
(Θ(x);Θ′(x)d) ⊇ T 2Ω (Θ(x);Θ
′(x)d).
Theorem 5.3 Let x be a feasible point of (2) with M(x) 6= ∅. If for each d ∈ C(x)
sup
(ξ,Γ)∈M(x)
{
〈d,∇2xxL(x, ξ,Γ)d〉 − σ
(
(ξ,Γ) | T 2K×Sn+×Sn−(Υ(x);Υ
′(x)d)
)}
> 0, (46)
there exist κ > 0 and δ > 0 such that for all z ∈ S ∩ B(x, δ), ϕ(x) ≥ ϕ(x) + κ‖x− x‖2.
Remark 5.2 Let x be a feasible point of (2). The critical cone of (3) at x is
Ĉ(x) :=
{
d ∈ X | ϕ′(x)d ≤ 0, h′(x)d ∈ TK(h(x)), θ
′(x)d ∈ TSn+(θ(x)),
ζ ′(x)d ∈ TSn−(ζ(x)), 〈θ
′(x)d, ζ(x)〉+ 〈θ(x), ζ ′(x)d〉 ≥ 0
}
.
By using [28, Corollary 3.1 & Lemma 4.2], it is easy to check that Ĉ(x) ⊂ C(x). This,
along with [28, Lemma 4.2], means that the second-order sufficient condition (46) and
so (43) is implied by the SOSC in [28, Definition 4.1]. When the strict complementarity
holds at x, the sufficient condition (46) coincides with the one in [28, Definition 4.2].
6 Application to rank optimization problems
Let ϑ : Sn → R+ be a twice differentiable loss. Consider the rank-regularized problem:
min
X∈Sn
{
ϑ(X) + rank(X)
}
. (47)
From [20, Section 4.2], this problem can be reformulated as the following SDCMPCC
min
X∈Sn,W∈Sn+
{
ϑ(X) + tr(W ) s.t. 〈X,W− I〉 = 0, X ∈ Sn+, W− I ∈ S
n
−
}
, (48)
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which has the form of (1) with K = Sn+, ϕ(X,W ) := ϑ(X) + tr(W ), h(X,W ) :=W and
Θ(X,W ) := (X;W −I) for (X,W ) ∈ Sn×Sn. Let X∗ be a local optimal solution of (47)
with the eigenvalue decomposition as X∗ = P ∗Diag(λ(X∗))P ∗T. Write r = rank(X∗)
and take W ∗ = P ∗1 (P
∗
1 )
T where P ∗1 is the submatrix consisting of the first r columns of
P ∗. It is easy to check that (X∗,W ∗) is a local optimal solution to (48).
We first argue that the condition in (42) holds at (X∗,W ∗). For this purpose, let
Z = X∗ + (W ∗− I) have the spectral decomposition as in (8a)-(8b). Then,
X∗ = P
Λα 0 00 0ββ 0
0 0 0γγ
PT and W ∗ − I = P
0αα 0 00 0ββ 0
0 0 Λγ
PT (49)
with Λα= Diag(z
∗) for z∗ ∈R
|α|
+ and Λγ= Diag(w
∗) for w∗ ∈ [−e, 0). Take an arbitrary
(H,F,G) ∈ Sp
(
N c
Sn+×Ω
(Υ(X∗,W ∗))
)
∩Ker(∇Υ(X∗,W ∗)). Then, F = 0 and G+H = 0.
Notice that Sp(N c
Sn+×Ω
(Υ(X∗,W ∗))) ⊆ [lin(TSn+(W
∗))]◦ × [T cΩ(X
∗,W ∗− I)]◦ and
[lin(TSn+(W
∗))]◦ =
{
H ∈ Sn | PTγ′HPγ′ = 0
}◦
with γ′ = {i ∈ γ | w∗i = −1}.
Together with (H,F,G) ∈ [lin(TSn+(W
∗))]◦ × [T cΩ(X
∗,W ∗− I)]◦ and Lemma 2, we have
PTHP =
0 0 00 0 0
0 0 H˜γ′γ′
 and PTGP =
G˜αα G˜αβ 0αγG˜Tαβ 0ββ 0
0γα 0 0
 .
Combining this with G+H = 0, we derive H = 0 and G = 0. Thus, (H,F,G) = (0, 0, 0).
So, the condition (42) holds. From Corollary 5.2, the following result holds for (47).
Proposition 6.1 Let (X∗,W ∗) be a local optimal solution of (48). Then, M(X∗,W ∗)
is a singleton, say (S∗,Γ∗), and for any d = (G,H) satisfying 〈∇ϑ(X∗), G〉+tr(H) ≤ 0,
(G,H) ∈ TΩ(X
∗,W ∗−I) and H ∈ TSn+(W
∗), it holds that
〈d,∇2L((X∗,W ∗), S∗,Γ∗)d〉−σ
(
S∗ | T 2Sn+(W
∗;H))−σ
(
Γ∗ | T 2Ω ((X
∗,W ∗−I); (G,H))
)
≥ 0.
To close this section, we illustrate the role of the outer second-order tangent set in
the second-order necessary condition by the following example.
Example 6.1 Consider the problem (48) with ϑ(X) = 12(X11− 1)
2 + X33 + 2X
2
12 and
n = 3. Obviously, (X∗,W ∗) with X∗ = Diag(1, 0, 0) andW ∗ = Diag(1, 0, 0) is an optimal
solution. By [7, Proposition 3.2], we calculate that M(X∗,W ∗) = (ξ, (Γ1,Γ2)) with
ξ =
0 0 00 −1 0
0 0 −1
 , Γ1 =
0 0 00 0 0
0 0 −1
 and Γ2 =
−1 0 00 0 0
0 0 0
 .
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Write Y ∗ := W ∗ − I. From [28, Theorem 3.1], it follows that
C(X∗,W ∗) = {(G,H) | (H; (G,H)) ∈ TS3+×Ω(W
∗; (X∗, Y ∗)), ϕ′(X∗,W ∗)(G,H) = 0}
=
{
(G,H) |G =
G11 G12 G13G12 0 0
G13 0 0
 ,H =
 0 G12 G13G12 0 0
G13 0 0
 , G11, G12, G13 ∈ R}.
Now take an arbitrary direction d = (G,H) ∈ C(X∗,W ∗). From Theorem 4.1, we know
that (S, T ) ∈ T 2Ω ((X
∗, Y ∗);G+H) if and only if S and T take the following form
S =
 S11 T12 + 2G11G12 T13 + 2G11G13T12 + 2G11G12 2G212 2G12G13
T13 + 2G11G13 2G12G13 2G
2
13

and
T =
−2(G212 +G213) T12 T13T12 T22 T23
T13 T23 T33
 .
Together with the expressions of Γ1 and Γ2, it is not difficult to obtain
σ
(
(ξ,Γ1,Γ2) | T 2Sn+×Ω((W
∗,X∗, Y ∗); (H,G,H))
)
= 2 + 2G213.
By comparing 〈d,∇2xxL((X
∗,W ∗), ξ, (Γ1,Γ2))d〉 = G211+8G
2
12 with the following equality
∇2xxL((X
∗,W ∗), ξ, (Γ1,Γ2))(d, d) − σ((ξ,Γ1,Γ2) | T 2Ω ((W
∗,X∗, Y ∗); (H,G,H))
= G211 + 8G
2
12 − 2− 2G
2
13,
we conclude that the second-order necessary conditions involving the second-order tangent
set is stronger than the one not involving second-order tangent set.
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Appendix
Lemma 1 Fix an arbitrary (X,Y ) ∈ Ω and an arbitrary (F,G) ∈ TΩ(X,Y ). Let Z =
X + Y have the spectral decomposition as in (8a)-(8b). Then,
(i) when X ∈ int(Sn+) or X ∈ S
n
+ with Y = G= 0 and F ∈ri(TSn+(X)), it holds that
T 2Ω ((X,Y ); (F,G)) = S
n × {0};
(ii) when Y ∈ int(Sn−) or Y ∈ S
n
− with X= F = 0 and G∈ri(TSn−(Y )), it holds that
T 2Ω ((X,Y ); (F,G)) = {0} × S
n;
(iii) when X = Y = 0, T 2Ω ((X,Y ); (F,G)) = TΩ(F,G);
(iv) when X = F = 0, Y ∈bd(Sn−)\{0}, G ∈rb(TSn−(Y )), (S, T ) ∈ T
2
Ω ((X,Y ); (F,G)) iff
S = P
[
S˜a1a1 0
0 0
]
PT and T = PT˜PT (50a)
S˜a1a1 = Q
1
[
(Ŝa1a1)β1β1 0
0 0
]
(Q1)T (50b)
T˜a1a1 = Q
1
 (T̂a1a1)β1β1 (T̂a1a1)β1γ1(
(T̂a1a1)β1γ1
)T
(T̂a1a1)γ1γ1
 (Q1)T (50c)
(Ŝa1a1)β1β1 = Π
S
|β1|
+
(
(Ŝa1a1 + T̂a1a1 −∆
−)β1β1
)
(50d)
(v) when X ∈bd(Sn+)\{0}, Y = G = 0, F ∈rb(TSn+(Y )), (S, T ) ∈ T
2
Ω ((X,Y ); (F,G)) iff
S = PS˜PT and T = P
[
0 0
0 T˜arar
]
PT (51a)
S˜arar = Q
r
 (Ŝarar)αrαr (Ŝarar)αrβr(
(Ŝarar )αrβr
)T
(Ŝarar)βrβr
 (Qr)T (51b)
T˜arar = Q
r
[
0 0
0 (T̂arar)βrβr
]
(Qr)T (51c)
(Ŝarar −∆
+)βrβr = Π
S
|βr|
+
(
(Ŝarar + T̂arar −∆
+)βrβr
)
(51d)
Proof: The first three cases follows by the definition of second-order tangent set.
(iv) Since X = F = 0, Y ∈ bd(Sn−)\{0} and G ∈ ri(TSn−(Y )), it follows that Z =
Y, α = ∅, µ1 = 0 and µi < 0 for each i ∈ {2, . . . , r} and ∆
+ = 0 in (34c). Notice that
H = F + G ∈ ri(TSn−(Y )) and ri(TSn−(Y )) = {Γ ∈ S
n |PTa1ΓPa1 ≺ 0}. We have η
1
j < 0
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for each j = 1, 2, . . . , N1 and α
1 = β1 = ∅. By (34c), S˜a1a1 = 0. From (34b), S˜akak = 0
for each k ∈ {2, . . . , r}. From (33d), S˜a1al = 0 for any l ∈ {2, . . . , r} and from (33e),
S˜akal = 0 for any k < l and k, l ∈ {2, . . . , r}. So, S˜ = 0 and S = 0. The result follows.
(v) Since X ∈ bdSn+\{0}, Y = G = 0 and F ∈ ri(TSn+(Y )), we know that Z = X and γ =
∅ and α, β are nonempty and µr = 0 and µi > 0 for each i ∈ {1, 2, . . . , r−1} and ∆
− = 0
in (34c). Notice that H = F+G ∈ ri(TSn+(X)) and ri(TSn+(X)) = {Γ ∈ S
n |PTarΓPar ≻ 0}.
We have ηrj > 0 for each j = 1, 2, · · · , Nr and then β
r = γr = ∅. By (34a) and (34c),
T˜akak = 0 for each k ∈ {1, 2, . . . , r}. From (33a), T˜akal = 0 for each k, l ∈ {1, 2, . . . , r− 1}
with k < l and from (33b), T˜akar = 0 for each k ∈ {1, 2, . . . , r− 1}. Hence, T˜ = 0 and
then T = PT˜PT = 0. Consequently, T 2Ω ((X,Y ); (F,G)) = S
n × {0}. ✷
Lemma 2 Fix an arbitrary (X,Y ) ∈ Ω and let Z = X + Y have the eigenvalue decom-
position as in (8a)-(8b). Then, (F,G) ∈ T cΩ(X,Y ) if and only if (F,G) satisfies
PTFP =
F˜αα F˜αβ F˜αγF˜Tαβ 0 0
F˜Tαγ 0 0
 , PTGP =
 0 0 G˜αγ0 0 G˜βγ
G˜Tαγ G˜
T
βγ G˜γγ
 , (52a)
(Σαγ −Eαγ) ◦ F˜αγ +Σαγ ◦ G˜αγ = 0, (52b)
which implies that TΩ(X,Y ) + T
c
Ω(X,Y ) = TΩ(X,Y ) and (∆F,∆G) ∈ [T
c
Ω(X,Y )]
◦ iff
PT∆FP =
 0 0 ∆F˜αγ0 0 ∆F˜βγ
∆F˜Tαγ ∆F˜
T
βγ ∆F˜γγ
 , PT∆GP =
∆G˜αα ∆G˜αβ ∆G˜αγ∆G˜Tαβ 0 0
∆G˜Tαγ 0 0
 ,(53a)
Σαγ ◦∆F˜αγ + (Eαγ −Σαγ) ◦∆G˜αγ = 0. (53b)
Proof: By the characterization of NgphN
S
|β|
+
(0, 0) in [7, Proposition 3.3], it is not hard to
check that [NgphN
S
|β|
+
(0, 0)]◦ = {(0, 0)}. Together with [7, Theorem 3.1], it follows that
(F,G) ∈ T cΩ(X,Y ) = [NΩ(X,Y )]
◦ iff (F,G) satisfies (53a)-(53b). Combining this fact
with the characterization of TΩ(X,Y ) in [28, Corollary 3.1], we get the second part. ✷
Lemma 3 The subregularity of H in Theorem 5.2 at Θ(x∗) for the origin is equivalent
to the existence of ε > 0 and κ > 0 such that for all (X,Y ) ∈ B(Θ(x∗), δ),
dist((X,Y ),Ω) ≤ κ
[
dist((X,Y ), S) + dist((X,Y ),Sn+ × S
n
−)
]
(54)
where S := {(X,Y ) ∈ Sn × Sn | 〈X,Y 〉 = 0}.
Proof: Define the multifunctions G : Sn × Sn → Sn × Sn and R : Sn × Sn → R by
G(U, V ) :=
{
(X,Y ) ∈ Sn × Sn |
(
X − U
Y − V
)
∈
(
S
n
+
S
n
−
)}
, (55a)
R(W ) := {(X,Y ) ∈ Sn × Sn | 〈X,Y 〉 −W ∈ R+} . (55b)
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Clearly, H−1(U, V,W ) = G(U, V ) ∩ R(W ). Write (X∗, Y ∗) = Θ(x∗) ∈ Ω. Clearly,
the multifunction G is calm at (0, 0,X∗, Y ∗). In addition, by invoking Mordukhovich’s
coderivative rule [23], we can check that G−1 has the Aubin property at (X∗, Y ∗) for the
origin. Now from [18, Theorem 3.6] it follows that the multifunction H−1 is calm at the
origin for (X∗, Y ∗), or equivalently, the multifunction H is subregular at (X∗, Y ∗) for the
origin, whenever (U, V )⇒ R(0) ∩ G(U, V ) is calm at the origin for (X∗, Y ∗), i.e.,
E(X,Y ) :=
{
(X,Y ) ∈ S |
(
X − U
Y − V
)
∈
(
S
n
+
S
n
−
)}
is subregular at (X∗, Y ∗) for the origin. This, by the definition of the subregularity, is
equivalent to the condition in (54). The proof is completed. ✷
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