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ABSTRACT 
The development of software for data processing systems 
has, during the last 25 years, grown into. a large industry. 
Thus the efficiency of the software development process 
is of major importance. It is indicative of the level 
of under?tanding of this activity that no generally 
accepted measure of the efficiency of software development 
currently exists. The purpose of this study is to derive 
such a measure from a set of principles, to.determine 
criteria for the acceptability of this measure, to test 
it according to the criteria set, and tb describe ineffi-
ciencies obtain~d in a number of software projects. 
The definition of data processing software is based on 
the concepts of Management Information Systems. Flows, 
files and processes a~e identified as ·the main structural 
elements of such syst~ms. A model of the software deve-
lopment. life cycle describes· these elements in detail and 
identifies the main resource~ required. 
A review of the literature shows that lines of code per 
programmer man-month is commonly proposed as a measure 
of efficiency of software development, but this measure 
is generally found to be inaccurate. In defining efficiency 
as the raiio of the prescribed results of a process divided 
by the total resources absorbed, a number of desirable 
properties of a practical measure of efficiency of soft-
ware development are then put forward. Based on these 
properties a specific model is proposed which consists 
of the sum of flows, files and processes, divided by total 
p r o j e ct c o st s . V a r i o u s o t h er mod e, 1 s a re a 1 s o c on s i d e red . 
Validity and reliability are identified as the most 
important criteria for the acceptability of the proposed 
measure. Its reliability is tested in a separate 
-----------.....----- --~---~ - . 
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experiment and found to be adequate. A field survey is. 
set up to collect data to test its validity. The survey 
design chosen is a purposive sample of twenty software 
development projects. 
The main result of the survey is that the proposed model 
of efficiency is found to be valid. Other models investi-
gated are less attractive. Efficiencies achieved in the 
twenty projects included in the sample are found to differ 
suostantially from one another. 
Apart from achieving its specific objectives, the study 
also provides a pe~spective on s.ome of the problems of 
software development. Several subjects for related 
research are identified. -
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2 
CHAPTER 1 
INTRODUCTION 
1.1 BACKGROUND OF THE STUDY 
Ancient empires are often characterised by their achievements 
in communication and information systems: .highly developed 
communication systems supported the Persian empire, the 
Roman empire and the Inca empire, ·while the ability to 
record and preserve information was an important feature of 
the Egyptian and Babylonian cultures. The introduction of 
more efficient ways of handling information has, on several 
occasions, coincided with the rise of civilisations: the use 
of the alphabet with the. Greek civilisation, the invention 
of the printing press with the Rena·issance, the telegraph 
and telephone with the Industrial Revolution. The second 
half of the twentieth century has seen numerous innovations 
in information handling. Marshall McLuhan indicated at an 
early stage the importance of information handling techno-
logy in modern society: 
"The ·mere interrelation of people by selected 
information is the principle source of wealth 
in the electric age"(l ). 
Information-handling capabilities, in fact, increased so 
dramatically during the last twenty-five years that it has 
become acceptable to use the term "information revolution". 
Auerbach( 2 ) has shown that memory capacity, calculating 
speed of computers and numbers of computers installed have 
increased exponentially, while production costs of this· 
equipment have decreased exponentially. 
The degree to which modern society will benefit from this 
increase in information handling technology depends to a 
large extent on the efficiency with which the new technology 
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3 
will be applied. Therefore, this study is specifically 
concerned.with the efficiency of certain information 
handling activities. 
Efficiency implies the minimal use of resources to achieve 
a given obj~ctive. This aspect is obviously more pressing 
as the level of resources involved is more significant and 
as these resources may be used in a greater variety of ways. 
These two conditions are believed to hold for information 
handling in general and for certain data processing 
activities in particular. The resources involved in all 
aspects of information handling are very significant indeed. 
Strassman( 3 ) has estimated that about Z400 billion was 
spent on information handling in the U.S.A. in 1973. Even 
small gains in efficiency in this activity will therefore 
have Significant economic and social consequences. The 
same study indicates that a significant part of the above-
mentioned amount, namely Z26 billion, was spent on what i.s 
called electronic data pr6cessing. This term covers the 
use of computers and related equipment for administrativ~ 
purposes. The activity will be called data processing in 
this study and a more precise definition is given in 
Chapter .2. Though data processing clearly only deals with 
part of all information handling, its soci~l and economic 
impact is significant and likely t-0 grow with further 
economic development as illustrated by the comparison 
between South Africa and an economica·l ly developed country 
in Exhibit 1.1 overleaf. 
Data processing had its beginning as late as .1954 with the 
computerisation df a payroll system(S) and with fewer than 
30 years of experience it is not surprising that practices 
and techniques have not yet converged to a common point. 
Adequate standards of quality and efficiency of data 
processing systems have proved elusive and, as a result, 
practitioners often follow their intuition in the selection 
• 
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5 
of appropriat~ techniques. This is another reason for 
aiming this study at the definition and measurement of the 
efficiency of certain aspects of data processing. 
Kanter( 6 ) lists 26 specific problems in data processing 
that are of both academic and practical interest. Eleven 
of these refer to data processing software development, 
which is an indication of the scope for improvement of 
practices and therefore of efficiency in that area. ·In 
the i r book 11 Data Pro c es s i n g i n 1 9 8 0 - 1 9 8 5 11 Do 1 o t ta et . a d 7 ) 
analyse the trends and problems expected in data processing. 
They conclude that 
"over the next decade, the major tasks of the 
data processing industry will be to improve: 
the quality of data processing services as 
perceived by the end users of these 
services 
the resulting productivity of these end 
. users 
the productivity of data processing systems 
and of data processing applications develop-
ment efforts. "(8) 
The third point refers to effici~ncy and more specifically 
to the efficiency of data processing applications 
develbpment. This acitivity is of particular importance 
since at that stage the foundations are laid for subsequent 
efficiency and effectiveness of applications. The focus of 
this study·is therefore not on computer hardware or its 
operation but on what. in other contexts. is often called 
software and more particularly on the creation of software 
through the process of software development. A more 
precise definition of these terms will be given later. 
Boehm has estimated( 9 ) that in 1976 z 20 billion was spent 
on software development in the U.S.A. Other investigations( 10) 
have indicated that software development accounts for 
approximately 30% of all data processing expenditure. Using 
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6 
the data of Exhibit 1.1, this would bring the estimated 
expenditure for South Africa to approximately R 150 million 
per annum. ·Yet, software development has been called 
11 a craft or a cottage industry" and this situation is. 
ascribed to "a lack of coupling between the research 
community and the practical world of applications 11 ( 11 l. In 
particular, there appears to exist a lack of reliable and 
empirically tested units of measure to determine such 
important parameters as magnitude, quality, reliability and 
~ff iciency, in the area of software. As pointed out by 
Lord Kelvin 
"When you can measure what you are speaking 
about, and express it in numbers you know 
something about it; but when you cannot 
measure it, when you cannot express it in 
numbers your knowledge is of a, meagre and 
unsatisfactory kind. It may be the beginning 
of knowledge, but you have scarcely, in your 
thoughts, advanced to the stage of science 11 (12) 
This study will therefore attempt to mak~ a contributi-0n to 
academic knowledge as well as to the data processing 
industry by defining certain new units of measure in this 
area and evaluating their validity and applicability. 
Not only have few measures been agreed upon in data 
processing, but elementary information about data processing 
activities of organisations is not readily available. 
Particular~y in South Africa, no suivey is known to exist 
of efficiencies achieved in software development. By 
reviewing the si.tuation and pointing to certain discrepancies, 
ihis study aims to make a contribution to .the insight in 
the software development process. 
1.2 OBJECTIVES 
Based on a general understanding of the problems described 
in the previous section, the specific objectives of this 
study are defined as follows: 
----- -----·-----
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8 
of these kinds of software are considered to ~e sufficiently 
different to require separate treatment. 
In the interest of defining a homogenous subset of comparable 
software three further limitations will be made: 
Only systems that are fully implemented and are working 
to specification will be considered. This excludes 
systems that are still under developmerit, of which 
normally neither the extent nor the costs. are completely 
defined. 
The study will be limited to systems produced by 
organisatibns in similar phases of their date processing 
life cycle. The importance of the life-cycle of data 
processing experience has been underlined by Nolan and 
Gibson~ 14 l, who distinauish four phases, namely: Ini- · 
tiation, Expansion, Formalisation and·Maturity. These 
phases are characterised by the type of applications 
t 
dealt with, the degree of specialisation of the data 
processing staff and the degree of management control 
and involvement. Indications are that in the Initiation 
phase, practices and procedures are often not well 
considered a d concern is mainly with acceptance of the 
data processing effort. Consequently efficiency of 
development is likely to be erratic. Conversely, in 
the maturity phase, there is likely to be a pre-
occupation with organisational issues and efficiency 
may be of secondary importance. The practical part of 
this study will .therefore be limited to software 
developed by organisations in the phases 2 or 3 of data 
processing experience. This will contribute to the 
homogeneity of the practices to be considered. 
One of the most significant events of data processing is 
the emergence of the data base concept. The term "data base" 
describes a c~rncept which may have different meaning to 
different persons: 
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9 
11 Administrations and managers look upon 
the aggregate of data from which budgets 
and decisions are made and call it, 
nebulous as that term may be, the data 
base. To tec~nicians of data base 
systems, a data base is a collection of 
physical records that are similarly 
defined and serve a single general applica-
tion purpose 11 .(15) 
The data base concept is usually connected with certain 
objectives or characteristics that are specified 'for the 
data base, such as improved consistency and reduced 
redundancy. To achieve objectives, special structures and 
'interlinkages are required that are normally ~ntrusted to 
a software package called a Data Base Management System 
(DBMS). Through the use of a DBMS it becomes ~os~ible to 
employ quite different software development techniques and 
notably uncouple the data (the files) from the rest of the 
system (the processes). This makes it tenuous to attempt 
to define concepts and practices covering both conventio~al 
software development and DBMS-oriented development. It has 
therefore been decided to exclude fully-fledged data base 
systems (i.e. systems making use of a shared data base 
maintained by a DBMS) from the practical part of this study. 
This does not imply con~eptual differences, but is done 
to ensure more compact and compr~hensible definitions and 
to avoid confusion. 
At a later stage it should be eminently feasible to extend 
this study to include the development of data' base oriented 
systems. The above limitations define a subset of applica-
tion software in a data processing environment. This is 
not considered 'to detract materially from the scope of the 
study, as the vast majority of data processing systems fall 
within the subset. 
A further limitation needs to be made. AS indicated in a 
recent article( 16 ) there exists a growing tendency to 
acquire the software needed to support information systems 
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10 
in the form of •packages' rather than through in-house 
development. The implementation of packaged software is 
not trivial, but is clearly very different from the 
development of tailor-made systems.( 1?) Though the use of 
packages has obvious attractions, it is also limited by 
certain restrictions. It may notably lead to unacceptable 
risks, while the managerial style and strategy of the 
organisation may also require specific consideration.( 18 ) 
Chandler, furthermore\has pointed to the evolving requirements 
as the organisation progresses through its phases of growth. 
Notwithstanding the advantages of packages, many organisa-
tions will therefore continue to develop special software 
and this is the activity on which this study will focus. 
The study will furthermore be limited to South African 
organisations. This is not ~onsidered to be a severe 
limitation as it is known fiom personal experience and from 
the literature, that practices in South Africa and abroad 
do not differ drastically. The study will encompass all 
types of organisations that develop data processing software. 
This includes commercial and industrial organisations as 
well as government institutions and professional service I 
organisations. It will be of interest to determine to what extent 
practices and resu I ts di ff er. among st these groups. 
Field research to test various theories and gather data about 
software development results and pr~ctices will be based on 
a non-random but purposive sample, properly stratified to 
reflect relevant characteristics of the underlying population. 
It is realised that this method of sampling will not strictly 
allow extrapolation of the results to the population, but 
this research methodology is generally considered( 20) to 
provide the most valuable insights in an exploratory research 
situation like this study. 
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11 
1.4 STRUCTURE 
This study is based on a field survey of a number of software 
development projects in a data processing environment. The 
results are structured as follows: 
Chapter 2 deals with the basic concepts of systems and informa-
tion and data processing. Important terms, notably data 
processing and software are defined, and flows, files and 
processes are introduced as the conceptual elements of a 
data process·ing system. This life cycle of the software 
development protess is presented. and the inputs used and 
outputs generated by this process are defined. 
Chapter 3 defines the concept of efficiency and applie~ this 
to software development. The problem of establishing 
effectiveness and other quality aspects of systems is recog-
nised. A measure of efficiency of software development is 
proposed, based on a number. of well defined principles. 
Chapter 4 is concerned with ways.and means of establishing 
the ac~eptability of the proposed measure of efficiency. 
Certain criteria are first developed in general. A test of 
reliability is defined and the performance and outcome of 
the test are described. Tests· of validity are proposed and 
a field study to perform such tests is defined. 
Chapter 5 ~ets out the methodology for field. research. As 
mentioned before, a choice is made of a purposive, stratified 
sample. The principles underlying the choice of respondents, 
the construction of the questionnaire and the organisation 
of the survey are specified. 
Chapter 6 gives the results of the field survey. The con-
clusion regarding the validity of the unit of measure of 
efficiency is discussed arid other findings are analysed and 
presented. 
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12 
Chapter 7 summarises the conclusions and provides a per-
spective on certain data processing problems. Topics for 
further research are also suggested. 
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CHAPTER 2 
SOFTWARE DEVELOPMENT IN A DATA PROCESSING 
ENVIRONMENT 
2.1 INTRODUCTION 
The objective of this chapter is to define and describe the 
background of software and data processing systems. This 
will lay the foundation for the understanding of the 
efficiency of software development in a data processing 
environment, which is the subject of this study. 
Data processing will be defined as a subset of a wider 
field ~alled Management Information Systems. To understand 
the essence of data processing, it will therefpre be useful 
to define and study the concepts underlying Management 
Information Systems. This will lead to an understanding of 
the main functions and structural elements of Management 
Information Systems, which can be extrapolated to data processing 
systems. 
Data processing systems are the result of the process called 
software development. 
by means -Of a model. 
This. process can best be understood 
A suitable model is the life cycle 
model which divides software development into a number of 
stages. The resources absorbed and results produced by 
each of these stages can be enumerated, which will help in 
the construction of a measure of ef~iciency. Detailed 
definitions will be given of the concepts needed to define 
efficiency. 
2.2 MANAGEMENT INFORMATION SYSTEMS 
Comp~ters and data processing have no justification in 
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17 
themselves, but derive their utility from their ability, 
t? provide information for decision making. Decision 
making is also the esseritial function of management. 
Management in its widest sense can again be equated with 
the control of systems. The concepts underlying systems 
and their control are bundled in what is called 11 systems 
theory", which has been developed by Wiener(1 ), Boulding(2), 
Ackoff(3), Churchman(4) and others. This theory provides 
a coherent framework in which relevant terms are defined. 
It is therefore a useful tool and will be used as such 
without necessarily subscribing to the ambitious claims 
that are made for syste~s theory by writers such as von 
Bertalanffy(5) and Beer(6). 
A system is defined in systems theory as: 11 an entity which 
is composed of at least two elements and a relation that 
holds between each of its elements and at least one other 
in the set".(7) The important part of this definition, the 
relation between the elements, is the reason why the 
concepts of information and communication have always been 
very important in systems theory. The relation between 
the elements of a system is maintained by means of communica-
tion. In systems terminology, communication is nothing more 
than the transmission of information. 
in the ~tudy of systems it is important tn distinguish between 
a system and its environment. The environment is everything 
that does not belong to the system, but a change in it may 
produce a change in the system. Determination of what 
belongs to the system and what belongs to the environment 
is a problem to which there is no universal answer. The 
definition of the boundaries of the system depends on the 
purpose of the investigation and the delineation of the 
system therefore depends on the point of view of the 
observer. 
A syste~ which interacts with its environment is called an 
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open system by Ackoff(B)_ In such systems disturbances 
frbm the environment (D) will 3ffect the results (R) of 
the system (S). The basic model of a system is represented 
by these three elements in Exhibit 2.1. The more complex 
systems which are generally of interest in the social. 
sciences are called "goal-seeking" systems, defined by 
Ackoff as: "a system that can respon·d differently to one 
or more different externa 1 or i nterna 1 events ... unt i 1 it 
produces a particular state. Production of that state is 
its goal''.( 9 ) In other words, the syst.em has the ability 
to reduce the variety of the results to a preferred set 
( T). This capabi 1 i ty presupposes the presence of a control 
mechanism (C) which interacts with the system, the environ-
ment and the results. 
The total,situation is described in Exhibit 2.1 where I stands 
for the input and 0 st~nds f6r output. 
A .CONTROLLED SYSTEM 
Material System 
-- I 
I 
D s R I 
_I 
I 
r 
0 
T 
c 
Information System 
EXHIBIT 2.1 
\ 
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To fulfil its function, the control mechanism must be capable 
of performing the following tasks: 
Store information about target results; 
Transmit information about the environment and the 
status of the system to the control mechanism and 
fro~ the control mechanism back to the system; 
Process received information and stored information 
to obtain control information. 
It is clear from the above that all actions of the control 
subsystem involve information. The control subsystem may 
therefore be equated with an information system. The upper 
part of Exhibit 2.l which has been labelled the "material 
system" has been more fully described by Bosch( 10) as the 
material-energetic-financial system (MEFS). The equating 
of the control system with an information system is important 
because it makes it clear that storing, transmitting and 
processing, which are the main tasks of. a control system, 
are also the main tasks of an information system. Starreveld( 11 ) 
shows that his categorisation of the tasks of an information 
system leads logically to the recognition of three and only 
three structural elements of an information system. Each 
of these has a direct relationship, with the tasks of the 
system, as follows: 
storing 
transmitting 
processing 
f i 1 es 
flows 
processes 
Consequently, information and system theory provide a strong 
basis for the identification of flows, files and processes 
as the main structural elements of an information system. 
Th e a bo v e a n a Ly s i s. w i 1 1 be l) s e d e x t en s i v e 1 y i n t h i s s t u d y . 
Block S was described in Exhibit 2.1 as the "system". 
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It will~ however:ibe clear that from a differ~nt point of 
view the system should be defined to include the block C 
or. all of the information system. Taking this point of 
view will lead to the consideration of more complex forms 
of systems which are typical of open, dynamic, purposeful 
systems such as business organisations. The most important 
characteristics of such systems are.according to Ackoff( 12 ): 
The ability to alter or adapt their own goals (purposeful 
behaviour). This may occur when the original goals cannot 
be obtained, or have been obtained already, or when it be-
comes clear that other demands are being made on the 
system. 
The ability to alter their own internal structure. This 
is a typical attribute of social systems and is call·ed 
system designing behaviour. 
The ability to influence their environment. This usually 
involves reducing the uncertainty (or variety) of the 
environment. 
When these capabilities are added to the control function 
( C) in our diagram then this function can truly be equated 
with what in an organisation is called management and the 
information system becomes a Management Information System 
depicted in Exhibit 2.2 overleaf. 
The above analysis underlines the important link between 
management and information. On the one hand management 
is activated by the information it receives from the material 
system and exerts its influece by disseminating information. 
On the other hand the information system is completely geared 
to the management function and information has no value except 
to the extent that it serves the management function. 
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HIGHER LEVELS OF CONTROL IN A SYSTEM 
___ o __ ~-- ·~-· . ______ s;J·-L_~-~ 
0 
\ l 
\ 
\ 
\ 
I 
I 
t- J ! T ,,..,,'-------- ----· 
/ 
•-~~~~~~--Jr·~~~.~. _..._~_-:_/~/~~_.:-~~-I~~--
[ '  
EXHIBIT 2.2 
The above considerations concerning information, systems 
and management should contribute to a clearer perception 
of Management Information Systems and their constituent 
parts. These considerations ·are more or less incorporated 
in the following typical definitions of Management Information 
Systems: 
" A Ma n a g em e. n t I n f o rm at i on Sy s t em i s a n 
integrated man/machine system for providing 
information to support the operations, 
management and decision making functions 
in an organisation".(13) 
"A Management Information System is an 
organised method of providing relevant 
data for decision making to reponsible 
persons in the organis~tion.(14) 
These definitions will be used as a point of reference for 
this study. 
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TYPES OF MANAGEMENT INFORMATION SYSTEMS 
Forrna 1 Informa 1 
·-·------------------,-----------
Pub 1 i c 
Private 
EXHIBIT 2.3 
Data processing will be considered to be restricted to the 
formal, public par~ of Management Information. Systems and 
will .therefore exclude private and informal information. 
. ' 
Secondly, Management Information Systems have been divided 
into various levels. Antony( 26 ) distinguished systems for 
Strategic Planning, Management Control and Operational 
Control. This distinction has been taken over by many 
authors( 2?) and has been used as .a basis to define various 
type of systems. Information systems for Strategic Planning 
have been called Decision Support Systems and have been shown 
to have very specific characteristics. These systems are 
therefore not included in the definition of data processing. 
He~d( 28 ) has extended Antony's levels by introducing a 
fourth level - Operational Support Systems - as shown in 
Exhibit 2.4. Operational Support Systems include the use 
of data for the support of such activities as technical 
calculations, engineering design and process control. These 
applications will not be i~cluded in the definition of data 
processing as shown i~ Exhibit 2.4. 
Finally data processing will be restricted to computerised 
activities. This· does not suggest a conceptual distinction, 
but is· u~eful to focus the attention on software as previously 
defined. 
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The arithmetic unit and control unit are closely 
interlinked and together perform the processing 
function. 
Certain input and output devices are connected to 
media for storing data. These, together with the 
primary storage unit, provide a vast and readily 
accessible storage capacity .. 
Other input and output devices such as the console 
particularly~enable the flow of information between 
the computer and its environment. 
It is interesting to see the structural elements of an 
information system reflected in the architecture of the 
computer. 
There is a widely held belief that computers have not yet 
reached their maximum usefulness in information systems. 
Their application is, however, not restrained by a lack of 
hardware capabilities, as expressed by Dolotta et. al. ( 18 ) 
"Finally, we repeat that the lack of 
hardware capabilities is not the major 
constraining influence on the growth of 
our industry 11 • 
This opinion in influenced by the expectation of further . 
improvements in hardware capacity and availability. Several 
authors, i~cluding Duffy( 19 ) and Dolotta et. a1.< 20) expect 
that the major constraints on the application of computers 
to information systems wi 11 not be hardware problems, but 
.rather be .software, management and organisational matters. 
Software is a relatively new concept, introduced with the 
advent of computers. Its definition varies from 
that gives 1 i fe to computer hardware 11 ( 21 ) to 11 a 
of computers programs 11 .( 22 ) Davis( 23 ) gives the 
11 everything 
' 
col lect'ion 
following 
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definition: 11 Software consists of computer programs and 
routines which direct or facilitate the operation of the 
computer 11 • In this study the term software will be given 
a similar, rather wide interpretation. It will include 
programs written in a programming language, but also the 
instructions on.how to use these programs, the ·necessary 
data and files, as well as the essential documentation. 
Software development is therefore not only the coding of 
new programs but also the organisation, implementation, 
printing, binding, filing etc. which is necessary to create 
what will be defined in the following paragraphs as data 
processing systems. 
2.3.2 Data Processing 
Ha v i n g de a 1 tr~: w i th t he pr i n c i p 1 e of Man age men t Inform at i on 
'-..,,·· 
Systems and computers, the foundation has been laid for a 
definition of data processing. The literature is unfortunately 
lacking in this respect, as several well-known textbooks( 24 ) 
that have the word data processing in their title only 
present very loos~ definitions of the term. It is~however, 
clear that most modern writers virtually equate data 
processing with the use of computers in Management Information 
Systems. The same area of activity has also been described 
as Automated Data Processing (ADP), Electronic Data 
Pro c e s s i n g ( EDP ) of Computer ·Data Pro c es s i n g , but there 
appears to ·be a convergence towards the use of the term 
data processing or dp. 
For the purpose of thi~ study data processing will be 
defined as a specific subset of Management Information Systems. 
Therefore several distinctions are made. Firstly, Management 
Information Systems as previously defined, can be divided 
into four parts( 2S) as shown in Exhibit 2.3. 
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MANAGEMENT INFORMATION SYSTEMS 
AND DATA PROCESSING 
Information for 
Manaqern2iTt Control 
Information for 
Op0rationaJ Control 
Operational Support Systems 
EXHIBIT 2.4 
Data 
Processing 
Systems 
The above considerations lead to the adoption, for the 
purpose of t~is study, of the following definition of data 
processing: Data processing is the application of systematic 
methods and computer technology to perform the storage, 
transmission and processing functions in those parts of 
a Management Information System that deal with public, 
formal information and are directed at management control 
and operational control. 
2.3.3 Identifying Data Processing Systems 
From an ov~rall management point of view, the data processing 
effort of an organisation may be viewed as a whole, but on 
closer inspection it is possible to distinguish the sub-
systems of which it may be assumed to be ~uilt up. Such 
subsystems will be called data processing systems. The 
reasons why and ways in whi~h a total information sjstem 
can be subdivided into more manageable subsystems have 
been extensively discussed by Blumenthal, (29 ) based on an 
. ( 3 0 ) 
analysis by Forrester. 
Accordingly, data processing sYstems are defined as follows: 
A data processing system is a section of the data processing 
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software of an organisation which is direct~d at a signifi-
cant, but reasonably self-contained, functional part of the 
activities. Examples of typical data processing systems in 
a business organisation are: the accounts receivable system, 
payroll system. inventory control system, production 
s ch ed u 1 i n g s y s t em . 
2.3.4 The Structural Elements of Data Processing Systems 
In paragraph 2.2.1 the structural elements of information 
systems were defined as flows, files and processes. As 
data processing systems form a subset of information systems 
with essentially the same goals and functions, they are also 
~uilt up of the same elements; Starreveld( 31 ) has corrobo-
r a t e d t h i s by po i n t i n g out that the o p e r a t i on s t h at c a n be 
performed on data are essentially the same as those that 
can be performed on physical goods: they can be moved in 
time (stored), moved in space (transmitted) or reshaped 
(processed). A slightly more elaborate but similar analysis 
is.presented by Davis( 32 ) who d~scribed the functions of a 
data processing system as: processing transactions, main-
taining history files, producing reports and interacting 
with the user. It is clear that this describes essentially 
the same functions of storing, transmitting and processing. 
The distinction of flows, files and processes is, however, 
preferred because of its theoretical foundation as well as 
its simplicity. 
The establishment of the fact that a data pro~essing system 
may be considered as a structure of flows, files and 
processes has two important consequences. In the first 
place, it dispels the commonly held notion that the under-
standing of such systems requires knowledge of electronic 
technology and should be left to computer experts. Ackoff 
brands this notion as a dangerous fallacy: 
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11 This leaves managers unable to. evaluate 
the MIS as a whole. In failing to 
evaluate their MIS, managers delegate much 
of the control of the organisation to the 
system designer 11 • (33) 
Evaluation and control of an information system is made 
possible by understanding it and this, in turn, is 
facilitated by reducing it to its most essential elements -
notably· flows, files and processes. Data processing systems 
reduced to these elements can be readily understood by the 
interested layman. 
Secondly, the realisation that the system consists of flows, 
files and process, eliminates the common· preoccupation 
with only one ?f these elements, namely the processes or 
programs. Too often, systems are implicitly equated with 
programs, which in turn leads to an over-emphasis of the 
programming task, to the detriment of the other tasks involved 
in the development of systems. 
Having developed the conceptual foundations of flows, files 
·and processes as the structural elements of data processing 
systems, it remains to produce operational definitions of 
these concepts. This requires a good understanding of the 
practicalities of the data processing systems and their develop-
ment. These practic~lities will be discussed in th~ following 
paragraphs and operatioanl definitions are therefore given 
only in paragraph 2.4.3. 
2.4 A MODEL OF SOFTWARE DEVELOPMENT 
To describe the software development proces~, a model is 
commonly used which divides the total process into a number 
of stages. lt is a source of confusion that a similar model 
is also often used to describe the total existence of a data 
processing system, including its development, operational 
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life and maintenance. The life cycle model to be presented 
in the following paragraphs will only relate to the develop-
ment process and therefore specifically excludes the opera-
, 
tional stage and any act!vities that take place during that 
stage. Also excluded from tbe life cycle model will be 
the general planning and analysis activities that precede 
the actual initiation of a specific deve)opment proje~t. 
This planning is obviously of crucial importance to the 
success of software development, but for details and 
opinions on the subject, reference is made to the extensive 
literature. (34 ) 
Several alternative procedures for information.~ystems 
planning are shown b~ -Canning( 3S) but there is 6bviously a 
growing consensus that planning and control of information 
systems isa continuous function of general management, and 
that only limited inputs to this task are expected from 
data processing specialists. As a consequence~ it is normally 
not possible to allocate the effort spent on systems 
planning to a particular system. Therefore the overall 
planning and initiation of systems (sometimes descri~ed as 
preliminary analysis) is considered in this study to be 
separate from and preceding ·the software development effort. 
It will therefore be excluded from further analysis. 
2.4~1 The Life Cycle Model 
The model most commonly used in the literature to desciibe 
software development is the life cycle model. In its most 
basic form, this model divides the software development 
·process into a number of roughly consecutive stages, starting 
with the inception of the project and ending with its 
completion. In a graphical presentation, the various 
stages are typically shown on the horizontal axis and the 
e x p e c t e d 1 e v e l of re s o u r c e s re q u i red i s s h own .on t h e v e rt i c a 1 
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axis, so that a picture results as in Exhibit 2.5 
belO\•/. 
The purpose of the life cycle model is to emphasise the 
logical progression of activities common to all soft.ware 
development proj'ects and to provide a number of checkpoints 
Resources 
l~equ i r~1d 
BASIC DIAGRAM OF THE SOFTWARE 
DEVELOPMENT LIFE CYClE 
2 3 
St ages 
EXHIBIT 2.5 
4 
in the form of stage completions during the development 
of the system. This model is therefore useful for the 
management and control of software development activities. 
According to Benjamiri 
"the definition of a useful number of well-
defined workphases for the development 
cycle ... is actually the development .manager's 
principal aid".(36) 
Many authors commented on, or made contributions to the 
life cycle model. An early contribution was made by 
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Brandon, (37 ) while Hartman et. al. (3B) provide a very 
comprehensive structure. Benjamin( 39 ) has produced a 
survey of life cycle models proposed and terminology used 
by six other authors, while Murdick( 40) presents a comparison 
of 17 authors. These comparisons show a high degree of 
confusion in terminology and a great deal of uncertainty 
as to which activities at the beginning and the end of the 
software development process should still considered part 
of it. 
While some authors define planning as the first stage of 
the software development process, it has been argued before 
that overall systems planning is the responsibility of general 
management and is inseparably linked to the process of 
strategic business planning. Planning for a particular data 
processing system is not a separate stage, but an activity 
which takes place as long as the development process 
continues. 
Bearing in mind that the purpose of an information system 
(and therefore of a data processing system) is to support 
d~cision making, a logical first step in software development 
is the definition of precisely what decisions need to be 
supported and what information is needed to do this. This 
is normally called requirements definition and a 
software development project is therefore deem~d to have 
started when a decision is made to embark on this activity. 
The development of a system is considered to be complete 
when the system is fully implemented, which is defined as 
the moment when the system satisfies the explicit and 
implicit user requirements. At that moment the system may 
already have been operated for a while and it is also likely 
that further alterations and maintenance will be required 
in future. Maintenance is generally recognised as an 
important (and cumbersome) stage in the total life of a 
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system but~as it occurs after implementation, it is not 
included in the development life cycle model. Some authors 
specify an evaluation and audit stage at the end of the 
life cycle.· Such an activity is, however, not always 
performed, or only-performed much later. Sulcas( 41 ) has 
shown that evaluation and· audit. should nor~ally be a task 
external to the software development effort and should be 
performed by a party such as the management accountant or a 
consultant or a multi-disciplinary team of users and 
management. This activity is therefore not included in 
the life cycle model. 
Following the above considerations and insights gained -
from the literature as well as from personal experience, 
a life cycle model of software development is proposed, 
consisting of the following four stages: 
Requirements definition 
System design 
System construction and testing 
Documentation and implementation 
Essentially similar models are described by Metzger, (42 ) 
Enger( 43 l and Davis.( 44 ) Descriptions of these stages 
are given in the following paragraphs and are closely 
related to the definitions given by the above authors. 
A. Requirements Definition 
This stage may be equated with what other atithors have 
called the analysis or systems analysis stage. The 
objective of this stage is to produce a complete and 
explicit specification of all aspects of the system 
that affect the prospectiye users. This includes the 
information to be prod4ced by the system as well as the 
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inputs to be provided to the system. This stage 
begins with the initiation of the project and ends 
with the acceptance of the functional specification. 
Some of the tasks to be performed in the requirement 
definition stage are listed, below (not necessarily in 
sequence): 
Analysis of the decision~ to be supported· 
Study of the existing system 
Definition of alternative ways to provide 
information to the decision makers 
Determination of the technical, economic 
and operational feasibility of the alternatives 
Preparation of a functional specification 
document. 
The requirement definition stage culminates in the 
production of a document containing the functional 
specification. Guidelines for the contents of such 
a doc~ment are provided by E~ger.( 45 ) 
B. System Design 
While the requirement definition stage defines what 
the system will produ~e and require, the system design 
stage defines how it will work. This involves determining 
the structure of the system, notably defining the main 
I 
structural elements: flows, files and process. This 
. r 
stage begins with the acceptance of the functional 
specification and ends with presentation of the 
technical specification. The design process has 
been extensively investigated by Freeman who describes 
it as: 
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11 one of those interesting human 
activities that is all around us, 
in which everyone engages in one form 
or another and that eludes precise 
characterisation because of its many 
forms and complexity 11 .(46) 
Various methods have been proposed ~o rationalise the 
design process( 4?) but according to Peters and Tripp( 4B) 
design, and specifically software design, may stil·l be 
classified as a 11 wicked 11 problem because 11 it is not 
always clear how to proceed and the problem seems to 
change - often for the worse - during resolution". ·rh·e 
main tasks to be performed in the system design stag~ 
are: 
Definition of file content and organisation 
Drawing up of system flow charts 
Specification of programs and procedures 
Design of control and security procedures 
Determination of procedures for testing 
and implementation 
Preparation of a technical specif icatinn 
document 
The system desigh stage terminates with the production 
of the technical specification. Suggestions for the 
content of this document are listed by Enger. (49 ) 
C. System Construction and Testing 
System construction and testing begins after ~he 
acceptance of technica~ specification, and ends when 
all processes and files have been created and found 
to be correct. Testing of processes (programs) typically 
requires the availability of masterfiles and other 
permanent data sets. The construction of these elements 
. 
often requires a substantial amount of effort 
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which is considered to be part of this stage. 
The main tasks in this stage are: 
Specification and preparation of test data 
Coding, compiling and testing of programs 
Conversion of existing files and creation 
of new files 
Producti·on of procedures and control statements. 
These construction activities and particularly the 
coding and compilation task, form the nucleus of 
snftware development, but they are clearly not the 
only activities of importance. Results delivered 
in this stage are programs (both source arid object 
codes), control procedures and p rmanent files. 
D. Documentation and Implementation· 
In this stage the individual structural elements of 
the system are put together and the interfaces between 
the system and its users and operators are completed·. 
This stage is conceived to begin when all structural 
elements are completed, and to end when the system has 
been shown to satisfy all. the explicit and implicit user 
requiiements and has been accepted as such. It may 
therefore be a protracted stage, involving extensive 
care and correct i on s . Act i v it i es i n th) s stage are : 
Preparation of operator documentation 
Preparation of user documentation 
Training of users 
Performance of acceptance tests 
Fault corr~ction and modification. 
\ 
It is unlikely that there will be a sharp division 
between this stage and the preceding one and a 
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substantial overlap is more normal. For this 
reason, several authors (including Davis)(SO) do not 
specify this stage. Another reason for not specifying 
this stage is put very strongly by Gildersleeve( 51 ) 
who feels that documentation is an intergral part .of 
the progamming activity. In this study, documentation 
and implementation are considered to be a separate 
stage because: 
the activities are crucial to the success of 
the system 
they are likely to be rather time-consuming 
- _.they are often performed by specialists. 
Deliverables in this stage are the external documentation, 
namely user manual and operations manual, as well as a 
~ 
more ethereal result: acceptance of the system by the 
users. 
2.4.2 Resources Absorbed and Results Produced 
In the previous paragraphs various resources absor~ed and 
results produced by the software development process were 
mentioned. These will be examined more. closely in this 
section, as they will form the ingredients for the determina-
tion of efficiency which will be defined in the next chapter 
as the rat'io of results produced to resources absorbed. 
A. Results Produced 
This study is only concerned with the physical results 
of software development. Effects such as job satis-
. faction or a higher professional standing of the 
participants'are not considered. 
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Progams are commonly considered to be the main or 
only product of software development. However, 
programs and procedures together constitute only the 
processes of a system and it is obvious that files 
arrd flows which are equally essential structural 
elements should also be taken into account. Flows and 
files are of course referenced in the programs, but 
they are conceptually different entities. 
Apart from the structural elements of the system, 
documentation may also be considered to be a product 
of software development. It is, however, not clear 
whether this should be regarded as an independent 
~ntity or as dependent on the structural elements. 
Four d i ff ere n t types of document at i on have been m e·n t i one d 
before, which can be combined into two groups: 
Functional and technical specifications are 
necessary aids in the construction of the 
system. They may be regarded as scaffolding, 
essential for the construction 6f the system, 
but there is a great deal of merit in retaining 
the scaffolding for maintenance purposes after 
the system has been completed. 
User and operator documentation are part of the 
interface of the system with the environment. 
They fulfil an important support function. 
The results of software development are summarised 
in Exhibit 2.6, overleaf. 
B. Resources Absorbed 
The most important resource required for softwar·e develop-
ment consists of people who can be distinguished according 
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SUMMARY OF INPUTS AND OUTPUTS OF SOFTWARE 
DEVELOPMENT 
Manpower 
Primary 
users 
INPUT 
system analyst 
system designer 
programmer 
technical writer 
librarian 
Secondary 
system programmer 
data base adminstration. 
computer operator 
data preparation 
Tertiary 
auditor 
legal advisor 
other experts 
Software 
Standard software 
Special d2velopment tools 
Hardware 
Computers 
Other 
Materials 
Infrastructure 
OUTPUT 
Structural elements 
fldws 
files 
processes 
source programs 
object programs 
procedures 
Documentation 
functional specifications 
technical specifications 
user manual 
operator manual 
EXHIBIT 2.6 
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to the degree of involvement. Amongst the people 
responsible for ~nd therefore (normally) primarily 
involved in the process, are the users who will 
ultimately utilise the sytem to suppo~t their activities. 
Also involved at a primary level are dp professionals. 
In the early dayi of data processing, the latter group 
consisted essentially of programmers, and the tendency 
was to igno~e the contributions of all other parties. 
This tendency is still noticeable in the preoccupation 
with programmer productivity, which will be dealt with 
in the next chapter. 
Recent literature (e.g~ Davis( 52 )) identifies the 
following dp professionals as typically directly 
involved in software development: · 
System analyst: produces the functional 
specification and ensures correct working of 
the system. 
System designer:· produces the technical 
specification and ensures the structural 
integrity of the system. 
Programmer: Codes and tests programs and 
procedures 
Librarian: maintains programs, modules and 
test data and supervi~es testing 
Technical writer: prepares documentation. 
An issue in the organisation of software development 
is the extent to which some or all of these functions 
should be combined in one person. Many organisations 
indicate the type of integration by using job titles 
such as business analyst, analyst/designer or anlyst/ 
programmer. 
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Several dp professionals are likely to give support 
to softwa~e development at a secondary level, notably: 
systems programmer 
data base administrator 
computer operator 
data preparation personnel 
Certain persons may render assistance at a tertiary 
level, in a •consulting capacity: 
auditors 
legal advisors 
industrial relations experts and other specialists. 
Apart from the various types of manpower, other 
resources required for software development are: 
Hardware, notably computers. This is essential 
during the system construction and testing stages. 
Use may also be made of computer resources for 
other purposes, e.g. to produce sample reports 
or simul~te system performance 
Software products. Some standard software products 
such as the operating system are essential to operate 
the computer. Other products may be specifically 
acqoired for software development, including compilers 
and possibly special packages such as test data 
generators or source library handlers. 
Materials. This includes stationary and storage 
media such as discs and tapes. 
Infrastructure. A minimum of office space etc. 
is usually required .. 
A.summary of the resources required for software develop-
ment is shown in Exhibit 2.6. 
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2.4.3 Operational Definitions of Flows, Files and Processes 
The concepts of flows, files and processes were identified 
in the previous paragraphs as structural and crucial ~lements 
of data processing software. To be able to quantify these 
conce~ts, it is necessary to establish operational definitions. 
The foundations of these definitions have been laid in the 
previous discussion of the software development life cycle. 
Reference is furthermore ·made to the previously quoted 
literature as well as to accepted dp practice and private 
experience in data processing. Based on these foundations 
the following operational definitions of the concepts of 
flow~. files and process are proposed: 
A. Files 
Files generally are collections of reco-rds that are 
both loqically and physirally related but, for the 
purpose of this definition, are restricted to master-
files, i.e. files that are permanently mairitained 
either by the .system under consideration or by another 
system. This definition excludes transaction files, 
work f i 1 es or report f i 1 es w h i ch are con s id er ed to 
be features of the implementation, rather than essential 
elements of the system. Only the number of masterfiles 
is considered and not their content or structure. 
' 
Different generations or different sort sequences of a 
file are not counted as separate files. The number of 
files is expected to be readily obtainable from the 
technical specifications of a system. 
B. Flows 
Flows are means of exchanging information. For the 
purpose of this definition they are restricted to 
external flows, i.e. exchang~s of information between 
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the system and the environment. Excluded are 
therefore internal flows within the system as 
these are considered to be features of the imple-
mentation. Only the number of flows is considered, 
without regard to their content or structure. As 
flows are counted: 
Each different type of input record that may 
be presented either through conventional 
input records or through input files from other 
systems. 
Each unique type of report that can be produced 
by the system 
Each screen format in an interactive system~ 
~ 
which is available for display or input of 
information. 
It is assumed that the number of flows can be readily 
determined from the functional specifications, speci-
fically from a deta led system flow-chart. 
C. Processes 
Processes are logical or arithmetic manipulations of 
data .. They are to be understood at a functional level, 
i.e. the description of a process shcruld define what 
manipulation is performed on the data, _not how it is 
done. Typical examples of functional processes are 
sorting, validating, updating and report presentation. 
Process~s may coincide with programs but it is quite 
conceivable that a physical program contains two or 
more processes. Determining th~ number of· processes 
in a system will require a measure of understanding of 
the system, which should be obtainable from the functional 
and technical specifications. 
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It is accepted that the application of the above 
definitions of flows, files and processes is not 
automatic, but requires a degree of interpretation 
and comprehension of the system. It is~howeve~ 
contended that this should normally be well within 
the capabilities of an experienced dp professional. 
Two important issues remain, concerning these 
definitions: Firstly, the extent to which uniform 
interpretations are made by different people in 
different situations will determine the reliability 
of subsequent me~surei. Secondly, the ease with which 
the required data can be collected will determine the 
practicality of the measures. These aspects have 
been assessed in practice and are reported in subse-
quent chapters. 
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CHAPTER 3 
DE~INING THE EFFICIENCY OF SOFTWARE DEVELOPMENT 
3.1 INTRODUCTION 
"However you define the scientific activity, (1) 
measurement pervades most of the enterprise" 
The above statement by Stevens seems·particularly relevant 
to the understanding of software development today. Though 
terminology such as 11 software engineering 11 and "software 
technology 11 is used, most of the activity is performed in 
a traditional rather than a scientific manner, but 
pra~titioners are becoming aware of the need for measure-
ment and quantification before real progress can be 
expected. Kirkley sums up the situation as follows: 
"Today we have the intuitive feelings of 
legions of burned users whose request for 
systems resulted in jobs that took twice 
as long and cost three times as much as 
the original estimate. We have 
generalities and vague approximations but 
we do ot have precise measurements. After 
all these years we cannot answer the 
question: 'software is expensive relative 
to what?" (2) 
Jones explicitly refers to a lack of adequate measures: 
"In the field of computer programming, the 
lack of precise and unambiguous units of 
measure for quality ~nd productivity has 
been a source of considerable concern to 
programming managers 11 (3) 
Implicit in the above quotations is an indication that 
there are two areas in which the lack of quantitative 
measurement is particularly felt - namely estimation of 
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expected effort before a project is begun, and measurement 
as a condition for the effective promotion of productivity 
of software development. Estimation of expected effort is 
often poor guesswork as Kirkley has attested, and the 
literature offers extremely little support to the would-
be estimator~ Several well-known textbooks( 4 ) do not 
discuss the subject at all. Part of the problem in 
estimation lies in the difficulty of defining the scope 
of development projects at an early stage. An equally 
important problem is the lack of a general yardstick and 
therefore the inability to control the efficiency of software 
development by manipulating the factors that influence it. 
It is to these problems that this study addresses itself. 
A scientific approach to the promotion of productivity 
or efficiency of software development is obviously dependent 
on the proper definition and measurement of this concept. 
In the general literature, no distinction is made between 
productivity and efficiency, e.g. Faraday(S) states in a 
study entitled 11 The management of productivity 11 published 
by the British Institute of Managment: 11 We are equating 
efficiency with productivity". An authoritative study 
sponsored by the OECD (Organisation for Economic 
Cooperation and Development) states(fi) that, although 
efficiency goes slightly beyond productivity, 11 it may be 
taken in its widest sense as practically synonymous with 
productivity". The same study defines productivity as the 
relationship between the volume of production and the sum 
of the pro·duction factors included in the production cycle. 
Faraday(?) introduces a refinement which is important in 
the context of software development: "productivity is the 
ratio of a prescribed output to the required inputs''. It 
is to be noted that the terms 11 input" and 11 output 11 in this 
definition are to be interpreted in the economic sense, 
i.e. in our case, "inputs" are the resources· absorbed by 
the software development process, and 11 outputs 11 are the 
results of that process. The following definition of 
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efficiency will therefore be adopted: Efficiency in 
software development is the ratio· of a well defined 
result to the resources absorbed by the process; This 
definition will be the basis for a scientific approach to 
the creation and testing of a measure of efficiency of 
software development, which is the subject of.this chapter. 
3.2 REPORTED STUDIES 
Several studies that deal with the efficiency of software 
developm~nt, or at least aspects thereof, have been 
reported. Remarkably, all these studies concentrate almost 
exclusively on the programming task which, as expJainPd 
previously. i~ only a part of the total system development 
effort. The main thrust and conclusions of these studies· 
are reviewed below 
Sackman et. al. {B) studied the effect of the use o( on-
1 ine facilities on programmer performance. "Performance" 
was taken as the amount of programmer and CPU time 
required to program a simple, well defined problem. It 
.was found that the use of on-line facilities provided 
significant improvements but the difference in 
performance of individual programmers was an order of 
magnitude greater. No attempt was made to r~fine th€ 
perfor~ance·measure used. 
Weinberg{ 9 ) introduced the notion of m~asuring 
programming performance according to five criteria 
namely: core storage used, output clarity, program 
clarity, number of statements, and time used. He showed 
that programmers who were given the same problem were 
capable of optimising on any of these criteria, at will. 
Johnson{IO) proposed the use of the number of lines of 
source code written per man day as a measure of 
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programmer productivity. He warned however that: 
"inconsistent definitions can account for dramatic 
differences" ( 11 ) and proposed the use of different 
standards for (subjectively determined) levels of 
.difficulty as well as other distinctions. 
Walston and Felix(-1 2 ) in an-extensive study of 60 
projects that involved different computers and 
. 
programming languages, used delivered source lines per 
man month (DSL/MM) as a unit of measure. They reported 
reasonable correlation between DSL and documentat·ion 
produced and only weak influences from factors such as 
the use of RJE facilities and the geographical proximity 
of developers to users. However, significant difference 
in productivity was reported between projects with high 
and low customer interface compl xity. 
Jones(l 3 ) specifically addressed the problem of 
measuring both the quantity arid the quality of the out-
put of the programming effort. As a qualitative measure 
he focussed on the number of defects f6und in the 
original program, the effectiveness of subsequent 
defect removal fforts and the defects r~maining after 
all reviews, inspections, tests and so on, which he 
termed the 11 maintenance potential". He stated that 
"it is well to observe that the term quality has been 
used here to mean absence of defe~ts. Of course there 
are many other attributes associated with quality than 
defect rate" but he introduced no other measures to 
take care of this problem. Another problem raised in 
the same study, is the inadequacy of using measures 
that are geared essentially to the programming task for 
measuring the efficiency of the total software 
development effort: "The complete job of developing a 
computer program requires more than coding activities, 
and these activities must also be measured. Therefore, 
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when lines of code per programmer month is used on the 
non-coding task, the results are apt to be questionable 11 (I 4 ) 
Several other components of total effort and cost were 
also examined by the same au.thor but the efftciency 
measure finally retained was lines of code per dollar 
expended or the inverse of that measure, dollars per 
line of code. Several conditions ·were however 
discussed that would complicate the use of these measures. 
Crossman(lS) related his experience with a method of 
measuring programming productivity in which the unit of 
output is not lines of code, but number of functions. A 
function is defined as a section of a program which 
~erforms a specific activity, has one entry and one 
exit, conforms to the rules of structured programming 
and has between five and fifty source statements. In a 
study of 14 programs, a consistent rel8tionship was 
found between functions produced and man-hours spent 
(the indication is that onl.Y programm~r hours were 
counted). It was also reported that the only factor 
found to influence this relationship significantly was 
the use of new tools on a system. It should, however, 
be noted that this study was confined to ~ very stible 
situation where strict and consistent quality was. 
enforced. 
Parikh(~ 6 ) reviewed the merits o.f lines of code (LOC) 
per man-day as a measure of productivity. He pointed 
to a number of problems and stated that, when not 
defined precisely, LOC could in fact be misleading. It 
was advocated that, ~s a measure, it should be 
supported by a number of additional "metrics", designed 
to suit the situation. Examples of such metrics are: 
def~cts found during the first month of operation, 
execution speed and ccre storage· used and deviation 
from the original development time schedule. Attention 
should also be paid to the design and analysis stages 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 
55 
and to the benefits derived from the system by the 
users. 
Halstead(l?) initiated an approach to software and 
software development which he label led "Software Science" 
It is interesting to note that Software Sci~nce 
approaches its subject with the same intentions as this 
study, namelJ to apply the scientific method, specifically 
measurement and quantification to software and software 
development. Software Science is concerned with programs 
and algorithms that are usually small and technically 
oriented. The main measures proposed (e.g. program 
volume) are intuitively acceptable, but some (e.g. 
program level) remain rather speculative. These measures 
finally lead to an estimate of the effort ~equired to 
produce or understand a particular program and thereby 
to a norm of efficiency. However, only programming time 
' is included in this effort. All measures are derived 
from the completed program, £0 that they have no pre-
dictive value concerning the development effort required, 
unlike the measures proposed in this study. The 
differences between Software Science an'd this study, 
b a s ,i c a 1 1 y re s u 1 t s f r om an o r i e n t at i on t ow a rd s t e c h n i-c a 1 
programming on the one hand and data processing software 
development on the other. 
While admiring the pioneering effort and the valuable 
contributions made by these studies, it appears that the 
following factors mitigate against the acceptance of lines 
of source code per man-hour in particular as an adequate 
measure of software development efficiency: 
1 . Pro g ram m i n g i s on 1 y a pa rt of the tot a 1 software 
development effort. In terms of the total effort ex-
pended it is often a relatively minor task: e.g. Boehm(IS) 
reports the effort spent on programming as 20% of the 
. (18) total software development effort, while Jones puts 
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this figure at 30%. While these·percentages 
are rather speculative, it is interesting to note 
from the 1977 survey by the SA Bureau of 
Statistics( 20) that the ratio of analysts to 
programmers was about 1 to 3. It appears there-
fore unjustified to usej the quantity of 
programming work alone as a basis to calculate the 
efficiency of the total software development 
effort. 
2. Trade-offs between system design, programming 
and 1imp1 em en tat i on are usu a 1 1 y poss i b l e . 
Concentration on the efficiency of programming 
alone may therefore well lead to overall in-
efficiency. 
3. As discussed in the previous chapter, recent 
developments are likely t6 diminish the role 
of conventional programming languages and 
thereby make the counting of lines of code 
obsolete. 
4. There is a high degree of uncertainty about the 
,_. 
most suitable definition of lines of code and no 
proof that the number of functions can be measured 
reliably in different circumstances. 
5. Programming hours should obviously not be taken 
a s t .h e o n l y i n p u t i n to t h e s oft w a re d e v e l op m ~ n t 
process. Contribution from other parties such 
as analysts and users ·as well as resources such 
as computer time and the use of software tools 
must be taken into account. 
6. An elementary assessment of validity, reliability 
and sensitivity was not provided for any of the 
measu.res proposed thus far. 
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3.3 PRINCIPLES FOR THE DEFINITION OFASUITABLE MEASURE OF 
EFFICIENCY OF SOFTWARE DEVELOPMENT 
As is clear from the previous section, the definition of an 
adequate measure of efficiency of software development is a 
task which poses many theoretical and practical problems. 
It is therefore felt to be useful and important to begin by 
establishing a number of principles which.may serve as 
guidelines to overcome these problems. Listed below are six 
principles which are considered to be appropriate foundations 
' for the construction of a suitable measure of efficiency of 
software development, and a justification for each of these 
principles. 
' 3.3.1 The Complete Software Development Life Cycle should be 
taken into account, not just one phase 
As argued in the previous chapter, the phases of the software 
development l·ife cycle are strongly interrelated. The effort 
required in each phase is dependent on the standard of the 
work performed in the previous phase and, in turn, determines 
the complexity of the tasks in the following phases. For 
example, the time spent on system design and therefore 
im~icitly the quality of the design, is an important 
determinant of the programming effort, while a high quality 
of programming facilitates the implementation task. It is 
therefore considered fruitless to attempt to define a measure 
of efficiency for only one phase, as much as such a measure 
would require a very precise .definition of the quality of the 
design and the quality of the programming. Such precise 
definitions are considered to be totally unobtainable in data 
processing practice. 
3.3.2 All Resources used in the Software Development Process 
must be taken into Account 
The resources normally used in software development were 
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enumerated in the previous chapter. The ratio in which these 
resources are to be used is, however, not fixed and substan-
tial variations have occurred .in the history of software 
development. In the early days, programmers did most of the 
work, while currently, analysts and other specialist staff 
play an increasingly important role. When cdmputer hardware 
was expensive it had to be used spa·ringly, but at present the 
tendency is to use on-line computer power extensively during 
development. Preoccupation by management with one particular 
resource such as manpower could easily lead to wasteful use 
of other resources and therefore detract from overall 
eff,iciency. To be practically useful a measure of efficiency 
should therefore take all resources into account. 
3.3.3 Consideration must be given to all Attribute of the R~sult 
of the Software Development Process 
The scientific method of establishing a measure of a phenomenon 
requires( 21 ) that all measurable attributes of that phenomenon 
are considered. From this domain the most significant 
attributes must then be selected to constitute a multidimensiorial 
or unidimensional measure. This procedure focusses the 
' . 
attention on the inherent multidimentionality of software. 
Properties to be considered are not only its volume (as in 
lines of code) but also other aspects such as effectiveness 
or flexibility. Only when it has been demonstrated that these 
attributes ·do not play a significant role or are correlated 
with some other attributes, can they be excluded from the 
measure. 
3.3.4 The Attributes Constituting the Measure should be Quantifiable, 
not highly Correlated~and Discriminating 
Quantification is the objective of .the measure of efficiency. 
Therefore non-quantifiable, judgemental attributes of the 
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resources used or results produced should be avoided when 
possible. Where two attributes are correlated, one can be 
implicitly represented by the other and it is therefore not 
n e c e s s a r y t o i n c 1 u d e bot h at t r i b u·t e s . At t r i but e s t h at a re 
essentially the same for all ioftware to be considered are not 
discriminating and can therefore safely be omitted from the 
measure. 
3.3.5 The Attributes Defining the Results of the Software 
Development Process should be known before most of the 
Resources are spent 
The purpose of th·is principle is that when an ·experience value 
for efficiency would be available, determination or estimation 
of the results of the software development process would 
allow calculation of the necessary resources. In th.is way 
the measure can help to overcome one of the practical problems 
mentioned at the beginning of this chapter, namely the 
inability· to esti~ate software development costs. 
3.3.6 The Function Defining the Measure of Efficiency should be 
as simple as possible 
This is the principle of parsimony which is well known in 
the history of science. (22 ) It leads to preference for simple 
mathematic~l and logical relationships. 
3.4 PROBLEMS IN MEASURING RESOURCES USED BY AND RESULTS OF 
"l" 
THE SOFTWARE DEVELOPMENT PROCESS 
The above principles should help to arrive at an adequate 
measure of the efficiency of software development, but a number 
of practical and conceptual problems must be anticipated. 
Practical problems appear to prevail in th~ definition of the 
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resources absorbed by the process while conceptual pr6blems 
predominate in the definition of the results produced. 
3.4.1 Problems in the Definition of Resources Absorbed 
The resources required for software development were defined' 
in the previous chapter and summarised in Exhibit 2. They 
are manpower, hardware, mate~ials and infrastructure. These 
resourc~s ca~ easily be integrated by multiplying each with 
its relevant unit cost and adding the resulting costs, to 
arrive at the total development cost. The following 
objections may, however, be raised against this procedure: 
Some of the cost elements may, in practice, be 
correlated, thus making it possible to omit these 
from the measure. Though correlations may well 
exist in the short run, it is not certain that in the 
long run such correlations will continue to hold. 
Also, including all cost elements does not appear to 
be unduly complicated while it ensures that the total 
' 
development cost appears in the formula, which has 
the advantage that the measur~ is simple and intuitively 
understood. 
For some of the cost elements the unit cost may be 
difficult to obtain. This is a practical objection 
which may pose a problem inde~d.· particularly as far 
as the collection of survey data is concerned. As 
discussed by Sulcas( 23 ), accounting procedures do 
exist to cope with this problem, and when management 
is seriously concerned about the improvement of efficiency 
it should be feasible to obtain relevant cost figures. 
Such figures will probably also prove useful for other 
purposes, such as the charging ciut of services. 
Some organisationsdo not record resources used for soft-
war€ development as a matter of course. This is probably 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 
61 
the exception as far as man-power is concerned, but is more 
common for other resources. This is again a practical 
problem which will make the· collection of survey data 
difficult, but inter~sted managers should not have 
undue trouble in recording the data and would find 
the effort well worthwhile. The practical extent of 
·this problem and the previous one may well be established 
through a special survey, the details of which will be 
discussed in Chapter 5. 
Inflation may make the aggregation and comparison of costs 
relating to different periods invalid. This prdbfem does 
not exist when the data relate to a short enough pe~iod 
of time. Over longer periods, the problem can be 
eliminated by the use of an index to convert all costs 
to a ba~e period. 
In summary, there appear to be no conceptudl problems with 
the definition of resources used for software development. 
The obvious practical problems are such that concerned mana-
gers should be able to control them. 
3.4.2 Problems in the Definition of the Results Prdduced 
As suggested in section 3.3 the selection of attributes of 
software to be included in the measure of efficiency should 
start from'the definition of the domain of all relevant 
attributes. This is a challenging task, as most practitioners 
are not used to analysing the properties of software in any 
detail and attention to these questions in the literature is 
limited. Interesting indications of relevant attributes of 
software are given by'Weinberg,( 24 ) w~o identifies 4 
potential objectives namely: output clarity (effectiveness), 
program clarity (flexibility), speed of execution (device 
efficiency) and program size (physical dimension). A major 
study of the characteristics of software quality by Boehm 
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et. al. (25 ) mentions the same attributes, though using a 
s 1 i g ht 1 y d i ff ere n t structure . Your don ( 2 6 ) 1 i st s as the ma i ·n 
aspects of program quality: effectiveness, flexibility, 
maintainability and the res~urces required during execution .. 
On the basis of these analyses a list of attri~utes of the 
result of the software development process has been assembled 
of w h i ch the main cat ego r i es are : effect i v en es s , f 1 ex i bi I it y , 
device efficiency and physical dimensions .. A further break-
down of these categories is shown in Exhibit 3.1. This list 
of attributes will be used as a basis to select the 'most 
appropriate attributes according to the criteria established in 
section 3.3.4. In the following paragraphs, each of the attri-
butes will therefore be evaluated against these criteria. 
A. Effectiveness 
This is a measure of how well a data processing system per-
forms its ultimate function namely to support decision 
making in an organisation. To be effective, the information 
produced must have a number of characteristics which are 
defined by King and Epstein( 2?) as: timeliness, 
significance, understandability, precision and efficiency. 
It is clear that ineffectiveness of a system may totally 
negate any efficiency achieved in the development of the 
system. 
The etfectiveness of a data processing system is, however, 
notoriously difficult to establish and particularly hard 
to quantify. Under th·e title "Why information systems 
fail" Lucas( 28 ) has reported the result of six studies 
involving the effectiveness Df systems. In only one of 
these an attempt was made to measure effectiveness directly 
by asking users to rate various system aspects; The 
author introduced the discussion of this procedure by 
stating: "It is difficult to rate the quality of a system 
because there are no accepted standards". (29 ) 
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ATTRIBUTES OF SOFTWARE 
Main Categories 
A. Effectiveness 
are the·decision making 
requirements adequately 
supported? 
B. Flexibility 
can corrections and 
changes be made with 
relative ease? 
C. Resources required for 
operation 
what complementary resources 
are needed to operate the 
system? 
D. Physical Dimensions 
what physical entities 
have been produced by 
the software development 
process? 
Attributes 
- adequacy 
- timeliness 
- correctness 
- suitability 
- reliability 
- read a.bi 1 i ty 
- maintainability 
- modifiability 
- processing requirement 
- storage requirement 
- communication requirement 
- personnel 
- flows 
- files 
- processes 
- documentation 
- number of functions 
- lines of source code 
- size of the object code 
EXHIBIT 3.1 
I 
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In a study on the quantification of f inantial benefits 
of information Kleynen( 30) describes a series of ex-
periments with computerised man~gement games designed 
to measure the effect of information. His conclusion is 
' that "without at least some rudimentary theory, ·we just 
simulate our own ignorance". At a congress held ·under 
the auspices of the Intergovernmental Bureau of 
Informatics in 1974( 31 ) several speakers addressed the 
problems of measurement of effectiveness of systems but 
none of these offered a practical procedure for its 
measurement and Banbury( 32 ) concluded: "With current 
knowledge, the technique would be immensely difficult 
to apply, so many of the issues are only partly understood 
and so few·of the variables are quantifi'able". 
"' Furthermore, experience appears to indicate that similar 
organisations working with similar technology on fairly 
similar problems, tend to come up with systems that 
exhibit similar characteristics. One such example occurred 
when all major airlines found themselves compelled to 
install similar flight reservation systems within a 
fairly brief span of time. Another example was when the 
major building societies implemented real-time teller 
systems in quick succession.( 33 ) A reason for the 
emergence of systems with similar characteristics may 
be that within a well-defined framework of space, time, 
·type of application and data processing maturity, a 
certain level of effectiveness appears to be obtainable 
and is therefore aimed for. For the present study such. 
a framework has been very carefully defined. It seems 
therefore reasonable to assume a fairly standard level 
of effectiveness for the subset of data processing systems 
defined in the previous c,hapter. 
"The probability of convergehce to this common standard 
of effectiveness is further increased as this study is 
limited to data processing sytems which are operating 
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?UCcessfully and.may be assumed to be "shaken down". 
In summary, as effectiveness is not readily quantifiable 
and is unlikely to discriminate substantially, it is not 
practical to include this attribute in the-measure of 
efficiency. It is ackowledged that, if quantification 
ever appeared feasible, the attribute would definitely 
be of potential interest. 
B. Flexibility 
The importance of flexi·bility and its constituents, 
namely read~bility, maintainability and modifiabilitY 
has been studied extensively by Duffy. (34 ) An important 
finding of his research is that organisations subject 
to similar incidence of change, tend to use similar 
techniques to enhance flexibility. Between similar 
organizations differences in flexibility are therefore 
' 
likely to be small. Furthermore, it is important that 
data processing systems in the present study are 
·restricted to systems that are fully implemented and 
acc~pted by the users. It seems reasonable to assume 
that at that stage due attention must have been paid to 
the maintenance problem and that the system and its 
supporting documentation must have been brought up to a 
reasonable standard. 
Quantification of flexibility is, once more, an extremely 
difficult task. Duffy{ 3S) proposes to equate it to a 
rating by users, whereas Boehm et ·ar. consider it to be 
an inherent property of software which can be deduced 
from the code. (35 ) 
Flexibility, therefore, also does not seem to be an 
attribute that should be inclu~ed in the measure of 
efficiency. Like effectiveness, it is not readily 
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quantifiable and does not discriminate adequately. 
C. Device Efficiency 
Low usage of resources such as disk space or CPU capacity 
during program exetution is, in hrinciple, a desirable 
feature and the software which achieves this is therefore 
(certeris paribus) more desirable. Recent technological 
progress has, however, made this attribute increasingly 
insignificant and it is expected that this tre~d will 
continue. Also, data processing systems as defined for 
this study are typically much smaller users of hardware 
resources than other types of systems such as computer 
aided de.sign or decision support systems. Many organisa-
tions, as a consequence, tend to be rather unconcerned 
about efficiency of data processing systems. 
This attribute therefore does not appear to be a good, 
discriminating measure of the result of the software 
development process. 
D. Physical Dim nsions 
I~ the previous chapter the essential elements of 
data processing systems were shown to be flows, files 
and processes and their definitions were given irr 
paragraph 2.4.3. It was stated that these elements can 
be considered to encompass the primary results of the 
software development process. They are expected to be 
readily quantifiable and reasonably discriminating, while 
there is no reason to believe that they are highly · 
correlated. These attributes, particularly when taken 
together, therefore appear to be well-suited to constitut~ 
part of the measure of efficiency. 
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Documentation, consisting of functional specifications, 
user manual and operations manual, was identified as a 
secondary result of software development. ·There is, 
however, reason to believe that the volume of 
documentation is dependent on other attributes of the 
system. Walston and Felix( 37 ) have shown a significant 
correlation between lines of source code and volume of 
documentation~ It is furthermore dubious whether the 
volume of documentation is readily quantifiable in all 
situations. Documentation standards are likely to 
differ substantially among organisations, while no 
accepted definition exists of what con~titutes, for example, 
a page of documentation. It also remains to be 
established to what extent functional and technical 
specif icaiions exist and are updated. 
The volume of documentation is therefore not considered to 
be a very useful attribute but it will be interesting 
to investigate its quantifiability and correlation with 
other attributes such as flows and files and processes. 
There are a number of other measures describing the 
physical dimension of software, notably lines of source 
code, number of functions, or size of the object code. 
These are at least quantifiable and are likely to be 
discriminating. They do, unfortunate~y, only relate to 
a particular part of data processing systems, namely the 
programs, and would therefore be alternativesto the 
concept of processes introduced previously. 
Their drawbacks can be summarised.as follows: 
They are tied to a particular programming language or 
technique which itself may become outdated. 
Different interpretations of lines of code and of 
functions may make these measures highly unreliable. 
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The size of the object code is heavily dependent on 
the level of the compiler used. 
These measures will not be available before virtually· 
1
al1 the work on the project is done. 
These attributes therefore seem less attractive than a more 
simple definition of processes, in conjunction with measures 
of flows and files. It will, however, be interesting to see 
to what extent they will correlate with other attributes. 
In summmary it is concluded that, having considered ~wide 
domain of attributes, most of these are found to be unsuitable 
to measure the result of the software development process. 
Straightforward definitions of flows, files and processes 
appear to be preferable to more detailed specifications such as 
lines of source code. In the following paragraph a measure 
of efficiency based on these attributes will therefore be 
proposed. Tests of the appropriateness of th!s measure will 
be worked out in subsequent chapters. 
3.5' FORMULATION OF A MEASURE OF EFFICIENCY OF SOFTWARE 
DEVELOPMENT 
Having selected the most appropriate attributes to be included 
in the desired measure of efficiency, it remains to define a 
formula to. tie these attributes together. The formula is to 
be of the nature: results produced divided by resources 
absorbed. As reasoned in previous sections, resources absorbed 
should be a simple summation of all cost elements, While 
results should be some aggregation of the number of flows, 
files and processes. Bearing in mind the principle of· 
simplicity expressed in section 3.3.6, a simple additive model 
~ppears most appropriate for this part of the model but other 
functions may also be considered. ·The following abbreviations 
will be used: 
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E i s efficiency 
Pr i s the number of processes 
Fl i s the number Gf flows 
Fi i s the number of f i 1 es 
C is total development cost 
x, y, z are weighting coefficients 
w is a constant 
and the general model will be of the form: 
E = f (Fi, Fl, Pr) 
c 
where f is an arbitrary function. 
3.5.1 The Simple Linear Model 
The simplest form of the linear model is represented by 
the formula: 
E = Fi + Fl + Pr 
c 
( I ) 
According to the principle of parsimony or simplicity mentioned 
before, this a very attractive model. No 'artificial 1 
parameters are introduced and the model has intuitive appeal: 
efficiency is equal to the sum of flows, files and processes 
divided by the total development costs. Also, all the 
variables are readily quantifiable and the number of files, 
flows and. ~rocesses ought to be known at an early stage in 
the development of the project. Futhermore, the variables in. 
the numerator are probably not highly correlated, but this 
remains· to be tested empirically. If this model can be shown 
to be empirically acceptable, there are, therefore, strong 
arguments to accept it at least as working model, possibly to 
be refined in specific circumstances .. 
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3.5.2 Other Models 
Mod e 1 I re a 1 l y i s a s p e c i a l · c a s e of t h e g en e r a 1 1 i n e a r 
model : 
E = w + x. Fi + y • F 1 + z. Pr 
c ( I I ) 
The weighting factors x,y and z indicate .the different relative 
importance of the factors flows, fil~s and processes, while 
the constant w represents a 1 fixed cost•. The definition of 
efficiency given in paragraph 3.1 does, strictly speaking 
not provide for a 1 fixed cost• element but it might be of 
some interest to see what empirical figures· may be obtained. 
Unfortunately, there is no theoretical basis for determining 
the parameters w, x, y and z. If this model is to be used, 
the weights will therefore have to be estimated through 
regression analysis, making use of the survey data to be 
defined in Chapter 5. 
Another model which may be considered is a multiplicative, 
or log-linear model of the form: 
E =·Fix. FlY. Prz 
c 
( I I I) 
This model. achieves linearity when the log of cost is 
regressed ag~inst the log of flows, files and processes. 
It has the theoretical attraction that it avoids the 
addition of dimensionally different quantities. Practically, 
this model is however problematic, as it implies that an 
increase in e.g. the number of files from 2 t6 4 or from 4 
to 8 would have the same effect on the work content. This 
appears unrealistic but empirical analysis might still be of 
some interest. 
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Another possible formulation is the following model: 
E = ( Fi + F 1 + Pr ) x 
c 
( I V ) 
If x i s g re a t e r th a n o n e t h i s mod e 1 imp 1 i es t h at, i f t h e s i z e 
of a,_proj~ct increases by a certain factor, the: ·work content 
increases by more than that factor. This sounds attractive, 
as big projects are often disproportionally complicated, 
particularly in the analysis phase. On the other hand, 
large projects could be favoured by economies of scale, which 
would be indicated by a value of x less than one. This model 
may therefore offer a interesting alternative. 
Many other model formulations might be considered, but it 
is felt that the above models cover the most likely 
hypotheses. 
On the whole, the theoretical simplicity and intuitive 
attraction of the simple linear model (model I) are considered 
to weigh heavily in its favour. Tests to determine whether 
this model is indeed acceptable will be proposed in the next 
chapter, while survey procedures to collect the necessary data 
wi 11 be described in Chapter 5. If these tests are not 
successful, bther models will be investigated and tested in 
detail. If, however, the tests indicate that model I is 
acceptable, other models will only be cursorily inspected. 
3.6 CONCLUSION 
With the formulation of the above model of efficiency of 
software development and the selection of Model I as the 
preferred model, the first two objectives of this study as 
defined in Chapter 1 have been attained. The netessary 
concepts were defined in Chapter 2 and the model was built 
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up step by step in Chapter 3. In terms of the objectives, 
it remains to set·criteria for the acceptability of the proposed 
model, test it and, if found to be acceptable, use it for 
further analysis. This will be undertaken in the next 
~hapters. 
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CHAPTER 4 
ASSESSING THE APPROPRIATENESS OF THE PROPOSED 
UNIT OF MEASURE OF EFFICIENCY 
4.1 INTRODUCTION 
"More stupefying than the sheer number 
of our measures is the ease with which 
they are proposed and the uncritical 
manner in which they are accepted~ In 
point of fact, most of our measures only 
measure because someone says they are, 
not because they have been shown to 
satisfy standard measurement criteria 11 (1) 
In the previous chapter a unit of measure of the efficiency 
of software development was built up from first principles 
and a choice was made of what appeared to be the most 
suitable quantitative formulation. Standard practice, detailed 
in the literature on measurement, (2 ) requires that a formal 
assessment is now made of the appropriateness of the measure. 
The criteria to be applied are well documented( 3 ) and are, 
with slight variations, identified as validity, reliability 
and sensitivity. These concepts will be defined more 
precisely later, but are roughly to be understood as follows: 
validity means that a measure makes sense, reliability 
assures that it is a stable and uniform yardstick, while 
sensitivity requires a scale which allows .sufficient dis-
tinction. 
To be acceptable, a measure must obviously meet these three 
criteria. It is, however, remarkable to note that none of the 
studies reviewed in section 3.2 discusses any of these aspects 
explicitly. Yet, the unit of measure used most frequently 
(lines-of-code per unit-of-time) is not intuitively 
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acceptable as argued in the previous chapter. Where some 
authors( 4 ) imply concern about the appropriateness of the 
measure, it is in attempting to show that there is a high 
correlation between lines-of-code and unit~of-time. 
Assuming circumstances do not vary too much, such a correlation 
can be taken as an indication of the validity of the measure, 
as will be explained later. By itself, a high correlation 
will however not be convincing evidence of the validity of a 
measure of efficiency. 
In the following sections, the measure of efficiency proposed 
in the previous chapter will be te~t~d against the criteria 
of validity, reliability and sensitivity. This will not only 
provide an assessment of 'the appropriateness of this particular 
measure, but also point to procedures that may be ~sed to test 
other similar measures. 
Validity will be dealt with first, but its formal assessment 
·, 
will require an extensive survey which. will described in the 
next chapter. Reliability will be tested by means of a 
specially developed 'experiment discussed in this chapter, 
while sensitivity will be found not to.require any special 
experimentation. 
4.2 THE VALIDITY OF THE MEASURE 
The validity of a measure is defined by Tull and Albaum(S) 
as "the extent to which measured values truly reflect the 
property of interest", or stated more simply, whether what 
one really measures is indeed the same as what one intends 
to measure. Validity as thus defineds can sometimes be 
assessed. For example, a test which purports to predict 
academic achievement may be validated by correlation of the 
test results with subsequent actual achievements. This-
example also makes it clear that there is typically a degree 
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of validity rather than absolute presence or absence of 
it . 
The validity of units of measure and more specifically of 
test results has been of great ~oncern in psychometrics and 
specifically in educational research. Meyer( 6 ) has summed up 
the various facets of validity discussed in the literature and 
distinguishes the following aspects of validity: 
Face validity which is defined by Osgood et. al. (7) 
as the extent to which "distinctions it provides 
coincide with those which would be made by observers 
without the aid of the instrument". 
Content validity, defined by Shaw and Wright(B) 
as "the degree to which the items on the scale 
sample the content of the domain 11 • 
Construct validity. This assumes that it is 
the intention to measure one or more traits 
(or contructs) which are implicit in the 
measurement results. The degree to which 
isolation of these contructs is successful can 
be measured statistically. 
Predictive validity. This is defined as the 
corr~lation between a predicitive measurement 
and the ultimate result. Its assessment may 
be complicated by difficulty in defining the 
result itself. 
{oncurrent validity. This consists of relating 
(usually by means of correlation) two measurements 
of essentially the same property. 
4.2.1 Practical Assessment of Validity 
The proposed measure of efficiency consists of two parts, 
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namely a measure of the resources required and a measure 
of the results produced by the software development process. 
The measure, of resources abs.orbed (total project cost) has an 
overwhelming amount of "face validity 11 as defined above and 
is therefore considered not to require any further assesment 
of its validity. 
The measure of results produced (flows, files and processes) 
is novel and mote debata~le. Explicit procedures to 
validate this part of the measure will therefore be pursued. 
Tull and Albaum( 9 ) have given a number of practical ·Suggestions 
for the assessment of the validity of a unit of measure 
in the general context of survey research. Of those, the 
following are to a greater or lesser extent applicable: 
Logical validation: This requires~that the measure chosen 
is "intuitively obvious" or th'eoretically attractive. 
The effect is closely related to face validity. The 
definition of the results of software development is 
firmly roote~ in systems theory and careful observation 
of the software development process. A certain degree 
of validity may be derived from this. In cases such as 
this it is, however, in the words of Tull and Albaum( 10) 
11 not wise to rely on logical validation alone 11 • 
V~lidation by expert opinion: This requires the 
cons~nsus of a group of recognised experts on the, 
acceptability of the measure. This assessment can 
certainly be made, but requires a carefully planned 
survey. The design of a survey which will serve this 
purpose (as well as others) wi 11 be described in 
the next chapter. 
Validation by corroborative design: This is per-
'formed by measuring the same characteristic twice, 
us in g d if fer en t u n its of measure and cal cul at in g the 
correlation between the two measures. The result of 
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this procedure clearly amounts to concurrent 
validity, as defined before. This form of 
validation can, indeed, be performed for the proposed 
unit .of measure, since an alternative measure exists, 
namely lines of source code. As explained previously, 
this latter measure is, however, itself of questionable 
valid.ity so that, assuming positive correlation, at· 
best a small contribution to validity will be derived 
from this approach. To perform this validation, care-
ful survey research is again necessary, which will 
be described in the next chapter. 
Another opportunity for validation through 
corroborative design is offered by testing .the correlation 
between ·the re s o u r c e s u s e d and re s u l t s prod u c e d by 
software development. When this is done for a 
substantial number of projects, a positive correlation 
is to be expected but the correlatiun coefficient may not 
be very high, as a large number of factors is likely 
to influence the ratio. It is; in fact, believed that, 
though a trendline should be visible, both positive and 
negative outli~rs are likely to be encountered. The 
specific result of this correlation therefore al'so forms 
only a small contribution to the assessment of validity 
of the measure and will require careful survey research. 
A specially designed test of validity: As the above 
approaches only provide a weak form of validation, a 
further procedure has been specially designed to test 
the validity of the proposed measure of the result of 
the software development process. This procedure will 
provide an amalgamation of face validity and concurrent 
validity and also needs to be established through survey 
research. Consider the following experiment: A number 
of data processing experts (managers) are asked to identify 
three data processing systems with which they are 
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familiar and rank these in order of size·(e.g~ 
small, medium, large), using their own intuitive 
assessment. Application of the proposed measure of 
the result of software development should then at least 
preserve the original rankings. This test will again 
not provide a definite proof of validity but, if successful 
and combined with other suggested tests of validity, 
should provide substantial suppert. Further details of 
the survey procedure to perform this test· wi 11 be discussed 
in the next chapter. 
4.3 THE RELIABILITY OF THE MEASURE. 
Accord i n g to Tu 1 1 and A 1 b au m ( 1 1 ) a me a s u re i s re 1 i ab 1 e : 
"when it will consistently produce about the same results when 
applied to the same sample or to different samples of the 
same size drawn from the same population". The concern is 
clearly that, when the measure is not reliable, assessment of 
essentially the same phenomena~ could yield different values 
in different circumstances. Regarding the proposed unit of 
effici~ncy of software development, potential sources of 
variation (or inconsistency, or instability) are: 
Inaccessibility of the necessary data. This may lead 
to approximation rather than enumeration of certain 
dat~. This is unlikely to be a problem in the determination 
of fl6ws, files and proc~sses but may pose difficulties 
in the assessmerit of costs. These difficulties are, 
however, not inherent in the nature of the measure and 
can be minimised when organisationspay sufficient 
attention to this aspect. 
Deviations in successive measurements by the same person 
due to environmental influences~ This is stressed by 
several authors, notably Churchill,( 12 ) as an important 
source of variation in market research. 
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It is, however, considered to be a minor importance in 
the context of the present study, as the efficiency of the 
same project will not be measured repeatedly by different 
persons. 
Differences in the interpretation of the definit~on 
of the various elements of the measure. Difficulties 
in the interpretation and collection of the cost data 
were discussed in section 3.4.1 and were found to be 
definitely surmountable, given the right managerial 
climate. The same remains to be demonstrated for the 
definitions of the elements of the physical dimension 
of software, namely flows, files and processes. Un~ 
reliability may be introduced by the state of the 
availability documentation and the views of the person 
performing the assessment. This could be a potentially im-
portant source of a variation and cause of unreliability. 
To e s t a b 1 i s h t h e n e c e s s a r y · c on f i d e n c e i n ;t h e me a s u re , ~ sma 11 
scale test has therefore been designed to determine this order 
of magnitude of this variation. The design and results of this 
test are discussed in the next paragraphs. 
4.3.l An Experiment to Determine Reliability 
The objective of a test of reliability is, as stated by Meyer 
11 t o o b t a i n u 1 t i m a t e 1 y a n e st i m at e of e r r o r v a r i a n c e i n ,( h i s ) 
. . (13) t t' "t t" measurements". In many measurement or es ing s1 ua ions, 
it is extremely difficult to obtain such estimates of error 
variance directly and an indication of reliability is therefore 
derived from the correlation between either consecutive appli-
cations of the ·same test or concurrent applications of equivalent 
test. Specific procedures mentioned in the literature(l 4 ) are 
test - re-test, split - halves and. parallel forms. These 
methods rely essentially on the repetition of the test by 
o~e subject. In the present problem, namely the determination 
of the reliability of the measurement of software size, such 
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methods are impractical since it is unrealistc to 
expect a respondent to assess the size of the same system 
twice while it is also not possible to present a 
respondent with two different descriptions of the sam~ 
.. system. 
It was therefore decided to focus attention exclusively 
on the variation in measurement between different 
respondents. The quantification of this variation was 
defined as the coefficient of variation, i.e. the 
standard deviation of the measurement as a fraction of 
the mean. No absolute criteria for this parameter exist, 
but any value below 0,5 may generally be taken as small. 
As a basis for evaluation, a proposal containing 
functional and technical specifications of a small, 
typical data processing system was obtained. It would 
obvtous!y have been preferable· to use the specifications 
of a fully implemented system, but this proved impossible 
to obtain, due to the natural reluctance of organisations 
to divulge details of implemented systems. Participants 
in the experiment were five d.p. experts, each with 
ample experience in software development. The partici-
pants were given a copy of the system specifications and 
asked to count and report the number of flows, files and 
processes, using the de1initions of these attributes 
as s.hown in Chapter 2. The results of this experiment 
are shown in Exhibit 4.1 overleaf. 
4.3.2 Conclusions from the Experiment 
From Exhibit 4.1 it .can be seen that there was no unanimity 
on any of the attributes, but that a fair level of agreement 
was nevertheless achieved. 
In discussions with the participants it was found that the 
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RESULTS OF RELIABILITY EXPERIMENT 
Participant Fi 1 es Flows Processes Total 
I 1 1 2 1 1 24 
2 1 11 10 22 
3 2 12 1 3 27 
4 1 12 1 0 23 
5 1 10 12 23 
Mean 23,0 
St a n.d a rd deviation 2' l 
Coefficient of variation 0' l 
Exhibit 4.1 
following circumstances made precise measurement difficult in 
this case: 
Inevitable ambiguities in the specifications could not 
be resolved by reference to the implemented system. 
Improvements to the design appeared possible, but it 
was not certain whether these would be implemented. 
Most of the participants were not previously familiar 
with the system. 
In judging the results of the experiment it has therefore been 
accepted that this situation represented a ''Worst case", 
with more amb~guities than in a normal situation. Bearing 
this in mind the following conclusions were drawn: 
The definitions of files, flows and processes·given in 
Chapter 2 are sufficiently clear to allow quantification 
of these attributes in an operational situation. 
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Using these def in it ions, the physical dimension of· 
data proce~sing software can be ~etermined with a 
reasonable degree of reliability. This provides strong 
support for (though clearly no rigorous proof of) the 
reliability of the proposed measure of efficiency. 
In a well defined situation (e.g. within a particular 
company) the reliability of the measure wo~ld probably 
be much better, as uniformity of definitions and practices 
and full understanding of the system could be assured. 
Total reliability of the measurement of any attributes of 
software is illusory. Any measure of efficiency of 
software development will therefore suffer from a degree of 
unreliability and this must be borne in mind when 
conclusions and inferences are drawn. The user of a 
specific measure of efficiency should at all times be 
made aware of a degree of (un)reliability of the measure. 
More insight into the reliability of the proposed 
measure of efficiency might be obtained by repeating the 
above.experiment under different circuITT~tances, with 
more observers and different systems. This would be 
both interesting and desirable, but is considered to be 
beyond the scope of this study. 
4.4 THE SENSITIVITY OF THE MEASURE 
Sensitivity indicates the ability of a measure to register 
small differences. This is generally desirabl~, provided 
that validity and reliability are assured. As long as 
validity and reliability· are dubious, there is obviously little 
merit in· sensitivity. Also, great sensitivity and the 
resultant precision may often not be required for decision-
making. 
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'The sensitivity of the proposed measure of efficiency of 
software development does not appear to pose a problem. 
The resources used are to be expressed in Rands (or, when 
this is a problem, in thousands of Rands) whiih should provide 
a sufficiently fine scale. The results of the development 
process are to be expressed in a function of flows, files 
and processes, which will yield numbers expected to range 
between, say, 5 and 100 for typical data processing systems. 
This should provide perfectly adequate distinctions. 
Admittedly, the sensitivity of a measure based on lines of 
code would probably be greater. 
Greater validity and reliability of the proposed measure is 
however, considered to be more important than a loss in 
sensitivity. Moreover, in the current state of development, 
the data processing profession is not in a position to take 
advantage of a very sensitive measure of efficiency, but 
will be better served .by a measure which is valid, reliable 
and satisfies the principles laid down in section 3.3. 
4.5 CONCLUSION 
In the previous chapter a measure of efficiency of software 
development was proposed and in this chapter validity, 
reliability and sensitivity were identified as important criteria 
for the acceptability. It was established that special 
survey res~arch is required to test the validity of the measure. 
An experimental design to perform these tests and at the same 
time gather other worthwhile information is proposed in the 
next chapter. A separate experiment indicated a sufficient 
degree of reliability, while-it was shown that the sensitivity 
should be adequate. 
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CHAPTER 5 
RESEARCH METHODOLOGY 
In previous chapters th~ foundations were laid for the 
analysis of the software development process and based on 
these, as well as on practical considerations, a unit of 
measure for the eff icfency of softwar~ development was 
proposed. This measure has been specifically constructed 
to cover the totality of software development rather than 
one of its phases, such as programming. It is felt that 
this outlook is important, as it will focus the ~ttention 
of management on the total process, rather than on ~ 
particular aspect which might eventually turn out to be 
expendable or easy to automate cheaply. Another important 
~spect of the measure is that it is firmly rooted in systems 
theory, which affords a degree of validation, as explained 
in paragraph 4.2. 
The validity of the proposed measure remains, however, to 
be established empirically by testing various constructs. 
The specific formulation of the model and the value of some 
of its parameters also need to be assessed. It will further-
more be interesting to obtain an indication of current 
efficiencies, practices and techniques in. software develop-
ment. Proper indications can only be obtained by careful 
research and are likely to be of great value for the 
management of software development, as is underscored by 
by Dolotta et al. 
"Although there is an intuitive feeling that the 
data processing industry's growth will be limited 
by the inability to produce the necessary soft-
ware, unless there is nearly an order of magnitude 
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improvement in productivity, there exists no 
way to either substantiate or refute that 
feeling today. Then years from now, if 
nothing more than intuition is available to 
guide the industry 1 s choices, the growth of 
the industry will be stunted 11 • (1) 
As the above quotation indicates, research into the 
efficiency of software development is sorely needed. This 
research ha~ ·howeve~ been hampered by several circumstances. 
Firstly, the state of our knowledge of software development 
is still rather limited and few scientifically tested. 
concepts are available. Secondly, the data processing 
profession has developed very rapidly and new practices 
have been introduced before the previous ones have been 
properly tested. Finally, software development in a data 
processing context is very diffic11lt to analyse in 
laboratory-type experiments because it i~volves the 
capabilities of, and interaction between, a variety of 
people in practical work situations. The effort involved 
in a controlled experiment can be appreciated by the 
3444 000 budget of a research project proposed elsewhere. (2 ) 
It is therefore clearly pertinent to attempt to verify the 
theoretical concepts advanced in the previous chapters 
through practical research. This must be field research. 
directed at the data processing work situation, but it must 
be carefully designed to ensure the reliability of the· 
resuits. In this chapter plans for a survey of resources 
used for, and results obtained by software development 
projects are therefore methodically developed. 
Se I 1 t i z et a 1. ( 3 ) d i st i n g u i sh two major t yo es of research , 
notably exploratory or descriptive studies and studies 
testing causal hypotheses. ThP ptirpose of the first type 
of study is described as·: 
to gain familiarity with a phenomenon or to achieve new 
insights into it, often in order to formulate more 
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precise research problems or to develop hypotheses. 
to portray accurately the characteristics of a 
particular individual, situation or group (with or 
without specific initial hypotheses about the nature 
of· these characteristics) 
to determine the frequency with which something occurs 
or with which it is associated with something else. 
This type of study requires an exploratory research design 
with emphasis on measurement and identification and 
attention to flexibility in the data collection. 
The purpose of the second type of study is described as: 
to test a hypothesis of causal relationship between 
variables. 
This type of study requires a careful design and completely 
controll~d conditions in order to allow inferences about 
causality. 
It is clear that the present study ~ill be of the first 
type as it is intended to corroborate rather than to prove 
the acceptability of the proposed measure and to demonstrate 
the plausibility of the model, rather than rrove its 
uniqueness: Furthermore. the difficulty in controlling the 
environment would make studies of the second type extremely 
difficult. The emphasis in the following research will 
therefore be on the promotion of insight through identifi-
cation. classification ·and measurement. 
5.2 OBJECTIVES, SCOPE AND LIMITATIONS OF THE FIELD RESEARtH 
The purpose of the field research is to provide insight 
in the efficiency of software development in a data 
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processing environment through the collection of data 
concerning resources absorbed and results produced by 
software development projects. This research will further 
be designated as the survey. The outcome of the survey, 
together with theoretical arguments advanced in the 
previous chapters and with the test of reliability 
described in paragraph 4.3.1 should provide a fair 
assessment of the acceptability of the proposed measure of 
efficiency. The specific objectives of the survey may be 
related to the objectives 4 and 5 of the study as a whole 
and to problems and requirements identified in previous 
paragraphs. These objectives are: 
1. To test the validity of Model I in Chapter 3 as a 
measure of efficiency by means of various constructs 
detailed in paragraph 4.2.1 and verify whether any 
other models give significantly better results. 
2. To determine the availability of software development 
costs and the relative importance of the various cost 
elements in present practice. as suggested in paragraph 
3.4.1. 
3. To use the proposed measure of efficiency and other 
characteristics to describe and compare the efficiency 
of a number of typical data processing software 
development projects. 
The survey will be confined to software development projects 
of a data process i n g nature , as def i n e d i n Ch apter 2 . For 
obvious practical reasons, it will be limited to South 
African organisations. These organisations should have 
reached a roughly similar level of data processing 
maturity. as defined in Chapter 2. The projects to be 
included must be fully implemented and working to 
satisfaction. Finally, the organisations and projects must, 
as a group. be reasonably representative of well-considered 
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practice in data processing software development. 
An investigation of the total population under consideration 
i.e. all organisations performing software development at 
the intended levels would be impossible for various reasons, 
namely: 
The total population can only be roughly identified: 
though lists of computer users are available, these are 
not necessarily complete, while it is also not certain 
to.what extent all computer users are involved in data 
processing software development. 
Non-response would make coverage of the total· population 
illusory. 
Time. required would make the approach of the total 
population unrealistic. 
Random sampling of the population must be rejected for 
essentially the same reasons and it has therefore b~en 
decided that the survey should be b~sed on a sam~le which· 
may be expected to represent normal. well-considered 
practice amongst a typical group of target organisations. 
Selltiz et al. (4 ) have described this type of sample as a 
purposive ~ample which is defined as a sample in which 
good judgement and an appropriate strategy are used to 
hand-pick cases to be included and thus develop samples 
that are satisfactory in relation to one's need. 
Zetterberq( 5 ) comments oh this procedure: 
"from the summit of theory. a one-storey 
building with data does not look very different 
from a· fifteen-storey building with data" 
It must be stressed that because of this construction of 
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' 
the sample there is no scientific basis for extending the 
conclusions reached beyond the limitations of the sample. 
5.3 SAMPLE DESIGN 
·j 
The two important aspects of the design of a sample are 
the selection of the sample members and the collection of 
the data. Problems concerning the collection of the dat~ 
will be dealt with in paragraph 5.5. 
Concerning .the selertion of the sample members, Tull and 
Albaum(fi) list the following questions: 
What type of samr.lA is- to be used 
What is a practical size for the sample 
What is the appropriate samplirig unit 
What frame is available 
How are refusals to be handled. 
These questions will be answered in the following 
paragraphs. 
5.3.1 Type of sample 
The purposive sample has been chosen before as the most 
suitable, bearing in mind the ·exploratory and descriptive 
nature of the survey, the lack of generally accepted 
definitions and the geographical dispersion of the 
population. 
Amongst the potential factors that may have a bearing on 
efficiency ther~ are two that can easily be assessed for 
all organisations in the population. These factors, namely 
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the make of computer used and the sector of industry of the 
organisation, are therefore used to stratify the sample 
proportionally to the population. A basis for this 
stratification was provided by the Computer Users 
Handbook(?) which lists the users of various types of 
computers, and the Computer Survey of the Bureau of 
Statistics(B) which gives a b.reakdown of computer users per 
sector of industry. The stratification of the sample and 
the population according to these two criteria is shown in 
Exhibit 5.1. The 10% of the organisations classified as 
"other ... in the sector breakdown was assigned to service 
bureaux,· as these handle a proportionally large (but not 
precisely known) volume of data processing work for a 
variety of customers. The underrepresentation of users of 
computers classified as "others" results from the fact 
that these are generally mini-computers~ In many cases 
data processing, as defined for this study, is not the main 
purpose of these installations and consequently such 
organisations would not .be appropriate respondents. 
STRATIFICATION OF POPULATION AND SAMPLE 
Estimated Sample % Population % 
\ 
SECTOR 
manufacturing 37 35 
commerce 18 20 
finance 22 25 
pub Ii c administration 10 10 
others 13 10 
·COMPUTERS US En 
IBM 27 30 
ICL 25 30 
Burroughs 10 15 
NCR ' 1 0 10 
others 28 I 5 
EXHIBIT 5.1 
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Further stratification of the sample was not deemed 
necessary. It has notably not been considered important 
to provide for proportional representation of geographical 
areas, as geographical location is not expected to have a 
large effect on the efficiency of software development. 
Practical considerations, therefore, mainly determined the 
areafrom which the sample members were selected. 
5.3.2 Size of the sample 
As it is not the intention to draw statistical inferences 
about the p-0pulation from the sample, the sample size could 
largely be determined by practical considerations. B~aring 
in mind the principles of a purposive sample, a sample size 
of twenty was deemed suff icfent to build up a reasnnably 
representative cross-section of organisations to be 
interviewed. A much smaller number would not allow the 
desired stratification, while a much larger sample would 
be outside the limits of time and resources available. 
5.3.3 Sampling unit, sampling frame and handling of refusals 
~ 
The appropriate sampling unit was defined to be all 
organisations that have reached maturity level two or 
three .in t~e use of data proce~sing (as defined by Nolan( 9 )). 
A workable sampling frame was found in the Computer Us~rs 
Handbook(lO)_ As a guide. in choosing organisations of .the 
correct maturity level, it was verified by means of n list 
of computer users in 1975l 1_1 ) that all organisations 
selected h·ad at l~ast five years ~p experience. On 
selection of the sample. it appeared that in mbst strata 
the choice of suitable organisations was fairly limited. 
Where a choice was possible, it was ensured that both 
large and small organisations were covered. In each 
organisation selected. the data processing manager was 
\ 
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chosen as the principal respondent, but it was accepted 
that most of the details to be requested would be supplied 
by another person, e.g. a project leader. To handle 
refusals, a back-up organisation was chosen in each stratum. 
The sample was checkPd with A senior data proressing 
consultant who consider~d it to be reasonRbly representative 
for th~ target pooulation ~escribed above. 
5.4 ADDITIONAL DATA TO BE COi LFCTED 
Once. it was decided that a substantial effort would be made 
to approach a number ·of organisations and investigate 
aspects of their data processing practices,. it appeared 
attractive to use this opportunity to collect some 
additional data. Notably,· data concerning the factors 
likely to influence the efficiency of software development 
were considered to be of great interest. Data about the 
incidence of such factors, i.e. about ~ractices and 
procedures actually used in software development are not 
readily available. Better definitions ·of such factors and 
insight into their real incidence would, in conjunction 
with a good measure of efficiency, probably lay the 
foundation for improvements in the efficiency.of software 
~evelopment. In addition, it was therefore decided to 
use the sur.vey to collect some exploratory data concerning 
the factors influencing efficiency. Substantial effort was 
devoted to the analysis of these factors and the main 
categories were defined as tools, techniques, personnel, 
organisational, and extraneous factors. However, as the 
analysis of these factors is not part of this study, it is 
not further discussed. 
The results of the section of the survey devoted to the 
factors influencing efficiency will also not be analysed 
in detail in this study. Some elementary tabulations will 
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be presented in Chapter 6 but it is intended to use these 
data later as a basis for further studies. 
DATA COLLECTION 
A great variety of techniques exists f.or securing 
informatio~ in a survey. Parten(ll) lists the following: 
personal int~rview 
observational method~ and recordin~ devices 
telephone interview 
mail questionnaire 
radio appeal 
panel technique. 
Certain of these techniques, notably telephone interviews 
and o.bservational methods are clearly unsuitable, as the 
situation is too complex to explain over the telephone and 
does not lend itself to observation. Under certain 
circumstances, panel techniques and radio appeal could, in 
a modified form, be of some interest. It would notably be 
conceivable that a central body (e.g. the CSSA) might 
organise a panel of system developers and monitor their 
progress. No such panel exists at the moment and the 
initiative would be outside the scope of this study. 
Instead of a radio appea.l, an appeal could possibly be · 
made to a wide audience through a popular journal. this 
approach would, howeve~ introduce insurmountable problems 
of validity and reliability. 
The realist.ic choices for this research were therefore 
personal interviews or mail questionnaires. The following 
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discussion is based mainly on Selltiz et al. (l 3 ) who 
analyse the details of the various instruments for data 
collection. 
The main difference between mail questionnaires and 
personal int~rviews is that in the latter case there is a 
greater opportunity for flexibility since questinns can be 
rephrased and additional explanation provided. Also, the 
observer has the opportunity to ask for, or look for, proof 
of the answers supplied. This improves the reliability of 
the results. 
The main advantages of mail questionnaires are that they 
are quicker. easier and less costly to administer. In 
simple cases. the standardised workinq may also contribute 
. . 
to uniformity of measurement. In more complicated cases 
like the current survey, this may prove illusory as 
interpretations of the printed text will differ. 
An important disadvantage of mail questionnaires is the 
possibility of non-response, whereas a personal visit is 
more likely to elicit the co-operation of all selected 
individuals. 
The above reasons were considered to weigh heavily in favour 
of personal interviews for the present study. In personal 
interviews,. it is, however, of utmost importance to ensure 
that all respondents are answering essentially the same 
questions. 
follow the 
many...,sided 
imperative 
The categorisation of the replies must also 
same pattern in each case. In a complex and 
survey like the present one it is therefore 
that the interviewer works from a standard 
questionnaire .. 
5.6 . QUESTIONNAIRE DESIGN 
The questionnaire is intended to support the interviewing 
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process by giving structure to the interviews, ensuring 
the use of identical terminology and serving as a means 
of recording answers. 
Guidelines for the detailed construction of the 
/ 
questionnaire were taken from the Chapters 5 and 6 of 
Clover and Balsey(l 4 ) and Appendix C of Selltiz et al. (lS) 
The following principles were followed: 
confidentiality was stre~sed in advance 
details of the interview situation were recorded 
for the main questions pre-ended answers were provided, 
followed by open-ended prob~s where applicable 
explanations of crucial terms were supplied in writing. 
A copy of the research questionnaire is shown in Appendix 
I to this Chapter. 
The first page of the questionnaire introduces the purpose 
of the survey and defines the type of data processing 
systems to be selected. The body of the questionnaire is 
divided into 3 section~: 
s·ect ion A 
Section B 
Section C 
collects resource and result details about 
a particular software development project. 
requests information about the factors in-
f 1 uenc i ng the ,efficiency of. the project described 
i n Section A. 
collects'only result details about two 
other projects. which will be used for 
validation purposes. 
The terminology used is explained on the last page of the 
questionnaire. 
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5.6.l Details of the Content of the Questionnaire 
Section A: .Quantification of the Size of a System and 
the Resources used to Develop it 
This section is intended. to gather information on a data 
processing system as defined on page 1 of the questionnaire. 
The main purpose of this information is to allow calculation 
of the efficiency of the development of this system, using 
the measure proposed in paragraph 3.5.1. This will be 
used to test the validity of the measure and to describe 
practices. 
Questions Al and A2 serve to determine whether the system 
s e l e ct e d by t he re s pond en t i s i n -· f act i n a g re em en t w i th the 
limitations of the research. Question A2 is meant 
particularly to eliminate any systems that may not have 
achieved the common level of effectiveness postulated in 
paragraph 3.4.2. 
Question A3 is straightforward and is intended to determine 
the duration of th  development project as a descriptive 
characteristic. 
Question A4 supplies the crucial data for measurement of 
the result·of the development process. The data on lines 
of source code and the various categories of documentation 
are requested to describe practices and to serve as a 
basis for validation of the proposed measure. 
Question AS provides the quantification of the resources 
absorbed by the software development process. Where 
pertinent d~ta were not available, estimates were accepted, 
but these were recorded as such. For question AS as well 
as A4 all information was not always readily available 
during the interview. In those cases it was ascertained 
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that the definition of the information required was well 
understood and the respondent was asked to submit the 
information later. 
Section B: Measurement of Factors Influencing the 
Efficiency of the Development of the System 
described in Section A 
The purpose of this Section is to describe and quantify 
the circumstances which are likely to have played a role 
during the 
A. These 
study but. 
development of the system described in Section 
data fall outside the scope of the present 
as explained in paragraph 5.4, were collected 
to be used in subsequent stud.ies. 
The questions in this Section are grouped in categciries, 
with the intention of providing a frame for discussion of 
..related problems. Of necessiti, many of the questions ask 
for a subjective assessment and the questions have therefore 
been carefully worded and the answers pre-coded to prevent 
interviewer bias. Many questions include both a rating and 
a probing part to allow quantification as well as searching 
for explanation and checking for correctness. At .the end 
of each category of factors, further factors not included 
in the questionnaire but belonging to the same category are 
solicited.· 
Section C: Quantification of the Size of two other 
Systems 
The purpose of this section is to collect data for one of 
the constructs proposed in paragraph 4.2.1 for the 
assessment of the validity of~the proposed measure of 
efficiency. The procedure to be used has been defined as 
an amalgamation of face validity and concurrent validity. 
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Questions Cl to C3 request the definition of a system which 
is subjectively rated as larger and one which is subjectively 
. . 
rated as smaller than the system described in Section A of 
the questionn~ire. The limitations of the type of system 
to be sel~cted as specified on page 1 of the questionnaire 
also apply to these systems. 
Question C4 quantifies flows. files and processes. These 
quantifications are used to calculate the size of these 
systems and compare them with those of the system described 
in Section A. The data on lines of source code and 
documentation are again used to describe practices and . 
other tests of the validity of the measure of efficiency. 
To ensure homogeneity of interpretation and understanding, 
the lay-out of this Section is identical to the questions 
1 to 4 of Section A and it is important that the respondent 
for this Section is the same as for Section A. 
· 5.6.2. Reliability of the Data 
The reliability of the proposed measure of efficiency and 
its constituent parts was explicitly discussed in paragraph 
4 . 3 and a spec i a 1 test w a s d·e s c r i bed i n par a graph 4 . 3 . 1 . 
Further testing of this aspect is therefore not incorporated 
in this survey. 
The reliability of the other data to be collected in this 
survey is also of importance and of some concern. Measuring 
lines of code and pages of documentation is not straight-
forward but subject to problems of interpretation and 
accessibility of the data. These problems have been 
discussed extensively by Jones(l 6 ) and Johnson(!?)_ It is, 
however, believed that within the confines of data 
processing systems as defined, and by the use of the 
personal interview technique, a reasonable degree of 
reliability can be obtained. Explicit verification of this 
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reliability is outside the scope of this study. 
The determination of the incidence of factors influencing 
efficiency in Secti~n B of the questionnaire might also 
suffer from some loss of reliability, due to incorrect 
recall or different interpretation. Where possible, the 
answers were therefore checked by i"nspection and by 
probing questions. The interview also gave latitude for 
explaining terminology where there was reason to suspect 
wrong interpretation. Reliability may therefore be assumed to 
be reasonably assured. Explicit testing of the reliability of the 
answers was again not deemed feasible in the context of this survey. 
5.7 PLANNING OF THE DATA ANALYSIS 
The analysis of the survey results is largely determined 
by its main objective, namely the testing of the validity 
of the measure· of efficiency, as described in paragraph 
4.2.1. Apart from this. the research is exploratory and 
the results sought are therefore insight, classification 
and association, rather than proven causal relationships. 
It is also to be borne in mind that the measurements of the 
factors in Section B of the questionnaire will mostly 
result in values on ordinal or nominal ·scales only. As 
explained ty Stevens(lB) sue~ data do not allow calculat.ion 
of measures such as arithmetic mean or standard deviation. 
In this survey, only simple tabulations of these data will 
th€refore be presented. 
5,8 SURVEY PROCEDURE 
An initial draft of the questionnaire was used in a pilot 
test. For this pilot test an international oil company 
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with offices in Cape Town was chosen. As a result of the 
pilot test several alterations were made to the 
questionnaire and to the interview procedure. The results 
of this pilot test were not included in the results of the 
survey. 
To underline.the importance of the survey and obtain 
maximum co-operation a .personal letter was sent to the data 
, 
processing manager of the twenty selected companies. This 
lette~ was followed up by a telephone call to make an 
appointment for a pe~sonal interview. At this stage, two 
of the originally selected companies had to be withdrawn 
from the survey. The reason given by the first company was 
that their systems had gradually grown into a totally inter-
woven entity, and in recent years development work had 
consisted of consolidation and integration rather than 
development of well-defined systems. In th~ second 
organisation there had been a complete change of data 
processing staff. The systems devel.oped by the old staff 
were largely ~bandoned and the new staff was busy 
developing new applications, but no systems had yet been 
completed. These two organisations were replaced by others 
from the same strata. The resulting list of participating 
organisations is shown in Appendix 11. 
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APPENDIX I 
RESEARCH QUESTIO~~AIRE 
The objective of this research is to collect data concerning: 
the efficiency of the development of data processirig systems (part A) 
the incidence of factbrs thought to influence this efficiency (part B) 
the validity of the unit of measure of efficiency (part C) 
For the p~rpose of this research, data processing systems have been 
fairly narrowly defined. An abbreviated definition is as follows: 
A data processing system is a section of a computerised sy5tem for 
m:lnagerial and operational control. It is reasonably self-contained 
'and serves a well-defined function. 
This definition typically includes various systems f r financial control 
such as debtors, creditors and wages and various systems £or logistics 
:n~nagement such as inventory control, order processing and production 
progress control. 
Specifically excluded a-~· 
Computerised systems for technical support e.g. 
Design 
Computerised systems for decision support e.g. 
Computer Assisted 
Financial modelling 
Very small systems e.g. one input, one output and one program 
Systems making use of a Data Base Management System. 
- ~ 
.•' 
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A. Q:JANTIFICATION OF THE SIZE OF A SYSTEM AND THE RESOURCES USED TO 
DEVELOP IT 
This part concerns a system which has been 
completed (ie implementation stage has 
been finalised) not more than 3 years ago. 
The choice is open to the respondent, 
within the bounds described on the front page 
of this questionnaire. 
1. Brief description of the system 
3. 
........................................... 
. . . . . . . . . . . . . . . . . . . . . . . • ................... . 
Is this system being used as 
intended 
a) 
b) 
Date completed 
Date started 
elapsed time 
. .......... . 
............ 
4. Quahtification of'system size. 
For definition of terminology 
- see Appendix 
a) Number of permanent files 
b) Number of flows 
c) Number of processes 
d) Estimated number of lines 
of program source code 
e) Documentation in pages 
- functional spec 
- technital spec 
- user guide 
~ operator guide 
[ 
[___,__ __ 
YeslNo 
months 
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5. Resources Used for Development 
a) manpower manmonth cost 
users 
analysts 
designers 
programmers 
d p support personnel 
other support personnel 
b) computer power 
identification auantity unit cost * 
.................. 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ·1-----------4--------1--------+ 
............................... 
i,......~~~~~~~-'-~~~~~.....L.~~~~~· 
c) software 
identification auan i y uni cos t * 
............................. I 
.............................. I 
. . . . . . . . . . . . . . . . . . ........... . I 
d) other 
identification auantity unit cost * 
.............................. ·1-----------+--------~------+ 
.............................. ·1----------T--------1-------+ 
••••••••••••••••••••••••••••••• ,,_ _________ ,L. _______ a,_ ______ ... 
as far as not included in other charges 
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B, MEASUREMENT OF FACTORS INFLUENCING T~IE EFFICIENCY. OF THE DEVELOPMENT. 
Tools 
OF THE SYSTEM DESCRIBED IN SECTION A 
1. Was an important hardware or software 
tool new to the development team y N 
Specify ...................•..........•..•......•.• • • 
J. 
What make of comput.er hardware was 
used for system de.vel opment 
What was the availability of the 
required computer capacity 
4. Was use made of special utilities 
or systems software e.g. for screen 
formatting or test data generation 
on 
line 
................... 
better than 
once a day 
y 
less than 
once a day 
N I 
Which ••••.•.•••••.•...•.••• •• • •. ·. • • • • • • •·• • • • • • • • • • • 
5. Which programming language 
was used for development 
of the system 
6. Was use made ot special system 
generation software or a non 
procedural language 
I Cobol RPG Other None 
Which •••.•••.•••.••••.••••••••••••••• • • • •• • • • • • • • • • • • 
7. Any other tools ················••••••••••••••••••••••••••• 
Techniques 
8. 
10. 
Was use ~ade of specific methods 
or analytical techniques for 
requirem~nt specification and 
systems design y r N 
Which .................................................... 
Was structured programming used no 
Explain ••••••••••••• 
Were standards covering most of ~he 
system development process enforced 
How 
· 1. some form strictly 
r y· N ·=---~._:..;,--' 
11. Any other techniques .•••••••••••••••••• ~ ••••••••••• 
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P~rsonnel Related Factors 
12. Rate the familiarity of the 
development team with the 
subject matter of the system 
being developed 
13. Average number of years of 
experience of development staff 
in their particular function 
14. Rate the intellectual 
ability of the development 
team 
15. Rate the level of motivation 
of the development team 
16. How many alterations occurred in the 
development team, i.e. how many of the 
team were replaced or withdrawn before 
their task was completed 
low high I 1 2 3 '* 5 
•••••••••• Years 
low hi2h 
I 1 2 3 
'* 
5 
low hi2h 
J 1 2 ~ 
'* 
5 
D out of ·Cl 
17. Any other personnel related factors ••••••••• ~ ••••••••••••• 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Organisation, Communication 
18. 
19. 
20. 
Rate the degr~e of user 
participation in the 
development of the system 
low 
I 1 2 
high 
3 '* 5 
Special mechanisms used •••••••••••••••••••••••••••••• 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . • ........... . 
Was a chief programmer team used 
Was progress formally reported 
to an authority higher than the 
project leader 
no 
Formci t ....................... . 
·Frequency •••••••••••••.••••••• 
Recipient •••••••.••••.••.••••• 
f some form [strictly J 
y 
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low 
I 1 2 
high 
3 4 s I 
How was it expressed ................................... 
\ 
22. Any other organisational factors ••••••••••••••••••••••••••••• 
Extraneous Factors 
23. Is a significant amourit of development 
work done for third parties 
If so, what percentage 
24. Are d p practices significantly 
influenced by a 
parent organisation 
25. For how many years has the orgariisation 
actively perf9rmed data processing 
system development 
26. How many people are full time involved 
with data processing 
27. How many people devote virtually all 
their time to data processing system 
development 
~n d p 
department 
in other 
Job Title 
• • • • • • • • % 
•••••••• years 
•••••••• persons 
No. of Persons 
departments--1......:..~~~~~~~~~~~~~~~~~~~~+-~~~~~~~~~-+ 
28. Any other 
................................................. 
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C. QUANTIFICATION OF THE SIZE OF TWO OTHEH SYSTEMS 
This part 
familiar. 
front page 
developed. 
concerns two systems with which the respondent is 
The systems must satisfy the criteria specified on the 
of the questionnaire, but do not.need to be recently 
1. 
2. 
Brief description 
a) 
b) 
data completed 
date started 
A smaller 
System 
. . . . . . . . . . 
• • • 0 •••••• 
. . . . . . . . . . 
. . . . . . . . . . 
. . . . . . . . . . 
A bigger 
System 
.......... 
. ........ . 
. •·• ...... . 
. ........ . 
.......... 
elapsed time D D months 
3. Is this system being used as intended 
Yes 
4. Quantification of system size 
a) number of files 
· b) number of fl 01vs 
c) number of processes 
d) estimated number of 
lines of program source 
e) documentation in pages 
- functional spec 
- technical spec 
- user guide 
- operator guide 
[ 
~----.II 1--l __ J 
r----1 ..__! _ ( 
1 __ ----<r __ 1 _ ___, 
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APPENDIX 
Pefinition of Terminology for Quantification of System Size. 
A. FILES 
Files generally are collections of records., tha~ are both logically and 
physically related but, for the purpose of this definition, are restricted 
to masterfiles i.e. files that are permanently maintained either by the 
system under consideration or by another system. This excludes transaction 
files, workfiles and report files which are considered to be features of 
the implementation rather than essential elements of the system. Only· 
the number of masterfiles is considered and not their content or structure. 
Different generations or different sequences of a file are not counted as 
separate files. 
The number of files is expected to be readily obtainable from the technical 
specifications of the system. 
B. FLOWS 
Flows are means of exchanging information. For the purpose of this 
definition they are restricted to external flows i.e. exchanges of 
information between the system and its environment. Excluded ~re therefore 
internal flows within the system as these are considered to be features of 
the implementation. Onli the number of flows is considered, without regard 
to their content or itructure. As flows are counted: 
each different type of input record that may be presented either through 
conventional unit record or through input files from other systems. 
each unique type of report that can be pnod~ced by the ~ystem. 
each screen format in an interactive system which is available for the 
presentation or acceptance of information. 
It is assumed that the number of flows can be readily determined from the 
functional and technical specifications, specifically from a detailed system 
flowchart. 
C. PROCESSES 
Processes are logical or arithmetic manipulations of data. 
at a· functional level, which means that the description of 
define what manipulation is performed on the dat~, not how 
They are defined 
a process should 
it is done • 
. Typical examples of functi6nal processes are: sorting, validating, report 
presentation, updating. Processes may coincide with programs, but it is 
quite conceivable that a physical program contains two or more processes. 
Determining the number of processes in a s~stem will require a degree of 
understanding of the system which should be obtainable from the functional 
and technical _specifications. 
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APPENDIX II 
LIST OF PARTICIPATING ORGANISATIONS 
1. AECI 
2. Argus 
3. Cape Provincial Administration 
4. Dorman, Long, Vanderbyl Corp. (Johannesburg) , 
' 5. Garlicks 
6. ICL Service Bureau 
7. Irvin and Johnson 
8. John Thompson Africa 
9. Management Computer Services 
10. Mobil SA 
11. Nedacom 
12. Old Mutual 
13. Parow Municipality 
14-. Printpak 
15. Reckitt and Colman 
16. Rex Trueform 
17. Sanlam 
18. Shell South Africa 
19. So4thern Life 
20. Standard Bank - Corporate Systems Department 
(Johannesburg) 
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CHAPTER 6 
RESULTS OF THE SURVEY 
6.2 Summary of Basic Results 
6.2.1 All Systems Investigated 
6.2.2. The 20 Systems in Sections A and B of 
·the Questionnaire 
- 6.3 Validation of the Proposed Measure of Efficiency 
6 . 3 . 1 The Va 1 id it y of Mode 1 I 
6.4 Alternative Models 
6.5 Further Analysis of Survey Data 
6.6 ·The Incidence of the Factors Influencing the 
Efficiency of Software Development 
. 6.7 'Review 
Tables A to F 
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6.1 INTRODUCTION 
1 2 1 
CHAPTER 6 
RESULTS OF THE SURVEY 
During March 1980, interviews to collect the required 
information were arranged through the data processing 
managers of the 20 participating-organisations. After a 
suitable system had been selected, the majority of the 
questions were normally answered by the project leader 
responsible for that project, often with the data 
processing manager or system development minager attending 
the discussion. In most organisations, some data ·collection 
regarding essential systems' characteristics had been done 
beforehand, whi.ch substantially reduced the time required 
for the interview. 
A total of 36 hours was spent on the interviews, to which 
33 people actively contributed. The interviews often led 
to a discussion of background issues which contributed to 
an underst~nding of the particular situation and ensured 
that the questions were understood a~d answered correctly. 
In some instances, the data requested were not readily 
. . 
available. Where this involved crucial data concerning the 
determination of efficiency or its influenci.ng factors, 
respondents supplied the data later by telephone. Wh~re 
it involved supporting data such as lines of source code, 
the data were recorded as not available. 
All data co11·ection was completed by the middle of April 
' 1980. In general it is felt that the survey was successful. 
It Yielded not only the data required to achieve the 
objectives specified in paragraph 5.2, but also provided 
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valuable i.nsights into prevailing software development 
practices and 
be attributed 
partly to t.he 
problems. The success of the survey may 
partly to the carefully chosen sample and 
personal approach, but mostly to the high 
.level of interest in the subject of the study amongst data 
processing professionals. 
In this chapter. the primary d~ta resulting from the survey, 
namely-the resources absorbed and results produced by a 
number of software development projects will be described. 
These data will be used to test the validity of the 
propo~ed measure of ·efficiency of software development and 
to determine the vilue of the parameters of the suggested 
model. Furthermote, a nu~ber of characteristics 6f the 
projects will be categorised and summarised. 
Throughout the inalysis of the results, reference will be 
made only to systems and never to the individual 
organisations supplying the data.. This is in keeping with 
the guarantee of anonymlty given to the respondents, 
without which the same results could not have been obtained. 
6.2 SUMMARY OF BASIC RESULTS 
6~2.1 All systems investigated 
Data characterising the results of software development 
projects were requested in Section A, questions 1-4 and in 
Section C of the questionnaire. Each organisation was 
asked to supply data about three systems: full details 
about one system and minimal data about two others. In 
several cases the data requested in Section C were not, or 
only partly, available which resulted in a reduction of the 
sample size for some of the analyses. Table 6A (at the end 
of this Chapter) records the following data about the 53 
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remaining systems: purpose and identification, elapsed 
development time, n~mbers of flows, files and processes, 
lines of source code, pages of documentation (four 
categories and a total). The column labelled 'size' contains 
a simple addition of flows. files and processes, which may 
serve as a ~reliminary indication of the magnitude of the 
systems. A frequency distribution of this variable is shown 
· i n Ex h i b i. t 6 . I. I t s h ow s a v e r y s k e w d i s t r i b u t i on , w i t h 
many relatively small and a few· relatively large systems. 
This distribution is believed to be in keeping with South 
African data processing practice. 
0 
In paragraph 3.3.4 it wa~ suggested that attributes forming 
part of the measure of results produced by software 
d~velopment should not be highly correlated. The observed 
correlation between· the main candidates (flows, files and 
processes) has been tobulated in Exhibit 6.2. It is difficult 
DISTRIBUTION OF THE SIZE OF ALL SYSTEMS 
E l Q Number = 53 
N 
s 
I 
T 
. 
. 
Average = 86 
Median = 58 
y 5 
. 
I 1 
25 50 100 150 200 250 >250 
S I Z E 
EXHIBIT 6.1 
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to determine what pr_ecisely constitutes hi 1gh corr.elatio"n and 
some correlation must obvi~usly be exp~cted. The observed 
correlation coefficients appear. however, sufficiently low 
to accept that. none of these characteristics is completely 
determined by the others. 
flows 
f i 1 es 
pro'cesses 
INTERCORRELATIONS BETWEEN 
STRUCTURAL ELEMENTS 
flows f i le s · processes. 
-
0,33 -
0,49 0,53 -
EXHIBIT 6.2 
\ 
Lines of source code (source in Table 6A}. were available for 
most. but not all, of the systems. Correlations between 
this characteristic and others will be discussed later.· -
Documentation was found to be ~-problematic characteristic. 
Most of the ~esoondents. were familiar ~ith the. four 
" 
categories of documentation investigated, but in 17 cases 
the funttional ~pecif~citions were not ~roduced during 
development of the system. The reason given was mostly lack 
of time or user co-operation. For more than half of the 
systems scime of the documentation was either not ~reduced 
(NP}, or the data were not available (NA}. The number of 
pages of documentation was therefore not considered further 
as a viable measure of the results produced by software 
development. 
Furthermore, t·he following facts may be noted from Table 6A: 
The variety of pur~oses served by the dat~ processing 
' 
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systems surveyed, underlines the diversity of applications 
of data processing systems and reinforces tne representa-
tiveness of the sample. 
The majority of systems were developed in a limited 
elapsed time. Only six out of 49 took more than a year 
to develop. 
In two cases the number of lines of source code was listed 
as not produced (NP). In both cases the reason was that 
a significant amount of devP.lopment was done using a non-
procedural language where no source code is written. 
6.2.2 The 20 systems in Section A and 8 of the Questionnaire 
For 20 systems (one in each organisation surveyed) data were 
collected concerning both results produced and resources 
absorbed by software development. The information was 
recorded in Section A of the questionnaire and is summarised 
in Table 68. The distributions of flows, files, processes,. 
lines of source and pages of documentation for these 20 
systems do not differ much from the corresponding figures 
for all 60 systems presented in Table 6A, as is demonstrated 
by the parameters at the bottom of both tables. 
Data concerning resources used were collected in question 
A5. Table 68 shows that none of the organisations 
specifically recorded the cost of software products used in 
software development, while only two reported some costs 
under "other". In two organisations total project costs 
were available but no breakdown in d.p. manpower and 
computer utilisation could be given. In two other 
organisations the manpower cost was available. but there 
appeared to be no basis for the estimation of computer 
utilisation costs. In these cases the average ratio of 
manpower costs t~ computer costs was used to calculate the 
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total project cost. The average percentages of the various 
categories of costs reported in the sample are shown in 
Exhibit 6.3 below. 
The development cost figures required were not always 
readily available but in many cases ad-hoc procedures 
allowed rapid calculation. The degreP of availability of 
the various cost figures is summarised in Table 6C. This 
Table shows that in most cases at least the number of man-
months was recorded, but for computer utilisation ad-hoc 
calculations often had to be m~de. During the interviews 
these calculations were, however, extensively questioned 
and cross-checked and they are therefore deemed to be 
sufficiently reliable. 
PERCENfAGES OF TOTAL SOFTWARE DEVELOPMENT COSTS 
User manpower 
DP Manpower 
Computer power 
Software costs 
Other 
EXHIBIT 6.3 
10% 
68% 
22% 
< 0, 1 % 
6.3 VALIDATION OF THE PROPOSED MEASURE OF EFFICIENCY 
It was found in Chapter 3 that a simple linear model of the 
form 
E = Fl + Fi + Pr 
c ( I ) 
provides the mbst attractive ·representation of the model of 
efficiency sought. It remains to establish the validity and 
acceptability of this model. As stated in paragraph 3.5.2, 
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if this model is f-0und to be ~alid and acceptable, other 
models will only be briefly. considered. 
6.3.1 The Validity of Model I 
Tests to assess the validity of the varfous models proposed 
in Chapter 3 were suggested paragraph 4.2.l, and the survey 
was organised to produce data for each qf the~e tests. The 
following results were obtained: 
Validation by comparison of Resources Absorbed and 
Results Produced: 
It was argued in paragraph 4.2.1 that a positive, but not 
very high correlation should be expected between resources 
absorbed and results produced by software dev~lopment. The 
relationship observed in the survey data is shown in 
Exhibit 6.4 and 6.5. 
REGRESSION OF COSTS AND RESULTS 
(Model 1) 
Mode 1 Regression function ·surn of squared deviations 
l c = 380 (Fl+Fi+Pr) 2,92 * 10 9 
EXHIBIT 6.4 
It is to be noted that the regression function described in 
Exhibit 6.4 was 11 forced through the origin 11 i.e. does not 
include a constant .term, in accordance with model (1). The 
correlation coefficient as normally defined (i.e. the 
variation around the line divided by the total variation of 
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SCATTER DIAGRAM OF COST VERSUS RESULT~ 
(Model 1) 
• 
/ 
. / 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
• 
• • • . Y 
• 
. . 
/· . 
• 
. / 
• 
• 
<------,.---------~--..-------·-···---· 
100 200 300 
Res u 1 ts (Mode 1 1 ) 
EXHIBIT 6.5 
--··---
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function of flows, files and processes. 
This provides another indication of the validity of the 
proposed measure. 
CORRELATION BETWEEN LINES OF SOURCE CODE 
AND THE SUM OF FLOWS~· FILES AND PROCESSES 
no. of correlation level of model cases coeff. F-Ratio significance 
1 42 0,83 88,6 0,99 
EXHIBIT 6.6 
Validation by expert opinion: 
The survey was constructed to be reasonably representative for 
well-considered data processing practice, and in each of the 
organisations the data pr cessing manager or software 
development manager was involved in answering the questionnaire. 
These people clearly represent a body of substantial expertise 
on software development. To each of these, the purpose of the, 
survey and the concept of .expressing efficiency as a function 
of flows, files and processes and total development costs was 
explained. In most cases an enthusiastic reaction was 
received and in all cases further co-operation with the survey 
(often involving substantial effort) was obtained. It was not 
attempted, and is not considered feasible, to quantify the level 
of support for the proposed~measure of efficiency. The positive 
attitude of 20 experts and their willingness to co-operate are, 
however, considered to constitute a substantial validation by 
expert opinion. 
Validation by means of a specially designed test: 
r 
I 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 
13 1 
It was suggested in paragraph 4.2.lthat the validity of the 
measure could be tested by comparing the intuitive 
ranking of a number of systems with their ranking 
according to the proposed quantitative measure. In 
Section C of the survey, respondents were asked to 
identify systems considered to be either larger or 
smaller than the system described in Section A and to 
supply the necessary characteristics to meas~re these 
systems. As not all respondents were able to describe 
both a smaller and .a larger system within the constraints 
imposed by the survey, this resulted in 34 pairs of 
(relatively) small and (relatively) large syste~s. The 
complete measurement dnt~ for these 34 pairs ~re shown 
in Table 60. 
The information in this table is summarised in Exhibit 
6. 7 below. Ex h i bit 6 . 7 shows that in a l l 3 4 cases data 
were available to compare the results of the application 
of the measure of flows, files and processes with the 
subjective ranking according to size. In all cases the 
calculated values preserved the subjective ranking. For 
lines of source code and do~umentation, fewer comparisons 
were possi~le but the subjective ranking was not always 
preserved. This provides a substantial degree of valida-
tion for the sum of fl·ows, files and processes as a measure 
of system size. 
In summary, it has been -shown that four tests designed to 
assess the validity of the proposed measure all resulted 
in strong support for the measure as expressed by model 
(I). It is therefore concluded that model ( 1) may be 
accepted as a valid measure of efficiency. As a result, 
the other models proposed in paragraph 3.5.2 will only 
be cursorily inspected .below. 
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RESULTS OF A TEST OF CONCURRENT VALIDITY PERFORMED 
ON THREE POSSIBLE MEASURES OF SYSTEM SIZE 
Cases 
.s u b j e c t i v e Subjective 
.Measure Available Ranking 
For Comparison Preserved 
Ranking 
Not Preservec 
Flows, files, processes 34 34 
Lines of source code 25 24 
Documentation 22 21 
EXHIBIT 6.7 
6.4 ALTERNATIVE MODELS 
In paragraph 3.5.2, three other models were discussed. All 
three mDdels contain parameters which need to be estimated 
empirically. This estimation process is rather pro~lematic 
as there is no obvious method to calculate the required 
parameters. Also, limited data (20 cases) are available, 
0 
1 
1 
w h i 1 e f r om t h i s am a 1 g a m o f c a s e s a t be s t on 1 y 11 a v .e r a g e " 
values of the parameters can be obtained. Accepting these 
limitations, the best way to estimate the parameters appears 
to be to assume a fairly stable relationship between 
development costs and the size of the resulting software, 
and determine this relationship by means of regression 
analysis. In the case of models II and III this requires 
multiple linear regression, while for models III and IV log 
conv~rsion to achieve linearisation is necessary. The 
results of these analyses are shown in Exhibit 6.8 (which 
incorporates Exhibit 6.4 for the sake of comparison). 
It is to be noted that model II results in a negativ€ 
constant term. implying a negative 11 cost 11 for very small 
projects. This makes this model very unattractive .. Model 
III also leads to unacceptable results. notably when either 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 
\ 
133 
flows, files or processes are zero, as is the case with some. 
projects. The expone'nt in model IV is so close to one that 
it seems hardly worthwhile to consider this model separately. 
REGRESSION OF COST AND RESULTS 
-~::-.-:: 
~ i 
...... - .. , __ ,... -
Model Regression function Sum of squared deviations 
I c = 380(Fi+Fl+Pr) 2,92 * 10 9 
I I .. c = -584+150Fi+26Fl+596Pr 2,33 * 10 9 
I II c = 1 0 7 7 F {O ' 7 * F 1 0 ' 41 * pp' 4 8 1 ' 1 4 * 108 
IV c = 372(Fi+Fl+Pr)o,gg 3~51 * 10 9 
.. 
EXHIBIT 6.8 
To assess the validity of these mo~els more formally, they 
may be subjected to the same tests as model· I above: 
As in the case of model I, it would for the models II to 
IV also not be correct to use the correlation coefficient 
.to express the goodness of fit. Simple .(as opposed to 
multiple) c-0rrelation is inapplicable to model II and for 
models III and IV this would give the correlation of the 
linearised models, rather than of the original ·models. 
However, bearing in mind that the dependent variable 
(cost) is the same for all models, an appropriate unit 
for comparison is again the sum of squared deviations 
which is tabled in Exhibit 6.8. It can be seen from this 
Exhibit that the more complex models do not yield much 
improvement according to this measure. Although the 
·models II and III apparently fit the cost data more 
closely than model I, this is almost certainly due to 
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the fact that these models have respectively 4 and 3 
parameters, while model I has only one parameter that may_ 
be varied. 
The regression functionsfor models II to IV shown in 
Exhibit 6.8 imply an expression for the results 9f 
softwa~e development for each of these models. The 
relationships can be calculated between these expressions 
and the alternative measure, i.e. lines'of source code. 
As th.is is a straight-forward relationship between two· 
variables (line? of .source code versus the result of the 
particul~r model) simple linear correlation indicates the 
closeness of the relationship. As argued before, not too 
much faith should be ~ut in this correlation, as lines of 
source code is itself a suspect m~asure, but at least 
some positive correlation is expected. The res~lt of 
these correlations for models 11 to IV (using the model 
parameters defined in Exhibit 6.8) is shown in Exhibit 
6.9 (which incorporates Exhibit 6.6). ·As can be seen, 
significant correlations were obtained in all cases, and 
the correlation coefficients were of the same order of 
magnitude as that for model. I shown in Exhibit 6.6. 
CORRELATION BETWEEN LINES OF SOURCE CODE AND 
FUNCTIONS OF FLOWS, FILES AND PROCESSES 
model no. of correlation F-Rat i o level·of cases coeff. significance 
>:--· 
\ 
I 42 0,83 88,6 0,99 
I I 42 0,87 124,5 0,999 
I I I 42 ; 0,86 199 0,99 
IV 42 0,83 88,6 0,99 
EXHIBIT 6.9 
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The test of validity based on expert opinion applies as 
much to the other models as to model I, since no specific 
formulation was suggested to the respondents. 
The special test (see Exhibit 6.7) provides the same 
results for the models II to IV as for model I. 
It can be concluded that from the above that formally the 
models II to IV might also be considered to be valid 
e x p re s si on s of t h e e f f i c i en c y of s oft w a re d e v e 1 op men t . Th e 
evidence supporting these models is however not more 
impressive than that for model I. In addition, these 
models are rather more complicated than model I and 
require the estimation of a number of parameters, while 
there is no theoretical foundation for these parameters. 
Finally each of these.other models has certain inherent 
weaknesses. as pointed out in Chapter 3 and in the beginning 
of this paragraph. 
Model I is thereforedefinitely preferred and, as its 
validitY has been shown to be strongly supported, it is 
considered to be a good representation of eff icien~y and 
will be used as such in the rest of this study. 
6.5 FURTHER ANALYSIS OF SURVEY DATA 
The most interesting results of the survey are the 
efficiencies obtained in the development of the various 
systems. These efficiencies have been calculated (using 
mod e 1 I ) (o r t h e 2 0 s y s t em s f o r w h i c h d a t a we re c o 1 1 e c t e d 
in Section A of the questionnaire. The resulting figures 
(multiplied by 10 000 for convenience) are shown in Table 
6E. The inherent similarity of the efficiencies is clearly 
shown by their clustering around the regression line in 
Exhibit 6.5. However. from a different point of view one 
might be more interested in the observed differences in 
efficiency than in their similarity. A frequency distribution 
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highlighting the diversity of the efficiencies observed is 
shown in Exhibit 6.10. 
2 0. 
F 
R 
E 1 5-
Q 
u 
E 
N I 
c 
y 
O· 
5-
0 20 
Group 
Mean 
= l 7 
DISTRIBUTION OF OBSERVED EFFICIENCIES 
Mean = 31'2 
Median = 28,8 
-
.. 1 
40 60 Efficiency 
Group Group 
Mean Mean 
= 30 = 67 
EXHIBIT 6. 1 0 
It is interesting to note the big difference between the 
lowest efficiency of .15, 7 and the highest of 90,2: · nearly 
a factor 6. To have shown the existence of this large 
difference is deemed to be an important result of this 
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survey. To check some of the high efficiencies, the data 
have been verified thoroughly with the respondents and 
found to be conservative, if anything. It is obvious that 
these high efficiencies are of particular interest, as they 
may provide useful indications for the rest of the industry. 
It was suggested in Chapter 1 that it would be of interest 
to investigate to what extent efficiencies in software 
.development diff~r among various types of organisations. 
Average efficiencies for each of the. 5 sectors of industry 
distinguished in paragraph 5.3 were therefore calculated. 
The results are presented in Exhibit 6.11 and show, in fact, 
a remarkable uniformity between the sectors. (A somewhat 
larger differe~ce was observed between the average 
efficiencies in the Cape Town (32,5) and Johannesburg (20,3) 
areas. The number of organisations interviewed in 
Johannesburg was, however, too small to attach much 
significance to this difference.) 
AVERAGE EFFICIENCIES PER SECTOR OF INDUSTRY 
Manufacturing 
. 
Commerce 
Finance 
Public Adm in. 
. 
Service Bur'eaux I 
• 
' 
I 
10 20 30 efficiency 
EXHIBIT 6.11 
6.6 THE INCIDENCE OF THE FACTORS INFLUENCING THE EFFICIENCY OF 
SOFTWARE DEVELOPMENT 
Section B of the questionnaire investigatqd' the in~idence 
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of a number of factors likely to influence the efficiency 
of software development. Analysis of these factors and of 
their relationship with observed efficiencies does not form 
part of the objectives of this study, and therefore only a 
brief summary of the main findings is included. The informa-
tion obtained from the 28 questions in Section B of the 
questionnaire, together w.ith b~ckground infbrmation about the 
sector of industry and the 'location of the organisation, is 
represented in Table 6F. The results are largely self-
explanatory, but some salient facts are: 
A large proportion of respondents (13/20) were dealing with 
some novel tools during the development. This is in keeping 
with the dynamic, image of the data processing industry, but 
it certainly contributes to the complexity of software 
development. 
Type of, computer used, sector of industry and location were 
according to predetermined ratios. 
Only some use was made of utilities (8/20) and very little 
non-procedural languages (3/20). The type of utility most 
frequently mentiond (5/8) was source library and test data 
handling. The non-procedural languages used were Mark IV 
and Easytrieve (twice but in a minor way). 
The one additional tool mentioned was an in-house pre-
compiler, along the lines of Meta-c-0bol. 
In only a few cases (5/20) was any use made of techniQues 
for system analysis and desi~n. Techniques mentioned were: 
work st~ d y (I ) , structured des i g n ( 3 ) and de c i s i on trees I 
tables (2). 
Standards· were generally (18/20) found to be in existence 
and; though the pre-coded answer only made provision for 
yes/no answers, additional information requested made it 
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possible to distinguish between loose and strict enforce-
ment of standards. It is revealing that in two cases no 
formal standards were found to exist. 
. 
The other techniques mentioned were: skeleton programming 
(4) (i.e. the use of standard routines that are slightly 
adapted for specific applications), modular programming 
(2), structured walk-through (2) and code inspection (3). 
The average number of years of experience was in many 
cases not a very meaningful figure, as teams tended to be 
made up of some highly experienced and some inexperienced 
people. 
In most projects (14/20) there were no alterations to the 
team and the worst case was 2 out of 6. This contrasts 
with the often projected image of data processing 
professionals as job hoppers. 
The other personnel-related factors recorded were: first 
project of a new team leader in the organisation (2), 
sickness and absence of key personnel (l ), much overtime 
( 2 ) . 
As far as Chief Programmer Teams were encountered, the 
chief programmer's task was always an amalgamation of 
design, programming and management. These teams were 
therefore classified as "some form" of Chief Programmer Team. 
In a significant number of cases (6/20) top management 
support was rated as low or average. As indications of this 
clearly unsatisfactory situation, were quoted: insufficient 
resources made available, delay in approval and haphazard 
definition of requirements. 
The other organisational factors mentioned were: the team 
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was brought in from the outside( I), a closely knit team(3) 
concurrent work of higher· priority( I). strong supporting 
s t r u c t .u re ( 1 l two d i f f e r e n t u s e r g r o u p s ( 1 ) . 
Apart from the two servicehbureaux, three other 
organisations reported doing sy~tem development for 
third parties but each to an extent of less than 30%. 
The other factors mentioned were: the department was 
relocated twice(!). there was a departmental 
reorganisation (1} 
The incidence of the factors reported above points to a wid~ 
variety of practices in software development. It is clear 
that some of the practices that hav~ been stron9ly advocated 
in the literature as absolutely essential ·(such as the 
enforcement of standards and top management support) still 
cannot be taken for granted. More elaborate tools and 
techniques {such as system design techniques and non-
procedural languages) were found to be only rarely used. 
Further analysis fo the incidence of factors and their 
connection with efficiency would obviously be of interest 
but is outside the scope of this study. 
6.7 REVIEW 
In ~aragraph 5.2 three objectives of the survey were 
specified. namely: 
1. To test the validity of model- I as a measure of 
.efficiency and compare it with that of other models. 
It was found in paragraph 6.3 that the validity of model 
I was amply supported by four different tests. The 
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eva~uation of other models in paragraph 6.4 showed that 
these models were in principle feasible, but not 
preferable to model I. 
2. To determine the availability of cost elements and their 
relative importance. 
The relevant results were summarised in Table 6C and 
Exhibit 6.3. The availability of cost data was shown 
to be a problem but not an insurmountable one. 
3. To use the selected measure to describe and compare 
efficiencies attained. 
This was done in paragraph 6.5 and the results are 
likely to provide a basis for further research. 
The objectives of the survey were therefore clearly 
attained. In addition, much insight was gained into 
software development practices and their efficiency, which 
I . 
will form the basis for further analyses and conclusion~. 
/ 
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PHYSICAL Clll\RJ\CTEIUSTIC; OF /\l,L SYS'l.'EMS 
Elapsed N1J111h<>r of Size• Lines of Documentation l Purpose of the system Ieentlficatim li1ne Total 
J\Jntt1s rile FI ow Proc Source Fune Tech User OPS 
·-
Nature conservation control Nature 12 2 16 24 42 7 000 40 159 30 15 235 
Medical records Medical 5 l 8 8 17 1 800 2 120 30 8 160 
Matric results Matric 18 4 34 38 76 18 000 90 220 100 l .; l.l 
Jop costing & progress Job cost 7 14 57 60 131 9 500 NP NA 20 l W\ 
Personnel administration Pers ad Nf, 5 20 28 53 2 117 NP 75 8 l 84 
Advertising statistics Advert 10 l 31 .35 67 31 909 NP 161 37 60 2 58 
Advertisi.ng contracts Ad con 2 1 5 5 11 550 NA NA NA NA !IJ\ I Debtors control Deb con 12 3 41 31 73 12 900 NA NA NA NA NA Group life assurance Gr life 11 5 32 40 77 36 000 77 240 38 24 3 79 I Mortality investigation Mortal 3 3 8 13 24 A 300 5 60 8 7 30 
Pension administration .Pension 9 9 67 105 181 57 500 250 400 NP 60 810 
Reconciliation Rec on .12 7 15 32 54 12 842 27 55 NP 20 l'.)2 
Reciprocal business Recipr 2 4 6 7 17 NA 12 42 20 10 34 
Spot finance control Spot fin 21 49 58 95 192 NA 250 360 100 100 610 
Material utilisation Mat util 12 10 44 99 153 54 000 47 27 42 6 122 
Stores inventory Stores 6 5 29 82 116 40 000 30 25 36 8 99 
Workshop costing workshop 12 9 57 172 238 75 000 50 64 53 8 175 
Stock transactions Stock 7 9 15 17 41 6 018 15 112 18 14 139 
Wages Wages. NA 1 53 65 119 NA NA NA NA NA NA 
Work in progress WIP 7 3 17 34 54 9 263 NP 60 13 44 117 
Debt.ors Debtors 3 2 11 14 27 NA NA NA NA NA :<A 
Inventory control Invent 15 4 23 72 99 NI\ NA NA NI\. NA !lA 
Trimming con t.rol Trim 2 4 3 3 10 2 190 NP 57 Nl' 2 59 
Cloth utilisation Cloth NA 16 95 39 150 NA NA NA NA NA !lA 
Sales/stock/debtors Sales 7 5 48 17 70 8 900 NP 120 70 5 195 Financial reporting Report 2 0 4 3 7 1 000 NA NA NA :u, ~~A 
Invoicing/stocks Invoice 12 6 59 38 103 NA NA NA NA NA ~~A 
New business New bus 15 6 50 21 77 NP 25 800 30 50 905 
Ge'neral ledger Ledger 9 1 21 6 28 llA NA NA NA llA ~\A 
Members' accounts Members NA 4 74 31 109 NA NA NA NA NA NA 
Droke rage Broker 5 4 19 15 38 5 730 11 79 2 9 101 
Batch allocation Batch l 1 7 4 11 2 000 NP 24 NP 3 ::.1 
Beneficiary Benef 3 4 44 17 65 8 200 NP 115 NP 12 127 
Property administration Prop 15 16 187 137 340 55 198 202 145 220 114 6&1 
Assets control Asset 7 1 38 26 65 17 184 25 1 22 7 $5 
Investments administration Invest 10 9 139 60 208 40 648 110 13 32 41 lS-9 
Stock book s. book 12 4 41 13 58 12 593 45 156 115 60 376 
Fixed asset register Fixed 4 3 20 18 41 8 665 NP 30 24 4 SS 
Pension fund Fund l 1 9 10 20 2 602 NP 15 5 3 4:3 
Stock on consignment consign 2 6 23 35 64 8 846 NP 60 NP 5 65 
Cost reporting cost 18 6 227 50 283 NP 79 450 50 50 6:9 
Stock gains and losses Gains 12 6 24 21 51 13 513 55 168 17 40 280 
Equipment spares Spares 3 3 13 8 24 2 886 20 60 Nl• 20 KA 
Material balancing Mat bal 12 5 32 16 53 14 503 150 400 110 60 720 
Life insur;:ince Life 18 20 80 80 180 73 000 NP 1150 150 130 1420 
Debit orders Debit 4 l 8 11 20 5 700 NP 72 30 20 12 2 
Contract accounting Con tr 24 11 110 75 196 80 000 NP 1400 300 250 195.) 
Salaries and waoes Sal 6 2 33 l.5 so 7 6~3 NP 50 NP 3 53 
Name and addrn~s list Name 2 l 3 5 9 2 019 NP 5 NP l G 
Financial history H.ist 12 2 150 15 167 B 800 NP 23 NP 4 27 
Order entry/stocks Order 4 4 44 18 66 7 500 15 630 2SO 56 941 
Depot repleni,;hrnent Depot 4 5 22 10 37 5 000 8 232 12 4 256 
Material rcqui·rcinents Mat req f. 6 12 ~l 27 4 000 50 200 91 12 35J 
No. of cases 49 53 53 S3 53 42 26 42 33 43 4.:;.. 
Mean 8 6 43 36 86 18 584 65 205 63 31 334 
Standard deviation 6 7 46 72 76 21 !373 70 303 72 95 41 'l 
NP = Nol. produced; NA = Hot available 
Size is defined as the sum of flows. files and· pror.es•,r>s. 
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TABLE 6C 
AVAILABILITY OF COST FIGURES IN THE MANPOWER 
AND COMPUTER POWER CATEGORIES 
A. Manpower Costs 
No. of 
cases 
1. All man-month figures estimated 4 
2. Actual man.-months. costs estimated 2 
3. dp Department actual costs, users estimated 7 
4. All actua 1 costs 6 
5. Total actua 1 costs, but manpower not specified 
B. Computer Power 
1. No estimate endeavoured 
2. Machine utilisation estiamted 
3. Actual machine utilisation, costs estimated 
4. Actual machine costs 
5. Total actual costs, but computer power not 
specified 
20 
2 
1 1 
1 
5 
1 . 
20 
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TABLE 6 D 
•I 
COMPARISON OF MEASUREMENTS OF SUBJECTIVELY RANKED SYSTEMS 
Smaller System Larger Sys tern 
Size Source Doc. Size Source Doc. 
17 1 800 160 42 7 000 235 
42 7 000 235 76 18 000 411 
53 2 117 84 131 9 500 -
11 550 - 67 31 909 258 
67 31 909 
I 
258 73 12 90Q'X. -
24 8 300 80 77 36 000 379 
77 36 000 379 181 57 500 810 
17 - 84 54 12 842 102 
54 I 12 842 102 192 - 810 
116 I 40 000 99 153 54 000 I 122 l 153 ' 54 000 122 238 75 000 I 175 
24 3 142 
- 41 6 018 159 
41 6 018 159 119 - -
27 
- -
54 9 263 117 
54 9 263 117 99 - -
10 2 190 59 150 - -
7 1 000 - 70 8 900· 1"95 
70 8 900 195 103 - -
28 - - 77 - 905 
77 ·-· 905 109 - -
12 2 000 27 38 5 730 101 
38 5 730 101 65 8 200 127 
65 1,7 184 55 340 55 198 681 
208 40 648 199 340 55 198 681 
20 2 602 23 41 8 665 58 
41 8 665 58 64 8 848 65 
24 2 886 100 51 13 513 280 
51 13 513 280 53 14 503 720 
20 5 700 122 180 73 000 1430 
180 73 000 1430 .196 80 000 1950 
9 2 019 6 50 7 653 53 
50 7 653 53 167 8 800 27-x. 
37 5 000 256 66 7 500 941 
27 4 ooo· 353 66 7 500 941 
'X. Indicates smaller value where larger i~ expected 
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TABLE 6E 
OBSERVED EFFICIENCIES IN 20 SYSTEMS 
( Us i n g Mode 1 I ) 
IDENT. EFFICIENCY 
ORDER 29,9 
SAL 33,3 
LI FE 2 3, 1 
GAINS 18, 2 
COST 35,2 
FIXED 1 6 ' 7 
S.BOOK 28,4 
PROP 2 3, 01 
BROKER 90,2 
,. 
NEWBUS 16, 2 
SALES 34. 1 
TRIM 1 9, 0 
· WI P 31, 0 
STOCK 58,7 
MATUTIL 25, o. 
RECON 15,7 
GR LIFE 18,5 
ADVERT 25,0 
JOBCOST 51 '8 
NATURE 32,6 
Mean. 31 , 2 
St. dev. 17,4 
Coeff. 
of var. 0,6 
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TABLE 6 F 
INCIDENCE OF FACTORS INFLUENCING THE EFFICIENCY OF 
SYSTEM DEVELOPMENT 
Tools 
1. Was an important hardware 
or software tool new to 
the development team? 
2. What make of computer was 
used for system development? 
3. What was the a~ailabili ty of 
the required computer 
capacity? 
4. Was use made, of special 
utilities or systems 
software? 
Yes No 
13 7 
On 
Line once a 
6 12 
Yes 
8 
an 
a da 
2 
5. Which programming language 
was used? 
COBOL 
17 
RPG I OT~ER I NONE I 1 
6. Was use made of system 
generation software or non-
procedural languages 
7. Any other tools? 
Techniques 
8. Was use made of specific 
methods for requirement 
specification and system 
design? 
9. Was structural programming 
used? 
10. Were standards covering most 
of the system development 
process enforced? 
I 
Yes No 
3 17 
Yes I No 1 19 
Yes 
5 
N~ I Some 
1
iorm I Stri~tly] 
N~ j Loo~~ly Stri~tly] 
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Table 6F (continued) 
11. Any other techniques? 
Personnel Related Factors 
12. Familiarity of the develop-
ment team with the. subject 
matter of the system 
13. Average number of years of 
experience 
14. Intellectual ability of the 
development team 
15~ Level of motivation of the 
development team 
16. Number of alterations in the 
team. 
17. Any other personnel related 
factors? 
Organisation, Communication 
18. Degree of user 
participation 
19. Was chief programmer team 
used? 
20. Was progress formally 
reported? 
21. Top management support 
22. Ariy other organisatiorial 
factor? 
Extraneous Factors 
23. Develop~ent work done for 
third parties? 
147 
Yes No 
10 10 
< 
8 
4 I 5;9 I > 
3 
10 I. 
4 I ~ I 10 
I 1~ I! I ; I 
I Y~s I~~ ! 
I t I~ I ~·I : I ~ I 
I ~~ I Some 
7 
Form I Stri~tly J 
I N~ I Ve~~al I Wri ~ten] 
I ~ I ~ I ~ I ~ I ~ ! 
I Y~s I~~ I 
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Table 6 F (continued) 
· 24. dp Practices influenced by 
a parent organisation? 
148 
25. How many years has the 
organisation performed DPSD? 
26. How many people are full-
time involved in dp? 
27. How many people are . 
involved in DPSD? 
28. Any other factor? 
29. Sector of industry 
30. 'Location 
Yes I~~. I 3 
6-10 
3 
< 10 
3 
Yes No 
2 18 
l Ma7~. I Co:1. I Fi;. Go;t· I Ot~er J 
I~~ I J~B 
• 
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. CHAPTER 7 
CONCLUSION 
7.1 Review of Results 
7.2 Practical Appl·icability of the Results 
7.3 A Perspective on Efficiency in Software Development 
. 7.4 Suggestions for Related Research 
7 .·5 Summary 
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CONCLUSION 
7.1 REVIEW OF RESULTS 
In Chapter 1, five objectives were stated for this study. 
The main conclusions reached can now be related back to these 
objectives as follows: 
1. To define the basic concepts necessary for the 
construction of a measure of efficiency of software 
development in a data processing environment. 
Principles of information and systems theory were 
used to identify flows, files and process as essential 
elements of data processing software. 
The resources used in the software development process 
were enumerated and the total cost of these resources 
was identified as an important parameter of the 
measure of efficiency. 
2. To consider specific formulationsof a measure of 
efficiency of software development and select a preferred 
model. 
Lines of source code divided by man-hours was 
rejected as a suitable measure of the efficiency of 
the total· ~oftware development process. 
Principl,es for the definition of a suitable measu~e 
of efficiency were defined, and based on these 
principles various models of efficiency consisting 
of functions of flows, files and processes divided 
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by the total project cost were suggested. 
A model consisting of the sum of flows, files and 
processes divided by the total project cost was 
defined as the preferred model of efficiency. 
3. To establish criteria for the evaluation of the 
proposed measure of efficiency. 
Validity and reliability were identified as important 
criteria of quantitative measures in general, and as 
particularly relevant to th~ proposed measure ~f 
efficiency. 
It was· found that the.validity and reliability of 
measure of efficiency proposed in the literature were 
generally not tested. 
It was shown that _the reliability and validity of the 
proposed measure could be assessed through various 
experiments; 
4. Totes~ the proposed measure of efficiency experimentally,· 
using the pre iously defined criteria.· 
A special experiment was conducted to test the 
reli~bility of the measure which was found to be 
adequate. 
Four different tests corroborated the validity of the 
proposed measure. 
5. To describe and compare the efficiency and other 
characteristics of a number of typical software 
development projects that have recently been undertaken 
in a data processing environment by South African 
organisations. 
) 
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The main charac.teristics of 53 systems were identified 
and compared. The systems were found to be diverse in 
purpose and magnitude, but development times were within 
I 
a limited range. Documentation was found to be poorly 
correlated with system size. 
Of 20 target systems, full details about magnitude and 
development costs were collected. Differences of up to 
a factor of six were encountered in the efficiency of the 
development of the systems. 
Routine recording of development cost was found to be 
lacking in many cases. but reasonable ad hoc estimates 
could in most cases be made. 
Apart from the above results which can be directly 
related back to the explicit objectives of the study, 
several additional results were achieved. namely: 
It was established that there exists a substantial 
interest amongst data processing professionals in 
techniques for measurement and improvement of the 
efficiency of software development. However, the 
recording of relevant data was, in the majority of cases, 
found to be problematic. 
A categori·sation was made of the factors that are 1 ikely 
to influence the efficiency of software development. Five 
categories were proposed, namely tools, techniques, 
organisation, personnel related factors, extraneous 
factors, and a total of 29 factors was distinguished. The 
survey was used to record the incidenc~ of these factors. 
This may be useful for future research. 
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7.2 PRACTICAL APPLICABILITY OF THE RESULTS 
A possible criticism of the practicality of the measure of 
efficiency defined in this study is the introduction and 
definition of rather novel concepts, namely flows, files and 
processes, and the need to know the total cost of the 
project. As discussed in Chapter 2, the conceptual 
framework necessary to define total costs certainly exists. 
In practice, the relevant figures may not always be 
recorded as was found in the survey. This detracts from 
the ability to make an incidental comparison of efficiency 
achieved in the past. Gi~en the interest in the measurement 
of efficiency, the effort required to record relevant costs 
for current and future projects is,however~ minimal and 
adequate record keeping is certainly feasible. The 
introduction of concepts like flows, files and processes 
was found to be absolutely necessary, firstly on theoretical 
, grounds . but a 1 so because mo re tr ad i t i on a l measures 1 i k e 
lines of source code or pages of documentation were clearly 
inadequate. 
Before the proposed measure can be used more widely in 
p r act i c e , i t w i 1 1 be n e c es s a ry to g a i n acceptance of the new 
concepts from the managers involved. In the process, the 
definitions of these concepts may be refined and altered 
to su~t specific situations more precisely. By making such 
refinements;and adaptations, the validity and reliability 
of the measure will probably be improved. Given this 
willingness to accept the principles and adapt the details, 
there is little doubt that the .interested manager can make 
practical use of the proposed measure of effici~ncy in the 
area of .data processing as defined in this study. 
Another limitation of the practical applicability of the 
measure is the narrow definition of data processing systems 
in Chapter 2. This was done to be able to arrive at concise 
definitions of the structural elements without getting lost 
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in exceptions and alternatives. The measure is therefore strict-
ly applicable only to data processing systems as defined. 
In other areas of .software development a similar need 
exists for quantification and measurement. To meet these 
needs, it will be necessary either to redefine the concepts 
of flows. files and processes or select entirely different 
attributes. In eit~er case the validity and reliability of 
the resulting measures will have to be tested. It is 
con·sidered to be a distinct contribution of this study to 
have shown how relevant attributes can be selected and how 
the validity and reliability of a proposed measure can be 
tested against empirical data. 
7.3 A PERSPECTIVE ON EFFICIENCY IN SOFTWARE DEVELOPMENT. 
Apart from achieving the specific objectives set in Chapter 
1, this study has also resulted in an increased understanding 
of the phenomenon· of efficiency in the context of software 
development. This may be reflected in a perspective on 
.software development in which certain aspects that are 
particularly related to efficiency are highlighted. This 
perspective involves both causes and consequences of 
efficiency. It has, in the following paragraphs, been cast 
in the form of a number of popular misconceptions about 
software development which are refuted, using insights gained 
by this study. 
Software development and the problems related to it can 
only be understood by computer experts. 
This notion confuses the understanding of the technology 
supporting data processing and software development with 
the activity itself. Unfortunately this preoccupation 
with the supporting technology has often prevented careful 
attention to the actual activity. The software development 
activity is, however, not at all difficult to understand, 
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certainly not to a person who is a manager of other 
production processes. As argued in this study, software 
development is a production process which produces 
certain results and requires certain resources. The 
resources can be enumerated and the most important 
dimensions. of the results can be defined. Control of 
the software dev~lopment activity requires control, and 
therefore understanding, of these dimensions. The most 
important physical dimensions (flows, files and processes) 
have been identified. Beyond that, a number of other 
dimensions of the results of software development, 
notably effectiveness,flexibility and complementary 
resources have been discussed in Chapter 3. The challenge 
to anyone involved in software development is to 
understand and.control these aspects. 
Measurement of the efficiency of software development 
requires complex calculations involving a large number 
of factors. 
It has been suggested that simplicity, rath~r than 
complexity, is the hallmark of a useful formula. 
Furthermore, it was shown that a simple formula expresses 
the relationship between resources required and results 
produced just as well as a more complicated formula. In 
th~ literature even more complex formulations of 
efficien~y of software development have been proposed. 
Such formulations are the result of two tendencies. 
Firstly. there is the tendency to attempt to cover all 
possible ways and means of software development by one 
general formulation. This leads necessarily to a 
complexity which o~scures rather than clarifies the 
underlying structure. 
Secondly, the tendency exists to include in the analysis 
factors that influence efficiency. Examples are the 
complexity of the subject matter or the programming 
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language used. In this study efficiency has been 
defined and measured without regard to any of the factors 
that may 'influence it. Surely ·such factors are important 
for unde~standing the substantial differences in 
efficiency that were observed .. That analysis should, 
however, follow the determination of efficiency as a 
second stage. The foun~ations for this second stage have 
been laid in Chapter 5 with the identification of the 
major categories of the factors infiuencing efficiency. 
Recording of the effort spent on software development 
serves only historical purposes. 
This statement is not often m~de explicitly, but it 
appears that many organ~sations adhere to it implicitly. 
It was. found in this study that comprehensive recording 
of all cost elements of each software devel6pment project 
is the exception rather than the rule. Yet, it is clear 
that without reasonably reliable cost figures it will not 
be possible to calculate and control the efficiency of 
software development properly. It is not clear whether 
this indicates a lack of real interest in the promotion 
of efficiency or a despair about the ability either to 
calculate or control it. It is hoped that this study has 
contributed to the ability to calculate efficiency and 
may thereby provide an incentive to collect the 
neccessa~y data to control it. 
Productivity of software development ~an be effectively 
controlled by measuring lines of code per programmer 
month. 
Firstly, this notion ignores the software development 
life cycle and the important contributions made by staff 
other than programmers. Programming is generally 
accepted to be only a small part of the total software 
development effort and it is not at all certain that the 
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efforts of others. (e.g. analysts) stand in a fixed 
relation to those of programmers. Furthermore, other 
cost elements such as purchased hardware and software 
are not insignificant. 
Sec~ndly, the preoccupa~ion with lines of code as the 
only result of the software development process ii not 
realistic. The code must eventually incorporate 
definitions of the structural elements of the data 
processing system. but it may contain many duplications, 
while the definition of a line of code is not at all 
trivial. Lines of code per programmer month may have 
been a suitable measure in the early days of data 
processing when software consisted of one program 
produced by one programme~ but it is an increasingly 
deficient measure of the efficiency of modern software 
development. 
Estimating the effort required to complete a software 
development project must remain largely guesswork. 
This statement may be true when nothing is known of the 
system except maybe its name or a rough indication of 
its function. When the design has progressed f~r enough 
to identify the structural elements o.f the system, 
it is possible to make a reasonable estimate of further 
developm~nt effort. This can be done by making use of 
the relationship between development costs and the 
structural elements of data processing systems which 
we re i ·d e n t i f i e d i n t h e s u r v e y . To d o t h i s , i t i s 
necessary to postulate a certain l~vel of efficiency. 
Average eff icienci~s attained in th~ past may be used for 
ihis purpose. but the estimates will obviously be better 
if the efficiency to be achieved in this project can be 
defined with some precision. This implies paying 
attention to the factors that are likely to influence 
efficiency. Rather than just a forecase of a future date 
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(completion of the project),. the estimating task thus 
.bec-Omes the definition of a specific occurrence (e.g. the 
level of relevant know-how of the staff). Estimation of 
software development effort therefore never becomes 
automatic. Application of the insights gained in this 
study can, however, alter it from a gamble to a 
calculated risk. 
Intuitive validation is enough to propose or accept any 
measure. 
This is not a statement which is often made explicitly , 
but implicitly it appears to be readily accepted in the 
data processing industry. It has been emphasised in this 
study that the uncritical acceptance (or rejection) of a 
measure is neither correct nor necess~ry. The validity, 
reliability and sensitivity of a measure should be formally 
tested by procedures such as those discussed in Chapter 4 
before any faith is put in it. 
Every organisation and every software project is different 
and comparison of efficiency of software development is 
therefore pointless. 
It may be true that organisations and projects are 
different in detail, but it is c~rtainly possible to 
detect c~mmon structures. A common structure expresses 
itself firstly in the common structural elements~ 
' Secondly, the software development life cycle and its 
participants provide another common basis. By linking 
together these common aspects, the foundation is laid 
for meaningful comp~rison of quantifiable differences. 
These quantifiable differences as well as an appreciation 
of the factors causing the differences, will lead to a 
more complete understanding of software development. The 
quantification of similarities and differences and the 
identification of influencing factors is therefore not 
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pointless. but rather the basis for the evaluation and 
thereby hopefully the improvement of practice. 
7.4 SUGGESTIONS FOR RELATED RESEARCH 
Oppo~tunities for further researcn are irrdicated by· s-0me 
of the limitations and problems identified in this study. 
A definite problem area was identified in Chapter 3, when 
' the characteristics of software were discussed. It was 
found that some important dimensions describing the quality 
of software were ill-defined and therefore particularly 
hard to measure. Concepts such as effectiveness, flexibility 
and maintainability are of obvious importance for a more 
complete understanding of software. However, Lord Kelvin's 
dictum linking quantification and understanding of a 
phenomenon is particularly apt in this area. The study and 
proposal of measures of effectiveness, flexibility and 
maintainability of software appears.therefore to be an 
important area for future research. Such research will be 
difficult, due to the lack of stability of software and the 
rapid changes in requirements. tools and techniques. It 
will, however, ultimately be very fruitful, as it will 
provide the definitions and foundations upon which 
improvements in practices must be based. 
The limitat~ons of this study stated in the Chapters 1 and 
2 indicate that there are substantial areas of software 
development to which this study may be extended. The most 
obvious ones are data base oriented systems and other more 
technical types of software development. Efficiency of 
development is of no less concern in these areas and 
comparative measures and studi~s are not known to exist. It 
may be pa~ticu larly relevant to extend this study to the 
area of data base systems. where three design philosophies, 
notably hierarchical, network and relational systems are ·in 
competition. The chbice of design philosophy must to a 
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large extent depend on the efficiency 6f application 
system development. Research into this aspect should be 
of substantial practical value. 
Refinements of the results of this study, aimed at developing 
a measure of efficiency for a specific organisation would 
also be of interest. As indicated in paragraph 7.2 such 
refinements could lead to a more elaborate. but particularly 
a more accurate model of efficiency for a specific 
organisation. This may result in greater accuracy in the 
forecasting of software development effort for that 
organisation. 
A further refinement of the results of this study is indicated 
in the area of software development cost elements and their 
relative importance. This study has provided some limited 
survey data. but a survey specially designed for this 
purpose could yield a lot more insight. Such insight is 
important for the management and control of software 
development. 
It was indicated in Chapter 5 that, apart from the 
measurement of efficiency, insight into the factors 
influencing the efficiency of software development would be 
of great significance. The survey provided an indication 
of the incidence of some of these factors. It is clear 
that the identification of factors that coincide with (and 
can possibly be shown to cause) high or low efficiency. is 
of great potential significance. By manipulating these-
factors. manaqement may ultimately be able to achieve the 
improvements in the efficiency of software development that 
are needed. Studies relating efficiency to specific factors 
will therefore be of particular interest. 
Finally. certain software development activities were 
described in Chapter 2 as ill-defined and ill-understood. 
The most notable ones are systems analysis and system 
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design. It is generally recognised that these activities 
have a major influence on the quality of software and on 
the efficiency of its development. Recently, various ways 
of structuring (and thereby hopefully improving) the 
analysis and design activities have been·suggested. It is 
interesting to note that in some of these techniques flows, 
files and processes or at least very closely related 
concepts play an important part. The effect of these 
techniques on the quality of software and on the efficiency 
of its development appears to .be a worthwhile area for 
research. 
7.5 SUMMARY 
In this chapter the results of this study have been 
assembled and reviewed. The conclusions reached in previous 
chapters were summarised and related to the objectives set 
out in Chapter 1. 
The results of the survey, combined with insights from the 
iiterature made it possible to examine various facets of 
software development from a common perspective. 
Finally. a wide range of indications for related research 
made it clear that much ~ffort is still required to lift 
software development from a craft to a profession. 
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