ABSTRACT. We continue the study of local T b theorems for square functions defined in the upper half-space (R n+1 + , µ × dt/t). Here µ is allowed to be a nonhomogeneous measure in R n . In this paper we prove a boundedness result assuming local L q type testing conditions in the difficult range q ∈ (1, 2). Our theorem is a non-homogeneous version of a result of S. Hofmann valid for the Lebesgue measure. It is also an extension of the recent results of M. Lacey and the first named author where non-homogeneous local L 2 testing conditions have been considered.
INTRODUCTION
We study the boundedness of the vertical square function
Here the linear operators θ t , t > 0, have the form (1.1) θ t f (x) =ˆR n s t (x, y)f (y) dµ(y).
The appearing measure µ is a Borel measure in R n which is only assumed to satisfy, for some m, the upper bound µ(B(x, r)) r m , x ∈ R n , r > 0.
Moreover, for some α > 0, the kernels s t satisfy the size and continuity conditions (1.2) |s t (x, y)| t α (t + |x − y|) m+α and (1.3) |s t (x, y) − s t (x, z)| |y − z| α (t + |x − y|) m+α whenever |y − z| < t/2.
The following is our main theorem. 
dµ(x) µ(Q).
Then we have that V L q (µ)→L q (µ) 1.
1.5.
Remark. Suppose we also have the x-continuity (1.6) |s t (x, y) − s t (z, y)| |x − z| α (t + |x − y|) m+α whenever |x − z| < t/2. Then we have that V L 2 (µ)→L 2 (µ) 1. It should be noted that an example from [21] shows that when dealing with the vertical square function (as we are here) one cannot derive the L 2 (µ) estimate from the L q (µ) estimate without x-continuity. This fails even in the case that µ is the Lebesgue measure.
Hofmann [9] proved the L 2 boundedness of the square function under these local L q testing conditions in the case that µ is the Lebesgue measure. In the nonhomogeneous case Lacey and the first named author [17] proved the L 2 boundedness but only with local L 2 testing conditions. Our main theorem is an extension of these two state of the art results. Indeed, we consider general measures and general exponents simultaneously. The aforementioned two references are the most obvious predecessors of our main theorem, but the whole story up to this point is rather long.
One can consider T b theorems at least for square functions and Calderón-Zygmund operators. Then they can be global or local. And if they are local, they can be with the easier L ∞ /BMO/T 2,∞ type testing assumptions, or with the more general L s , s < ∞, type assumptions. Moreover, in the latter case the range of the exponents (in the Calderón-Zygmund world more than one set of testing functions appear) one can use is a very significant problem. Lastly, the fact that whether one considers the homogeneous or non-homogeneous theory is a major factor. All of these big story arcs are relevant for the context of the current paper. We now try to give at least some of the key references of local T b theorems.
The first local T b theorem, with L ∞ control of the test functions and their images, is by Christ [6] . Nazarov, Treil and Volberg [22] proved a non-homogeneous version of this theorem. The point compared to the global T b theorems is as follows. The accretivity of a given test function b Q is only assumed on its supporting cube Q, i.e., |´Q b Q dµ| µ(Q). While in a global T b one needs a function which is simultaneously accretive on all scales. But the remaining conditions are still completely scale invariant: b Q ∈ L ∞ (µ) and T b Q ∈ L ∞ (µ). This scale invariance of the testing conditions is the main thing one wants to get rid of.
The non-scale-invariant L s type testing conditions were introduced by Auscher, Hofmann, Muscalu, Tao and Thiele [3] . Their theorem is for perfect dyadic singular integral operators and the assumptions are of the form´Q |b
Extending the result to general Calderón-Zygmund operators is complicated (it is almost done by now -but not completely). Hofmann [8] established the result for general operators but only assuming the existence of L 2+ǫ test functions mapping to L 2 . Auscher and Yang [5] removed the ǫ by proving the theorem in the subdual case 1/p + 1/q ≤ 1. Auscher and Routin [4] considered the general case under some additional assumptions. The full super-dual case 1/p + 1/q > 1 is by Hytönen and Nazarov [15] , but even then with the additional buffer assumptioń
|Q|. This was the main story for the Calderón-Zygmund operators for doubling measures. For square functions the situation is a bit more clear with the need for only one exponent q. The case q = 2 is implicit in the Kato square root papers [11] , [10] , [2] and explicitly stated and proved in [1] and [7] . The case q > 2 is weaker than this. The hardest case q ∈ (1, 2) is due to Hofmann [9] as already mentioned. Some key applications really need the fact that one can push the integrability of the test functions to 1 + ǫ (see again [9] ).
The non-homogeneous world is yet another story. The whole usage of these non-scale-invariant testing conditions is a huge source of problem in this context. One reason lies in the fact that even if we have performed a stopping time argument which gives us that a fixed test function b F behaves nicely on a cube Q, for example that´Q |b F | 2 dµ µ(Q), we cannot say much what happens in the stopping children of Q. That is, in a stopping child Q ′ of Q we cannot use the simple argumentˆQ
which would only be available if µ would be doubling. The non-homogeneous case q = 2 for square functions is the very recent work of Lacey and the first named author [17] . The case p = q = 2 for Calderón-Zygmund operators is by the same authors [16] . For relevant dyadic techniques see also the LaceyVähäkangas papers [18] and [19] , and Hytönen-Martikainen [14] . To recap the context, in this paper we consider non-homogeneous square functions and push q to the range q ∈ (1, 2). We still mention that the study of the boundedness of non-homogeneous square functions was initiated by the recent authors in [20] . This was a global T b. The key technique was the usage of good (in a probabilistic sense) Whitney regions. A scale invariant local T b is by the current authors together with T. Orponen [21] .
In that paper we also study the end point theory, L p theory, and various counterexamples (e.g. the failure of the change of aperture with general measures and the difference between conical and vertical square functions).
We conclude the introduction by a remark and setting up some notation.
1.7.
Remark. If we define
, where the implicit constants depend on n, m, α, the kernel constants and the constant in testing condition (3) . In the proof we will not keep track of the dependence on anything else but V loc,q .
The local T b with L q testing conditions can be proved assuming only that µ(B(x, r)) ≤ λ(x, r) for some λ : R n × (0, ∞) → (0, ∞) satisfying that r → λ(x, r) is non-decreasing and λ(x, 2r) ≤ C λ λ(x, r) for all x ∈ R n and r > 0. In this case one only needs to replace the kernel estimates by |s t (x, y)| t α t α λ(x, t) + |x − y| α λ(x, |x − y|) and |s t (x, y) − s t (x, z)| |y − z| α t α λ(x, t) + |x − y| α λ(x, |x − y|) whenever |y − z| < t/2. This is done in the global situation in [20] . Here we skip the required modifications. Such formalism lets one capture the doubling theory as a by-product, and allows some more general upper bounds than r m . 1.1. Notation. We write A B, if there is a constant C > 0 so that A ≤ CB. We may also write A ≈ B if B A B. For a number a we write a ∼ 2
. We then set some dyadic notation. Consider a dyadic grid D in R n . For Q, R ∈ D we use the following notation:
• ℓ(Q) is the side-length of Q;
• d(Q, R) denotes the distance between the cubes Q and R;
is the Carleson box associated with Q;
is the Whitney region associated with Q;
STRUCTURE OF THE PROOF AND BASIC REDUCTIONS
2.1. Reduction to a priori bounded operators V . In this subsection we say the following. Suppose we have proved the L q (µ) bound of Theorem 1.4, i.e., the quantitative bound V L q (µ)→L q (µ) 1 + V loc,q , under the additional a priori finiteness assumption V L q (µ)→L q (µ) < ∞. Then the L q (µ) bound of Theorem 1.4 automatically follows without the a priori assumption.
To this end, define s
, and s i t (x, y) = 0 otherwise. These kernels are clearly in our original class -they satisfy (1.2) and (1.3) with kernel constants bounded by those of V . Define
, where
Let us note that the V i are bounded operators on L q (µ). Let
This centred maximal function is a bounded operator on
So it suffices to prove Theorem 1.4 under the assumption V L q (µ)→L q (µ) < ∞ -a piece of information that will be used purely in a qualitative way.
Reduction to a q-Carleson estimate.
We begin by stating a T 1 in L q (µ) (the case q = 2 is in [20] ). The proof of this T 1 is indicated in Appendix A. Define, say for λ ≥ 3,
Then, for q ∈ (1, 2], we have that there holds that 3) ). Assuming the existence of the L q test functions as in Theorem 1.4 we then prove that
We call this the key inequality. Combining (2.1) and (2.2) gives that
We will now start the proof of the key inequality (2.2). This task is completed in Section 8. In Appendix A we indicate the proof of the T 1 theorem in L q (µ), i.e., the first estimate of (2.1).
3. RANDOM AND STOPPING CUBES/ MARTINGALE DIFFERENCE OPERATORS 3.1. Random dyadic grids. At this point we need to set up the basic notation for random dyadic grids (these facts are essentially presented in this way by Hytö-nen [12] ).
Let D 0 denote the standard dyadic grid, consisting of all the cubes of the form
We get random dyadic grids by placing the natural product probability measure P w on ({0, 1} n ) Z (thus the coordinate functions w j are independent and P w (w j = η) = 2
We fix the constant γ ∈ (0, 1) to be so small that γ ≤ α/(2m + 2α) and mγ/(1 − γ) ≤ α/4, where α > 0 appears in the kernel estimates and m appears in µ(B(x, r)) r
Otherwise it is good. We denote the collections of good and bad cubes by D good and D bad respectively. The following properties are known (see e.g. [12] ).
• For a fixed Q 0 ∈ D 0 the set Q 0 +w depends on w j with 2 j < ℓ(Q 0 ), while the goodness (or badness) of Q 0 + w depends on w j with 2 j ≥ ℓ(Q 0 ). In particular, these notions are independent (meaning that for any fixed Q 0 ∈ D 0 the random variable w → 1 good (Q 0 + w) and any random variable that depends only on the cube Q 0 + w as a set, like w →´Q 0 +w f dµ, are independent).
• The probability
, with the implicit constant independent of r.
The parameter r 1 is a fixed constant which is at least so large that 2 r(1−γ) ≥ 10. The following lemma is stated without proof since the first part was proved on page 25 of [13] and the second is lemma 2.10 of [18] .
3.1. Lemma. Let Q ∈ D and R ∈ D good , and set θ(u) :=
3.2.
Collections of stopping cubes. Let D be a dyadic grid in R n and let Q * ∈ D be a fixed dyadic cube with ℓ(Q * ) = 2
, for which at least one of the following two conditions holds:
Next, we repeat the previous procedure by replacing Q * with a fixed Q ∈ F 1 Q * . The combined collection of stopping cubes resulting from this is called F 2 Q * . This is continued and we set
which implies that
. Therefore, we obtain
Next, we consider a disjoint collection {Q
Combining the analysis we conclude that (3.3) holds.
The next lemma follows.
Lemma. The following is a Carleson sequence:
and it equals µ(Q) otherwise. This means that Q⊂R a Q µ(R) for every dyadic R.
We now state the classical Carleson embedding theorem.
Proposition. Given a Carleson sequence
3.6. Remark. Note that q is always reserved to be the fixed index q ∈ (1, 2) appearing in the testing conditions.
The next proposition is a Carleson embedding on L p (µ), where the Carleson condition itself depends on p. This kind of Carleson is also well-known, of course, but we state and prove this general version here for the convenience of the reader.
Proposition. Let D be a dyadic grid in R
n and p ∈ (1, 2] be a fixed number. Suppose that for every Q ∈ D we have a function A Q satisfying that spt A Q ⊂ Q and
Then we have that , and f ∈ L 1 loc (µ), we define the twisted martingale difference operators
Note that on the largest Q * level we agree (by abuse of notation) that 
where A p depends only on p.
The proof of the next lemma is quite hard. It was proved by Lacey and the first named author [16] (but only stated in L 2 (µ)). But we will not need the full strength of this, since our function is bounded. Therefore, instead of using the next lemma, we will indicate a somewhat simpler proof in the |f | ≤ 1 case, which is the only thing we will need. This is not that easy either but we include the key details for the convenience of the reader.
3.12. Lemma. Suppose F ∈ F Q * and f ∈ L q (µ). Suppose also that we have constants ǫ Q , Q ∈ D, which satisfy |ǫ Q | ≤ 1. Then there holds that
But for us the following consequence is enough (and we will indicate the proof of this simpler statement): 3.13. Lemma. Suppose F ∈ F Q * and |f | ≤ 1. Suppose also that we have constants ǫ Q , Q ∈ D, which satisfy |ǫ Q | ≤ 1. Then there holds that (3.14)
Proof. For the fixed F ∈ F Q * , we let j ∈ N be such that F ∈ F j Q * and define
The initial step is that
.
This works exactly as in [16] , proof of Proposition 2.4. The second step is to show that
The argument we will next give shows that for (3.15) it is enough to show that for a fixed s ∈ (0, ∞) but for all P ∈ D there holds that
Consider a fixed function f for which |f | ≤ 1. Let us define
Notice also that ϕ Q is supported on Q and constant on the children Q ′ ∈ ch(Q). For P ∈ D we define
Suppose we have (3.16) with some s and for all P . Then for all P ∈ D we have that
. So let us fix C 2 large enough.
The non-homogeneous John-Nirenberg principle (see e.g. Lemma 2.8 of [16] ) now tells us that for every P ∈ D and t > 1 there holds that µ({x ∈ P : Φ P (x) > t}) ≤ 2 −(t−1)/2 µ(P ).
But then we have for every p ∈ (0, ∞) and P ∈ D that (3.17) sup
With the choice P = F we have (3.15). So we have reduced to showing (3.16) with some exponent s ∈ (0, ∞) and for all dyadic cubes P ∈ D. We will first do this with f = 1 and s = 1/2, i.e., we will prove that for every P ∈ D there holds that
Let us write
Note that |ǫ Q | 1, and then that
The penultimate estimate follows from Corollary 2.10 of [16] (with p = q). For the last inequality we have the following explanation. It is trivial if F ∩ P = ∅ or F ⊂ P . Otherwise, we may assume that there is a Q for which Q a = F and Q ⊂ P ⊂ F . But then P a = F .
The exponent s = 1/2 is more useful now when we are dealing with the second term:ˆP
Here
is the classical martingale difference. So we have proved (3.16) with s = 1/2 and f = 1 for every P ∈ D. That means that for f = 1 we have (3.17) with every p ∈ (0, ∞) and P ∈ D.
Consider now a function f for which |f | ≤ 1. Using the above special case we will now prove (3.16) for every P ∈ D with s = 1. Let us write
The terms (3.18)- (3.20) give us the corresponding decomposition
and the bounded constants ǫ 
The first term can be bounded by Hölder (say with p = 2) and using Corollary 2.10 of [16] (with p = 2). The rest exploit the special case f = 1. The second term can be bounded by bringing the absolute values in, using Hölder to the sums with p = 2, and then using Hölder in the integral with p = 2. Here one needs (3.17) with f = 1 and p = 2. The last term is just (3.17) with f = 1 and p = 1. We are done.
In the |f | ≤ 1 case we can get rid of the assumption Q a = F as follows:
3.21. Proposition. Let |f | ≤ 1. Then there holds that
Proof. By Khinchine's inequality there holds that
, where (ε k ) k∈Z is a random sequence of Rademacher functions, i.e., a sequence of independent random variables attaining values ±1 with an equal probability
where the second-to-last inequality follows from (3.14) and´dP = 1, and the last one from (3.3).
REDUCTIONS TOWARDS THE PROOF OF THE KEY INEQUALITY
We will estimate the quantity
for an arbitrary fixed cube Q 0 ⊂ R n and for an arbitrary fixed function f satisfying that |f | ≤ 1 Q 0 (the choice f = 1 Q 0 would suffice). Let s be defined by
4.1.
Reduction to a dyadic setting of good geometric data. For a fixed w ∈ ({0, 1} n )
Z and x ∈ Q 0 we have that
Recall the constants from (2.1). To prove (2.2) we note that by above it is enough to prove that
can be bounded by
We can estimate the quantity in (4.1) by
, we see (with α = 1/q and α = q/2) that
Using the fact that w → 1 bad (R 0 + w) is independent of w → 1 R 0 +w (x) for every R 0 ∈ D 0 , and that E w 1 bad (R 0 + w) ≤ c(r) → 0 when r → ∞, we have
fixing r 1 large enough (note that c(r) = C(n, α, m)2
−rγ
).
We have reduced to showing that uniformly on w ∈ ({0, 1} n ) Z the quantity
. We fix one w and write D = D(w).
Decomposition of
Notice that there are only finitely many such Q * and always Q * ⊂ 3Q 0 . Define
and
Notice that for x ∈ Q 0 there holds that
It follows by dominated convergence and the fact that V is bounded on L q (µ) that
We have reduced to showing that
for every fixed κ and for every fixed Q * . We used the fact that
since the sum is finite for every κ. To fix only one Q * ⊂ 3Q 0 we used the fact that #{Q * ∈ D : ℓ(Q * ) = 2 s and Q * ∩ Q 0 = ∅} 1.
4.3.
Splitting the summation. We will split the sum (4.3) in to the following four pieces:
. We call the second sum the separated sum, the third sum the diagonal sum and the last sum the nested sum. Thus, (4.3) is bounded by
We bound these four pieces in the four subsequent chapters.
4.4.
Remark. The κ and the s are fixed and sometimes such implicit conditions on the generations of the cubes are not written down.
THE CASE ℓ(Q) < ℓ(R)
We start by proving the following lemma.
) , x ∈ R and y ∈ Q, there holds that
Here c Q denotes the centre of Q.
Proof. First, notice that for every y ∈ Q we have that |y −c Q | ≤ ℓ(Q)/2 ≤ ℓ(R)/4 < t/2. Therefore, we may use (1.3) to obtain
where we used that obviously
Using the estimate mγ/(1 − γ) < α/4 and the definition of S 0 we see that
Combining we get (5.2).
Let Q ∈ D and R ∈ D good be such that ℓ(R)/ℓ(Q) = 2
, we have´∆ Q f dµ = 0. Using this we write
Using the estimate (5.2) we now see that
(by (1) of Lemma 3.1). We can now see that I ℓ(Q)<ℓ(R) can be dominated by
Let us fix j, ℓ, k. Set τ j (k) := j + θ(j) + k = gen(S 0 ). We have by disjointness considerations and the fact that Q, R ⊂ S 0 that
Note that for fixed j, ℓ there holds by Stein's inequality (Lemma 3.10) and estimate (3.22) that
We may now conclude that I ℓ(Q)<ℓ(R) µ(Q * )
1/q .
THE SEPARATED SUM
We first prove the following lemma.
Proof. We begin by noting that
The second estimate is a standard fact and follows since
. On the other hand it is easy to see that
This uses just the definition of S 0 and the bound mγ/(1 − γ) < α/4. Combining the estimates we have (6.2).
(by (2) of Lemma 3.1). We may deduce that I sep can be dominated by
A completely analogous estimate to that of the previous section shows that
Since we are in the diagonal summation I diag we have that ℓ, j 1. If (x, t) ∈ W R we have that
(by (2) of Lemma 3.1). It is now clear by the previous arguments that I diag µ(Q * )
THE NESTED SUM
In this case one uses the goodness of R to conclude that one must actually have that R ⊂ Q. Therefore, things reduce to proving that
We bound the right hand side of (8.1) by I nested,1 + I nested,2 , where
8.1.
The sum I nested,1 . The following lemma is the key to handling this sum.
Lemma.
For ℓ ≥ r + 1 and R ∈ D k,good we have for (x, t) ∈ W R that there holds that
, and (x, t) ∈ W R , we have by the size estimate (1.2) that
Here we used that by goodness d(R, S) ≥ ℓ(R) γ ℓ(S) 1−γ , and that we have γ ≤ α/(2m + 2α).
We now see using this lemma that I nested,1 can dominated by
The last inequality follows from Stein's inequality (3.11) and (3.22).
8.2.
The sum I nested,2 . We begin by recording the following bound:
8.3. Lemma. For ℓ ≥ r + 1 and R ∈ D good we have for (x, t) ∈ W R that there holds that
Proof.
. Notice that since R is good there holds that
Here we used that γ(α + m) ≤ α/2. Therefore, for (x, t) ∈ W R , the above estimate, the size bound (1.2) and the stopping conditions show that
We now have to do a case study.
The case (R
In this case we may write
where
with the minus term missing if ℓ(R (ℓ) ) = 2 s . Accretivity condition gives that
Combining with Lemma 8.3 we see that for (x, t) ∈ W R there holds that
So to control the sum with the first term of (8.4) it is enough to note that for a fixed ℓ ≥ r + 1 there holds that
In the last step we again used Stein's inequality (3.11) and (3.22). We will not touch the second term of (8.4) yet -it will become part of the paraproduct.
The term in the parenthesis will become part of the paraproduct, and we do not touch it further in this subsection. For the second term, using the construction of the stopping time and Lemma (8.3), we have for (x, t) ∈ W R that
. To control the corresponding sum we note that
where we denoted
For the final estimate one can use the fact that |f | ≤ 1 to throw away the averages, and then use Hölder with exponent p := 2/q > 1 together with Lemma 3.4:
8.5. The Carleson estimate for the paraproduct. Combining the above two cases and collapsing the remaining telescoping summation we are left with:
In the first inequality we used the stopping time conditions and the fact that |f | ≤ 1, while the penultimate inequality follows from assumption (4) of theorem 1.4.
Let us recall the definition of our Carleson constant:
Recall also that q ∈ (1, 2]. We are interested in proving the following T 1 theorem.
A.1. Theorem. We have the quantitative bound
We now indicate the proof of this theorem. We can again, without loss of generality, assume that V L q (µ)→L q (µ) < ∞.
A.1. Reduction to a dyadic setting of good geometric data. Since we are not so well localised yet this part of the argument has a few more steps than that of the main theorem. We writê
By monotone convergence we have that
We take the expectation E w of this identity. Notice that there holds that
Indeed, V f L q (µ) < ∞ and E w 1 = 1. Therefore we have by dominated convergence that We now write
V f L q (µ) . (1 + Car V (q, 9)).
We fix w and write D = D(w).
A.2. Expanding f and splitting the summation. We now expand the fixed f in L q (µ) as follows: with C(1 + Car V (q, 9)) for every fixed κ and for every fixed Q * . The splitting of the summation is the same as in the proof of the main theorem: the quantity in (A.4) is dominated by I ℓ(Q)<ℓ(R) + I sep + I diag + I nested . The first three terms are treated using similar arguments to the corresponding ones found in sections 5, 6 and 7, and allows us to obtain I ℓ(Q)<ℓ(R) + I sep + I diag 1. Indeed, notice that in these sections things boil down to the martingale estimate (A.5)
which is easy for the classical martingales. These sections don't depend on the finer structure of the martingales.
The only difference lies in the treatment of the nested sum. Mostly it is much easier because of the simple martingales. But the thing that is more complicated is that now only f ∈ L q (µ) (and not bounded). The moral of the story: only the paraproduct requires a different argument.
A.3. The paraproduct in T 1. We need to show that
Car V (q, 9), Here we used that each appearing R ∈ D good satisfies that R ⊂ Q and ℓ(R) ≤ 2 −r ℓ(Q). Therefore, we have that d(R, Q c ) ≥ ℓ(R) γ ℓ(Q) 1−γ ≥ 2 r(1−γ) ℓ(R) ≥ 9ℓ(R). Let R(Q) denote the maximal R ∈ D for which d(R, Q c ) ≥ 9ℓ(R). 
µ(9R)
Car V (q, 9) q µ(Q).
In these estimates we used the disjointness of the cubes in R(Q) and the bounded overlap property R∈R(Q) 1 9R 1 Q . We are done.
This completes our proof of Theorem A.1.
