Let G be a t-uniform s-regular linear hypergraph with r vertices. It is shown that the number of independent s e t s I (G) i n G satis es 
An independent set in G is a subset T V G such that je \ Tj 1 for all e 2 E G . The number of independent s e t s i n G will be denoted by
I(G).
A h ypergraph G is t-uniform if each h yperedge contains t vertices, and is called s-regular if each v ertex is contained in s hyperedges. If the intersection of any t wo h yperedges of G contains at most one vertex then G is said to be linear.
The following theorem is the main result of this paper. The proof of Theorem 1.1 is given in Section 2, and in Section 3 we present a generalization of Theorem 1.1 to uniform linear hypergraphs that are not necessarily regular.
We next present s e v eral applications of Theorem 1.1.
Regular graphs
For the special case of (undirected) regular ordinary graphs, Theorem 1.1 takes the following form. (1) Theorem 1.2 improves on the error term, O(s 0:1 ), which w as previously obtained by Alon 1] (as shown by Kahn 6] , the error term can befurther improved to O(1=s) when the s-regular graph G is bipartite). Unfortunately, (1) is not tight for the widely conjectured worst-case graph consisting of a disjoint union of complete bipartite graphs with degree s 1], 6]. Thus, there is still room for improvement.
Hamming graphs
Let H(n q) denote the Hamming graph whose vertices are all indices j 2 f 0 1 : : : q ;1g n and two v ertices are connected by an edge if and only if they are at Hamming distance 1 apart, i.e., the vertices di er on exactly one coordinate. The number,I(H(n q)), of independent sets in H(n q) has received some attention in the literature (I(H(n q)) is also the number of codes of length n and minimum Hamming distance 2 over an alphabet of size q). The case q = 2 is of particular interest, and H(n 2) is more commonly known as the binary Hamming hypercube. The strongest result for q = 2 is due to As for general q, w e h a ve log 2 I(H(n q)) q n 1 q
since every subset of fj = ( j 1 j 2 : : : j n ) : j 1 + j 2 + : : : + j n 0 (mod q)g is an independent s e t in H(n q).
Little seems to beknown about how tight the lower bound (2) is when q > 2. Numerical computations of I(H(n q)) for q = 2 3 4 and small n have been carried out 16]. We are not aware of any asymptotic analysis of I(H(n q)) for q > 2 beyond what we derive here.
Speci cally, w e note that a s u b s e t o f t h e Hamming graph H(n q) is an independent set if and only if it is also an independent set in the q-uniform, n-regular, linear hypergraph with the same vertex set as H(n q) and with hyperedges being the subsets of vertices of H(n q) that agree in all but one component. Hence, by setting r = q n , s = n, a n d t = q in Theorem 1.1 we obtain the following result. (3) is independent o f h o w the limit is taken and coincides with (4) follows from sub-additivity arguments see 5], 7].
The value C(n d) equals the largest coding rate of any encoder (i.e., one-to-one mapping) from the set of nite unconstrained binary sequences into the set of (d 1)-RLL constrained 
We also de ne f 0 (G) = 1 as standing for the empty independent set in an`empty' subhypergraph. Let S i (G) denote the subset of sub-hypergraphs in S i (G) that achieve the maximum in (5). We then have the following simple lemma. 
Proof. For any sub-hypergraph H 2 S i (G) and any vertex v 2 V H , the numberof independent sets I(H) = f i (G) is equal to the sum of the number of independent sets that contain v and the number of independent sets that do not contain v. The latter is I(H V H nfvg ) f i;1 (G) and the former is I(H V H n(fvg N H (v)) ) f i; H (v);1 (G): The lemma follows from the fact that f i (G) is non-decreasing in i.
The idea behind the proof of Theorem 1.1 is to start the recursion (7) with the bound f i 0 (G) 2 i 0 for some i 0 and then proceed by bounding the result of iterating the recursion (7) up to i = jV G j. The key to obtaining a good nal bound is, for each i, to choose H and v to make in (7) as large as possible. The extent to which this can bedone depends on the structure of G.
Specializing to uniform, regular, linear hypergraphs, the following lemma provides a lower bound on the largest possible choice for , for each i. We can obtain a tighter bound on maxv2H H(v) b y not ignoring the fact that e is integer-valued. In this case, the minimizing e takes on at most two values that di er by 1 . The resulting bound, however, is more complicated and only slightly improves our bounds on the asymptotic number of independent sets. And, since jE G j = rs=t, the minimizing e is si=(rs=t) = ti=r. Therefore We also need the following two elementary propositions. (12)) and i 0 r=tinto (13) 
where (14) follows since m is decreasing in m, (15) 
That is, G (i) i s t h e a verage degree among the i vertices with smallest degrees in G.
Following is a version of Lemma 2.2 for non-regular hypergraphs. 
where (27) follows from the same reasoning used to obtain (17) : the only di erence is that here r m`= ( t ; 1)s (t ; 1)s 2 1 =s, which w e need to assert that rs=(ts 2 1 ) is bounded away from 0.
Turning to (20), by the de nition of i 0 we get that i 0 s 0 = i 0 (i 0 ) rs=t, i.e., i 0 (r=t)(s=s 0 ). In addition, since (i) is non-decreasing in i we have s 0 s 1 s 2 1 . Combining these two observations with (19) yields (20). Finally, the de nition of i 0 also implies that rs 1 (i 0 + 1 ) s 1 > rs=t s o , s 1 > s=t, which readily leads to (21).
In general, if more is known about the behavior of G (i) for i > i 0 , the O( ) term in (19) can beimproved. We obtained (19) by using the pessimistic bound of G (i) G (i 0 + 1 ) for i > i 0 . We do note, however, that (19) is tight to rst order (the i 0 term) for a bipartite graph G in which the degree of any`left' vertex is smaller than the degree of any`right' vertex. In such a graph, there are necessarily more left vertices than right v ertices and i 0 is easily seen to bethenumber of left vertices, which in turn is smaller than log 2 I(G).
