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RÉSUMÉ 
L'audition artificielle est de plus en plus utilisée en robotique mobile pour améliorer l'in­
teraction humain-robot. La reconnaissance de la parole occupe présentement une place 
importante tandis qu'un intérêt particulier se développe pour la reconnaissance de locu­
teurs. Le système ManyEars permet actuellement à un robot mobile de localiser, suivre 
et séparer plusieurs sources sonores. Ce système utilise un ensemble de huit microphones 
qui sont disposés en cube. Ce mémoire porte sur la conception et l'évaluation d'un sys­
tème de reconnaissance de locuteurs, baptisé WISS ( Who IS Speaking). couplé au système 
ManyEars. Le système de reconnaissance de locuteurs conçu est robuste au bruit ambiant 
et au changement d'environnement. Une technique de combinaison de modèle parallèle 
(parallel model combination (PMC)) et des masques sont utilisés pour améliorer le taux 
d'identification dans un milieu bruité. Un indice de confiance est également introduit pour 
pondérer les identifications obtenues. La simplicité du système proposé fait en sorte qu'il 
est possible d'exécuter en temps réel l'algorithme sur un processeur généraliste ( General 
Purpose Processor (GPP)). 
Les performances du système sont établies à l'aide de plusieurs scénarios. Dans un premier 
lieu, des enregistrements sont diffusés dans des haut-parleurs pour un ensemble de vingt 
locuteurs. Le système est ainsi caractérisé en fonction des positions angulaires et radiales 
des sources sonores. Le taux de reconnaissance est affecté par la qualité du signal (i.e. 
diminution du rapport signal sur bruit (Signal-to-Noise Ratio (SNR))) : il passe de 95.6% 
à 84.3% en moyenne lorsque le SNR passe d'environ 1G dB à 2 dB lorsque le locuteur 
se situe à 1.5 mètres des microphones. Par la suite, un scénario dit statique est vérifié à 
l'aide de quatre locuteurs qui récitent chacun leur tour des phrases à un volume de voix 
naturel. Finalement, un scénario dynamique dans lequel un groupe de quatre locuteurs 
ont une conversation naturelle avec des chevauchements entre les segments de paroles est 
étudié. Le taux de reconnaissance varie entre 74.2% et 100.0% (avec une moyenne de 
90.6%) avec le scénario statique, et entre 42.6% et 100.0% avec le scénario dynamique 
(avec des moyennes de 58.3%, 72.8% et 81.4% pour des segments de 1, 2 et 3 secondes 
respectivement). Des solutions sont identifiées afin d'améliorer les performances lors de 
travaux futurs. 
Au meilleur de notre connaissance, il n'existe aucun système qui effectue une reconnais­
sance de locuteurs dans un environnement contaminé simultanément par des bruits con-
volutif et additif. De plus, l'utilisation de masques pour estimer ces bruits est un nouveau 
concept. Ces masques sont d'ailleurs généralement employés pour la reconnaissance de la 
parole et leur utilisation dans un contexte de reconnaissance de locuteur est une première. 
De plus, une caractérisation complète du système qui inclue les SNRs est proposée en 
fonction de la position du locuteur, ce qui est rarement disponible dans la littérature en 
audition artificielle pour les robots. 
Mots-clés : Audition artificielle, robot mobile, reconnaissance de locuteur, environnement 
dynamique, bruits additif et convolutif 
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trame l 
La probabilité que la particule / du filtre s soit à la position 
(zpart)!(/) suite à l'observation des sources potentielles Ol 
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tiel k du locuteur u à la trame / 
Probabilité d'activité vocale sur une fenêtre étroite à l'indice 
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source s de la trame l 
Rapport signal sur réverbération 
Ensemble des sommets du triangle v de la sphère unitaire au niveau 
level 
Premier sommet du triangle v de la sphère unitaire au niveau level 
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([(A^yr^ ). Coordonnée en 2 du premier sommet du triangle v de la sphère 
unitaire au niveau level 
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Délai d'arrivée pour la séparation pour le microphone m, la source 
s et la trame l 
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CHAPITRE 1 
INTRODUCTION 
Le vieillissement de la population est un phénomène qui affectera grandement les pays 
industrialisés au cours des prochaines décennies. En effet, on estime qu'en 2050, environ 
80 millions d'Américains (c'est-à-dire 20% de la population à ce moment) seront âgés de G5 
ans et plus [20]. De plus, avec la pénurie de personnel médical, il sera difficile de fournir des 
soins de qualité aux personnes situées en région éloignée. Dans un tel contexte, les robots 
mobiles et autonomes devraient être de plus en plus mis à contribution afin de fournir 
des soins à distance à ces personnes |10]. Les médecins pourraient ainsi faire un suivi de 
l'état de santé du patient et effectuer certaines manipulations de base. Bien évidemment, 
un robot ne peut pas être contrôlé à distance par un opérateur de façon continue. Lorsque 
le robot est laissé à lui-même, il doit pouvoir interagir avec les personnes d'une façon 
autonome. Entre autres, cette autonomie devra inclure une interaction grâce à la voix 
humaine [29|. 
Le contexte actuel démontre les besoins grandissants pour une audition artificielle en robo­
tique mobile. Les techniques de localisation, suivi et séparation de sources sonores ont déjà 
fait leurs preuves dans un environnement bruité. Cependant, ces techniques commencent 
seulement à faire leur apparition en robotique mobile depuis quelques années. En effet, 
l'augmentation récente de la puissance de calcul des processeurs permet dorénavant d'in­
tégrer ces techniques complexes de reconnaissance à des systèmes embarqués en temps 
réel. Par exemple, le robot SIG est en mesure de séparer jusqu'à trois sources sonores et 
d'effectuer une reconnaissance de la parole sur chacune d'entre elles [27]. Pour sa part , le 
robot SDR-4x de Sony peut reconnaître plusieurs individus grâce à une combinaison de 
leurs caractéristiques vocales et faciales [14). D'autre part, les robots Spartacus, SIG2 et 
ASIMO utilisent le système ManyEars pour effectuer une reconnaissance de la parole avec 
un vocabulaire restreint à partir de plusieurs sources sonores séparées simultanément [32], 
[52], [53], 
L'audition artificielle en robotique vise à effectuer une reconnaissance de la parole pour per­
mettre au robot d'interagir avec plusieurs utilisateurs. Cependant, le domaine de la recon­
naissance de locuteurs dans un environnement bruité est également un sujet de recherche 
populaire. Ce genre de système est particulièrement utile dans le contexte de la robotique 
mobile car il permettrait au robot de reconnaître l'identité de ou des interlocuteurs à partir 
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de ses caractéristiques vocales. De plus, l'identification vocale de la personne pourrait être 
combinée à d'autres informations (la perception visuelle par exemple) pour augmenter la 
robustesse au niveau de l'identification des individus. 
Ce mémoire vise à démontrer qu'il est possible de concevoir un système de reconnaissance 
de locuteurs pour un robot mobile qui permet d'associer l'identité d'une personne avec 
sa position physique dans une pièce par rapport au robot. Le système proposé permet 
l'identification de locuteurs dans un contexte où un seul locuteur principal parle à la 
fois, avec certains chevauchements de locuteurs sporadiques comme c'est souvent le cas 
dans une conversation naturelle dans un groupe d'individus. Le système de reconnaissance 
de locuteurs réalisé, baptisé WISS ( Who IS Speaking). est couplé au système ManyEars 
initialement conçu pour être utilisé avec un système de reconnaissance de la parole. Ce 
dernier effectue la localisation, le suivi, la séparation et le post-filtrage des sources sonores, 
et s'avère une solution attrayante en raison du compromis intéressant qu'il offre entre les 
performances et l'utilisation en temps réel et son exploitation sur plusieurs robots [32], 
[52], [53]. En accédant directement à certains signaux propres au traitement réalisé par 
ManyEars, il est ainsi possible d'ajouter une capacité de reconnaissance de locuteurs à 
un robot mobile avec une très faible augmentation en coût de calculs. Cette stratégie est 
particulièrement intéressante puisque l'audition artificielle en robotique doit s'effectuer en 
temps réel et que les ressources matérielles pour effectuer le traitement sur un robot mobile 
sont limitées en raison des contraintes physiques (dimensions, poids), énergétiques et de 
calculs disponibles sur le robot. 
Le mémoire est organisé de la façon suivante. Le chapitre 2 traite de l'état de l'art en 
ce qui concerne la reconnaissance de locuteurs en robotique. Par la suite, le chapitre 3 
décrit le système ManyEars utilisé pour effectuer la localisation, le suivi, la séparation 
et le post-filtrage. Le chapitre 4 expose le système de reconnaissance de locuteurs WISS. 
Finalement, le chapitre 5 présente les résultats obtenus dans des scénarios de tests mettant 
en évidence les capacités de WISS dans un environnement bruité. 
CHAPITRE 2 
RECONNAISANCE DE LOCUTEURS EN ROBO­
TIQUE 
D'une manière générale, l'utilisation de la voix humaine dans un contexte de biométrie 
se divise en deux grandes catégories : l'identification et la vérification du locuteur (réf. : 
chapitre 18 (23]). Pour l'identification, le locuteur inconnu est comparé à un ensemble fini 
de locuteurs connus. Un pointage est retourné en fonction des similitudes entre le locu­
teur inconnu et chaque élément de l'ensemble. Le locuteur de l'ensemble qui possède la 
plus grande similitude avec le locuteur inconnu est retenu. Il est alors déterminé que le 
locuteur inconnu correspond au locuteur identifié au sein de l'ensemble. Bien entendu, la 
plus grande faiblesse de ce système concerne l'apparition d'un nouveau locuteur qui ne 
figure pas dans l'ensemble préétabli. Dans ce cas, le système associe au nouveau locuteur 
l'identité d'un locuteur de l'ensemble, ce qui entraîne forcément une mauvaise identifica­
tion. En contrepartie, la vérification du locuteur permet de palier au problème précédent 
en ajoutant une hypothèse selon laquelle le locuteur inconnu n'appartient pas nécessaire­
ment à l'ensemble des locuteurs connus. Cette méthode est généralement utilisée à des fins 
d'authentification : le locuteur indique son identité, que le système valide par biométrie. 
En effet, si le locuteur ne présente pas suffisamment de similitudes avec un des locuteurs 
connus, ce dernier est perçu comme un imposteur. Il est donc possible d'utiliser ce système 
à des fins de sécurité pour autoriser ou refuser un accès à partir de la voix du locuteur. 
D'autre part, il est possible d'associer un imposteur à un locuteur connu ( false acceptance) 
ou de méprendre un locuteur connu pour un imposteur (false rejection). En général, l'util­
isation d'un modèle universel pour réprésenter l'ensemble des locuteurs inconnus permet 
de comparer chaque locuteur à un modèle générique afin d'améliorer les performances [38]. 
Chaque locuteur est unique à différents niveaux. Le premier niveau regroupe les propriétés 
acoustiques des phonèmes du locuteur. Par la suite viennent le rythme de la parole, l'in­
tonation dans la voix et les changements de volume. Finalement, la sémantique, le vocab­
ulaire utilisé, la prononciation, etc. permettent également d'identifier le locuteur [40]. Les 
phonèmes sont générées par une cascade de deux composantes : une source d'excitation 
et un conduit vocal. La source d'excitation est composée d'une série d'impulsions à une 
fréquence précise, qui représentent les vibrations des cordes vocales lorsque des sons voisés 
sont produits. Cette fréquence définit le ton de voix du locuteur. Les voyelles, les con­
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sonnes vibrantes, latérales, nasales ainsi que certaines consonnes occlusives et fricatives 
sont dites voisées. Lorsqu'il s'agit de sons non voisés, la source d'excitation est remplacée 
par un générateur de bruit blanc. D'autres consonnes occlusives et fricatives sont dites non 
voisées. Par exemple, dans le mot "silence", la consonne fricative [s] est dit non voisée. 
tandis que la voyelle |i] et la consonne latérale [1] sont dites voisées. Le signal produit 
par cette source est ensuite modifié par un filtre qui représente le conduit vocal. Cette 
section peut, être modélisée comme une chaîne de tubes connectés en série [7]. La forme 
unique de ces tubes génère une réponse fréquentielle propre à chaque individu. La figure 
2.1 illustre ce modèle. Les propriétés acoustiques des phonèmes sont couramment utilisées 
pour la reconnaissance1 de locuteurs. Récemment, la recherche a été accentuée sur les car­
actéristiques plus complexes, tel que le choix des phonèmes par chaque locuteur |36], {56]. 
Cette méthode est prometteuse mais requiert un modèle général préentraîné pour chaque 
phonème. Ceci implique entre autres que la langue parlée par le locuteur soit connue à 
l'avance. 
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Figure 2.1 Modèle de la parole 
Plusieurs caractéristiques vocales peuvent être utilisées pour représenter les phonèmes. 
Les plus utilisées sont les coefficients cepstraux répartis sur l'échelle Mol ( Mel Frequency 
Cepstral Coefficients (MFCC)) [42]. Les coefficients à prédiction linéaire (Linear Prédictive 
Coefficients (LPC)) ont également démontré de bonnes performances (réf. : chapitre 6 
[23]). De plus, il est possible d'utiliser des caractéristiques similaires aux MFCC mais dans 
le domaine spectral [53]. Ceci permet l'utilisation de masques pour ignorer les bandes 
bruitées [43]. 
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Les caractéristiques vocales peuvent être modélisées de différentes manières. La quantifica­
tion vectorielle ( Vector Quantization (VQ)) est une technique simple et efficace qui permet 
de représenter l'ensemble des caractéristiques d'un locuteur par un dictionnaire (livre de 
code). La technique k-moyennes (k-means) est généralement utilisée pour entraîner les 
modèles [G]. Il est également possible de représenter la distribution probabiliste des carac­
téristiques de chaque individu par une somme pondérée de distributions gaussiennes. Ce 
modèle, le modèle de mélange gaussien ( Gaussian Mixture Model (GMM)), est entraîné 
à l'aide de l'algorithme de maximisation de vraisemblance ( maximum likelihood). Il offre 
généralement des performances supérieures à celles du VQ. Il nécessite toutefois plus de 
calculs durant l'entraînement et la reconnaissance [41]. 
En général, les performances pour la reconnaissance de locuteurs sont satisfaisantes lorsque 
la voix du locuteur est à proximité du microphone [39|, mais elles se dégradent rapidement 
lorsque la reconnaissance s'effectue par l'entremise d'un microphone éloigné [1], [19], [57]. 
Cette dégradation est. causée par deux types de bruits : le bruit convolutif et le bruit 
additif. 
Plusieurs stratégies ont été proposées pour réduire les effets du bruit convolutif. La tech­
nique de normalisation des moyennes cepstrales ( Cepstral Mean Normalization (CMN)) 
et ses versions améliorées sont devenues un incontournable pour palier à ce problème [16], 
[22], Il s'agit de soustraire la moyenne du cepstre qui comprend principalement les car­
actéristiques du canal pour conserver uniquement les caractéristiques du locuteur. Il est 
également possible d'effectuer cette opération à l'aide d'un filtre passe-haut, ce qui facilite 
la normalisation du canal en temps réel (réf. : chapitre 10 [23]). Une autre technique con­
siste à évaluer le facteur de CMN en fonction de la position du locuteur [48[. L'inconvénient 
de cette méthode est que le facteur de normalisation doit être calculé a priori pour chaque 
position de l'environnement. En conséquence, cette technique n'est pas appropriée pour 
un environnement dynamique. En général, il est difficile de normaliser le canal lorsqu'il 
y a un court segment de parole. En effet, pour ce cas particulier, la moyenne du cepstre 
contient des caractéristiques propres au locuteur. 
Le bruit additif affecte également les performances de la reconnaissance de locuteurs. Il 
est possible d'en diminuer l'impact en effectuant une soustraction spectrale [9], [34], [47]. 
Pour sa part, au lieu de chercher à normaliser les caractéristiques, la combinaison de 
modèle parallèle (Parallel Model Combination (PMC)) permet d'intégrer le bruit additif 
au modèle précédemment entraîné dans des conditions idéales [51]. La normalisation se 
fait donc au niveau du modèle et ce dernier est comparé avec les caractéristiques bruitées. 
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Dans notre projet, le grand défi consiste donc à effectuer une reconnaissance de locu­
teurs dans un environnement qui contient du bruit convolutif et du bruit additif. C'est 
le cas de la plupart des scénarios lorsque le microphone est éloigné du locuteur. Il est 
possible de réduire le bruit additif et ensuite réduire le bruit convolutif présent dans les 
caractéristiques. Cette normalisation en cascade est démontré dans [21]. Bien que cette 
technique améliore les performances en général, son effet reste toutefois limité lorsque le 
rapport signal sur bruit (Signal-to-Noise Ratio (SNR)) est faible. Pour la reconnaissance 
de la parole (et non de locuteurs), il est possible d'adapter les modèles de Markov cachés 
(Hidden Markov Models (HMM)) pour qu'ils correspondent à l'environnement bruité [18]. 
Bien qu'elle soit conçue pour la reconnaissance de la parole, cette technique présente 
des éléments intéressants qui pourraient être utilisés pour la reconnaissance de locuteurs. 
Cependant, la complexité des calculs rend difficile l'utilisation de cet algorithme en temps 
réel. 
L'intérêt pour la reconnaissance de locuteurs dans le cadre d'une application robotique 
n'est pas nouveau. Par exemple, en utilisant les caractéristiques vocales d'un individu, 
il est possible de classifier les locuteurs en fonction de leurs traits significatifs tels que 
leur âge et leur genre [54]. Ce système suppose que l'interaction vocale se fait dans un 
environnement qui possède une réverbération importante (comme dans une maison par 
exemple) et que les sources sonores sont en mouvement. A partir de l'entrée audio de trois 
microphones, différentes familles de caractéristiques vocales sont extraites. L'algorithme 
sélectionne automatiquement les caractéristiques qui offrent la meilleure discrimination 
pour classifier les locuteurs. Il est observé que le choix des caractéristiques offrant une 
meilleure discrimination est différent selon l'environnement dans lequel évolue le robot. 
Les résultats démontrent que les caractéristiques MFCC offrent à elles seules un taux de 
reconnaissance moyen de 92.45% pour tous les environnements confondus. Par contre, en 
incluant d'autres familles de caractéristiques qui offrent des performances supérieures pour 
certains environnements, ce taux de reconnaissance augmente à 93.51%. Bien qu'un faible 
gain soit présent, cette expérience suggère que les caractéristiques MFCC permettent de 
discriminer efficacement les locuteurs. 
Il est également possible d'identifier un individu en combinant ses caractéristiques vocales 
et ses traits faciaux. Dans le travail de Ban [4], un modèle de mixture gaussienne et les 
caractéristiques MFCC sont utilisés pour la reconnaissance de locuteurs. La reconnais­
sance faciale est effectuée à l'aide de la méthode fisherface, moins sensible aux différences 
d'éclairage et aux expressions faciales. Une caméra et un seul microphone sont utilisés 
pour cette application. La reconnaissance faciale offre un taux de reconnaissance de 99.5% 
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lorsque la personne se situe à une distance d'un mètre du robot, mais les performances se 
dégradent rapidement à une distance de 3 mètres pour atteindre un taux de 43.25%. Pour 
sa part, à une distance d'un mètre, la reconnaissance de locuteur offre un taux de recon­
naissance de 88.25%, ce qui est nettement inférieur au taux obtenu pour la reconnaissance 
faciale. Cependant, à une distance de trois mètres, ce taux diminue seulement à 8G.5%. La 
combinaison de ces deux techniques mènent jusqu'à des taux de reconnaissance de 99.5% 
pour une distance d'un mètre et 88.25% pour une distance de trois mètres. Ces résultats 
démontrent entre autres qu'une reconnaissance vocale de locuteurs est plus robuste au 
changement de position d'une personne par rapport à une reconnaissance faciale. Cette 
expérience a cependant été menée dans un environnement peu bruité, ce qui correspond 
rarement aux scénarios typiques lors d'une interaction humain-robot. 
Un système de reconnaissance de locuteurs à huit microphones est également proposé 
[24]. Ce système effectue une identification à partir du signal de chaque microphone et 
détermine une décision globale qui découle de l'ensemble de ces décisions individuelles. Le 
taux de bonnes identifications se situent à environ 90% lorsque le locuteur se situe à une 
distance de deux mètres et diminue à 75% à une distance de trois mètres. Le SNR n'est 
pas indiqué mais les expériences sont effectuées dans une pièce silencieuse. 
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CHAPITRE 3 
MANYEARS, UN SYSTÈME DE LOCALISA­
TION, SUIVI ET SÉPARATION 
Plusieurs techniques ont été proposées dernièrement pour permettre de localiser avec pré­
cision une ou plusieurs sources sonores. C'est le cas de la référence [44] qui propose un 
système qui s'inspire du pavillon auriculaire de l'être humain en utilisant deux micro­
phones. Grâce à la différence de phase entre les signaux obtenus, ce système est en mesure 
d'établir la position angulaire d'une seule source sonore. Ce type de système ajuste la dif­
férence de phase en fonction de chaque fréquence présente dans le spectre sonore obtenu 
[25]-
Contrairement au système anthropomorphe précédent, le système ManyEars est composé 
de huit microphones omnidirectionnels. Ce système a démontré qu'il est possible pour 
un robot mobile de localiser et de suivre plusieurs sources sonores simultanément [45]. La 
figure 3.1 illustre le traitement interne des modules de ManyEars. La localisation s'effectue 
grâce à un formateur de faisceaux (beamformer) qui analyse les signaux sonores provenant 
de chaque microphone. Pour cette application, la position angulaire des individus est 
obtenue mais la distance entre chaque personne et le robot est ignorée. Afin d'augmenter 
les performances du système, la densité spectrale du bruit ambiant est estimée et une 
pondération des bandes fréquentielles est effectuée. Malgré les différentes améliorations 
proposées, le formateur de faisceaux fournit tout de même des informations bruitées en ce 
qui a trait à la position des sources sonores. C'est pour cette raison qu'un filtre particulaire 
est utilisé afin d'effectuer un suivi intelligent de la position angulaire de chaque source 
sonore. Il est également possible d'utiliser un filtre de Kalman [17] mais le filtre particulaire 
permet une meilleure gestion des fausses détections et de l'assignation des sources. Une 
étude comparative de différentes techniques de localisation fonctionnant en temps réel sur 
un processeur généraliste ( General Purpose Processor (GPP)) confirme que celle utilisée 
par ManyEars (formateur de faisceaux avec une pondération des bandes et recherche sur 
une sphère avec une tessellation triangulaire) offre une précision supérieure aux techniques 
traditionnelles (formateur de faisceaux sans pondération des bandes et recherche sur une 
sphère avec une tessellation rectangulaire) [3]. ManyEars fut aussi implémenté sur un 
processeur de signal numérique (Digital Signal Processor (DSP)), qui consomme beaucoup 
moins de puissance qu'un GPP [5]. Pour cette implémentation sur un DSP TMS320C6713, 
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la localisation est cependant moins précise et le nombre de sources sonores pouvant être 
détectées simultanément est limité à deux afin de réduire la quantité de calculs nécessaires. 
MANYEARS 
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Figure 3.1 Schéma-bloc du système ManyEars 
D'autre part, un formateur de faisceaux utilisant 128 microphones permet une meilleure ré­
solution spatiale comparativement au système ManyEars qui utilise seulement huit micro­
phones [13]. Le nombre élevé de microphones permet également de déterminer la distance 
entre chaque personne et le robot. Cependant, ce système peut difficilement fonctionner 
en temps réel vu la charge de calculs associée à une quantité élevée de microphones. En 
récoltant des données audio pendant une plus longue période de temps lorsque le robot 
se déplace dans son environnement, il serait possible de distinguer les sources de bruit 
stationnaires (comme les ventilateurs dans la pièce) des locuteurs en mouvement [31]. Le 
système pourrait alors cesser de localiser et suivre ces sources de bruits pour se concentrer 
uniquement sur les locuteurs dans la pièce. 
Un être humain est en mesure de suivre une conversation dans un environnement bruité 
où plusieurs personnes discutent simultanément. La séparation des sources sonores est 
un problème complexe qui est communément appelé l'effet cocktail party ( cocktail party 
effect). En supposant que la position de chaque source sonore est initialement connue, il est 
possible de séparer les sources sonores avec un éliminateur de lobes latéraux ( Generalized 
Sidelobe Canceller (GSC)). Cette technique peut être mise en place à l'aide d'un filtre 
simple qui effectue une opération de délai et de sommation. Un lobe principal et plusieurs 
lobes secondaires sont ainsi formés de manière à amplifier le signal en direction de la source 
désirée. Cependant, les lobes secondaires introduisent du bruit en provenance des autres 
sources sonores et ainsi les résultats de séparation obtenus ne sont pas optimaux [28]. 
Comme autre solution, l'analyse en composantes indépendantes ( Independent Component 
Analysis (ICA)) part du principe que les sources sonores sont représentées par des proces­
sus aléatoires non-stationnaires et indépendants. L'idée consiste à utiliser une matrice de 
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décorrélation qui minimise la corrélation croisée entre les sources sonores [30]. Cette tech­
nique permet de séparer statistiquement les sources sonores mais ne considère pas leurs 
positions respectives. En effet, la position de chaque source fournit une information supplé­
mentaire qui permet une meilleure discrimination, en particulier dans un environnement 
réverbérant. 
Il est possible de combiner les deux techniques précédentes afin de tirer avantage de la 
position des sources sonores et de leur indépendance statistique. Deux techniques sont 
proposées : la séparation géométrique des sources ( Géométrie Source Séparation (GSS)) 
et la séparation avec un critère minimum d'information mutuelle ( Àdaptive Beamjorming 
with a Minimum Mutual Information Criterion (ABMMIC)). Le GSS est une technique 
récursive qui permet de séparer le spectre fréquentiel de plusieurs sources sonores en ré­
duisant l'interférence [37|. Il s'agit d'un algorithme récursif qui met à jour une matrice 
de séparation en fonction de plusieurs contraintes statistiques. Cette technique est d'au­
tant plus intéressante qu'elle permet l'ajout et le retrait de sources sonores. La matrice 
de séparation est mise à jour en fonction de plusieurs paramètres définis. Ces paramètres 
sont habituellement déterminés expérimentalement. Cependant, il a été démontré qu'il est 
possible d'ajuster automatiquement ces paramètres en fonction de l'environnement dans 
lequel se trouve le robot. Ceci a pour effet d'optimiser la séparation des sources. Cette 
technique a d'ailleurs été utilisée en temps réel au sein du robot Honda ASIMO [35] en util­
isant à la base le système ManyEars [45]. Le ABMMIC est une technique similiaire à celle 
de la séparation géométrique, mais qui permet une adaptation rapide des termes de sépa­
ration lorsque plusieurs sources sont actives simultanément. De plus, les sources sonores 
sont considérées comme des processus aléatoires possédant une distribution gamma, KO ou 
Laplacienne, ce qui se rapproche plus des phénomènes physiques observés. Cette nouvelle 
technique permet entre autres une réduction plus importante des interférences provenant 
de la réverbération de la pièce. Les performances obtenues pour la séparation avec un 
critère minimum d'information mutuelle sont légèrement supérieures à celles de la sépara­
tion géométrique de sources [28]. Cependant, le GSS requiert une complexité inférieure de 
calculs, ce qui en fait une technique plus appropriée dans le cadre d'un système en temps 
réel. 
Une fois les sources sonores séparées, le signal associé à chaque source demeure affecté par 
des interférences provenant des autres sources sonores et de bruits stationnaires présents 
dans la pièce. C'est pour cette raison qu'un filtre est utilisé pour diminuer la pondération 
des bandes fréquentielles contaminées par ce bruit [45]. En diminuant le poids des bandes 
bruitées, il est possible d'augmenter l'importance des bandes non bruitées. Par la suite, 
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des composantes cepstrales sont extraites à partir de ces bandes dans le but d'effectuer 
une reconnaissance vocale de la parole et de locuteurs. Cependant, certaines composantes 
sont affectées par les bandes bruitées et ne sont pas corrélées statistiquement avec les 
composantes valides. Un masque est donc généré grâce aux propriétés statistiques de 
chaque composante et est appliqué afin de réduire la contribution des composantes erronées 
durant le processus de reconnaissance [46]. 
Les prochaines sections expliquent plus en détails le fonctionnement des modules de 
ManyEars. De plus, ManyEars exploite plusieurs paramètres internes fixés empiriquement 
[32], et ceux-ci sont identifiés et expliqués. 
3.1 Localisation de sources sonores avec ManyEars 
La première étape de traitement au sein du système ManyEars consiste à effectuer une 
localisation à l'aide d'un formateur de faisceaux afin de proposer des positions potentielles 
des locuteurs. Ce processus est illustré à la figure 3.2. 
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Figure 3.2 Aperçu de la localisation avec ManyEars 
Le vecteur xmic[i] représente l'ensemble des signaux (xrmc)m[t} pour chaque échantillon à 
l'indice t à chaque microphone m pour un total de M microphones, tel que démontré dans 
l'équation 3.1. 
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i^mic) 1 [^] 
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(3.1) 
Les microphones sont disposés en cube et la position de chacun est définie par rapport au 
centre du cube, tel que défini dans l'équation 3.2. 
(^mic) r  
[(^•m2c)m];r 
[("2rmc)m]z 
0 < m < M (3.2) 
3.1.1 Analyse et FFT 
Le signal de chaque microphone est d'abord multiplié par une fenêtre définie par l'équation 
3.3. Cette opération permet de réduire l'étalement spectral. Dans cette équation, (xm>c)mM 
représente le signal de la trame l du microphone m à l'échantillon n. Chaque trame possède 
N échantillons (N — 1024 dans le cas présent) et il y a un total de Ltotai trames. Un 
chevauchement de 50% est effectué en fixant o — 0.5. 
i%mic )m [^] — w[l] (Xmic )m v x ,, 0 ^ 71  N, 0 ^ l < ijofai (3.3) 
La fenêtre u;[n] utilisée n'est pas une fenêtre de Hann ou Hamming comme c'est souvent 
le cas pour ce type d'application. En effet, le signal original est d'abord multiplié par 
la fenêtre w[n\. Chaque trame est ensuite multipliée à nouveau par cette même fenêtre 
dans l'étape de synthèse (optionnelle suite à la séparation des sources mais permettant 
de récupérer les signaux séparés dans le domaine temporel à des fins d'écoute) et ensuite 
additionnée et chevauchée. Suite à ces opérations, le signal final doit conserver un gain 
unitaire constant, pour éviter un battement causé par un gain variable dans le temps. 
Pour cette raison, la fenêtre doit satisfaire la priorité de l'équation 3.4. La fenêtre w[n] de 
l'équation 3.5 est utilisée car elle respecte cette propriété en plus de diminuer l'étalement 
spectral [45]. La forme de cette fenêtre est illustrée à la figure 3.3. 
(u>[n])2 + (ii>[mod{n + (N)(o), N}})2 = 1 0 < n < N (3.4) 
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0.5 - 0.5 cos(7.9916rc/A0 0 < n < N/4 
y /l -  (0.5 - 0.5 cos(3.9958 - (7.9916n/W)))2 N/4 < n < N/2 
u'[n] — (3.5) 
y / 1  - (0.5 - 0.5cos((7.9916n/A0 - 3.9958))2 N / 2 < n <  3/V/4 
0.5 - 0.5 cos(7.9916 - 7.9916n/W) 3/V/4 < n <  N  
0.8 
0.6 
c 
5 
0.4 
0.2 
100 200 300 400 500 600 700 800 900 1000 
n 
Figure 3.3 Fenêtre d'analyse et de synthèse 
Pour chaque trame, la transformée de Fourier discrète est calculée tel qu'exprimée par 
l'équation 3.6. La variable k représente l'indice de chaque fréquence discrétisée. 
{Xmic)lm{k\ = J2n=o (xmic)lm[n}e-j'27ink 0 < k < N (3.6) 
3.1.2 Pondération et corrélation croisée 
La corrélation croisée r lm i  TO2 (r) entre les signaux des microphones mj et m2  pour la trame 
l est obtenue grâce à l'équation 3.7. Les opérateurs |(.)| et (.)* représentent la magnitude et 
la conjuguée complexe respectivement. La variable r est un nombre entier qui représente 
le délai en échantillons. Le spectre est normalisé afin d'augmenter la résolution spatiale. 
En effet, la majeure partie de l'énergie de la voix se situe dans les fréquences relativement 
basses, ce qui entraîne une faible résolution spatiale [58]. Cependant, cette normalisation 
augmente la contribution du bruit dans certaines régions du spectre. Pour y remédier, le 
spectre de chaque microphone est multiplié par un facteur de pondération („[&]• 
f>l  ( T \  _ (  Cmi (  Cm2 M( ^mic) l m 2  \ ^ \ \  J j^kr /N)  /o 7 \  
;  2^ \ ( x m i c y m i [ k } \  A UmicYmM\ ) K } 
3.1. LOCALISATION DE SOURCES SONORES AVEC MANYEARS 15 
Le facteur de pondération es^ calculé selon l'équation 3.8 à partir de l'estimation du 
rapport signal sur bruit a priori (£rmc)mM [12] obtenu grâce à l'équation 3.9. La constante 
a,i et la variable (Am,v.)jn[A:] représentent le taux d'adaptation et le bruit, respectivement. 
Pour obtenir des résultats optimaux, il a été déterminé expérimentalement que ad — 0.95. 
Les variables m, l et k représentent les indices du microphone, de la trame et de la fréquence 
discrétisée respectivement. 
<ii*i = i (3-8) (Cmic)mW + 1 
t t  V fM - (1 - ^ (C:1 W)2!^)^1^]!2 + a d \ (X m i c ) l m [ k ) \ 2  
[Ulc)m[ 1 (A micym[k} (3.9) 
Le bruit total est le résultat de l'addition de la réverbération (A^c)[n[fc] et du bruit sta-
tionnaire de l'environnement (A^)'m[fc] tel qu'exprimé en 3.10. 
(AmieîU*] = (A ZDl l k ]  +  (A ^ Dl l k ]  (3.10) 
Les premières réflexions sont ignorées tandis que la réverbération tardive est estimée à 
l'aide de l'équation 3.11. Le temps de réverbération de la pièce (T60) est représenté par la 
constante 7 et le rapport signal sur réverbération correspond à la constante 6. Pour obtenir 
des résultats optimaux, il a été déterminé expérimentalement que 7 = 0.3 et â = 1.0. 
tetw = lœfc'M + W (s-") 
Pour estimer le bruit stationnaire, la méthode de moyenne récursive obtenue à l'aide 
des ininima (Minima-Controlled, Recursive Average (MCRA)) est employée [8]. Le signal 
est d'abord filtré dans le domaine du temps, tel que montré en 3.12. L'opérateur (*) 
symbolise la convolution linéaire. Puisque (Xmic)lm[k] est seulement défini dans l'intervalle 
0 < k < N, cette variable se voit attribuée une valeur de zéro pour k < 0 et k > N. La 
variable [(A^^tj^jA;] représente le spectre filtré dans le domaine temporel. La fenêtre b[k] 
utilisée est présentée par l'équation 3.13. 
[(«(.CM = &[*! * l(**ctl*]|2 (3.12) 
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£ 
0.25 k = 1 
0 autrement 
Le signal est par la suite filtré dans le domaine fréquentiel en 3.14. La constante as 
représente le taux d'adaptation. Elle fut fixée expérimentalement àa, = 0.95. 
K^J/Ll*] = *.[(AS£)/L[fc] + (i - (3.14) 
Les variables [(A*£)mm]m[ k]  et [(Àmic) tmp}lm[k} sont ensuite mises à jour telles que l'expri­
ment les équations 3.15 et 3.16. La variable lmcra réfère au nombre de trames utilisées 
pour évaluer le bruit stationnaire. Dans le cas présent, lmcra  — 150. Les variables m, l  
et k représentent les indices du microphone, de la trame et de la fréquence discrétisée 
respectivement. 
[(A; s ta t \  îi r mic. )rnin \m[ 
mîn {[(Amie) tmp]m[&],  f } 'm[ k )}  (mod(J, Lmcra)  =  0) 
min{[(A^)min]^[fc], [(A^)/]mW) (mod(l, lmcra) f 0) 
(3.15) 
IKSULM = \ l(ASS),1"W (mod(/, Lmcra) 0) ^ 
«"n{[(A^c)«mp]m[fc], [(KrMmlk}}  (mod(i, lmcra)  ^  0) 
Le facteur de mises à jour du bruit au est ensuite défini dans l'équation 3.17, avec <5 = 1.0 
déterminé expérimentalement. 
max{(l/0) a d}  
l  < l, .  ou 
(K3/ILM < W(ASgUJ"[*l) o» 
> l(X*)!»MI2 
autrement 
i (3.17) 
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Une fois le facteur déterminé, le bruit (A^)LM est estimé grâce à l'équation 3.18. Les 
variables m, l et k représentent les indices du microphone, de la trame et de la fréquence 
discrétisée respectivement. 
(•CtM - + (i - <.„)!(*,(3 is) 
3.1.3 Sphère unitaire 
L'espace de recherche pour les sources sonores est discrétisée à l'aide d'une sphère unitaire, 
dont chaque point représente une position potentielle pour une source [45]. Cette sphère est 
constituée de triangles (Asph)[CTfi'. La variable v représente l'indice de chaque triangle, pour 
un total de Tievei triangles à chaque niveau level. Les variables [(Asph)^l'e']i, [(Agph)^^ 
et [(Asph)[fel]3 représentent chacun des points qui forment les sommets du triangle, tel 
que l'exprime l'équation 3.19. 
(Asph)!r"e( = 
[(AsphM, 
[(Asph)!f-']2 
L [(ASPh)ir']3 
(3.19) 
Pour chaque ensemble de Tievei triangles, il est possible d'extraire Dievei = (T;et)e//2 + 2) 
points puisque les triangles partagent plusieurs points. Ces points (zsph)^';ei sont répartis 
de manière uniforme, à un niveau level et un indice d pour un total de Aevei points. Les 
variables [{zsph)dVel]x, [{zsph)dVel)y et [(zsph.)dvel] z représentent les coordonnées en x, y et 
z du point (zSph)^et,e' respectivement, selon l'équation 3.20. 
m'r" [mit'], 
Î(^)H, J 
(3.20) 
Une sphère initiale icosahédrale est générée au niveau level = 0 avec D0 — 12 et T0 = 20. 
Les points et les triangles initiaux sont disponibles dans les tableaux 3.1 et 3.2. Pour 
chaque niveau, quatre triangles sont générés à partir du triangle initial. Les points du 
triangle initial sont définis par les équations 3.21, 3.22 et 3.23. 
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[(AsphMi 
[(Asph)|T']2 
[(A8ph)^]s 
[(Aaph)'-e']1); 
[(A^M2)T 
[Mrl)2)y 
[(Asp/i)^']2) 2 '  z  
[ ( A ^ M  3)r  
[(ASph)leiei]3)z 
(3.21) 
(3.22) 
(3.23) 
Tableau 3.1 Points initiaux pour la sphère icosahédrale 
d  [ { z aph)d ] x  [ ( z sph)d  ]_£  [(^p/OdL 
0 +0.0000 +0.0000 +1.0000 
1 +0.0000 +0.8944 +0.4472 
2 +0.8507 +0.2764 +0.4472 
3 +0.5257 -0.7236 +0.4472 
4 -0.5257 -0.7236 +0.4472 
5 -0.8507 +0.2764 +0.4472 
6 +0.0000 +0.0000 -1.0000 
7 +0.0000 -0.8944 -0.4472 
8 -0.8507 -0.2764 -0.4472 
9 -0.5257 +0.7236 -0.4472 
10 +0.5257 +0.7236 -0.4472 
11 +0.8507 -0.2764 -0.4472 
Par la suite, chaque paire de points est additionnée et normalisée pour former des points 
intermédiaires tels que démontrés dans les équations 3.24, 3.25 et 3.26. L'opérateur ||.|| 
retourne la magnitude du vecteur. 
t ( A  sph) ir1} 
([(Asph)^ei] )^ + ([(Asp„HP"]2)t 
ll[(Asph)(ft,e'll+[(A8ph)lc,";')2Îi 
Il 1( Aaph ){,««' ] î + [( A,ph ){««') a || 
([(^.pK){r",]1),+([(A.pt>)if"i]2)> 
ll[(ASph)i^']i+[(ASph)if«']2|| 
(3.24) 
3.1. LOCALISATION DE SOURCES SONORES AVEC MANYEARS 19 
(Asph)v leve l]  JB 
([(A^re'].2)r+([(^re'l3)j 
||((A<,ph){f""Ja+[(ASph)'If"t']3|| 
([(Asph)[ï™>] a)Jt+([(A^){f"]3) IIu. ||[(Asph)if--']2+[(A9ph)if>'t,]3!l 
([(A^)'1fe ']2)y+([(A^)lfe<]3). 
l|[(Asph)[f"f']2+[(Asph)^<]3|| 
(3.25) 
( Asph) leve l]  
([(AsP/,)(f-e,]3) r+([(Aspf ty t,- ,]1) r  
^sph)(fie^]l I! 
([(Asphy-']3)i/+([(AspAy-']1)ii 
l|[(Aaph)tf<'<!']3+l(Alph){)"""l1|| 
([(A.pi.){r"<l3), + ([(A,pfc){f"]1), 
)ife']3+[(A»p,1){re,]ill *sph 
(3.26) 
Tableau 3.2 Triangles initiaux pour la sphère icosahédrale 
V [(Asph)^]! [(Asph)(r']a [(A.ph)ir']s 
0 (zsph)o (zsph)l (zsph)2 
1 (zsph)o (zsph)2 (zsph)3 
2 (zsph)o (zsph)3 (zsph)4 
3 (zsph)o (zsph)4 (zsph)5 
4 (zsph)<3 (zsph)5 (zsph)l 
5 (zsph)l (zsph)lO (zsph)2 
6 (zsph)2 (zsph)lO (zsph)ll 
7 (zsph)2 (zsph)ll (zsph)3 
8 (zsph)3 (zsph)ll (zsph)7 
9 (zsph)3 (zsph)7 (zsph)4 
10 (zsph)4 (zsph)7 (^sph)s 
11 (zsph)4 (zsph)8 (zsph)5 
12 (zsph)5 (zsph)s (zsph)9 
13 (zsph)5 (zsph)9 (zsph)l 
14 (zsph)l (zsph)9 (zsph)lO 
15 (zsph)e (zsph)ll (zsph)lO 
16 (zsph)6 (zsph)7 (zsph)ll 
17 (zsph)6 (zsph)8 (zsph)7 
18 (zsph)6 (zsph)9 (zsph)8 
19 (zsph)6 (zsph)lO (zsph)9 
Les nouveaux points obtenus sont alors utilisés pour former de nouveaux triangles définis 
par les équations 3.27 à 3.30. 
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twwwr'k = [(A.ph)!" ,r f]i 
[(A,ph)ï»'0+1]2 = ((A,ph)!r']A (3.27) 
l(A,bft'0+'], = ((A,ph)!rd]o 
[(A^)^'], = [(A.ph):™')c 
[(A,ph)Si+,]s = [(A,ph)!»"JB (3.28) 
[(A,pk)K+']3 = [(A,ph)!T']3 
l(A,Ph)l,-ï?l]i = [(A,ph):,f™']c 
[(A,„h&ï'2+']2 = [(A,ph)ï~']A (3.29) 
KA.pl,ya»:'2+,]s = [(A,ph)',r']B 
[(A,ph)5£î'3+,Ii = [(A,ph)ï«']A 
[(A»ph)i'„Ï3+,]2 = [(A,pK)ir™'l2 (3.30) 
[(A»phfc'3H]3 = 
Ce processus itératif est répété jusqu'au niveau 3 (level — 3). Il existe alors T3 = 5120 
triangles, ce qui permet d'extraire JD3 = 2562 points répartis uniformément sur une sphère 
unitaire. Pour chaque point d sur la sphère, le délai d'arrivée delaymum2(d) du signal entre 
les microphones m\ et ma est calculé à l'aide de l'équation 3.31. 
del,aymum2(d) = round F„ (||(zsph)d (zmic)m2 | | ||(zsph)rf (zmic)mi | |) (3.31) 
L'opérateur || . || retourne la magnitude du vecteur. Les variable Fs et caiT représentent 
le taux d'échantillonnage et la vitesse du son dans l'air respectivement. Les valeurs de 
delaymi,m2{d) sont calculées une seule fois au début de l'exécution et mises en mémoire. 
3.1.4 Recherche 
Les positions potentielles des sources sonores sont évaluées grâce à l'algorithme suivant [45]. 
Un nombre fixe de sources sonores (Q = 4) est utilisé même si ce nombre ne correspond pas 
forcément au nombre réel de sources présentes. Il fut démontré expérimentalement qu'une 
valeur de Q inférieure à 4 diminue les performances du système lorsque plusieurs sources 
sont actives simultanément, tandis qu'une valeur supérieure à 4 augmente la charge de cal-
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culs sans améliorer significativement la localisation [45]. Le filtre particulaire présenté à la 
section 3.2 règle ce problème en gérant les fausses détections. La variable Elq(d) représente 
l'énergie du formateur de faisceaux à la position (zsph)d pour l'itération q de la trame 
l. Les variables (zpot), et {Evot)lq représentent la position et l'énergie de chaque source 
potentielle q respectivement. Après chaque itération, certaines valeurs de corrélation sont 
remises à zéro dans le but de réduire la contribution énergétique de la source potentielle 
à cette position pour les prochaines itérations. La variable Trange représente l'étendue de 
la plage de cette remise à zéro. Dans le cas présent, Trange — 5. 
Algorithme de localisation de sources multiples 
Calcul de Rlmum2(T) pour toutes les valeurs de r, m\ et rn2. 
Pour q — 0 jusqu'à q = Q — 1 
Pour d = 0 jusqu'à d = D 3  — 1 
E\{d)  = 0 
Pour mi — 0 jusqu'à (M — 2) 
Pour ?Ti2 = (mi 4- 1) jusqu'à (M — 1) 
E
' q ( d )  =  E q( d )  +  R l m u m 2 ( d e l a ym u m 2 (d) )  
Fin de la boucle 
Fin de la boucle 
Fin de la boucle 
(dmax) l q  = arg max d (E l q (d) )  
(zpot)(, = (zsph)dma:r 
(= E l q (d m a x )  
Pour mi = 0 jusqu'à (M — 2) 
Pour m2 = (mi + 1) jusqu'à (M — 1) 
{.tmax)q d&l(iy rn i tm2 ((*^moi)g) 
Pour r' = {(Tmax) lq  - T range) jusqu'à r' = ({Tmax) lq  + T range) 
jRL m (T') = 0 7711,7712 V / 
Fin de la boucle 
Fin de la boucle 
Fin de la boucle 
Fin de la boucle 
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3.2 Suivi de sources sonores avec ManyEars 
Le suivi, la détection et l'élimination de sources sonores sont effectués à l'aide de filtres 
particulaires [49). Chaque source suivie est modélisée par un filtre qui est un composé de 
f = 500 particules. Chaque particule possède une position, une vitesse et une pondération. 
La moyenne pondérée des positions de toutes les particules d'un filtre représente une 
estimation de la position actuelle de la source sonore. Ces filtres particulaires sont mis à 
jour à chaque nouvelle trame pour tenir compte des nouvelles observations fournies par le 
formateur de faisceaux. 
Sources potentielles 
«=> 
Filtres particulaires 
Prédiction 
Ajout nouvelle source 
Échantillonnage 
Probabilité instantanée 
Probabilité sources multiples "] 
Mise à jour pondération 
Suppression source existante 
Estimation position 
Sources suivies 
Figure 3.4 Aperçu du mécanisme de suivi de ManyEars 
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3.2.1 Prédiction 
Chaque particule / au sein d'un filtre s appliqué à une trame l possède une position 
(zPart)i(/) une vitesse (zpart)g(/) telles qu'exprimées dans les équations 3.32 et 3.33. 
Les positions et les vitesses sont mises à jour récursivement selon une excitation stochas­
tique donnée en 3.34 et 3.35. La constante AT représente l'intervalle de temps entre les 
mises à jour (la notion de temps est utilisée par rapport à la vitesse de la particule, et non 
forcément par rapport au temps réel qui s'est écoulé entre deux mises à jour). Dans le cas 
présent, AT = 0.008. La variable Fx correspond à la réalisation d'une variable aléatoire 
avec une distribution normale. 
La position et la vitesse de chaque particule sont normalisées de manière à ce que chaque 
particule soit située sur la sphère unitaire et que sa vitesse soit tangentielle. Ces opérations 
de normalisation sont décrites dans les équations 3.36 et 3.37. L'opérateur (•) symbolise 
le produit scalaire de deux vecteurs. 
' [(W.)(/)]x ' 
(Zpart ){{/)= [(Wi)(/)]y 0 <f<F 
. [(zpart)ls)(f)}2 . 
(3.32) 
" [(W)i)(/)]x " 
(Zpart )',(/) = [(W)i)(/)]v 0 < f < F  
. [(W)i)(/)]a -
(3.33) 
(Zpart')i(/) = (zpart)i *(/) + AT(zpart<)i(/) 
(W)i(/) = (ai)(/)(zpart)i"1(/) + (bls)(f)Fx 
(3.34) 
(3.35) 
(3.36) 
(Zpart)i(/) — (Zpart')!(/) [(zpart)l(/) * (zpart')l(/)](Zpart)l(/) (3.37) 
Les paramètres als(f) et bls(f) sont définis dans les équations 3.38 et 3.39 respectivement. 
Les paramètres als(f) et (3ls(f) sont définis en fonction de l'état de chaque particule. Les 
variables s, l et / représentent les indices du filtre, de la trame et de la particule respec­
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tivement. Une particule peut être en arrêt, à vitesse constante ou en accélération. L'état 
de chaque particule est déterminé par la réalisation d'un processus aléatoire nls(f) blanc 
avec une distribution uniforme entre 0 et 1. Les probabilités pour un arrêt, une vitesse 
constante ou une accélération sont définies par les constantes pstp, pcst et pacc respective­
ment. Évidemment, la somme de ces trois constantes équivaut à une valeur de 1. Dans le 
cas présent. pstv = 0.50, Pcst = 0.20 et pacc = 0.30. Le tableau 3.3 illustre l'attribution des 
paramètres. 
Tableau 3.3 Paramètres des particules 
4(/) Etat «i(/) 0ï(f) 
[0 j Pacc] Arrêt 2 0.04 
[Paco (Pacc ~ Pcst)] Vitesse constante 0.05 0.2 
[(Pacc 4" Pcst)) 1] Accélération 0.5 0.2 
a< (/) - e-a'^AT (3.38) 
^(/) = tf(/)\A~4(/)2 (3-39) 
3.2.2 Probabilité instantanée 
La densité de probabilité d'observer une source potentielle olq à la position d'une particule 
existante (zpart)i(/) a été déterminée expérimentalement et correspond à une somme de 
distributions normales telle que démontrée dans les équations 3.40 et 3.41. 
dist — || (zpart)s(/) — (zpot)g|| (3.40) 
P(0^|(zpart)i(/)) = 0.8e~80dist + 0.18e-8dis< + 0.02e-°-4rflst (3.41) 
3.2.3 Probabilité pour des sources multiples 
Pour chaque source potentielle observée à partir du formateur de faisceaux, trois hy­
pothèses sont avancées : 
- Ho : Il s'agit d'une fausse détection. 
- h\ : Il s'agit d'une source déjà suivie. 
- H<i : Il s'agit d'une nouvelle source. 
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Une variable glc(q) est alors utilisée pour relier les sources potentielles à des sources suivies. 
Les valeurs —2 et —1 représentent une fausse détection et une nouvelle source respective­
ment. Les valeurs 0 à (S — 1) représentent l'indice de la source suivie. Cette relation est 
montrée par l'équation 3.42. 
glc(q) €{-2,-1,0,1,...,5-1} (3.42) 
Le vecteur glc représente la relation c qui fait partie d'un ensemble G1 de C réalisations 
valides pour l'attribution des hypothèses pour toutes les sources potentielles, telles que 
présentées par les équations 3.43 et 3.44. Les variables c, l et q représentent donc les 
indices de la réalisation, la trame et la source potentielle respectivement. 
ëc 
9lc( 0) 
<4(1) 
9lc(Q ~ 1) 
(3.43) 
G1 = {g£,gi,--- ,gc_i} (3.44) 
Pour établir la valeur de C, il s'agit de trouver Qs+2 possibilités et de soustraire les cas 
impossibles lorsque plusieurs sources potentielles sont assignées à la même source suivie. 
Un exemple est fourni dans le tableau 3.4 avec Q = 2 et S = 2. Une fois les combinaisons 
impossibles retirées, l'ensemble G1 est composé de C = 14 vecteurs tels qu'illustrés dans 
l'équation 3.45. 
Tableau 3.4 Exemple pour l'ensemble G1 
Valide / / / / / / / / / / / / / / 
gi(0) -2 -1 0 1 -2 -1 0 1 -2 -1 0 1 -2 -1 0 1 
g£(i) -2 -2 -2 -2 -1 -1 -1 -1 0 0 0 0 1 1 1 1 
, * 
G1 = < 
1 -2 
1 
1 
» 
1 -2 -1 0 
-1 5 1 O
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? 
-1 
î 
-1 
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• (3.45) 
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Une fois l'ensemble G1 défini, la probabilité non normalisée que la source potentielle q soit 
une fausse détection est définie dans l'équation 3.46. La variable P(g^\Ol) représente la 
probabilité d'obtenir la réalisation de glc si l'observation Ol est connue. Il s'agit donc de 
calculer la somme de P(glc\Ol) pour tous les vecteurs gj. de l'ensemble G1 qui contiennent 
une assignation à une fausse détection pour la source potentielle q. De la même manière, 
la probabilité non normalisée que la source potentielle q soit déjà suivie par le filtre s 
est calculée dans l'équation 3.47. Finalement, la probabilité non normalisée que la source 
potentielle soit une nouvelle source qui n'était, pas suivie jusqu'à présent est donnée dans 
l'équation 3.48. 
c-i 
(3.46) 
c-i 
(3.47) 
c=0 
C-1 
(3.48) 
c—0 
La fonction ôx<y est définie par l'équation 3.49. 
(3.49) 
Ces probabilités sont ensuite normalisées par les équations 3.50 à 3.53. 
Q-1  5-1 
(3.50) 
q=0 s=0 
(3.51) 
(3.52) 
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= 
(Py('') (3.53) 
*lot  
Par la suite, puisque chaque assignation est indépendante, P(g[.|0') peut être calculée à 
partir de l'équations 3.54. 
P(gilO') = p(0'|gJ)F(g;) = (ri KO>:(9)) j (ri p(dm)j (3.54) 
Chaque élément des produits est calculé avec les équations 3.55 et 3.56. La variable 
ulif) représente la pondération de chaque particule pour la source s à la trame l. La 
variable p(0ç|(zpart)gi (,)(/)) est définie précédemment dans l'équation 3.41. La variable 
Pv représente la probabilité que la source potentielle q existe réellement (donc qu'elle 
ne soit pas une fausse détection). La constante Pnew représente la probabilité a priori 
qu'une nouvelle source apparaisse (fixée à P n e w  = 0.005). Pour sa part, la constante P/aise  
représente la probabilité a priori qu'une source potentielle soit une fausse détection (fixée 
à Pfaise = 0.05). Finalement, la variable P(Obs{|0'_1) représente la probabilité que la 
source s soit observée. 
p(Oi\glc{q)) = 
1/47T 
1/47T 
E^1 < i'-
1 
/=° u9'c(q) ( /)P( Oç I (zpart )g£ (9) ( / ) ) 
ff 'm = -2 
glc{q) = -i 
0 < ^ ( 9 ) < ( S - 1 )  
(3.55) 
p(glM) = 
(1  -  P q )Pfalse  9lc(q) = - 2  
site) = - 1  pq pnew (3.56) 
PqP(Obs[sIO'-1) 0 < glc(q) < (S - 1) 
La probabilité qu'une source potentielle q soit une source existante (Pq) est définie à partir 
de l'énergie du formateur de faisceaux pour la première source potentielle et ensuite est 
fixe pour les sources potentielles suivantes, telle que définie dans les équations 3.57 et 3.58. 
La variable Et représente un seuil d'énergie et il a été déterminé expérimentalement que 
E T  = 200. 
_ {E V ot) l q  
V q  E T  
(3.57) 
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n = <  
v2J 2, q = 0,i;9 < 1 
l - < 2 / 2  q = 0 ,vq > 1 
0.3 q = 1 
0.16 Q = 2 
0.03 <i = 3 
(3.58) 
La probabilité qu'une source soit observée (P(Obsls|Oi_1)) dépend des probabilités qu'elle 
existe (P(Els|Oi_1)) et qu'elle soit active (F(J4^|Oi_1)). Ces probabilités peuvent être cal­
culées récursivement avec les équations 3.59 à 3.G3. La variable Pl~l représente la prob­
abilité que la source s soit déjà suivie. La constante P0 représente la probabilité a priori 
qu'une source ne soit pas observée malgré le fait qu'elle existe (fixée à P„ = 0.5). La con­
stante P(Als\Al~1) représente la probabilité qu'une source active demeure active, tandis 
que la constante P(Als\-'Als''1) représente la probabilité qu'une source active devienne in­
active. Pour cette application P(Als\Al~l) — 0.7 et = 0.3. Les constantes Pb 
et Pm ont des valeurs de 0.15 et 0.85 respectivement. La variable P(y4i^1|0'"1) représente 
la probabilité qu'une source suivie s soit active à la trame l — 1 selon les observations de 
la trame I, — 1 seulement. 
P(Obsls\Ol~l) = P(E^|0'-1)P(Ais|0'-1) m ai irki-ii (3.59) 
P(El lO'"1) P^lfl P'-Mf PoPiEÏ-1^) ( S |0 )-P, +(1 Ps (3.60) 
PMilO'-1) = PMi.l^-^P^IO'-1) + P^M^Xl - P^IO'-1)) (3.61) 1 i l al-i\d/ /|_ ai-u 
P{Al~l lO'"1) = 1 . (î-PtA'r'io'-^Mi-PQi'rMo'-')) (3.62) 
p(A l-l\o'-1) = pb + pmp: i-1 (3.63) 
La probabilité qu'une source s déjà suivie soit associée à une source potentielle (Pj_1) est 
calculée d'après l'équation 3.64. La variable Pj;(q) est calculée à partir de l'équation 3.47. 
II s'agit, ici de la probabilité pour la trame précédente (d'où l'indice / — 1). 
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Q-1  
^ _ 1 =  ( 3 - 6 4 )  
q=0 
3.2.4 Mise à jour de la pondération des particules 
La mise à jour de la pondération des particules (ojls(f )) est effectuée à l'aide des équations 
3.G5 et 3.66. Les variables s. I et / représentent les indices du filtre, de la trame et de la 
particule respectivement. 
Plupart (3.65) 
i p, s£,' fiMp(o',i(w)'.(/)) 
'
F  * E S  E j o '  pl(imo',\(^w)) 
/ !  \ l  { n u l \  1  I  n i  l ^ > q = 0  r s K H l y K ^ q W ^ p a r D s K J  J )  t - 1  r r \  
P((W)U/)|0') = U " ps)v + ps^f-l  ^ q-l (3"66) 
La probabilité p{Olq\(zpart)ls(j)) est obtenue à partir de l'équation 3.41. Pour sa part, la 
probabilité Pj est obtenue à l'aide de l'équation 3.67. Celle-ci est semblable à l'équation 
3.64, à l'exception que cette fois-ci il s'agit de la trame courante d'indice l. 
Q-1  
H = (3-67) 
<j=0 
3.2.5 Ajout d'une nouvelle source 
Lorsque la probabilité Py2(g) excède un seuil défini (Tnew = 0.3), un nouveau filtre est 
créé à l'indice snelu. A ce moment, f particules sont initialisées telles que le décrivent les 
équations 3.68 et 3.69. 
(Zp.r.)in,.(/) = (zpot)i 0 </<F (3.68) 
<.(/) = ? 0<f<f (3.69) 
L'existence de la source est confirmée lorsque la probabilité d'existence p(e l s  |0'_1) dépasse 
un niveau fixe (Tcnf = 0.5) pendant un nombre minimal de trames (Lcon/ = 50). 
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3.2.6 Suppression d'une source existante 
Lorsque la probabilité qu'une source déjà suivie soit associée à une source potentielle P[ 
est en-dessous d'un seuil défini {T^tete = 0.5) durant une nombre de trames déterminé 
(Ldeiete — 25), le filtre particulaire associé à cette source est supprimé. 
3.2.7 Estimation de la position des sources 
La position de chaque source suivie est estimée à partir des particules du filtre (zpart)s(/) 
et de leur pondération respective t<4(/), telle que donnée par l'équation 3.70. Les variables 
s, l et / représentent les indices du filtre, de la trame et de la particule respectivement. 
f— 1 
(Ztrack)i = X>i(/)(W)1(/) (3.70) 
/=0 
3.2.8 Échantillonnage des particules 
Si rien n'est fait, les particules d'un filtre finissent par posséder une pondération qui tend 
vers zéro, tandis qu'une seule particule possède une pondération d'une valeur unitaire. Pour 
éviter ce phénomène, de nouvelles particules sont échantillonnées à partir des anciennes 
lorsque la dispersion (EdiSp) de celles-ci, telle que calculée par l'équation 3.71, est inférieure 
à un certain seuil (Tdlsp = 0.7 dans le cas présent). 
edisp — 
Lorsque cette condition est satisfaite, une variable aléatoire discrète ($ls) dont la densité 
de probabilités est reliée à la pondération des particules est crée en utilisant l'équation 
3.72. 
f -1 
E M/)] 
1=0 
(3.71) 
P(¥s = f) = Js(f) (3.72) 
La position des nouvelles particules correspond à la position de l'ancienne particule dont 
l'indice est relié à une réalisation de la variable aléatoire, telles que l'exposent les équations 
3.73 et 3.74. 
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fsample = (3.73) 
(Zpart)!s(/) = (Zpart)i(/« ample) (3.74) 
3.3 Séparation de sources sonores avec ManyEars 
La séparation des sources sonores s'effectue en utilisant leurs positions préalablement 
obtenues aux cours des étapes de localisation et suivi, tel que l'illustre la figure 3.5. 
a 
o 
FFT 
FFT 
FFT 
FFT 
FFT 
FFT 
=> 
Sources suivies 
Séparation 
géométrique 
FFT 
FFT 
Figure 3.5 Aperçu de la séparation de sources sonores avec ManyEars 
Une fois les positions des sources sonores connues, il est possible de séparer ces sources 
pour isoler le signal de chaque locuteur et ainsi générer des trames indépendantes pour 
chacun d'entre eux. Pour ce faire, les vecteurs (XmjC)'[À;} et (Xsep)'[fc] sont d'abord définis 
par les équations 3.75 et 3.76. Le vecteur (Xmjc)'[ft] représente les signaux des microphones 
dans le domaine fréquentiel. Le vecteur (X8ep)'[A;] représente les signaux séparés pour les 
sources sonores suivies. Les variables l et k représentent les indices de la trame et de la 
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fréquence discrétisée respectivement. 
(Xmic)'[*] = 
(xnac)m 
(Xmic)i[fc] 
(Xmic)M-i 
(3.75) 
(Xsep)^] 
(XseM) 
(XseP)[[k} 
{Xaep)s-1 M 
(3.7G) 
Pour obtenir le signal de chaque source à partir des signaux des microphones, une matrice 
W'[A] de dimension S x M est utilisée. Cette matrice vise à reproduire l'effet d'un for­
mateur de faisceaux en plus de maximiser la décorrélation entre les signaux des sources 
suivies, puisque ces derniers sont indépendants. Les équations 3.77 et 3.78 décrivent cette 
opération. 
W'[Jfc] = 
w 
w 
0,0 
lo 
w , 0,1 
w 1,1 
*4-1 ,1  
IU 
vu 
0,M-1 
1,M-1 
W l S-l.M-l 
(3.77) 
(Xsep)' [fc] = W'[fc](Xm jC) '[fc] 
La mise à jour de la matrice "Wi[Ar] est réalisée par l'équation 3.79. 
(3.78) 
W(m)[fc] = (1 - A/i)W'[Jb] - V- • , ftMw'ifc]) aj2(w
;[fc]) 
1J d(w l)*[k} d(w ly[k]. (3.79) 
La constante //. représente le taux d'adaptation. Ce taux doit être sélectionné de façon 
conservatrice car une valeur trop élevée peut rendre le système instable. Pour l'applica­
tion courante, n = 0.002. La constante A représente le taux de régularisation. La pre­
mière contrainte J] (W'[/c]). obtenue par l'équation 3.80, vise à maximiser la décorrélation 
des sources. Le gradient de cette contrainte est évalué grâce à l'équation 3.82. 
L'expression (.)H représente la matrice adjointe. La seconde contrainte J2(W'[fc]) (équa-
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tion 3.81) est utilisée pour garantir un gain unitaire dans la direction de la source suivie et 
un gain nul dans les autres directions. Le gradient de cette contrainte °dffîyïk] est évalué 
dans l'équation 3.83. Finalement, l'énergie est normalisée grâce au facteur al[k] évalué 
dans l'équation 3.84. 
MW l[k\) = HR-ss[k] - diag[Rss[fc]]||2 (3.80) 
^2(W'[*:]) = ||W'[fc]A'[*:]-l| (3.81) 
= 4 (E'WWitfcKXmic)([A:]) (Xmlc)'[A:]H (3.82) 
0./2(W'[fc]) 
d(W ')*[*:] 
UuH 2[W [fc]A [A;] — I] A [Ar] (3.83) 
<*'[*] = llRnJMU" (3.84) 
La matrice A'[fe] représente le délai d'arrivée du signal de chaque source sonore selon la 
position de la source. Elle est définie dans les équations 3.85, 3.86 et 3.87. 
A'ffcl = 
x0,0 "0,1 
il,0 «1 ,1  
a 
a 
i 0,s-l 
l l.S-l 
aM-1,0 aM-l,l a i A/-1,S-1 
(3.85) 
<4,* M = e (3.86) 
Tm,s = roulld ||(Ztrack)s (z mic)r (3.87) 
Les matrices de corrélation pour les signaux des microphones et des sources séparées sont 
estimées telles que données par les équations 3.88 et 3.89. 
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RmJlk] = (Xln,c)'[fc](X„1jc)'[fc]" (3.88) 
Rj[k) = (Xsep)' [k] (Xsep)'\k)H (3.89) 
L'expression intermédiaire [A;] est également, calculée dans l'équation 3.90. 
E'[*] - Rss'^j - diag(RJ{k}) (3.90) 
Lorsqu'une nouvelle source est suivie, la ligne de la matrice W'[fc] associée à cette nouvelle 
source est initialisée avec les valeurs de la matrice A'[A:] à l'aide de l'équation 3.91. 
W '[*] 
w 0,0 w 
w 1,0 w' 
0,1 
,1 
1,1 
w 
w 
M M 
0,A/—1 
1,M—1 
l.M-l)* 
M 
(3.91) 
3.4 Post-filtrage sur ManyEars 
Le post-filtrage est utilisé pour rehausser le rapport signal sur bruit d'une source déter­
minée afin de réduire la corruption du signal par le bruit stationnaire, la réverbération et 
les autres sources sonores présentes pour faciliter la reconnaissance. Chaque source séparée 
est post-filtrée, tel qu'illustré dans la figure 3.6. Le signal post-filtré est moins bruité mais 
présente certains effets musicaux causés par le changement de pondération des bandes de 
fréquences. 
Pour ce faire, un gain est appliqué sur chaque bande de fréquences tel que donné par 
l'équation 3.92. Les variables l et k représentent les indices de la trame et de la fréquence 
discrétisée respectivement. 
(xpost)iM = G lMxsepys[k} (3.92) 
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a 
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s 
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3.4.1 Estimation du bruit 
Le bruit stationnaire de l'environnement est d'abord estimé avec la même méth­
ode MCRA donnée à la section 3.1. Les équations 3.12 à 3.18 sont utilisées et demeurent 
identiques, à l'exception du signal de la source s séparée (Xsep)i[fc] qui remplace le signal 
(-Xrmc)mM du microphone m. Les variables l et k représentent les indices de la trame et 
de la fréquence discrétisée respectivement. 
Pour cette application, la réverbération n'est pas prise en compte car il a été observé ex­
périmentalement qu'elle diminuait les performances du système dans le cas où une recon­
naissance vocale était effectuée par la suite. Quant au bruit provenant des autres sources 
sonores actives, il est estimé à l'aide des équations 3.93 et 3.94. 
Z',\k] = + (1 - a.)l(*«p)i[*]|2 (3.93) 
(OlM = 1 £ (3*) 
s f=Oys'^s 
La constante at est utilisée pour lisser le spectre (at = 0.1 pour cette application). Puisque 
les autres sources sonores sont atténuées durant l'étape de séparation, un facteur r/ est 
utilisé pour diminuer l'amplitude de ces sources (r] = 0.3). Le bruit total est finalement 
calculé à l'aide de l'équation 3.95. 
=> Post-filtrage 
$ 
Estimation du bruit 
Gain lorsqu'une source active 
Gain selon l'activité vocale 
Figure 3.6 Aperçu du post-filtrage de sources sonores avec ManyEars 
(W.W = + (•OlW (3.95) 
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3.4.2 Gain lorsqu'une source est active 
Le gain à appliquer lorsqu'une source sonore est active (le locuteur n'est pas 
dans une période de silence) est dérivé dans cette section. Le rapport signal sur bruit a 
posteriori 7^] est défini par l'équation 3.9G. Les variables s, l et k représentent les indices 
de la source séparée, de la trame et de la fréquence discrétisée respectivement. 
( y pu = \(xsep) ls[k}\2 , > 
{%eph[l (A 5ep)i[fc] ^ 
Le rapport signal sur bruit a priori (Çsep)sM est estimé par l'équation 3.97. 
(&ep)i[*l = (1 - '[^(Tsep)!^] + ~ 1], 0} (3.97) 
Le taux d'adaptation (e*£ep)i[fc] est évalué par l'équation 3.98. Pour ce système, «pmi„ = 
0.07. 
«P)slk] = ((^||i) + V« (3-98) 
Le gain (G/zJ^fc] est ensuite calculé selon l'équation 3.99. 
{ G
"'
m  =  ( ( â H r î ) ( 3 - " >  
Le gain {G t) ls[k] est normalement représenté par une fonction transcendante. Dans le cas 
présent, on l'estime par une fonction simplifiée qui est décrite aux équation 3.100 à 3.105. 
[<7w)
'*
W] (3
'
100) 
(G )l [À;] — ^ ^ (Xfrac)s[k])(<fiintys[k] + (X/rac)'s[fc]($/rac)i[fc] < 9-5 ^ 
1 v ls[k] > 9.5 
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i<Pint) ls[k] = *[(Xint)i[*]] (3.102) 
(<Pfrac) ls[k] = *t(Xini)'W + 1]- (3-103) 
yvlslk) + 10000 
(X«t)i[fc]=floor(2t;J[fc]) (3.104) 
(Xfractlk} = 2V ls[k] - (XindtM (3.105) 
La variable n est un vecteur de 21 éléments dont l'indice commence à 0 et se termine à 
20 tel qu'exposé par l'équation 3.106. Ce vecteur est mis en mémoire et permet d'évaluer 
rapidement l'équation 3.101. Le logarithme naturel du gain est illustré à la figure 3.7. 
[0.75008, 0.93640, 1.11688, 1.28852, 1.45013, 1.60184, 1.74422, ... 
k= 1.87812, 2.00448, 2.12417, 2.23799, 2.34656, 2.45053, 2.55031, ... (3.106) 
2.64646, 2.73921, 2.82895, 2.91602, 3.00049, 3.08265, 3.16270] 
5 
4 
g 3 
— 
& 2 
-S 
1 
0 
0 1 2 3 4 5 6 7 8 9  1 0  
y' sM 
Figure 3.7 Fonction transcendante du gain pour une source active 
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3.4.3 Gain selon l'activité vocale 
Dans la section 3.4.2. le gain est optimisé lorsqu'une source sonore est active. Un gain 
minimal {Gmin = 0.1) doit également être présent lorsque cette source n'est pas active. Le 
gain final décrit par l'équation 3.107 est donc un combinaison de ces deux gains et sa valeur 
dépend de la probabilité que la source sonore soit active ((Pspeech) ls[k])• Les variables s, l 
et k représentent les indices de la source séparée, de la trame et de la fréquence discrétisée 
respectivement. 
Gla[k] = ((GH,ys{k})ip»>^m (Gmtn)il-{psp^m) (3.107) 
La probabilité qu'une source sonore soit active est évaluée avec les équations 3.108 et 
3.109. 
{Pspeech)s[k} — 1+(^aî)(1+«-) iw)^' (3.108) 
{<lspeech) ls{k) = min (l - {Plocalfs[k](Pg i0bai) ls[fc](P/rame)![&], 0.9) (3.109) 
Les probabilités d'activité vocale sur une fenêtre étroite, une fenêtre large et une fenêtre 
entière sont calculées avec les équations 3.110 et 3.111. La variable ijj est remplacée par 
local,global et frame pour chaque type de fenêtre. Pour cette application, 9 = 0.5 et 
aç = 0.3. Lorsque l'indice de (£sep)s est plus petit que 0 ou égal ou supérieur à N, une 
valeur de 0 est retournée. 
= — ri (3-110) 
1 + (ct*t) 
(c*)iw = a - «c)(c«)i_1[fc] + £ K\c]{isjs[k+c] (3.111) 
La fenêtre de filtrage Hann utilisée dans l'équation 3.111 est décrite par l'équation 3.112. 
Quant aux dimensions des fenêtres étroite, large et entière, elles sont données au tableau 
3.5. 
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M^] = 0-5 (l - COS ("(ct^+i+1))) (3.112) 
Tableau 3.5 Fenêtres utilisées pour la détection de l'activité vocale 
Type '</> OJj, 
Fenêtre étroite 
Fenêtre large 
Fenêtre entière 
local 
global 
frame 
1 
15 
511 
Ce post-filtrage permet d'effectuer une reconnaissance de la parole durant un dialogue 
entre plusieurs locuteurs [4G]. 
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CHAPITRE 4 
WISS, UN SYSTÈME DE RECONNAISSANCE 
DE LOCUTEURS 
Bien que ManyEars permet de séparer simultanément plusieurs sources sonores, le sys­
tème WISS conçu effectue une reconnaissance de locuteurs pour un locuteur unique (et 
non pour plusieurs locuteurs simultanément). Ce système devait initialement permettre au 
robot de reconnaître plusieurs locuteurs qui parlent simultanément. Cependant, le faible 
SNR observé dans l'environnement au sein duquel le robot interagit introduit la nécessité 
d'estimer les bruits additif et convolutif. La présence de bruit non-stationnaire en prove­
nance des autres locuteurs vient perturber cette estimation, ce qui empêche une interaction 
à plusieurs locuteurs. La séparation de plusieurs locuteurs du système ManyEars est donc 
superflue pour l'application courante. Par contre, le choix du système ManyEars reste per­
tinent car il permet d'effectuer le prétraitement pour une reconnaissance de la parole avec 
plusieurs personnes, et une reconnaissance de locuteur pour une personne avec WISS. La 
reconnaissance s'effectue en deux étapes : l'entraînement des modèles et la comparaison 
des caractéristiques vocales avec les modèles préalablement entraînés. Contrairement à la 
deuxième étape, l'entraînement doit s'effectuer dans un environnement peu bruyant afin 
de modéliser fidèlement chaque locuteur. 
Le système WISS comporte deux niveaux de traitement. Le premier niveau consiste à 
extraire les caractéristiques vocales à partir du signal en provenance du locuteur. Le second 
niveau consiste à comparer ces caractéristiques à des modèles entraînés précédemment pour 
déterminer l'identité du locuteur actuel. 
L'environnement dans lequel le robot tente d'identifier un locuteur comporte de nom­
breuses sources de perturbations. Voici les hypothèses établies pour un scénario typique, 
définissant le modèle utilisé pour les bruits convolutif et additif, le tout schématisé à la 
figure 4.1 : 
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hùac\o[l] 
hmK. ,m 
Figure 4.1 Modélisation des bruits convolutif et additif 
Signal du locuteur : Le signal xspeech\t) est considéré comme un processus aléatoire. 
Volume du locuteur : Le locuteur parle à un volume inconnu. Ce volume est représenté 
par un gain G. 
Réverbération de la pièce : Une réverbération inconnue est présente entre le locuteur 
et chaque microphone m. Elle dépend des positions du locuteur et du robot, et des 
caractéristiques physiques de la pièce. Le locuteur et le robot se déplacent lentement 
durant le dialogue, de sorte que la réverbération demeure peu changée sur une période de 
quelques secondes. La réverbération est modélisée par un filt re de réponse impulsionnelle 
^room.m [^] -
Bruit ambiant : Un bruit de fond est présent dans la pièce et il est habituellement causé 
par le système de ventilation et par le fonctionnement de certains appareils électriques. 
Ce bruit est coloré et généralement rose, ce qui signifie que l'énergie de la densité de 
puissance se situe en majorité dans les basses fréquences. Chaque microphone m capte 
son propre bruit de fond &6adc,mM-
Réponse en fréquence des microphones : La réponse en fréquence des microphones 
est inconnue. On suppose qu'elle demeure inchangée dans le temps et que les micro­
phones sont linéaires en amplitude, donc qu'ils ne sont pas sujets à des distortions causées 
par un changement d'amplitude du signal à l'entrée. Cette hypothèse est raisonnable 
car le volume du locuteur demeure dans un interval limité. Chaque microphone m est 
représenté par un filtre ayant pour réponse impulsionnelle hmiCym\t). 
Indépendance du signal et du bruit : Les processus aléatoires xspeec j, [£] et èhadt,™^] 
sont indépendants. 
43 
Le signal perçu à l'entrée de chaque microphone rn est représenté par la variable {x n m Sy)m{i]. 
Les signaux de tous les microphones sont regroupés au sein du vecteur x„0(Sy[t]. tels que 
montrés dans l'équation 4.1. 
^ncnsy M = 
(3'no«sy)(>î^] 
[%noisy)l [^] 
(•^noisy ) A/—1 1 
(4.1) 
Selon les hypothèses précédentes, les signaux perçus par les microphones peuvent être 
reliés au signal du locuteur par l'équation 4.2. Le symbole (*) représente la convolution 
linéaire. 
x; notsy [t) = 
{{G 'J'speech[t]) * {h room,0 M) ^èacfc,o[^]} * hmic,o[t] 
{(GXspggc/j[i] ) * [h room, 1 (4.2) 
{((?XSpgec^[i]) * (Jlroorti.M-1 [f]) + &6acfc,Af—1[^]} * ^ mi.c,A'/-l M 
Cette notation peut être simplifiée sous sa forme vectorielle par les équations 4.3, 4.4 et 
4.5. 
"X-noi-sy[^] [f] * %gpeech\t\ ^Tioisy[^j (4.3) 
*nmsy m = 
Gh roomfi\t] * ^mic,û[^] 
Gh r00m \ [i] * hmic,l[i] 
Gh. room, M — 1 [t] * h W 
(4.4) 
Jnoisy M 
bback,o\t} * hmicfi\f\ 
bback,l [^] * hm(c i [£] 
bback,M—1 [^] * 
(4.5) 
L'équation 3.78 indique que le signal séparé est obtenu en multipliant le vecteur des mi­
crophones (XmjC)'[fc] par une matrice de décorrélation Wf[A;]. Ceci est l'équivalent d'une 
convolution dans le domaine temporel, tel qu'illustré par l'équation 4.6. 
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Xsep\t] = W[t] * XNOÎ-.5Y[t] (4.G) 
Comme T'indiquent les équations 4.7 à 4.10, cette matrice de décorrélation w[<]. une fois 
multipliée par le vecteur [i]. donne un résultat scalaire. 
3-sep[^] * (hnotsj/[^] * % speech [^] (4-7) 
h[t] = w[f] * hnois!/[£] (4.8) 
fr[i] = w[t} * bnoisy[t} (4.9) 
Xsep[/] h[t] * speeck[^] ~f~ b\t\ (4.10) 
La densité spectrale du processus aléatoire xsep[n} consiste à calculer la transformée de 
Fourier de son autocorrélation en utilisant l'équation 4.11. 
oo 
I xsep(ju)\2= E[x$ep[i\xsep{t-T)}e~3WTdT (4.11) ju j=-oc 
Il est possible d'obtenir par l'équation 4.15 une expression finale pour la densité spectrale. 
Les différentes étapes pour y parvenir sont décrites par les équations 4.12, 4.13 et 4.14. 
L'opérateur £[.] représente l'espérance mathématique. 
\X (joj)\2 = r +°° ( (h[t] * x speech{t] + b[t}) x \ 
' 
Se?U L=-oo V {h[t-T]*Xapeeeh[t-T)+b[t-T}) }e'*"dT J j 
/ 
\Xsep{ju])\2 = f  
J u— 
W=+OC 
V 
{  *  X s p e e c h " * " ]  *  X S p e e c h [ t  T " ] ) ]  
E[(h[t] * xspeech[n])(b[t - r])] + 
E[{h[t - t )  * xspeech[t - r])(6[t])] + 
E[(b[t})(b{t - t })\ }e iMTd-T 
(4.13) 
/ 
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I V  (A A l 2 —  fW + ( * Xspe.ech[t])(h[t T] * xspeech[t r])]+ \ 
|A*«'0lj)l - L-„ EimMt - rl)l)e^'4r H '14) 
\X s e v{ jo j ) \2  = |  H (jui) |21 X s w e ch { ju j )  |2 + | B ( j lu) \2  (4.15) 
Cette relation démontre donc clairement que, selon les hypothèses émises, la densité spec­
trale du signal séparé est équivalente à une multiplication du signal d'intérêt par la réponse 
fréquentielle du canal et l'addition de la densité spectrale du bruit de l'environnement. Le 
défi revient donc à effectuer une reconnaissance de locuteurs sans que les performances 
soient affectées par les disparités entre deux environnements modélisés par \H(juj)\2 et 
l#0)|2. 
4.1 Entraînement de WISS 
L'entraînement s'effectue à l'aide d'un seul microphone dans un environnement silencieux. 
Les étapes qui mènent à l'obtention d'un modèle pour le locuteur entraîné sont illustrées à 
la figure 4.2. Les paramètres présentés dans cette section sont déterminés empériquement 
en simulation pour optimiser les performances. 
Mlcrophona Xclean v ail *train {Xtrain }emph 
I ^ Analysa E=j)| FFT PY[ 
Modèle 
J 
Normalisation 
Banc de filtres 
{Xtrain }mel 
(J= 
i _cmn 
i ctrain 
i 
„speech 
ctrain 
Détection de 
l'activité vocale <f= 
ctraln 
Amplitude 
logarithmique 
Caractéristiques vocales 
Figure 4.2 Schéma-bloc des modules pour l'entraînement, de WISS 
4.1.1 Analyse et FFT 
La première étape du processus d'entraînement consiste à extraire le spectre des signaux 
des sources sonores. Pour l'entraînement du locuteur u sur un total de U locuteurs, un 
signal sans bruit {•Xdean)lu[n} est utilisé (enregistré à l'aide d'un microphone sur un poste de 
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travail dans un environnement silencieux). Les variables l. u et n représentent les indices 
de la trame, du locuteur et de l'échantillon dans le domaine du temps respectivement. Tel 
que présenté à l'équation 4.16. le signal est d'abord multiplié par une fenêtre de lissage. 
Il s'agit, de la même fenêtre que celle présentée à l'équation 3.5. Tout comme pour le cas 
précédent, N = 1024 et o = 0.5. 
(zdean)LN = w[n){xdean) t t[n + {l)(N)(o)} 0<n<N,0<u<U (4.16) 
Une transformée de Fourier discrète est ensuite appliquée au signal lissé en utilisant l'équa­
tion 4.17. 
(•Xde.an) lu[k\ = £^=0 (xclean) lu[n}e-^"k 0 < k < N (4.17) 
Finalement, la variable (X$ la in) lu[A:] représente la puissance du spectre pour le nombre total 
de trames générées (L^!n). 
(X^Lllk) = I {Xdean) lu\k)f 0 <l< {Lfatn)u (4.18) 
4.1.2 Caractéristiques vocales 
Les caractéristiques utilisées pour la présente application sont similaires à celles du MFCC, 
à l'exception qu'elles demeurent dans le domaine spectral pour permettre l'utilisation de 
masques. De plus, pour cette application, seuls les coefficients statiques sont utilisés. Ce 
choix est justifié par la complexité additionnelle requise pour ces coefficients lors de la 
modification dynamique des modèles en fonction du bruit stationnaire. 
Emphase 
Une première étape de filtrage est d'abord appliquée pour mettre l'accent sur les fré­
quences les plus élevées. Ceci permet d'augmenter l'accent des formants en hautes fré­
quences qui sont naturellement atténués par rapport à ceux en basses fréquences. Pour la 
présente application, cette opération est particulièrement utile car elle réduit également 
la contribution du bruit rose qui se situe dans les basses fréquences. En général, un filtre 
à réponse impulsionnelle finie est appliqué avant même la fenêtre de lissage. Ce filtre est 
donné à l'équation 4.19. La constante aemph possède généralement une valeur entre 0.9 et 
1.0 [26], qui est fixée à 0.95 dans le cas présent. 
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y[n] = x[n] - aemphx[n - 1] (4.19) 
Puisque le signal obtenu à partir du système ManyEars est déjà disponible dans le do­
maine spectral, le filtre précédent est appliqué directement dans le domaine fréquentiel. 
La transformée en Z de la réponse impulsionnelle de ce filtre est donnée à l'équation 4.20. 
Hemph(z) 1 Q-emphZ (4.20) 
La réponse en fréquences en terme de puissance de ce filtre est donc obtenue à l'équation 
4.21. 
| H e m p h ) |  =  1 + (o*empk) 2Qfemp^ COs(w) (4.21) 
Dans le cas présent, cette fonction est discrétisée pour chaque indice k, comme le montre 
l'équation 4.22. 
Hemphlk] 1 *1" (®emp/i) ^&emph COS ^ ^ (4.22) 
Le signal avec emphase sur les hautes fréquences est donc obtenu par l'équation 4.23. 
({Xfain }emph) lu[k} = Hemph[k}(XfaJu[k] (4.23) 
Un exemple du logarithme du signal ({X^luin}emph)lu[^] est illustré à la figure 4.3. Le 
logarithme est utilisé afin de faciliter la visualisation. Il est possible de voir à plusieurs 
temps différents des agglomérations d'énergie qui représentent différentes phonèmes. 
i 22500 
r 18000 
g 13500 
g 9000 
I" 4500^ 
"" 0.54 1.08 1.61 2.14 2.68 3.21 
Temps (sec) 
Figure 4.3 Exemple du logarithme du spectre avec emphase pour l'entraîne­
ment 
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Détection de l'activité vocale 
Certaines trames représentent des périodes de silence. Puisque celles-ci ne contiennent pas 
d'information sur le locuteur, seules les trames qui contiennent des segments de parole 
sont utilisées. Les équations 4.24 et 4.25 servent à déterminer la probabilité que la parole 
soit présente pour cette section du spectre. La fenêtre h^c] est la même que celle définie 
à l'équation 3.112. La variable ip est également remplacée par local, global et frarne pour 
chaque type de fenêtre. Les dimensions de chaque fenêtre sont présentées au tableau 3.5. 
Pour notre implémentation, aç = 0.3. 
(P*) lM = —7 T2 
1 + ((c^tîi) 
(&)'«,[*] = (! _ ac)(Cip) lu l[k] + h^[c}{{X tr la in} emph) lu[k + c] 
(4.24) 
(4.25) 
c——w^ 
La variable 6U est obtenue par l'équation 4.26. Il s'agit en fait de déterminer la puissance 
du signal et de multiplier cette valeur par un facteur Qacaie (dans le cas présent, 9scaie = 3). 
7u — "scale 
/  n  /n-1 
(L train) u 
•atn'** t -j / " 1 
E [ji E («L, W)LM 
1=0 V V k=o 
(4.26) 
L'activité vocale est ensuite déterminée d'après l'équation 4.27. Le seuil Tvad est fixé à une 
valeur de 10 pour cette application. 
(n \i — ^k=0 (Plocal)u[k}{Pglobal)u[k](Pframe)u[k} < Tva( i 
\*vad)u ~ \ nr 1 , . . (4.Z t ) 
. 1 Ef=0 [k}(Pframe) lu[k} > Tvad 
Un exemple de l'activité vocale obtenue est illustré à la figure 4.4. Les zones en blanc 
représentent les trames actives et les zones en noir celles inactives. En comparant avec la 
figure 4.3, il est observé que les trames possédant peu d'énergie sont considérées comme 
inactives. 
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Figure 4.4 Exemple de l'activité vocale pour l'entraînement 
Banc de filtres 
L'oreille humaine discrimine les fréquences d'une manière logarithmique et par conséquent 
elle distingue plus facilement les basses fréquences que les hautes fréquences. Un banc de 
filtres est donc utilisé pour reproduire cet effet. Chaque filtre A du banc possède la forme 
décrite par l'équation 4.28. En général, le nombre de filtres varie entre 24 et 40 (réf. : 
chapitre 6 [23]). Pour notre implémentation, Amai est fixé à 24 filtres (cette configuration a 
démontré de bonnes performances et limite le nombre de dimensions pour chaque vecteur). 
Les plages de fréquences sont listées au tableau 4.1. Ce banc de filtres est illustré à la figure 
4.5. On y observe une largeur de bande qui augmente vers les hautes fréquences. 
Tableau 4.1 Banc de filtres 
A {bmin) A ipcenter)h {b-max) A A ipmin) A {bcenter) A i^max) A 
0 0 50 100 12 1700 1850 2000 
1 100 150 200 13 1980 2150 2320 
2 200 250 300 14 2300 2500 2700 
3 300 350 400 15 2650 2900 3150 
4 390 450 510 16 3100 3400 3700 
5 510 570 640 17 3600 4000 3150 
6 630 700 770 18 4300 4800 3700 
7 760 840 920 19 5200 5800 4400 
8 920 1000 1080 20 6300 7000 7700 
9 1070 1170 1270 21 7500 8500 9500 
10 1260 1370 1480 22 9000 10500 12000 
11 1480 1600 1720 23 11500 13500 15500 
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50 100 150 200 250 300 350 400 
Index de l'échantillon (k) 
Figure 4.5 Banc de filtres 
bA[k] 
(bmin)A î; k 5; p (Effriter)A 
o k< %(bmm)A 
\k(Fs/N) (ilmin)A] / {bcenter)A ~p^{pmin)A 
[k(Fa/N) (bcenter)a] / [(^eenter)A (^max)A] "4" 1 (^ccntcr)A k 5: (brnax)A 
0 k > jrAbmax)A 
(4.28) 
Le spectre du signal avec emphase est ensuite multiplié par chacun des filtres du banc. La 
somme des produits est calculée selon l'équation 4.29 pour obtenir l'énergie totale dans 
cette région du spectre. 
JV-l  
{{X t ram}mel) lu[K\ = bA[k}({Xfain}emph) lu[k} (4.29) 
k=0 
Amplitude logarithmique 
Puisque l'oreille humaine a une réponse logarithmique en fonction de l'amplitude des sons, 
le logarithme naturel de l'énergie obtenue doit être calculé au moyen de l'équation 4.30. 
La constante e;09 = 10~10 permet d'éviter de calculer le logarithmique de zéro, advenant 
le cas peu probable que l'énergie soit nulle pour une bande du spectre. Un exemple des 
caractéristiques vocales ainsi obtenues est illustré à la figure 4.6. La position et l'amplitude 
des agglomérations d'énergie pour les phonèmes présentes dans le logarithme du spectre à 
la figure 4.3 sont également représentées dans cette figure, mais en utilisant des vecteurs 
à plus petite dimension. 
(C-train)u [A] = ln[({X train }mei)u[A] + Ciog] (4.30) 
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Figure 4.6 Exemple des caractéristiques vocales pour l'entraînement 
Pour compléter cette étape du traitement, seules les trames d'indice l pour lesquelles 
l'activité vocale (Pvad)lu = 1 sont conservées et sont renommées (ct^în')lul^}- pour un 
nouveau total de u trames. Ce dernier tri permet d'obtenir les caractéristiques 
vocales actives pour l'entraînement, dont un exemple est donné à la figure 4.7. On y voit 
que les trames inactives sont retirées de l'ensemble des caractéristiques. 
f! • H Il 5 • 
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Figure 4.7 Exemple des caractéristiques vocales actives pour l'entraînement 
Normalisation 
Finalement, les caractéristiques vocales sont normalisées afin de réduire la distortion convo-
lutive du canal (principalement reliée à la fonction de transfert du microphone utilisé pour 
l'enregistrement et au volume de la voix du locuteur). Dans le cas présent, la technique 
CMN est employée [16] et implantée par l'équation 4.31. Cette technique est appropriée 
car il n'y a pas de bruit additif provenant de l'environnement. Un exemple du résultat de 
cette normalisation est illustré à la figure 4.8. Dans cet exemple, les zones à faible énergie 
situées entre les dimensions 5 et 10 de la figure 4.7 possèdent un gain supérieur, ce qui 
permet de mieux représenter l'enveloppe du spectre. 
/  Y speech\ ,  
-j \  train 'u * 
(Cl)!, W = (CS")'„[A| - E (Cff)UAl (4.31) 
\ train (=0 
<0 Q) 
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Figure 4.8 Exemple des caractéristiques vocales normalisées 
4.1.3 Modèle 
Un modèle est généré pour les caractéristiques obtenues à l'aide d'une technique de quan­
tification vectorielle. Pour ce faire, l'algorithme k-moyennes est employé et accéléré grâce 
à l'inégalité triangulaire [11]. Un sous-ensemble de vecteurs est ainsi obtenu, pour un 
total de V = 256 vecteurs par modèle. Ce nombre est déterminé expérimentalement de 
façon à représenter adéquatement la distribution des caractéristiques tout en minimisant 
le nombre total de vecteurs. Chaque vecteur possède le même nombre de dimensions que 
les caractéristiques, c'est-à-dire Amax = 24 dimensions. L'expression nvu [A] désigne donc 
l'élément à la dimension A (A = 0,..., Amax — 1) du vecteur d'indice v (v — 0,..., V — 1) 
pour le modèle u. Un exemple de quantification vectorielle est illustré dans la figure 4.9 
pour les deuxième et troisième dimensions. 
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Figure 4.9 Exemple de modélisation des caractéristiques vocales par quantifi­
cation vectorielle 
Habituellement, un GMM est employé pour ce genre d'application. L'avantage d'un GMM 
par rapport à une quantification vectorielle est qu'il inclut les deux premiers moments 
statistiques (moyenne et variance) plutôt que la moyenne uniquement comme pour la 
quantification vectorielle. Cependant, dans le cas présent, puisque les modèles sont mis 
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à jour de façon dynamique, une quantification vectorielle est plus appropriée. En effet, 
plusieurs techniques ont été développées pour mettre à jour la variance en fonction du 
bruit additif, mais en général l'information importante demeure dans la moyenne [41]. Par 
conséquent, la quantification vectorielle est utilisée pour l'application courante car elle 
offre de bonnes performances tout en étant une solution simple et efficace. 
4.2 Reconnaissance de locuteurs avec WISS 
La figure 4.10 illustre le traitement effectué par WISS pour la reconnaissance de locuteurs. 
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Figure 4.10 Schéma-bloc des modules pour la reconnaissance de locuteurs avec 
WISS 
Dans le système mis en place, les segments de parole qui sont comparés aux modèles 
correspondant aux sources sonores séparées à partir du système ManyEars. Les signaux 
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post-filtrés sont également utilisés pour générer des masques. Les caractéristiques vocales 
pour la reconnaissance de locuteurs sont extraites du signal séparé pour chaque source 
sonore et à chacune des nouvelles trames du signal séparé. Cependant, chaque nouvelle 
caractéristique obtenue n'est pas immédiatement comparée avec un modèle de locuteurs 
(comme ce serait le cas dans un système purement temps réel avec un seul fil d'exécution). 
En effet, les caractéristiques sont d'abord mises en mémoire et sont par la suite normalisées 
lorsqu'un nombre suffisant de caractéristiques est obtenu. Cette contrainte provient du fait 
que certaines statistiques doivent être générées pour la normalisation, et que pour ce faire 
il faut donc une quantité minimale de caractéristiques. 
Deux spectres sont utilisés pour générer les caractéristiques et les masques. Il s'agit des 
spectres des signaux séparés et post-filtrés qui sont calculés par les équations 4.32 et 4.33. 
La constante (Ltest)r représente le nombre de trames pour évaluer un segment. 
(XZ) l r [k]  = \(Xa e p ) '8 [k] \2  0 <KL t e s t  (4.32) 
œf) 'W = | (^) iW|2  0 <KL t e s t  (4.33) 
Les opérations de fenêtrage et de transformée de Fourier discrète ne sont pas nécessaires à 
cette étape-ci de l'algorithme car elles ont déjà été effectuées précédemment par le système 
ManyEars. Cette simplification représente un avantage majeur car elle diminue la quantité 
de calculs et éliminent le problème de saturation qui peut survenir lorsque les signaux sont, 
encodés en format 16 bits à la sortie du système ManyEars. 
4.2.1 Caractéristiques vocales 
Les caractéristiques obtenues sont identiques à celles présentées à la section 4.1.2. De plus, 
des masques instantanés, en fréquence, temporels et globaux sont générés. Ces derniers 
permettent d'estimer les bruit convolutifs et additifs, en plus d'être utilisés durant l'étape 
de pointage et prise de décision. 
Emphase 
Comme c'est le cas durant la phase d'entraînement, une emphase est appliquée au spectre 
du signal à traiter. Dans le cas présent, l'emphase est donc appliquée aux signaux séparés 
et post-filtrés par les équations 4.34 et 4.35. L'expression Hemph[k] est identique à celle 
définie dans l'équation 4.22. 
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({XZ}emPh) l r{k} = Hemph[k}(XS t) l r[k] (4.34) 
(4.35) 
Un exemple du logarithme des signaux ({X^t}emph)r et ({X^stt}emph)r est illustré à la 
figure 4.11. Il est possible de voir à plusieurs temps différents des agglomérations d'énergie 
qui représentent différentes phonèmes. Pour le signal séparé, on remarque la présence de 
bruit additif ce qui fait en sorte que le contraste entre les phonèmes est moins marqué. 
Dans le cas du signal post-filtré, ce phénomène est moins présent. 
£ 22500 
"T 18000 
g 13500 
g 9000 
.g" 4500 *-•**!»>.*. «.-SV*» • ; "SP" ' 'fcé 
*-«jacAf X- -»-• M: 
0.54 2.68 3.21 1.08 1.61 2.14 
Temps (sec) 
(a) Logarithme du spectre du signal séparé pour l'évaluation (({X®®gt}emph)r) 
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(b) Logarithme du spectre du signal post-filtré pour l'évaluation (({Xî^f }emph)r 
Figure 4.11 Exemple du logarithme du spectre des signaux pour l'évaluation 
Banc de filtres 
Par la suite, les bandes du spectre des deux signaux sont analysées à l'aide du banc de 
filtres défini par l'équation 4.28. Cette opération s'effectue par les équations 4.36 et 4.37. 
N - l  
({XïZ}mel)l\A} = J2 bA[k}Hemph[k}(XZ) l r[k] (4.36) 
k=0 
N - l  
({xituoii a] = 
k=0 
(4.37) 
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Amplitude logarithmique 
Tout comme pour l'entraînement, le logarithme de l'amplitude de l'énergie est calculé pour 
chaque bande avec l'équation 4.38. Cette opération n'est effectuée que sur le signal séparé, 
car c'est celui qui sert à la génération des caractéristiques vocales. Dans le cas présent. 
tiag — 10~10. Contrairement à ce qui est fait par Valin et al. |4G] pour la reconnaissance de 
la parole, le signal post-filtré n'est pas utilisé afin d'en extraire ses caractéristiques vocales. 
En effet, bien que le post-filtrage rehausse le rapport signal sur bruit, le spectre est déformé 
de manière variable dans le temps, ce qui supprime en bonne partie l'information propre 
à chaque locuteur. 
Un exemple de caractéristiques vocales en mode évaluation contaminés par le bruit additif 
est donné à la figure 4.12. 
Masques instantanés 
Plusieurs masques sont générés à partir des signaux séparés et post-filtrés. Ces masques 
visent à ignorer certaines bandes du signal lorsque ces dernières sont corrumpues par le 
bruit. Cette stratégie est particulièrement utile lorsque du bruit coloré est présent sur une 
partie du spectre seulement. L'usage des masques instantanés dépend du ratio entre les 
signaux post-filtré et séparé. Ce ratio est calculé par l'équation 4.39. Les masques binaires 
sont ainsi appliqués en fonction d'un seuil établi (Tinst = 0.05). tels que le décrit l'équation 
4.40 [46], 
(<W)'[A] = In [(«SWOilA] + e.„s] (4.38) 
CD </> 
3 0.54 1.08 1.61 2.14 2.68 3.21 
Temps (sec) 
Figure 4.12 Exemple de caractéristiques vocales pour l'évaluation 
(ra.tio inst) l r[A) = ({*£}«e#[A] (4.39) 
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(ï^wist )7' [A] 
0 (/(itiOinsi'j r[A.} <C T\risi 
1 (rat?o,ns()r[A] ^ Tjnst 
(4.40) 
Un exemple de masques instantanés est présenté à la figure 4.13. Les zones en blanc 
représentent une valeur unitaire pour le masque et les zones en noir représentent une 
valeur nulle. Il est observé que seules les agglomérations de la figure 4.12 qui possèdent 
une amplitude élevée se voient attribuer un masque non-nul. 
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Figure 4.13 Exemple de masques instantanés 
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Bruit additif 
Il est possible d'estimer le bruit additif Br durant les périodes de silence du locuteur. 
Les masques instantanés s'avèrent alors être un outil intéressant puisqu'ils indiquent les 
bandes qui sont dominées par la présence de bruit. Le bruit additif s'obtient à l'aide d'une 
moyenne pondérée calculée par l'équation 4.41. La variable (Ltest)r représente le nombre 
de trames pour le segment r. 
BrlA] 
1^1=0 (1 - (m.mst)J.[A]) 
(4.41) 
Un exemple de l'estimation du bruit additif est illustré à la figure 4.14. On constate 
que le bruit additif est surtout présent dans les basses fréquences. En effet, l'amplitude 
logarithmique du spectre est plus élevée pour les premières dimensions du vecteur. 
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Figure 4.14 Exemple de l'estimation du bruit additif 
Masques en fréquence 
Les masques en fréquence sont utilisés pour déterminer la pertinence de chaque carac­
téristique vocale. En effet, il se peut parfois que la majorité des bandes soient corrompues 
par le bruit additif (dans les périodes de silence par exemple). Lorsque cela se produit, la 
caractéristique en question est considérée comme non pertinente et n'est pas utilisée pour 
la reconnaissance. Tel que décrit dans l'équation 4.42, la valeur 0 ou 1 de ce masque est 
obtenue en comparant la somme des composantes de chaque masque binaire à un seuil 
TfTeq donné. Ce seuil a été expérimentalement fixé à 6. Ce type de masque est comparable 
à l'activité vocale illustrée précédemment à la figure 4.4. 
(rrif r e q) r  — A=0 
1 
(S 
( V^Amaa 
^Z_,A=0 
-1 (^inst)j.[A]^ 
freq 
> T 
(4.42) 
freq 
Un exemple de masques en fréquence est montré à la figure 4.15. Cette figure démontre 
que les trames de la figure 4.13 dont la somme de leurs masques est élevée sont considérées 
comme actives. 
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Figure 4.15 Exemple de masques en fréquence 
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Bruit convolutif 
Le bruit convolutif est plus difficile à obtenir puisque la réverbération de la pièce dans 
laquelle un robot interagit avec des participants est généralement inconnue. Plusieurs 
techniques sont d'ailleurs proposées pour déterminer cette fonction de transfert à l'aide 
d'un processus d'optimisation [15]. Pour le cas présent, l'expérimentation a montré qu'il 
était possible d'obtenir une bonne estimation du bruit à partir des moyennes du signal 
bruité et du bruit additif. 
Une estimation (Xconv)r du signal bruité est obtenue en calculant la moyenne des carac­
téristiques avec les masques en fréquence. Seuls les segments de parole (et non ceux de 
silence) sont sélectionnés et représentés par {c^ch)lr[f]. Il y a (Lst^ch)r segments de parole 
qui correspondent aux masques en fréquence ayant une valeur non-nulle. Ce nombre est 
obtenu par l'équation 4.43. 
{Ltest )r 
(iST*)r = £ (4.43) 
1=0 
La moyenne des segments de parole est obtenue par l'équation 4.44. 
, (^ePr")r-l 
(^)r[A) = —53- Z (4.44) 
{•"test )r 1=0 
La différence fi entre le modèle k u et les caractéristiques (cjg®tech)J. est représenté dans 
l'équation 4.45. La variable ku représente le modèle du locuteur dont l'indice est dénoté 
par la variable u. Chaque modèle est composé de plusieurs centroïdes, qui sont représentés 
par la variable k£ dont l'indice est dénoté par la variable v. Bien que cette fonction ne soit 
pas la même que celle utilisée pour évaluer le pointage par rapport à chaque modèle, elle 
permet de simplifier les calculs et d'estimer de façon appropriée l'écart entre les modèles et 
les caractéristiques de test au cours du processus d'identification du bruit convolutif. Dans 
le cas présent, l'objectif, tel qu'énoncé par l'équation 4.46. est d'identifier le vecteur Hr 
qui minimise la différence entre ces caractéristiques disponibles et l'ensemble des modèles 
des locuteurs. 
( L t e s t ) r ~ l U ~ l V - l  
£ EE||ln{exp«+H^+exp(êr)}-(ct-?ch)'|| (4-45) 
/=0 u=0 v—0 
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Hr = argmin [fi] (4.4G) 
Hr 
Au lieu de trouver directement une solution pour Hr dans le but de minimiser la distor-
tion, la variable intermédiaire H"'1' est introduite. Il s'agit du bruit convolutif idéal pour 
minimiser la distortion pour le centroïde kvu au vecteur v du modèle u. Cette variable est 
obtenue par l'équation 4.47. 
H"-' 
u-1v-i 
Y, Yu ( arg»,»n ||ln {exP« + H"'") + exp(Êr)} - (c^sTch)'r 
u=0 v=0 \ H"'" 1=0 
(4.' 7) 
Il est possible de trouver un minimum grâce au gradient en trouvant la valeur de H"'1' qui 
correspond à la solution de l'équation 4.48, simplifiée à l'équation 4.49. 
( l t ea t ) r~  1 
VH« Y, ||ln{expK + Hr') + exp(Br)}-(cSÏ,'"')t 
1=0 
= 0 (4.48) 
(^test)r — 1 
£ V„;..||ln{expK + H?'') + exp(ÊI)}-(cSrh)t| = 0 (4.49) 
1=0 
Le calcul du gradient mène à l'expression développée en 4.50. Cette expression se simplifie 
et l'équation 4.51 est ainsi obtenue. 
£ -2 (in {exp(< + Hr) + exp(Br)} - lf. ,) = 0 
V 1 J 
' VeXP(«« + H" ) + eXP(Br)) 
(4.50) 
1 Ltest-l 
ln {exp« + H™'v) + exp(Br)} = ' £ (<£-*£ (4.51) 
test l-() 
En utilisant l'expression (Xconv)r obtenue à l'équation 4.44. il est possible de trouver une 
expression simplifiée pour H"'1' avec l'équation 4.52. 
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H = in |exp((Xconv)r) - exp(Br)| - < (4.52) 
Des expressions optimales pour le bruit convolutif (H"''') sont ainsi calculées pour chaque 
modèle u et vecteur v au sein de ces modèles. Bien entendu, une expression Hr unique 
et commune à tous ces cas doit être obtenue. La stratégie pour y parvenir consiste à 
trouver une expression Hr qui minimise la différence totale avec toutes les expressions 
H"1' précédemment obtenues. Pour y parvenir, il s'agit de résoudre l'équation 4.53. 
(u-i v-i EE 
u=0 u=0 
Hr - H;1 u (4.53) 
Le gradient est à nouveau utilisé pour résoudre ce problème d'optimisation, tel que formulé 
dans les équations 4.54 et 4.55. 
u - i v - i  
VH;"EE|h'-H?"' 
u=0 v—0 
= 0 (4.54) 
u-1v-i 
EE' 
u=0 u=0 
Hr - H"'" = 0 (4.55) 
Le gradient est évalué en 4.56, pour finalement obtenir l'expression en 4.57. 
u-1 v-i 
E E 2 ( f l ' - f l ' , ° )  =  0  
u=0 v=0 
(4.56) 
u-1 v-i 
h- = wEEH;-
u=0 t)=0 
(4.57) 
Il est ensuite possible de substituer l'expression de H"'" trouvée précédemment par l'équa­
tion 4.52 et ainsi obtenir l'équation 4.58. 
u-1v-1  
= îJv (In {eXP((^conv)r) - exp(Êr) J - (4.58) 
u=0 V=0 
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En simplifiant cette expression, l'équation 4.59 est obtenue. Cependant, puisqu'une nor­
malisation a été initialement effectuée par l'équation 4.31 sur les caractéristiques vocales 
lors de l'entraînement des modèles, il est raisonnable d'affirmer par l'équation 4.60 que la 
moyenne des centroïdes est également nulle. 
<7-1 v-i 
Hr = In |exp((Xconv)r) - exp(Br)} - (4"59) 
u=0 t?=0 
(^EE< = ° <4-«» 
u=0 v—Q 
L'expression finale pour l'estimation du bruit convolutif est donc obtenue à l'équation 
4.61. 
Hr = ln |exp((Xconv)r) - exp(Br)| (4.61) 
Le bruit convolutif Hr est donc estimé à partir de la différence (dans le domaine spectral 
linéaire) entre l'énergie du signal bruité et celle du bruit additif. Il est cependant possi­
ble que le bruit additif soit supérieur au bruit convolutif pour une ou plusieurs bandes. 
Advenant ce cas, une valeur nulle est attribuée au bruit convolutif de cette bande telle 
que montré dans l'équation 4.62. Pour ce faire, des masques temporels, présentés dans la 
section suivante, sont alors utilisés pour ignorer cette bande durant la comparaison avec 
les modèles de locuteurs. 
(^conv)r[A] < Br[A] ^ 
{exp (7Xco,lv)r[A]) - exp (/}r[A]j j (Xcom,)r[A] > Br[A] 
Un exemple d'estimation de bruit convolutif est illustré à la figure 4.16. Dans cet exemple, 
la première bande possède une valeur nulle puisque le bruit additif est supérieur au bruit 
convolutif. Pour les autres bandes, le bruit convolutif est supérieur au bruit additif et est 
légèrement plus présent dans les basses fréquences. 
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Figure 4.1G Exemple de l'estimation du bruit convolutif 
Masques temporels 
Le bruit convolutif Hr[A] devrait excéder le bruit additif Br[A] pour chacune des bandes. 
Cependant, dans certaines situations comme en présence de bruit additif rose, il est possible 
que certaines bandes en basses fréquences soient complètement dominées par le bruit 
additif. Dans ce cas, ces bandes sont indésirables pour la reconnaissance et la normalisation 
spectrale, et doivent être négligées. Pour ce faire, un masque temporel est défini par les 
équations 4.63 et 4.64. 
Un exemple pour le masque temporel appliqué à la bande 0 est illustré dans la figure 4.17. 
Ceci est cohérent avec le fait que le bruit additif est supérieur au bruit convolutif, tel 
qu'illustré à la figure 4.16. 
(r at.iotime)r [A] — (Xconv )r [A] fiT [A] (4.63) 
(Wtime)r[A] 
0 (?*&^'0f,î7ne)r [A] ^ 0 
1 [A] 0 
(4.64) 
0.54 1.08 1.61 2.14 2.68 3.21 
Temps (sec) 
Figure 4.17 Exemple de masques temporels 
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Normalisation 
La normalisation spectrale permet de conserver uniquement les variations d'amplitude 
d'une bande à l'autre et d'ignorer l'énergie totale du spectre. Cette procédure améliore 
la représentation de la forme du spectre, peu importe l'énergie instantanée de la trame 
en cours. Il s'agit donc de soustraire la moyenne de l'amplitude logarithmique des bandes 
à l'aide de l'équation 4.65. Dans cette équation, le calcul de la moyenne tient compte 
du masque temporel pour annuler la contribution des bandes corrompues par le bruit 
additif. Lorsque les coefficients MFCC sont utilisés dans le domaine cepstral, l'opération 
de normalisation s'effectue simplement en ignorant le premier terme de la transformée en 
cosinus discrète. 
Un exemple est illustré à la figure 4.18. On remarque que la variation d'énergie d'une trame 
à l'autre est moins prononcée comparativement, à ce qui est illustré à la figure 4.12. Cette 
réduction de la variance découle directement de la soustraction de l'énergie instantanée à 
chaque trame. 
•max 
(4.65) 
Temps (sec) 
Figure 4.18 Exemple de caractéristiques vocales normalisées dans le domaine 
spectral 
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Masques globaux 
Le masque global utilisé pour chaque caractéristique vocale est obtenu par l'équation 4.66 
en multipliant les masques instantané, temporel et en fréquence. La figure 4.19 en illustre 
le mécanisme tandis que la figure 4.20 en donne un exemple. 
(m.aU)'r[ A] = (mfre(l)lr(mtime)r [A] (mmst )'r [A] (4.6G) 
Temps 
Wthne 
m,H 
Figure 4.19 Combinaison des masques instantanés, temporels et en fréquence 
pour obtenir les masques globaux 
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Figure 4.20 Exemple d'un masque global 
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4.2.2 Mise à jour des modèles 
Pour obtenir des performances optimales, le modèle de chaque locuteur doit idéalement 
être entraîné dans le même environnement que celui dans lequel est faite la reconnais­
sance. Dans le cas d'un robot mobile, il est pratiquement impossible d'appliquer cette 
stratégie puisque l'environnement change constamment et ses propriétés ne peuvent être 
déterminées à l'avance. C'est pour cette raison que le modèle doit être entraîné à nouveau 
de façon dynamique dans les conditions de l'environnement actuel. Puisque des estimations 
des bruits convolutif et additif sont disponibles, il est possible de mettre à jour le mod­
èle pour inclure ces nouvelles conditions. Il est cependant difficile d'entraîner le nouveau 
modèle à partir des caractéristiques vocales originales puisque ceci implique l'utilisation 
d'algorithme tel que k-moyennes qui entraîne une charge importante de calculs. Le poids 
de ces calculs s'alourdit d'ailleurs en fonction du nombre de modèles à traiter. Pour cette 
raison, la technique PMC est utilisée afin de générer un nouveau modèle directement à 
partir des paramètres de l'ancien modèle entraîné dans des conditions idéales. 
Durant l'entraînement, les caractéristiques vocales ne sont pas contaminées par le bruit 
additif et sont normalisées par rapport au gain du canal. Il est donc possible de contaminer 
ce modèle par les bruits convolutifs et. additifs de l'environnement de test pour s'approcher 
d'un modèle qui aurait été caractérisé au départ dans cet environnement de test. Pour ce 
faire, le bruit convolutif est additionné dans le domaine spectral logarithmique et le bruit 
additif est additionné dans le domaine spectral linéaire. Cette opération est effectuée sur 
chaque vecteur du modèle et est décrite dans l'équation 4.G7. 
(Kn0tsîX[A] = ln jexp (<[A] + //r[A]) + exp (#r[A]) j (4.67) 
Un exemple de modèle modifié est illustré à la figure 4.21. Il est intéressant de constater 
que le bruit additif affecte surtout les dimensions des caractéristiques qui possèdent de 
petites valeurs. Ceci a généralement pour effet de diminuer la variance car ces valeurs sont 
agglomérées lorsqu'elles sont à nouveau transformées dans le domaine spectral logarith­
miques (ln(û + b) & ln(a) si b <C a). 
Une fois cette opération complétée, le spectre des vecteurs du modèle peut être normalisé 
de la même manière que les caractéristiques vocales (équation 4.65) en utilisant l'équation 
4.68. 
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Figure 4.21 Modification dynamique des centroïdes 
(Atnor-1 \ Y (/tn<nSj,)îi[A](mfjme)r[A] I (4.68) A=0 / 
4.2.3 Pointage et prise de décision 
Une fois que le modèle et les caractéristiques vocales du segment à identifier sont normal­
isés, il est possible d'effectuer une comparaison et de retourner un pointage. Ce dernier 
s'obtient par l'équation 4.69 en calculant la distance euclidienne entre la caractéristique 
en cours et le modèle sélectionné. 
dist(K, c, m) \ 
Amax 1 
Hakk[a] - ctA])2] (4-69) 
A=0 
Il est à noter que c'est ici qu'est utilisé le masque binaire pour pondérer chaque bande. 
Le pointage de chaque modèle u par rapport au segment r est calculé en additionnant la 
distance minimale entre chaque caractéristique vocale {c^st)lr et l'ensemble des vecteurs 
(«ac)u du modèle u. 
Ltest ~ 1 
scoreru - Yj nmi" n {dist((/ïac)^;, (c^()'r, (mai;)')} (4.70) 
' 
,gr t»=0,—.( V — 1 ) 
z=o v 
L'identité du locuteur est finalement obtenue en sélectionnant le modèle qui offre le 
pointage minimal (c'est-à-dire que la différence entre les caractéristiques et le modèle 
est minimisée). Ceci est présenté dans l'équation 4.71. 
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(•id.exp)T = argmin {scoreru} (4.71) 
U 
4.2.4 Indice de confiance 
Il est également possible de considérer l'ajout d'un indice de confiance rattaché au locuteur 
identifié. Un tel indicateur agit comme complément à la décision par pointage et peut être 
utile entre autres dans un contexte de fusion, où la voix, la vidéo et d'autres informations 
biométriques sont présentes. Dans ce contexte, une identification avec un indice de con­
fiance élevé aurait alors plus de poids parmi cet ensemble de données et affecterait plus 
directement le choix final de l'identité de l'individu. 
L'indice de confiance retourné se situe entre 0 et 1. Une valeur de 0 représente une confiance 
nulle tandis qu'une valeur de 1 signifie une confiance absolue. Il est à noter qu'une confiance 
absolue n'implique pas forcément que l'identification soit valide, mais sous-entend que le 
système est certain d'avoir identifié correctement le locuteur parmi les modèles dont il 
disposait. 
L'indice de confiance est basé sur l'écart entre les deux pointages les plus faibles représenté 
par la variable A score et s'évalue par l'équation 4.72. Les variables ascore et Pscore ont été 
expérimentalement fixées à 0.02 et 0.01 respectivement. 
La fonction sigmoïde ainsi obtenue est illustrée à la figure 4.22. Cette fonction est choisie 
car elle offre deux paliers de saturation avec une transition linéaire au centre. Une fonction 
échelon aurait pu être utilisée mais dans ce cas la transition aurait été trop abrupte entre 
une confiance nulle et absolue. 
confT = 
1 (4.72) 
1 ~j~ exp [ (AsC07*6 Q-score)/0score\ 
Ascore 
Figure 4.22 Courbe de fonction sigmoïde pour l'indice de confiance 
1.0 
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Cette nouvelle approche permet donc d'effectuer une reconnaissance de locuteurs dans un 
environnement bruyant. En effet, l'utilisation de caractéristiques MFCC dans le domaine 
spectral et de masques permet d'effectuer une estimation des bruits additif et convolutif. 
Ces estimations sont alors utilisées pour mettre à jour les modèles des locuteurs à l'aide 
de la technique PMC. De plus, l'utilisation des signaux propres au traitement réalisé par 
ManyEars permet d'ajouter une capacité de reconnaissance de locuteurs avec une faible 
augmentation en coût de calculs. Également, l'introduction d'un indice de confiance facilite 
le couplage de WISS avec d'autres systèmes d'identification biométriques dans le cadre de 
travaux futurs. L'analyse des performances de ce nouveau système est présentée au chapitre 
suivant. 
CHAPITRE 4. WISS, UN SYSTÈME DE RECONNAISSANCE DE LOCUTEURS 
CHAPITRE 5 
ANALYSE DE PERFORMANCES 
Le montage expérimental est le même que celui utilisé pour le système ManyEars |45]. 
Il est composé d'un ensemble de huit microphones, d'une carte d'acquisition de signaux 
analogiques et d'un ordinateur personnel de type PC. Les microphones sont disposés en 
cube et leurs positions respectives sont données au tableau 5.1. Cette configuration est 
sélectionnée car les microphones sont disposés d'une manière semblable sur le torse du 
robot (quatre microphones à l'avant et quatre à l'arrière). La carte audio, dotée d'un 
convertisseur analogique-numérique à 16 bits, effectue une acquistion synchrone sur huit 
canaux à une cadence de 48000 échantillons/sec par canal. Les données audio ainsi obtenues 
sont déposées en mémoire sur le disque dur de l'ordinateur, qui les analyse par la suite. 
La figure 5.1 illustre ce montage. 
Figure 5.1 Microphones et système d'acquisition 
Une série d'expériences ont été menées dans le local du laboratoire possédant une superficie 
de 10 mètres par 10 mètres et une hauteur de 2.5 mètres. Un système de ventilation 
ainsi que plusieurs appareils électriques (instruments, postes de travail, réfrigérateurs, 
etc) sont en opération continue dans cette pièce et génèrent du bruit audible. Le cube de 
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Tableau 5.1 Positions des microphones (en mètres) 
m [{zmic)m]x  [(zmic)m\y 
0 +0.16 +0.16 +0.16 
1 +0.16 +0.16 -0.16 
2 +0.16 -0.16 +0.16 
3 +0.16 -0.16 -0.16 
4 -0.16 +0.16 +0.16 
5 -0.16 +0.16 -0.16 
6 -0.16 -0.16 +0.16 
7 -0.16 -0.16 -0.16 
microphones est installé au centre de la pièce à une hauteur d'environ soixante centimètres. 
Cette hauteur est réaliste en ce qui concerne remplacement des microphones sur un robot. 
Les performances de WISS sont mesurées selon deux indices. Le premier est l'indice non-
pondéré (ratenoweight); qui consiste à calculer le taux d'identification selon le nombre de 
bonnes identifications {{fnatchr^^ei9ht)r) et de mauvaise identifications {{match1^e%ght)r) 
tel que décrit dans les équations 5.1, 5.2 et 5.3. 
(match^ZeigHt)r = I ° (ideXp)r * {idthe°)r (5.1) 
1 (^ezp)r {îdtheojr 
= | 1 {id"'}' # {ii""°)' (5.2) [o (ideXp)r ~ (}diheo)r 
*' Eio' (match™Z"'U)r + (matchZW"'U)r ( '  
Le second indice est dit pondéré (rateweight), car le taux d'identification dépend de l'indice 
de confiance (confr) envers les bonnes {{match^0flt)T) et les mauvaises identifications 
{(m,atch^9ht)r). Le calcul de cet indice est réalisé par les équations 5.4, 5.5 et 5.6. 
(ma tch^% = 0 (idexp)r  7^ (idtheo)r 
confr (idexp)r = (idtheo)r 
(5.4) 
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{matchZf% = (COn/r {tdeXp)r * {kltheo)r (5.5) 
|^0 (^exp)r (idtf ieo)r 
_ ES ,r.. 
' ° ES {™tch"3>')r + ErJo 
Trois scénarios de tests ont été élaborés pour évaluer les capacités de WISS : 
1. Caractérisation du système à partir d'une banque de données de vingt locuteurs 
2. Interaction statique dans des conditions plus réalistes où un seul locuteur parle à la 
fois 
3. Interaction dynamique avec plusieurs locuteurs qui participent à une discussion na­
turelle 
5.1 Caractérisation du système 
Pour ce scénario de tests, des segments de parole sont diffusés dans un haut-parleur placé 
à une position donnée par rapport au cube de microphones. Un corpus de données de vingt 
locuteurs composé de onze voix de femmes et neuf voix d'hommes est utilisé. Pour chaque 
locuteur, un modèle est entraîné directement à partir d'un segment de voix de soixante 
secondes non-bruité en provenance du corpus de données. Par la suite, six segments de 
parole de dix secondes sont diffusés dans le haut-parleur et captés par le cube de micro­
phones. Pour chacun des segments, cinq niveaux de volume différents (numérotés de 1 à 
5) sont sélectionnés. Ceci a pour but de vérifier que le système peut composer avec un 
volume de locuteur variable en présence de bruit additif (par exemple les ventilateurs) à 
volume constant. Bien entendu, les segments de parole utilisés pour les tests sont différents 
de ceux utilisés pour l'entraînement des modèles. 
Dans le but de vérifier l'effet du formateur de faisceaux sur le SNR, trois signaux sont 
évalués. Le premier. {Xs^^iean)ls[k), provient de l'énergie de la somme de tous les sig­
naux des microphones (5.7), le second, (Xg^^ean)ls[k}, de la somme de l'énergie de tous 
les microphones (5.8) et le troisième, {X^^/e^~merys\k}, de la sortie de la séparation du 
formateur de faisceaux (5.9). Le signal d'un seul microphone n'est pas utilisé car ces micro­
phones ne sont pas parfaitement omnidirectionnels, ce qui affecte la qualité sonore selon 
la position de la source. Le SNR est estimé pour chacun de ces trois signaux au cours 
des périodes de silence et de parole : signalMean représente une interférence aléatoire 
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(les signaux des microphones sont simplement additionnés sans considérer la position de 
la source) ; powerMean représente la puissance moyenne sans interférence, et c'est pour 
cette raison que les puissances et non les signaux initiaux sont additionnées ; beamformer 
représente finalement le résultat, d'une interférence constructive. L'équation mathématique 
du SNR est donnée en 5.10 (l'expression mode est remplacée par signalMean, powerMean 
et beamformer). 
/ \rsii)7ialMean\l r i  1  
V A speaker 
M-1 
m=0 
(5.7) 
M-1 
(x^n'sik] = £ 
m=0 
(5.8) 
(*Srer)iw = K^)iwia (5.9) 
SNR 
(T "1 \^(Lspeech)s v-^iV-1 | 17 ymode \([M\ \^noise}s 2-yl=0 2^*;=0 I U^speafcer/sF) J speech' 
(T \^(Lnoi3e)s y>JV-l | r/ ymode y r t l l  
speech) s 2_<i=0 Z-ife=0 11speafccrMKJ J 
(5.10) 
Les performances sont évaluées en fonction de l'angle de la source par rapport au robot 
dans la section 5.1.1 et selon la distance entre la source et le robot dans la section 5.1.2. 
5.1.1 Performances selon la position angulaire 
Cette expérience a pour but de valider le bon fonctionnement du système pour toutes 
orientations du locuteur par rapport au robot. Le cube de microphones est placé au centre 
d'un cercle de rayon de 1.5 mètres, sur lequel sont sélectionnées huit positions pour le 
haut-parleur. Celles-ci sont séparées l'une de l'autre par un écart angulaire de quarante-
cinq degrés, tel que montré à la figure 5.2. Pour chacune des positions, le haut-parleur est 
installé à une hauteur d'environ soixante centimètres. 
Les SNRs sont présentés au tableau 5.2. On constate d'abord que les SNRs sont similaires 
peu importe la position angulaire, ce qui signifie que le système ne dépend pas de l'orien­
tation du locuteur. Il est intéressant de constater que le SNR du signal beamformer est, 
tel qu'anticipé, supérieur à celui du signal signalMean. Par contre, on constate qu'il est 
similaire à celui du powerMean, ce qui peut paraître surprenant. En effet, il est normal 
d'imaginer a priori que l'interférence constructive dans la direction de la source sonore 
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Figure 5.2 Positions angulaires 
offre un meilleur SNR qu'une interférence non construetive. Il faut cependent réaliser que 
le formateur de faisceaux utilisé par le système ManyEars vise avant tout à réduire le 
bruit directionnel (par exemple un autre locuteur qui parle simultanément) et non le bruit 
omnidirectionnel ambiant (par exemple des ventilateurs qui sont assez éloignés pour que 
le bruit soit diffusé de façon aléatoire dans la pièce). 11 existe des méthodes pour optimiser 
un formateur de faisceaux afin de réduire au maximum le bruit additif. Cependant, dans le 
présent contexte, on considère que le formateur de faisceaux du système ManyEars est plus 
adéquat car il offre d'excellentes performances pour la reconnaissance de parole à plusieurs 
locuteurs tout en offrant des SNRs similaires au cas sans interférence (powerMean). Les 
SNRs de powerMean sont parfois supérieurs à beamformer. entre autres pour les positions 
3, 6 et 8. Puisque ces deux signaux sont similaires, la variation de la réverbération et le 
niveau de bruit ambiant selon la position peut influencer le SNR et explique pourquoi le 
signal powerMean offre parfois un SNR légèrement supérieur à celui de beamformer. 
Une première reconnaissance est effectuée sans l'utilisation des masques durant l'étape 
du pointage, comme l'exprime l'équation 4.69. Ceci revient donc à appliquer un masque 
de valeur de 1 pour toutes les dimensions. Les performances obtenues avec les indices 
non-pondérées (ratenoweight) et pondérées (rateweight) sont présentées aux figures 5.3 et 
5.4. Par la suite, les masques sont utilisés et les performances obtenues avec les indices 
non-pondérées (ratenoWeight) et pondérées (rateweigflt) sont présentées aux figures 5.5 et 
5.6. 
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Tableau 5.2 SNR selon la position angulaire 
Position 1 2 3 4 5 6 7 8 
si
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al
M
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n Niveau 1 11.41 13.31 12.50 12.04 11.39 12.65 12.48 11.48 
si
gn
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M
ea
n 
Niveau 2 7.20 8.78 8.18 7.72 7.20 8.35 8.14 7.19 
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n 
Niveau 3 3.93 5.13 4.60 4.19 3.77 4.70 4.60 4.00 
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n 
Niveau 4 1.76 2.45 2.17 1.99 1.75 2.23 2.15 1.75 
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n 
Niveau 5 0.81 1.15 0.72 0.78 0.74 1.05 0.95 0.58 
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n Niveau 1 16.87 16.89 16.92 14.80 15.01 15.97 17.13 16.91 
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Niveau 2 12.13 12.08 12.26 10.22 10.45 11.39 12.43 12.11 
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Niveau 3 7.92 7.90 7.96 6.16 6.30 7.15 8.15 8.00 
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Niveau 4 4.35 4.35 4.42 3.23 3.33 3.87 4.54 4.39 
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n 
Niveau 5 2.14 2.14 1.90 1.39 1.51 1.92 2.22 1.94 
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 Niveau 1 16.92 17.33 16.56 15.56 15.31 15.75 17.29 16.59 
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Niveau 2 12.20 12.57 11.86 10.91 10.77 11.21 12.54 11.84 
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Niveau 3 7.94 8.23 7.72 6.68 6.60 6.99 8.24 7.75 
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Niveau 4 4.41 4.61 4.27 3.58 3.52 3.66 4.60 4.18 
be
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fo
rm
er
 
Niveau 5 2.07 2.25 1.82 1.50 1.61 1.63 2.24 1.69 
Ces graphiques illustrent que les performances restent essentiellement les mêmes pour les 
différentes positions angulaires. Ceci indique clairement que le système est en mesure de 
reconnaître les locuteurs peu importe leur orientation par rapport au robot. Cette carac­
téristique est importante car elle permet au robot d'interagir sans avoir à continuellement 
s'orienter pour faire face à la personne qui lui parle si cette dernière se déplace de temps 
à autre. De plus, les performances diminuent lorsque le SNR est moins élevé. Le taux de 
reconnaissance est obtenu à l'aide de la moyenne des indices pondérés des positions angu­
laires 1 à 8 avec le formateur de faisceaux avec masques. Il se situe à 95.6% au niveau 1 (le 
SNR moyen est de 16 dB) et diminue à 84.3% au niveau 5 (le SNR moyen est de 2 dB). 
On constate d'ailleurs une dégradation importante des performances pour les niveaux 4 et 
5. qui s'explique par des faibles SNRs d'approximativement 4dB et 2dB respectivement. 
Les performances sont meilleures pour les figures 5.5 et 5.6 comparativement aux figures 
5.3 et 5.4, ce qui démontre que l'utilisation de masques offre des performances supérieures 
par rapport à un système sans masque, en particulier dans des cas où le SNR est faible. 
Cette caractéristique est particulièrement intéressante car les masques sont également 
utilisés dans un contexte de reconnaissance de la parole, ce qui permet deux applications 
différentes avec un prétraitement commun. 
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Figure 5.3 Performances avec les indices non-pondérés pour les huit positions 
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Figure 5.5 Performances avec les indices non-pondérés pour les huit positions 
angulaires avec le formateur de faisceaux avec masques 
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Figure 5.6 Performances avec les indices pondérés pour les positions angulaires 
avec le formateur de faisceaux avec masques 
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5.1.2 Performances selon la position radiale 
79 
Cette expérience permet d'observer la dégradation anticipée des performances lorsque 
le locuteur s'éloigne du robot.. Trois positions différentes alignées à des distances de 1.5 
mètres, 2.5 mètres et 3.5 mètres du cube de microphones sont sélectionnées. Ces positions 
sont présentées à la figure 5.7. 
Figure 5.7 Positions radiales 
Les SNRs sont à nouveau obtenus grâce à l'équation 5.10 et sont affichés au tableau 
5.3. Comme c'est le cas à la section 5.1.1, le SNR est mesuré pour trois cas différents 
(signalMean, powerMean et beamformer). Encore une fois, le SNR du signal beamformer 
est supérieur à celui du signa] signalMean et est similaire à celui du signal powerMean (qui 
demeure toutefois toujours supérieur). Pour les même raisons que celles évoquées dans la 
section 5.1.2. le signal beamfonrier est utilisé afin d'en extraire les caractéristiques vocales. 
Comme à la section 5.1.1, les performances des indices non-pondérées et pondérées sans l'u­
tilisation des masques sont présentées aux figures 5.8 et 5.9. Par la suite, les performances 
sont évaluées avec l'utilisation des masques et les résultats des indices non-pondérés et 
pondérés sont montrés aux figures 5.10 et 5.11. 
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Tableau 5.3 SNR selon la position radiale 
Position 8 9 10 
fl Niveau 1 11.48 8.60 7.54 
ce 
eu 
§ 
Niveau 2 7.19 4.96 4.10 
Niveau 3 4.00 2.28 1.84 
c 
tuO 
• fH 
CA 
Niveau 4 1.75 0.98 0.77 
Niveau 5 0.58 0.33 0.27 
c Niveau 1 16.92 13.42 11.64 
ci 
eu S 
t. 0) 
Niveau 2 12.11 9.03 7.39 
Niveau 3 8.00 5.12 3.93 
* o 
a, 
Niveau 4 4.39 2.57 1.84 
Niveau 5 1.94 1.01 0.71 
i* Niveau 1 16.59 12.48 10.22 
s 
u Niveau 2 11.84 8.13 6.14 
«2 g Niveau 3 7.75 4.50 3.11 
a V Niveau 4 4.18 2.18 1.30 
•O 
Niveau 5 1.69 0.83 0.42 
Le tableau 5.3 soutient aussi que le SNR diminue lorsque la distance augmente. Ceci 
implique donc que la présence du bruit additif est plus significative lorsque le locuteur se 
situe à plusieurs mètres du robot. Le SNR du niveau 5 à la position 10 (distance de 3.5 
mètres) est particulièrement faible puisqu'il se rapproche du 0 dB, ce qui signifie que le 
bruit est presqu'aussi présent en terme d'énergie que le signal du locuteur. 
Les résultats présentés aux figures 5.8, 5.9, 5.10 et 5.11 suggèrent que les performances 
diminuent lorsque le locuteur s'éloigne des microphones. Il est intéressant de noter aux 
figures 5.8 et 5.10 que les performances semblent meilleures lorsque le locuteur se situe 
à la position 8 (distance de 2.5 mètres) par rapport à la position 7 (distance de 1.5 
mètres). Cette légère différence s'explique par le fait que l'utilisation d'un indice non-
pondéré entraîne un changement abrupte dans les performances lorsque deux modèles 
obtiennent un pointage similaire pour un même locuteur. Dans le cas actuel, le changement 
de position diminue le SNR, ce qui introduit une plus grande incertitude au niveau du 
pointage, et mène par conséquent à des décisions imprécises. 
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Figure 5.8 Performances avec les indices non-pondérés pour les positions radi­
ales avec le formateur de faisceaux sans masques 
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Figure 5.9 Performances avec les indices pondérés pour les positions radiales 
avec le formateur de faisceaux sans masques 
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Figure 5.10 Performances avec les indices non-pondérés pour les positions ra­
diales avec le formateur de faisceaux avec masques 
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Figure 5.11 Performances avec les indices pondérés pour les positions radiales 
avec le formateur de faisceaux avec masques 
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5.1.3 Performances sur l'ensemble des positions 
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Pour chaque méthode proposée, les moyennes des performances pour l'ensemble des posi­
tions angulaires et radiales décrites aux sections 5.1.1 et 5.1.2 sont présentées à la figure 
5.12. Les résultats suggèrent que l'utilisation de masques et d'un indice pondéré con­
tribuent à améliorer les performances, en particulier lorsque le niveau de bruit est élevé. 
100% 
• Niveau 1 
B Niveau 2 
• Niveau 3 
• Niveau 4 
• Niveau S 
Sans masque, non- Sans masque, pondéré Avec masque, non- Avec masque, pondéré 
pondéré pondéré 
Méthode 
Figure 5.12 Moyennes des taux de bonnes identifications selon la méthode 
sélectionnée 
84 CHAPITRE 5. ANALYSE DE PERFORMANCES 
5.2 Interaction statique 
Cette expérience a pour but de vérifier les performances lorsqu'il s'agit, d'une interac­
tion entre un seul locuteur et le robot dans un environnement bruité. Pour entraîner les 
modèles, quatre locuteurs mâles récitent un texte aléatoire d'une durée d'environ soixante 
secondes en étant à une distance d'environ vingt centimètres d'un des huit microphones du 
cube. Bien que cet entraînement soit effectué dans un environnement bruité (ventilateurs, 
appareils électxoniques. etc.). la proximité du locuteur par rapport au microphone fait en 
sorte que le bruit additif est négligeable, ce qui est nécessaire pour l'étape de l'entraîne­
ment. Un modèle est par la suite généré pour chacun des quatre locuteurs (identifié par les 
lettres A, B, C et D). La nouvelle banque de données est composée de ces quatre locuteurs 
seulement. Le nombre de locuteurs dans la banque de données est moins important que 
pour l'expérience de la section 5.1 mais correspond au nombre d'individus avec lesquels 
un robot pourrait interagir dans un domicile. Chaque locuteur est ensuite positionné à 
une distance de 1.5 mètres du cube et effectue la lecture d'une dizaine de phrases aléa­
toires d'une durée entre cinq et dix secondes dans ce même environnement bruité, mais 
cette fois le bruit additif n'est plus négligeable. Cette expérience a pour but de vérifier les 
performances lorsqu'il s'agit d'une interaction entre un seul locuteur et le robot dans un 
environnement bruité. Pour cette expérience, le signal séparé est ramené dans le domaine 
temporel et passé au travers une fenêtre de lissage pour en extraire finalement le spectre. 
Cette procédure redondante est utilisée simplement pour permettre de valider les résultats 
en écoutant chaque segment identifié. 
La position des locuteurs est illustrée à la figure 5.13. La figure 5.14 illustre les résultats 
obtenus. Les performances avec les indices pondérés avec masques se situent entre 74.2% 
et 100.0%, pour une moyenne de 90.6%. Un taux semblable est obtenu avec le système 
présenté par Kim et al. [24] (environ 90% de bonnes identifications non-pondérées avec 
une base de données de 30 locuteurs), mais ces résultats sont valides uniquement pour 
un environnement silencieux. Les expériences actuelles sont effectuées en environnement 
bruité, ce qui correspond davantage à un scénario réaliste. 
Il est intéressant de constater que les performances ne sont pas les mêmes d'un locuteur 
à l'autre. Ceci s'explique par le fait que certains locuteurs possèdent des caractéristiques 
vocales semblables. On constate ainsi que le locuteur D partage plusieurs de ses carac­
téristiques avec les locuteurs A, B et C. Par contre, les locuteurs A, B et C possèdent pour 
leurs parts des caractéristiques uniques qui ne sont pas présentes chez le locuteur D. Ceci 
fait en sorte que le locuteur D peut être plus facilement reconnu comme étant le locuteur 
A, B ou C tandis que l'inverse est moins probable. 
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Figure 5.14 Performances avec les indices pondérés pour chaque locuteur avec 
masques dans un contexte d'interaction statique 
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5.3 Interaction dynamique 
Finalement, une expérience d'interaction dynamique est introduite et consiste à utiliser 
le système dans une situation de conversation naturelle entre les locuteurs mâles présents 
qui ont participé à l'expérimentation d'interaction statique. Les même modèles de locu­
teurs utilisés pour l'interaction statique sont employés pour cette expérience. Durant cette 
conversation, chaque locuteur est positionné à une distance de 1.5 mètres du cube et un 
espace de 90 degrés est présent entre chacun. Cette disposition est illustrée à la figure 
5.15. Il est à noter que les coordonnées angulaires sont définies dans le sens horaire. Ces 
locuteurs parlent à tour de rôle de différents sujets avec un fil de discussion naturel. Ainsi, 
il arrive fréquemment que plusieurs locuteurs parlent simultanément. En effet, lorqu'un 
locuteur principal dialogue, les autres locuteurs vont souvent prononcer quelques mots 
pour effectuer une approbation. De plus, le fil de la discussion comprend souvent des 
chevauchements entre la fin de la phrase d'un premier locuteur et le début de celle d'un 
deuxième locuteur. Cette réalité met à l'épreuve le système car les segments de parole d'un 
locuteur sont souvent contaminés par d'autres locuteurs, affectant ainsi les performances 
d'identification. 
Figure 5.15 Positions des locuteurs pour le scénario dynamique 
Pour cette expérience, le taux d'adaptation ji de l'équation 3.77 pour la séparation est fixé 
à zéro. En effet, lorsqu'une seconde source apparaît et est séparée, l'effet adaptatif de la 
séparation qui vise à minimiser la corrélation croisée entre les deux sources modifie con­
sidérablement le spectre de la source initialement séparée. Ce changement abrupt modifie 
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les caractéristiques du canal et affecte l'estimation des bruits convolutif et additif. Les 
modèles modifiés dynamiquement ne représentent alors pas fidèlement les conditions de 
l'environnement, ce qui entraîne une détérioration importante des performances. Il a été 
observé que les performances avec les indices pondérés et les masques se situaient alors sous 
le seuil de 50%. En fixant /x à zéro, la séparation du signal de plusieurs locuteurs est moins 
prononcée, ce qui diminue les performances de reconnaissance de la parole à plusieurs 
locuteurs qui parlent simultanément mais améliorent les performances d'identification des 
locuteurs. 
Les taux de succès au niveau de l'identification en mode d'interaction dynamique sont 
résumés à la figure 5.1G et au tableau 5.4 en fonction des trois longueurs de segments 
étudiés. La longueur des segments est déterminée selon la durée des caractéristiques vocales 
valides (sans les périodes de silence). Les résultats détaillés sont présentés à l'annexe A. 
Tableau 5.4 Durée des segments et taux de bonnes identifications 
Longueur Durée (secs) Taux de bonnes identifications 
Minimum Maximum Moyenne 
Courte 1.0 42.6% 71.8% 58.3% 
Moyenne 2.0 45.9% 100.0% 72.8% 
Longue 3.0 49.9% 100.0% 81.4% 
Ce bilan démontre clairement qu'une plus longue durée des segments à identifier entraîne 
de meilleures performances, tel qu'anticipé. Il est intéressant de noter que les performances 
ne sont pas similaires à celles obtenues pour le scénario statique en ce qui concerne le taux 
de bonnes identifications selon le locuteur. En effet, le locuteur D possède le taux d'iden­
tifications le plus élevé des locuteurs dans le scénario dynamique et le moins élevé dans le 
scénario statique. Les locuteurs effectuent la lecture d'un texte durant l'entraînement et 
le scénario statique tandis qu'ils parlent naturellement durant le scénario dynamique. Les 
résultats semblent démontrer que la prononciation des phonèmes n'est pas la même pour 
ces deux scénarios et expliqueraient cette disparité dans les performances entre ces expéri­
ences. En plus d'être reliées à ce phénomène, les faibles performances pour le locuteur A 
semblent être causées par des segments de parole plus courts chez ce locuteur. 
Il est difficile de comparer les résultats obtenus pour ce scénario à d'autres résultats exis­
tants car aucune expérience similaire n'a été recensée dans la littérature. Cette expérience 
suggère qu'il est possible d'identifier pour la majorité des cas le locuteur malgré un environ­
nement bruité et le chevauchement entre les locuteurs. Cependant, pour une identification 
robuste, la durée des caractéristiques vocales valides devraient être d'au moins trois sec-
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Figure 5.16 Performances avec les indices pondérés pour chaque locuteur avec 
masques dans un contexte d'interaction dynamique 
ondes. Cette durée pourrait également être augmentée, mais dans ce cas de nombreux 
segments ne seraient pas analysés étant donnée la courte durée des phrases dans une dis­
cussion naturelle. En effet, il a été mesuré à partir d'une base de données qu'une phrase 
dans une discussion naturelle contenait en moyenne 7.7 mots [2], 
5.4 Considérations temps réel 
Jusqu'à présent, les performances ont été présentées en terme de taux de bonnes identifi­
cations de locuteurs. Cependant, le temps d'exécution de l'algorithme doit également être 
pris en compte car ce système doit pouvoir fonctionner en temps réel sur un robot. 
Le système ManyEars est implémenté en langage C et fonctionne sur un GPP. Des in­
structions extension pour flux SIMD (Streaming SIMD Extension (SSE)) sont utilisées 
pour accélérer les calculs sur des vecteurs de données. ManyEars est exécuté sur un seul fil 
d'exécution séquentiel. Dans le cas présent, un processeur Intel i7 cadencé à 2.93 GHz est 
utilisé pour effectuer les calculs. Pour les scénarios actuels, c'est-à-dire lorsqu'un locuteur 
principal est actif sur une longue durée et que les autres locuteurs sont actifs de manière 
sporadique, le système ManyEars utilise environ 80% des ressources d'un seul cœur du 
GPP. 
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Pour les expériences précédentes, le système WISS est executé avec Matlab qui est un 
language interprêté. L'environnement Matlab est choisi pour ses outils de développement 
bien que l'exécution soit moins rapide qu'un logiciel compilé en langage C. Malgré cela, 
cet algorithme utilise tout de même seulement 10% des ressources d'un seul cœur du GPP. 
L'ajout, d'un système de reconnaissance de locuteurs sur un robot mobile est donc attrayant 
car la charge supplémentaire de calculs est faible comparativement aux calculs nécessaires 
pour le système ManyEars. La prochaine phase de développement prévoit l'intégration du 
système WISS en langage C, ce qui devrait réduire la charge de calcul davantage. 
La reconnaissance de locuteurs peut également s'effectuer parallèlement à l'exécution du 
système ManyEars. En effet, le système ManyEars se doit d'être synchrone avec l'échan­
tillonnage des microphones pour éviter un trop grand délai et un débordement potentiel 
des tampons. Les trames en provenance des microphones sont généralement mises tem­
porairement en mémoire dans un tampon circulaire avant d'être traitées par le système 
ManyEars. Une fois que le spectre des signaux séparés est multiplié par le banc de filtre, 
ces valeurs peuvent être mises en mémoire dans un autre tampon. Lorsqu'une quantité 
suffisante de trames est obtenue, l'algorithme de reconnaissance peut être démarré sur un 
fil d'exécution différent de celui utilisé par le système ManyEars. Les calculs nécessaires 
pour la reconnaissance n'affectent donc pas les performances en temps réel du système 
ManyEars. Un aperçu de la structure proposée est illustré à la figure 5.17. 
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5.5 Discussion 
Le système WISS implémenté démontre qu'il est possible d'effectuer une reconnaissance 
de locuteurs dans un milieu bruité. Lorsque la position angulaire change, les perfor­
mances restent essentiellement les mêmes. Ceci indique clairement que le système est 
en mesure de reconnaître les locuteurs peu importe leur orientation par rapport au robot. 
Cette caractéristique est importante car elle permettra au robot d'interagir sans avoir à 
continuellement s'orienter pour faire face à la personne qui lui parle si cette dernière se 
déplace de temps à autre. Par contre, le taux de reconnaissance diminue lorsque le locu­
teur s'éloigne du robot, ce qui est normal puisque le SNR diminue dans ce cas. Le robot 
pourrait alors tenter de garder une distance appropriée avec le locuteur. 
L'utilisation de masques démontre clairement des performances supérieures par rapport 
à un système sans masques, en particulier dans des cas où le SNR est faible. Cette ca­
ractéristique est particulièrement intéressante car les masques sont également utilisés dans 
un contexte de reconnaissance de la parole, ce qui permet deux applications différentes 
avec un prétraitement commun. L'utilisation d'un indice de confiance permettra égale­
ment d'améliorer les performances. Dans le cas actuel, cette caractéristique peut sembler 
moins essentielle mais prend tout son sens dans un contexte de fusion pour lequel une 
reconnaissance des individus combinant plusieurs modalités est requise. 
Malgré les bonnes performances obtenues, il faudrait trouver des manières de les améliorer 
lorsque le SNR diminue. Ce constat représente un défi de taille car le robot doit être en 
mesure d'interagir dans un milieu bruité. Plusieurs solutions sont possibles pour remédier 
à ce problème. Tout d'abord, il est démontré que le signal obtenu à l'aide d'un formateur 
de faisceaux possède un SNR similaire à celui du signal obtenu à l'aide de la somme de 
l'énergie de chaque microphone. Ceci démontre clairement que le formateur de faisceaux 
actuel est optimisé pour réduire le bruit directionnel mais pas le bruit ambiant additif. 
L'utilisation d'un formateur de faisceaux qui vise à minimiser le bruit ambiant, tel que 
proposé en [55], pourrait augmenter le SNR. L'utilisation d'un système avec un plus grand 
nombre de microphones permettrait également d'améliorer le SNR. Un tel système pour­
rait permettre d'entraîner des modèles de locuteurs à une distance de plusieurs mètres du 
robot. Ceci permettrait au robot d'entraîner facilement et rapidement des modèles lorsqu'il 
rencontre de nouveaux individus dans son environnement. Ceci pourrait également perme­
ttre de reconnaître plusieurs locuteurs qui parlent simultanément. Cependant, la charge de 
calcul associée à un système avec autant de microphones augmenterait significativement. 
De plus, l'augmentation du nombre de capteurs représente en soi un défi important au 
niveau du transfert de l'information vers la mémoire du GPP, étant donnée la large bande 
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passante requise. L'utilisation de codecs pour compresser ces signaux semble alors être une 
option intéressante. Une architecture dédiée pour un système doté d'un grand nombre de 
microphones a d'ailleurs été proposée [50]. 
Dans le système proposé, les caractéristiques vocales utilisées extraient l'information sta­
tique de chaque bande de filtres. L'utilisation de paramètres dynamiques (la première et 
la seconde dérivée des paramètres statiques) pourraient potentiellement améliorer les per­
formances. Cette hypothèse devra être vérifiée dans le cadre de travaux futurs. De plus, 
la modélisation des caractéristiques vocales par un GMM plutôt qu'une quantification 
vectorielle pourrait également bonifier le taux de reconnaissance. Cette piste devra être 
investiguée dans le cadre de travaux futurs. 
Il a été démontré que de meilleures performances sont obtenues dans un environnement 
bruité lorsqu'on travaille dans le domaine de la reconnaissance de la parole puisqu'il est 
possible de réaliser une reconnaissance satisfaisante de la parole sur plusieurs sources si­
multanées [46]. Toutefois, la reconnaissance de locuteurs n'est possible que pour un seul 
locuteur à la fois avec le système WISS. Présentement, la reconnaissance de locuteurs 
s'effectue en se basant sur les caractéristiques vocales acoustiques, c'est-à-dire la représen­
tation spectrale de chaque phonème. C'est pour cette raison que tout changement spectral 
causé une interférence provenant d'un autre locuteur entraîne une détérioration rapide 
des performances. Dans le cas de la reconnaissance de la parole, chaque phonème est 
modélisée à partir d'un vaste ensemble d'enregistrements de plusieurs locuteurs effectués 
dans différents milieux bruités et non bruités. Ceci permet d'améliorer la robustesse des 
algorithmes de reconnaissance de phonèmes en situation de bruits ambiants. Par con­
séquent, une reconnaissance de locuteurs qui utilise une information de plus haut niveau, 
c'est-à-dire la combinaison des phonèmes propre à chaque locuteur, permet de meilleures 
performances en milieu bruité [56]. Le principal inconvénient de cette technique est que 
l'entraînement des modèles de locuteurs nécessite préalablement un modèle pour chaque 
phonème. Ces modèles sont générés à partir d'imposantes bases de données de parole pour 
plusieurs langues différentes. Malgré la complexité de cette nouvelle approche, elle semble 
devenir de plus en plus un incontournable puisque l'amélioration du SNR demeure limitée 
étant donnée la présence constante de bruits ambiants dans un environnement dynamique 
où est appelé à évoluer un robot mobile. 
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CHAPITRE 6 
CONCLUSION 
Ce mémoire présente le système de reconnaissance de locuteurs WISS qui se combine au 
système ManyEars conçu pour un robot mobile. Le système WISS utilise des caractéris­
tiques MFCC dans le domaine spectral pour extraire les informations propres à chaque 
locuteur. Durant l'entraînement, un modèle est généré grâce à la technique de quantifi­
cation vectorielle avec des segments de parole enregistrés dans un milieu non bruité. Par 
la suite, durant l'étape d'identification, des caractéristiques vocales et des masques sont 
générés. Grâce à une estimation des bruits additifs et convolutifs, les modèles des locuteurs 
sont mis à jour à l'aide de la technique PMC. Ceci permet d'adapter les modèles entraînés 
dans des conditions idéales à l'environnement bruité dans lequel le robot interagit avec le 
locuteur. Les caractéristiques obtenues sont ensuite comparées avec les modèles mis à jour 
en utilisant les masques pour pondérer les bandes en fonction du niveau de bruit mesuré. 
Cette étape permet de retourner un pointage qui détermine le niveau de similitude entre 
les caractéristiques du locuteur à identifier et les modèles précédemment entraînés. Un 
indice de confiance est également généré pour pondérer la validité de chaque identification 
de locuteur. 
Les résultats présentés au chapitre 5 démontrent que le système atteint un taux pondéré 
de bonnes identifications se situant entre 84.3% et 95.6% pour l'expérience avec des haut-
parleurs situés à 1.5 mètres des microphones, entre 74.2% et 100.0% pour l'expérience 
avec l'interaction statique et entre 42.6% et 100.0% pour l'expérience avec l'interaction 
dynamique (pour des moyennes de 58.3%, 72.8% et 81.4% pour des segments d'une durée 
de une, deux et trois secondes respectivement), et que l'utilisation des masques joue un rôle 
important dans l'atteinte de ces performances. Bien que ces performances se détériorent 
légèrement lors de l'expérience en interaction dynamique avec faible SNR et superposi­
tions de segments de parole entre plusieurs locuteurs, le système démontre une robustesse 
intéressante face au bruit ambiant dans un contexte d'un environnement dynamique. De 
plus, ce système de reconnaissance peut être implanté en temps réel sur un GPP moderne 
à l'aide de deux fils d'exécution, ce qui est particulièrement approprié avec les processeurs 
multi-cœurs. 
La réalisation de ce système a permis d'identifier l'importance d'améliorer le SNR pour 
un tel robot mobile équipé de plusieurs microphones. L'amélioration des algorithmes ainsi 
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que l'augmentation du nombre de microphones font partie des solutions proposées. L'u­
tilisation de caractéristiques vocales en lien avec l'organisation des phonèmes constitue 
également une avenue intéressante pour l'interaction en milieu bruité. L'introduction de 
caractéristiques vocales dynamiques et d'un GMM est également une piste à explorer. 
Dans un futur rapproché, le système de reconnaissance de locuteur sera installé sur le 
robot Johnny-0 développé à l'Université de Sherbrooke [33]. Une estimation des positions 
éventuelles des microphones sur ce robot est illustrée à la figure 6.1. Les performances du 
système devront être évaluées en présence du bruit interne du robot généralement produit 
par ses actionneurs mécaniques. Le système sera également évalué lorsque le robot se 
déplace dans la pièce et que les caractéristiques du bruit et de la réverbération changent 
continuellement selon sa position. 
(a) Vue de devant (b) Vue de derrière 
Figure 6.1 Positions des microphones sur le robot Johnny-0 
ANNEXE A 
INTERACTION DYNAMIQUE 
Les résultats de l'expérience avec le scénario dynamique tel qu'illustré à la figure A.l sont 
présentés dans les figures des sections suivantes. Les couleurs verte, bleue, rouge et orange 
représentent les locuteurs A, B. C et D respectivement. La position de la ou des sources est 
affichée selon l'azimut en degrés par rapport au temps en seconde. L'azimut est défini dans 
le sens horaire. Dans chaque figure, le graphique du haut représente l'identité et la position 
des sources sonores théoriques. Ces informations ont été obtenues suite à des tests d'écoute 
minutieux et une transcription manuelle des segments de parole pour chaque locuteur. Le 
graphique du bas représente le suivi des sources sonores et l'identification effectuée par 
WISS. Pour chaque source identifiée, un encadré est affiché et contient le taux de confiance 
pour ce segment. Lorsque l'encadré est pointillé, cela signifie que le segment correspondant 
est la suite du segment affiché dans la figure précédente. Les segments de couleur noire 
sont ignorés pour l'identification car leur durée en termes de leurs caractéristiques vocales 
valides (sans les périodes de silence) est inférieure à un seuil déterminé (TminFeatUTes). Il est 
en effet difficile pour des segments très courts de normaliser le canal et une identification 
valide est alors peu probable. 
Figure A.l Positions des locuteurs pour le scénario dynamique 
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A.l Courts segments 
Pour cette expérience, tous les segments qui possèdent au moins une seconde de caractéris­
tiques valides sont identifiés. Le seuil TminFeatures est donc fixé à une seconde. Les résultats 
correspondants sont présentés dans les figures A.2 à A. 13. 
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Figure A.6 Identifications pour des segments de courte durée (240-300 secs) 
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Figure A. 10 Identifications pour des segments de courte durée (480-540 secs) 
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Figure A.12 Identifications pour des segments de courte durée (600-660 secs) 
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Figure A.13 Identifications pour des segments de courte durée (660-720 secs) 
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A.2 Moyens segments 
Pour cette expérience, le seuil TminFeature.s est fixé à deux secondes. Les résultats sont 
présentés dans les figures A. 14 à A.25. 
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Figure A. 14 Identifications pour des segments de durée moyenne (0-60 secs) 
180 
90 
o 
-90 
Position et identification réelles 
-180 
60 65 70 75 80 85 90 95 
Temps (sec) 
100 105 110 115 120 
Position et identification mesurées 
180 
90 
0 
-90 
-180 
- N*! . 
• \ % h°o%l . «. • 
60 65 70 75 80 85 90 95 100 105 110 115 120 
Temps (sec) 
Figure A.15 Identifications pour des segments de durée moyenne (60-120 secs) 
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Figure A.16 Identifications pour des segments de durée moyenne (120-180 secs) 
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Figure A. 17 Identifications pour des segments de durée moyenne (180-240 secs) 
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Figure A.18 Identifications pour des segments de durée moyenne (240-300 secs) 
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Figure A. 19 Identifications pour des segments de durée moyenne (300-360 secs) 
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Figure A.20 Identifications pour des segments de durée moyenne (360-420 secs) 
Position et identification réelles 
180 
90 
0 
-90 
-180'— 
420 425 430 435 440 445 450 455 460 465 470 475 480 
Temps (sec) 
Position et identification mesurées 
180 
90 
0 
-90 
-180'— 
420 
r 88%: 
425 430 435 440 445 450 455 460 465 470 475 480 
Temps (sec) 
Figure A.21 Identifications pour des segments de durée moyenne (420-480 secs) 
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Figure A.22 Identifications pour des segments de durée moyenne (480-540 secs) 
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Figure A.23 Identifications pour des segments de durée moyenne (540-600 secs) 
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Figure A.24 Identifications pour des segments de durée moyenne (600-660 secs) 
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Figure A.25 Identifications pour des segments de durée moyenne (660-720 secs) 
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A.3 Longs segments 
Pour cette expérience, le seuil TmtnFeatures est fixé à trois secondes. Les résultats sont 
présentés dans les figures A.20 à A.37. 
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Figure A.2G Identifications pour des segments de longue durée (0-60 secs) 
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Figure A.27 Identifications pour des segments de longue durée (60-120 secs) 
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Figure A.28 Identifications pour des segments de longue durée (120-180 secs) 
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Figure A.29 Identifications pour des segments de longue durée (180-240 secs) 
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Figure A.30 Identifications pour des segments de longue durée (240-300 secs) 
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Figure A.31 Identifications pour des segments de longue durée (300-360 secs) 
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Figure A.32 Identifications pour des segments de longue durée (360-420 secs) 
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Figure A.33 Identifications pour des segments de longue durée (420-480 secs) 
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Figure A.34 Identifications pour des segments de longue durée (480-540 secs) 
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Figure A.35 Identifications pour des segments de longue durée (540-600 secs) 
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Figure A.36 Identifications pour des segments de longue durée (600-660 secs) 
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Figure A.37 Identifications pour des segments de longue durée (660-720 secs) 
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