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Abstract
In this paper, we .rst show that for the stationary iterative methods for solving consistent singular linear systems the
convergence and the quotient convergence are equivalent. Then we use this assertion to analyze the convergence of the
multisplitting algorithms for the solution of linear systems when the coe2cient matrices of the linear systems are singular
Hermitian positive semide.nite and the linear systems are consistent. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Consider the iterative solution of a large linear system of equations
Ax= b; (1.1)
where A∈Cn;n is singular, x; b∈Cn, b∈R(A), the range of A, that is, we always assume that linear
system (1.1) is consistent.
The general iterative method for solving linear system (1.1) is the following (cf. [11]):
xk+1 =Fkxk ; xk ∈U; k =0; 1; 2; : : : ; (1.2)
where U ⊆ Cn is a closed set, Fk; k =0; 1; 2; : : :, are continuous operators, which may be nonlinear,
on U and FkU ⊆ U .
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Denition 1. If, for any initial vector x0 ∈U , the iteration sequence {xk} produced by iterative
method (1.2) converges to a solution x∗ of linear system (1.1) as k → ∞, then iterative method
(1.2) is called convergent.
Let A† be the Moore-Penrose inverse of A, then P ≡ A†A is an orthogonal projection ontoN(A)⊥,
the orthogonal complement of the null space N(A) of A. Then x∗∗ ≡ A†b is the unique solution of
the singular linear system (1.1) with the least 2-norm (cf. [1,2,11]).
Denition 2. If, for any initial vector x0 ∈U , the iteration sequence {Pxk} produced by iterative
method (1.2) converges to the least 2-norm solution x∗∗, as k →∞, then iterative method (1.2) is
called quotient convergent (cf. [11]).
Obviously, the convergence implies the quotient convergence, but the converse is not true as the
following simple example shows.
Example 1. Let
A=
(
1
0
)
; b=
(
1
0
)
:
Then
x∗∗=
(
1
0
)
; A†=
(
1
0
)
; P ≡ A†A=
(
1
0
)
:
The iterative method is as follows:
xk+1 = xk −
(
1 0
1 1
)
(Axk − b) +
(
0
(−1)k
)
; xk ∈R2; k =0; 1; 2; : : : : (1.3)
Let xk =( x
k
1
xk2
), then we have
xk+1 =
(
1
xk2 − xk1 + 1 + (−1)k
)
:
Thus, for any x0 ∈R2 we have
Pxk =
(
1
0
)
= x∗∗; k =1; 2; : : : ;
i.e. iterative method (1.3) is quotient convergent.
On the other hand, if we take x0 = (11), then it is easy to see that
x0 =
(
1
1
)
; x1 =
(
1
2
)
; x2 =
(
1
1
)
; x3 =
(
1
2
)
; : : : :
Hence, iterative method (1.3) is not convergent.
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As a special case of iterative method (1.2) the linear iterative method for solving linear system
(1.1) is the following:
x0 ∈Cn; xk =Tkxk−1 + ck ; k =1; 2; : : : ; (1.4)
where Tk ∈Cn;n is called the kth iteration matrix of the iterative method (1.4) which can be con-
structed by a splitting of A
A=Mk − Nk; (1.5)
where Mk is nonsingular and Tk ≡ M−1k Nk = I−M−1k A. In this case, ck =M−1k b in (1.4). The splitting
in (1.5) is called induced by the iteration matrix Tk , see, e.g., [10].
When Tk ≡ T; k =1; 2; : : :, iterative method (1.4) is called stationary and T is called the iteration
matrix of the stationary iterative method. It is well known that if A is nonsingular, then the stationary
iterative method converges if and only if the spectral radius of the iteration matrix T satis.es
(T )¡ 1. Let (T ) be the pseudo-spectral radius of T , that is
(T )=max{|| : ∈ (T )\{1}}; (1.6)
where (T ) is the set of the eigenvalues of matrix T .
On the convergence of a stationary iterative method for the singular linear system we have the
following well known result (cf. [2,11]).
Theorem 1. Let linear system (1:1) be singular but consistent.The stationary iteration
x0 ∈Cn; xk =Txk−1 + c; k =1; 2; : : : ;
where T =M−1N ≡ I − M−1A; c=M−1b; converges to a solution of (1:1) if and only if the
following two conditions are ful7lled:
(a) (T )¡ 1;
(b) all elementary divisors associated with the eigenvalue =1 of T are linear; i.e.; rank(I − T )
= rank((I − T )2) or; equivalently; index1(T ) ≡ index(I − T )= 1.
Here; for a matrix T ∈Cn;n; index(T ) is of the size of the largest Jordan block corresponding to
the zero eigenvalue of T . If  is an eigenvalue of T; then index(T ) is de7ned as index(I − T )
which is the size of the largest Jordan block corresponding to the eigenvalue  of T .
2. Equivalent theorem
The convergence implies the quotient convergence and the converse is not true in general (cf.
Example 1). However, for the stationary iterative method we will show that they are equivalent.
Theorem 2. The convergence and the quotient convergence for a stationary iterative method pro-
duced by a splitting A=M − N for solving consistent singular linear system (1:1) is equivalent.
Proof. Obviously, we only need to show that for the stationary iterative method the quotient con-
vergence implies convergence.
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Let T =M−1N = I −M−1A be the iteration matrix. Let ek = xk − x∗∗ is the kth error vector, then
ek =Tke0, i.e.,
xk = x∗∗ + Tke0;
thus, the stationary iterative method is quotient convergent if and only if
PTkPe0 → 0 (k →∞); ∀e0 ∈Cn
which is equivalent to
PTkP → 0 (k →∞); (2.1)
where P=A†A.
Since P is an orthogonal project (on N(A)⊥) matrix, there exists a unitary matrix Sˆ such that
Sˆ
H
PSˆ =
(
0
I2
)
: (2.2)
Let Sˆ =(Sˆ1; Sˆ2), where
span(Sˆ1)=N(A) and span(Sˆ2)=N(A)⊥: (2.3)
Then
T Sˆ1 = Sˆ1; T Sˆ =(Sˆ1; Sˆ2)
(
I1 R12
R22
)
:
If index1(T )¿ 1, then 1∈ (R22). In this case, we have
PTkP= Sˆ
(
0
Rk22
)
Sˆ
H
= Sˆ2Rk22Sˆ
H
2 9 0 (k →∞):
This means that index1(T )= 1 is the necessary condition for the quotient convergence.
Since index1(T )= 1, there exists a nonsingular matrix S such that
T = S
(
I1
T˜
)
S−1 hence M−1A= S
(
0
I2 − T˜
)
S−1; (2.4)
where 1 ∈ (T˜ ) and (T˜ ) ≡ (T ). Let S = [S1; S2], where
span(S1)=N(A); span(S2)=R(M−1A): (2.5)
Then we have (cf. (2.3) and (2.5))
(S1; S2)= (Sˆ1; Sˆ2)
(
G11 G12
G22
)
; (2.6)
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where G11 and G22 are nonsingular, while (cf. (2.3) and (2.5))
Sˆ
H
2 S1 = 0; Sˆ
H
2 S2 =G22: (2.7)
Eq. (2.6) can be rewritten as
S−1(Sˆ1; Sˆ2)=
(
Gˆ11 Gˆ12
Gˆ22
)
; (2.8)
where Gˆ11(=G−111 ) and Gˆ22(=G
−1
22 ) are nonsingular.
Since P= Sˆ2Sˆ
H
2 , we have (cf. (2.4), (2.7), (2.8))
PTkP= Sˆ2Sˆ
H
2 (S1; S2)
(
I1
T˜
k
)
S−1Sˆ2Sˆ
H
2
= (0; Sˆ2Sˆ
H
2 S2)
(
I1
T˜
k
)(
Gˆ12
Gˆ22
)
Sˆ
H
2
= Sˆ2Sˆ
H
2 S2T˜
k
Gˆ22Sˆ
H
2
= Sˆ2G22T˜
k
Gˆ22Sˆ
H
2 : (2.9)
From relation (2.9) we deduce that PTkP → 0 (k → ∞) implies T˜ k → 0 (k → ∞), which is
equivalent to (T˜ ) ≡ (T )¡ 1.
Now the conclusion of the theorem follows from Theorem 1.
3. Application to the convergence of multisplitting algorithms
When the coe2cient matrix in the linear system is a singular M -matrix, the stationary iterative
methods are constructed by regular splittings (in particular M -splittings) or weak regular splittings,
see e.g., [2,13,17,18].
A matrix B∈Cn;n is called positive de.nite (cf. [12]) if Re(vHBv)¿ 0;∀v∈Cn; v =0. Here, Re(z)
denotes the real part of the complex number z. Thus, a matrix B∈Cn;n is positive de.nite if and
only if B + BH is (Hermitian) positive de.nite, i.e., vH(B + BH)v¿ 0;∀v∈Cn; v =0. Note that the
positive de.nite matrix B may not be Hermitian.
Ortega [16] called a splitting A=M−N P-regular if M+N is positive de.nite. On the convergence
of the stationary iterative method for singular Hermitian systems we have the following well known
result.
Theorem 3 (Keller [9]). Let A be Hermitian and the splitting A=M − N be P-regular. Then the
stationary iterative method converges if and only if A is Hermitian positive semide7nite.
From Theorems 1 and 3 we have the following:
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Corollary 4. Let A be singular Hermitian positive semide7nite; A=M −N is a P-regular splitting;
then
Cn=R(M−1A)⊕N(A); (3.1)
where ⊕ denotes the direct sum.
Proof. From Theorem 3 we know that the stationary iterative method which has T ≡ M−1N =
I − M−1A as its iteration matrix is convergent. Then Theorem 1 implies that index(M−1A) ≡
index(I − T )= 1. This fact and the fact that N(M−1A)=N(A) imply (3.1).
In order to get an iterative method to solve linear system (1.1) on a parallel computer, O’Leary and
White [15] introduced the multisplitting technique. Later, this technique was studied by many authors,
see e.g., [4,7,14,19,20]. For singular linear system, when coe2cient matrix is a singular M -matrix,
the multisplitting methods were also studied, see e.g., [3,8]. We now study the convergence of
parallel multisplitting methods for singular Hermitian semide.nite matrices (cf. [5,6]).
The multisplitting method consists of having a collection of splittings
A=Fj − Gj; 16 j6 J;
and diagonal nonnegative weighting matrices Ej; 16 j6 J , which add to identity, and the following
algorithm is performed:
Algorithm 1 (Multisplitting)
Given the initial vector x0
For k =0; 1; 2; : : :
For j=1; : : : ; J
Fjyj =Gjxk + b
xk+1 =
J∑
j=1
Ejyj
It is easy to see that Algorithm 1 can be expressed as the following stationary iterative method:
xk+1 =Txk + Gb; k =0; 1; 2; : : : ; (3.2)
where T =
∑J
j=1 EjF
−1
j Gj is the iteration matrix and G=
∑J
j=1 EjF
−1
j .
In Algorithm 1 each local approximation is updated exactly once using the same xk . However, it
is possible to update that approximation more than once using diPerent iterates computed earlier. In
this case, we get nonstationary multisplitting method which can be expressed as follows:
xk+1 = Tˆ kxk + Gˆkb; k =0; 1; 2; : : : ; (3.3)
where
Tˆ k =
J∑
j=1
Ej(F−1j Gj)
!k; j ; Gˆk =
J∑
j=1
Ej

!k; j−1∑
i=0
(F−1j Gj)
i

F−1j : (3.4)
On the convergence of iteration (3.3) we have the following.
Z.-H. Cao / Journal of Computational and Applied Mathematics 145 (2002) 1–9 7
Theorem 5. Let A be a singular Hermitian positive semide7nite matrix. Let A=Fj−Gj; 16 j6 J;
be P-regular splittings and Ej = #jI; 16 j6 J; with #j ¿ 0 and
∑J
j=1 #j =1. Assume that !k;j¿ 1;
16 j6 J; k =0; 1; 2; : : : . Then the nonstationary multisplitting method (3:3) is quotient convergent.
Proof. Let Tj =F−1j Gj = I − F−1j A. From Corollary 4 we have
Cn=R(F−1j A)⊕N(A); 16 j6 J: (3.5)
Since A=Fj −Gj is a P-regular splitting, matrix Fj + FHj − A is Hermitian positive de.nite. It is
easy to know that the equation
vHAv− (Tjv)HA(Tjv)= (F−1j Av)H(Fj + FHj − A)(F−1j Av); ∀v∈Cn (3.6)
holds. (3.5) and (3.6) imply
(Tjv)HA(Tjv)¡vHAv; ∀v∈R(F−1j A); v =0: (3.7)
If we de.ne ‖:‖A1=2 as
‖v‖A1=2 = ‖A1=2v‖2; ∀v∈Cn;
then ‖:‖A1=2 is a seminorm on Cn and a norm on R(F−1j A) for each j, 16 j6 J . From (3.7) we
get
‖Tjv‖A1=2 ¡ ‖v‖A1=2 ; ∀v∈R(F−1j A); v =0; 16 j6 J:
Thus, if we restrict Tj as an operator on the subspace R(F−1j A) for each j; 16 j6 J , then there
exists a constant %; 0¡%¡ 1, such that
‖Tj‖A1=26 %; j=1; : : : ; J: (3.8)
Let ek = xk − x∗∗, and let
ek−1 = ek−10j + e
k−1
1j ; 16 j6 J;
where ek−10j ∈N(A) and ek−11j ∈R(F−1j A). Then we have (cf. (3.3), (3.4))
ek =
J∑
j=1
#jT
!k; j
j e
k−1:
Thus, we get
‖ek‖A1=2 =
∥∥∥∥∥∥
J∑
j=1
#jA1=2T
!k; j
j (e
k−1
0j + e
k−1
1j )
∥∥∥∥∥∥
2
=
∥∥∥∥∥∥
J∑
j=1
#jA1=2T
!k; j
j e
k−1
1j
∥∥∥∥∥∥
2
=
∥∥∥∥∥∥
J∑
j=1
#jT
!k; j
j e
k−1
1j
∥∥∥∥∥∥
A1=2
: (3.9)
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From (3.8) and (3.9) note that !k;j¿ 1, we have
‖ek‖A1=26
J∑
j=1
#j‖Tj‖A1=2‖ek−11j ‖A1=2
6 %‖ek−1‖A1=2 : (3.10)
From (3.10) we immediately deduce that Pxk → x∗∗(k →∞), i.e., the nonstationary multisplitting
iterative method is quotient convergent.
Applying the equivalent theorem (Theorem 2) we get the following convergence theorem of the
stationary multisplitting method.
Theorem 6. Let A be a singular Hermitian positive semide7nite matrix. Let A=Fj−Gj; 16 j6 J;
be P-regular splittings and Ej = #jI; 16 j6 J; with #j ¿ 0 and
∑J
j=1 #j =1. Then the stationary
multisplitting method is convergent.
Proof. The iteration matrix T of multisplitting method (3.2) is
T =
J∑
j=1
#jF−1j Gj = I −
J∑
j=1
#jF−1j A
= I − GA: (3.11)
Since splittings A=Fj − Gj, j=1; : : : ; J , are P-regular and A is Hermitian positive semide.nite,
matrices Fj+FHj −A, j=1; : : : ; J , are Hermitian positive de.nite. Thus, Fj, j=1; : : : ; J , are positive
de.nite. Therefore, F−1j , j=1; : : : ; j, are positive de.nite too. Hence, G ≡
∑J
j=1 #jF
−1
j is positive
de.nite. From (3.11) we now get a single splitting of A:
A=G−1 − G−1T; (3.12)
which is induced by the iteration matrix T . The multisplitting iterative method (3.2) can now be
regarded as a stationary iterative method produced by a single splitting (3.12). Theorem 5 implies that
the multisplitting method is quotient convergent, while Theorem 2 implies that it is also convergent.
Finally, we note that since we set strict demand on the weighting matrices Ej = #jI; 16 j6 J ,
the corresponding multisplitting method is too strict for practical use. How to design multisplitting
method for solving singular Hermitian positive semide.nite systems with less strict demand on the
weighting matrices (cf. [5]) is worthy of further study.
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