





A thesis submitted to the 
Australian National University 
for the degree of 
Doctor of Philosophy 
in the
Department of Statistics 
Research School of Social Sciences
February, 1971
CONTENTS
A c k n o w le d g e m e n ts  v
Sum m ary v i
S y m b o ls  a n d  A b b r e v i a t i o n s  x
1 .  INTRODUCTION TO MULTIVARIATE POINT PROCESSES
1 . 1  I n t r o d u c t i o n  1
1 . 2  D e f i n i t i o n  o f  a  M u l t i v a r i a t e  P o i n t  P r o c e s s  2
1 . 3  N o t a t i o n ,  D e f i n i t i o n s ,  a n d  P r o p e r t i e s  7
1 . 4  Some E x a m p le s  o f  B i v a r i a t e  P o i n t  P r o c e s s e s  12
2 .  SIMPLE PROOFS OF SOME THEOREMS ON MULTIVARIATE POINT PROCESSES
2 . 1  I n t r o d u c t i o n  16
2 . 2  I n t e n s i t i e s ,  P a r a m e t e r s ,  a n d  C-roup S i z e s  17
2 . 3  H i g h e r - o r d e r  M om ents 22
2 . 4  S t a t i o n a r i t y  2 3
3 .  PALM FUNCTIONS FOR MULTIVARIATE POINT PROCESSES
3 . 1  I n t r o d u c t i o n  26
3 . 2  D e f i n i t i o n  a n d  E x i s t e n c e  : P a lm  F u n c t i o n s  27
3 . 3  D e f i n i t i o n  a n d  P r o p e r t i e s  : P a lm  M e a s u re s  32
3 . 4  P a lm - K h in c h in  F o rm u la e  38
3 .5  P t i r t h e r  P a lm - K h in c h in  R e l a t i o n s  a n d  a n  E x a m p le  42
3 .6  C o n n e c t io n  w i t h  P a lm  F u n c t i o n s  f o r  N o n - o r d e r l y  U n i v a r i a t e
P o i n t  P r o c e s s e s  45
4 . THE PROBABILITY GENERATING FUNCTIONAL FOR MULTIVARIATE
POINT PROCESSES
4 . 1  I n t r o d u c t i o n  48
4 . 2  D e f i n i t i o n  a n d  P r e l i m i n a r y  R e s u l t s  48
4 .3  A C h a r a c t e r i z a t i o n  Theorem 52
4 . 4  C o n v e rg e n c e  T h e o re m s  55
4 .5  In d ep en d en ce  58
5 . IN FIN ITELY  D IV ISIB LE MULTIVARIATE POINT PROCESSES
5 . 1  I n t r o d u c t i o n  6 l
5 . 2  D e f i n i t i o n s  a n d  C a n o n i c a l  Form s 62
5 . 3  Some P r o p e r t i e s  a n d  E x a m p le s  7 0
5 . 4  Two B i v a r i a t e  P o i s s o n  C l u s t e r  P r o c e s s e s  74
5 .5  I n f .  D iv . M u l t i v a r i a t e  P o i s s o n  P r o c e s s e s  78
5 .6  Some P r o p e r t i e s  o f  I n f .  D iv . B i v a r i a t e  P o i s s o n  P r o c e s s e s  82
5 . 7  C o n v e rg e n c e  o f  I n f .  D iv .  M u l t i v a r i a t e  P o i n t  P r o c e s s e s  9 0
6 .  SUPERPOSITIONS OF MULTIVARIATE POINT PROCESSES
6 . 1  I n t r o d u c t i o n  9 4
6 . 2  L im i t  T h e o re m s f o r  S u p e r p o s i t i o n s  95
6 .3  F u r t h e r  S u p e r p o s i t i o n  R e s u l t s  99
6 . 4  E x t e n s i o n s  t o  P o i n t  P r o c e s s e s  i n  R 103
iii
iv
7 . I  DEN T I F I ABILITY FOR RANDOM TRANSLATIONS OF POISSON PROCESSES
7 .1  I n t r o d u c t i o n  107
7 .2  The J o i n t  D i s t r i b u t i o n s  109
7 .3  I d e n t i f i a b i l i t y  111
A p p en d ix  117
B i b l io g r a p h y  120
ACKNOWLEDGEMENTS
I  w ish  to  thank  th e  A u s tr a l ia n  Government fo r  t h e i r  generous su p p o rt 
u nder th e  Commonwealth S c h o la rsh ip  and F e llo w sh ip  P lan  and th e  s t a f f  and 
s tu d e n ts  o f  b o th  dep artm en ts  o f  s t a t i s t i c s  in  th e  A u s tr a l ia n  N a tio n a l 
U n iv e rs ity  fo r  h av in g  c o n t r ib u te d  to  making niy s ta y  in  C anberra  so 
p le a s a n t  and rew ard in g .
S p e c ia l  thanks a re  due t o  my s u p e rv is o r  P ro fe s s o r  P .A .P . Horan fo r  
h is  g e n t le  h e lp  and encouragem ent a t  a l l  s ta g e s  o f  my work and f o r  h is  
s u g g e s tin g  th e  problem  o f i d e n t i f i a b i l i t y  f o r  th e  s e rv ic e - t im e  d i s t r i b u t io n  
o f M/G/«>. I  am very  g r a t e f u l  to  P ro fe s s o r  D. V ere-Jones f o r  s t im u la t in g  
my i n t e r e s t  in  p o in t  p ro c e s se s  and in  p a r t i c u l a r  fo r  h is  h e lp  w ith  some 
o f  th e  m a te r ia l  o f C hap ter 2 . To Dr M. W e s tc o tt ,  fo r  h i s  w il l in g n e s s  
to  l i s t e n ,  d isc u ss  and c r i t i c i z e ,  and f o r  h is  c o o p e ra tio n  w ith  th e  m a te r ia l  
o f th e  Appendix and our j o i n t  p ap e r on G auss-P o isson  p ro c e s s e s ,  I  ex p re ss  
my s in c e r e  g r a t i tu d e .
I  am in d e b te d  to  P ro fe s s o r  H.O. L a n c a s te r  and Dr G.K. E ag leson  o f th e  
U n iv e rs ity  o f  Sydney f o r  an e n jo y a b le  and f r u i t f u l  te rm 's  s ta y  w hich 
c o n t r ib u te d  much to  my u n d e rs ta n d in g  o f  b i v a r i a t e  d i s t r i b u t i o n s .
To Dr P . M andl, I  s h a l l  alw ays be g r a te f u l  f o r  a h e lp f u l  in t ro d u c t io n  
to  th e  b e a u t ie s  o f th e  German lan g u ag e .
F in a l ly ,  I  w ould l i k e  to  thank  Mrs B. C ranston  fo r  h e r  c h e e r fu l  and 
e x c e l le n t  ty p in g  o f  th e  f i n a l  v e r s io n  o f  t h i s  t h e s i s .
v
Sm.ftfi.ARY 
This thesis is concerned with multivariate point processes in R1 • 
For the purposes of this general survey a multivariate point process may 
be thought of as a series of events of finitely many distinguishable 
types happening in time. 
Chapter One defines a multivariate point process and shows that such 
a process is uniquely specified once a consistent set of finite-dimensional 
distributions is given. This result is essentially known. Notions such 
as those of independence, superposition, moment measures, stationari ty, 
intensities, parameters, orderliness, fixed atoms, convergence in distribution, 
triangular array, and complete randomness are then defined. Most of these 
are fairly straightforward extensions of the definitions for univariate 
point processes. Finally, we present some examples of multivariate point 
processes and define, in particular, what we mean by a Poisson process. 
The next chapter is based on ideas in Milne ( 1971) but the results 
are presented here for bivariate point processes in R1 instead of for 
univariate point processes in Rn as in that paper. The basic result, 
well-known in the univariate case, is an extension to non-orderly processes 
of Korolyuk's theorem connecting the intensity and the parameter. We 
give related results for higher-order moments and some stationarity results 
which are used later. Our methods are extensions of techniQues of 
Leadbetter (1968) and are capable of further extension e.g. to processes 
in Rn (Milne, 1971). 
In Chapter Three we study extensions to multivariate point processes 
of the Palm functions introduced for univariate point processes by Palm 
(1943) and Khinchin (1955). These functions are of interest in their own 
right as well as being useful in later discussion of superposition results. 
-It is shown that the usual subaddi ti vi ty and convexity methods appear to be 
vi 
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inadequate for a full treatment of Palm functions in the multivariate case 
but that we can proceed using extensions of recent techniques of Belyaev 
(1968, 1970) and Leadbetter (1970). Next, we derive some generalizations 
of the sc-called Palm-Khinchin formulae for univariate point processes. 
Examples of bivariate Palm functions are exhibited for the randomly 
translated Poisson process and given an intuitive interpretation. Finally, 
the representation due to Fieger (196h) for the probabilities of a general 
non-orderly, stationary, univariate point process is derived from an 
extension of our representation in terms of multivariate Palm functions 
for the probabilities of a stationary, strongly orderly, multivariate 
point process.
The fourth chapter introduces probability generating functionals for 
multivariate point processes. These are our main tool in later discussion 
of infinite divisibility and superpositions. Most of the results are 
extensions of previous work for univariate point processes (Moyal, 1962; 
Vere-Jones, 1968, 1970; Westcott, 19715) but we pay special attention to 
the complications arising from fixed atoms. An example is given to 
illustrate the complications which arise from such fixed atoms when 
convergence in distribution is discussed. The concept of independence 
for multivariate point processes is considered in relation to the 
probability generating functional.
Infinitely divisible multivariate point processes are introduced in 
Chapter Five which outlines some results about their finite-dimensional 
distributions and gives a constructive derivation of the canonical form 
of the probability generating functional of such a process. Multivariate 
Poisson cluster processes are considered and the randomly translated 
Poisson process looked at from this point of view. We then investigate 
more general infinitely divisible bivariate Poisson processes, answer 
some questions raised by Cox and Lewis (1970), and make connections with
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recent work of Newman (1970), and Milne and Westcott (1972) on Gauss- 
Poisson processes. Finally, some results on convergence of infinitely 
divisible multivariate point processes are derived.
This last result is applied in Chapter Six in discussing the convergence 
of the 'row sums’ of a triangular array of multivariate point processes 
to a multivariate Poisson process. We first consider convergence to a 
general infinitely divisible multivariate process and then specialize our 
result to the case of convergence to an infinitely divisible multivariate 
Poisson process with independent marginals. Also, in this case the conditions 
for convergence are rephrased in terms of multivariate Palm functions using 
the results of Chapter Three and connections made with the previous work 
by Khinchin (1955)» Ososkov (195^), Grigelionis (1963) on univariate 
point processes and by £inlar (l9oö) on multivariate point processes.
It is shown that a superposition theorem of Vere-Jones (1968) is an 
interesting special case of the result of Grigelionis (1963) and hence that 
the conditions of the former theorem may be made necessary as well as 
sufficient. Lastly, as a diversion to illustrate a direct approach to 
superposition problems, we improve slightly a theorem of Goldman (l967fc) 
about convergence to a stationary univariate Poisson process in Rn .
The final chapter returns to the oft-recurring randomly translated 
Poisson process to discuss a special identifiability problem viz, how 
much information a complete input-output record contains about the 
displacement distribution. The result for Poisson processes in R^ is 
contained in Milne (1970) and this chapter shows how, with minor modifications 
to the argument, the result may be extended to Poisson processes in Rn 
i.e. we consider a Poisson process in Rn randomly displaced by a bivariate 
distribution. It is shown that, from a complete input-output record, the 
displacement distribution is identifiable with probability one. This 
result flows essentially from an application of the pointwise ergodic
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theorem using some results which are derived about the form of some 
joint distributions. The connection of this identifiability result 
with recent work of Brown (1970) is also discussed.
The interdependence among chapters is summarized in the following 
diagram.
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T heorem s an d  lemmas a r e  n u m b ere d  c o n s e c u t i v e l y  w i t h i n  e a c h  c h a p t e r  
i . e .  T heorem  x . y  i s  t h e  y t h  t h e o r e m  i n  C h a p te r  x .
E q u a t i o n s  and  l i k e  e x p r e s s i o n s  a r e  n u m b ere d  c o n s e c u t i v e l y  w i t h i n  e a c h  
s e c t i o n  i . e .  ( x . y )  i s  e x p r e s s i o n  y  o f  s e c t i o n  x  i n  t h e  c u r r e n t  c h a p t e r  
an d  ( x . y . z )  i s  e x p r e s s i o n  z o f  s e c t i o n  y  i n  C h a p t e r  x .
1. INTRODUCTION TO MULTIVARIATE POINT PROCESSES
1 .1  In tro d u c t io n
A lthough t h i s  t h e s i s  i s  concerned  w ith  m u l t iv a r ia te  p o in t  p ro c e s s e s ,  
i t  seems w orthw h ile  t o  b e g in  w ith  a b r i e f  h i s t o r i c a l  su rvey  o f p o in t  p ro c e s s e s .  
I t  w ou ld , o f  c o u rs e , be im p o ss ib le  to  c i t e  a l l  r e le v a n t  re fe re n c e s  h e re  b u t 
we t r y  t o  cover th o se  w hich seem th e  m ost im p o rta n t and th o se  w hich a re  
e i t h e r  r e p r e s e n ta t iv e  o r c o n ta in  many more r e f e r e n c e s .  Where r e le v a n t ,  
f u r th e r  m ention i s  made o f  th e  c o n te n t o f  th e s e  p ap ers  in  th e  a p p ro p r ia te  
p a r t ( s )  o f t h i s  t h e s i s .  I t  i s  h o p ed , a t  l e a s t ,  t h a t  c r e d i t  has been g iven  
w h erev er i t  i s  due.
The g e n e ra l th e o ry  o f  p o in t  p ro c e s s e s  had  i t s  b e g in n in g s  in  th e  s tu d y  
o f n ucleon  cascades (B habha, 1950; R am akrishnan , 1950) and p o p u la tio n  
p ro c e s s e s  (K en d a ll 19^9; B a r t l e t t ,  195*+; M oyal, 1962; H a r r i s ,  1963). The 
s tu d y  o f  s p e c ia l  p o in t  p ro c e s se s  v i z ,  P o is so n  p ro c e s se s  and renew al p ro c e sse s  
h ad  begun much e a r l i e r  b u t  th e  fo rm er were s t i l l  b e in g  in te n s iv e ly  s tu d ie d  
in  e a s te r n  Europe in  th e  e a r ly  ’ f i f t i e s  ( e .g .  R en y i, 1951; P rek o p a , 1952; 
I ty ll-N a rd z e w sk i, 1953, 195*0. M eanw hile, th e  work o f  Palm (l9*+3) was 
g e n e ra l iz e d  and r ig o r i z e u  by Wold (l9*+9), and K hinch in  (1 9 5 5 ). A spects 
o f  t h i s  work were c o n tin u e d  i>n K hinch in  ( 1956a,,b) and F ie g e r  (196*+) (p ro c e s se s  
w ith o u t a f t e r - e f f e c t ) ,  and Ososkov (1 9 5 6 ), G r ig e lio n is  (1 9 6 3 ), and B elyaev 
(1963) ( l i m i t  th e o re m s). I n t e r e s t  in  th e  g e n e ra l  th e o ry  o f  p o in t  p ro c e s se s  
became more w id esp read . F o r te t  ( e .g .  1968) , McFadden (1 9 6 2 ), S liv n y ak  
(1962, 1 9 66), K ers tan  and M atthes e t  a l .  ( e .g .  196*+a, 1965a) fo llo w ed  by 
B e u t le r  and Leneman (1966) ,  Cox and Lewis (1966) ,  Daley (1 9 7 1 ), Gnedenko 
and K ovalenko (1966) ,  Goldman (1 9 6 7 a ,b ) ,  L e a d b e tte r  (1966, 19 6 8 ), Lee (1968),  
Lewis (196**, 1969),  V ere-Jones (1968, 1 9 70), and W e s tc o tt ( 1971a,b) 
con ce rn ed  th em selves w ith  v a r io u s  a s p e c ts  o f  p o in t  p ro c e s se s  in  R^. C u rre n tly
1
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f a s h io n a b le  a re  g e n e r a l iz a t io n s  and e x te n s io n s  to  p o in t  p ro c e s se s  and random 
m easures in  very  g e n e ra l spaces e .g .  Agnew (1 9 6 8 ), Meeke (1 9 6 7 ), K aw rotzki 
(1 9 6 8 ) , and T o r t r a t  (1 9 6 9 ).
M u lt iv a r ia te  p o in t  p ro c e s se s  h a v e , u n t i l  ve ry  r e c e n t ly ,  rem ained 
r e l a t i v e l y  u n ex p lo red  though some r e s u l t s  can be deduced from  th e  e a r ly  
work o f  K ers tan  and M atthes e t  a l .  ( e .g .  1964a, 1965a) on marked p o in t  
p ro c e s s e s .  £ in l a r  (1 9 6 8 ), and G r ig e lio n is  (1970) have s tu d ie d  l im i t  theorem s 
f o r  s u p e rp o s i t io n s  o f  m u l t iv a r ia te  p o in t  p ro c e s s e s .  C in la r  and Agnew (1968) 
have c o n s id e re d  s u p e rp o s i t io n s  o f two p o in t  p ro c e s s e s ,  t h e i r  r e s u l t s  b e in g  
e s s e n t i a l l y  about dependence betw een th e  two p ro c e s s e s .  A more com prehensive 
s tu d y  o f m u l t iv a r ia te  p o in t  p ro c e s se s  has j u s t  been p roduced  by Cox and 
Lewis (3.970). The sm a ll amount o f  o v e rla p  betw een t h e i r  work and ours w i l l  
be  p o in te d  o u t as i t  o c c u rs . Our r e s u l t s ,  on th e  o th e r  h an d , en ab le  us to  
answ er s e v e r a l  q u e s tio n s  w hich Cox and Lewis l e f t  open. So f a r  as we a re  
aware th e re  i s  on ly  a h a n d fu l o f  o th e r  p ap e rs  t r e a t i n g  some s p e c ia l  m u l t i­
v a r i a t e  p o in t  p ro c e s se s  and th e s e  seem most a p p ro p r ia te ly  r e f e r r e d  to  l a t e r .
We have p u rp o se ly  av o ided  any d is c u s s io n  o f  th e  very  w ide f i e l d  o f  
a p p l ic a t io n s  o r  o f  s t a t i s t i c a l  a n a ly s is  o f  m u l t iv a r ia te  p o in t  p ro c e s s e s .
We r e f e r  to  Cox and Lewis (1970) who t r e a t  b o th  o f  th e se  to p ic s .
The rem ain d er o f  t h i s  c h a p te r  c o l l e c t s  th o se  b i t s  o f n o ta t io n  and 
th o se  d e f i n i t i o n s ,  p r o p e r t i e s ,a n d  exam ples w hich b ecau se  o f t h e i r  appearance 
in  s e v e r a l  o f  th e  su ccee d in g  c h a p te rs  seem a p p ro p r ia te ly  b ro u g h t to g e th e r .
We hope th a t  th e  n o ta t io n  u sed  i s  n o t to o  fo rm id a b le . Throughout th e  
t h e s i s  we have t r i e d  to  be c o n s is te n t  though in  some s e c t io n s  t h i s  may w e ll  
be a t  th e  expense o f a s im p le r  n o ta t io n .  A g lo s s a ry  o f symbols and 
a b b re v ia tio n s  has been p ro v id e d  f o r  conv en ien ce .
1 .2  D e f in it io n  o f a M u lt iv a r ia te  P o in t  P ro cess
We s h a l l  d e f in e  an m r-variate p o in t  p ro c e s s  0s an e x te n s io n  o f  a 
u n iv a r i a te  p o in t  p ro c e ss  w here t o  each p o in t  i s  a t ta c h e d  a mark from th e
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s e t  K = { l , 2 , . . . , m }  ( f o r  some f ix e d  p o s i t i v e  i n t e g e r  m) i n d i c a t i n g  to
which o f  th e  m component p ro c e s s e s  t h a t  p o in t  b e lo n g s .  A fo rm al s t r u c t u r e
can be  s e t  up much as f o r  u n i v a r i a t e  p o in t  p r o c e s s e s .
Let 0^ be th e  c l a s s  o f  a l l  sequences { [ t ^ ,k ^ ]  : i  e 1} (where I
i s  any s u b s e t  o f  c o n se c u t iv e  e lem ents  o f  Z \J Z” ) o f  e lem en ts  from R x K
f o r  which t .  < t .  _ f o r  each  i  and f o r  which th e  s e t  {t .} has no 
l  —  l + l  l
f i n i t e  l i m i t  p o i n t s .  The e lem en ts  to, o f  w i l l  be th e  p o s s i b le
r e a l i z a t i o n s  o f  our m -v a r i a te  p o in t  p ro c e s s .  The p o in t s  t^  w i l l  be
r e f e r r e d  t o  as th e  l o c a t io n s  or tim es o f  o ccu rrence  o f  p o in t s  in  our p ro c e s s .
,  4 *  ( ? ) / \  ■Ak ( p ) / \For a p a r t i c u l a r  w, we d e f in e  co u n tin g  m&aiuA&S N ( . ) ,  N ( • )
U  £ K) by
(  Z )
Nv (A) = ca rd  {i : [t.^ jk^] e A x {£}}
= th e  number o f  t^  £ A which have l a b e l  £ ,
N ^ ^ ( a) = ca rd  { t^  : [t_^,k^] £ A x {£}}
= th e  number o f  d i s t i n c t  t  £ A which have l a b e l  jj, ,
++
f o r  A £ B and w r i t e
N(A) = ( N ^ ( A ) ,  N ^ ( A )  , . . .  ,W(m)(A))
and
N(A) = (N( 1 ) (A ), N( 2 ) (A) , . . .  ,K(in)(A )) .
For obvious reaso n s  we s h a l l  r e f e r  t o  th e  o p e ra t io n  deno ted  h e re  by 
as CO-ttap^Zug. We n o te  t h a t  £T ' ( A) e t c .  sh o u ld  r e a l l y  be w r i t t e n  
N '(to;A) e t c . ,  b u t  t h a t  th e  w i s ,  as u s u a l ,  su p p re s se d .  The assum ption 
t h a t  ( t^ }  has no f i n i t e  l i m i t  p o in t s  j u s t  e n su re s  t h a t  (A) < oo f o r
each £ £ K and a l l  bounded s e t s  A e 8 .  I t  can be  shown as an e x te n s io n
+
By a co u n tin g  measure we mean a cou n tab ly  a d d i t iv e  s e t  fu n c t io n  d e f in e d  
f o r  s e t s  o f  a c e r t a i n  c l a s s  and t a k in g  v a lu es  0 ,1 ,2
• W *
5 i s  th e  O -a lg e b ra  o f  B o re l  s e t s  o f  th e  r e a l  l i n e .
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o f th e  r e s u l t  o f  Moyal (1962) f o r  u n iv a r i a te  p o in t  p ro c e s se s  (se e  a lso
H a r r i s , 1968) t h a t  th e re  i s  a one-one co rrespondence  betw een £1. and th e
s e t  o f  a l l  v e c to r  c o u n tin g  m easures N whose m components a re  a - f i n i t e
c o u n tin g  m easures on B. H en cefo rth  , we id e n t i f y  th e  two s e t s  and in  fu tu r e
use  th e  same symbol t o  deno te  an e lem en t o f  £1 and th e  c o rre sp o n d in g
c o u n tin g  m easure e x c e p t where i t  seems more co n v en ien t to  s e p a ra te  th e  two.
The se n se  w i l l  be  obvious from  th e  c o n te x t .
We d e f in e  a ö - a lg e b r a  F as t h a t  g e n e ra te d  by th e  (lijtindah. 6 dtt>
K
in  & i . e .  s e t s  o f  th e  form  K
(N(Ai ) = k±; i  = 1 , 2 , . . .  ,s }
w here s i s  a n o n -n e g a tiv e  i n t e g e r ,  and f o r  each  i  = l , 2 , . . . , s  k.  £ Zm
and A. £ B.
1
We now d e fin e  an m-vaAicutd paint ptioceAA by a t r i p l e  ( £y , F , P) 
w here P i s  a p r o b a b i l i t y  m easure on F , A theorem  which i s  an e x te n s io n  
o f  K olm ogorov’s theo rem  fo r  o rd in a ry  s to c h a s t i c  p ro c e s se s  a s s e r t s  t h a t  such 
a P i s  u n iq u e ly  d e te rm in ed  by a s e t  o f {^ rUX.e.-clbnMib'LOncLt I fiZcU) 
cUA&hibtubLonA ( p r o b a b i l i t i e s  a s s ig n e d  to  th e  c y l in d e r  s e t s )  which s a t i s f y ,  
in  a d d i t io n  to  th e  u s u a l  c o n s is te n c y  c o n d i t io n s ,  some c o n d itio n s  w hich r e f l e c t  
th e  c o u n tin g  m easure p r o p e r t i e s  o f  For u n iv a r i a te  p o in t  p ro c e s se s  t h i s
r e s u l t  i s  due to  H a r r is  (1963 , C hapter 3) when th e  t o t a l  number o f p o in ts  
i s  f i n i t e  w ith  p r o b a b i l i t y  one, and in d e p e n d e n tly  t o  Moyal (1962) and 
N aw rotzki (1962) in  th e  C J -f in ite  c a se . H a r r is  (1968 , Theorem 6 .1 ;  1971, 
Theorem 2 .3 )  c o n s id e re d  p o in t  p ro c e s se s  in  a com plete s e p a ra b le  m e tr ic  sp ace . 
Moyal*s fo rm u la tio n  in  f a c t  covered  p o in t  p ro c e s se s  in  a r b i t r a i y  sp a c e s .
The fo llo w in g  theo rem  i s  e s s e n t i a l l y  c o n ta in e d  in  th e s e  r e s u l t s .
Theorem 1 .1  W ith each  s e t  o f  fu n c tio n s
{p(A1 ,A2 , . . . ,Ag ; r l 9r 2 >. . . , r g ) : s e Z , r .  e zm, A. e B, i  = l , 2 , . . . , s }
s a t i s f y i n g  th e  c o n d itio n s
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p(A1 , . . . , A s ; ^ 1# . . . *£s ) 1  0 ;
p(A1 , . . . , A s ; = p(A. , . . . , A .  ; rJ. .  ,  « « « .  )
.  -  'VI - ’ 'Vl1 s 1 s
p(A1 U . . . U  Ag ; r )  = E
r . + , . j: = r  
a , l  o -s  a ,
p(A, )• • • jA } )
*  1 9 9 S 5 'Vl5 % s
I
where th e  A^'s a re  d i s j o i n t  ;
( 2 . 1 )
f o r  any p e rm u ta t io n  , . . . , i g ) o f  ( l , 2 , . . . , s )  ;
P ^A1 ’ ” ‘ ,As ,A; ‘ - ’o s ,p )  = P ^A1 ..........As ; b V ’& j  ;
( 2 . 2 )
(2 .3 )
( 2 . 1 )
l im  p(A^.;^) = 1 i f  {A^ .} i s  a sequence o f  bounded s e t s  from
k - K o
8 such t h a t Ak + 0 as k •+• c» (2 .5 )
we can a s s o c ia t e  a unique p r o b a b i l i t y  measure P on th e  a - a l g e b r a  
Fr  f o r  which
P {N (A j = k. ; i  = l , 2 , . . . , s }  = p( i ^ . A g , . . .  fAg ; v ^r ^, . . .  , 1^ ) .
We remark t h a t ,  s in c e  th e  c l a s s  o f  a l l  bounded h a l f -o p e n  i n t e r v a l s  
w ith  r a t i o n a l  en d p o in ts  g e n e ra te s  th e  a - a l g e b r a ,  ß ,  o f  B o re l  s e t s  o f  R 
(Kingman and T a y lo r ,  1966, p . HU) , i t  i s  s u f f i c i e n t  t o  r e s t r i c t  a t t e n t i o n  in  
Theorem 1 .1  to  A^’ s b e lo n g in g  t o  t h i s  c l a s s .  H a r r i s  ( 1963 , p . 53-5*0 
and N aw rotski ( 1962) have a l s o  shown ( i n  th e  u n i v a r i a t e  case though th e  
e x te n s io n  i s  obvious) t h a t ,  w ith  a m o d if ied  c o n d i t io n  ( 2 . U) ,  we may ta k e  
th e  s e t s  A^  t o  be d i s j o i n t .
I t  sh o u ld  be m entioned  t h a t  th e  fo rm al s t r u c t u r e  we have o u t l i n e d  f o r  
m u l t i v a r i a t e  p o in t  p ro c e s s e s  has much in  common w i th  th e  concept o f  a 
marked p o in t  p ro c e s s  ( z u f ä l l i g e  m a rk ie r te  P u n k tfo lg e )  in t ro d u c e d  by M atthes 
(1963b).  I t  i s  a s p e c i a l  case in  t h a t  we have ta k e n  th e  mark s p a c e ,  K, 
t o  be d i s c r e t e  and have only  a f i n i t e  number o f  e le m e n ts .  B u t ,  whereas 
M atthes r e s t r i c t e d  h i s  a t t e n t i o n  t o  th o se  marked p o in t  p ro c e s s e s  i n  which 
no two p o in t s  had  th e  same l o c a t i o n ,  we a l low  ( s u b j e c t  t o  f u r t h e r  f i n i t e n e s s
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restrictions which will be imposed later) any number of points with the 
same location in any of the component processes. It is true that, by taking 
a more complex mark space, the marked point processes of Matthes could 
cope with this situation. However, we prefer our present formulation 
principally because it lends easily to our using the multivariate probability 
generating functional (Chapter 4).
In this section we have considered multivariate point processes in
which are the main concern of this thesis. There is, however, no extra
2difficulty involved in treating multivariate point processes in R i.e. 
whose components are univariate point processes in R (cf. Goldman, 1967a). 
We only venture into such processes towards the end of the thesis. Thus, 
unless otherwise stated, it will be assumed that we are dealing with 
processes evolving on the real line. If it is not obvious from the context 
we will usually specify whether the point processes under discussion are 
univariate or multivariate. In the univariate case we drop the subscripts 
and talk of (^, F) instead of , F ). We point out that our terminology, 
whilst agreeing with that of Cox and Lewis (1970), is at variance with that 
adopted by Cinlar (1968) who uses the adjective ’multidimensional’ for 
point processes we prefer to call ’multivariate’. We think multidimensional 
is better reserved to describe point processes in Rn (n > l). Our 
preference is also more in keeping with the convention suggested by 
Bartlett (1966, p.13) for ordinary stochastic processes.
In general we follow a policy of stating and proving results for 
bivariate point processes unless the m-variate result involves little 
extra effort or notation. In most situations where only the bivariate 
result is given the corresponding m-variate results could be derived,but 
in the more complex notation and detail needed the main ideas would tend
to be obscured.
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1 .3  N o ta t io n ,  D e f in i t io n s .a n d  P ro p e r t ie s
We s h a l l  use  N o r th e  c o rre sp o n d in g  m easure P to  denote an. a r b i t r a r y
( l )m -v a r ia te  p o in t  p ro c e s s .  We c a l l  th e  u n iv a r i a te  p o in t  p ro c e sse s  N ,
Nv , . . . , N V ' th e  componante, mcuigincUt p/ioc&AAeA, o r  j u s t  th e  maAgüiat* 
o f  th e  m -v a r ia te  p o in t  p ro c e ss  N. For P{N(a ) = we w r i te  p (k ;  A)
w here k e zm and A e B. I f  A = [ 0 , t )  we w r i te  N(a ) as N [0 ,t)
>\, 'Xj
and p(j£; A) as p (k ;  t ) .
The b a s ic  p r o b a b i l i s t i c  n o tio n  o f  independence c a r r i e s  over to  
m u l t iv a r i a t e  p o in t  p ro c e s se s  in  a n a t u r a l  way. A c o l le c t io n  o f m u l t iv a r ia te  
p o in t  p ro c e s s e s  i s  s a id  to  be i .nde.pe.nde.nt i f f  f o r  every  f i n i t e  s u b c o lle c t io n  
(sa y )
S
e F!  * p2 * •••  x V  = n e F .}  (3 .1 )
1=1
w here F^ £ , th e  G - f ie ld  g e n e ra te d  by th e  c y l in d e r  s e ts  in  ,
vi  vi
and K. = { 1 , 2 , . . .  ,m.} w ith  m. < 00 fo r  each  i .
l  i  i
We r e c a l l  th e  d e f in i t i o n  o f  th e  -6u.peApo4^ööion o f  th e  u n iv a r ia te  p o in t  
p ro c e s s e s  N^jN^, . . .  ,Ng . T h e ir  s u p e rp o s i t io n  i s  th e  p o in t  p ro c e ss  whose
t t sr e a l i z a t i o n  i s  \J when, f o r  each i ,  ok i s  th e  r e a l i z a t i o n  c o rre sp o n d in g
to  IM ( c f .  M atth e s , 1963b; Goldman, 1967a). For obvious reaso n s  we w r i te
g
t h i s  s u p e rp o s i t io n  as E . _ n N. .  The s u p e rp o s i t io n  o f  th e  m -v a r ia te  p o in t1—1 i
p ro c e s s e s  N ^ j N ^ , . . . , ^  can th e n  be d e f in e d  componentwise by ta k in g  th e  
s u p e rp o s i t io n  o f  th e  c o rre sp o n d in g  components o f  th e  g iv e n  p ro c e s s .  We 
w r i te  t h i s  s u p e rp o s i t io n  as £j__p When th e  m -v a r ia te  p o in t  p ro c e s se s
JM , . . .  ,Ns a re  in d ep en d en t and IM co rresp o n d s to  a p r o b a b i l i ty  m easure 
on Vv t h e i r  s u p e rp o s i t io n  co rresp o n d s t o  a m easure P w hich we c a l l  
th e  convocation o f  th e  p r o b a b i l i t y  m easures P_^  and w r i te  P = P ^ P ^ * .. • *Pg .
I t  i s  e a s i l y  v e r i f i e d  t h a t  th e  f i d i  d i s t r i b u t io n s  o f  can be d e r iv e d  by
c o n v o lu tio n  in  th e  u s u a l m anner.
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A s p e c i a l  s u p e r p o s i t i o n  p ro c e ss  a s s o c i a t e d  w ith  an m -v a r ia te  p o in t  
p ro c e s s  ^  i s  t h a t  o b ta in e d  by su p e rp o s in g  a l l  i t s  components. Vie c a l l
m
t h i s  th e  MipeJipoAed pA.0C£6-6 and denote i t  by N. Thus we have N = N
Moment meaduAeA ( c f .  Moyal, 1962; V e re - J o n e s , 1968; f o r  u n i v a r i a t e  
p o in t  p ro c e s s e s )  may be d e f in e d  in  th e  obvious way. S p e c i f i c a l l y ,  f o r  th e  
f i r s t  moment measures and th e  f i r s t  cross-moment measures (which i s  a l l  ve 
s h a l l  need  in  t h i s  t h e s i s )  we w r i t e
M ^ ( A )  = E N ^ ( A )  (3 .2 )
M ^*^(A  x B) = E 1  ^( A) N ^ ( B )  (3 .3 )
where i ,  j  e K and A, B e B. We a l s o  d e f in e
M(A) = E n (A) (= £ MU '(A ) )  (3.U)
i = l
f o r  A £ ß. V7e s h a l l  l a t e r ,  e s p e c i a l l y  in  C hapter b, assume M t o  be a
B o re l  measure ( i . e .  MCA) < 00 f o r  compact s e t s  A £ B; see  Halmos, 1950,
( k )p . 223).  This i s  c l e a r l y  e q u iv a le n t  t o  r e q u i r i n g  t h a t  M " be a B o re l
y \  /  v i ) /  \
measure f o r  each k e K and im p lie s  t h a t  N(A) = L. W (A) < 00 a . s .
l — J .
a p r o p e r ty  which has a l re a d y  fo llo w ed  from th e  assum ption  (§ 1 .2 )  t h a t  { t^} 
had  no f i n i t e  l i m i t  p o i n t s .
An m -v a r i a te  p o in t  p ro c e ss  J7 w i l l  be c a l l e d  ptk ohdex AtcutionaAy 
(p e ZQ)+ i f
,r .i,
p{N(Ai + t)  = k ^ ;  i  = l , 2 , . . . , p }  = P{w( A^) = k ^ ; i  = 1 , 2 , . . .  ,p} (3 .5 )
f o r  a l l  r e a l  t  and k^ £ Z^, A^  £ B i  = l , 2 , . . . , p .  We s t r e s s  th e  
d i f f e r e n c e  between t h i s  s t a t i o n a r i t y  and t h a t  d e f in e d  by Cox and Lewis (1970).  
We f e e l  th e  p r e s e n t  d e f i n i t i o n  to  be more n a t u r a l  in  t h a t  f i r s t - o r d e r  
s t a t i o n a r y  i s  a l l  t h a t  i s  r e q u i r e d  in  ( i ) ,  ( i i ) ,  and ( i i i )  below and in  
C hapter 2 w hereas fo l lo w in g  Cox and Lewis th e  a p p a re n t ly  s t r o n g e r  assum ption
t
f t
Zq = Z—{o} i . e .  th e  s e t  o f  p o s i t i v e  i n t e g e r s .  
A+t E {x+t ; x £ A}.
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o f s im p le  s t a t i o n a r i t y  w ould be needed . However, i t  m ust be a d m itte d  t h a t  
in  th e  e a r ly  p a r t  o f  C hapter 3, fo r  d is c u s s in g  Palm fu n c tio n s , we re q u ire  
th i r d - o r d e r  s t a t i o n a r i t y  w hereas w ith  Cox and L ew is’s d e f in i t i o n  second- 
o rd e r  s t a t i o n a r i t y  i s  s u f f i c i e n t .
An m -v a r ia te  p o in t  p ro c e ss  w hich i s  p th  o rd e r  s ta t io n a r y  f o r  a l l  p e 
w i l l  be c a l l e d  ^ViLqXZlj AtcutionaAy. This means j u s t  t h a t  a l l  th e  f i d i  
d i s t r i b u t io n s  o f  N a re  in v a r i a n t  u nder t r a n s l a t i o n .  Where th e re  i s  no 
am bigu ity  we drop th e  a d je c t iv e  and t a l k  j u s t  o f  s t a t i o n a r i t y .  We rem ark 
t h a t  t h i s  i s  a r a th e r  s t ro n g  c o n d itio n  -  a j o i n t  s t a t i o n a r i t y  c o n d itio n  on 
th e  m a rg in a l p ro c e s se s  -  and o f  cou rse  im p lie s  t h a t  th e  m a rg in a l p ro c e sse s  
a re  each  s t a t io n a r y  in  th e  u s u a l  s e n se .
I t  i s  obvious th a t  p th  o rd e r  s t a t i o n a r i t y  im p lie s  q th  o rd e r  s t a t i o n a r i t y  
f o r  q p b u t i t  appears  t o  be an open q u e s tio n  as t o  w hether fo r  each p 
th e re  a re  m -v a r ia te  p o in t  p ro c e sse s  w hich a re  p th  o rd e r  s t a t io n a r y  b u t  
n o t s t r i c t l y  s ta t io n a r y  o r  even (p + l ) th  o rd e r  s t a t i o n a r y .  (However, see  § 5 .6 .)
For a  f i r s t - o r d e r  s ta t io n a r y  u n iv a r i a te  p o in t  p ro c e s s  we can d e f in e :
(3 .6 )
( i )  Into.nA'Ltitu d 9  d-j^  *  ^ 2  ’ * ■by
u = M [0 ,l) f
aii [0 ,1 ) (k =
where c l e a r ly  y :
= V S ince M(A)
a s ta n d a rd  r e s u l t t h a t
M(A) = y | A| , ii \ | A | (k
where ] A| deno tes th e  Lebesgue m easure o f  A £ ß.
( i i )  VcUwmU<M A, A( l ) , A( 2 ) , . . .  ,A(m) by
A = lim  t “ 1 P { N [0 ,t)  > 0 } , A ^  = lim  t “ 1 P { N ^ [ 0 , t )  > 0} ( 3 . 7 )
tto t+0
(k = 1 , 2 , . . . ,m).
The e x is te n c e  o f  th e se  l im i t s  ( f i n i t e  o r i n f i n i t e )  fo llo w s sim ply  as fo r
t
When A = [ 0 , t )  we w r i te  M(A) as M [ 0 , t ) .
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any f i r s t - o r d e r  s t a t i o n a r y  u n i v a r i a t e  p o in t  p ro c e ss  (K h in ch in , 1955 , §7;
see  a l s o  L e a d b e t t e r ,  1968; and §2 .2  o f  t h i s  t h e s i s ) .  In  g e n e ra l  X <_ ^Av
/  . \
We r e f e r  t o  X as th e  t o t a l  p a ra m e te r  and th e  XK as m a rg in a l  p a ra m e te rs ,  
( i i i )  Ch.o&k-poJi(m\<L£(ltii> X ^ * ^  ( i  4 j ,  i , j  = l , 2 , . . . , m )  by
X^1,,3) = lim  t “ 1 P { N ^ [ 0 , t )  > 0 , N ^ [ 0 , t )  > 0> ( i  4 j , i , j e K ) . ( 3 . 8 )  
t* 0
The e x i s t e n c e  o f  such c ro s s -p a ra m e te rs  fo l low s  e a s i l y  from ( i i )  when X < °°. 
C le a r ly  X^ <_ X" + X'J in  g e n e r a l .  For b i v a r i a t e  p o in t  p ro c e s s e s
when X i s  f i n i t e  we have X^*^ = X^^ + X^^ -  X. We remark t h a t  i f  
we assume M(. )  i s  a B o re l  measure i t  i s  immediate t h a t  such i n t e n s i t i e s  
and p a ram e te rs  must be f i n i t e .
A f i r s t - o r d e r  s t a t i o n a r y  m -v a r ia te  p o in t  p ro c e ss  we c a l l  mcUigMlCLlZy j 
0/ide.SiMj i f  i t s  m a rg in a ls  are  o r d e r ly  in  th e  u s u a l  sense  i . e .  i f
P{N ^^ [ 0 , t )  > l )  = o ( t )  as t  + 0 (k = 1 , 2 , . . . , m) (3 .9 )
(K h in ch in ,  1955, p .1 2 ) .  I t  i s  c a l l e d  A&iong£y oft-dunJU) i f
p{N [C ,t)  > 1} = o ( t )  as t  \  0 (3 .1 0 )
m (  V ^
i . e .  i f  th e  superposed  p ro c e s s  N = Z _ N' i s  o rd e r ly  i n  th e  u s u a l  
s e n s e .  C le a r ly ,  s t r o n g  o r d e r l i n e s s  im p lie s  m a rg in a l  o r d e r l i n e s s .  For a 
s t r o n g ly  o rd e r ly  m -v a r ia te  p o in t  p ro c e ss  i t  i s  im m ediate ly  obvious t h a t  
x ( 1 >i) = 0 f o r  a l l  i , j  e K.
S ince  th e  i n t e n s i t y  i s  g r e a t e r  than  o r  e q u a l  t o  th e  p a ra m e te r  f o r  any
f i r s t - o r d e r  s t a t i o n a r y  u n i v a r i a t e  p o in t  p ro c e s s  we have 
m m / . x
y = I  u. > Z XU j  > X (3 .1 1 )
i = l  1 i = l
f o r  any f i r s t - o r d e r  s t a t i o n a r y  m -v a r ia te  p o in t  p r o c e s s .  C le a r ly  under 
m a rg in a l  o r d e r l i n e s s
m m / . V
y = Z y. = Z XU ;
i = l  1 i = l
by m a p p l i c a t io n s  o f  K o ro ly u k 's  theorem  (K h in ch in ,  1955, § l l )  w h ile  under
(i )
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s tro n g  o r d e r l in e s s  a f u r th e r  a p p l ic a t io n  o f  t h i s  theorem  ( to  th e  f i r s t -  
o rd e r  s ta t io n a r y  p ro c e ss  N) y ie ld s  y = X and e q u a l i ty  th ro u g h o u t ( 3 .1 l ) .  
When y < 00 th e  co n v erses  h o ld  ( c f .  Z i te k ,  1957» fo r  u n iv a r i a te  p o in t  
p ro c e s s e s ) .  For f u r th e r  r e l a t e d  d is c u s s io n  see  C hapter 2.
For a u n iv a r ia te  p o in t  p ro c e s s  N we c a l l  x a y-ixcd cctom o f  N i f
P{N({x}) > 0} > 0 . ( 3 . 1 2 )
The s e t  o f  such p o in ts  i s  a t  most c o u n ta b le , w ith  f i n i t e  e x p ec ted  number
in  a bounded i n t e r v a l  when th e  same i s  t r u e  o f  N, and i s  empty fo r  f i r s t -
o rd e r  s ta t io n a r y  p o in t  p ro c e s se s  ( P y ll-N a rd z e w sk i, 1961; M a tth e s , 1963b).
K hinchin  (1956a) (se e  a ls o  fty’l l -N a rd z e w s k i, 1953) has shown t h a t  th e  f ix e d
atoms o f  a p o in t  p ro c e ss  a re  atoms o f  i t s  f i r s t  moment m easure when t h i s
i s  a B o re l m easure and v ic e - v e r s a .  By a f ix e d  atom o f  a m u l t iv a r ia te  p o in t
p ro c e ss  we u n d e rs tan d  a p o in t  w hich i s  a f ix e d  atom o f  any o f  th e  com ponents.
We say t h a t  a sequence o f  m -v a r ia te  p o in t  p ro c e s se s  {N^} conv&SiggA
i n  d ib iA ib u i io n  to  an m -v a r ia te  p o in t  p ro c e s s  N and w r i te  ^  (o r
P -> P) i f  th o se  f i d i  d i s t r i b u t io n s  o f N fo r  w hich th e  B o re l s e ts  n %n
in v o lv e d  have no f ix e d  atoms o f  N on t h e i r  b o u n d a rie s  ( t h i s  req u irem en t
n -
i s  c o n s id e re d  f u r th e r  in  C hapter U ) a l l  converge to  th e  c o rre sp o n d in g
f i d i  d i s t r i b u t io n s  o f N i . e .  i f
%
P{N (A.)  = k . s  i  = 1 , 2 , . . . , s }  P{N(A. ) = k . ; i  = 1 , 2 , . . . , s }  (3 .1 3 )
r\,n 1 o-i « 1 01
f o r  a l l  s e Z where fo r  each  i  = l , 2 , . . . , s ,  k.  e Z and A. i s  a
o - i  1
B o re l s e t  w ith  no f ix e d  atoms o f  N on i t s  boundary . In  an appendix  too
t h i s  th e s i s  we o u t l in e  a p ro o f  o f  a r e s u l t  w hich appears  t o  have been 
assumed in  th e  l i t e r a t u r e  v i z ,  t h a t  th e  convergence o f  (3 .1 3 )  i s  e q u iv a le n t  
to  th e  same ty p e  o f  convergence w ith  th e  A^’s i n t e r v a l s  in s te a d  o f g e n e ra l 
B o re l s e t s .
To en ab le  a p r e c i s e  e x p re s s io n  o f  a l i m i t  n o tio n  f o r  s u p e rp o s it io n s  
o f  im -variate  p o in t  p ro c e s se s  we d e f in e  a tfbianQiitaA OAACLij o f  m -v a r ia te
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p o in t  p ro c e s se s  as a double sequence i  = l , 2 , . . . , s n ; n = 1 , 2 , . . .  .
(where s^ -*• 00 as n 00) where th e  p ro c e s se s  in  each row are  in d e p en d en t.
For each  n we d e f in e  an m -v a r ia te  p o in t  p ro c e s s  as th e  s u p e rp o s i t io n
s
o f  th e  p ro c e s se s  in  th e  n th  row o f  th e  t r i a n g u l a r  a r ra y  i . e .  ^ .
In  th e  u s u a l  way, hy su p e rp o s in g  m a rg in a ls ,  we can a ls o  d e f in e  N . =n , i
F.m and N = Zm . (n o te  a ls o  K = Z?n - N . ) .j= l  n , i  n j = l  n n i = l  n , i
A u s u a l s u p e rp o s i t io n  prob lem  can th e n  be e x p re s se d  f o r  m -v a r ia te
p o in t  p ro c e s se s  as : f in d  c o n d itio n s  under w hich W converges in  d i s t r i b u t i o na>n
t o  a s u i t a b le  l im i t  N as n •► °°. Such problem s a re  in v e s t ig a te d  in  
C hap ter 6 . The q u e s tio n  as to  w hat p ro c e s se s  can a r i s e  in  th e  l i m i t  under 
c e r t a in  c o n d itio n s  i s  looked  a t  in  C hapter 5.
We c a l l  a m u l t iv a r ia te  p o in t  p ro c e ss  COMpl.QXe.Zy fumdom i f  th e  random 
v e c to rs  W(A^),  N( A^) , . . .  ,^(A^) a re  m u tu a lly  in d ep en d en t f o r  a l l  f i n i t e  
c o l le c t io n s  o f d i s j o i n t  s e t s  A^, A^, . . . ,A^ ( c f .  Kingman, 1967, who was 
i n t e r e s t e d  in  random m easures w ith  t h i s  p r o p e r ty ;  see  a lso  K h in ch in , 1956a, 
and F ie g e r ,  1965, b o th  o f  whom looked  a t  u n iv a r i a te  p o in t  p ro c e s se s  w ith  
t h i s  p ro p e r ty  w hich th e y  c a l l e d ’w ith o u t a f t e r - e f f e c t? ) .  M u lt iv a r ia te  p o in t  
p ro c e s se s  w ith  t h i s  p ro p e r ty  a re  c o n s id e re d  b r i e f l y  in  C hapter 5» I f  N
i s  co m p le te ly  random th e n  i t  i s  c l e a r  t h a t  each  o f  i t s  m a rg in a ls  must be a 
co m p le te ly  random u n iv a r i a te  p o in t  p ro cess  b u t  th e  converse  does n o t h o ld  
in  g e n e ra l  (s e e  §5*6) .
1 . h Some Examples o f B iv a r ia te  P o in t P ro c e s se s
One o f th e  s im p le s t  c la s s e s  o f  b i v a r i a t e  p o in t  p ro c e s s e s ,  and th e  one 
in  w hich we s h a l l  be m ost i n t e r e s t e d ,  i s  t h a t  co m prising  b i v a r i a t e  P o isso n  
p r o c e s s e s .
Let us observe  t h a t  by a ( u n iv a r i a te )  PoZiAon ptiOCQAb N we mean a 
co m p le te ly  random p o in t  p ro c e ss  ( in  P^) f o r  w h ich , f o r  each  bounded 
i n t e r v a l  I ,  N( l )  i s  a P o isso n  random v a r ia b le  w ith  p a ram ete r A( l )  where 
X ( . ) ,  a m easure on B w hich i s  f i n i t e  on bounded i n t e r v a l s ,  i s  c le a r ly
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th e  f i r s t  moment m easure o f  th e  p ro c e ss  ( c f .  Lee, 1968, who c a l le d  such 
p ro c e s se s  ’ g e n e ra liz e d  P o is s o n ') .  The P o isso n  p ro c e s s  has been c o n s id e re d  
in  v a r io u s  forms by many a u th o rs  e .g .  R yll-N ardzew ski (1953 , 195*0,
K hinchin  (1955» 195 6 a ,b ), F ie g e r  (196*1, 1965). We s h a l l  be c o n te n t to  Eiention 
j u s t  a r e s u l t  o f Renyi (1 9 6 7 ), t h a t  th e  req u ire m e n t o f  com plete randomness 
i s  red u n d an t i f ,  in  f a c t ,  th e  m easure X(. )  i s  non-atom ic  and, f o r  I  any 
f i n i t e  un ion  o f  f i n i t e  i n t e r v a l s ,  W(l) i s  a P o isso n  random v a r ia b le  w ith  
p a ram e te r  X( l ) .  In  g e n e ra l  th e  m easure X(. )  may have atom s. These 
must be f ix e d  atoms o f th e  c o rre sp o n d in g  p ro c e s s  ( Ry11-W ardzewski, 1953; 
K h in ch in , 1956a) and a t  such p o in ts  m u lt ip le  o ccu rren ces  a re  c l e a r ly  
p o s s ib le  b ecause  P o isso n  numbers o f  ev e n ts  occu r (Kingman, 1967). Thus, 
i f  a  P o isso n  p ro c e ss  has no m u l t ip le  o c c u rre n c e s , th en  i t s  f i r s t  moment 
m easure X( . )  must be n o n -a to m ic . Under th e  assum ption  o f  f i r s t - o r d e r  
s t a t i o n a r i t y  we f in d  ag a in  t h a t  X( . )  must be n on -a tom ic  and in  f a c t  t h a t  
X( l )  = X111 fo r  a l l  bounded in t e r v a l s  I .  Such a s ta t io n a r y  P o isso n  
p ro c e ss  has no m u lt ip le  o ccu rren c es  and we c a l l  i t  a AÄmpZc Vo^AAon pAOCCAA 
w ith  p a ram e te r  X. Many c h a r a c te r i z a t io n s  o f  t h i s  p ro c e s s  a re  known e . g .  
K hinchin  (1 9 5 5 ); R yll-N ardzew ski (195*0.
We c o n t r a s t  th e  sim ple  P o is so n  p ro c e ss  whose o n e -d im en sio n a l d i s t r i b u t io n s  
a re  a l l  (s im p le )  P o isso n  d i s t r i b u t io n s  w ith  p ro c e s se s  whose o n e -d im en sio n a l 
d i s t r i b u t io n s  a re  compound P o isso n  in  th e  sen se  o f  F e l l e r  (1968 , p . 2 8 8 ff .) .
Such p ro c e s se s  w i l l  be lo o s e ly  c a l le d  compound Po-tAAon pAoccAACA. However, 
we n o te  t h a t  th e  name ’ compound P o isso n  p r o c e s s ’ i s  u s u a lly  g iv en  to  a 
s p e c ia l  su b c la s s  o f  t h i s  c la s s  o f  p ro c e s se s  (see  W e s tc o tt ,  1971b).
By a b'LvctfU.cutc PoÄAAon pAOCCAA we s h a l l  mean a b i v a r i a t e  p o in t  p ro c e ss  
whose m a rg in a l p ro c e s se s  a re  b o th  P o isso n  p ro c e s s e s .  The m ost e a s i l y  
s p e c i f i e d  p ro c e s se s  w ith in  th e  c la s s  o f  b i v a r i a t e  P o isso n  p ro c e s se s  a re  
th o se  whose m arg in a ls  a re  m u tu a lly  in d e p e n d e n t. In  g e n e ra l ,  i t  seems very  
d i f f i c u l t  to  c h a r a c te r iz e  dependence betw een p o in t  p ro c e s se s  -  even betw een
P o isso n  p ro c e s s e s .  However, as we s h a l l  see in  §5*6, an i n f i n i t e l y  
d iv i s i b l e  (§ 5 .2 ) ,  b iv a r i a t e  P o isso n  p ro c e ss  can be com ple te ly  s p e c i f i e d  by 
th r e e  m easures w hich a re  e q u iv a le n t  to  th e  f i r s t  two moment m easures and 
th e  f i r s t  cross-m om ent m easure. In  th i s  case  th e  l a t t e r  m easure com ple te ly  
sums up th e  dependence betw een th e  two m a rg in a l p ro c e s s e s .
A s p e c ia l  i n f i n i t e l y  d i v i s i b l e ,  b i v a r i a t e  P o isso n  p ro c e ss  i s  one whose 
f i r s t  component i s  a s t a t io n a r y  P o isso n  p ro c e ss  w ith  p a ra m e te r  A and 
whose second  component i s  th e  s ta t io n a r y  P o isso n  p ro c e ss  d e r iv e d  from 
th e  f i r s t  by s u b je c t in g  each p o in t  in  i t  t o  a random d isp la cem e n t ( p o s i t iv e  
o r n e g a t iv e )  th e se  d isp la cem e n ts  b e in g  in d ep en d en t and i d e n t i c a l l y  
d i s t r i b u t e d  w ith  d i s t r i b u t i o n  fu n c tio n  F (Doob, 1953, pp.*+0U-i+07). We 
c a l l  such a p ro c e ss  a randomly tsianAiat&d PodAAon ptiocdAA. I t s  dependence 
s t r u c tu r e  i s  s im ple  and th e  p ro c e s s  i s  d e te rm in ed  com p le te ly  by th e  p a ram e te r  
A and th e  d i s t r i b u t i o n  fu n c tio n  F. As we s h a l l  see  in  C hapter T i f  F 
i s  c o n c e n tra te d  on [0 , °°) th e  m a rg in a ls  o f t h i s  p ro c e ss  a re  j u s t  th e  in p u t 
and o u tp u t o f  an M/G/00 queueing  system .
A nother s p e c ia l  i n f i n i t e l y  d i v i s i b l e ,  b i v a r i a t e  P o isso n  p ro c e ss  has 
been co n s id e re d  by Dwass and T e ic h e r  (1 9 5 7 ), and M arsh a ll and O lkin  (1 9 6 7 a ,b ) .
I t  i s  sim ply  c o n s tru c te d  as fo llo w s : ta k e  th r e e  in d ep en d en t s t a t io n a r y
P o isso n  p ro c e s se s  ^ i »^2 ’^12 w ith  r e s p e c t iv e  p a ram e te rs  A^, A^, A ^
and c o n s id e r  th e  b i v a r i a t e  (P o is so n ) p ro c e ss  w ith  components
and + N £. -^Sa^n dependence s t r u c t u r e  i s  s im ple  b e in g  com ple te ly
s p e c i f i e d ,  in  f a c t ,  by A ^ w hich i s  e a s i l y  seen  to  be th e  c ro s s -p a ra m e te r .
The whole p ro c e s s  i s  u n iq u e ly  de te rm in ed  by A^, A^, and A^> We s h a l l  c a l l  th is  
p ro c e ss  a fe ta tio n a ry ) COMZiatiLd b iva A ic tiz  Po^U^on p ro c e ss  by analogy  w ith  
th e  c o r r e la te d  b i v a r i a t e  P o isso n  d i s t r i b u t i o n  (C am pbell, 193*+; Ahmed, 1961; 
H o lg a te , 196*+).
I n f i n i t e l y  d i v i s i b l e ,  b i v a r i a t e  p o in t  p ro c e s se s  and in  p a r t i c u l a r  
i n f i n i t e l y  d i v i s i b l e ,  b i v a r i a t e  P o isso n  p ro c e s se s  a re  c o n s id e re d  in  d e t a i l  in
C hapter 5.
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Though we do n o t in v e s t ig a te  them f u r th e r  h e r e ,  we m ention th r e e  o th e r  
( o f  cou rse  th e re  a re  many more) i n t e r e s t i n g  c la s s e s  o f  b iv a r i a t e  p o in t  
p r o c e s s e s .
( i )  BtvcvUcutd SKLndLOaZ psiocdAAdt by w hich we mean b iv a r i a t e  p o in t  
p ro c e s se s  whose m a rg in a ls  a re  renew al p ro c e s se s  e .g .  tw o -s ta te  semi-M arkov 
p ro c e s s e s .  Cox and Lewis (1970) p o in t  ou t t h a t  th e  only  semi-M arkov p ro c e s se s  
w ith  in d ep en d en t renew al m arg in a ls  a re  th o se  whose m a rg in a ls  a re  a ls o  
P o is so n .
( i i )  B4.vcvU.CLtd doubUj AtockabtUc Po-c&Aon ptiocdAAdA f o r  which, c o n d i t io n a l
on th e  v a lu e  (A ( t ) ,  A,p(t)) o f  a r e a l - v a lu e d  b i v a r i a t e  s to c h a s t i c  p ro c e ss  
^ ( t ) ,  th e  m a rg in a ls  o f th e  b i v a r i a t e  p o in t  p ro c e s s  a re  in d ep en d en t P o isso n  
p ro c e s se s  w ith  r e s p e c t iv e  f i r s t  moment m easures J A ^ ( t ) d t ,  i  = 1 , 2  ( e . g .
Cox and L ew is, 1970).
( i i i )  B iv a r ia te  p o in t  p ro c e s se s  a r i s i n g  from a s e le c t iv e  i n t e r a c t io n  
s i t u a t i o n  i . e .  where an e v e n t o f one p ro c e s s  i n h i b i t s  th e  n e x t e v e n t of 
an o th e r  p ro c e s s  i f  no o th e r  in h ib i to r y  e v en t has appeared  in  th e  m eantim e.
To be p a r t i c u l a r l y  t r a c t a b l e  i t  seems t h a t  one o f  th e  p ro c e s se s  needs
to  be P o isso n  ( e . g .  Ten Hoopen and R euver, 1965; Law rance, 1971)«
2 . SIMPLE PROOFS OF SOME THEOREMS ON MULTIVARIATE POINT PROCESSES
2 .1  In tro d u c t io n
Throughout th i s  c h a p te r  we s h a l l  be concerned  w ith  a f i r s t - o r d e r  
s t a t io n a r y  ( § 1 .3 ) ,  b i v a r i a t e  p o in t  p ro c e ss  in  R^ whose m a rg in a ls  may be 
n o n -o rd e r ly .  The r e s u l t s  w i l l  a l l  be cap ab le  o f e x te n s io n  to  m u l t iv a r ia te  
p o in t  p ro c e s se s  b u t  f o r  s im p l ic i ty  and c l a r i t y  o f e x p re s s io n  we c o n s id e r  
only  th e  b i v a r i a t e  c a se . Some re a so n a b le  ’ f i n i t e n e s s '  c o n d itio n  w i l l  always 
be n e c e ssa ry  and we in tro d u c e  such c o n d itio n s  l a t e r  as r e q u ir e d .
The problem s co n s id e re d  h e re  a ro se  ou t o f an a ttem p t to  g e n e ra liz e  
(b e fo re  i t  was r e a l i z e d  t h a t  t h i s  had a lre a d y  been done) to  s t a t i o n a r y ,  
n o n -o rd e r ly ,  u n iv a r i a te  p o in t  p ro c e s se s  th e  w ell-know n theorem  o f K orolyuk 
(K h in ch in , 1955 p . 1+1-2; a ls o  Z i te k ,  1957, and. L e a d b e tte r ,  1968) w hich s t a t e s  
t h a t  f o r  s t a t io n a r y  o rd e r ly  u n iv a r i a te  p o in t  p ro c e s se s
lim  t"*^[l -  p ( 0 ; t ) ]  = y ( l . l )
t-VO
w here y i s  th e  i n t e n s i t y  d e f in e d  in  § 1 .3 . In  th e  n o n -o rd e r ly  case th e  
r e s u l t  analogous t o  ( l . l ) ,  v iz
lim  t~ 1 [ l  -  p ( 0 ; t ) ]  a = Aa = y ( 1 . 2 )
tIO
where a i s  th e  mean group s i z e ,  has been p roved  in d e p e n d e n tly  by B e u t le r  
and Leneman (1 9 6 6 ), F ie g e r  (1 9 6 5 ) , and S liv n y a k  (1962 , 1966) and i s  im p l ic i t  
in  th e  work o f  M atthes (1963b) (s e e  § 2 .4 ) .  S l iv n y a k 's  methods were m easure 
t h e o r e t i c  making heavy use o f  h is  fundam ental fo rm ula  (1962 , e q u a tio n  8; 
1966, e q u a tio n  1 3 ) . F ie g e r ,  who was a lso  i n t e r e s t e d  in  analogues o f  ( l . 2 )  
f o r  n o n - s ta t io n a ry  p o in t  p r o c e s s e s ,  employed theorem s from  th e  th e o ry  o f  
th e  B u rk h il l  i n t e g r a l .  The argum ents o f  B e u t le r  and Leneman depended 
on e x te n s io n  o f  th e  e lem en ta ry  c o n v e x i ty - s u b a d d it iv i ty  p r o p e r t ie s  n o t ic e d  
by K hinchin  (1 9 5 5 ). A lso , from  th e  r e s u l t s  o f  B e u t le r  and Leneman i t  can 
be shown fo r  p o in t  p ro c e s se s  in  R"*- t h a t  th e  l i m i t
l6
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l im  t  1 E { ( N [0 , t ) ) 2} = Ab ( 1 .3 )
t ! 0
w here b i s  th e  mean sq u a re  g ro u p  s iz e ,  w i t h  s im i l a r  r e s u l t s  f o r  th e
h ig h e r - o r d e r  moments. S im p le  p ro o fs  o f  th e s e  r e s u l t s  w ere  p ro v id e d  in
th e  p a p e r o f  th e  a u th o r  ( M i ln e ,  1971) u s in g  e x te n s io n s  o f  a te c h n iq u e
s u g g e s te d  b y  L e a d b e tte r  ( 1968 ) .  The p ro o fs  w e re  g iv e n  f o r  f i r s t - o r d e r
s t a t io n a r y  u n iv a r ia t e  p o in t  p ro c e s s e s  in  Rn t o  i l l u s t r a t e  th e  advan tage
n
o f  th e  te c h n iq u e s  i . e .  t h a t  th e y  g e n e ra l iz e d  e a s i ly  t o  R w here none o f  
th e  app roaches  o f  p re v io u s  a u th o rs  had  seemed c a p a b le  o f  such easy e x te n s io n .  
R e c e n t ly ,  L e a d b e tte r  ( 1 9 7 0 ) ,  e x te n d in g  id e a s  sum m arized  i n  B e ly a e v  (1 968 ) 
and expanded in  B e ly a e v  (1 9 7 0 ) ,  has shown t h a t  f o r  u n iv a r ia t e  p o in t  p ro ce sse s  
i n  v e ry  g e n e ra l spaces th e  c o r re s p o n d in g  r e s u l t s  may be p ro v e d  u s in g  s im i la r  
m e thods .
R a th e r  th a n  j u s t  re p ro d u c e  th e  r e s u l t s  c o n ta in e d  in  M iln e  (1 971 ) i t  
has seemed u s e fu l  t o  p re s e n t  th e  c o r re s p o n d in g  theorem s f o r  b iv a r ia t e  
p o in t  p ro c e s s e s  and t o  in d ic a te  some a d d i t io n a l  r e s u l t s .
2 .2  I n t e n s i t i e s ,  P a ra m e te rs , and Group S iz e s
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We f i r s t  adop t some s u i t a b le  n o ta t io n .  By R ^ , ( k ,  £) e , we
deno te  th e  u n iv a r ia te  p o in t  p ro c e s s  c o m p r is in g  th o s e  epochs o f  th e  o r i g i n a l
b i v a r ia t e  p o in t  p ro c e s s  a t  w h ic h  e x a c t ly  k  e v e n ts  o f  R ^ ^  and £ e ve n ts
( 2 )
o f  R o c c u r .  So as t o  save e x c lu d in g  i t  a lw ays as a tro u b le s o m e  s p e c ia l  
case we make th e  c o n v e n t io n  t h a t  th e  p o in t  p ro c e s s  R ^  has no p o in t s .  L e t 
Rv and Rv be as d e f in e d  i n  § 1 .2  w i t h  R = Rv + Rv and n o te  t h a t
/  v OO CO . CO CO/M l)  P ) ,
N = E E R p a n d , IV ' = Z Z R . ( 2 . 1 )
k = l  £=0 K k=0  £=1 K36
A
We s t r e s s  th e  d i f f e r e n c e  be tw een  th e  su p e rp o se d  p ro c e s s  R as d e f in e d  
above and th e  p ro ce ss  d e r iv e d  fro m  th e  su p e rp o se d  p ro c e s s  R b y  th e  
c o l la p s in g  o p e ra t io n  ( i . e .  f o r  a b i v a r ia t e  p o in t  p ro c e s s  th e  o p e ra t io n s  
o f  c o l la p s in g  and s u p e rp o s in g  th e  m a rg in a ls  do n o t  com m ute). T h is  p ro c e s s
+ z2 = z2 -  {0 }  
u %
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For the most part we shall assume that E N[0,l) < <» which (because
of stationarity) clearly implies that E N(A) < °o and hence that N(a ) < <»
a.s. for all bounded A e 8. In Theorem 2.3 the stronger assumption 
E{(N(l) [0,l))a (N^[0,l))^} < co (a, ß >■ l) will be made.
Our first theorem extends the result of Theorem 1 of Leadbetter (1968).
This theorem provided a neat proof of both Khinchin’s result about the
existence of a parameter for a stationary (univariate) point process and
Korolyuk’s theorem.
Theorem 2.1 Assume that E S[0,l) < °o. Then the limits
lim t“1 P{N^[0,t) -1 (2)> 0} , lim t P{NV '[0,t) > 0} (2.3)
tio t+0
lim t”1 P { N ^  [0,t) (o')> 0 or ir ;[0,t) > 0} (2.4)
t+0
lim t”1 P{N^[0,t) > 0, N^tOjt) > 0} (2.5)
t+0
exist and are equal to E f^^[0,l), E N^[0,l), E N[0,l), and 
E{N^^[0,l) + N^^[0,l) - N[0,l)} respectively. Also, for each k £ Z 2
'Xj 0
the limit
lim t-1 p(k; t) 
t+0 " ^
exists and is equal to E N [o, l).
kr"2
(2.6)
Proof. Consider a subdivision of the interval [0, l) into n equal 
subintervals and define indicator functions by 
( 1 if [-, -^) = k
xln>(k) 0 otherwise
for i = 0,1,...,n-1 and j = 1,2. Then
.( J ) ri i+1
VEk=r
rl if N [~, — —) > r n 5 n —
0 otherwise
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and
n -1
( 1 ) ( 2 )N,(k) = E ( £ x - n (A)) ( E x:^ (m))
i= 0  £=k1 m=k.
in
= th e  number o f  s u b in te rv a ls  c o n ta in in g  a t  l e a s t  M e v en ts
o f  ty p e  i ,  i  = 1 , 2.
We now prove t h a t  as n ■+ 00 
00 00
N (k) -> £ E IJ0 [0 ,1 )  a . s .n o ,7 .  .  . £mL£=k m=k2
In d e e d , s in c e  w ith  p r o b a b i l i ty  one th e re  a re  only  f i n i t e l y  many p o in ts  o f
th e  p ro c e ss  N in  [0 , l ) , each  o f th e se  must be an i s o l a t e d  p o in t  and
hence w ith  p r o b a b i l i t y  one th e re  e x i s t s  an n^ such t h a t  
00 00
N (k ) = £ I  N0 [0 , 1 )
*=k l m=k2 *“
f o r  a l l  n > n_. S ince N (k) < N[0 , l )  f o r  a l l  k and n and s in c e  u n 'u — %
E l [ 0 ,  l )  < 00 i t  fo llo w s by dom inated convergence t h a t  as n 00
Eh (k) + E E E N [0 , 1 ) .
'Xj £=k m=k2 Äm
But
n -1
E»n ( | )  = P{N( j ) [ i ,  i i i )  > k ^ ; J = 1 , 2 }
J = 1 ,2}
i =0  “  “  3
= n P{N(<j)[ 0 ,  ^ )  > k . ;
by s t a t i o n a r i t y . Thus we have
/  .  \  CO 0 0
l i m n P { r J ' [ 0 ,  ~ )  > k ; j  = 1 , 2 }  = E E E N [0 , l ) . 
n-*» 3 £=k m=k2 36
Wow, from  th e  m o n o to n ic ity  o f  P { f t ^  [ 0 , t )  _> k . ; j  = 1 , 2 } as a fu n c tio n
J
o f  t ,  we can deduce in e q u a l i t i e s  analogous to  th o se  o f  L e a d b e tte r  (1 9 6 8 ), 
and M in e  ( 1971) e q u a tio n  ( 2 .U) .  I t  fo llo w s from such i n e q u a l i t i e s  t h a t
, ,  0 0  o o
lim  t ‘  P { r J ' [ 0 ,  t )  > k . ;  j  = 1 ,2}  = E E E N [0 , l )  
t'I'O 3 £=k^ m=k2 m
2
f o r  a l l  k £ and hence t h a t
lira  t -1  p ( k ;  t )  = E ft t o ,  1) (k e Z2)
HO a  k l k2 ^  0
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an d , u s in g  (2 .1 )  and ( 2 . 2 ) ,  t h a t
lim  t “ 1 p { r / ^ [ 0 , l . )  > 0> = E N ^ [ 0 , l )  ( j  = 1 ,2 )
t+0
lim  t “ 1 P { N ^ [ 0 , l )  > 0; j= l ,2 >  = E ( N ^  [ 0 , l )  + S ^ [ 0 , l )  -  N [ 0 , l ) } .  
t | 0
The e x i s t e n c e  o f  th e  rem ain ing  l i m i t  (2 .4 )  and i t s  v a lu e  may now be deduced 
a l s o .
R em ark. In  o th e r  c a s e s ,  when E N [ 0 , l )  = o o ,  th e  l i m i t  (2 .4 )  can s t i l l
be shown to  e x i s t  by employing F a to u ’ s lemma i n s t e a d  o f  dom inated convergence.
S i m i l a r l y ,  when E N ^  [ 0 , l )  = 00 and E N ^ ^ [ 0 , l )  = 00, th e  r e s p e c t iv e  
l i m i t s  in  ( 2 .3 )  can be shown t o  e x i s t  w i th  a co r re sp o n d in g  r e s u l t  f o r  th e
/ A \  T~ OO 00 J- Vl i m i t  (2 .5 )  when n N„ L 0 , 1 )  =  oo. Of c o u r s e ,  we s t i l l  r e q u i r e£=1 m=l £m ’ 5
N [ 0 , l )  <°° a . s .  i n  o rd e r  t h a t  th e  f i r s t  p a r t  o f  th e  p ro o f  remain v a l i d .
We omit th e  d e t a i l s .
The d e f i n i t i o n s  o f  p a ram e te rs  and c ro s s -p a ra m e te r s  in t ro d u c e d  in  §1.3
a re  th u s  j u s t i f i e d  and we are  ab le  t o  d e f in e  f o r  a f i r s t - o r d e r  s t a t i o n a r y ,
b i v a r i a t e  p o in t  p ro c e s s  th e  c l e a r l y  n o n -n e g a t iv e  q u a n t i t i e s  tt(k ) bya,
p ( £ ; t )
= P { H [0 , t )> 0 } (k £ Z ) .a. 0 (2 .7 )
The case A = 0 i s  t r i v i a l ,  f o r ,  by s u b a d d i t i v i t y  we have
0 <_ P { N [0 , t )  > 0} <_ At f o r  a l l  t  > 0 and hence p ( 0 ;  t )  = 1. This
%
im p lie s  t h a t  w i th  p r o b a b i l i t y  one no ev en ts  o c c u r ,  a case  we may r e a d i ly  
e x c lu d e .  We th e r e f o r e  assume A > 0. S ince  th e  q u a n t i t i e s
p ( £ ; t )
(k e Z ) 
a- uP lN [0 ,t )> 0 }
ob v io u s ly  form a p ro p e r  p r o b a b i l i t y  d i s t r i b u t i o n  f o r  eve ry  t  > 0 , t h e i r
l i m i t s  tt (k ) form a p o s s ib ly  im proper b i v a r i a t e  d i s t r i b u t i o n  { u (k )} .
% %
On th e  b a s i s  o f  the  r e l a t i o n  (2 .7 )  we s h a l l  r e f e r  t o  7r(k) as th e  p r o b a b i l i t y
'V
t h a t  a group i s  o f  s i z e  k ( c f .  F ie g e r ,  1964, f o r  u n i v a r i a t e  p o in t  p r o c e s s e s ) ;'\ /
we s h a l l  s h o r t l y  show t h a t  in  f a c t  th e  7r(k) form a p ro p e r  b i v a r i a t e
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d i s t r i b u t i o n  whose mean i s  e q u a l  t o  X ^ ( y ^ , y 2 ) , X < co. In  k eep ing  w i th
our p re v io u s  conven tion  t h a t  N has no p o in ts ,w e  d e f in e  tt(0) = 0 .
00
Theorem 2 .2  The p a ra m e te r s  x f ^ X ^ ^ X  ( d e f in e d  by ( 1 . 3 . 7 ) )  a re  e q u a l  t o  
t h e  co r respond ing  mean r a t e s  o f  occur rence
i . e .  E ^ ^ [ 0 , 1 )  < “  ( i  = 1 ,2)  , X = E i [ 0 , l )  < “  (2 .8 )
and, when t h i s  l a t t e r  q u a n t i ty  i s  f i n i t e ,  th e  mean r a t e  o f  o ccu rren ce  o f
groups o f  s i z e  k i s  e q u a l  to  X Tr(k)
%
i . e .  X ir(k) = E H, , [ 0 , 1 ) .  ( 2 .9 )a, V g
P r o o f . From Theorem 2 . 1 ,  th e  remark fo l lo w in g  i t ,  and th e  d e f i n i t i o n s  
( 1 .3 .7 )  and ( 2 . 7 ) ,  th e  r e l a t i o n s  (2 .8 )  and (2 .9 )  a re  im m ediate . **
C o ro l la ry  When 8 N [ 0 , l )  < 0 0 t h i s  theorem  shows ( s in c e  th e  te rm s in  th e  
sums a re  n o n -n e g a t iv e )  t h a t
0 0  0 0  00 CO
X = E N [0 ,1 )  = E E E  N [ o , l )  = X E E ir(k) 




k ^=0 k 2=0
1 (s in c e  0 < X < 00)
and
E K [0 ,1 )  = X E E k Tr(k) (2 .1 0 )
^  k_L=0 k2=0 ^  ^
We remark t h a t  th e  p r o p e r ty  o f  m a rg in a l  o r d e r l i n e s s  ( 1 . 3 . 9 )  i s  now
c l e a r l y  e q u iv a le n t  t o  th e  a s s e r t i o n  t h a t  7r(k) = 0 u n le s s  k = ( l , 0 ) ,a. a-
(C,  l ) ,  o r  ( l ,  l ) ,  and hence to  th e  more i n t u i t i v e  n o t io n  t h a t  e v e n ts  in
each o f  th e  m arg in a ls  occu r  s in g ly  w ith  p r o b a b i l i t y  one. A nalogously ,
s t r o n g  o r d e r l i n e s s  i s  e q u iv a le n t  to  rr(k) = 0 u n le s s  k = ( l ,  0) o r  ( 0 ,  l )
Oy f \ j
and hence to  th e  n o t io n  t h a t  ev en ts  occur s in g ly  w ith  p r o b a b i l i t y  one
( c f .  D o b ru sh in 's  lemma f o r  u n i v a r i a t e  p o in t  p ro c e s s e s  and i t s  c o n v e rse ;
see  V o lk o n sk i , i960; L e a d b e t t e r ,  1968).
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2 .3  H ig h e r -o rd e r  Moments
00 00 a ß /  f  \We now c o n s id e r  th e  moments £. , k n k0 p ( k : t )  = y ~ ( t )
K i = ±  K o = l  1  2  otp
^ ( i )( say )  where a ,  $ a re  f ix e d  n o n -n e g a t iv e  r e a l  numbers. S ince  K [0 ,  t )
i s  n o n -n e g a t iv e  and n o n -d e c re a s in g  in  t  we obv io u s ly  have y . . ( t )
otp
monotonic n o n -de c r e a s in g  in  t .  In  f a c t ,  f o r  a ,  3 >_ 1 , we can e a s i l y  
prove th e  s t r o n g e r  p ro p e r ty
ya 3 ^ 1 + t2^  - ya3 ( t l^ + ya 3 ^ V ’
The n e x t  theorem  i s  a g e n e r a l i z a t i o n  o f  the  r e s u l t  (2 .8 )  t o  h ig h e r -  
o rd e r  moments.
Theorem 2 ,3  For a ,  3 _> 1 th e  l i m i t
l i m  t ~ 1  t lO  up
e x i s t s  whenever E { ( i / ^  [ 0 , l ) ) a (N ^ ^  [0 , t ) )y } < <» and i s  th en  e q u a l  t o
oo oo
A Z  Zk“ k®ir(k) .
V l k 2=1 “ *
P r o o f . With th e  same n o ta t io n  as b e f o r e  we see  t h a t
l k X - ^ ( k )  = N ^ [ - ,  — ) ( j  = 1 ,2 ) .
k= l
In  t h i s  case  we s t a r t  from th e  r e s u l t
n -1  00 a 00
M  £ k x^(k )) ( l  k
i= 0  k =1 k 2= l
OO oo
■+ Z S t “ k?s H , [0 ,1 )
k =1 k2= l 1 2
as n -> 00 (3 .2 )
which can be p roved  as e a r l i e r , t h e  two s id e s  b e in g  e q u a l  f o r  s u f f i c i e n t l y  
l a rg e  n w ith  p r o b a b i l i t y  one. I f  we assume t h a t  
E {(N ^^  [ 0 , l )  )W(N ^ ^  [ 0 , l ) ) ^ } < oo5 then  i t  fo l low s  from an obvious 
g e n e r a l i z a t i o n  o f  the  i n e q u a l i t y  ( 3 . l )  t h a t  we can apply th e  dominated 
convergence theorem  and ta k e  e x p e c ta t io n s  in  t h i s  l i m i t  r e l a t i o n s h i p .
B u t ,  by s t a t i o n a r i t y , th e  L .H .S . o f  (3 .2 )  has e x p e c ta t io n  n y ^  (q-) w h ile  
th e  R.H.S. ( s in c e  the  term s a re  a l l  n o n -n e g a t iv e )  has  e x p e c ta t io n
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Z Z k“  k^ E N_ . [0 ,1 )  = X Z Z k^ kj? 7r(k) 
k ^ l  k 2= l  1 2 k l k 2 k 1=l  k 2 = l  1 2 ^
by Theorem 2 .2 .  The m o n o to n ic ity  o f  y ^ ( t )  th e n  f a c i l i t a t e s  th e  use  o f 
i n e q u a l i t i e s  as in  Theorem 2 .1  th u s  y ie ld in g
00 CO
lim  t _1 u „ ( t )  = A l  l  k“  k® rr(k)
t+o “ e k 1=l  k2= l  1 2 ^
as r e q u ir e d . -X-
2 • ^ S t a t i o n a r i t y
The r e s u l t s  o f  th e  n e x t th eo rem , though o f  i n t e r e s t  in  t h e i r  own r i g h t ,  
shed  more l i g h t  on th e  r e s u l t s  o f  Theorems 2 .1  and 2 .2  and w i l l  be u sed  
l a t e r  in  §3 .6  in  e s t a b l i s h in g  a co n n ec tio n  betw een th e  r e p r e s e n ta t io n  fo r  
th e  p r o b a b i l i t i e s  o f  a s t a t io n a r y  m u l t iv a r ia te  p o in t  p ro c e ss  in  term s o f 
m u l t iv a r ia te  Palm fu n c tio n s  and th e  r e p r e s e n ta t io n  due to  F ie g e r  (1961+) 
fo r  th e  p r o b a b i l i t i e s  o f  a s t a t i o n a r y ,  n o n -o rd e r ly  u n iv a r i a te  p o in t  p ro c e ss  
in  term s o f  g e n e ra liz e d  Palm fu n c t io n s .
Theorem 2.1+ For a b i v a r i a t e  p o in t  p ro c e ss  N
( i )  N i s  s t r i c t l y  s t a t i o n a r y ;  and
( i i )  : ( k , £ )  e Z2 } a re  j o i n t l y  s t r i c t l y  s ta t io n a r y  w henever N 
i s  s t r i c t l y  s t a t io n a r y .
P ro o f . As in  Theorem 2 .1  we can prove t h a t ,  as n ■+ 00 ,
Xn (£> = * 4  ( k l> 4  (k 2> "  V i J 0 ’1» a -S ‘1=0 1 2
in  th e  sen se  t h a t  w ith  p r o b a b i l i t y  one th e re  e x i s t s  an n^ such t h a t
X (k) = N. , [ 0 , l )  f o r  a l l  n > n_.  We now c o n s id e r
n ^  k l k2 0
|P{Xn (k) = j}  -  P O ^ C O . l )  = j} |
< P{{Xn (k) = j}  &{H [0 ,1 )  = j} } +
< P{Xn (k) 4 3 ,  lim  Xn (k ) = j} + P{Xn (k ) = j ,  lim  Xn (k) 4  j}
n -K » n-x»
We use  A to  denote th e  sym m etric d if f e r e n c e  o f two s e t s .
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and f in d  b o th  th e  p r o b a b i l i t i e s  on th e  R .H .S. te n d  to  zero  by v i r t u e  o f
2th e  convergence d e sc r ib e d  above. H ence, f o r  k £ Z^ and j  £ Z 
P{X (k) = j}  + P{N, , [0, 1) = j}  as n + » .
i l  f\j i
Now
P{X (k) = j}  = P{N[—, •—^ ) = k f o r  e x a c t ly  j o f  th e  n s u b in te rv a ls  n o .  % n n a-
a t  th e  n th  s tag e}
and th i s  l a s t  p r o b a b i l i t y  i s  s h i f t  in v a r i a n t  by th e  s t r i c t  s t a t i o n a r i t y  
o f  N. I t  fo llow s t h a t  P{N [ 0 , l )  = j}  and hence P{il ( i )  = j } ,
^  ^  - j ~| x '- rp
w here I  i s  any bounded i n t e r v a l ,  a re  s h i f t - i n v a r i a n t  fo r  each  j  £ Z and 
2k £ Zq. S im i la r ly ,  by d iv id in g  each o f  th e  bounded in t e r v a l s  I ^ j l ^ , . . .  ,1^ 
i n to  n e q u a l p a r t s  we can show t h a t  each
P{Nklk2(li) = 1 = 1’2’**” r}
i s  s h i f t  i n v a r i a n t .  A c o rre sp o n d in g  r e s u l t  can c le a r ly  be p roved  by
s im i la r  methods f o r  a l l  th e  j o i n t  d i s t r i b u t io n s  o f  f i n i t e  c o l le c t io n s  from
(N, , : k £ Z2 }.k k a, 0
2
Thus, th e  p ro c e s se s  : k £ Z^} a re  j o i n t l y  s t r i c t l y  s t a t io n a r y
and from t h i s  i t  fo l lo w s , v ia  K olm ogorov's theorem  f o r  s to c h a s t ic  p ro c e s se s
(se e  Cramer and L e a d b e tte r ,  1967, P» 32 f f . )  a l th o u g h , o f c o u rse , i t  can
be p roved  d i r e c t l y ,  t h a t  N i s  s t r i c t l y  s t a t i o n a r y .
Remark. I t  i s  i n t e r e s t i n g  t h a t ,  in  f a c t ,  we r e q u ir e  s t r i c t  s ta t io n a , r i ty
o f  N in  o rd e r  t o  prove even f i r s t - o r d e r  s t a t i o n a r i t y  o f N o r  N^ ^ ()^ e Z
We now in d ic a te  b r i e f l y  how th e  r e s u l t s  o f  Theorems 2 .1  and 2 .2  co u ld
have been deduced u s in g  th e  r e s u l t s  o f  Theorem 2 , k . S ince  each N, , i s
k l k2
s ta t io n a r y  and o r d e r ly ,  each  has an i n t e n s i t y  y(k)  = E N. [ 0 , l )  which
k l k 2
c o in c id e s  w ith  i t s  p a ra m e te r  X(k) d e f in e d  bya-
A(k) = lim  t “ 1 P{N. [0 ,1 )  > 0} 




A = E N[0,l) = E E y(^) = E E A(k).
ki=0 kg=0 k^=0 ^2=<^  ^
Thus {ttU O  : k e Z)l}, defined by 7r(k) = A(k)/A (0 < A < °°), is a
Xi X> U Xi Xj
proper bivariate probability distribution. With some further manipulation 
the interpretation of {tt(k ) } as a group size distribution and the existence
X j
of the limits (2.3) - (2.6) could be shown.
Westcott (1970) attempted a proof of the generalized Korolyuk result
(2.10) in the univariate case using the concept of a marked point process
(Matthes, 1963b) in which he took the marks to be the positive integers.
In Lemma 1.2 he generalized Leadbetter’s (1968) proof of Khinchin's result
on the existence of a parameter, to stationary marked point processes by
showing the existence of a certain probability measure (a group size measure)
on the mark space. He then proved (though his proof is invalid) that when
N is stationary so is N, concluding that this was stationarity of the
corresponding marked point process whose marks were integers giving to
each event its multiplicity. This conclusion is incorrect as stationarity
of the marked point process (see Matthes, 1963b) is, in fact, joint
stationarity of the processes {N : k e Z }. However, for the proof ofK U
Westcott?s Lemma 1.2, only the fact that each is first-order
stationary is needed. Thus, Theorem 2.U enables completion of Westcott's 
proof and extension of it to bivariate point processes.
3 . PALM FUNCTIONS FOR MULTIVARIATE POINT PROCESSES
3 .1  I n t r o d u c t io n
K h in c h in  (1 9 5 5 ) ,  c o m p le t in g  w o rk  o f  Pa lm  (1 9 ^ 3 ) ,  made e x te n s iv e  use 
o f  some fu n c t io n s  (j)(k*, t )  w h ic h  a re  g e n e r a l ly  r e f e r r e d  t o  as Paint fiuncttoyiA 
and d e f in e d  f o r  s t a t io n a r y ,  o r d e r ly ,  u n iv a r ia t e  p o in t  p ro c e s s e s  N b y
4>(k; t )  = l im  P ( w ( 0 , t ]  = k | lJ ( - T ,  0 ] > 0> ( l . l )
T lO
f o r  a l l  k  £ Z and a l l  t  £ [0 ,  00) . O th e r a u th o rs  ( e .g .  R y l l - N a r d z e w s k i,
I 9 6 I ;  K ö n ig  and M a tth e s , 1963 ; S l iv n y a k ,  1966) have shown how th e s e  fu n c t io n s
may be  in t e r p r e t e d  as c o n d i t io n a l  p r o b a b i l i t i e s  . T h e ir  e x is te n c e  may be
deduced fro m  s u b a d d i t i v i t y  p r o p e r t ie s  ( c f . K h in c h in ,  195 5 , p . 38) and
th e  f o l lo w in g  r e p r e s e n ta t io n  d e r iv e d  f o r  th e  p r o b a b i l i t i e s  p ( k ;  t )  :
t
p ( 0 ; t )  = 1 -  X }  <j>(0; u )d u  
0 
t
p ( k ;  t )  = X j  [ ( j ) ( k - l ; u )  -  cj)(k; u ) ] d u ,  k  e Z .
0
M a tth e s  (1 9 6 3 b ) ,  K ö n ig  and M a tth e s  (1 9 6 3 ) ,  S l iv n y a k  (1 9 6 2 , 196U, 1966) 
and L e a d b e t te r  (1 9 7 0 ) have c o n s id e re d  Paim maaAuAiZA i . e .  l i m i t s  o f  th e  fo rm  
( l . l )  f o r  s e ts  F £ F more g e n e ra l th a n  th o s e  o f  th e  fo rm  F = { N ( 0 , t ]  = k } .
We a re  g o in g  t o  g e n e ra l iz e  th e  n o t io n  o f  Palm  fu n c t io n s  t o  m u l t i v a r ia t e  
p o in t  p ro c e s s e s . Our i n t e r e s t  i s  m a in ly  i n  Palm  fu n c t io n s  b u t  we s h a l l  
o b ta in  some more g e n e ra l r e s u l t s  abo u t P a lm  m easu res . We w o rk  j u s t  w i t h  
b i v a r i a t e  p o in t  p ro c e s s e s , th e  h ig h e r -d im e n s io n a l g e n e r a l iz a t io n s  u s u a l ly  
b e in g  o b v io u s  a lb e i t  more c o m p lic a te d . Though Cox and Lew is  (1 9 7 0 ) 
in d ic a t e  t h a t  T .K .M . W is n ie w s k i has r e c e n t ly  been in v e s t ig a t in g  th e m , such  
e x te n d e d  P a lm  fu n c t io n s  do n o t  appea r t o  have been c o n s id e re d  b e fo r e .
F i r s t ,  g e n e r a l iz in g  th e  s u b a d d i t i v i t y  app roach  o f  K h in c h in ,  we show 
th e  e x is te n c e  o f  c e r t a in  l i m i t s  and d e f in e  some P alm  fu n c t io n s  f o r  b i v a r i a t e  
p o in t  p ro c e s s e s . H ow eve r, th e s e  s u b a d d i t i v i t y  (a n d  c o n v e x ity )  m ethods seem
26
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in a d eq u a te  f o r  a com plete d is c u s s io n  o f  b iv a r i a t e  Palm fu n c t io n s .  U sing 
e x te n s io n s  o f  r e c e n t  te c h n iq u e s  o f  B elyaev  (1968 , 1970) and L e a d b e tte r  (1970) 
we c o n s id e r  Palm m easures fo r  b i v a r i a t e  p o in t  p ro c e s se s  and overcome our 
p re v io u s  d i f f i c u l t i e s  on th e  way. We th e n  look  a t  g e n e ra l iz a t io n s  o f  th e  
s o - c a l l e d  Palm -K hinchin  form ulae ( l . 2 )  o b ta in in g  one s e t  w hich i s  needed 
l a t e r  when d is c u s s in g  s u p e r p o s i t io n s .  We c o n s id e r ,  b u t  do n o t f e e l  we 
ad eq u a te ly  s o lv e ,  th e  p roblem  o f o b ta in in g  a ’ t r u e '  b i v a r i a t e  g e n e r a l iz a t io n  
o f  th e  r e l a t io n s  ( 1 . 2 ) .  For th e  random ly t r a n s l a t e d  P o isso n  p ro c e ss  we 
e x h ib i t  exam ples o f  b i v a r i a t e  Palm fu n c tio n s  and g ive  them an i n t u i t i v e  
i n t e r p r e t a t i o n .  In  th e  f i n a l  s e c t io n  we show t h a t  th e  r e p r e s e n ta t io n  o f 
F ie g e r  (196U) f o r  th e  p r o b a b i l i t i e s  o f  a s t a t i o n a r y ,  n o t n e c e s s a r i ly  o r d e r ly ,  
u n iv a r i a te  p o in t  p ro c e s s  can be d e r iv e d  from an e x te n s io n  o f  our Palm - 
K hinchin  form ulae w hich e x p re ss  th e  p r o b a b i l i t i e s  o f a  s t a t i o n a r y ,  s tro n g ly  
o r d e r ly ,  m u l t iv a r ia te  p o in t  p ro c e ss  in  term s o f  m u l t iv a r ia te  Palm fu n c tio n s .  
3 .2  D e f in i t io n  and E x is te n c e  : Palm F u n c tio n s
I t  i s  c l e a r  th a t  th e  g e n e r a l iz a t io n  o f Palm fu n c tio n s  to  b iv a r i a t e
p o in t  p ro c e s se s  w i l l  in v o lv e  double sequences o f  fu n c tio n s  ( c f .  a sequence
o f  fu n c tio n s  in  th e  u n iv a ria te  case) w hich a re  th e  l im i t s  o f  c o n d i t io n a l
/  . \
p r o b a b i l i t i e s  o f  th e  e v e n ts  {IT ' ( 0 ,  t^  ] = iru ; i  = 1 ,2}  under certa in - 
c o n d it io n s .  The c o n d it io n in g  ev e n ts  we c o n s id e r  a re
( i )  ( N( - t , 0] > 0} ( r e c a l l  t h a t  N = )
( i i )  (N( l ) ( - T , 0 ] > 0 }
( i i i ) { N ^ ( ~ I ,  0] > 0}
w here T > 0 and th e  q u a n t i t i e s  o f i n t e r e s t  a re  th e  l im i t s  o f such- 
con d i t i  on a l  p r o b a b i l i t i e s  as T te n d s  t o  ze ro .
Some s t a t i o n a r i t y  assum ption  i s  needed  an d , as w i l l  be seen  s h o r t l y ,  
i t  i s  s u f f i c i e n t  t o  assume th i r d - o r d e r  s t a t i o n a r i t y  o f  th e  b i v a r i a t e  p o in t  
p ro c e ss  N. For th e  p r e s e n t  we a lso  assume t h a t  N i s  m a rg in a lly  o rd e r ly .
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Throughout t h i s  c h a p te r  we c o n s id e r  only b i v a r i a t e  p o in t  p ro c e s s e s  w i th  
f i n i t e  t o t a l  p a ra m e te r .
Case ( i ) .  We d e f in e
w( t ) = P{N(-t , 0] > 0} (2 .1 )
and
H ( t ; t  , t 0 ) inn 5 1* 2 P{N( l ) ( 0 , t 1 ] £ H( 2 ) ( 0 , t 2 ] < n ,  N (-T ,0 ]  > 0} ( 2 . 2 )
where m, n £ Z and x ,  t ^ j t ^  £ [0 ,  °°). We examine th e  c o n d i t io n a l  
p r o b a b i l i t i e s
P { N ^ ( 0 , t  ] £  m, K ^ ( o , t  ] £  nII'T( -T , 0] > 0} Hmn(T >t l» t 2 )
w(t )
as T te n d s  t o  zero  and show t h a t  under our above assum ptions such l i m i t s  
always e x i s t .
The f u n c t io n  I i^ ^ x  ; t n j t ^ )  i s  obv io u s ly  n o n -n e g a t iv e  and monotone 
n o n d e c re a s in g  in  t when a l l  th e  o th e r  arguments remain f ix e d .  In  o rd e r  
t o  apply  a  b a s i c  lemma (K h in ch in ,  1955, §7; a l s o  H i l l e  and P h i l l i p s ,  1957, 
p .  250) we have only t o  show s u b a d d i t i v i t y  as a fu n c t io n  o f  x .  We have
Hmn(Tl +T2 ; t l ’t 2 ) = P { l J 2 ) ( 0 , t 2 ]<n, H( -T1- T2 , -T2 ]+M(-T2 ,0]>0} 
< P{H( l ) ( 0 , t i ;i<m, H( 2 ) ( 0 , t 2 ]<n, ,-Tg ]>0 ,N (-t 2 ,0]=0}
+ P{K( l ) ( 0 , t 1 ]<m, K( 2 ) ( 0 , t 2 ]<n, H (- t2 ,0]>0>
<_ P{N( l l ( 0 , t . ]+T2 ]<m, H( 2 ) ( 0 , t 2+T2 ]<n, H (-t 1 ,0]>0}
+ V  W V (u s in g  s t a t i o n a r i t y )
- H (x ; t  , t  ) + H (x0 ; t  ± )— mn 1 1 2 mn 2 1* 2
as r e q u i r e d .  Applying K hinchin*s lemma we deduce t h a t  lim  H ( l i t  , t ^ )
T+o 11111 1 2
e x i s t s  b u t  may be i n f i n i t e .  However, t h i s  l i m i t  m ust,  i n  f a c t ,  be f i n i t e  
because  H ^ ( x ; t ^  , t ? ) £ v ( x )  and A = l i m x ^ v ( x )  < 00 by assum ption .1 ’  2 XiO
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T hus, <J)(m; t , t 0 ) d e f in e d  by <\< i  2
$ ( m ; t . . , t  ) = lim  ? { N ^ ( 0 , t . ]  < m. ; i  = 1 , 2 |n ( - t ,0 ] > 0 } (2 .3 )
T4-0
2
e x i s t s  f o r  each m £ Z and t  , t Q £ [0 , °°) and th e  fo llo w in g  theorem  has 
been  p ro v ed .
Theorem 3 .1  For a t h i r d - o r d e r  s t a t i o n a r y ,  m a rg in a lly  o r d e r ly ,  b iv a r i a t e  
p o in t  p ro c e ss  w ith  f i n i t e  t o t a l  p a ram e te r  th e  Palm f u n c t io n s ,  <|)(m;t, , t „ ) ,
Ol* 1  2
d e f in e d  by
4>(m;t , t  ) = lim  P{K 1 4  0 , t . ] = m. ; i  = 1 , 2 |n ( - t ,0 ]  > 0} (2.1*)
^  1 d  TiO 1 1
2
e x i s t  f o r  each m £ Z and t  , t  £ [0 , °°).
% 1 2
We rem ark t h a t  t h i s  r e s u l t  cou ld  a lso  have been deduced u s in g  co n v ex ity  
argum ents as employed by S liv n y a k  ( 1962 , 1964). For an i l lu m in a t in g  
d is c u s s io n  o f  th e  r e l a t io n s h ip  betw een c o n v e x ity , s u b a d d i t i v i t y , and r e la t e d  
co n cep ts  ( i t  i s  shown t h a t  co n v ex ity  im p lie s  s u p e r a d d i t iv i ty )  we r e f e r  to  
B ruckner and Ostrow ( 1962) w hich seems t o  be th e  on ly  t r e a tm e n t o f t h i s .
Case ( i i ) .  We d e f in e
w1( T) = P{N( l ) ( -T ,0 ]  > 0} ( 2 . 5 )
and
= < m, N( 2 ) ( 0 , t 2 ] < n ,  N( 1 ) ( - t ,0 ] > 0} (2 .6 )
fo r  m,n £ Z and T j t ^ j t ^  £ [0 ,°° ) , w ith  th e  in t e n t io n  o f  p ro c e e d in g  much 
as in  th e  p re v io u s  c a se .
O bviously  (x ; t  , t p ) i s  n o n -n e g a tiv e  and monotone n o n -dec re a s in g
in  T when a l l  i t s  o th e r  argum ents rem ain f ix e d .  However, i f  we p ro ceed  
as b e fo re  and t r y  t o  v e r i f y  s u b a d d i t iv i ty  as a fu n c tio n  o f T we s t r i k e  
d i f f i c u l t i e s .  We th e r e f o r e  make a more s t r in g e n t  o r d e r l in e s s  assum ption  
i . e .  t h a t  IT i s  s t r o n g ly  o r d e r ly .  H e u r i s t i c a l l y , t h i s  c o u ld  be ex p ec ted  
to  p ro v id e  in fo rm a tio n  o f  th e  ty p e  needed  to  overcome th e  d i f f i c u l t i e s  
a l lu d e d  to .  From h e re  we co u ld  p ro ceed  d i r e c t l y  t o  v e r i f y  t h a t  H ^ ^ x j t ^ j t ^ )
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as a f u n c t i o n  o f  t s a t i s f i e d  t h e  c o n d i t i o n s  o f  H i l f s s a t z  5 of  F ie b e r  
( l 9 6 b ) .  (This  lemma was a g e n e r a l i z a t i o n  o f  a n o th e r  lemma o f  K h inch in ,
1 9 5 5 j P* 31, which d e a l t  w ith  fu n c tio n s  which were a lm ost su b a d d it iv e  in  
a c e r ta in  s e n s e . )  However, i t  i s  s im p ler  to  r e p la c e  by
K ^  * ( T ; , t 2 ) de f in e  cl by
Km ) ( x ; t l , t 2 ) = P{n( l ) ( 0 >t 1 ]<?i, H( 2 ) ( 0 , t 2 ]<n,  K( 1} (-T , 0 ]> 0 ,  l'J( 2 ) (-T ,0]=0}
( 2 .7 )
and t o  v e r i f y  t h a t  t h i s  f u n c t i o n  i s  s u b a d d i t i v e  i n  th e  u s u a l  s e n s e .  We 
have
Kn n ^ Tl +T2 5 t l # t2* = P C N ^ ^ O . t - J  £  m, N( 2 ) ( 0 , t 2 ] < n ,  / l ]  ( -Xj-Xg , - x 2 3 > 0
n ( i ) ( - t2 , o ] = o ,  k ( 2 ) ( - Ti - t2 , o ] = 0}
+ P{N( l ) ( 0 , t 1 ] £  m, N^2  ^( 0 , t 2 ] < n , N ^ ( “ T2 ,0 ]>0 ,N ^ 2  ^( - x . j - x 2 ,0 ]=0}  
£  P{W( l ) ( 0 , t 1+T2 ]£m,H(2;>( 0 , t 2+T2 ] £n ,N ( l ) ( - T 1 ,0 ] > 0 ,N ( 2 ) ( - T 1 ,0]=0}
+ P{N( l ) ( 0 , t 1 ]£m,W( 2 ) ( 0 , t 2 3£n,N( l ) ( - T 2 ,0]>0 ,W( 2 ) ( -T 2 ,0]=0}
( u s in g  s t a t i o n a r i t y )
-  Km n ^ Tl ; t l , t 2^ + K! m ^ T2 ; t l j t 2^
as r e q u i r e d .  Thus, as b e f o r e ,  l im x K ( x ; t n , t _ )  e x i s t s  and i s  f i n i t e .
T10 mn 1 2
From (2 .6 )  and (2 .7 )  u s in g  s t r o n g  o r d e r l i n e s s  we see  t h a t
Hm ) ( T i t l > t 2 ) = Ki V ( x ; t l ’t 2 ) + o(x) as x ^ 0
Hence a l s o ,  l im  x ^ H ^ ^ ( x ; t _ , t 0 ) e x i s t s  and i s  f i n i t e ,
x i o  11111 1 2
. ( 1 )
(2 .8 )
Now, as i n  Case ( i ) ,  ' ( m ; t  , t n ) d e f in e d  by'Xj 1 2
( 2 )$ ( l ) ( m; t l 5 t 2 ) = l i m P{N( l ) ( 0 , t 1 ]£mi J II( 2 ) ( 0 , t 2 ]<m2 |N( l ) ( - x , 0 ]  > 0} ( 2 . 9 )
Xl0
2
e x i s t s  f o r  each c Z ' and t ^ , t 2 £ 00) and ^ ave Pr oved one h a l f  o f
Theorem 3 .2  For a t h i r d - o r d e r  s t a t i o n a r y ,  s t r o n g l y  o r d e r l y ,  b i v a r i a t e  
p o i n t  p ro c e s s  w i th  f i n i t e  t o t a l  pa ram e te r  th e  Palm f u n c t i o n s ,  $ 1 ' ( m ; t  , t 0 )
n -L C-
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( i  = 1 , 2 ) ,  d e f in e d  by
<)> ( m ; t . . , t j  = l im  P {N ( j ) ( 0 , t . ] = m . ;  J = 1 ,2  ( - x , 0 ]  > 0 } (1 = 1 ,2 )  (2 .1 0 )
^  1 2 x+0 0 J
2
e x is t  f o r  each j^ l £ Z and t ^ , t 2 £ [O ,03) .
The o th e r  h a l f  f o l lo w s  s im i l a r l y .
We rem ark  t h a t  i t  i s  o b v io u s  fro m  t h e i r  d e f in i t i o n s  t h a t  th e  fu n c t io n s  
$ (m ; t  , t  ) , $ ' ( m ; t . . , t 0 ) ( i  = .1,2) f o r  m £ Z and hence in  p a r t i c u la r
r\ ,  1. C. %  -L d  r\j
(  ‘ \
(p (0 ; t  , t „ ) ,  (|) 1 ^ ( 0 ; t  , t c ) ( i  = 1 ,2 )  h a v e , as fu n c t io n s  o f  t  and t 0 , 
a l l  th e  p r o p e r t ie s  o f  s u r v iv o r  fu n c t io n s  o f  b i v a r ia t e  d i s t r i b u t io n s  save 
p e rh a p s  t h a t  th e  c o r re s p o n d in g  d i s t r i b u t i o n  fu n c t io n s  may n o t  be r i g h t  
c o n tin u o u s  and may n o t te n d  t o  one as b o th  t ^  and t n te n d  t o  i n f i n i t y .
We ta k e  th e s e  p o in ts  up a g a in  in  § 3 .^ .  We w o u ld ,  h o w e v e r, e x p e c t i n t u i t i v e l y  
t h a t  f o r  in s ta n c e  (k  j t ^ j t ^ )  w o u ld  g iv e  th e  p r o b a b i l i t y  t h a t  th e  t im e
t o  th e  k ^ - t h  e v e n t o f  ty p e  i  was g r e a te r  th a n  t ^  ( i  = 1 ,2 )  g iv e n  t h a t  
an e v e n t o f  ty p e  one o c c u r re d  a t  t  = 0 and hence be a b i v a r ia t e  s u r v iv o r  
f u n c t io n .
M ien  t  = t_  = t  we w i l l  s im p l i f y  o u r  n o ta t io n  and w r i t e  d > (m :t) ,
-L d  r \j
(  • ^
(() 1 ( n ; t )  ( i  “  1 ,2 )  f o r  th e  fu n c t io n s  d e f in e d  ( 2 , k )  and (2 .1 0 )  r e s p e c t iv e ly .
We end t h i s  s e c t io n  w i t h  a s im p le  lemma w h ic h  w i l l  be needed l a t e r  
when we d is c u s s  s u p e r p o s i t io n s .
Lemma 3 .1  The Palm  fu n c t io n s  < j / ^ ( 0 ; t )  ( j  = l , 2 , . . . , m )  a s s o c ia te d  w i t h
(  9 ^
th e  j t h  com ponent p ro c e s s  Nv ^ o f  a s ta t io n a ry '’ , s t r o n g ly  o r d e r ly ,  m -v a r ia te  
p o in t  p ro c e s s  and th e  c o r re s p o n d in g  m -v a r ia te  Palm  fu n c t io n s  J ' ( 0 ; t )
( j  = l , 2 , . . . , m )  a re  r e la t e d  t o  ( j ) ( 0 ; t ) ,  th e  Palm  fu n c t io n  a s s o c ia te d  w i t h  
th e  su p e rp o se d  p ro c e s s  N = £ I V J , b y  th e  in e q u a l i t i e s
1 -  (J>( j ) ( 0 ; t )  £  1 -  <j>( j ) ( 0 ; t )  [1  -  ( j> (0 ; t ) ]  ( j  = 1 , 2 .......... m) (2 .1 1 )
X
f o r  t  £ [ 0 ,  oo).
P r o o f . By d e f i n i t i o n
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1 -  < J > ^ (0 ; t )  = lim  P{N ^ ( 0 , t ] 4 o | n ^ ( - t ,0 ]  > 0} 
T+0
£  lim  P { j j ( 0 , t ]  4 £ | n ^ ( - t ,0] > 0} 
T+0
= 1 -  <j.( j > ( 0 ; t )
which g iv e s  th e  f i r s t  i n e q u a l i t y .  Again by d e f i n i t i o n
1 - <j>( j ) (p;t)
' \ J
= lira P { N (0 , t ]  ¥ 0 | n ' ^ ( - t ,0 ]  
t +0 ^
P { N (0 , tW 0 ,  N (-t ,0]>0}
-  - ' U  V
< lira ----------r-rr-------------------------
T+0 P{IT J y ( - T ,0]>0}
> 0 }
l im  PH : :U U1>Q.)—  . P { N ( 0 , t ] ^ 0 |N (-t j 0]>0} 
t+o p {nu ; ( - t , o]>o} r"
- 4 v r  [ l i ra  P{n ( 0 , t ] > o |N ( - T , 0 j> 0}] 
l J y
- i —  n  _ + u
as r e q u i r e d .  **
3 .3  D e f in i t i o n  and P r o p e r t i e s  : Palm Measures
/  • \
In  d e r iv in g  th e  Palm fu n c t io n s  4> 1 ( ra ; t  , t  ) ( i  = 1 ,2 )  f o r  t h i r d -% 1 2
o rd e r  s t a t i o n a r y ,  s t r o n g ly  o r d e r ly ,  b i v a r i a t e  p o in t  p ro c e s s e s  w i th  f i n i t e
t o t a l  p a ra m e te r  we appear  t o  have reached  a l i m i t  in  th e  use o f  s u b a d d i t i v i t y
(and  in d e ed  o f  convex ity )  p r o p e r t i e s  in  t h a t  th e  v a l i d i t y  o f  our arguments
depended d i r e c t l y  on th e  assum ption  o f  s t r o n g  o r d e r l i n e s s .  However, i t  i s
p o s s i b le  t o  p ro cee d  much f u r t h e r  and d e r iv e  such fu n c t io n s  w i th o u t  any
o r d e r l i n e s s  assum ptions by g e n e r a l i z i n g  some methods used  f o r  o rd e r ly
u n i v a r i a t e  p o i n t  p ro c e s s e s  by B elyaev  (1 9 7 0 ) ,  and L e a d b e t te r  (1970) .  In  f a c t ,
though we do need t o  assume 6&lLcX. s t a t i o n a r i t y , th e s e  methods en ab le  us
t o  d e r iv e  more than  j u s t  th e  Palm fu n c t io n s  we d e r iv e d  e a r l i e r ;  we can
d e r iv e  ( b i v a r i a t e )  Palm mnoAuAZA w i th o u t  any e x t r a  e f f o r t .
We assume from now on t h a t  we are  d e a l in g  w ith  a ( s t r i c t l y )  s t a t i o n a r y
b i v a r i a t e  p o in t  p ro c e ss  N w ith  f i n i t e  t o t a l  p a ra m e te r .  Let us r e c a l l  t h a t
a r e a l i z a t i o n  o f  N i s  a sequence o f  p o in t s  from R x K i . e .
%
N = { [ t . , k . ] : i  e 1}% l i
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where <_ t^+^ for each i. Note that here, and throughout this section.
for economy of notation we make use of the one-one correspondence pointed
out in §1.2 i.e. we use N to denote an element of £L and the corresponding% K
counting measure. We denote the marginals of N by the sequences
= {u. : i e 2\}, - {vi : i e T,J
in an obvious way,where again u^ <_ u^+^, v^ <_ v^+1 for each i. As before 
we use N to denote the superposed process ir ' + N v where IT is given 
by the sequence {/tu : i el}. We also assume that the labelling of the 
points is such that t^, u^, v are the first points of the respective 
realizations N, in (0, “).
We define T N by the sequence
T^N = {[t.-t,k.] : i e 1}
where N is given as above. Then, for F e we define
= {t : t e 1 ^ and e F} (i = 1,2)
Clearly, for fixed F, and are stationary univariate point
processes since and are (from Tlieorem 2.^), and the method
of selecting the points from these processes is independent of the time
origin. We denote the intensity of  ^ by A ^ ^ ( f ) i.e. A^^ ( f ) =
E Np (0,l] (i = 1,2). Since we can do the same for any F s F
(i )and since each N (0,l] is obviously countably additive as a function
/ . \
of F for given N , is a totally finite measure on fTr (i =u h.
It follows that P (.) defined by
1,2).
PfF) = - -j jj- (i = 1,2)
/ . \ / . \
when A 1 = A^-1 (r^ .) > 0  is a probability measure on .
A ^  is, in fact, the parameter of N^').
(3.1)
(Note that
+ ri(i) (see §1.2) is the collapsed version of N (i)
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In  a s im i la r  way, by d e f in in g
Hp = { t : t  e N, Tt N e F}
we can d e f in e  a t o t a l l y  f i n i t e  m easure x( . )  on FT, by x(F) = E H „ (0 ,l ]
11 r
and hence a p r o b a b i l i t y  m easure P^( .)  on f  by
P (F) = 
o X
(3 .2 )
when X = X(Q^) > 0 . (Note t h a t  X i s , in  f a c t ,  th e  t o t a l  p a ra m e te r .)  
In  a d d i t io n  we n o te  t h a t  s in c e
X ^ ( F )  + X^2 ) (F) -  X(F)
i s  n o n -n e g a tiv e  fo r  each F ( t h i s  i s  obvious s in c e  N i s  j u s t  th e  c o l la p s e d
r
v e rs io n  o f  + N^2 ^) and s in c e  each o f  X ^ ^ ( . ) ,  X ^  ( • ) » and. X(. )F F
i s  a m easu re , X^12^ ( . )  d e f in e d  on FR by X^12^(F) = X ^ ( F )  + X^ 2 \ f ) -  X(F) 
must a ls o  be a m easure and P ^ ( » )  d e f in e d  by
P,n(F)
x( 12 ) ( f )
, U , 2 ) ( 3 . 3 )
( i  2) (12)
where X 5 = X ( f^ )  > 0 must be a p r o b a b i l i t y  m easure on F , (Note
th a t  X( 1 , 2 ) i s ,  in  f a c t ,  th e  c ro s s -p a ra m e te r .)
These m easures P , P ^ , P ^ , P-,^ a r e ,  as i t  h ap p en s , th e  sough t f o r  
PoXm mcaSuAZS, The n e x t theorem  w hich makes t h i s  c l e a r  i s  a  b i v a r i a t e  
g e n e r a l iz a t io n  o f  a theorem  o f  L e a d b e tte r  (1 9 7 0 ). We s h a l l  need  to  r e s t r i c t  
th e  c la s s  o f s e t s  F c o n s id e re d . We d e f in e  a s e t  F £ to  be Slight 
continuous  i f  ^ ( N )  i s  suc^ t h a t  y^(T^JN) i s  r i g h t  con tin u o u s in  t
lf Xj.(TsS> -* XF(Tt^ ) as s 4- t.
Theorem 3 .3  For a s t a t i o n a r y ,  b i v a r i a t e  p o in t  p ro c e s s  w ith  f i n i t e  t o t a l  
p a ram e te r  and n o n -ze ro  m a rg in a l p a ram e te rs
P{F|N( l ) (-<$,0] > 0} + P . ( F )  ( i  = 1 ,2 ) ( 3 . 4 )
and
P { F |M (-6 ,0 ] > 0} + Pq( f ) (3 . 5 )
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as 5 4-0 whenever F £ F is right continuous.
IV
Proof. Take any sequence of numbers 6^ _> 0 which tend to zero as n -► 00 
“  i  *}*and let r = [o ] Then we can dissect (0,l] into r subintervals n n n
of length 6 and one of length less than 5 . Define n n
*ni = (
1 if t/JX(i-l)6 , ] > 0
0 otherwise (i = 0,1,2,...,rn)
and
Nn = ,E * *ni V TiS «)•1=1 n
Since the total parameter X is finite we find that with probability
one when n is sufficiently large each event of N(1) is contained in its own
subinterval of length 6^ and there is no event in the subinterval of
length less than 6 . From the assumed right continuity we have for eachn
t £ ^  when n is sufficiently large, ^  » where t
n^
belongs to the subinterval ((i-l)<5 , i6n ] - Thus
N II ^  ^ (0,1 ] a. s. as n -> co. n F
Then, by dominated convergence (since II <_ I\r '(0,l] and E ir '(0,1] =
X(1) < A < 00) as n -v oo
(1)
E Nn - * (F)
i.e. En P{X .=1, T JJeF) -*• X(l)(F). 
i=l °n '
By stationarity, this is equivalent to 
rn P{xn0=1> ^EF}
i.e. r. F{W^1'l(-5n ,0]>0} P{F|B^(-6n ,0]>0} -*■ A ^ ( F ) as n 03.
Observing that
r P{N^(-<5 ,0]>0} X ^  > 0  as n -> «> n n 5
[x] - the greatest integer less than x.
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we f in d  th a t
P { F |r^ ly (-6  ,0]>0} + P (F) as n ^  oo
as r e q u ir e d .  The o th e r  two r e s u l t s  fo llo w  in  a s im i la r  fa sh io n  th u s
com p le tin g  th e  p ro o f .  **
( 1  2 )C o ro lla ry  I f  Av 9 > 0  th en  under th e  c o n d itio n s  o f  Theorem 3 .3
P{f | n ^i ) ( - ö , 0]> 0; i  = 1,2} + P 12( f ) , 6 1 0 .  (3 .6 )
P ro o f . U sing th e  r e s u l t s  o f Theorem 3 .3  and th e  theorem  of t o t a l  
p rob a b i l i t y  we see  t h a t
P{F|N ( l ) ( -o ,0 ]> 0 ;  i  = 1 ,2}  + (X( 1 ’“' ; ) " 1U (1 )P1(F)+X(2 )P2 (F)-X P0(F )}
as 6 1 0  and th e  r e s u l t  fo llo w s from ( 3 .3 ) .  *'x
We rem ark t h a t  th e  s e t s
{ r 1 ^ ( 0 , t 1 ]=m1 , I J ^ C o . tg ^ m g }  (m e  Z2 )
a re  a l l  r i g h t  c o n tin u o u s . Thus Theorem 3 .3  shows th e  e x is te n c e  u nder more
g e n e ra l  c o n d itio n s  ( a p a r t  from th e  e x t r a  s t a t i o n a r i t y  req u ire m en t)  o f
th e  Palm fu n c tio n s  d e r iv e d  in  §3 .2  w h ile  th e  C o ro lla ry  shows th e  e x is te n c e
o f a f u r th e r  c la s s  o f  Palm f u n c t io n s .  We deno te  th e se  by (j>v ' ( ^ ; t ^ , t 2 )
^  £ Z , t 1 , t ^ e [ O i00) ( i . e .  12  ^(m ;t1 , t 2 )=P1?{l^ 1; ( 0 , t 1 ]=m1# ( 0 , t 2 ]=m2 >)
and l e t  ( ;g ; t ) = (m ;t , t ) .
We n o te  t h a t  L e a d b e t te r 's  (19T0) example w hich uses a p e r io d ic
s ta t io n a r y  p o in t  p ro c e s s  to  show t h a t  th e  convergence o f  h is  theorem  does
n o t h o ld  f o r  a l l  F e F i s  a lso  s u f f i c i e n t  to  show th e  same f o r  th e
convergences in  Theorem 3 .3  and th e  C o ro lla ry .
M atthes (1 9 6 3 b ), and König and M atthes (1963) have g iven  a s l i g h t l y
d i f f e r e n t  i n t e r p r e t a t i o n  o f  u n iv a r ia te  Palm m easu res. W ith t h i s  i n t e r p r e t a t i o n
we show how r e s u l t s  s im i la r  to  th o se  o f Theorem 3 .3  can be o b ta in e d  fo r  a l l
F £ F . The u n iv a r i a te  case  was p o in te d  ou t and p roved  by L e a d b e tte r  (1 9 7 0 ).K
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Theorem 3 .^  For a s t a t i o n a r y ,  b i v a r i a t e  p o in t  p ro c e ss  w ith  f i n i t e  t o t a l  
p a ra m e te r  and n o n -ze ro  m a rg in a l p a ram e te rs
P{T't  jg £ f | n ( - 6 ,0 ]  > 0} + PQ(F) 
P{T N £ f In ^ M  ,0] > 0} -> P .(F )
n  au
and
• ( 2 )P{Tv N e F |]T  ; (-<5,0] > 0} -»■ P2 (F) 
as 6 1 0  f o r  a l l  F £ F^.
P r o o f « We o u t l in e  th e  p ro o f  o f  (3 .8 )  which d i f f e r s  on ly  s l i g h t l y  from 
th e  p ro o f  g iv en  in  Theorem 3 .3 .  In  th a t  n o ta t io n  we d e fin e
Xn = F "  b i  V T ( i #
1 = 1 u




easy  to  see  t h a t
X -+ ( 0 , l ]  a . s .  as nn F
and as b e f o r e ,  from  dom inated convergence and s t a t i o n a r i t y , t h a t
r  P{y _ = 1 , T N £ F} ■> A ^ ( F )  as n -x » . n hnO u. y ,
T hus, (3 .8 )  fo llo w s  as b e fo re  and (3 .7 )  and (3 .9 )  can be p roved  s im i l a r l y .  ** 
A r e s u l t  c o rre sp o n d in g  to  th e  C o ro lla ry  o f Theorem 3 .3  can be p roved  
though i t  cannot be deduced from  th e  a s s e r t io n s  o f  Theorem 3.
Both th e  above theorem s have in v e s t ig a te d  th e  l im i t in g  b e h a v io u r  
o f  c o n d i t io n a l  e x p e c ta t io n s  o f  i n d i c a to r  fu n c tio n s  g iv en  an e v en t n e a r  th e  
o r ig in .  I t  i s  re a so n a b le  to  ex p ec t t h a t  th e r e  sh o u ld  be corresponding- 
r e s u l t s  f o r  s u i t a b le  m easurab le  f u n c t io n s .  Such e x te n s io n s  can be p roved  
though we om it th e  d e t a i l s .  As an example we s t a t e  j u s t  th e  fo llo w in g  
r e s u l t  w hich g e n e ra liz e s  Theorem 3 .3 . ( c f .  L e a d b e t te r ,  1970, in  th e  
u n iv a r ia te  case).
Theorem 3 .5  For a s t a t i o n a r y ,  b iv a r i a t e  p o in t  p ro c e ss  w ith  f i n i t e  t o t a l
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p a ram e te r  and n o n -ze ro  m a rg in a l p a ra m e te rs , i f  f  : R i s  m e asu ra b le ,iv
r i g h t  con tin u o u s ( in  th e  sen se  t h a t  f(T^JJ) i s  r i g h t  co n tinuous as a 
fu n c tio n  o f  t )  and such th a t
1  g(N) f o r  a11 t  £ ( 0 , l ]
w here E { g N ^  ^  ( 0 ,1  ]} < <=o th en
3 .4  Palm -K hinchin  Formulae
For s t a t i o n a r y ,  o r d e r ly ,  u n iv a r i a te  p o in t  p ro c e s se s  w ith  f i n i t e  
p a ra m e te r , r e l a t i o n s  w hich have s in c e  become known as Palm -K hinchin  form ulae 
w ere developed  by K hinch in  (1955» §10). He p roved  th e  b a s ic  r e l a t i o n
where we ta k e  cj)(k;t) = 0 i f  k i s  n e g a t iv e .  These a re  j u s t  th e  
r e l a t i o n s  (1 .2 )  in  d e r iv a t iv e  form .
For b i v a r i a t e  p o in t  p ro c e s se s  th e  g e n e r a l iz a t io n s  o f  th e se  r e la t io n s h ip s  
a re  u n d e rs ta n d a b ly  more c o m p lic a te d . We assume i n i t i a l l y  t h a t  we a re  d e a lin g  
w ith  a s t a t i o n a r y ,  m a rg in a lly  o r d e r ly ,  b i v a r i a t e  p o in t  p ro c e s s  w ith  f i n i t e  
t o t a l  p a ra m e te r . The m a rg in a l o r d e r l in e s s  im p lie s  t h a t  ( f o r  t > 0)
D* P {N (0 ,t]= k }  = \[< J)(k -l;t)-< $)(k ;t) ] (k e Z) + ( U. l )
p ( k ; t+T) = P { N ( 0 , t ]=0 ,  N ( x , t + x ]= k }
+ J j U . t + T ^ k - e p
+ P{S ( 0 »T]=^ 2 ’ ^ (T ’ t+T]t - ' ? 2 }
+ P {W (0 ,x ]= l, N (x jt+ x ]= k -l}
'V  'Xj %  %  f\j
+ o ( x ) . ( 4 . 2)
Talcing th e  term s on th e  R .H .S. o f  ( 4 . 2)  in d iv id u a l ly  we see  t h a t
p o s i t i o n .
*f* +D^_ deno tes th e  r ig h t-h a n d  d e r iv a t iv e  wo t  ( c f .  T itchm arsh  1939 ,p .3 5 4 ) .
e .  den o tes  th e  u n i t  v e c to r  in  Zm (h e re  m=2) w ith  a *1' in  th e  j t h  
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th e second = P{N( 1 ) ( 0 , t ]=1 ,  ] j (Tst+T]=}c-^1}-P{I!( l ) ( 0 , T ] = l ,
= p {h^ ( o , t ]>o ,
( p\
NV ; (0 ,T]>0,JT( l , t+T]  =
k -e  }
( 2 )r r *"7 (o,T]>o,N(T,t+T]=
k-e., } a. VL
+ o ( t ) , hy m a rg in a l  o r d e r l i n e s s ,
w ith  a co r re sp o n d in g  r e s u l t  f o r  th e  t h i r d  te rm . C le a r ly
th e  f o u r th  = P{N^^ ( 0 ,x ]> 0 ,  N ^ ( 0 , t 1>0, N ( i 9t+ r ] = k - l}  + o( t )
aga in  by m a rg in a l  o r d e r l i n e s s .  S u b s t i t u t i n g  in  (U.2) and r e a r r a n g in g  we 
f i n d ,  by s t a t i o n a r i t y , t h a t
p ( k ; t + r ) - p ( k ; t )  = P{U( ^ ( - T ;0 ]> 0 ,N (0 , t ]= k -e .} -P { tJ ( l ) ( - T ,0 ]> 0 ,N (0 ,t ]= k }v a» % 'X, Oj X  % %
+P{l^2 ) ( - T ,0 ]> 0 ,N ( 0 , t ] = k - e 2}-P{N( 2 ) ( -T ,0 ]> 0 ,N (0 , t ]= k }  
+ P { N ^ ( - T , 0 ] > 0 , i = l , 2 ,  N (0 ,t]=k}-P{N ^1 ^(-T 90 ] > 0 , i = l , 2 , N ( 0 , t ] = k - e ,}
X  X  X  X  ^ .L
-P{K( l ) ( - T , 0 ] > 0 , i = l , 2 ,  r ! (0 , t ]=k-e„}+P{H ( l ) ( - T , 0 ] > 0 , i = l , 2 , N ( 0 , t ] = k - l }
t \ i  r\ ,  ' \ j ( l  < \ ,  'X i r\ j
+ o (T) . ( u . 3)
D iv id in g  b o th  s id e s  o f  (U.3) by T and t a k in g  th e  l i m i t  as t te n d s  
t o  zero  from above (as we know we may, s in c e  th e  Palm fu n c t io n s  e x i s t ) ,  we 
f in d  t h a t
Dt  h £ ; t )  = X( l ) [(t»( l ) ( k - e 1 ; t ) - <1)U ) ( k ; t ) ]
+ Xl 2 ) [(fi( 2 ) ( k - e 2 ;t ) - ( i , ( 2 ) ( k ; t ) ]
+ X( 1,2> [((i( 12) (k;t)-<j)(l2> (k - e 1 ; t  )-()i( l 2  ^( k - e 2 ;t)-<j>( 12) ( k - l ; t )  ]
( b . h )
f o r  t  e [0,°°) , k £ w ith  th e  u n d e r s ta n d in g  t h a t  (j> ^ ( k ; t )  i s  
i d e n t i c a l l y  zero  i f  any component o f  i s  n e g a t iv e  ( i  = 1 , 2 ,1 2 ) .  We 
s t a t e  t h i s  fo rm a l ly  as
Theorem 3*6 For any s t a t i o n a r y ,  m a rg in a l ly  o r d e r l y ,  b i v a r i a t e  p o in t  
p ro c e ss  w i th  f i n i t e  t o t a l  p a ra m e te r  th e  r e l a t i o n  (i+.U) e x p re s s e s  th e  
p r o b a b i l i t i e s  p ( k ; t )  i n  te rm s o f  b i v a r i a t e  Palm f u n c t i o n s .
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We remark that it is possible to express the relations (4.H) in a 
corresponding integral form which generalizes (1.2).
It is easy to see that under strong orderliness the last group of 
terms in (U.4) disappears. In this case the m-variate generalization is 
obvious and we state it as
Theorem 3.7 For a stationary, strongly orderly, m-variate point process 
with finite total parameter
D* p(fc;t) = Z - <j)(l)(^;t)] (U.5)
i=l
^ ( * )
for t c [0,°°) , k e Z*’1 where we take <b ^'(k;t) identically zero if 
any component of k is negative (i = l,2,...,m).
It is worth noting that for this result, as in §3.2, third-order 
stationarity (see §1.3) of the m-variate process is sufficient.
The relation (U.5) can also be expressed in a corresponding integral 
form. In the bivariate case we observe that
$(l)(k;t) = f(i)(k;t)-$(i)(k-ei;t)-$(i)(k-e2 ;t)+$(i)(k-^.;t) (i = 1,2)
( ‘ ^
and, since the functions are all monotone non-increasing in t, that
each (j) is of bounded variation in t. Thus p()^;t) must be of
bounded variation in t and hence Riemann integrable over any finite range.
From the continuity of p(k^t) we now deduce (cf. Hobson, 1957» p.U86) that%
u +- P(k;0) = / Dt p(^;t) dt 
0
where we must have p(k;0) = 0 (k ^ 0) and p(0: 0) = 1. We have thus'v % % <\w
proved the bivariate case of
Corollary Under the conditions of Theorem 3.7 we have
p(k;u) = Z X ^  1 ^ (k-e. ;t)-cj)^ 1^(k;t)]dt (k e z“ )a.  ^ a» aA ^ ^ u
m / \ u / . \
p( 0 ju) = 1 - E a ~ j (j) 1 (0;t)dt.
i=l 0 ^
The result for m > 2 can be proved in a similar manner. We make use
§3.U H l
o f  t h i s  r e p r e s e n t a t i o n  l a t e r  when d i s c u s s in g  s u p e r p o s i t i o n s .
One might ex p e c t  to  g e t  b i v a r i a t e  Palm -Khinchin  r e l a t i o n s  o th e r  th a n
th o s e  o f  th e  form ( b , k)  -  (H .6 ) where we have ta k e n  t  = t ^  = t .  Such
e x te n s io n s  seem d i f f i c u l t  t o  o b ta in  in  g e n e r a l .  We r e s t r i c t  a t t e n t i o n  h e re
to  a s t a t i o n a r y ,  s t r o n g ly  o r d e r ly ,  b i v a r i a t e  p o i n t  p ro c e ss  w i th  f i n i t e  t o t a l
/ . \
p a ra m e te r .  We c o n s id e r  P{NV (0 ,t^+ T ] = i  = 1 ,2}  and p ro ceed  as e a r l i e r .  
It can be r e a d i l y  shown t h a t
lira  x_ 1 [P{N( l ) ( 0 , t  +T] =k. ; i = l , 2 }  -  P{N( l ) ( 0 , t  ]=k ; i= l ,2 > ]
T+0
= x<1 ) [ <f< l ) ( k - e 1 ; t 1 , t 2 ) -  4>( l ) ( k ; t 1 , t 2 )]  
+X( 2 ) [* ( 2 ) ( ^ 2 ; t 1 , t 2 ) -  <j)( 2 ) ( k ; t 1 , t 2 )] (U.7)
which c l e a r l y  reduces  t o  th e  b i v a r i a t e  case o f  (U.5) when t ^  = t 2 = t .
/  • \
In  th e  s p e c i a l  case  when P{W ' ( 0 , t ^ ] = k ^ ;  i= l , 2 }  has con tinuous  r i g h t -  
hand d e r iv a t iv e s  w i th  r e s p e c t  to  b o th  t  and t^  ( U. 7 ) becomes
(D* + TX ) P(W( l ) ( 0 , t . ] = k .  ; i = l , 2 }
* 1  t 2  i i
2
=  ^ X( i ) [(|)( i ) ( ^ i - t1, t 2)-(j)( i ) (k;t1, t2)].  (k€ Z2 ). ( H.8)
We now c o n s id e r  ( U.8 ) w i th  k = 0. We know t h a t  <t/ *  ^( 0 ; t n , t 0 )
* \j f\ j  ^
( i  = 1 , 2 ) a re  n o n -n e g a t iv e  and monotone n o n - in c r e a s in g  as fu n c t io n s  o f  
th e  two v a r i a b l e s  t  , t  ( s e e  Hobson, 1957, p .  UlU). Also
D* P{N( l ) ( 0 , t . ]  = 0 ;  i  = 1,2}
j  1
i s  c l e a r l y  n e g a t iv e  f o r  each j  and monotone n o n -dec r e a s in g  in  th e  o th e r  
v a r i a b l e .  Hence, from (H .8 ) ,  we can conclude t h a t
'j
P { W ^ ( 0 , t . ]  = 0 ; i  = 1 ,2 }
i s  monotone n o n -d e c re a s in g  as a fu n c t io n  o f  b o th  v a r i a b l e s  f o r  each j .
We can now employ an argument u sed  by Cramer and L e a d b e t te r  ( 1967, p .2 2 6 ) .
From what we have j u s t  shown D* P { I J ^ ( 0 , t . ]  = 0 ; i  = 1 , 2 } must be
X1 1
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Riemann i n t e g r a b l e  w . r . t .  t  over any f i n i t e  range and hence s in c e
P { N ^ ( 0 , t ^ ]  = 0; i  = 1 ,2}  i s  con tinuous  i n  ( t ^ j t ^ )  we must have
T T
/  1 D* P(W^1 ') ( 0 , t i ]=0; i=l,2ldtj= [p (n  ^1  ^( 0 , t i  ]=0; i= l ,2 > ]  1 
0 1
+  ( i )w ith  a  s i m i l a r  r e s u l t  from c o n s id e r in g  P{N ( 0 , t  ]=0; i = l , 2 } .  S ince
/ . \ ^
P { l r '  ( 0 , t  ]=0; i = l , 2 }  i s  hounded b o th  r ig h t - h a n d  d e r iv a t iv e s  a r e ,  in
f a c t ,  i n t e g r a b l e  on ( 0 ,  <») and b e in g  monotone must te n d  t o  zero  as the
r e s p e c t iv e  v a r i a b l e s  te n d  t o  i n f i n i t y .  Thus, from (4 .8 )  w i th  k = 0 we
see  t h a t  (0 ; t_  , t  ) and ^ 2 ^ ( 0 ; t  , t  ) must te n d  t o  ze ro  as b o th  o f
t ^  and t 0 te n d  to  i n f i n i t y .  This im p l ie s  t h a t  th e  co rresp o n d in g
d i s t r i b u t i o n  fu n c t io n s  te n d  t o  one as b o th  t ^  and t ^  te n d  to  i n f i n i t y .
The c o r re sp o n d in g  r e s u l t  f o r  d>(0;t_ , t _ ) fo llow s  from th e  obvious r e l a t i o n
'X, 1  2
t )  ( i )  , ( 2 )  (p)  2
-A m *  V i ’V >A A A A
v a l i d  f o r  s t r o n g ly  o rd e r ly  j j ro c e s s e s .
Even in  th e  very  r e s t r i c t e d  case  c o n s id e re d  h e re  we have been unable
( i )t o  v e r i f y  r i g h t  c o n t in u i t y  o f  th e  fu n c t io n s  ( j ) (0 ; t^ , t^ )  , cf> / ( 0 ; t 1 , t 9 )
( i )
v- % 1 ’  2 '
( i  = 1 , 2 ) .  For o th e r  ^ ( ^ j t ^ j t ^ )  , ' ( m ; ! ^ , ^ )  i  = 1 ,2  ( c f .  §3.2)
we have been unab le  t o  v e r i f y  e i t h e r  th e  r i g h t  c o n t in u i ty  o f  th e  co rresp o n d in g  
d i s t r i b u t i o n  fu n c t io n s  o r  t h a t  th e s e  te n d  t o  one as t  and tn te n d  
t o  i n f i n i t y .  We s u s p e c t ,  th o u g h ,  t h a t  th e s e  r e s u l t s  a re  t r u e .
F in a l ly ,  we m ention w ith o u t go ing  in to  th e  d e t a i l s  (w hich a re  messy) 
th a t  u s in g  th e  r e l a t i o n  (4 .8 )  we can o b ta in  under a m ild  a d d i t io n a l  
r e s t r i c t i o n  a c o l le c t io n  o f  moment fo rm ulae w hich c o n ta in  th o se  o f  W isniew ski 
which w ere q u o ted  by Cox and L e w is ,(1970, § 2 .7 ) .
3 .5  F u r th e r  Palm -Khinchin R e la t io n s  and an Example
Amongst th e  Palm -K hinchin  r e l a t i o n s  so  f a r  d i s c u s s e d  th e r e  seems t o  
be no n a t u r a l  b i v a r i a t e  g e n e r a l i z a t i o n  o f  th e  s im ple  r e l a t i o n
<f>(0;t) = -A’ 1 D* p ( 0 ; t ) (5 .1 )
th e  f i r s t  o f  th e  r e l a t i o n s  ( 4 .1 ) .  By ’n a tu ra l*  we mean in  th e  sense  o f
( l )  ( 2 )s e p a r a t e  r e l a t i o n s  f o r  <jr ; (p ;T  ,T0 ) and cj) "~/ (0;T ,T0 ) .  We now showu 1 c. o» 1 c.
t h a t  i t  i s  p o s s i b le  t o  o b ta in  s im ple  e x p re s s io n s  f o r  th e s e  two f u n c t io n s .
By d e f i n i t i o n  we have
T ) = l im  6~-4>{n ^ ( - ö ,0]>0}p {n ^ ( 0 , t . ]=0; i = l , 2  |XT^ 1  ^( -6  ,0]>0> 
^  1 ^ 610 1
= l im  6” 1 p {n  ^1  ^( 0 , t . ]=0; i = l , 2 ,  ( -6  ,0]>0}
610 1
and so
4>( 1 ) (P ; t , , T p )  = (X( l ) )-1  l im  ' 1 [P{H( l ) (0 ,T .  ]=0; 1=1,2} 
x  <5+0 L
-  P{K( l ) ( - S , T l ]=0, N( 2 ) ( 0 ,t2 ]= 0}].  ( 5 .2 )
S i m i l a r l y ,
<J>^(0;T , tJ  = ( A ^ ) “ 1 l im  6” ± [P{N( 1  ^( 0 ,T , ]=0; i= l ,2 }
% 1 2 610 1
-  P{N( 1 ) ( 0 , t 1 ]=0, W( 2 ) ( -6 ,0 ]= 0 } .  (5 .3 )
These e x p re s s io n s  a re  s im ple  b u t  n e i t h e r  l i m i t  can be e x p re s s e d  in  a 
p l e a s i n g  d e r i v a t i v e  form as in  ( 5 . 1 ) .  However, from (5 .2 )  and (5 .3 )  i t  
sh o u ld  be an easy  m a t te r  t o  c a l c u l a t e  i ^ ( 0 ; T  ,T ) ( i  = 1 ,2 )  in  many 
s p e c i f i c  c a s e s .
As an example o f  i n t e r e s t  we c o n s id e r  th e  randomly t r a n s l a t e d  P o isso n  
p ro cess  (s e e  § 1 .4  and § 5 .4 ) .  From (5 .2 )  above and ( 5 .4 .4 )  we f in d
({/1 ^ ( 0 ; t 1 , t 2 ) = A 1 exp{-AT-L-AT2+A/ J~[F( Tp- t  ) - F ( - t )  ]d t}  x
- 1  0
x l im  6 [l-exp{-A6+A/ [F(x0- t ) - F ( - t ) ] d t } ]
610 -6
= [1 -F ( t2+0)+f ( oO  ] exp{-At . -A t^+A/ 1 [ f ( t - t  ) - F ( - t ) ]d t } .
0 (5.1*)
I t  has been  p o in te d  o u t  p r e v io u s ly  in  th e  g e n e ra l  case t h a t  d> 1 (C ; t , , t„)  
has a l l  th e  p r o p e r t i e s  o f  a b i v a r i a t e  s u r v iv o r  fu n c t io n  save perhaps  t h a t  
th e  co rre sp o n d in g  d i s t r i b u t i o n  fu n c t io n  may n o t  be r i g h t  con tinuous  and may 
n o t  te n d  t o  one as b o th  and T0 te n d  t o  i n f i n i t y .  These two p r o p e r t i e s
a re  e a s i l y  v e r i f i e d  in  t h i s  s p e c i a l  c ase .  The s u r v iv o r  fu n c t io n s  o f  th e
§3.5 hk
m a rg in a l d i s t r i b u t io n s  a re  c l e a r ly
(j)^ 1 '>{0;T ,0) = e 1
* \j -L
as m ight have been  e x p e c te d , and
( -| N “ ^ ^ p
4>V ' ( 0 ;0 ,T  ) = [1 -  F( t +0) + F (0 + )]e  " (5-5)
%  d d
w h ich , w h ile  p ro b ab ly  n o t so o b v io u s , can be g iven  th e  fo llo w in g  i n t u i t i v e  
i n t e r p r e t a t i o n .  For th e  f i r s t  e v e n t o f ty p e  2 fo llo w in g  a ty p e  1 ev en t 
a t  tim e zero  to  be a t  d is ta n c e  g r e a te r  th a n  t o from i t ,  we must have th e  
'o u t p u t ’ c o rre sp o n d in g  to  th e  ’ i n p u t ’ a t  ze ro  o c c u rr in g  o u ts id e  (0 ,1^1  
and no o th e r  o u tp u t p o in ts  in  (OjT^j ,  th e se  l a t t e r  two e v e n ts  b e in g  
in d e p en d en t (w ith  a l i t t l e  th o u g h t t h i s  i s  o b v io u s ) . A s im i la r  i n t e r p r e t a t i o n  
co u ld  be p la c e d  on ( 5 . ^ ) .
The r e s u l t  (5*5) when F i s  c o n c e n tra te d  on [0 ,  «0 h as  been d e r iv e d  
d i f f e r e n t l y  by Brown (1970) and u sed  by him in  e s t a b l i s h in g  th e  i d e n t i f l a b i l i t y  
o f  th e  s e rv ic e - t im e  d i s t r i b u t io n  in  th e  queueing  system  M/G/33 (see  
C hapter 7 f o r  a d i f f e r e n t  approach t o  a more g e n e ra l i den t i f i a b i l i t y  
p ro b le m ). Brown a c tu a l ly  c o n s id e re d  th e  d i s t r i b u t i o n  fu n c tio n  o f th e  tim e 
from an a r b i t r a r y  ’ o u tp u t’ to  th e  l a s t  ’ i n p u t ’ p r i o r  to  i t ;  e q u a lly  he 
cou ld  have c o n s id e re d  th e  tim e from an a r b i t r a r y  ’ i n p u t ’ to  th e  n e x t 
fo llo w in g  ’ o u tp u t’ . S t r i c t l y ,  t h i s  type o f  i n t e r p r e t a t i o n  o f  our r e s u l t  
( 5 . 5 )  r e q u ire s  j u s t i f i c a t i o n  th ro u g h  an e rg o d ic  theorem  ( c f .  Cramer and 
L e a d b e tte r ,  19675 §11 .5  in  th e  u n iv a r i a te  c a s e ) .
S im i la r ly ,  from ( 5 . 3 )  above and ( 5 .^.*+) we f in d
(  o \  f  "I
4> = [ l - r ( O ) + F ( - x 1-0)]exp{-A T1-XT2+X/ [F(x2- t ) - F ( - t ) ] d t >  (5 .6 )
( 2 )As b e f o r e ,  cjr y( 0 ; x n ,To ) can be shown to  be th e  s u rv iv o r  fu n c tio n  o f  a
r\j i  d
b i v a r i a t e  d i s t r i b u t i o n .  The m a rg in a l s u rv iv o r  fu n c tio n s  are
( 2 )  p
cf>^; (0 ;0 ,T 2 ) -  e
and
( c ) “ At -i
4>v ■'(0;t 1 ,0 ) = [1 -  F(O -) + F ( - t , - 0 ) ] e  % 1 1
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which may he i n t e r p r e t e d  in  a manner analogous t o  th e  p re v io u s  case .
3 .6  Connection w ith  Palm Functions  f o r  iTon-orderly U n iv a r ia te  P o in t  P ro cesse s  
In  t h i s  s e c t i o n  we show t h a t ,  f o r  a s t a t i o n a r y ,  n o t  n e c e s s a r i l y  
o r d e r ly  p o in t  p ro c e s s  N ( in  F^) th e  r e p r e s e n t a t i o n
k t  t
p ( k ; t )  = A E t t . /  <j>. ( k - i  ;x)dx -  A J  (f>(k;x)dT 
i = l  1 0 1 0
t
p ( 0 ; t )  = 1 -  A /  cj)(0 ;t ) di 
0
where
(k e ZQ) ( 6 . 1 )
<J>. ( k ; t )  = lim  p{ l 'J (0 ,t]  = k |h ( - T , 0 ]  = i}  
1 T70
and
4>(k;t) = lim  p { w (0 , t ]  = k |r J ( -T ,0 ]  > o) 
TiO
t t . = lim  P{N(0 , t ] = i | n ( 0 , t ] > 0}
1 TiO
due t o  F ie g e r  (1 9 6 4 ) ,  can he deduced from th e  r e p r e s e n t a t i o n  (4 .6 )  f o r  th e
p r o b a b i l i t i e s  o f  a s t a t i o n a r y ,  s t r o n g ly  o r d e r l y ,  m u l t i v a r i a t e  p o in t  p r o c e s s .
I t  q u ic k ly  becomes a p p a re n t  t h a t  we have t o  d e a l  w i th  th e  m u l t i v a r i a t e
p o in t  p ro c e s s  N = (N_,w , . . . )  which has cou n tab ly  many components (N.
_L cL i'l
i s  d e f in e d  as in  § 2 . 2 ) .  Kolmogorov’s theorem  (Cramer and L e a d b e t t e r ,  1967, 
p .3 2  f f . )  en su re s  t h a t  t h i s  p ro c e s s  i s  w e l l  d e f in e d  and Theorem 2 .4  shows 
i t  t o  be s t a t i o n a r y .  S tro n g  o r d e r l i n e s s  fo l low s  s in c e  by d e f i n i t i o n  
N = E II, i s  o r d e r ly .  We must v e r i f y  t h a t  our Palin-Khinchin form ulae ( 4 . 6 ) 
can be s a t i s f a c t o r i l y  ex ten d ed  to  t h i s  s i t u a t i o n .
/  v COLet k = (k ,k , . . . )  e Z be such t h a t  k . = 0 f o r  a l l  i  g r e a t e r
'Xi x  c. 1
than  some f ix e d  j  e Z. Then as in  §3 . 4
p (k ; t+x )- p (k ; t ) = E P{N (-T ,0 ]> 0 ,  l l ( 0 9t ] = k - e  }n, % ^  n, n,r
-  E P{N ( - x ,0 ] > 0 ,  N( 0 , t  ] =k} + o(T ) 
r = l  r
We n o te  t h a t ,  because  o f  th e  way II was d e f in e d ,
a.
OD
E P{I\! (—t ,0 ]> 0 ,  W( 0 , t  ]=k} = P { 5 ( -x ,0 ]> 0 ,  N(0 , t ] - k} 
r ~ l  r  a, n, u  ^
§3.6 k6
and t h a t ,  s in c e  = 0 f o r  a l l  i  > j ,  th e  f i r s t  summation i s  in  f a c t  only- 
over a f i n i t e  ran g e .  Thus, as b e f o r e ,  d iv id in g  by t and t a k in g  l i m i t s  
we f in d
+ ( r )
D p ( k ; t )  = £ X (j) (k -e  ; t )  -  X <f>(k;t)
z  r _2 r  i  a,
and hence
t  00 ( r )p ( k ; t )  = /  [ E A <j) (k -e  ; t )  -  A 4>(lt;x) ]a.x 
' -v q r=1 r ^ o-r %
t
p ( 0 ; t )  = 1 -  /  X <j>(0;T)dx
^  0 %
( r )
(k 4 0)a- a» ( 6 . 2 )
w ith  th e  u s u a l  conven tion  t h a t  d> ' ( k ; x )  = 0 i f  any component o f  k i s
a,
n e g a t iv e .
Obviously we have
p ( k ; t )  = £ p ( jg ; t)  (k e Z)
m£M, a* K
r oowhere M. -  un : m. £ Z and I .  i  m. = k )  and th e  sum i s  th u s  over a k  a» l  i = l  l
f i n i t e  range f o r  each k £ Z. h e n c e , from (6 .2 )  we o b ta in
t  00 /  X
p ( k ; t )  = /  [ £ X £ c}!U ; (m-e ;x) -  X £ <j>(m;x) ]dx (k £ Z_) (6 .3 )
~  — i* « jr a  a>r » , 1 /  3  u0 r = l  m£M^  m£M^
t
p ( 0 ; t )  = 1 -  X /  <KQ;x)dT.
0
Now
£ ({/r ^(m-e ; t )  = l im  £ P { N (0 , t ]  = ro-e I IT ( - t ,Q]>o )
m£li ^  %r TiO m£M ^  %r r-u k  a, k
(w ith  th e  conven tion  t h a t  a te rm  f o r  which any component o f
m-e^ i s  n e g a t iv e  i s  ta k e n  t o  be z e r o ) ,
= l im  P { N ( 0 , t ] = k - r |N  ( -x ,0 ]> 0 }
TlO r
( t h i s  b e in g  zero  i f  k < r)  ,
= l im  P { N ( 0 , t ] = k - r j i l ( - x , 0 ] = r }
TlO
= 4>r ( k - r ; t )





l im  E P{W (0,t]=m |N (-T,0]>0} 
t4-0 meM. a' %
%  k
= l im  P { N (0 , t]= k |N (-T ,0 ]> 0 }  
t IO
= <|>(k;t)
andj as in  § 2 .4 ,  = A^/A ( r  e Z ^ ) . The r e q u i r e d  r e p r e s e n t a t i o n  (6 .1 )
now fo llow s  from (6 .3 )  a f t e r  th e  a p p ro p r ia te  s u b s t i t u t i o n s .
U. THE PROBABILITY GENERATING FUNCTIONAL FOR MULTIVARIATE
POINT PROCESSES
U .1 I n t r o d u c t i o n
V a rio u s  p e o p le ,  e s p e c i a l l y  Moyal (1 9 6 2 ) ,  V e re -Jo n e s  (1 9 6 8 , 1 9 7 0 ) , and 
W e s tc o tt  ( 1 9 7 1 a ) , have  shown how v a lu a b le  th e  p r o b a b i l i t y  g e n e r a t in g  f u n c t i o n a l  
( p . g . f l )  can b e  f o r  d i s c u s s in g  c e r t a i n  a s p e c ts  o f  p o i n t  p r o c e s s e s  in  R1 .
F o r m u l t i v a r i a t e  p o i n t  p r o c e s s e s  th e  p . g . f l  a g a in  t u r n s  o u t t o  be a  u s e f u l  
t o o l  th o u g h  we do n o t  s u g g e s t  t h a t  i t  i s  u s e f u l  f o r  t a c k l i n g  a l l  o r  even 
m ost o f  th e  p ro b lem s t h a t  a r i s e .  I n d e e d ,  f o r  ex a m p le , t h e r e  seems t o  be no 
known way o f  d i s c u s s in g  Palm  m easu res  ( e . g .  R y ll-N a rd z e w s k i , 1961; M a tth es , 
1963b; C h a p te r  3 o f  t h i s  t h e s i s )  th ro u g h  p . g . ' f l s .  H ow ever, p . g . f l s  a re  
u s e f u l  in  many s i t u a t i o n s  i f  o n ly  as a  . u n i f y in g  c o n c e p t and a  c o n v e n ie n t 
means o f  sum m ariz in g  and  c o p in g  w ith  th e  in fo r m a t io n  c o n ta in e d  by a l l  th e  
f i d i  d i s t r i b u t i o n s ,  th u s  e n a b l in g  p ro o fs  t o  b e  more e a s i l y  s e e n  and e x p re s s e d . 
Though no r ig o r o u s  t r e a tm e n t  a p p e a rs  t o  e x i s t ,  p r e v io u s  u se  has  b e e n  made 
o f  m u l t i v a r i a t e  p . g . f l s  e . g .  D av is (1 9 6 4 ) . We a l s o  t r e a t  some a s p e c ts  
a p p a r e n t ly  n o t  d i s c u s s e d  b e f o r e ,  even  in  th e  u n i v a r i a t e  c a s e ;  n o t a b ly ,  
th e  c o m p lic a t io n s  a r i s i n g  from  f ix e d  atom s ( i . e .  p o in t s  x such  t h a t  
P{N ({x}) > 0} > 0 ; s e e  § 1 .3 )  in  a  p r o c e s s .  
b.2  D e f in i t io n  and P r e l im in a r y  R e s u l ts
B e fo re  we d e f in e  th e  p . g . f l  we n e e d  t o  d e f in e  a n o t io n  o f  i n t e g r a t i o n  
w ith  r e s p e c t  t o  a  c o u n tin g  m e a su re . F o r s u i t a b l e  m e a su ra b le  f u n c t io n s  £ ( . )  
we d e f in e  an i n t e g r a l  by
j u t )  U( d t )  = l  s ( t . )  ( 2 .1 )
i
w here th e  sum m ation e x te n d s  o v e r  th e  w hole seq u en c e  o f  p o in t s  { t^ }  
c o r re s p o n d in g  to  N c f .  M oyal (1 9 6 2 ) ,  V e re -Jo n e s  (1 9 6 8 ) . I f  £ 0 ( o r
C < 0 ; th e s e  a re  th e  o n ly  tw o s i t u a t i o n s  we e n c o u n te r )  th e n  th e  i n t e g r a l
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( 2 . l )  i s  o b v io u s ly  (--m easurable. .Also i f  £ 0 (£ <_ 0) th e n  F u b in i’ s
theorem  shows t h a t
E { J  £ ( t )  N ( d t )} = /  £ ( t )  M (d t). (2 .2 )
We can now d e f in e  th e  p J i o b a h ^ L i x t j  c & n e A c u tiy ig  f i i u i c t i o n a Z  ( p . g . f l )  fo r
an m -v a r ia te  p o in t  p ro c e ss  N by
m
= fc{exp[ E 
i = l
fo r  s u i t a b le  fu n c tio n s  £ = ( £ , £0 , . . . ,F ) .
i d  m
We g e n e ra l iz e  V ere-Jones (i9 6 0 ) and in tro d u c e  th e  fo llo w in g  c la s s e s  o f
fu n c tio n s  E,. We d e f in e  
%
U -  {E, : 0 < £ . ( t )  < 1  ( t  e B.), E . m easurab le  i  = l , 2 , . . . , m } ,
'X, —  i  —  i
V = {E, : E, e U, £ ( t )  = 1 f o r  a l l  t  o u ts id e  some compact s u b se t o f R},
%  ' l  r \j 'P
and L(N) = {£ : E, £ U, / [ l  -  E,. ( t )  ]? /*   ^( d t)  < <» i  = l , 2 , . . . , m } .
0 j  'Xj  r \ j  1
( i )From new on we make th e  assum ption  th a t  M(. ) ,  and hence each Mv ; ( . )
( i  = l , 2 , . . . , m ) ,  i s  a B o re l m easure ( c f .  § 1 .3 ) .  C le a r ly ,  when t h i s  i s  th e
c a s e , V c i I<(N). Some conv en tio n  must be made about th e  zeros o f £ ( t ) .  
o-
Even i s o l a t e d  zeros  w i l l  cause t r o u b le  i f  th e  p ro c e s s  has f ix e d  atom s. We 
adopt th e  conv en tio n  t h a t  i f  £ ( t )  = 0 f o r  a l l  t  in  some B o re l s e t  A,
th en  exp { j  ^  lo g  £^( t)W ^   ^( d t ) } i s  ta k e n  t o  b e  zero  u n le ss  N ^ ^ (A ) = 0
when i t  i s  ta k e n  t o  be one.
An e q u iv a le n t  d e f in i t i o n  o f  th e  m u l t iv a r ia te  p . g . f l  and one w hich more
c le a r ly  su g g e s ts  t h a t  i t  i s  a s o r t  o f  e x te n s io n  o f  th e  m u l t iv a r ia te  p r o b a b i l i t y
g e n e ra tin g  fu n c tio n  and th e  rea so n  fo r  th e  above co n v en tio n  i s  
m
g[£] = e{ n n £ . ( t .  )} (2.4)
^  j = l  i j  ü xj
where { t .  : i .  e I .}  ( c f .  § 1 .2 ) i s  a r e a l i z a t i o n  o f ( j  = l , 2 , . . . , m ) .
1d J J
From e i t h e r  o f  th e  d e f in i t i o n s  ( 2 . 3 ) ,  ( 2 . 4 )  o f th e  m u l t iv a r ia te  p . g . f l
i t  i s  easy  t o  see  t h a t  by p u t t i n g  £ ( t )  = 1 we o b ta in  th e  p . g . f l  of
N* =  ^ , . . .  ,N^m ^  ) .  In  a s im i la r  way we can d e r iv e  th e  j o i n t1
/  lo g  5 ( t )  Kv±' ( d t ) ] } ( 2 . 3)
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p.g.fl of any subcollection from
( ' ^the p.g.fl of the marginal IV
,... , N ^ } .  In particular,
is derived by setting £.(t) = 1, j ^ i s
J
j = 1,2,... ,m.
Using the definition of superposition (§1.3) and (2.3) it is clear
that superposition of components corresponds to taking certain £.'s to
be equal, e.g. for the p.g.fl of ( N ^  ,3^  ,... )
we put b ,(t) = £ (t) in the p.g.fl of N while for the p.g.fl of ^ mr-1 m a,
N = S1?1 N ^ ^  we put 4-(t) = b(t) for all i.i—1 i
Recalling our assumption that M(.) is a Borel measure we have the 
following (cf. Vere-Jones, 1968; Westcott, 1971a)
Theorem 4.1 The p.g.fl G[Cl is well-defined if
(i) N(r ) = £ IP '(R) < co a.s. and £ e U;
i=l ^
or
(ii) b e V;%
or
(iii) £ e L(N); 
in the sense that
(a) for ^i( t ) _ > 6 > 0  i = 1,2,...,in,
m ( a \
£ /| log (t) |ir '(dt) < co a.s.
i=l 1
(which implies that G[£] > 0 for such r);a. a,
and
(b) for the remaining £ (in the class under consideration) bya,
convention. (Here G[£] may take the value zero.)a,
Proof. Our convention takes care of (b) immediately and (a) (i) is obvious. 
Now we note that from the expansion
- log 5(t) = 1 - g(t) + 0((l-£(t))2 ) 0 < s  < gU) <. 1
it follows easily, since the remainder is positive and bounded, that for 
each i (i = l,2,...,m)
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/ 1 lo g  q ( t )  | M ^ ( d t )  < ~ < = > / [ I  -  ^ ( t )  ] j f 1 ') ( d t )  < oo
and hence t h a t  (a) h o ld s  i f  ( i i i )  does . I t  th e n  fo llow s  from J e n s e n 's  
i n e q u a l i t y  ( F e l l e r ,  1966, p .151 )  t h a t
, ( i )G[4] > exp{ £ /  lo g  E, ( t)M v ; (d t ) }  > 0.
”  i = l  1
. ( i )
*#
F i n a l l y ,  i f  t, s a t i s f i e s  ( i i )  then  c l e a r l y  / [ l  -  £ . ( t) ]M  ' ( d t )  < °°
% 1
f o r  each i  and th e  r e s u l t  (a )  fo llow s as above.
From now on we w i l l  assume, u n le s s  s t a t e d  o th e rw is e ,  t h a t  a fu n c t io n  
which i s  th e  argument o f  a p . g . f l  be longs  t o  th e  c l a s s  V. The m u l t i v a r i a t e  
p . g . f l  c l e a r l y  s a t i s f i e s  0 £  G[£] £  1 and i s  monotonic in  th e  sense  t h a t  
? (1 )  £  ( i . e .  £  E ^ 2 \  i  = 1 , 2 , . . .  ,m) im p lie s  G [ £ ^ ]  £  G [ ^ 2 ) ] .a. % %
We d e f in e  V by
O
{£, £ V : ( t ) = 1 -  E (1  -  z.. .) x fi ( t ) ,  0 £  z . . £  1 ,  f 1°r  s ome
j = l i  j  AA i j
s £ Z and some c o l l e c t i o n  {A.} o f  s bounded s e t s  from 5 ,
J
i  = 1 , 2 , . . . ,m} .
I t  i s  th e n  c l e a r  t h a t  th e  p . g . f n s  o f  th e  f i d i  d i s t r i b u t i o n s  o f  I! can
a,
be re c o v e re d  from th e  p . g . f l  by t a k in g  E e . By our conven tion  s e t t i n g
4 ( t )  = [ l - v . ( t ) ] l  we r e c o v e r  e x p re s s io n s  l i k e  P{N(A) = 0}. We can always 
% A g, g, g,
r e c o v e r  th e  f ix e d  atoms and th e  d i s t r i b u t i o n s  a s s o c i a t e d  w ith  t h e s e .
N o tice  t h a t  i f  G[£] < 1 when £ ( t )  = [ l - v f -, ( t ) ] .  1 th en  x i s  a f ix e d
'Xj g, i x /  a.
atom o f  N ( § 1 .3 ) .  I f  f o r  a g iven  A 0 B we r e s t r i c t  a t t e n t i o n  t o  th o se  
E, £ V which are  e q u a l  t o  1 o u ts id e  A, then  G[f ] i s  th e  p . g . f l  o f  a
^  g, dr
p o in t  p ro c e ss  on A ( c f .  Moyal, 1962) .  Tliis i s  u sed  in  C hapter 5.
The fo l lo w in g  theorem  ex tends  th e  p r o p e r ty  o f  c o n t in u i ty  d i s c u s s e d
in  th e  u n i v a r i a t e  case  by W e s tc o t t  ( 1971a). We remark t h a t  when th e  t o t a l
number o f  p o in t s  i s  f i n i t e  w i th  p r o b a b i l i t y  one no e x t r a  r e s t r i c t i o n s  on
( \
th e  f u n c t io n s  £ ( a p a r t  from t h e i r  b e lo n g in g  to  u) a re  needed.
g, 'U
Theorem 4.2 The p . g . f l  i s  con tinuous in  th e  sen se  t h a t  G[£^n ^] t  (4-) G[g] -------------------  % %
as f  (^) E, p o in tw is e  ( i . e .  as E , { ^ '  f  ( | )  E .  p o in tw is e  i  = l , 2 , . . . , m )
't g, 1 i
as n 00 if either
(i) f r ^ n ) p u and N(R) < CO
or (ii) 5 ,  5 (n) e v, and = 1O  O 0 0
n £ Z.
a. s. ;
outside some compact set A for all
Proof» In each case it is easy to see that
t ('I') £ =>/ log E , [ U \ t )  N ^1 ^ (dt) i ( + ) J  log 8.(t) N^(dt)o a. l i
a.s. for each i (by monotone convergence)
=s>exp{ E / log h n)(t) H(l)(dt)} t (+) 
i=l
m
exp { Z j log £ 
i=l
==> ] t (4-) G[£] as required,o o
after a further application of the monotone convergence theorem. **
The extension to m-variate point processes of a basic result due to
Mqyal (1962) and Vere-Jones (1968) in the univariate case is contained in
Theorem 4.3 For E, e V, N uniquely determines its p.g.fl G[£] which,O o o
conversely, uniquely determines the probability structure of H.
Proof. Taking 8 £ V„, we can recover from the p.g.fl all the fidiO o
distributions and hence (by Theorem l.l) the complete probability structure 
of
Conversely, given two different p.g.fls G,[£], G0 [F] they must,by1 a,  ^o
Theorem 4.2, differ for some F e V and hence define two distinct m-variateo S
point processes £L and H0.0.1 oP
4.3 A Gnaracterization Theorem.
This next theorem enables us to decide when a given functional G[f]o
is the p.g.fl of an m-variate point process. In the univariate case it is 
due to V/estcott (1971a). To facilitate the proof of a later theorem. 
(Theorem 4.6) we separate the present result into two parts. In this form 







Theorem 1+.1+ (a)  Let  G[£] be a f u n c t i o n a l  which i s  d e f in e d  a t  l e a s t  f o r-------------------  a,
£ Vp9 i . e .  ^ i ( t )  = 1 -  X^_1( l - z i  ^)x/a ( t )  (0 <_ z _  £  l )  where t h e
bounded s e t s  A. £ 8 ( j  = 1 , 2 , . . . , s )  a re  d i s j o i n t ,  and such t h a t  i n  
d
t h i s  case
G[£] -  ii<s (A1 ,A2 ..........As ;
where z,  = (z  ,z  , . . . , z  .) ( j  = l , 2 , . . . , s )  i s  t h e  p . g . f n  o f  an (xtfxs)-
d im ens iona l  random v e c t o r .  Then, i f  g [£] i s  con t inuous  f o r  seauences
a
n  ^ i  1 and s a t i s f y i n g  Tiieorem U . 2 ( i i ) ,  t h e r e  i s  a unique m -v a r i a te  p o in t
'Xj 'Xj
p ro c e ss  whose p . g . f l  G* ag rees  w i th  G a t  l e a s t  f o r  £ £ V .
f \ j  b
(b) I f  f u r t h e r  we suppose t h a t  G i s  con tinuous  f o r  sequences
£ V such t h a t  t  £ e  V p o in tw is e  and s a t i s f y i n g  Theorem U .2 ( i i ) ,
<\j S fXj rt
th e n  G[£] i s  th e  p . g . f l  o f  an m -v a r ia te  p o in t  p ro c e s s .
'Xj
P r o o f . We j u s t  o u t l i n e  th e  p r o o f  which i s  a d i r e c t  g e n e r a l i z a t io n  o f  t h a t  
o f  W e s tc o t t  ( 1971a).
(a )  We l e t  f(  A. ,A„ , .  . .  ,A ; r _ , r _ , . . . , r  ) ,  r .  £ ZL\  be th e  p r o b a b i l i t i e s
\ C! r\ I r\ r\ C! r\ T *s ’a,s/9 £,j
a s s o c i a t e d  w ith  th e  p . g . f n  \(j (A, ,A0 , . . . , A  ; z . , ,z 0 , . . . , z  ) .  Tliese fu n c t io n sS i e l  S ry^ l r\jd 'XjS
f  (• ; •) o b v io u s ly  s a t i s f y  th e  c o n s is te n c y  c o n d i t io n s  ( 1 .2 .1 )  and ( 1 . 2 . 2 ) .  
C ond it ion  ( 1 .2 .3 )  fo l low s  from r e l a t i o n s  l i k e
ijj ~ ( A_ , .  . .  j A . - . J  z. , . . .  , z  , 1,/ — ( A ,  • • • ,  A i z , . . . , z  )Ys+1 l 9 s+1 %1 a, r s l 9 S ^1 %s
and (1.2.1+) from o th e r  obvious r e l a t i o n s  l i k e
^g ( Ai , . . .  ,As ; z , • • ♦ 9z) = Ax U . . • U  Ag ; z ) .
The rem a in ing  c o n d i t io n  ( 1 .2 .5 )  fo llow s  from th e  c o n t in u i t y  o f  th e  f u n c t i o n a l  
G f o r  f u n c t io n s  £ ( t )  = 1 -  ( l - z ) y .  ( t )  where th e  s e t s  A, £ B a re
'b Or Oj % A^- K
bounded and A^ 1 0.
Thus, by Tiieorem 1 .1  and a remark fo l lo w in g  i t  t h e r e  i s  a unique 
im -variate  p o i n t  p ro c e ss  N whose f i d i  d i s t r i b u t i o n s  f o r  d i s j o i n t  c o l l e c t io n s  
{A^.; k = l , 2 , . . . , s }  a re  th e  f ( A ^ , . . . , A g ; r ^ , . . . , r g ) .  The p . g . f l ,
5^§U.3
G*, of N must agree with our functional G at least for £ g V .
r\, S
(b) We now note that we can approximate £ £ V uniformly by an increasing
%
(n)sequence of functions £ £ V . Then by continuity (since G* is aa, S
p.g.fl and G was assumed continuous for sequences satisfying Theorem
U.2(ii)) G and G* must agree for all £ e V i.e. G must be an
m-variate p.g.fl. **
As an example of a multivariate p.g.fl we consider the functional
G[C] defined by a)
m
G[£l = exp{ S /[^.(t) - 1]X (dt)} (3.1)
^ i=l
where X^ is a Borel measure (i = 1,2,..,,m). It is a simple matter to 
verify that this functional satisfies all the conditions of Theorem k.h and 
is therefore the p.g.fl of a multivariate point process. It is also easy 
to see that
m
G[£] = II exp{/[^i(t)-l]Xi(dt)} (3.2)
i=l
and hence that the p.g.fl of is exp {/ [£^( t)-l]x^( dt)J . From
this one could verify, either directly from the definition of the Poisson 
process given in l.U (simple but tedious) or from the known form (Ryll- 
Nardzewski, 195^; Mqyal, 1962)
GptCl = exp {/[g(t)-l]X(dt)} (3.3)
of the p.g.fl of a Poisson process with first-moment measure X, that 
the ith marginal process is a Poisson process with first moment measure 
^  (i = l,2,...,m). It also follows from (3.2) (as we shall see in §U.5) 
that the marginal processes are independent.
The above example had a particularly simple p.g.fl. However, as other 
authors (e.g. Vere-Jones, 1970) have pointed out the main disadvantage of 
the (univariate) p.g.fl is that it is usually difficult or impossible to 
express in closed form. The Poisson process and some processes derived
from i t  a re  no tew orthy  e x c e p tio n s .  In  th e  m u l t iv a r ia te  case  our tro u b le s  
a re  compounded because  o f  th e  d i f f i c u l t y s in  g e n e ra l ,  o f e x p re s s in g  
dependence betw een p o in t  p ro c e s se s  in  a sim ple  form . In  th e  fo llo w in g  
c h a p te r  we s h a l l  be lo o k in g  a t  i n f i n i t e l y  d iv i s i b l e  b i v a r i a t e  P o isso n  
p ro c e s se s  whose m a rg in a ls  a re  p o s s ib ly  d ep en d en t. For t h i s  s p e c ia l  c la s s  
o f  b i v a r i a t e  p o in t  p ro c e s se s  we again  o b ta in  th e  p . g . f l  in  a p le a s in g  
c lo se d  form.,
k . 4 Convergence Theorems
For d is c u s s in g  th e  convergence o f m -v a r ia te  p o in t  p ro c e s se s  th e
fo llo w in g  th eo rem , th e  m u l t iv a r ia te  e x te n s io n  and a more p r e c i s e  v e rs io n
o f a r e s u l t  due to  V ere-Jones (1 9 6 8 ), e s ta b l i s h e s  c l e a r ly  th e  u s e fu ln e s s
o f  th e  p . g . f l .  For rea so n s  t o  be g iven  s h o r t ly  we need  to  r e s t r i c t  th e
c la s s  o f  £ 's  c o n s id e re d . A cco rd in g ly , we d e f in e  
%
V(N) = { £ : £ £  V and has no d i s c o n t in u i t i e s  a t  f ix e d  atoms o f
%  'v r\j 1
N i  = 1 , 2 , . . .  ,m}
%
w ith  a s im i la r  d e f in i t i o n  f o r  Vc (w ).
Theorem U p  For a sequence {n^} o f  m -v a r ia te  p o in t  p ro c e s se s  w ith  
co rre sp o n d in g  p . g . f l s  {G ^[F]}, -* N an m -v a r ia te  p ro c e ss  w ith  p . g . f l
G U ] i f f  G [£] -* G[£] as n ->• 00 fo r  a l l  E, e V(N) .% n P, r\j % %
P ro o f . I t  i s  obvious t h a t  G [8] G[£] as n 00 f o r  8 £ V(N) im p lie s--------- n 'v % ^  %
t h a t  ^  converges in  d i s t r i b u t i o n  to  N in  th e  sen se  d e f in e d  in  § 1 .3 .
For th e  c o n v e rse , g iv en  £ £ V(j^) ( r e c a l l  t h a t  g iven  a p . g . f l  we can 
always re c o v e r  th e  f ix e d  atoms o f  th e  c o rre sp o n d in g  p ro c e s s )  we can choose 
sequences + £ and 1 c, such t h a t  r / ^  e V (FT) and
'Xi <\, r\j % 'X, b
s a t i s f y  Theorem H .2 ( i i )  . Then m o n o to n ic ity  g iv e s
G [n ( ) l ) ] < G [£] < G t ? (S!)] . n nt, — n — n
L e tt in g  n -*■ co we see  t h a t
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Now, as £ ■+ °° b o th  G [r /^ ]  and G [r^ ^ ] te n d ,  by Theorem b.2 , to
% a-
G[£] .  Thus lim  G [£] e x i s t s  and i s  e q u a l to  G[£] a t  l e a s t  f o r  a l l  




In  c o n s id e r in g  convergence in  d i s t r i b u t i o n  o f p o in t  p ro c e s se s  we
re q u ire d  (§ 1 .3 )  th e  convergence o f  th e  f i d i  d i s t r i b u t io n s  f o r  a l l  f i n i t e
c o l le c t io n s  o f  bounded B o re l s e t s  itiitlt no fitx&c: atovt 16 o ', tii(L Lim it potnt
pLOCdAA on tkeJji boundciAteA. We now show, by means o f  an exam ple9 t h a t  i t
i s  re a so n a b le  to  add th i s  l a s t  c o n d itio n  and th a t  i t  i s  to o  r e s t r i c t i v e
to  demand th e  convergence o f  th e  f i d i  d i s t r i b u t io n s  f o r  oXJL f i n i t e  c o l le c t io n s
o f  bounded B o re l s e t s  j u s t  as i t  i s  to o  r e s t r i c t i v e  when c o n s id e r in g
convergence o f  p r o b a b i l i t y  m easures on R^ to  r e q u ire  convergence fo r  oJUL
bounded B o re l s e t s .  I t  i s  s im p le r ,  b u t s u f f i c i e n t ,  to  c o n s id e r  a u n iv a r ia te
exam ple. Such an example does n o t seem to  have been p roduced  b e fo re .
We c o n s id e r  a  sequence o f  P o isso n  p ro c e s se s  w hich have only  f ix e d
atoms and w hich converge t o  a n o th e r  such p ro c e s s .  Let N be a P o isso n
p ro c e ss  w ith  f i r s t  moment m easure a( . )  w hich i s  p u re ly  atom ic and
c o n c e n tra te d  ( f o r  conven ience) on th e  in te g e r s  and l e t  X. = A( { j })- C onsider
J
a ls o  a sequence o f P o isso n  p ro c e s s e s  {Nn ) whose c o rre sp o n d in g  f i r s t  moment
m easures {A ( . ) }  a re  ag a in  p u re ly  atom ic and c o n c e n tra te d  on th e  r e s p e c t iv e
s e t s  {A } w here A = { j + -  : j  e Z U Z” ) and X ({ j  + —}) = A. fo r
a l l  n > 1. To s a t i s f y  our u s u a l  assum ption  t h a t  th e  f i r s t  moment m easure
i s  a B o re l m easure we ask i n  a d d i t io n  th a t  
n
£ A. < °°, f o r  a l l  m, n £ Z U Z and such t h a t  m <_ n . 
m J
I t  fo llo w s  from  th e  work o f  K hinch in  (1956a) and R yll-N ardzew ski (1953)
( c f .  §1 .3 ) t h a t  th e  p ro c e s se s  N, N (n = 2 , 3 , . . . )  th u s  c o n s tru c te d  have 
only  f ix e d  atom s.
How i t  i s  c l e a r  t h a t ,  f o r  any f i n i t e  c o l le c t io n  o f bounded B o re l s e t s  
whose b o u n d a rie s  c o n ta in  no i n t e g e r s ,  th e  f i d i  d i s t r i b u t io n s  o f N converge
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to  th e  co r re sp o n d in g  f i d i  d i s t r i b u t i o n s  o f  N in  th e  sen se  t h a t  f o r  n
s u f f i c i e n t l y  l a rg e  we (o b v io u s ly )  have e q u a l i t y .  However, i t  i s  e a s i l y
seen  t h a t  f o r  any j e Z U Z , P{K ( {j }) = k} = 0 f o r  a l l  k e  Z andn
so lim  P{N ( { j } ) = k }  = 0 ^ e ^ J  AK/k !  = P{N({j}) = k} f o r  any k e  Z. 
n-»00 n j
S i m i l a r l y ,  f o r  B o re l  s e t s  w ith  no i n t e g e r s  on t h e i r  b o u n d a r ie s  th e  f i d i  
d i s t r i b u t i o n s  o f  th e  K do n o t  converge t o  th e  c o r re sp o n d in g  f i d i  
d i s t r i b u t i o n s  o f  N.
Turn ing  now t o  th e  p . g . f l s  we s e e ,  from (3 .3 )  t h a t  th e  p . g . f l  o f  N 
i s  g iven  by
OO
Gn [£] = exp { £ Ai [ ^ ( i + ^ ) - l ] }
i= ~ o o
and t h a t  o f  N by
00
G[£] = exp { Z Ai t ^ ( i ) - l ] }  • (4 .1 )
i= - o o
C le a r ly  then
G [£] -*• G[£] as n «>
b u t  only f o r  th o s e  £ e V which are  r i g h t  con t inuous  a t  every  i n t e g e r .
A l i t t l e  r e f l e c t i o n  r e v e a l s  t h a t  t h i s  r e q u i r e d  r i g h t  c o n t in u i t y  i s  r e l a t e d  
t o  th e  way th e  measures A ( . )  were d e f in e d .
As W e s tc o t t  ( 1971a) has  shown i n  th e  u n i v a r i a t e  case (ex c e p t  f o r  
th e  c o m p lic a t io n s  a r i s i n g  from f ix e d  atoms) th e  r e s u l t  o f  Theorem 4.5 can 
be g e n e r a l i z e d  i f  we do n o t  assume t h a t  th e  f u n c t i o n a l  G i s  a p . g . f l .  
C le a r ly  i t  must i n h e r i t  c e r t a i n  p r o p e r t i e s  o f  a p . g . f l  from th e  sequence 
{Gn } o f  p . g . f l s  which t e n d  t o  i t .  For m u l t i v a r i a t e  p o in t  p ro c e s s e s  we 
have th e  fo l lo w in g  r e s u l t .
Theorem 4 . 6 . For a sequence {IT } o f  m-v a r i a t e  p o in t  p ro c e s s e s  w ith
co rresp o n d in g  p . g . f l s  {G [ £ ] } ,  N te n d s  in  d i s t r i b u t i o n  to  an m -v a r ia ten r^n
p o in t  p ro c e s s  N i f f  f o r  £ e V(N) th e  p . g . f l s  G [£] -> G[£] a
% a. n O/ h
f u n c t i o n a l  which i s  con t inuous  f o r  sequences
£ V0 : f  1a. o ( 4 . 2)
§4.5 50
e V(N) : t  E, e  V -  V(w)
A/ O/ 'Xi 'X, %
(4.3)
p o in tw ise  and s a t i s f y i n g  Theorem 4 . 2 ( i i ) .  Then G[£] i s  th e  p . g . f l  o f  N.
% a,
Remark. For th e  s u f f i c i e n c y  o f  th e  theorem  th e  n o ta t i o n  V(kT) may seem
--------------------  r\j
somewhat con fused  h u t  i t  i s  co n v en ien t  and i s  t o  he i n t e r p r e t e d  as th e  s e t
o f  £ £ V f o r  w hich , f o r  each i ,  E ,. has no d i s c o n t i n u i t i e s  a t  th e  % l
p o in t s  o f  an a t  most c o u n tab le  s e t  o f  r e a l  numbers which has no f i n i t e
l i m i t  p o in t s  and which cou ld  th e r e f o r e  (and w i l l )  be th e  s e t  o f  f i x e d  atoms
o f  a s u i t a b l e  m ^ v ar ia te  p o in t  p ro c e s s .  I f  th e  convergence o f  G^t^,] to
G[^] occurs f o r  a l l  E, e V th en  th e  c o n t in u i t y  req u ire m en t  (4.3)  i s ,
o f  c o u r s e ,  u n n e c e ssa ry .  I t  i s  only  needed  t o  ensu re  t h a t  G[£] i s  d e f in e d
a.
f o r  a l l  £, e V in  a manner c o n s i s t e n t  w ith  th e  u s u a l  p r o p e r t i e s  o f  p . g . f l s .  
P r o o f . The n e c e s s i t y  fo llow s  from Theorem 4.5.
S u f f i c i e n c y .  Take £ . ( t )  = 1 -  Z2! (1- z . . ) X a ( t )  as in  Theorem 4.4
>1
b u t  w i th  no f ix e d  atoms o f  N on th e  b o u n d a r ie s  o f  th e  A. ( j  = l , 2 , . . . , m ) .
a J
Then, G [£] i s  th e  p . g . f n  o f  th e  co r re sp o n d in g  f i d i  d i s t r i b u t i o n  and n a»
converges  as n -► 00 to  G[£] which by th e  assumed c o n t in u i t y  (4 .2 )  must
nj
be a p ro p e r  p . g . f n .  Thus f o r  E, £ V_(N), G[£] i s  a p . g . f n .  Using th e
O/ b  %  a*
assumed c o n t in u i t y  (4 .3 )  and th e n  (4 .2 )  ag a in  we f i n d  t h a t  G[E ,] i s  a
%
p . g . f n  f o r  a l l  £ £ Vc . Theorem 4 .4 (a )  now g u a ra n te e s  th e  e x i s t e n c e  o f  A b
a unique p o i n t  p ro c e ss  N* whose p . g . f l  G* a g ree s  w i th  G a t  l e a s t  fo r
'w
E, £ V . In  p a r t i c u l a r  the  s e t s  o f  f ix e d  atoms o f  th e  r e s p e c t iv e  p ro c e s s e s'\I b
N* and N must c o in c id e .  Then n e c e s s i t y  o f  th e  p r e s e n t  theorem  shows 
% A
t h a t  G [£] -* C-*{E, ] f o r  E, £ V(N*) = V(N) and, s in c e  we a l re a d y  have
a % a A A
G [F] -+ G[f ] f o r  E 0  V(N), we must have G[f ] = G*[r] f o r  a l l  E, £ V(R).
n  A  A  A  % A  %  A  A
Hence by c o n t i n u i t y ,  G[^] = G*[£] f o r  a l l  E, £ V i . e .  G i s  th e  p . g . f l
o f  N*. 
a
4.5 Independence
As m ight be e x p ec ted  th e  n o t io n  o f  independence f o r  m u l t i v a r i a t e  p o in t  
p ro c e s s e s  ( s e e  § 1 .3 )  can be r e p h ra s e d  in  term s o f  p . g . f l s .  The b a s i c  r e s u l t  i s  
c o n ta in e d  in
59§U. 5
Theorem The joint p.g.fl of two multivariate point processes is the
product of their respective p.g.fls iff the two point processes are 
independent.
Proof. Consider N.-----  %i
(1) ,.(kid i g ' ,... ,n . ) i = 1,2 and let
Gi[^  > km («i*— £ v 





he the p.g.fl of
a a
T T  2 ff ||£ V 11 if a/-
)
C. M  II 11 tv
our notation V.
(kJ (k,)v„ 1 , n e v„ 2
If N-al and N0 a2
a %
G[$ ] = Gl U ] < W (5.1)
by a standard result for p.g.fns of independent random vectors. Approximating
(kJ (k )
arbitrary'- t, £ V by suitable monotonic increasing sequencesa a«
of simple functions and using Theorem l+.2(ii) we find that (5.l) holds
r (k-,) (kp)for all £ e V 1 and n e V d . a-
Tlie converse is obvious. *'*
This result can clearly be extended by induction to give a similar 
result for any finite number of multivariate point processes. Two cases of 
special interest arise.
Corollary 1 The component processes of an m-variate point process N are-------- i--- ^
independent iff the p.g.fl of N is the product of the p.g.fls of thea
respective component processes.
For example, returning to the m-variate p.g.fl given by (3.1) it is 
now easy to see from (3.2) that the marginals are independent (Poisson) 
processes.
Corollary 2 The p.g.fl of the superposition of a finite number, s, of 
independent m?-variate point processes is G^[£] where G.. [^ 3
a a
p.g.fl of the ith process (i = l,2,...,s).
is the
In the univariate case, for almost surely finite processes, 
this last result was proved by Harris (1963) using his version of 
'Theorem h.h.
5. INFINITELY DIVISIBLE MULTIVARIATE POINT PROCESSES
5 .1  I n t ro d u c t io n
I t  i s  n a tu r a l  t h a t  th e  concep t o f  i n f i n i t e  d i v i s i b i l i t y  sh o u ld  p rove 
a t  l e a s t  as i n t e r e s t i n g  f o r  p o in t  p ro c e s se s  as i t  does f o r  o th e r  ty p es  o f 
random elem en ts  ( B i l l i n g s l e y ,  1968). The s tu d y  o f  i n f i n i t e l y  d iv i s i b l e  
( i n f .  d i v . ) p o in t  p ro c e s se s  ( in  R^) appea rs  to  have been  i n i t i a t e d  
in d e p e n d e n tly  by M atthes (1963a) and Lee (196U) (p u b lish e d  in  Lee, 1967).
In  K e rs ta n  and M atthes (l96U a, 1969a) th e  e a r ly  work o f  M atthes was e x te n d e d , 
and g e n e ra l iz e d  to  marked p o in t  p ro c e s s e s .  They have co n s id e re d  some 
o th e r  s p e c ia l  problem s in  K e rs tan  and M atthes (1965b) and M atthes (1 9 6 9 ). 
N aw rotzki has ex ten d ed  many o f  K e rs tan  and M atthes* r e s u l t s  beyond th e  realm  
o f  p o in t  p ro c e s se s  e .g .  to  i n f .  d iv .  random m easures in  N aw rotzki (1 9 6 8 ). 
Goldman (1967a) has shown t h a t  most o f th e  id e a s  o f  K e rs tan  and M atthes 
(1961+a) a re  r e a d i ly  a p p l ic a b le  to  i n f .  d iv . p o in t  p ro c e s se s  in  Rn .
Some s p e c ia l  i n f .  d iv . p o in t  p ro c e s se s  ( in  R"*-) have been c o n s id e re d  by 
Lee (1 9 6 8 ). R e c e n tly , W e s tc o tt ( 1971a) has d e te rm in ed  th e  c a n o n ic a l 
form  f o r  th e  p . g . f l  o f  an i n f .  d iv .  p o in t  p ro c e ss  in  R^.
A pparen tly  th e re  has been no e x p l i c i t  s tu d y  made o f  i n f .  d iv . 
m u l t iv a r ia te  p o in t  p ro c e s se s  ( in  R~) though many g e n e ra l r e s u l t s  can 
be deduced from th e  work o f  K e rs ta n  and M atthes (l96U a) f o r  marked p o in t  
p r o c e s s e s .
This c h a p te r  i s  d evo ted  to  i n f .  d iv .  m u l t iv a r ia te  p o in t  p ro c e s se s  th e  
main to o l  in  our s tu d y  b e in g  th e  m u l t iv a r ia te  p . g . f l .  F i r s t ,  we o u t l in e  
some r e s u l t s  abou t th e  f i d i  d i s t r i b u t io n s  o f  such p ro c e s s e s .  Then we g ive 
a c o n s tru c t iv e  d e r iv a t io n  o f  th e  c a n o n ic a l form o f th e  p . g . f l  o f  an i n f .  
d iv .  m u l t iv a r ia te  p o in t  p ro c e s s .  We n e x t c o n s id e r  P o isso n  c l u s t e r  p ro c e s s e s ,  
th e  random ly t r a n s l a t e d  b i v a r i a t e  P o isso n  p ro c e s s ,  and more g e n e ra l i n f .  d iv . 
b i v a r i a t e  P o isso n  p ro c e s s e s .  Though e s s e n t i a l l y  s im p le  to  s p e c ify  ( th ro u g h
6 l
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t h e i r  p . g . f l s )  p ro c e s se s  o f  t h i s  l a s t  g e n e ra l ty p e  do n o t seem to  have been 
c o n s id e re d  b e fo re .  They a ls o  en ab le  us t o  answer some q u e s tio n s  r a is e d  
by Cox and Lewis (197C ). C onnections a re  made w ith  r e c e n t  work by Newman 
(l9 7 0 ) and M ilne and W e s tc o tt (1972) on a new c la s s  o f  u n iv a r ia te  p o in t  
p ro c e s s e s .  F in a l ly ,  we ex p re ss  convergence in  d i s t r i b u t i o n  fo r  i n f .  d iv . 
m u l t iv a r ia te  p o in t  p ro c e s se s  in  term s o f  a s p e c ia l  convergence o f th e  
c o rre sp o n d in g  K.L.M. m easu res.
5 .2 .  D e f in it io n s  and C anon ica l Forms
We s h a l l  c a l l  an m -v a r ia te  p o in t  p ro c e ss  and i t s  p . g . f l  G[£j
Or
( i n f .  d iv . )  i f ,  f o r  each p o s i t i v e  i n t e g e r ,  n ,  th e re
e x i s t s  an m -v a r ia te  p . g . f l ,  G [ 6 ] ,  such t h a t* * n 3
GU!  = ( G [£] )n . ( 2 . 1 )“U n 'x,
B efo re  in v e s t ig a t in g  e q u iv a le n t  d e f in i t i o n s  o f i n f .  d iv . f o r  m -v a r ia te
p o in t  p ro c e s s e s ,  and as an a id  to  u n d e rs ta n d in g  such p ro c e s s e s ,  we r e c a l l
some r e s u l t s  f o r  m u l t iv a r ia te  d i s t r i b u t i o n s .
A m u l t iv a r ia te  d i s t r i b u t i o n  on v e c to rs  k e Zm and i t s  p .g . f n  ib(z)
a» O/
a re  c a l le d  i , c l L V ' U > Z b Z z  ( i n f .  d iv . )  i f ,  f o r  each p o s i t i v e  in te g e r
n , th e re  e x i s t s  a m u l t iv a r ia te  p .g . f n  ip ( z) such th a t
n %
\ p (  z) = [i|; ( z) ]n . (2 .2 )
n  >\j
The fo llo w in g  lemma c h a r a c te r iz e s  th e  c la s s  o f  i n f .  d iv .  p .g . f n s .  
Goldman (1967a) s t a t e s  t h a t  th e  r e s u l t  i s  w ell-know n (se e  a ls o  K ers tan  and 
M atthes , 196Ua, 1965a) and , though an e x p l i c i t  p ro o f  does n o t appear in  th e  
l i t e r a t u r e ,  i t  co u ld  be deduced from  more g e n e ra l  r e s u l t s  f o r  i n f .  d iv . 
random v e c to rs  ( e .g .  Levy, 1937a, p . 2 l k  f f . ) .  However, as Goldman 
s u g g e s ts ,  i t  may be p roved  d i r e c t l y  by g e n e r a l iz a t io n  o f th e  argum ent fo r  
th e  u n iv a r ia te  case  on p . 290 o f F e l l e r  (1 9 6 8 ).
Lemma 5 .1  An i n f .  d iv . m u l t iv a r ia te  p .g . f n  ip(z) can always be e x p re sse d
in  th e  form
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\l;(z) = ex p { a[n (z ) -  l ] }  (2 .3 )
a- ^
w here 06 i s  a  n o n -n e g a t iv e , f i n i t e ,  r e a l  number and H(z) i s  a m u l t iv a r ia te
'X i
p .g . f n .  This r e p r e s e n ta t io n  can he made un ique by r e q u ir in g  t h a t  IT(0) = 0%
when 4>(z) % 1 ( in  w hich case  a ls o  a  > 0) and t h a t  II(0) = 1 , a  = 0 
when 4>(z) = 1.
Hie m arg in a l d i s t r i b u t io n s  o f  th e  d i s t r i b u t i o n  d e f in e d  by (2 .3 )  a re
in  g e n e ra l compound P o is so n . I f ,  how ever, th e  d i s t r i b u t i o n  (7r(k)}
a,
i s  c o n c e n tra te d  on th o se  v e c to rs  k e Z1^  f o r  w hich f o r  each i ,  k. i s% 0 l
e i t h e r  0 o r 1 , th e n  a l l  th e  m a rg in a ls  w i l l  be sim ple  P o is so n . Such
m u l t iv a r ia te  P o is so n  d i s t r i b u t io n s  have a lso  been shown (Dwass and T e ic h e r ,
1957) to  be th e  only  i n f .  d iv .  m u l t iv a r ia te  d i s t r i b u t io n s  (on v e c to rs
k £ Zm) w ith  s im p le  P o isso n  m a rg in a ls . The a s s o c ia te d  random v e c to rs  
%
always have a r e p r e s e n ta t io n  w ith  a d d i t iv e  random 2.t<zm<lvtfA in  coirmon 
( e .g .  see  F is c h e r ,  1933; E ag leson  and L a n c a s te r ,  1967). In  th e  b i v a r i a t e  
case  we o b ta in  a conAoJLaXad bivasiiato. Poibbon dib&LibuXÄ,0'/i (C am pbell, 1934; 
H o lg a te , 1964) w ith  p .g . f n
X1 X24<(z1 , z2 ) = E{z1 = exp{a10( z 1- l ) + a 01(z 2- l ) + a 11( z 1z2- l ) }  (2 .4 )
w here = a  ?r( ( i  , j )) i , j
r e p r e s e n ta t io n  i s
0 , 1 .
h = ho + hi
X = 2 h i + hi
Here th e  random elem en ts  in  common
where th e  have in d e p en d en t P o isso n  d i s t r i b u t i o n s  w ith  r e s p e c t iv e
p aram e te rs  a . ..
i j
I f  {rr(k)} i s  c o n c e n tra te d  on th e  v e c to rs  k . e .  (k e Z) , th e n  i t  
i s  obvious t h a t  th e  m a rg in a ls  a re  in d e p e n d e n t.
As an example we now c o n s id e r  a s t a t i o n a r y ,  co m ple te ly  random, m -v a r ia te
p o in t  p ro c e ss  N and show t h a t  i t s  o n e -d im en s io n a l d i s t r i b u t io n s  have th e
form ( 2 . 3 ) .  L et i j j(z ; t)  = w here by z^ we mean z ^ z J h . . z  m
Y a. 1 % 1 2 ml 'u
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From th e  s t a t i o n a r i t y  and the complete random ness, i t  i s  easy  t o  see  t h a t  
^ s a t i s f i e s
ip( z ; t+ T ) = i p ( z ; t ) i [ i ( z ; T ) .  (2 .5 )
°u 'Xj 'Xj
Thus, f o r  a l l  p o s i t i v e  i n t e g e r s  n ,  we have
z ; t )  = [ip( z ; z-) ]% <\j n
i . e .  ip i s  an i n f .  d iv .  p . g . f n .  Now, from Lemma 5 .1  ip must have the
compound P o isso n  form (2 .3 )  w ith  a = a ( t )  = At f o r  some r e a l  \  e [0,«>)
( s in c e  from ( 2 .5 )  a ( t+ x )  = a ( t )  + a (x )  and a ( t )  i s  monotonic "because
p ( 0 ; t )  i s ) .  Hence 
n-
\p(z;t)  = exp{ At[ Il( s ) - l ]  } (2 .6 )% %
where e x c lu d in g  t r i v i a l  cases  we must have A e (0,oo) and ]l(0) = 7t(C) = 0.
a. n,
Obviously u s in g  com plete randomness we can now re c o v e r  a l l  th e  f i d i  d i s t r i b ­
u t io n s  o f  th e  p ro c e s s .  C onverse ly ,  by g e n e r a l i z a t i o n  o f  th e  argument on 
p .35  o f  K hinchin  (1955) i t  i s  easy  to  see  t h a t ,  f o r  any g iven  A and
{'iT(k) }, we can c o n s t r u c t  a s t a t i o n a r y ,  com ple te ly  random, m -v a r ia te  p o in t  a«
p ro c e ss  w ith  (2 .6 )  as th e  p . g . f n  o f  i t s  o n e -d im en s io n a l  d i s t r i b u t i o n s .
Completely random u n i v a r i a t e  p o i n t  p ro c e s s e s  have been s tu d ie d  in  d e t a i l  by
K hinchin  (1 9 5 6 a) ,  and F ie g e r  ( 1965) .  For a  l u c i d  account o f  com ple te ly
random measures see  Kingman ( 1967) .
From ( 2 . 6 ) ,  i t  i s  e a s i l y  shown t h a t  ]T( z) i s  th e  p . g . f n  o f  th e  group
%
s i z e  d i s t r i b u t i o n  (see  §2 .2  and M i n e ,  1971) o f  th e  p r o c e s s .  Under m a rg in a l
o r d e r l i n e s s  i t  i s  obvious ( s e e  §2 .2 )  t h a t  7t ( k )  = 0 i f  any k. 4 0 ,  1n, 1
and c o n v e rse ly .  The component p ro c e s s e s  o f  N a re  th en  (s im p le )  P o is so n
' \ i
p ro c e s s e s  b u t  in  g e n e ra l  need  n o t  be in d e p e n d e n t .  In  th e  b i v a r i a t e  case 
we o b ta in  a CLOfUiQ,touted bivoJvicvtd VoÄJ>&on. pA.0C£AA (§ 1 .3 )  f o r  which we can 
g ive  an obvious i n t e r p r e t a t i o n  in  term s o f  random elem ents  ( p o in t  p ro c e s s e s )  
in  common. S i m i l a r l y ,  s t r o n g  o r d e r l i n e s s  im p l ie s  7r(k)  = 0 i f  k 4 e .
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f o r  some j  = 1 , 2 , . . . , in and c o n v e rs e ly .  I n  t h i s  case th e  (s im p le )  P o isson
components o f  N a re  in d e p en d en t .  As we s h a l l  see  l a t e r ,  t h i s  r e s u l t  i s  
%
t r u e  o f  a l l  i n f .  d iv .  m -v a r ia te  P o is so n  p ro c e s s e s .
Our n e x t  r e s u l t ,  a l re a d y  fo reshadow ed, g ives  th r e e  e q u iv a le n t  d e f i n i t i o n s  
o f  i n f .  d iv .  f o r  m -v a r ia te  p o i n t  p r o c e s s e s .  In  p a r t i c u l a r  i t  shows t h a t  
a s t a t i o n a r y ,  com ple te ly  random, m -v a r ia te  p o i n t  p ro c e ss  i s  an i n f .  d iv .  
m -v a r ia te  p o in t  p r o c e s s .  F i r s t  we need a d e f i n i t i o n .  The p ro c e sse s   ^
i  = l , 2 , . . . , s  ; n = 1 , 2 , . . .  w i l l  be c a l l e d  unL^ osurnZy <X6ymptot^icathj 
ne.g£tgZb£e. ( u . a . n . )  ( c f .  Lee, 1967) i f  f o r  a l l  bounded i n t e r v a l s  I
max [ l  -  p . ( 0 ; I ) ] 0
l< i< s  11,1
as n -»- <».
----- n
Theorem 5 .1  The fo l lo w in g  c o n d i t io n s  a re  e q u iv a le n t :
(a )  N i s  an i n f .  d iv .  m -v a r i a te  p o in t  p ro c e s s ;
(b) A l l  th e  f i d i  d i s t r i b u t i o n s  o f  N a re  i n f .  d iv .  d i s t r i b u t i o n s ;
(2 .7 )
%
(c )  There e x i s t s  a t r i a n g u l a r  a r r a y  {N .} w i th  s = n and f o r  whicha>n,i n
th e  p ro c e s s e s  i n  each row a re  i d e n t i c a l l y  d i s t r i b u t e d  (as w e l l  as independen t)
and such t h a t  N has th e  same d i s t r i b u t i o n  as E? _ N . ;^ i= l  ^ n , i 5
(d) There e x i s t s  a t r i a n g u l a r  a r r a y  o f  u . a . n .  m -v a r i a te  p o i n t  p ro c e sse s
s
such t h a t  N = E .n , 11 . +  U as nan  i = l  /\,n ,i a,
P r o o f . Using th e  d e f i n i t i o n s  i t  i s  a lm ost t r i v i a l  t h a t
(a) <=> ( b ) ,  (a) <=> ( c ) ,  and (c )  <=> ( d ) .
I t  fo llow s from (d) and ( 2 . 7 ) t h a t  th e  ( p a r t i t i o n e d )  random v e c to r  
(N(A ) ;  N( A0 ) ; . . .  ; N( A ) ) ,  where s i s  a p o s i t i v e  i n t e g e r  and th e  A . 's
*\j JL d . V/ S
are  bounded B o re l  s e t s ,  i s  th e  l i m i t  o f  th e  row sums o f  a t r i a n g u l a r  a r ra y  
o f  u . a . n .  random v e c t o r s .  H ence, by a r e s u l t  which appears  to  be w ell-known 
(Goldman, 1967a; F e l l e r ,  1966, p . 173-10 th o u g h , so  f a r  as I  know, n ever  
e x p l i c i t l y  p ro v e d ,  th e  random v e c to r  (W( A^) ; . . . ;N( Ag )) has an i n f .  d iv .  
d i s t r i b u t i o n  i . e .  (b)  h o ld s .
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The e q u iv a le n c e  o f  ( b ) ,  (c )  and (d) was p roved  fo r  u n iv a r i a te  p o in t  
p ro c e s se s  in  R by M atthes ( 1963c.) and in  R by Goldman (1 967a).
I ia tth e s  assumed s t a t i o n a r i t y  as d id  Goldman in  h is  d e f in i t i o n  o f  an i n f .  
d iv . p o in t  p ro c e ss  though h is  theorem  was o b v io u sly  t r u e  more g e n e ra l ly .
In  view o f  Theorem 5 .1 (b )  and th e  c a n o n ic a l form (2 .3 )  f o r  an i n f .  
d iv . m u l t iv a r ia te  p . g . f n ,  i t  i s  p e rh ap s n o t s u r p r i s in g  th a t  we can o b ta in  
a  c a n o n ic a l form f o r  an i n f .  d iv .  m u l t iv a r ia te  p . g . f i .  L a te r  we s h a l l  
in d ic a te  th e  co n n ec tio n  betw een th e  two more p r e c i s e ly .  The fo llo w in g  
theorem  p re s e n ts  a c o n s tru c t iv e  approach to  th e  c a n o n ic a l form f o r  an 
i n f .  d iv . m u l t iv a r ia te  p . g . f i .  In  th e  u n iv a r i a te  case  th e  r e s u l t i n g  
form o f th e  p . g . f i  and p r o p e r t i e s  o f  th e  d e r iv e d  K , L . M ,  m & a 6 L U i&  P a re  
a lre a d y  known ( c f .  K e rs tan  and M a tth es , 196^a, 19b5a, whose P m easure was 
a lso  d e r iv e d  f o r  t h e i r  marked p o in t  p ro c e s s e s ;  Lee 1967 , 1968; W e s tc o tt ,  
1971a) b u t  th e  p r e s e n t  ap p ro ach , as w e ll  as b e in g  la rg e ly  in d ependen t 
o f argum ents b a sed  d i r e c t l y  on th e  f i d i  d i s t r i b u t io n s  o f  th e  p ro c e s s ,  
seems more u n i f i e d .
Theorem 5 .2  An i n f .  d iv .  m -v a r ia te  p . g . f i  G[Jj] i s  always e x p re s s ib le  
in  th e  form
m
[exp E
OK-{0)} i = l
where P i s  a n o t n e c e s s a r i ly  t o t a l l y  f i n i t e  m easure on r s a t i s f y i n gK
P{N(A) > 0 } < 03 fo r  a l l  bounded in t e r v a l s  A (2 .9 )
and
4*
P ( 0 } = 0. (2 .1 0 )
P
C o n v erse ly , f o r  any such P , th e  f u n c t io n a l  G[£] d e f in e d  by (2 .8 )  i s  
an i n f .  d iv . p . g . f i .
The co rrespondence  th u s  s e t  up betw een P and P i s  a one-one
mapping o f  th e  s e t  o f  a l l  i n f .  d iv . p r o b a b i l i t y  m easures on FT, on to  th eiv
G[£] = ex p { /
'X t
j  lo g  ( t ) i r l j ( d t ) - l ] p ( d K ) }  £ e V (2 .8 )
1  O/ O.
t 0
P
h e re  deno tes th e  empty m -v a r ia te  r e a l i z a t i o n .
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set of all measures on F_ satisfying (2.9) and (2.10).
Proof. For the present we exclude the trivial case G[^]= 1.
Let us assume that F £ V and all its components are equal to unityw
outside the hounded interval A. (This is no real restriction since there
are only a finite number of £^’s each of which is equal to unity outside
a bounded interval.) For this proof we use to denote the set
{£ E V : £ = 1 outside A}. Let 
% % %
5z(t) = 1 - (l-z)xA(t)
and
F C .1 with n components.
%
Then G[£L] = P{n (a ) = o} > 0, for otherwise (G[£„] ) ^ J' n the constant a/0 -uU
term in the p.g.fl (actually a p.g.fn) G[£ ] would equal zero and hencez
so would those P{N(A) = £} for which the non-negative integer £ satisfied
0 < £ < n. By monotonicity G[£] > 0, and hence (Get]) 1 as% %
n for all £ such that G[£] is well-defined and so at least forn, n»
£ E V. It follows that, for t, £ Vw f\j a  ,
1 1 1 1 T
log G[£] - log Gt^0] G[E.]n - G[^0]n + o(G[£]n-l) + o(G[£0P-l)
- lo8 G[£o] 1 - a[ko]1/n + o(G[%c]1/n - 13 
1 1
= (G[^]n - G[^3n) (1 + o(l))
(1 - G[^0]i/n) (1 + o(l))
I 1
G [ d n - G[r ]n
- lim — *-------
n-x» i _ G[^_ ]X/n
(2.11)
Now for each n and A 
1 1 
a[ a f  - Gt y °
1 - G[io]1/n
l l




i s ,  by c o n s u r u c t io n , a p . g . f l  co rre sp o n d in g  to  an m -v a r i a te  p o in t  p ro cess  
^ (say )  on A and th e  L.H.S. o f  ( 2 .1 l )  i s  th e  l i m i t  o f  a sequence 
o f  such p . g . f l s .  By Theorem 4 .6 ,  because  t h i s  L.H.S. i s  con tinuous  ( s in c e  
Gte] i s )  f o r  sequences £^r' ^ ( t )  -> 1 p o in tw ise  and such t h a t  e V
A, O r \ j  A,
( m )and th e  £ . v an ish  o u ts id e  a common ( i . e .  f o r  a l l  m) bounded i n t e r v a l ,  
i t  i s  th e  p . g . f l  o f  an m -v a r ia te  p o in t  p ro c e s s  on A, Q ( s a y ) ,  which 
i s  th e  l i m i t  i n  d i s t r i b u t i o n  o f  th e  That i s ,  th e  L.H.S. o f  ( 2 .1 l )
has th e  form
m / .  s
/  [exp z  I  log  r . ( t )  r i ; ( d t ) ]  Q ( dll)
Slyr i = l  ^
where E, £ V and Q. i s  a p r o b a b i l i t y  measure on , th e  o - f i e l d
r\j A A &
g e n e ra te d  by a l l  s u b s e ts  o f  o f  th e  form
{N(A. ) = k . ;  i  = 1 , 2 , . . .  , s } (2 .1 2 )o l  oi
where s e Z, k. £ Z , and th e  s e t s  A. a re  a l l  c o n ta in e d  in  A.
0,1 1
Thus , we f i n a l l y  o b ta in  f o r  E, £ V.
o A
m / • \
G[f]  = exp{ / [exp{ 2 /  lo g  6 ( t )  NU j (d t) J - l ]P  (dN)} (2 .1 3 )
% Qk i=i 1 A ^
where P^( . )  i s  d e f in e d  by
? a(H) = -  lo g  G[^0 ].Q a (H)
f o r  a l l  s e t s  H in  th e  o - r i n g  g e n e ra te d  by th o se  s u b s e ts  d e f in e d  by
(2 .1 2 )  f o r  which k. 4  0  f o r  some i  = l , 2 , . . . s .  From ( 2 . 1 3 ) ,  i t  i s  o i o
c l e a r  t h a t  th e  v a lu es  o f  P on th e  rem a in ing  s e t s  in  p f /   ^ a re  im m a te r ia l .A K
We n o te  t h a t  th e  f o r  d i f f e r e n t  A 's  must obey c e r t a i n  c o n s is te n c y
c o n d i t io n s  because  C-[tj] f o r  E, e V i s  an m -v a r ia te  p . g . f l .  Taking
o o
6 £ V. and any bounded i n t e r v a l  B D  A we see  t h a t  
o A
P ( dll) .A %
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H ence,
Pß{N(A) > 0} = Pa(N(A) > 0} = -  lo g  G[£q ] < oo (2 .1U)
because  G[£k] > 0. A lso ,  f o r  £ 4 £~,
O iU  Oj Oj G
m / - \ m / . \
/  [exp £ /  lo g  £. ( t ) N U ' ( d t )  ]P (dN)=/ [exp l  /  lo g  £ . ( t ) i :  1 ( d t ) ] P  ( dll) .
i = l  1 B ^  ' i = l  1 A *
Nov, t a k in g  E, e V. t o  be a s im p le  fu n c t io n  such t h a t  £ ^ E_, we f in d  
% A % f\j\)
t h a t  P (H) = P ( H) f o r  a l l  H £ G ..  Then f o r  each s > 0 and bounded B A A
i n t e r v a l  A Z > ( - s , s )  we d e f in e  a  f i n i t e  (by (2 , lU ) )  measure P o ( . )  on
r U )  ,
fk hy
PA)S{.} = P t ( { .}  n { H (- s ,s )  > 0 } ) .
From above , f o r  bounded i n t e r v a l s  B r?A, P_, i s  an e x te n s io n  o f  P„B ,s  A,s
from Ft-A  ^ t o  f! B ) . Thus, u s in g  th e  f i n i t e n e s s ,  we can no rm alize  andk K
e i t h e r  use  th e  methods o f  §6 o f  Moyal ( 1962) ,  o r  observe t h a t  th e  s ta n d a rd
c o n s is te n c y  c o n d i t io n s  ( 1 . 2 . l ) - ( 1 . 2 . 5 ) a re  o b v io u s ly  s a t i s f i e d  and apply
th e  b a s i c  e x te n s io n  theorem  f o r  m -v a r ia te  p o in t  p ro c e s s e s  (s e e  Moyal, 1962;
N aw ro tzk i, 1962; Theorem l . l ) ,  to  deduce th e  e x is te n c e  o f a un ique e x te n s io n
P ( . ) ,  d e f in e d  on Kr , w hich ag ree s  w ith  P A on F -l^  f o r  each  A.s K A ,s K
Taking th e  supremum over s o f  th e  measure P ^ ( . )  and u s in g  th e  f a c t  t h a t
i t  i s  monotone n o n -d e c re a s in g  as a f u n c t io n  o f  s le a d s  t o  a unique measure
P on Ft/ which o bv ious ly  s a t i s f i e s  (2 .1 0 )  and , by ( 2 . lU ) ,  s a t i s f i e s  ( 2 . 10) .
Now, s in c e  P( . )  i s  an e x te n s io n  o f  P ( , ) ,  (2 .1 3 )  shows t h a t  G[e ]A %
i s  g iv en  by (2 .8 )  f o r  E, £ V. By (2 .10 )  th e  i n t e g r a l  in  ( 2 .8 )  can be 
ta k e n  over ^  -  {0 }.
When g [£]  = 1 we s e t  P ( f ) = 0 f o r  a l l  F £ Fv and f in d  t h a t  th eiv
r e p r e s e n t a t i o n  ( 2 . 8 ) i s  v a l i d  t r i v i a l l y .
For th e  c o n v e rse ,  we f i r s t  n o te  t h a t  in  th e  u n i v a r i a t e  case  W estco tt  
( 1971a) has shown t h a t ,  g iven  any measure P on Fß s a t i s f y i n g  (2 .9 )  and 
( 2 .1 0 ) ,  th e  f u n c t i o n a l  d e f in e d  by (2 .8 )  (w ith  m = l )  i s  a p . g . f l .  A
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similar approach in the m-variate case using Theorem 4 guarantees 
that (2.8) defines an m-variate p.g.fl. For, C[t>] clearly reduces to
r\j
the p.g.fn of a compound Poisson distribution when each component of
E, £ V is a simple function. By dominated convergence and (2.9) t<re cana,
easily deduce continuity of G[£] for functions , £ e V and such
that the e}'1  ^ t E, as n -► <» and satisfy Theorem 4.2(ii). Thus, by 
^ a,
Theorem 4.U, G[£] is an m-variate p.g.fl and it is obviously inf. div. **%
As we have noted in the last part of the above proof, the fidi 
distributions of an inf. div. m-variate point process have a compound 
Poisson form. Lemma 5.1 gives this result directly. It was through the 
coefficients in the exponents of these fidi distributions that previous 
authors (e.g. Kerstan and Matthes, 196Ua) defined their measure P. We 
feel that in many ways the present approach through p.g.fls is more natural. 
Certainly, for example, the consistency is more easily seen than in the 
direct approach.
5.3 Some Properties and Examples
Using the canonical form (2.8) for the p.g.fl of an inf. div. n-variate 
point process we derive several properties which are essentially known in 
the univariate case.
If N = W1 + is the 4upeApoA-ition of the independent inf. div.
r\ j
m-variate point process N^, K^ then clearly
a,
(3.1)
or equivalently P„ * P.T = P_T + PTiT (cf. Kerstan and Matthes, 196Ua;fll $2 /Si fc
Goldman, 1967a). Conversely, if N is inf. div. and (3.l) holds for somea»
m-variate point processes ^  and then, by Tlieorem 4.7, these processes
must be independent as well as being inf. div. and r! can be represented
as their superposition.
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Though we w i l l  have occasion  t o  do s o ,  we have n o t  so f a r  r e s t r i c t e d  
o u r s e lv e s  t o  6tcutionaAy i n f .  d iv .  m -v a r i a te  p o in t  p r o c e s s e s .  However, we 
remark h e re  t h a t  an i n f .  d iv .  P on F i s  s t a t i o n a r y  i f f  th e  co r re sp o n d in g  
P i s .  This i s  most e a s i l y  seen  u s in g  th e  r e l a t i o n
G [^ ( t+ x )]  -  G [£,(t)] f o r  a l l  t e R
which i s  obv io u s ly  e q u iv a le n t  t o  s t a t i o n a r i t y .
As i s  a p p a re n t  from th e  p . g . f l  ( i+ .H .l ) ,  i t  i s  p o s s i b l e  f o r  an i n f .  
d iv .  p o in t  p ro c e ss  t o  have Citomb. D ir e c t ly  from (2 .8 )  we f in d
(3 .2 )
P(H( i ) ({x}) = 0} = e- P t e ( i ) ({ x } » 0 } i  = 1 , 2 , . . . ,m.
Im m ediately  we deduce t h a t  f ix e d  atoms o f  P are  f ix e d  atoms o f  P and
c o n v e rs e ly .  This  i s  u sed  l a t e r  when we d is c u s s  convergence q u e s t io n s .
We conclude t h i s  s e c t i o n  w ith  a b r i e f  d i s c u s s io n  o f  th r e e  s p e c i a l
ty p es  o f  i n f .  d iv .  m -v a r i a te  p o in t  p ro c e s s .
F i r s t ,  we c o n s id e r  a 4<inguZcVi VoxAAOn randomization» (Kote t h a t
Goldman, 1967a ,  c a l l e d  t h i s  p ro c e s s  a s i n g u l a r  P o is so n  m ix tu re .  We p r e f e r
th e  above te rm ino logy  which may h e lp  t o  avo id  con fu s io n  w ith  th e  mixed
P o isso n  process-G oldm an, 1967b . )  For a g iven  X > 0 and an m -v a r i a te
p o in t  p ro c e ss  N d e f in e d  by th e  d i s t r i b u t i o n  P on F , th e  s i n g u l a r  
'X j lv
P o isson  rand o m iza t io n  E p i s  d e f in e d  as th e  n - f o l d  s u p e r p o s i t i o n  o f  
N where n has a P o is s o n  d i s t r i b u t i o n  w ith  p a ra m e te r  X. I t s  p . g . f l  
i s  c l e a r l y  g iven  by
Gp [?] = exp{ \(G  [ g ] - l ) }
W , P  ^  P ^
where G_[£] i s  th e  p . g . f l  o f  N. As in  Theorem 5 .2 ,  we see  t h a t  X 
P % %
and P a re  u n iq u e ly  d e te rm in ed  by E^ p i f  P{ 0^ } = 0. The i n f .  
d i v i s i b i l i t y  o f  t h i s  p ro c e s s  i s  obvious from (3 .3 )  and c l e a r l y




I t  i s  now easy  t o  see  t h a t  an i n f .  d iv .  P d i f f e r e n t  from 60 i s
p
e x p r e s s ib l e  in  th e  form E, i f  P i s  t o t a l l y  f i n i t e  in  which caseA jt,
A = P (ß  -  {0 }) and Q = A J-D. I f  P i s  s t a t i o n a r y ,  th en  i t  i s  obvious 
1V P
t h a t  E-, i s  a l s o  s t a t i o n a r y ,  and c o n v e rs e ly .  We r e q u i r e  no f u r t h e r  
A j - :
p r o p e r t i e s  o f  such p ro c e s s e s  and r e f e r  t o  Matthes (1963a) .  K e rs tan  and
M atthes ( l9 6 E a ) ,  and Goldman ( 1967a) f o r  a more com plete d i s c u s s io n .
Of more i n t e r e s t  t o  us a re  c l u s t e r i n g  p ro c e s s e s  o f  th e  fo l lo w in g
ty p e .  An m - v a r i a te  PoZAAon dZuAtUfi ptiOCLOAb P i s  s p e c i f i e d  by a
A jQ
( u n i v a r i a t e )  P o is so n  c l u s t e r  c e n t r e  p ro c e s s  w i th  f i r s t  moment measure x ( . )
and a p r o b a b i l i t y  measure on F , Q which g ives  th e  s t r u c t u r e  o f  each
c l u s t e r .  The p ro c e s s  P, c o n s i s t s  o f  th e  s u p e r p o s i t i o n  o f  independen t
A ,0
c l u s t e r s  c e n t r e d  a t  th e  p o in t s  o f  th e  c e n t r e  p ro c e ss  which th e y  r e p la c e .
By obvious e x te n s io n  o f  th e  fundam enta l r e l a t i o n  due t o  Moyal ( 1962) and
V ere-Jones  ( 1968 , 1970 ) ,  th e  p . g . f l  o f  P. i s  g iv e n  by
A,Q
Cxp [£] = exp /  {g [ t ] - l } A(dt)  ( 3 . 5 )
~ A,Q ^  ^
where G [ 6 | t ]  i s  th e  p . g . f l  o f  th e  c l u s t e r  which a r i s e s  from a c e n t re
a t  t .  We see  t h a t
m / . \
G [ 6 | t ]  = /  e x p [ £ /  l o g  P. ( u + t ) R U ; (du)]Q{cLN}
% o  -1 = 1 1 ^
m /  . x
= /  exp[ Z /  lo g  £ . ( u ) i r  ; (du)]Q{a(T.I! )}  
i = i  1 K
where T,K -- { [ t . - t , k .  ] : i e l }  as u s u a l .  Assuming t h a t  th e  p . g . f l  (3 .5 )
TA , 1  1
i s  w e l l - d e f in e d  in  th e  sen se  t h a t  th e  te rm  in  th e  exponent i s  f i n i t e  f o r
6 £ V t h i s  im p l ie s  t h a t
( ‘ )
G [?]  = exp /  [exp j Z /  lo g  £. (u)N U ' ( du) } - l ]  /  Q{d(T.H) } x ( d t ) . 
A,Q ^  ^  i = l  E W
S ince  a P o is so n  c l u s t e r  p ro c e s s  i s  c l e a r l y  i n f .  d iv .  th e  c a n o n ic a l  form
(2 .8 )  shows t h a t
6-, d e f in e d  by £ (0  ) = 1
V 0 pP p
m -v a r i a te  r e a l i z a t i o n .
a s s ig n s  a l l  i t s  mass t o  th e  empty
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P, r,(H) = /  Q{T,IT : N £ H }A (dt), where H £ F„. (3 .6 )
A 9 H  p  f \ j  ly-
T hus, from p ro p e r ty  (2 .9 )  o f  K.L.M. m easures we must have
/  Q{N(A+t) > 0}A (d t) < «> (3 .7 )
R
fo r  a l l  bounded in t e r v a l s  A. C o n v erse ly , i f  (3 .7 )  i s  s a t i s f i e d  f o r  some
m easures A on B and Q on F  9 th e n  we can d e f in e  an i n f .  d iv .
m -v a r ia te  p o in t  p ro c e ss  whose K.L.M. m easure i s  g iv en  by ( 3 .6 ) .  As
u s u a l ( c f .  Goldman, 1967a) Q{ 0 } = 0 w . l .g .  R earrangem ent o f  th e
P
r e s u l t i n g  p . g . f l  (p o s s ib le  b eca u se  o f ( 3 .7 ) )  shows th a t  such a p ro c e ss  i s  
a P o isso n  c l u s t e r  p ro c e s s .  We n o te  t h a t  our e x is te n c e  c o n d itio n  (3 .7 )  i s  
j u s t  t h a t  o b ta in e d  by M atthes (1 9 6 3 a )9 Goldman (1 9 6 7 a), and W estc o tt ( 1971b) 
who used  methods w hich d id  n o t depend d i r e c t l y  on th e  i n f .  d i v i s i b i l i t y  
o f th e  p ro c e s s .  W es tc o tt gave a s im p le r  p ro o f  o f  th e  r e s u l t  o f  M atthes and 
Goldman which had  been  o b ta in e d  a f t e r  s e v e r a l  a p p l ic a t io n s  o f  th e  B o re l-  
C an te  H i  lemmas .
F in a l ly ,  fo r  c o m p le te n ess , we c o n t r a s t  th e  above ty p e  o f c lu s t e r in g  
model w ith  one in  w hich th e  c l u s t e r  c e n tre  p ro c e ss  i s  a m u l t iv a r ia te  p o in t  
p ro c e s s .  A gain , we re p la c e  each  c l u s t e r  c e n t r e ,  in d e p e n d e n tly  o f  each 
o th e r  c e n t r e ,  by a c l u s t e r  w hich in  th e  m ost g e n e ra l  s i t u a t i o n  could  
c o n s i s t  o f  p o in ts  o f  each ty p e  w ith  th e  c l u s t e r s  c o rre sp o n d in g  to  c e n tre s  
o f  d i f f e r e n t  ty p e s  p o s s ib ly  d i f f e r e n t .  O b v iously , such a p ro c e s s  w i l l  be 
i n f .  d iv .  i f  th e  same i s  t r u e  o f  th e  p ro c e ss  o f c l u s t e r  c e n t r e s .  As we 
s h a l l  meet such p ro c e s se s  a g a in  only  b r i e f l y  we do n o t go in to  f u r th e r  
d e t a i l s .
I t  i s  w orth  em phasiz ing  (se e  V e re -Jo n e s , 1970) t h a t  in  each  o f  th e se  
c lu s te r in g  s i t u a t io n s  th e  r e s u l t a n t  m u l t iv a r ia te  p o in t  p ro c e ss  w i l l  be 
s t a t io n a r y  p ro v id e d  ’ th e  p ro c e s s  o f  c l u s t e r  c e n tre s  i s  s t a t i o n a r y ,  and 
th e  p r o b a b i l i t y  s t r u c tu r e  o f  each c l u s t e r  depends only  on th e  d is ta n c e s  
from th e  c l u s t e r  c e n tre  and n o t on th e  lo c a t io n  o f  th e  c l u s t e r  c e n t r e ’ .
5.1+ Two B iv a r ia te  P o isso n  C lu s te r  P ro c e sse s
We now c o n s id e r  two s p e c ia l  s t a t i o n a r y ,  b i v a r i a t e  P o isso n  c l u s t e r  
p ro c e s s e s .  Suppose t h a t  each  p o in t  o f a s ta t io n a r y  P o isso n  ( c l u s t e r  c e n tre )  
p ro c e ss  w ith  p a ra m e te r  A i s  d is p la c e d ,  p o s i t i v e ly  o r n e g a t iv e ly ,  and 
in d e p e n d e n tly  o f  th e  o th e r  p o in ts  , to
( i )  a n o th e r  p o in t  a c c o rd in g  to  a common d isp lacem en t d i s t r i b u t io n  F( .)  ;
( i i )  two o th e r  d is t in g u is h a b le  p o in ts  ac c o rd in g  to  a common b iv a r i a t e  
d isp la cem e n t d i s t r i b u t i o n  H (• , • ) .
Thus, b o th  s i t u a t io n s  a re  g e n e r a l iz a t io n s  o f  th e  w ell-know n M/G/00 
queueing  system  (see  C hap ter 7).  In  th e  f i r s t  case  we w i l l  c o n s id e r  th e  
b iv a r i a t e  p ro c e ss  whose m a rg in a ls  a re  th e  o r ig i n a l  p ro c e ss  and th e  randomly 
d is p la c e d  p ro c e s s .  We have a lre a d y  (§1.1+) in tro d u c e d  t h i s  p ro c e ss  as th e  
fumdomZy t A c m A t c u t d d  P a d ^ A o n  p S L 0 C ( U > < 6 . In  th e  second  c a s e , we a re  in t e r e s t e d  
in  th e  b iv a r i a t e  p ro c e ss  whose components a re  th e  two random d isp lacem en ts  
o f  th e  o r ig i n a l  p ro c e s s .
The r e s p e c t iv e  p . g . f l s  o f c lu s t e r s  a r i s i n g  from  a c e n tre  a t  t  a re  th u s
( i )  ’ ^ ( t )  /  £2 (t+ x )d F (x )
( i i )  ' / /  ^1( t+ x )^ 2 ( t+ y )d x y^H (x9y)
( c f .  V e re -Jo n e s , 1968, e q u a tio n  ( l 6 ) ) .  H ence, by ( 3 . 5 ) ,  th e  p . g . f l s  o f 
th e  r e s u l t in g  s t a t io n a r y  b i v a r i a t e  P o isso n  c l u s t e r  p ro c e s se s  a re
( i )  " = exp{A /[C1( t ) / 5 2 ( t+ x ) d F ( x ) - l ] d t}  (l+ .l)
( i i )  " G„[£] = e x p { A /[ / /5 „ ( t+ x )5 „ ( t+ y )a  H ( x ,y ) - l ] d t} .
These s u b s t i tu t io n s  can be v a l id a te d  by a s im ple  m o d if ic a t io n  o f V ere- 
J o n e s ' argum ents. We see  r e a d i ly  th e  w ell-know n r e s u l t  (Doob, 1953, pp.
IfOU-T) t h a t  th e  m a rg in a l p ro c e s s e s  a re  a l l  s ta t io n a r y  P o isso n  w ith  
p a ram ete r A. Thus G ^[.] and G ^ t.]  a re  exam ples o f  p . g . f l s  o f  i n f .  d iv . 
b iv a r i a t e  P o isso n  p ro c e s se s  ( s e e  §1.1+) whose m a rg in a ls  a re  n o t in  g e n e ra l 
in d e p en d en t. Such p ro c e s se s  w i l l  be d is c u s se d  more f u l l y  in  th e  n e x t s e c t io n .
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In  th e  p r e s e n t  cases  th e  dependence, though i n t u i t i v e l y  o b v io u s , fo llo w s 
fo rrn a lly  from  Theorem 5 .6  and th e  f a c t  t h a t  th e  s u p e rp o s i t io n  o f th e  
component p ro c e s se s  i s  n o t a s im p le , b u t  r a th e r  some form  o f  compound 
P o isso n  p ro c e s s .
I t  i s  n o t  s u r p r i s in g ,  in  view o f th e  in v a r ia n c e  o f  th e  P o isso n  
p ro c e s s  u n d er random t r a n s l a t i o n ,  t h a t  th e re  i s  a s t ro n g  co n n ec tio n  
betw een th e  two models d e s c r ib e d  above. In  f a c t ,  we show by a tra n s fo rm a tio n  
t h a t  f o r  a s u i t a b le  F, G p[.] can be ex p re sse d  in  th e  form given  in  ( i ) M. 
Vie p u t
u = t+ x ,  v = y - x ,  w = x 
in  ( i i ) "  and f in d
G2 [£] = e x p { x ///C ^ 1 (u )^ 2 (u + v ) - l ]d w v H(w, v+w) du} . ( 4 . 2 )
D e fin in g
F(v) = /  d H(w,v+w) (4 . 3 )
i t  fo llo w s  e a s i l y ,  s in c e  H i s  a b i v a r i a t e  d i s t r i b u t i o n  f u n c t io n ,  t h a t  
F i s  a u n iv a r i a te  d i s t r i b u t i o n  fu n c tio n  and hence th a t  ( 4 . 2 )  i s  o f  th e  
form  ( 4 . 1 ) .  Vie s t a t e  t h i s  r e s u l t  as
Theorem 5 .3  Every p . g . f l  o f th e  form ( i i ) "  can be ex p re sse d  in  th e  form 
( i ) "  w here F i s  d e f in e d  by ( 4 . 3 ) .
T his theo rem  p ro v id e s  a p a r t i a l  i l l u s t r a t i o n  o f a g e n e ra l r e s u l t  o f 
K e rs ta n  and M atthes (1964a) w hich s t a t e s  t h a t  any P o isso n  c l u s t e r  p ro c e ss  
can be r e p re s e n te d  as a P o isso n  c l u s t e r  p ro c e ss  in  w hich th e  c l u s t e r s  a l l  
fo llo w  t h e i r  r e s p e c t iv e  c l u s t e r  c e n tre s  and th e  f i r s t  p o in t  always occurs 
a t  th e  c l u s t e r  c e n tre .  Though we do n o t go in to  f u r th e r  d e t a i l s  we 
m ention  t h a t  ( 4 . 1 )  i s  e a s i l y  tra n s fo rm e d  in t o  a form where each  c l u s t e r  
fo llo w s i t s  c l u s t e r  c e n t r e .
Vlhen K(x,y)  = L(x) L(y) , L b e in g  a u n iv a r i a te  d i s t r i b u t io n  f u n c t io n ,  
we can deduce a r e s u l t  due to  K aplan (1955 ).
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C o ro lla ry  Two s ta t io n a r y  P o isso n  p ro c e s se s  a r i s i n g  as indep en d en t 
random d isp la c e m e n ts , acco rd in g  to  th e  same d i s t r i b u t i o n  L, o f  th e  
same s ta t io n a r y  P o isso n  p ro cess  a re  r e l a t e d  as an o r ig i n a l  and a randomly 
d is p la c e d  P o is so n  p ro c e ss  fo r  w hich th e  d isp la c e m e n ts  have th e  sym m etric 
d i s t r i b u t i o n
F(v) = /  L(v+w) dL(w ).
A nother r e s u l t  due t o  K aplan (1955) i s  e a s i l y  deduced from (U .l)  
by th e  tra n s fo rm a tio n  u = t+ x  v = -x  w hich g iv es
I t  fo llo w s t h a t  th e  b iv a r i a t e  P o isso n  p ro c e s s  o f  ( i )  can be re g a rd e d  as 
a r i s i n g  from random d isp lacem en t o f  each p o in t  in  th e  second component 
p ro c e s s  a c c o rd in g  to  th e  d i s t r i b u t io n  l - F ( - ( « ) ) .  T his show s, as K aplan 
p o in ts  o u t ,  t h a t  we cannot in  g e n e ra l d is t in g u is h  on p r o b a b i l i s t i c  grounds 
w hich i s  th e  o r ig i n a l  and which th e  d is p la c e d  p ro c e ss  in  a g iven  p a i r  o f 
P o isso n  p ro c e s se s  one o f  w hich i s  known to  a r i s e  from th e  o th e r  by such 
random d isp la c e m e n t. I t  a lso  r e l a t e s  t o  a rem ark made n e a r  th e  end o f  
M in e  (19T0) (se e  a ls o  § 7 .3 ) . There i t  was p o in te d  o u t t h a t  we a re  s t i l l  
ab le  to  id e n t i f y  th e  d isp lacem en t d i s t r i b u t i o n  w ith  p r o b a b i l i t y  one g iven  
only  th e  s u p e rp o s i t io n  o f  th e  ' i n p u t '  and ’ o u tp u t ’ p ro v id e d  t h i s  
d i s t r i b u t i o n  i s  sym m etric or c o n c e n tra te d  on a h a l f - l i n e  ( [0,co) s a y ) .
R e tu rn in g  to  th e  p . g . f l  G [ • ]  we d e r iv e  th e  j o i n t  p .g . f n  f o r  th e  
numbers o f  ' i n p u t '  and 'o u tp u t ' p o in ts  in  th e  r e s p e c t iv e  i n t e r v a l s  I  , I 0 
by s e t t i n g
G1 [^] = e x p { A /[ /^ (u + v )^ 2 ( u ) d ( l - F ( - v ) ) - l ] d u } .
^i ( t )  = l - ( l - z i )xI  ( t ) ,  i  = 1 ,2 .
I t  th e n  fo llo w s e a s i l y  ( c f .  §7 .2 ) t h a t
+A( z ^ l )  ( z2- l ) /  F ( l 2- t ) d t } ( 4 .1 0
T T§5 .4
w here F ( l - t )  E F (b - t )  -  F ( a - t )  i f  I  = ( a , b ] .  (See a lso  M ilne , 19T0, 
w here t h i s  g e n e ra tin g  fu n c tio n  i s  d e r iv e d  in  a more r e v e a l in g  way from 
f i r s t  p r i n c i p l e s . )
I f  we now ta k e  1^ = ( 0 ,x ^ ] ,  I 0 = (OjX^l and s e t  z^ = z0 = 0 in  
th e  p .g . f n  ( 4 . 4 )  we o b ta in  th e  b i v a r i a t e  s u rv iv o r  fu n c tio n  fo r  th e  fo rw ard  
r e c u r re n c e  tim es Tn and T^ v i z ,
T-j
P{Ti >ti ,Tp > t2 } = expi-Ax^-Ax^+A /  [p(x0- t ) - F ( - t ) ]dt} . (4 .5)
I t  i s  c l e a r  t h a t  ( 4 . 5 )  d e f in e s  a b i v a r i a t e  d i s t r i b u t i o n  whose m arg in a ls  
a re  b o th  e x p o n e n tia l  d i s t r i b u t io n s  w ith  p a ra m e te r  X .  Such d i s t r i b u t io n s  
had  n o t appeared  in  th e  l i t e r a t u r e  p r i o r  to  th e  r e c e n t  p ap e r o f Cox and 
Lewis ( 19T0) though th e y  do a r i s e  in  a very s im ple  way. In  g e n e ra l ( 4 . 5 )  
i s  n o t a b i v a r i a t e  e x p o n e n tia l  o f  th e  form d is c u s s e d  by M arsh a ll and O lkin 
( l9 6 T a 9 190Tb). (Those d is c u s s e d  e a r l i e r  by Gumbel, i9 6 0 , and o th e rs  d id  
n o t ap p ea r cap ab le  o f  a r i s i n g  in  any n a t u r a l  w ay .) T his i s  obvious e i t h e r  
from  th e  form o f th e  s u rv iv o r  fu n c tio n s  ( e . g .  see M arsh a ll and O lk in , 196Ta, 
p .  291-2) o r from th e  b i v a r i a t e  P o isso n  p ro c e ss  c o n s id e re d  in  each  c a se .
Only when F p u ts  u n i t  w e ig h t a t  th e  o r ig in  ( i . e .  th e  p o in ts  a re  n o t 
t r a n s l a t e d )  does th e  randomly t r a n s l a t e d  P o isso n  p ro c e ss  reduce  to  a 
c o r r e l a t e d  b iv a r i a t e  P o isso n  p ro c e s s  and th e n  only  t o  a s p e c ia l  case (se e  
§ 1 .4  and M a rsh a ll and O lk in , 196Ta). S ince  M a rsh a ll and O lkin showed 
t h e i r  b i v a r i a t e  e x p o n e n tia l  to  be th e  un ique b i v a r i a t e  d i s t r i b u t i o n  w ith  
e x p o n e n t ia l  m a rg in a ls  s a t i s f y i n g  th e  req u ire m en t t h a t  r e s id u a l  l i f e  g iven 
s u r v i a l  to  a common age t  has a d i s t r i b u t i o n  in d ep en d en t o f t ,  our 
b i v a r i a t e  ex p o n en tia l. canno t have t h i s  p r o p e r ty .  This can a ls o  be v e r i f i e d  
d i r e c t l y .
F in a l ly ,  we d e r iv e  th e  b i v a r i a t e  s u rv iv o r  fu n c tio n  fo r  more g e n e ra l 
re c u r re n c e  tim es t o  show how co m p lica ted  such e x p re s s io n s  a r i s i n g  from 
t h i s  s im p le  model can become. We p u t
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T-,
A-ip = X / [F(To-t)-F(-t)]dt
0
X± = \t ± - \j2 > i = 1,2.
Then the p.g.fn (4.4) clearly gives 
P{H(1)(0,t1] = m,H(2)(0,T2]=n}
. , X m-s s .n-s min(m,n) \ \ \
exp{-(A +Ap+A )} E — --- ^----- -
s=0 (m-s)! s! (n-s)!
From this we see that the survivor function for the bivariate distribution
( m )of the time, T J , to the Mth event in the first component process and
(N)the time, Tp , to the Nth event in the second is given by
r (m ) M-l N-l mm(m,n) \ \ \
P{T M)>t Tp >t,} = exp{-(A1+X?+X1?)} Z Z Z 1 12 "
m=0 n=0 s~0 (m-s)! s ! (n-s)!
(4.6)
where A.,, A0 and A,^ are defined as above. That this is the
1  C. 1.CL
survivor function of a bivariate gamma distribution (a bivariate distribution 
with gamma marginals) is easily verified. Such bivariate gammas do not 
seem to have been considered before. Unfortunately the survivor function 
(4.6) is a rather complicated function of and Tp which it does
not seem possible to simplify. Nor does it seem possible to derive the 
Laplace transform of this distribution.
5.5 Inf. Div. Multivariate Poisson Processes
In this section we investigate inf. div. multivariate Poisson 
processes. For the most part, to simplify the notation, we restrict 
attention to bivariate processes.
From the canonical form (2.8) for the p.g.fl of an inf. div. bivariate 
point process it is easy to see that unless the K.L.M measure P is 
concentrated on those bivariate realizations with at most one point in 
each marginal we cannot obtain a p.g.fl of the form (4.3.3) for each marginal 
i.e. we cannot obtain Poisson marginals. Thus we assume
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P { N ^ ( R )  > 1 o r  N ^ ( R )  > 1} = 0. ( 5 . 1 )
By v i r t u e  o f  ( 5 . 1 ) ,  s in c e  each i s  f i n i t e l y  a d d i t i v e  and c o n t in u o u s  a t  0 ,  
i t  i s  easy t o  see t h a t
P { N ^ ( - )  = 1 ,  N ^ ' ( R )  = 0 }
and
P{N^(R) = 0, n ^ ( . )  = 1}
a re  measures w h ic h  we deno te  by  X^( • ) and X^( • )  r e s p e c t i v e l y .  By 
( 2 . 9 )  we m ust have
X-j^(A) and X0 (A) f i n i t e  f o r  a l l  bounded A c B. ( 5 . 2 )
I f  we now p u t
X (A SB) = P { N ^ ( A )  = 1 ,  N ^ ( B )  = 1 }
we can show s i m i l a r l y  t h a t ,  f o r  each A £ B, X ( * ,A) and X (A , * )  a re  
m easures . A r e s u l t  o f  K ingman ( 1967 ) ( a l s o  H a r r i s ,  1963 , p . 7 l )  e nab le s  
us t o  t r e a t  X as a measure i n  th e  p la n e  and we w r i t e  X(A x B) i n s t e a d  
o f  X (A , B ) .  A g a in  f r o m  ( 2 . 9 )  we have
X(A x R) and X(R x a ) a re  f i n i t e  f o r  a l l  bounded A £ B. ( 5 . 3 )
Now, by  c o n s id e r in g  th o s e  r e a l i z a t i o n s  w i t h  a t  most one p o i n t  i n  each 
m a r g in a l  i . e .  t h e  r e a l i z a t i o n s  { [ t , l ] } ( o n l y  one p o i n t  and t h i s  a t  t  
i n  th e  f i r s t  co m p o n e n t) ,  { [ t , 2 ] } ,  { [ t , l ] ,  [ u , 2 ] }  we see t h a t
2 ( .s
I  [exp  { £ /  l o g  5 . ( t ) l T  I d t J - l ]  P(ai'T)
% - f c y  i = i
= / [ e l ( t ) - l ] X 1 ( d t ) + / [ ^ ( t ) - l ] X 2 ( d t ) + / / [ 5 1( t ) ^ ( u ) - l ] X ( d t  x d u ) .
T hus , i f  we d e f in e  a f u n c t i o n a l  G [£ ]  by
G U ]  = e x p { / [ ^ L( t ) - l ] X 1 ( d t )  + / [ ^ ( t ) - l ] X 2 ( d t )  + / / [ ^ 1 ( t ) ^ 2 ( u ) - l ] X ( d t  x d u ) }
( 5 - U)
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f o r  £, E V and A^, A,,, A p o s s ib ly  s ig n e d  m easures on ß ,  B, 
r e s p e c t i v e l y  s a t i s f y i n g  (5 .2 )  and ( 5 . 3 ) ,  th e n  we have shown t h a t  th e  most 
g e n e r a l  i n f .  d iv .  b i v a r i a t e  p o i n t  p ro c e s s  w i th  P o is so n  m a rg in a ls  has a 
p . g . f l  o f  th e  form (5 .4 )  w ith  A- s^ An » A n o n -n e g a t iv e .  Me s t a t e  t h i s  in  
th e  form o f  th e  fo l lo w in g  theorem  whose converse  i s  obv ious .
Theorem 5 .4  A b i v a r i a t e  p o in t  p ro c e s s  has a p . g . f l  o f  th e  form ( 5 .4 )
where A^, A^  a r e  B o re l  measures on B and A i s  a measure on Bp 
s a t i s f y i n g  (5 .3 )  i f f  i t  i s  i n f .  d iv .  w i th  th e  co rre sp o n d in g  P c o n c e n t r a te d  
on th o se  b i v a r i a t e  r e a l i z a t i o n s  w i th  a t  most one p o in t  on each m a rg in a l .
The c o r re sp o n d in g  r e s u l t  f o r  m -v a r ia te  p o in t  p ro c e s s e s  fo llo w s  in  a
l i k e  manner. For f u tu r e  r e f e r e n c e  we s t a t e  i t  as
Theorem 5 . 4 1 An m -v a r i a te  p o in t  p ro c e s s  has  a p . g . f l  o f  th e  form 
in
G [ | ] = exp{_£ / [ S i ( t ) - l ] X. ( d t ) +? s ( g ) - ! ] *  ( d g  * d t 2 )+
1 = 1 K J  R
. . . +  /  [ n £ .  ( t . ) - i ] a
R j  =i  J J 12 . .m
( d t  x . . . x d t  )} (5 .5 )1 m 1
where £ £ V and each A. . . ( i  . = 1 , 2 , . . .  ,m; j  = 1 , 2 , . . .  ,m;
(\ j  ^ J
i_ < i~  < . . . <  i  = m) i s  a measure on B s a t i s f y i n g  1 2 m  k
A.. . . ( A x . . .  xA ) < co whenever a t  l e a s t  one o f  th e  s e t s  A. e B12 • • • J- l
i s  bounded ( 5 . 6)
i f f  i t  i s  i n f .  d iv .  w i th  i t s  K.L.M measure P c o n c e n t r a te d  on th o s e  m -v a r i a te  
r e a l i z a t i o n s  w i th  a t  most one p o in t  i n  each m a rg in a l .
For obvious rea so n s  we c a l l  p ro c e s s e s  w ith  p . g . f l s  o f  th e  form ( 5 . 5 )
'Lnfi. cliv, muZtivcvUcite. VoiAi>on psioceAA&ö.
Me now ask w h e th e r  i t  i s  p o s s i b l e  f o r  a f u n c t i o n a l  o f  th e  form ( 5 . 4 )  
t o  be a p . g . f l  i f  any o f  A^a A2 a A a re  s ig n e d .  The answer tu r n s  ou t 
t o  be n e g a t iv e  and i s  c o n ta in e d  in  th e  fo l lo w in g
Theorem 5 .5  A b i v a r i a t e  f u n c t i o n a l  G[£] d e f in e d  by ( 5 . 4 )  f o r  p o s s i b ly%
s ig n e d  measures A^, A^, A on B, B, B,~, r e s p e c t i v e l y  s a t i s f y i n g  (5*2)
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and (5 .3 )  i s  a b i v a r i a t e  p . g . f l  i f f  A , A0 , A a re  in  f a c t  n o n -n e g a t iv e .
P r o o f . The s u f f i c i e n c y ,  though i t  can be proved  d i r e c t l y  u s in g  Theorem 
fo llow s  e a s i l y  from Theorem 5 .^ .
To prove th e  n e c e s s i t y  we n o te  t h a t ,  i f  G[£] g iven  by (5*^) i s  a
%
p . g . f l ,  th en  f o r  ( t ) = 1 -  ( l - x  )x^ ( t )  (0  <. x. <_ 1, i  = 1 ,2 )  where
th e  A . ' s  a re  bounded s e t s  from ß 
1
Pfcxl 9x2 ) = G [ | ]  = exp{[A1(A1 )+A(A1x R ) ] (x 1- l ) + [ \ p (Ap )+A(HxAp)](xp- l )I  T 2 2 '
+ A(A1xA2 ) ( x 1- lX x 2- l ) }  (5 .7 )
must be a p . g . f n .  Now ( 5 .7 )  i s  o f  th e  same form as t h e p .g . f n  (2 .6 )  
d is c u s s e d  by Milne and W e s tc o t t  (1972).  Though we cannot deduce our 
r e s u l t  im m ediate ly  from t h e i r s ,  we can show, u s in g  th e  same methods (which 
g e n e r a l i z e d  th o se  used  by Kemp and Kemp, 1965) ,  t h a t
lo g  P (x 1#x2 ) = A1(A1 ) + \ { A 1 x it) + A(AX x A2 ) ( x 2 -  l )  j> 0.
Taking x2 la rg e  we see  immedia.tely t h a t  A(A^ x A0 ) must be non­
n e g a t iv e  w h ile  p u t t i n g  x2 = 0 we deduce t h a t
AX(A
Since  th e  L.H.S. o f  t h i s  e x p re s s io n  i s  independen t o f  A2 and (5 .3 )  
ho lds ,w e  must have n o n -n e g a t iv e  a l s o .  The c o r re sp o n d in g  r e s u l t
f o r  A2 fo llow s s i m i l a r l y .
The s u f f i c i e n c y  o f  th e  m u l t i v a r i a t e  e x te n s io n  o f  Theorem 5.5 fo llow s 
e a s i l y  from Theorem 5*^' b u t  th e  n e c e s s i t y  appears  d i f f i c u l t  to  o b ta in  
( i f  i t  i s  even t r u e ) .  We i n d i c a t e  a p o s s i b l e  reason  f o r  t h i s  d i f f i c u l t y .  
Levy (1937b) (q u o ted  by L ukacs , I9 6 0 ,  p .  179) has shown t h a t  c e r t a i n  
fu n c t io n s  o f  th e  form ex p { P ( t)  -  P ( l ) } ,  where P ( t )  i s  a po lynom ial in  
t  w ith  p o s s ib ly  some n e g a t iv e  c o e f f i c i e n t s ,  can be p . g . f n s .  The p r e c i s e  
c o n d i t io n s  seem r a t h e r  u n u s u a l .  Levy- shows t h a t  only th o se  fu n c t io n s
1 ) + A(A1 x R) > x(A1 x A_2 ) .
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exp{P(t)~p(l)} for which a negative coefficient in P is preceded by 
one term and followed by at least two terms with positive coefficients 
can be p.g.fns. We have so far been unable to obtain Levy’s paper to 
investigate this further.
5.6 Some Properties of Inf, Div. Bivariate Poisson Processes
In this section we collect together various properties of inf. div. 
bivariate Poisson processes.
We can easily verify that the first moment measures of such processes
are
= A^.) + A(. x R), M<2)(.) = A2(.) + A(R x .)
and the (first) cross-moment measure (§1.3) is
M^1,2)(- x .) = X(* x .).
Thus an inf. div. bivariate Poisson process can be expressed uniquely 
in terms of these three moment measures. The following result is now 
trivial.
Lemma 5.2 The marginals of an inf. div. bivariate Poisson process are 
independent iff M ‘L’2^(.) = 0.
It is worth mentioning here that the expansions of a (univariate) 
p.g.fl and log p.g.fl in terms of the factorial moment and factorial 
cumulant measures respectively (see Vere-Jones, 1968, 1970; Westcott,
1971a) can be generalized to bivariate point processes though we do not go 
into the details. Suffice it to say that the expansion of the log p.g.fl 
of an inf. div. bivariate Poisson process is (from (5.*+)) just
/[^(tJ-lUAjUt) + A(dt x R)] + /[£2(t)-l][A2(dt)+x(R x dt)]
+ // [ -fc)—1 ] [q(u)-l] A(dt X du).
From this it can be seen, by analogy with the univariate case, that the 
only non-zero factorial (cross-) cumulant measures are ~ (.) ,
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c ( 0 ’l ) ( . )  = M ^ ' ( . )  and C^ "L,' ^ ( . )  = M^“ 9^ ( . ) .  (Beware o f  th e  d i f f e r e n t  
n o t a t i o n  we have used  f o r  f a c t o r i a l  moment and f a c t o r i a l  cumulant m easures .
Cox and Lewis (1970) have n o te d  t h a t  b i v a r i a t e  P o is so n  p ro c e sse s  
a r i s i n g  from d e lay  mechanisms ( in  p a r t i c u l a r  our randomly t r a n s l a t e d  
P o is so n  p ro c e s s e s  when th e  d isp la cem e n t  d i s t r i b u t i o n  i s  a b s o lu t e ly  
co n t in u o u s)  have p o s i t i v e  c ro s s - c o v a r ia n c e  d e n s i t i e s .  We now see  t h a t  
t h i s  i s  because  such p ro c e s s e s  b e lo n g  to  th e  much w id e r  c l a s s  o f  i n f .  d iv .  
b i v a r i a t e  P o is so n  p ro c e s s e s  f o r  w hich , s in c e  A i s  n o n -n e g a t iv e ,  any 
e x i s t e n t  c ro s s - c o v a r ia n c e  d e n s i ty  ( c f .  V e re - J o n e s , 1968) must be n o n -n e g a t iv e  
and i d e n t i c a l l y  zero  only in  th e  t r i v i a l  case  when th e  p ro c e s s e s  a re  
in d ep en d en t (Lemma 5 . 2 ) .  Cox and Lewis (1970, § 5 .v .e )  m ention an example 
o f  a b i v a r i a t e  P o is so n  p ro c e s s  (a  P o isso n  i n h i b i t e d  renew al p ro c e s s )  whose 
c ro s s - c o v a r ia n c e  d e n s i ty  i s  always n e g a t iv e .  Our r e s u l t s  show t h a t  such 
a b i v a r i a t e  p ro c e s s  can n ev e r  be i n f .  d iv .
We now d e r iv e  from th e  p . g . f l  (5 .^0 o f  an i n f .  d iv .  b i v a r i a t e  P o is so n  
p ro c e s s  an i n t e r e s t i n g  r e s u l t  which we have made use o f  a l re a d y  in  §5.^- and 
s h a l l  have occas io n  to  use  aga in  when d i s c u s s in g  s u p e r p o s i t i o n s  in  Chapter 
6. As u s u a l  th e  co r re sp o n d in g  m u l t i v a r i a t e  r e s u l t  can be d e r iv e d  in  an 
o b v io u s ,  a l b e i t  t e d i o u s ,  manner. The p r e s e n t  r e s u l t  p ro v id e s  th e  answer 
t o  a q u e s t io n  posed  by Cox and Lewis (1970, § 5 . v .d ) .  We s t a t e  i t  as 
Theorem 5 .6  For any i n f .  d iv .  b i v a r i a t e  P o is so n  p ro c e ss  th e  superposed
p ro c e s s  il = N i s  a P o is so n  p ro c e ss  (§1.1*) i f f  th e  two components
and a re  in d e p en d en t P o isso n  p r o c e s s e s .
P r o o f . D i r e c t ly  from th e  p . g . f l  ( 5 .^ )  we see  t h a t  th e  p . g . f l  o f  N i s
e x p { / [ ^ ( t ) - l ] ( A 1+A2 ) ( d t )  + / / [ £ ( t ) £ ( u ) - l ] x ( d t  x du)J (6 .1 )
which w i l l  be th e  p . g . f l  o f  a P o is so n  p ro c e s s  i f f  A = 0 i . e .  i f f  th e  
components o f  F are  in d e p en d en t  P o isso n  p r o c e s s e s . * > *
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H iis  r e s u l t  i s  r e a l l y  obvious from th e  f a c t  t h a t  th e  p . g . f n s  of th e  
f i d i  d i s t r i b u t i o n s  o f  an i n f .  d iv .  b i v a r i a t e  P o is so n  p ro c e ss  must have th e  
form Dwass and T e ic h e r  (1957) d e r iv e d  f o r  th e  p . g . f n  o f  an i n f .  d iv .
P o isso n  random v e c to r  (see  § 5 .2 ) .  I f  two random v a r i a b l e s  X ,  Y have 
an i n f .  d iv .  b i v a r i a t e  P o is so n  d i s t r i b u t i o n  t h e n ,  from Pwass and f e i c h e r ' s  
r e s u l t ,  t h e i r  j o i n t  d i s t r i b u t i o n  must be a c o r r e l a t e d  b i v a r i a t e  P o is so n  and 
so  X and Y w i l l  be in d e p e n d e n tly  d i s t r i b u t e d  i f f  X +  Y has a (non­
compound) P o isso n  d i s t r i b u t i o n  (Ahmed, 1961) .  The co rresp o n d in g  r e s u l t  
f o r  random v e c to r s  and th e  c o n s is te n c y  o f  a l l  th e  f i d i  d i s t r i b u t i o n s  would 
th en  g iv e  th e  r e s u l t  o f  Theorem 5.6. For random v a r i a b l e s ,  t h e  analogous 
r e s u l t  in  th e  g e n e ra l  case  where th e  j o i n t  d i s t r i b u t i o n  o f  X and Y i s  
n o t  i n f .  d iv .  i s  known to  be f a l s e  (s e e  e . g .  M is ta ,  1967, where a c o u n te r ­
example i s  g iv e n ) .  This o f  cou rse  im p lie s  t h a t  th e  co r re sp o n d in g  r e s u l t  
f o r  g e n e r a l  b i v a r i a t e  P o is so n  p ro c e s s e s  i s  f a l s e .
We now c o n s id e r  more c lo s e ly  t h e  l a s t  te rm  o f  th e  p . g . f l  ( 5 .^ )  v i z ,
e x p { / / [B 1( t )  ^ ( u ^ l j X t d t  x du)} . ( 6 . 2 )
This i s  obv io u s ly  a p . g . f l  in  i t s  own r i g h t  ( ta k e  X^ E Xp = 0 in  ( 5 .^ ) )
and we n o t i c e  th e  s i m i l a r i t y  between (6 .2 )  and ( U . l ) .  Let y(A) =
^  pX(dt x du) (A e B) and make th e  change o f  v a r i a b l e  u t+ x  in  (6 .2 )
d en o t in g  th e  tra n s fo rm e d  measure by X .  Then y(A) = / .  _A(d t  x dx) , A 0 B
A.xh
and X(• x B) i s  a b s o lu t e ly  con tinuous  w . r . t .  y ( * ) .  Hence, by th e  Radon- 
Nikodym theorem , th e r e  e x i s t s ,  f o r  each B e B, a f i n i t e - v a l u e d  m easurab le  
f u n c t io n ,  f ( «; B)  on R, s a t i s f y i n g
X(A x B) = /  f ( t ; B ) y ( d t )  ( 6 . 3)
A
and unique in  th e  sense  t h a t  any o th e r  f u n c t io n  g ( *;B) s a t i s f y i n g  ( 6. 3)  
i s  eq u a l  t o  f (* ; B)  a . e .  ( y ) .  I t  i s  e a s i l y  v e r i f i e d  t h a t  f ( t * . )  i s  a 
measure a . e .  (y) which s a t i s f i e s  f ( t ;F . )  = 1 a . e .  ( y ) .  Thus, a t  l e a s t  
a . e .  ( y ) , f ( t ; > )  i s  a p r o b a b i l i t y  measure and hence th e r e  e x i s t s  a fu n c t io n
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G^.(. )  which i s  a d i s t r i b u t i o n  f u n c t io n  a . e .  ( y ) ,  unique in  th e  sense 
d e s c r ib e d  above , and such t h a t
A(A x B) = /  /d  G ( x ) y ( d t ) .
A B  t
Then (6 .2 )  can be r e w r i t t e n  as
e x p { / | [ ^ 1 ( t ) ^ 2 ( t + x ) - l ] d  Gt ( x )y (d t ) }  (6 .4 )
in  which case  ( 5 .4 )  becomes
G[£] = e x p { / [ ^ 1 ( t ) - l ] \ 1 ( d t ) + | [ ^ 2 ( t ) - l ] A 2 ( d t ) + / /  [ ^ ( t  )£2 ( t + x ) - l  ]dGt (x)y( d t)}
(6 .5 )
w ith  an obvious i n t e r p r e t a t i o n  as th e  s u p e r p o s i t i o n  o f  th r e e  independen t 
p r o c e s s e s .  N o tic e  t h a t ,  when G ( . )  i s  indep en d en t o f  t  , ( 6 . 4 )  reduces  to
u
(4 .1 )  th u s  c o n f irm in g  th e  p r e v io u s ly  m entioned  s i m i l a r i t y  between (6 .2 )  
and ( 4 . 1 ) .
F i n a l l y ,  i n  t h i s  c o n n e c t io n ,  we c o n s id e r  a n o th e r  s p e c i a l  c ase .  I f  
G^( . ) has a u n i t  jump a t  th e  o r ig i n  ( a t  l e a s t  f o r  a l l  t  ex cep t  in  a 
s e t  o f  y-m easure ze ro )  th e n  (6 .5 )  reduces  t o
G UI = e x p { / [ ^ 1 ( t ) - l ] A 1 ( d t ) + / [ ^ 9 ( t ) ~ l ] A 2 ( d t ) + / [ ^ 1 ( t ) ^ 2 ( t ) - l ] y ( d t ) }  .
( 6 . 6 )
This i s  j u s t  th e  p . g . f l  o f  a c o r r e l a t e d  b i v a r i a t e  P o isso n  p ro c e s s  which 
we d e f in e d ,  and gave an i n t e r p r e t a t i o n  o f ,  in  § 1 .4 .  N o tice  t h a t  th e  
c o n d i t io n  in t ro d u c e d  h e re  i s  e q u iv a le n t  t o  r e q u i r i n g  t h a t  th e  measure X 
be c o n c e n t r a te d  on th e  d ia g o n a l  t  = u.
R e tu rn in g  to  ( 6 .1 )  which i s  a u n i v a r i a t e  p . g . f l ,  we might ask what 
manner o f  p ro c e s s  i t  d e f in e s .  P ro c e sse s  w i th  p . g . f l s  o f  th e  form
G[g] = e x p { / [ £ ( t ) - l ] v ( d t )  + / / [ 5 ( t ) - l ] [ £ ( u ) - l ] H ( d t  x d u )} ,^  e V (6 .7 )
have a l re a d y  been  s t u d i e d  by Newman (1 9 7 0 ) ,  and Milne and W es tc o t t  (1972).  
ITewman c a l l e d  such p ro c e s s e s  GauAA-Po-iAAon (G -P). I t  i s  n o t  our i n t e n t i o n  
t o  s tu d y  G-P p ro c e s s e s  f u r t h e r  h e r e .  However, we m ention (as  was n o te d  
by Milne and W e s tc o t t )  t h a t  every  G-P p ro c e s s  can be o b ta in e d  from some i n f .
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d iv .  " b iv a r ia te  P o isso n  p ro c e s s  by su p e rp o s in g  th e  m a rg in a ls  and th a t  
i n f i n i t e l y  many i n f .  d iv . b i v a r i a t e  P o isso n  p ro c e s se s  w i l l  g ive  r i s e  in  t h i s  
way to  one G-P p ro c e s s .  This i s  e s s e n t i a l l y  b ecau se  o f  th e  lo s s  o f  d i s t in g u is h -  
a b i l i t y  o f  p o in ts  when we su p erp o se  th e  m a rg in a ls .
Newman (1970) a ls o  m entioned  th a t  m uZ ^tlva JvL cc tQ . C -P  p /W C dA A & A  cou ld  
be w orth  e x p lo r in g .  Presum ably by a m u l t iv a r ia te  G-P p ro c e ss  he meant (as  
we do) a m u l t iv a r ia te  p o in t  p ro c e s s  whose m a rg in a ls  a re  a l l  G-P p ro c e s s e s .
One la rg e  c la s s  o f  such b i v a r i a t e  p ro c e s se s  w ould be th o se  whose p . g . f l s  
a re  g iv en  by
2 2 2 
G[£] = exp{ Z / [ £ .  ( t ) - l ] A .  ( d t )  + — Z I  / / [ £ .  ( t ) - l ]  [ £ .( u ) - l ] H .  .(d tx d u )}  
i = l  1 1 n A—i  1 <3 1 «32 "  JJ L^ ii = l  j = l
( 6 . 8 )
where A^, A^  a re  p o s s ib ly  s ig n e d  B o re l m easures on 8 and HL 
( i , j  = 1 ,2 )  a re  p o s s ib ly  s ig n e d  m easures on 8^ s a t i s f y i n g  ( 5 .3 ) .  I t  
sh o u ld  be p o s s ib le  to  prove r e s u l t s  analogous to  th o se  in  §5 .5  though we 
do n o t w ish  to  pu rsue  th e se  a t  p r e s e n t .  We a lso  c o n je c tu re  t h a t ,  j u s t  as 
our i n f .  d iv . b i v a r i a t e  P o is so n  p ro c e s se s  form  a s u b c la s s  o f  th e  c la s s  o f 
b i v a r i a t e  P o isso n  p ro c e s s e s ,  so  we would e x p e c t t h a t  b iv a r i a t e  p ro c e s se s  
w ith  p . g . f l s  g iven  by (6 .8 )  would form  a s u b c la s s  o f th e  c la s s  o f b iv a r i a t e  
G-P p ro c e s s e s .  This s u b c la s s ,  by analogy  w ith  i n f .  d iv .  b i v a r i a t e  P o isso n  
p r o c e s s e s , i s  l i k e ly  to  be th e  most t r a c t a b l e  and th e  most p le a s in g  to  
work w ith .  F in a l ly ,  we n o te ,  by p u t t in g  = £ in  ( 6 .8 ) ,  t h a t  th e
su p erp o sed  p ro c e ss  co rre sp o n d in g  to  such a b iv a r i a t e  G-P p ro c e s s  i s  a lso  
a G-P p ro c e s s .
S e v e ra l p r o p e r t ie s  o f  i n f .  d iv . b i v a r i a t e  P o isso n  p ro c e s se s  can be 
deduced in  much th e  same way as were p r o p e r t ie s  o f  G-P p ro c e s se s  in  Milne 
and W e s tc o tt (1972 ). The p r i n c i p a l  d if f e r e n c e  a r i s e s  becau se  our measure 
A i s  n o t n e c e s s a r i ly  sym m etric as was t h e i r  H. H e  look f i r s t  a t  
A ta Ä A ^ o n c H isL tij. From th e  form o f  th e  p .g . f n  (5 .7 )  we see  im m ediate ly  
Lemma 5 .3  An i n f .  d iv . b i v a r i a t e  P o isso n  p ro c e ss  i s  f i r s t - o r d e r  s ta t io n a r y  i f f
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XA A+t) = A. (A) i  = 1 ,2 ,  f o r  a l l  t  c R and A £ ß
A( ( A+t) x (A+t)) -  A(A x A) " 51 n " " .  (6 .9 )
I t  i s  s e c o n d -o rd e r  s t a t i o n a r y  i f f  i t  i s  f i r s t - o r d e r  s t a t i o n a r y  and
A((A+t) x (B +t))  = X(A x B) f o r  a l l  t  g R and A,B e B. (6 .10 )
We remark t h a t  when A i s  symmetric th e  r e s u l t s  o f  Milne and 
W e s tc o t t  show t h a t  (6 .9 )  im p lie s  ( 6 .1 0 ) .  I t  seems l i k e l y ,  t h e r e f o r e ,  t h a t  
t h e r e  a re  non-sym m etric  A's f o r  which (6 .9 )  does n o t  imply (6 .1 0 )  and 
hence t h a t  . there  a re  i n f .  d iv .  B i v a r i a t e  P o is so n  p ro c e s s e s  which a re  f i r s t -  
o rd e r  s t a t i o n a r y  h u t  n o t  s e c o n d -o rd e r  s t a t i o n a r y .
C o ro l la ry  An i n f .  d iv .  b i v a r i a t e  P o is so n  p ro c e s s  i s  s t r i c t l y  s t a t i o n a r y  
i f f  i t  i s  s e c o n d -o rd e r  s t a t i o n a r y .
In  view o f  t h i s  c o r o l l a r y  we drop th e  a d j e c t i v e s  and t a l k  j u s t  o f  
s t a t i o n a r i t y . We now i n v e s t i g a t e  consequences o f  t h i s  p r o p e r ty .
I t  fo llow s from (6 .9 )  t h a t  A^(a) = A^)A| ( i  = 1 ,2 )  where th e  
A^’s a re  f i n i t e  n o n -n e g a t iv e  c o n s ta n t s .  This  i s  well-known as i s  th e  
f a c t  t h a t  (6 .1 0 )  i s  i n s u f f i c i e n t  t o  reduce a(A x B) to  a m u l t ip l e  o f  
I A| . IBI . However, we can fo llow  Milne and W e s tc o t t  (1972) and use a 
r e s u l t  o f  V ere-Jones  (1 9 7 1 ) ,  which im p lie s  t h a t  a measure \  s a t i s f y i n g  
(6 .1 0 )  can be r e p r e s e n te d  as a p ro d u c t  o f  Lebesgue measure on th e  d ia g o n a l  
x = y and a c e r t a i n  s ig n e d  m easure , S , on th e  o r th o g o n a l  d ia g o n a l ,  t o  
e x p re ss  (5*^0 in  th e  form
G[£] = exp{x i / [ ^ 1( t ) - l ] d t + A 2/ [ ^ 2 ( t ) - l ] d t + | J [ ^ 1( t ) ^ 2 ( t + u ) - l ] S ( d u ) d t J .
( 6 . 11)
C le a r ly  S i s  n o n -n e g a t iv e  and a l s o ,  from ( 5 . 3 ) ,  t o t a l l y  f i n i t e .  Thus 
we cou ld  r e w r i t e  ( 6 .1 l )  as
G[£,] = exp{A1/ [ £ 1( t ) - l ] d t + A 2/ [ £ 2 ( t ) - l ] d t + S ( R ) / / [ F 1 ( t ) £ 2 ( t+ x ) - l ] d F ( u )  dt}
( 6 . 1 2 )
where S( r ) . F ( u ) = o ( ( - cc, u ] ) .  We compare t h i s  w i th  th e  s t a t i o n a r y
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case  o f  (6 .5 )  j when c le a r ly  each o f  A^(A) , A (A) , and y(A) reduce t o  
m u l t ip le s  o f  J  Aj , and n o te  th e  more p le a s in g  r e s u l t  t h a t  i s  p o s s ib le  
when we a re  ab le  to  use V e re -Jo n e ss lemma in s te a d  o f th e  Radon-Nikodym 
theorem .
I f  S i s  a b s o lu te ly  co n tin u o u s w . r . t .  Lebesgue m easure and has 
d e n s ity  s (w hich must be n o n -n e g a t iv e ) ,  th e n  X i s  a b s o lu te ly  con tinuous 
w . r . t .  Lebesgue m easure in  th e  p la n e  and has d e n s i ty  s ( t - u ) .  The t o t a l  
f in i t e n e s s  o f  S im p l ie s ,  f u r t h e r ,  t h a t  s i s  in t e g r a b le .  Thus we 
deduce ( c f .  M ilne and W e s tc o tt ,  1972) t h a t  th e  c la s s  o f  n o n -n e g a tiv e  
in te g r a b le  fu n c tio n s  i s  a s u b c la s s  o f  th e  c la s s  o f  c ro s s -c o v a r ia n c e  
d e n s ity  fu n c tio n s  o f  b iv a r i a t e  p o in t  p ro c e s s e s .  (N ote t h a t  we i n t e r p r e t  
a c ro s s -c o v a r ia n c e  d e n s ity  as a f a c t o r i a l  c ro ss -cu m u la n t d e n s ity  c f .  V ere- 
Jones , 1970.)
A s t a t i o n a r y ,  i n f .  d iv . b i v a r i a t e  P o isso n  p ro c e ss  i s  o b v io u sly  
mcUiQ'illCitiiJ OKdO-tdLij. However, as sh o u ld  be a p p a re n t from  (5«^) i t  i s  n o t 
n e c e s s a r i ly  X&iongtij otid&ity. We now d e riv e  c o n d itio n s  under w hich s tro n g  
o r d e r l in e s s  w i l l  o c c u r. We r e c a l l  t h a t  an m -v a r ia te  p o in t  p ro c e ss  i s  
s t ro n g ly  o rd e r ly  i f f  i t s  su p e rp o sed  p ro c e ss  i s  o rd e r ly  in  th e  u s u a l  s e n se . 
Thus we can s t a t e  th e  fo llo w in g  lemma w hich fo llo w s  d i r e c t l y  from th e  
r e s u l t s  o f M ilne and W estc o tt (1 9 7 2 ).
Lemma 5*^- For a s t a t i o n a r y ,  i n f .  d iv . b i v a r i a t e  P o isso n  p ro c e ss  N th e  " %
fo llo w in g  c o n d itio n s  a re  e q u iv a le n t :
( i )  N i s  s t r o n g ly  o r d e r ly ;
( i i )  lim  t ” 1 A ( [0 ,t )  x [ 0 , t ) )  = 0 ; 
tbO
( i i i )  S({0}) = 0 ;
( i v )  X has no mass on th e  d ia g o n a l x = y .
N o tic e  t h a t  lim  t  ^ X ( [ 0 , t )  x [ 0 , t ) )  always g iv es  th e  c ro s s -  
tLO
p aram e te r  o f  th e  p ro c e ss  and t h a t ,  from th e  r e s u l t s  o f  § 2 . 2 ,  a m a rg in a lly  
o rd e r ly  p ro c e ss  i s  s t r o n g ly  o rd e r ly  i f f  i t s  c ro s s -p a ra m e te r  i s  z e ro .
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We c o n t r a s t  t h i s  s t r o n g ly  o r d e r ly  s i t u a t i o n  where A has no mass 
on th e  d ia g o n a l  x = y w i th  t h a t  o f  an i n f .  d iv .  "b iv a r ia te  P o is so n  p ro cess  
which i s  compZoXdZiJ suzndom. In  t h i s  c a s e ,  we see e a s i l y ,  from (5*7) 
and th e  d e f i n i t i o n  o f  com plete random ness, t h a t  A(A x B) = 0 f o r  a l l  
d i s j o i n t  A,B £ ß i . e .  A i s  c o n c e n t ra te d  on th e  d ia g o n a l  x = y .  Thus 
we o b ta in  a  c o r r e l a t e d  b i v a r i a t e  P o isso n  p ro c e ss  whose p . g . f l  i s  g iven  
by ( 6.6) w i th  y ( d t ) = A(dt x d t ) . Milne and W es tc o t t  (1972) deduced th e  
p . g . f l  o f  a com ple te ly  random G-P p ro cess  and m entioned t h a t  such p ro c e s s e s  
can be o b ta in e d  by su p e rp o s in g  th e  m arg in a ls  in  a c o r r e l a t e d  b i v a r i a t e  
P o is so n  p ro c e s s .
F i n a l l y ,  we mention b r i e f l y  t h r e e  in v a r i a n c e  r e s u l t s  which h o ld  f o r  
i n f .  d iv .  b i v a r i a t e  P o is so n  p ro c e s s e s  and which have a l re a d y  been p o in te d  
ou t f o r  th e  r e l a t e d  G-P p ro c e s s e s  by Milne and W es tc o t t  (1972) .
F i r s t ,  i t  i s  a lm ost t r i v i a l  t h a t  i f  we Aup£Sipo6<l n independen t i n f .
/  * \  /  » \  /  .  \
d iv .  b i v a r i a t e  P o is s o n  p r o c e s s e s  w ith  p a ram e te rs  ( A^ , \  )
i  = l , 2 , . . . , n  we o b ta in  a n o th e r  i n f .  d iv .  b i v a r i a t e  P o is so n  p ro c e ss  w ith
Now, we AAayibZßÄQ. each p o i n t  in  th e  i t h  component o f  an i n f .  d iv .  
b i v a r i a t e  P o is so n  p r o c e s s ,  in d e p e n d e n t ly  o f  a l l  o th e r  p o in t s  in  th e  b i v a r i a t e
th e  end o f  § 5 .3 . )  Using an e x te n s io n  o f  a  r e s u l t  o f  V ere-Jcnes  ( 1968) 
we co n c lu d e ,  a f t e r  re a r ra n g e m e n t ,  t h a t  th e  r e s u l t a n t  p ro cess  has  p . g . f l
Thus, t h i s  p ro c e ss  i s  a l s o  an i n f .  d iv .  b i v a r i a t e  P o is so n  p ro c e ss  w ith  
p a ram ete rs
p a ram e te rs  (E1? _ A ^  
i = l  1
p r o c e s s ,  a c c o rd in g  to  a common d i s t r i b u t i o n  f u n c t io n  F_^(x) ( i  = 1 ,2 ) .  
(This  i s  a s p e c i a l  case  o f  th e  ty p e  o f  c l u s t e r i n g  model we d e s c r ib e d  n e a r
G[£j ] = e x p { / / [ ^ ( t + x ) - l ] A 1( d t ) d F 1( x ) + / / [ f72 ( t+ y ) - l ] A 2 (d t )d F 2 (y)
+ / / / / [ £ 1 ( t+ x )£ 2 (u + y ) - l ]A (d tx d u )d F 1(x )aF 2 (y )} .
A jA )  = /Ai (A -x )d F .(x )  ( i  = 1 ,2 )
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and
X(A x B) = / f x ( ( A-x) x (B -y )) d F ^ x ^ F ^ y )  A,B e ß.
L a s t ly ,  we c o n s id e r  ä ß t c & t n g  each p o in t  in  th e  i t h  component o f  an 
i n f ,  d i v . b i v a r i a t e  P o is so n  p ro c e ss  w ith  p r o b a b i l i t y  1-p . and r e t a i n i n g  
i t  w ith  p r o b a b i l i t y  p^ 0 <_ p^ <_ 1 , i  = 1 ,2  in d e p e n d e n tly  o f  every  
o th e r  p o in t  (see  a l s o  B e lyaev ,  1963, and Goldman, 196Tb). (This  i s  
a n o th e r  s p e c i a l  case  o f  th e  c l u s t e r i n g  model m entioned  n e a r  th e  end o f  
§5 .3 )  By easy  e x te n s io n  o f  a r e s u l t  o f  V ere-Jones  ( 1968) we see  t h a t  th e  
p . g . f l  G o f  th e  r e s u l t a n t  p ro cess  i s
Gp [ | ]  = G^ 1“ P i +P i^ i»  1-1J2+V2^ 2 )]
= exp{p1/ [ ^ 1( t ) - l ] A 1 ( d t )  + P2 / [ £ 2 ( t ) - l ] A 2 (d t )
+ P-jPg / J [ 41 ( t ) ^ 2( u ) - l ] A ( d t  x du)} 
th u s  aga in  g iv in g  an i n f .  d iv .  b i v a r i a t e  P o is so n  p ro c e s s .
5 .7  Convergence o f  I n f .  Div. M u l t i v a r i a t e  P o in t  P ro c e sse s
In  o rd e r  t o  f a c i l i t a t e  d i s c u s s io n  o f  th e  connec tion  between convergence 
o f  i n f .  d iv .  P ^ ’s on Fg and th e  co r re sp o n d in g  P ^ 's  we d ig r e s s  t o  
examine a f u n c t i o n a l  which i s  a g e n e r a l i z a t i o n ,  in  a c e r t a i n  s e n s e ,  o f  a 
m u l t i  valla te  p . g . f l .
For a measure U on FTA which i s  n o t  n e c e s s a r i l y  t o t a l l y  f i n i t e  b u t
li.
which s a t i s f i e s
U{N(A) > 0} < o o 5 f o r  a l l  bounded i n t e r v a l s  A (7 * l)
and
U{ 0 } = 0 (7 .2 )
P
we can d e f in e  a g e n e ra t in g  f u n c t i o n a l  H [£ ] ,  which we r e f e r  t o  as a K . L . M .
fitinC sC L onal (K.L.M. f l )  f o r  want o f  a b e t t e r  name, by
m
H[£] = /  [exp{ £
% Q -{0 } i = l
K P
f o r  s u i t a b l e  ( to  be d e f in e d  s h o r t l y )  f u n c t io n s  E,.
0.
/  l o g  £ ( t ) N VJ- ' ( d t ) }  -  1] U(d N)
1  O;
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We now utilize the one-one mapping of the set of inf. div. probability
measures on VTr onto the set of such U (Theorem 5.2) to derive the
basic properties of the K.L.M. fl. For corresponding to each such U there




where £ £ V. Hence, the K.L.M. fl is well-defined at least for F, £ V.
% %
Also, since an m-variate point process N uniquely determines its p.g.fl%
(for £ £ V) which conversely uniquely determines the probability structure %
of N (Theorem 1+.3) we can deduce that U uniquely determines H[f ] for 
£ £ V and conversely. We note that when £ e VQ , H[£] reduces to a 
generating function of the type considered by Kerstan and Matthes (l96Ub,
p.812).
The K.L.M. fl has the following properties which could be derived 
directly but which seem more conveniently derived from the corresponding 
properties of the p.g.fl.
(a) -00 < H[£] < 0 since 0 < G[£] < 1 always and when it is inf.
'U
div. G[^1 > 0 ,  £ e V.% %
(1) . A 2) (1) (2)(b) Monotonicity. < .^ , i = l,2,...,m => H[£ ] <_ H[£ ].
% %  
(n)(c) Continuity. H[£] is continuous in the sense that as £ t (l)^
%
pointwise as n °°, H[£ n ]^ + ( + ) H[£] if = 1 outside some% O, ^ o-
compact set A for all n (cf. Theorem k , 2 . ) t
(d) Convergence. For U, U , (n = 1,2,...) satisfying (7«l) andn
(7.2) we say that U converges to U and write U U iff as n ->• «
U {N(A) > 0} U{W(A) > 0}, for each bounded set A e B (7.3)
and
U {N(A. ) = k. ; i = 1,2,... ,s} U{H(A.) = k. ; i = 1,2,... ,s}, for n %  1 ^,1 r\j 1
any finite collection {A^ : i = l,2,...,s} of bounded sets from $ 
and any set of k. £ Zm which are not all equal to 0 (7.^)
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where th e  b o u n d a r ie s  o f  th e  s e t s  A, , ( i  = 1 , 2 , . . . , s) c o n ta in  no 
f ix e d  atoms o f  th e  measure U.
The fo l lo w in g  lemma l i n k s  t h i s  convergence w ith  convergence o f  th e  
co rre sp o n d in g  K.L.M. f l s .
Lemma 9♦9 For U, (n = 1 , 2 , . . . )  s a t i s f y i n g  (T»l) and (7-2)
U + U i f f  H [£] + H[£] f o r  £ £ V(N) as n + °°. n n ^  a- a*
P ro o f .  I f  U U then  (7*3) and (7 .1 )  a re  s a t i s f i e d  and hence a l s o--------- n
l im  U {IJ(A. ) i- 0 f o r  a t  l e a s t  one i  = l , 2 , . . . , s }  n V 1 'u ’ * *n-**3
= U{N(A.) ¥ 0 f o r  a t  l e a s t  one i  = 1 , 2 , . . . , s } (7 .5 )
%  1
f o r  a l l  s £ Z- where none o f  th e  bounded s e t s  A. £ S have f i x e d  atoms 
0 1
o f  U on t h e i r  b o u n d a r ie s .  In  a d d i t io n  we must have f o r  a l l  s £ Z^
k
lim  £ z% U {N(A.) = k . ; i  = 1 , 2 , . . . , s }'v, n ^  1 0,1n->oo
k
= £ z~ U{N(A.) = k. ; i  = 1 , 2 , . . . , s } (7 .6 )
<\j a, 1 'U1
where k £ i s  d e f in e d  as a p a r t i t i o n e d  v e c to r  (k n :k ^ ; . . .  :k ) ,  z
0 * rJL V  %s 'v
msi s  d e f in e d  s im i la r ly ,  and th e  sum i s  ta k e n  over a l l  such k £ Z^ .
a- u
E x p ress io n  (7 .6 )  fo llow s  s in c e  because  o f  (7 .5 )  we can norm alize  and apply  
the  c o n t in u i t y  theorem  f o r  m u l t i v a r i a t e  p . g . f n s .  T oge ther  (7 .5 )  and ( 7. 6) 
show t h a t  f o r  a l l  s £ Z^
-U {N(A. ) ^ 0 f o r  a t  l e a s t  one i  = l , 2 , . . . , s }  n 1 %
k
+ Z z U {IT ( A. ) = k . ; i  = l , 2 , . . . , s )  n 1
+ -U(n (A. ) 4- 0 f o r  a t  l e a s t  one i  = l , 2 , . . . , s }  
k
-1- E z% U{IT( A . )  =  k . ;  i  =  1 , 2 , . . .  , s } as n 00 (7 .7 )O, 'X, 1 Ojl
msf o r  a l l  z £ [0, l ]  where th e  summations a re  as b e fo re  and none o f  th e
bounded B o re l  s e t s  A. have f ix e d  atoms o f  U on t h e i r  b o u n d a r ie s .
1
Thus H **• H[£] f o r  a l l  £ £ V (N) which e q u a l  1 o u ts id e  A..n % f\j f\j b f\j l i
Hence, by approx im ating  a r b i t r a r y  c, f o r  which £ e V(i!) above and belowO, % %
§5.7 93
by fu n c tio n s  from  V (ft) and u s in g  m o n o to n ic ity  and c o n t in u i ty  (as  inO '\)
Theorem 4 .5 ) we deduce t h a t  H [ f  ] I i[ f  ] as n -> oo fo r  a l l  t  e  V(IT) •
n  ^  % 'U ^
Converse ly ,  i f  H [£] -> H[£] f o r  a l l  E £  V(N) (where H and 
n ^  ^  %
H (n = 1 , 2 , . . . )  a re  K.L.M. f l s ) then  by talking E, e V (N) the  convergence
n a- b
o f  th e  g e n e ra tin g  fu n c tio n s  d e sc r ib e d  in  (7 .7 )  o c c u rs . S e t t in g  z  = 0 we
see  t h a t  (7 .3 )  h o ld s  and t h a t  th e  convergence d e s c r ib e d  in  (7 .5 )  ta k e s
p la c e  i . e .  th e  ’ t o t a l  m asses ' o f th e  co rre sp o n d in g  g e n e ra tin g  fu n c tio n s
in  (7 .6 )  converge . Thus, by n o rm a liz in g  and a p p ly in g  th e  c o n t in u i ty
theorem  f o r  m u l t iv a r ia te  p .g . f n s  (7 .4 )  h o ld s  and th e  lemma i s  p ro v ed . **
We can now r e tu r n  to  a c o n s id e ra tio n  o f th e  co n n ec tio n  betw een th e
convergence o f  i n f .  d iv . P ^ ’s aad- th e  convergence o f  th e  c o rre sp o n d in g  P ^ ’s .
Theorem 5 .7  For a sequence o f  i n f .  d iv .  p r o b a b i l i t y  m easures P^ on
E r , as n ■+ 00 n
P 5  P i f f  P + P .  n n
P r o o f . By Theorem 4 .5
p „ h  i f f  G [£] + G [g ], 5 £ V(N) .
n  W  'Xj 'Xj 'X, %
O b v io u sly , G [^]  ->■ G[f;] i f f  II [ r ]  H [ ^ ] 9 £; £ V(N). H ence, th e  r e s u l t
n , u  % n  % % %
fo llo w s by an a p p l ic a t io n  o f  Lemma 5 .5 . **
We rem ark t h a t ,  ta k in g  acco u n t o f  th e  ap pend ix , t h i s  theorem  shows 
th e  convergence o f  (7 .3 )  and ( 7 . 4 )  f o r  i n t e r v a l s  i s  e q u iv a le n t  to  t h a t
fo r  g e n e ra l  B o re l s e t s .
6. SUPERPOSITIONS OE MULTIVARIATE POINT PROCESSES
6 .1  I n tro d u c t io n
For u n iv a r i a te  p o in t  p ro c e s se s  s u p e rp o s i t io n  q u e s tio n s  w ere , h i s t o r i c a l l y ,  
th e  f i r s t  ty p e  o f  l i m i t  q u e s tio n  to  he s tu d ie d .  Palm (19^3) a ttem p ted  to  
show t h a t  fo r  th e  s u p e r p o s i t io n ,  IT , o f  n m u tu a lly  in d e p e n d e n t, s t a t i o n a r y ,  
o rd e r ly  p ro c e s se s  o f  sm a ll i n t e n s i t y
P{N [ 0 , t ) = 0} -»• e ~ ^  as n 1:0 n
where X, assumed c o n s ta n t ,  i s  th e  sum o f th e  i n t e n s i t i e s  o f th e  p ro c e s se s  
b e in g  su p erp o sed . He w ished  to  conclude (im p ro p e rly )  t h a t  t h i s  showed 
convergence o f  th e  p ro c e s se s  to  a sim ple  P o isso n  p ro c e ss  w ith  p a ram e te r
X. K hinchin  (1955) com pleted  P a lm 's  work by o b ta in in g  s u f f i c i e n t  c o n d itio n s  
f o r  t h i s  convergence. Ososkov (1956) showed t h a t  K h in c h in 's  c o n d itio n s  
co u ld  be somewhat re la x e d  and a l s o  t h a t  h is  new c o n d itio n s  w ere n e c e s s a ry . 
G r ig e l io n is  (1963) g e n e ra l iz e d  th e se  r e s u l t s  by d e r iv in g  n e c e ssa ry  and 
s u f f i c i e n t  c o n d itio n s  fo r  th e  s u p e rp o s i t io n  o f  a la rg e  number o f  indep en d en t 
and in  a c e r t a in  sen se  's p a rse *  p o in t  p ro c e s se s  (w ith o u t r e s t r i c t i o n  to  
ones w hich were s ta t io n a r y  and o rd e r ly )  t o  converge t o  a s p e c ia l  form o f 
n o n - s ta t io n a ry  P o isso n  p ro c e s s .  Palm , K h in ch in , and Ososkov u sed  methods 
in v o lv in g  Palm fu n c tio n s  w h ile  G r ig e lio n is  em ployed c h a r a c t e r i s t i c  f u n c t io n s .
More r e c e n t ly ,  V ere-Jones (1968) has p roved  a s im p le , b u t  e le g a n t ,  
s u p e rp o s i t io n  r e s u l t  u s in g  p . g . f l s .  W e s tc o tt (1970) has ex ten d ed  th e  use 
o f  t h i s  to o l  and p ro v id e d  a n e a t  p ro o f  o f  th e  s u f f ic ie n c y  p a r t  o f  
G r ig e l io n is ' s r e s u l t .  K e rs tan  and M a tth e s , in  t h e i r  sequence o f  p ap ers  
( e s p e c ia l ly  196Ua, 1 9 6 5 a), have rep ro v ed  some o f  th e  known theorem s and 
d e r iv e d  f u r th e r  g e n e ra l l i m i t  r e s u l t s  f o r  s u p e rp o s it io n s  o f  marked p o in t 
p r o c e s s e s .
9 ^
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£inlar (i960) has produced sufficient conditions for a superposition
of multivariate (in his terminology multi-dimensional) point processes to
tend to a multivariate Poisson process with independent marginals. His
conditions as well as his techniques may be regarded as multivariate
analogues of Khinchin’s. £inlar states that, in view of his making
no assumptions about the independence of the marginals of the processes
being superposed, it is surprising that the marginal processes of the
limiting Poisson process are independent. We shall show how these results
fit into a more general pattern and finally deduce £inlar’s result from ours.
In the next section, using results about p.g.fls and inf. div.
multivariate point processes we prove a theorem which is the multivariate
analogue of one of Grigelionis’s (1963) results. Then, in a special case,
we rephrase the conditions obtained,in terms of multivariate Palm functions.
From this we are able to deduce and slightly improve Cinlar's (1968) result.
A paper by Grigelionis (1970) which has come to our notice at the time
of writing considers similar results (possibly more general than ours).
The final section illustrates a more direct method of obtaining superposition
results via p.g.fls by proving a limit theorem for superpositions of
2univariate point processes in E .
6.2 Limit Theorems for Superpositions
Some preliminary results are needed. The three lemmas following 
are direct extensions of those proved in the univariate case by Westcott 
(1970). The first expresses uniform asymptotic negligibility (u.a.n.; see 
§5.2) in terms of p.g.fls and is the analogue of a result for characteristic 
functions of random variables which are uniformly small; the second, as 
the third lemma shows is essentially an 'associated laws' result (cf. 
Gnedenko, 1968, §U8).
Lemma 6.1 The processes N . i = l,2,...,s ; n = 1,2,...■~~— — f\,n,i n
iff for £ £ Va,
1 - [£ ]  -* 0 %
are u.a.n.
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u n ifo rm ly  w . r . t .  i  as n ^ c o .
P ro o f .  For a r b i t r a r y  £ e V such th a t  £ E 1 o u ts id e  a bounded i n t e r v a l  I
r\j
1 - G  . [£ ]  = 1 -  { /  + /  ) x
11,1 % r T ( l ) ^ 0  N ( I ) = 0n, % f\, %
d oX {exp Z /  log  '  ( d t ) f p  (aa)
k = l I
< i  - Pn>ifls(D-«}
and th e  n e c e s s i ty  fo llo w s from  th e  assumed u . a .n .
The converse  i s  o b ta in e d  im m ediate ly  i f  we s e t  £ E 0 over s u i ta b le
% %
bounded in t e r v a l s .
Lemma 6 .2  For a t r i a n g u la r  a r ra y  o f u . a .n .  m -v a r ia te  p o in t  p ro c e sse s  
th e  sums
n n
-  Z lo g  G [£] and Z ( l  -  G„ . [ $ ] )  
i = l  n >1 n* 1=1 n »1
converge o r d iv e rg e  to g e th e r  fo r  a l l  £ £ V as n
%
P r o o f . Given th e  p re v io u s  lemma th e  method o f  p ro o f  i s  th e  same as fo r
th e  u n iv a r ia te  case  o f  W e s tc o tt (1 9 7 0 ). **
Lemma 6 .3  For a t r i a n g u la r  a r ra y  {N .} o f u . a .n .  m -v a r ia te  p o in t^ n , i
p ro c e s se s
s n
E N
i = l  <
. I  N i f f  E. D * . . .  * E_ _ i  P as n + «>. n , i  a, 1 ,P  1,Pn.L 5 n ,s
P ro o f . S ince  En „  has p . g . f l  exp {G . [£ ] - l>  ( § 5 .3 ) ," .... . n ,1 %n ,1 J
P  ü- # p
1,P  . 1 ,P’ n l  n ,s
has lo g  p . g . f l  “Ei ^ 1( l  -  . [_£]) and"n , i
E .^  N . has lo g  p . g . f l  lo g  G . [£ ] .  Thus th e  r e s u l t  i s  sim plyl —l  a n , i  1—i. n , i  %
a re s ta te m e n t o f  th e  p re v io u s  lemma.
Our f i r s t  theorem  i s  a g e n e ra l  r e s u l t  about th e  convergence o f  a 
s u p e rp o s i t io n  o f  m -v a r ia te  p o in t  p ro c e s se s  to  an m -v a r ia te  p o in t  p ro c e ss  
w hich m ust, from  th e  d e f i n i t i o n ,  be i n f .  d iv .
§ 6 . 2 97
Theorem 6 .1  For a t r i a n g u la r  a r ra y  {N A  o f  u . a .n .  m -v a r ia te  p o in t
s *
p ro c e s se s  N =2. _ K . converges in  d i s t r i b u t i o n  as n -► <» to  an m -v a r ia te  
% n i = l  1 1 1 ,1
s
p o in t  p ro c e ss  i f f  E ^  P ^  + P  in  th e  sense  o f (5 .7 .3 )  and ( 5 . 7 .U ).
P ro o f . Using th e  u . a .n .  we see  from Lemma 6 . 3  t h a t  as n oo




r e l a t i o n s  E, = AQ and P * Q A
■X'*
and by Theorem 5 .7  t h i s  w i l l  occur i f f  E ** ...#  E P
—  3 -  -L  ml.n , l  n , s
in  th e  sen se  o f (5 .7 .3 )  and (5.7.1+) . The r e s u l t  now fo llo w s u s in g  th e
P + Q w hich w ere p o in te d  ou t e a r l i e r  
a t  (5.3.1+) and (5 .3 .1 )  r e s p e c t iv e ly .
W hile th e  approach i s  d i f f e r e n t  t h i s  r e s u l t  i s  n o t new. I t  i s  
e s s e n t i a l l y  c o n ta in e d  in  th e  r e s u l t s  o f  K e rs tan  and M atthes (1 9 6 5 a). However, 
we a re  i n t e r e s t e d  in  more s p e c i f i c  r e s u l t s  about convergence to  i n f .  d iv . 
m u l t iv a r ia te  P o isso n  p ro c e s s e s .  Though we f e e l  i t  ought to  be p o s s ib le  to  
o b ta in  convergence to  such a p ro c e s s  whose m a rg in a ls  need  n o t be in d ep en d en t 
we a re  u n s a t i s f i e d  w ith  our r e s u l t s  in  t h i s  d i r e c t io n .  We s h a l l ,  t h e r e f o r e ,  
only  c o n s id e r  convergence t o  an i n f .  d iv . m u l t iv a r ia te  P o isso n  p ro cess  
whose m a rg in a l p ro c e s se s  a re  in d e p e n d e n t.
Theorem 6 .2  For a  t r i a n g u l a r  a r ra y  {H .} o f  u . a .n .  m -v a r ia te  p o in t^ n , 1
p ro c e s se s  n e c e ssa ry  and s u f f i c i e n t  c o n d itio n s  f o r  th e  p ro c e s se s  N = E . - . F  .
r\JCl i  — Jj\,n ,1
t o  converge in  d i s t r i b u t i o n  as n -> 00 to  an m -v a r ia te  P o is so n  p ro cess  
w ith  in d ep en d en t components and f i r s t  moment m easures A. (*)  ( j  = l , 2 , . . . , m )
cj
a re  t h a t
n 
E
n-*co i = l
lim   [ l - p  . ( 0 ; l )  -  E p  . ( e . ; l ) ]  = 0
j  _  2^ ++ 9 giJ
and
l i m E p . ( e . ; I )  = A . ( l )
n -XX3 i  =  l  n  9 1  J
( j  = 1 , 2 , . . . ,m)
( 2 . 1 )
( 2 . 2 )
f o r  a l l  bounded in t e r v a l s  I  w ith  no atoms o f  th e  m easures A. (*)
0
( j  = l , 2 , . . . , m )  on t h e i r  b o u n d a r ie s .
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P ro o f . For c l a r i t y  we prove j u s t  th e  b i v a r i a t e  c a se . I f  th e  s t a t e d
convergence occurs th e n  by Theorem 6 .1 ,  (5 * 5 .l ) ,  and th e  independence o f






Z p  . ( l ; l )  -* 0 as n
i = i n >1 ^
i/hen m = 2 th e se  c o n d itio n s  a re  c l e a r ly  e q u iv a le n t  to  ( 2 .1 ) .  I t  i s  
now easy  to  see  t h a t  (2 .2 )  must a ls o  h o ld .
S ince  th e  K.L.M. m easure o f  an i n f .  d iv . b i v a r i a t e  P o isso n  p ro cess  
i s  com p le te ly  s p e c i f i e d  by th e  two f i r s t  moment m easures and th e  f i r s t  
cross-m om ent m easure the  converse  i s  obv io u s.
T his r e s u l t  w i l l  be in v e s t ig a te d  f u r th e r  in  th e  n e x t s e c t io n .
We conclude t h i s  s e c t io n  by deducing  from th e  u n iv a r i a te  case o f 
t h i s  r e s u l t  ( i . e .  G r ig e l io n is ' s , 1963, r e s u l t )  an i n t e r e s t i n g  s p e c ia l i z a t io n  
o f w hich th e  s u f f ic ie n c y  was p ro v ed  by V ere-Jones ( i9 6 0 ) .  The s im p l ic i ty  
o f  h is  fo rm u la tio n  seems to  have o bscu red  th e  f a c t  t h a t  th e  c o n d itio n s  
w ere a ls o  n e c e s s a ry .
C o ro l la ry . I f  N i s  a s ta t io n a r y  ( u n iv a r i a te )  p o in t  p ro c e ss  th en  th e  
p ro c e ss  N form ed by su p e rp o s in g  n in d ep en d en t r e p l i c a s  o f  N and 
d i l a t i n g  th e  tim e s c a le  by a f a c t o r  o f  n te n d s  to  a P o isso n  p ro c e ss  w ith  
p a ra m e te r  X i f f  N i s  o rd e r ly  and has p a ram e te r  X.
P ro o f . L et N denote th e  p ro c e s s  form ed from N by th e  tim e d i l a t i o n  
d e s c r ib e d . Then i s  u . a .n .  s in c e  f o r  a l l  t  > 0
P{W( n ) [0 ,t )> 0 }  = P{K[0 ,“ )>0} -* 0 as n + «>.
Thus from Theorem 6 .2  (w ith  m = l )  N = N ^1^+N^n ^ + .. , + N ^ ( n  tim es)n
converges in  d i s t r i b u t io n  to  a (s im p le ) P o isso n  p ro c e s s  w ith  p a ram e te r  X i f f  
n P { N ^  [ 0 , t ) > l}  0
p{r ^(I)1 n , i
(o\
> 1 o r : ( I )  > 1}  -> 0n 1
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and
n P { N ^  [0,t) = 1} -> At
as n oo. A trivial rearrangement shows that these conditions are just
the orderliness and existence of parameter conditions for the point process
N and so the result is proved. 'x*
6.3 Further Superposition Results
Necessary and sufficient conditions for convergence to an m-variate
Poisson process with independent marginals were given in Theorem 6.2. If
we further restrict our attention to triangular arrays all of whose components
are stationary and strongly orderly then, using the multivariate Palm functions
already derived, Theorem 6.2 may he rephrased in the following form.
Theorem 6.3 For a triangular array {N .} of stationary, strongly orderly,,vh ,i
u.a.n. m-variate point processes necessary and sufficient conditions for 
s
N = 2 N . to converge in distribution as n 00 to an m-variate
'U l  . _ 'U U l  °i=l 9
Poisson process with independent marginals and parameters A. (j = l,2,...,m)
J
are
^  \  XnJj  lä (£ r u)du = 0XT*00 1=1 * 0
sn ^
lim 2 A(,j? / <j)^ ? (0;u)du = A. t
n-*» i=l n >1 0 Djl ^ 3
(j »Ä = 1,2,...,m); 
(j = 1,2,... ,m);
(3.1)
(3.2)
for all finite t > 0.
Proof. We first note that the assumption of stationarity removes all
complications which previously arose from possible fixed atoms of the
limit Poisson process. From the representation (3.^.6) for the probabilities
p(k;t) of a stationary, stronglv orderly, m-variate point process, wen,
see easily that
s s s
2 p . (e .; t) = 2 A^? /  ^3 } ( 0;u) du - 2 2 / <J>^ ! (e . ;u)dub i  'uj i=1 n,i Jn yn,i n,i ^ vn,ii=l £=1 i=l
and
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u ui ui m n / . \ o / v
E [1 -  p . ( 0 ; t ) -  E p . (e  ; t )  ] = E E E aP '  j  <f>;J ' ( e . ; u ) d u .
- 1  n 3 1 % 11 31  a<3 £ = ]_ ± - ±  n  i ±  0  n ;> 1  ^i = l
S ince  a l l  th e  te rm s in  t h i s  l a s t  summation a re  n o n -n e g a t iv e  i t  i s  c l e a r
t h a t  (2 .1 )  i s  f u l f i l l e d  i f f  ( 3 .1 )  i s .  Hence, (2 .2 )  i s  s a t i s f i e d  i f f  (3 .2 )
i s  and our p ro o f  i s  com plete . **
The fo l lo w in g  c o r o l l a r i e s  g e n e r a l iz e  r e s u l t s  o b ta in e d  in  th e  u n i v a r i a t e
case  by G r ig e l io n is  ( 1963) ,  Ososkov (1 9 5 6 ) ,  and K hinchin  (1955) r e s p e c t iv e l y ,
C o ro l la ry  1 . I f  in  a d d i t io n  t o  th e  assum ptions o f  Theorem 6 .3  ve assume 
s / . \
t h a t  l im  Z .n .. A u . = A. ( j  = l , 2 , j . . , m )  th e n  c o n d i t io n  ( 3 . 2 ) a lone  i s  n-K» i = l  n , i  j
n e c e s s a ry  and s u f f i c i e n t  f o r  th e  s t a t e d  convergence t o  occu r .
P ro o f .  S ince  obv ious ly
( j ) ( j )<}> , (k ;u )  £  1 -  ({) d , ( 0 ;u)n , i  — Tn , i %
u e ( 0 ,oo), k e Z™, i , j , n  e  Z3 we f in d  f o r  a l l  t  e  ( 0 ,00) t h a t
a-
E X ^ l  /  <9 j ] ( k : u ) d u  < E X*J ] /  [1 -  * 9 ,- (0 ;u )  ]du






i = l  " 5~ 0 
”► 0 as n ->■ ( j  = 1 , 2 , . . . ,m)
i f  l im  Z . 1^ ,  A ^ ?  = A. ( j  = l , 2 , . . . , m )  and ( 3 . 2 ) h o ld s .  
n-K» 1 ~ ±  n »1 J
C o ro l la ry  2 . Under th e  same a s su m p tio n s ,  f o r  th e  convergence of Theorem 
6 .3  t o  occur i t  i s  n e c e s s a ry  and s u f f i c i e n t  t h a t  th e  c o n d i t io n
l im  E x(j)[l -  ( 0 ; t )  ] = 0 ( j  = 1 ,2 ..........m)
n-*» i = i  n . 1 ^
h o ld  f o r  a l l  t  £  ( 0 ,°°).
(  * ^
P ro o f .  S ince  (Jr . ( 0 ; t )  i s  monotone n o n - in c r e a s in g  in  t  when a l l  i t s  n , i  r\j




i = ll , Xn , l  I  [1  - ^ l ( ° ;u)ldU -  t [ l  -
< E X*J ? /  [1 -  <!>9|i(0;u)]du
•  n  n , i  j1 = 1 5 t
1  I  Xn ^  / t [ l  -1=1 9 0 9 a
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f o r  a l l  t  £ (O ,00) and so  th e  r e s u l t  fo llo w s from th e  p re v io u s  c o r o l la r y .  **
Remarks ( i )  When th e  p ro c e s se s  N are  s ta tio n ä r} ,r and s tro n g ly  o r d e r ly ,__________ nUl ,  i
th e  r e l a t i o n
1  -  p  . ( 0 ; I ) = 1  -  P{K . (I)= 0 }  < E N . ( I )  = X . I I I  r n , i  n , i  — n , i  n , i '  1
shows t h a t  a s u f f i c i e n t  c o n d itio n  fo r  them to  be u . a .n ,  i s  t h a t  th e  i n t e n s i t i e s
X  ^  ^ be u n ifo rm ly  sm a ll f o r  la rg e  n
i . e .  t h a t  max X . -*• 0 as n -> cc ( 3 .^ ), . n , i1< i< s *----- n
( i i )  As d id  Ososkov ( 1956) f o r  u n iv a r i a te  p o in t  p ro c e s s e s  we can
show th a t  (3 .3 )  im p l ie s ,  fo r  each  j , th e  un ifo rm  sm a lln ess  o f  th e  p a ram e te rs  
( * ^
X' . f o r  la rg e  n and hence t h a t  ( 3 A )  h o ld s .  n , i
( i i i )  Remarks ( i )  and ( i i )  show th a t  th e  s u f f ic ie n c y  p a r t s  o f 
C o ro l la r ie s  1 and 2 can be provedw ithcut -the assum ption  o f  u . a .n .  and th a t  
from th e  n e c e s s i ty  p a r t s  (where u . a .n .  i s  s t i l l  needed) we can deduce th e  
s t r o n g e r  c o n d itio n  ( 3 . ^ ) .
C o ro lla ry  3 . Under th e  same a ssu m p tio n s , th e  c o n d itio n
max [1 -  <J> ( 0 ; t ) ] - * 0  as n -* <»
l< i< s  n j l  ^----- n
f o r  a l l  t  £ (0,°°) and j  = l , 2 , . . . , m  i s  s u f f i c i e n t  f o r  th e  convergence 
o f  Theorem 6 .3  to  o ccu r.
P ro o f . Obvious from C o ro lla ry  2 . **
The f i n a l  l in k  w ith  th e  work o f  C in la r  (1966) on s u p e rp o s it io n s  o f  
m u l t iv a r ia te  p o in t  p ro c e s se s  i s  e s ta b l i s h e d  by
Theorem 6 . U For a t r i a n g u la r  a r ra y  o f  s t a t i o n a r y ,  s t r o n g ly  o r d e r ly ,
m -v a r ia te  p o in t  p ro c e s se s  fo r  w hich th e  p a ra m e te rs  a re  such t h a t  ( 3 .^ )
h o ld s  and a ls o  
s
11 / . x
£ X . -> X. ( j  = 1 , 2 , . . .  ,m) ( 3 . 5 )
i = l  n#1 J
max [ 1 — 4> . (0;  t ) ] -> 0 as n -*• 00 t  e (0,00) ( 3 . 6 )
l< i< s  11,1
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th e  p ro c e s s e s  N %n
s nE. \  IT . converge in  d i s t r i b u t i o n  as n -*■ 00 to  ani =l  o n j i
iri—v a r i a t e  P o is so n  p ro cess  w ith  in d e p en d en t m a rg in a ls  and p a ram e te rs  X
( j  = • • • 9m) •
P ro o f .  By ( 3 .2 .1 1 )
J
X X^J h l  -  < )> ^](0 ; t) ]  < I  X [ 1 - 6  ( 0 ; t ) ]
j__2_ •Li 3x ^  i _ i  n  n
n
< E X max [1-4) . ( 0 ; t ) ]
i = l  9 l< i< s----- n
Using ( 3 . ^ ) ,  (3 .5 )  and (3 .6 )  we see  t h a t  th e  r e s u l t  fo llow s from C o ro l la iy  
2 o f  Theorem 6 .3 .
Remark This theorem  i s  s t i l l  more g e n e ra l  th an  ^ i n l a r ’ s in  t h a t  he
£=n ( ■) ( " )
r e q u i r e d  E. , X . and X' ./X . t o  remain c o n s ta n t  f o r  g iven  i  andi = l  n , i  n , i  n , i  &
/  . \
j  as n ■+ 00. Our r e s u l t  shows t h i s  r e s t r i c t i o n  on XV ./X . t o  ben , 1 n , 1
s u p e r f lu o u s .
In  f a c t ,  Theorem 6.U can be p roved  more sim ply  and d i r e c t l y  u s in g  
only l i m i t  r e s u l t s  f o r  u n i v a r i a t e  p o i n t  p r o c e s s e s .  I t  i s  i n s t r u c t i v e  t o  
do t h i s .
By th e  u n i v a r i a t e  case o f  C o ro l la ry  3 above ( i . e .  K h in c h in 's  o r i g i n a l
l i m i t  theorem ) th e  c o n d i t io n s  ( 3 .U ) - ( 3 .6 )  a re  s u f f i c i e n t  t o  ensu re  t h a t
s nth e  p ro c e s s e s  =E^_^ ± converge in  d i s t r i b u t i o n  as n -> 00 t o  a
P o isso n  p ro c e ss  N w ith  p a ram e te r  E^_^ X^. ( C in la r  has remarked (1968,
p . 171 ) t h a t  h i s  c o n d i t i o n s ,  w i th  th e  e x c e p t io n  o f  h i s  r e s t r i c t i o n  on
d )n j_/Xn  ^ a re  n e c e s s a ry  as w e l l  as s u f f i c i e n t  f o r  t h i s  convergence.
However, th e  n e c e s s i t y  i s  n o t  t r u e  in  g e n e ra l  under h i s  c o n d i t io n s  as a 
p e r u s a l  o f  K hinchin  (1955) and th e  c o r o l l a r i e s  t o  Theorem 6 .3  r e a d i l y  r e v e a l s . )  
Using (3 .2 .1 1 )  we f in d
Sr  Sn
E X( j ? [ l  -  (f>( j ? ( 0 ; t ) ]  < E X . [ l  — 4> . ( 0 ; t )  ] n , i  Tn , i  “  n , i  yn , i  9i = l i = l  
sn
1  ( E X ) max [ l  -  <J> ( 0 ; t )  ]
i = l  _i9 l< i< s  9----- n
0 as n -*• o°
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by (3.6) since E.n. A . -*■ Z"? A.. Applying Ososkov’s (1956) resulti=l n,i j=l j
for univariate point processes (Corollary 2 with m = l) it follows
( ' 'i
that, for each j , I* tends in distribution as n 00 to a Poisson5 u s n
( * 'i
process N VJ with parameter A .
Since the limiting m-variate Poisson process must by definition be 
inf. div. our alternative proof of Theorem 6.4 is completed by an application 
of Theorem 5.6.
n6.4 Extensions to Point Processes in R
The previous results for superpositions and for inf. div. point
processes in are all capable of straightforward extension to point
processes in Rn e.g. Goldman (l967a9b) in the univariate case. In
particular there is an analogue of Grigelionis's theorem for superpositions
of point processes in Rn which could be proved by methods similar to
those used in Theorem 6.2. However, as with Theorem 6.2, this result can
be proved without reference to K.L.M. measures and inf. div. point processes.
We shall adopt this direct approach both in order to illustrate the technique
and to show how the theorem, which was proved originally by Goldman (1967b)
in the stationary case, can be slightly improved. In our Theorem 6.5
below the conditions (4.1) and (4.2) are shown to be necessary and sufficient
Goldman was only able to show that (4.2) was necessary and sufficient under
the additional assumption of (4.1). As with Goldman, we restrict ourselves
2for ease of exposition to univariate point processes in R .
The notion of p.g.fl and the basic results generalize readily (cf.
2
Vere-Jones, 1970). Thus the p.g.fl for a univariate point process in R 
is defined by
Gtd = E{exp J f log £(t,u) N(dt x du)}
where £ e V^(W), this denoting the class of all measurable functions 
£(t,u) which satisfy 0 <_ g(t,u) <_ 1, are equal to unity outside a
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compact set in R and have no discontinuities at fixed atoms of the process 
2
We denote by Vg(hT) the subclass consisting of all the simple functions 
in V2(N).
2
In particular, the p.g.fl of a (non-stationary) Poisson process in E
G[£] = exp {//[£(t,u)-l]A(dt x du)}
where A(.), its expectation measure, is a Borel measure.
We can now prove
Theorem 6.3 For a triangular array {N of u.a.n. univariate point
2processes in R necessary and sufficient conditions for the processes 
s
i converSe in distribution as n -* a> to a Poisson process
in R^ with first moment measure A(.) are 
sn
lim I P{N .(A)>1} = 0
n-Ko i=i n »1
and




for all bounded sets A £ B^ with no atoms of A(.) on their boundaries.
Proof. By the analogue (for univariate point processes in R ) of
Theorem 4.5» the asserted convergence will take place iff 
sn
Z log G [£] //U(t,u)-l]A(dt x du)
i=l
for all E, e V^Ul) and hence, by the analogue of Lemma 6.2, iff
Z (1 - G .[£])+//[£(t,u)-l]A(dt x du) as n ->- <*> 
i=l 11,1
(4.3)
for all E, e V^N).
Necessity: For E, = 1 outside A, a fixed bounded set from Bp
s Sn n
- Z (1 - G .[5]) = - z [1 - P{N .(A) = 0}]
ii5 l  •i=l i=l
s
Z £{4(t,u)|Nn .(A)=1}P{NM .(A)=l}
i=l n»i
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+ 2 E ( C ( t , u ) C ( v ,v ) |w  . (A)=2}P(N . ( A)=2>• n % l  n j i
i = l
+ . . . .  ( 4 .4 )
Thus,  from (4 .3 )  and ( 4 ,4 )  we f i n d ,  on p u t t i n g  £ ( t , u )  = l - (  l - z ) x ^ (  t  ,u)
(0 < z < l )  , t h a t
-  E (1-G i [ l - ( l - z ) x A( t , u ) ] )  = -  E [ l-P{Nn .(A)=0}] 
i = l  5 i = l  *
s _ s
+ E zJ E P {I'T . ( A)=j } 
j = l  i = l  5
•> ( z- I )A(A)  as n 00 (4 .5 )
f o r  a l l  z £ [ 0 , l ]  and a l l  bounded A£ B^  w i th  no atoms o f  A( .)  on 
t h e i r  b o u n d a r i e s .
S e t t i n g  z = 0 we see  immediately  t h a t  
s n
E [ l  -  P{N , ( a)=0}] -► a( a ) as n co (4 .6 )
i = l  n>1
f o r  a l l  bounded A e as above,  which a l s o  im p l i e s  t h a t  t h e  c o e f f i c i e n t s  
o f  a l l  powers o f  z on th e  L.H.S.  o f  ( 4 .5 )  converge .  By t h e  c o n t i n u i t y  
theorem f o r  p . g . f n s  ( e . g .  F e l l e r ,  1968, p .  2Ö0) s in c e  we cou ld  obv ious ly  
no rm al ize  our measure ,  we see  t h a t  (4 .2 )  h o ld s  and hence a l s o  ( 4 . l ) .
S u f f i c i e n c y :  From th e  expans ion  (4 .4 )  we see  t h a t  ( c f .  W e s t c o t t , 1970)
s sn n
E ( 1-G . [1-CD = E P{N . ( A)>1}
i = l  11,1 i = l  n#1
s n
+ l  E ( 5 ( t , u )  |H (A)=1}P{H ,(A)=1}
0 1 I I  (k X i  •  1
1 =  1 *
+ 0 (P{W . (A)>1}) n ,1
sn
= E E ( £ ( t , u ) | N  . ( A)=l} P{W . ( A)=l} + o ( l )i= 1  n , i  n ,1
by c o n d i t i o n  ( 4 . 1 ) .
Choosing l - £  e V^(d) so  t h a t  l - £  = E^_-^ a^ , where {A^ : r = l , 2 , . . , $
i s  a  measurable  p a r t i t i o n  o f  th e  bounded s e t  A e B0 and t h e  s e t s  A^ have
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no atoms o f  X(. )  on t h e i r  b o u n d a r ie s ,  ire f i n d
l im  L { 5 ( t ,u )  |N i (A )=l} P{fTn i (A)=l}
n--»co 5 9
l im  Z a P{N .(A )=1,N . (A)=l}_ r  n , i  r  5 n , i  n-x» r —1
lim  Z a P{N . (A ) = l}  v . r  n , i  r  n-*30 r = i  9
by { k . l ) , Using (5 .2 )  we th e n  have
lim  Z ( l -G  . [1 -5 3 )  = 2 a X(A ) = / /  5 ( t , u ) X ( d t  x du)
n-**> i = l  11,1 r = l  r  r
f o r  a l l  1-5  £ V^(W) and hence f o r  a r b i t r a r y  1-5  £ V^(iJ) by c o n s id e r in g  
sequences  of s im ple  fu n c t io n s  converg ing  m o n o to n ica l iy  tow ards 5*
7. IDENTIFIABILITY FOR RANDOM TRANSLATIONS OF POISSON PROCESSES
7 .1  I n tro d u c t io n
In  t h i s  c h a p te r  we s h a l l  s tu d y  a s p e c i f i c  a sp e c t o f  a s p e c ia l  type
o f  i n f i n i t e l y  d iv i s i b l e  b i v a r i a t e  P o isso n  p ro c e s s .  We c o n s id e r  a random ly
t r a n s l a t e d  P o isso n  p ro cess  whose components a re  s t a t io n a r y  P o isso n  p ro c e sse s  
1 2in  e i t h e r  R o r  R . We w ant to  show t h a t ,  g iven  a COMp£dX& ÄJlpuZ.- 
OLitpuX fie.c.oticl i . e .  g iven  a r e a l i z a t i o n  o f  th e  o r ig i n a l  p ro c e ss  and th e  
co rresp o n d in g  r e a l i z a t i o n  o f  th e  d is p la c e d  p ro c e ss  b u t n o t th e  lin k a g e  
( i . e .  w hich p o in t  in  th e  f i r s t  p ro c e ss  co rresp o n d s t o  w hich in  th e  second) 
betw een th e  tw o , th e  d isp la cem e n t d i s t r i b u t i o n  i s  i d e n t i f i a b l e  w ith  
p r o b a b i l i t y  one.
Hie problem  o r ig in a l ly  a ro se  as one co n ce rn in g  th e  i d e n t i f i a b i l i t y  
o f  th e  s e rv ic e - t im e  d i s t r i b u t i o n  in  th e  queueing  system  M/G/°°. (We 
n o te  t h a t  M/G/<» i s  n o t r e a l l y  a queueing  system  as th e  custom ers do n o t 
have to  w a i t ;  b u t  i t  seems co n v en ien t t o  use t h i s  te rm in o lo g y .)  K en d a ll 
(1964) s a id  ’ . . .  i t  i s  known t h a t  th e  o u tp u t o f  M/G/00 i s  a P o isso n  
s tre a m , so  t h a t  h e re  th e  s e rv ic e - t im e  d i s t r i b u t i o n  i s  u n id e n t i f i a b le .  The 
g e n e ra l  q u e s tio n s  o f  i d e n t i f i a b i l i t y ,  and o f  how th e  i d e n t i f i c a t i o n  i s  
to  be done (when p o s s ib le  in  p r i n c i p l e ) ,  look  as i f  th e y  m igh t be w orth  
some a t t e n t i o n . '  That th e  o u tp u t p ro c e ss  o f  M/G/00 i s  P o is so n  was f i r s t  
p ro v ed  by Doob (1953) pp . 4o4?-7.
A lthough a com plete r e a l i z a t i o n  o f  th e  o u tp u t p ro c e ss  can y i e l d  no 
in fo rm a tio n  abou t th e  n a tu re  o f  th e  s e rv ic e - t im e  d i s t r i b u t i o n ,  K en d a ll and 
Lewis (1965) have shown ( f o r  th e  more g e n e ra l system  GI/G/00) t h a t ,  i f  
in  a d d i t io n  we know th e  i n f i n i t e  p e rm u ta tio n  w hich tra n s fo rm s  th e  o rd e r  
o f  a r r i v a l  in to  th e  o rd e r  o f  d e p a r tu r e ,  th en  th e  i n t e r - a r r i v a l - t i m e  d i s t r i b ­
u t io n  i s  com ple te ly  i d e n t i f i a b l e  and th e  s e rv ic e - t im e  d i s t r i b u t i o n  i s  
i d e n t i f i a b l e  t o  w ith in  a lo c a t io n  p a ra m e te r .
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From th e  q u e s tio n  o f i d e n t i f i  a b i l i t y  f o r  th e  s e rv ic e - t im e  d i s t r i b u t io n
o f  ii/G /00 ¥e w ere le d  to  ask w hat w ould happen i f  n e g a tiv e  as w e ll  as
p o s i t i v e  d isp lacem en ts  were a llow ed . R ecen tly  we have asked  th e  more
2g e n e ra l  q u e s tio n  : f o r  a random ly t r a n s l a t e d  P o isso n  p ro c e ss  in  R , i s  
th e  ( b iv a r i a t e )  d isp la cem e n t d i s t r i b u t i o n  i d e n t i f i a b l e  from a com plete 
in p u t -o u tp u t  re c o rd ?
In  a l l  th e se  cases  th e  d isp la cem e n t d i s t r i b u t i o n  can be shown to  be 
i d e n t i f i a b l e  w ith  p r o b a b i l i ty  one. For P o is so n  p ro c e s se s  in  R^ " and 
p o s s ib ly  n e g a t iv e  d isp lacem en ts  th e  s o lu t io n  i s  c o n ta in e d  in  M ilne (1970 ). 
Brown (1970) has c o n s id e re d  th e  s p e c ia l  case  o f  P o is so n  p ro c e s se s  in  R^ 
and p o s i t i v e  d isp la cem e n ts  i . e .  j u s t  M/G/°°. He a ls o  r e q u ire s  th e  d is p la c e ­
ments t o  have a f i n i t e  mean b u t  d e r iv e s  an a p p a re n tly  s t r o n g e r  i d e n t i l i a b i l i t y  
r e s u l t .  In  b o th  th e s e  p ap ers  i t  i s  shown t h a t  th e  answer l i e s  in  th e  j o i n t  
p r o p e r t i e s  o f  th e  in p u t  and o u tp u t p ro c e s se s  th e  f i r s t  s te p  b e in g  to  d e r iv e  
a r e l a t i o n  e x p re s s in g  G in  term s o f  some j o i n t  p r o p e r ty .  M ilne chose 
to  use th e  co v a rian ce  betw een th e  number o f  in p u t p o in ts  in  [ 0 , t )  and 
th e  number o f  o u tp u t p o in ts  in  [ 0 , t ) .  Brown u sed  th e  d i s t r i b u t i o n  fu n c tio n  
o f  th e  tim e back from an a r b i t r a r y  o u tp u t to  th e  l a s t  p re c e d in g  in p u t .  
(S q u a lly ,  he co u ld  have u sed  th e  tim e from an a r b i t r a r y  in p u t to  th e  n ex t 
o u tp u t had  he been p re p a re d  to  assume th e  r e s u l t  t h a t  th e  o u tp u t p ro c e ss  
i s  a ls o  P o is so n . For f u r th e r  rem arks on t h i s  see  § 3 .5 .)  In  each  case 
th e  o th e r  e s s e n t i a l  s te p  i s  th e  in v o k in g  o f  an e rg o d ic  theorem  to  v a l id a te  
th e  use o f  th e  d e r iv e d  r e l a t i o n  when a p p lie d  to  th e  d a ta  o f  a s in g le  in p u t -  
o u tp u t r e c o rd . The advan tage o f  Brow n's approach  i s  t h a t  a sequence o f 
e s t im a to rs  i s  c o n s tru c te d  f o r  G th o u g h , as he p o in ts  o u t ,  h is  e s t im a to r  
i s  n o t b e s t  in  any se n se . We em phasize t h a t  our concern  i s  on ly  w ith  
i d e n t i f i a b i l i t y  i . e .  showing t h a t  in  p r in c i p le  i t  i s  p o s s ib le  t o  e s tim a te  
th e  d isp la cem e n t d i s t r i b u t i o n .  The d isad v an tag e  o f  Brown’s approach  i s  t h a t  
f u r th e r  e x te n s io n  o f  i t  ( e .g .  to  p o s i t i v e  and n e g a tiv e  d isp la cem e n ts  o r to
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2
Poisson processes in R ) does not seem possible. It is perhaps worth
noting here that the i dent if i ability problem for M/G/°° has been
generalized in another direction by Ross (1970). He considered GI/G/k
queues (k _< °°) and (with some extra conditions) showed that both the
inter-arrival-time and the service-time distributions were identifiable
from a complete input-output record.
In this chapter we shall investigate identifiability for random
2 1translations of Poisson processes only in R . For R we refer to Milne
2
(1970). Though the results are not unexpected, the generalization to R 
is not immediately obvious particularly if we think in terms of extending 
Brown’s approach which seems to depend on order properties of P.^ .
We begin by deriving some joint distributions.
7.2 The Joint Distributions
Though we could generalize the arguments used in Milne (1970) to 
obtain the joint distributions of numbers of points of the original Poisson 
process and the corresponding displaced (Poisson) process in given intervals, 
we shall here adopt the more elegant method of p.g.fls which was suggested 
as an alternative in a remark at the end of §2 of that paper. However, 
we do stress the intuitive appeal of the other method which exhibited the 
random variables of interest as sums with random elements in common (see 
Fischer, 1933).
We treat the bivariate process of the input and output as a stationary 
bivariate Poisson cluster process (cf. §5.U for processes in R ). Its p.g.fl 
(see §6.U for remarks on p.g.fls forprocesses in R ) is clearly given by
exp{A//[C1(t1,t2)//52(t1+x1,t2+x2)dC-(x1>x2)-l]dt1dt2}+ (2.1)
where X is the parameter of the Poisson input process. Setting £ (t^ftg)
and mailing the transformation t.+x. -► u., x. •> v., i = 1,2 we see easily1 1 l* 1 1*
oo
In this chapter unless otherwise stated J = j
—  OO
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t h a t  th e  o u tp u t  p ro cess  i s  a l so  a s t a t i o n a r y  P o is so n  p ro cess  in  R w ith  
p a ra m e te r  A. (This  r e s u l t  was a l s o  n o t i c e d  by Doob, 1953, p . 4 0 7 ) .  The
p . g . f l  ( 2 . l )  c o n ta in s  a l l  th e  in fo rm a t io n  about th e  b i v a r i a t e p o in t  p ro c e ss  and 
we would ex p e c t  i t  t o  c o n ta in  com plete in fo rm a t io n  about th e  b i v a r i a t e  
d i s t r i b u t i o n  G. In  th e  fo l lo w in g  s e c t i o n  we s h a l l  show th a t ,  f o r  our 
purposes ,  s u f f i c i e n t  in fo rm a t io n  about G i s  c o n ta in e d  in  th e  j o i n t  
d i s t r i b u t i o n s  which we now der iv e  and, in  f a c t ,  i n  c e r t a i n  q u a n t i t i e s  
d e f in e d  by th e s e .
S e t  £1( t 1 >t 2 ) = t  e A . , 0a» 1 < < 1»
i
CU«X1—1II
U e lsew here
M V V  =
p
t  e B . , 0
a  x < \  < i = 1 ,2
u e lsew here
where th e  A^, A2 , B^, B2
tare  bounded r e c t a n g le s in 2R . I t  i s  e a sy  to
see  t h a t
// C2(t1+x1 ,t.2+x2)dG(x1,x2)
= 1 +  ( z - 1 ) /  dG( x ,Xp) + ( Zp-l)  /  dC-(x ,x^)
B - t  ± B _-t ^1 a, 2 %
O
where B - t  = { (x ,y )  e R : ( x + tn y + t„ )  £ B}. Hence, a  i d
II [ £ f ( 1 1 , t 2 ) 11^ 2 ^  t i +:xi  »t 2+x2 ^ dC^  X1 jX2 ^  ~1 ^  d t l  d t 2
: (y-,-1) I  dt  d t p + (yP-l) I  dt  dt p
A1 A
+ (z  - l ) /  /  d G (x ,y )d t  d tp  + ( z - l )  /  /  d G (x ,y )d t  d t
1 r2 B - t  1 2  2 0 -  1 1 2
n l a » r 2 B „ - t2 a
+ I  d G (x ,y )d t  d t 0+(y0- l )  ( z0- l )  /  /  d G (x ,y )d t  d t
Al V £  " '  ^ A2 B2- ^
(y - l ) ( z  - l ) /  /  d G (x ,y )d t  d t  +(y - l ) ( z  - 1 ) /  /  d G (x ,y )d t_ d t0 ,
A-, B -t 1 2  2 1 B -t 1 2
1 d  %  2 1a»
t
By a r e c t a n g le  we u n d e rs ta n d  one whose s id e s  a re  i n t e r v a l s  ( c f .  HaJinos, 
1950,  p.  137) .
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Using n o n - n e g a t iv i ty  and a p p ly in g  F u b in i ’ s theorem  we n o te  t h a t
f0 !  dG(x1 ,x 2 ) d t 1 d t 0 = /  /  d t 1 d t p dG(x1 ,x ? )
P2 B-xR2 B - t  
a,
= | b |
2
where B i s  a r e c t a n g le  in  R w i th  Lebesgue measure | B} . Thus we
f in d  t h a t
W  Ni (A2 ) iy2 (El ) N2 (B- ) 
E{y: ' y 2 -  z g  “ z
= e:x p p l A j ^ - l )  + X|A? | ( y p- l )  + X|B1 I ( Zh—1) + X|B? | ( z ?- l )2 ' J 2 1 ' ' 1 2> v 2
+ ( y . , - l ) (  zn- l ) x /  /  d G ( x ,y ) d t 1d t 2+ ( y 2- l ) ( z p - l ) x /  /  x
A1 Bl “ t A2 E2‘ t
x d G (x ,y )d t1 d t ?
+ (y -1 )  ( z2- l ) X /  /  d G (x ,y )d t  d t  +(y - l )  ( z - l ) X /  /  x
A, B0- t  ± A B - t
1  d  r\j d. 1  r\j
x d G (x ,y )d t1 dt^} (2 .2 )
I t  w i l l  be co n v en ien t  l a t e r  t o  have a s p e c i a l  case  o f  t h i s  t o  r e f e r  t o  v i z ,  
lU A )  N (3)
E{j  z }= exp{X j a | ( y - l )  + X |B |( z - l )
+ A ( y - l ) ( z - l ) /  /  d G (x ,y )d t  d t  } .
A B -t
Also we deduce ( e . g .  by d i f f e r e n t i a t i n g  (2 .3 ))  t h a t
Cov (N ^ A ) ,  N2 (B)) = X /  /  d G (x ,y )d t  d t  .
A B - t  
%
7 .3  I d e n t i f i a b i l i t y
G e n e ra l iz in g  Milne (1970) we might e x p ec t  t h a t  th e  i d e n t i f i c a t i o n  
cou ld  be done th ro u g h  e i t h e r
(2 . 3 )
(2 . 1*)
P{M = 0 ,  N = 0 }  o r  Cov (M n )
t l t 2 T1T2 t l t 2 ’ t1t 2
where f o r  s i m p l i c i t y  we w r i t e
Mt  t  = Nl ^ 0 , t l^ X 311(1 Nt x = N2 ( t 0 , T l ) X ^°»T2 ^1 2  1 2
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We f i r s t  show t h a t ,  f o r  g iven  ( t  , t 0 , t ,t 0 ) in  (R+ ) ir (R+ = [0 , co) ) ,  
s t a t i o n a r i t y  and th e  e rg o d ic  theorem  en su re  t h a t  th e  j o i n t  d i s t r i b u t io n  
o f  M , I'J i s  un ique and d e te rm in ed  w ith  p r o b a b i l i t y  one by th e
V 2  V 2
com plete in p u t -o u tp u t  re c o rd .
Let T,. = max ( t^ ,T ^ )  i  = 1 , 2 . For g iven  m,n e Z we d e f in e
X± = r l  i f  = m, N2 ( j . )  = n
( 0  o th e rw ise
where I  = [iT  , iT  + t ) x [ iT 2 ,iT 2+ t0 ) and
J .  = [ iT 1 , iT 1+ l1 ) x [ iT 2 ,iT 2+T2 )
fo r  i  = 0 , 1 , 2 , . . .  . Then, by th e  p o in tw ise  e rg o d ic  th eo rem ,
1 k“ 1r  £ X. -* E{X } = P{M , =m,N =n} ( 3 . 1 )
k i=0 1 0 V a  V s
w ith  p r o b a b i l i t y  one as k 03 i f  th e  sequence {X_^ } i s  e rg o d ic ,  i . e .
(s e e  fo r  exam ple R o s e n b la t t ,  1962, p . 103 f f . )  i f  
k - l
£  I  P{XQ= a, X.=b} + P{X0=a}P{X0=b} 
i —0
as k ->■ 009 f o r  a l l  p o s s ib le  v a lu es  o f  a and b . I11 t h i s  case  s in c e  
a  and b can only  ta k e  th e  v a lu e s  0 o r 1 , i t  i s  c l e a r ly  s u f f i c i e n t  
to  c o n s id e r  j u s t
1 k_ ^  27- s P{X =1 , X. =1 } -V P {X =1 } as k •* 00
K i= 0  °  1 L
i . e .  to  show th a t
1 k " 1— Z  p{K^(l^)=m, W2 ( J 0 )=n,  N1( l i )=m, N ^ J b ^ n }  
P2 {»1 ( l 0 )=m, Hg ( J 0)=n} as k -► 00 (3 .2 )
From (2 .2 )  u s in g  s t a t i o n a r i t y  we f i n d  t h a t
i * ; 1 , ,  W  W  W  W
k J 0 y2 Z1 z2
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= exp {x |Iq Ky^-l) + x I 1 (y2“1) + + XlJo ^ Z2"1^
+ A / / dG(x,y)du]du2[(y1~l)(z1-l)+(y0-l)(z0-l)]} x
xo Jo“S
1 k“1x —  Z expj A / / dG( x,y)du du0 (y-l)(z2-l)
" i=0 In J.-u0 l %
+ A / / dG(x,y)du1du2(y2-l)(z1-l)}
I. Jn-ui 0 %
tIw  W ,  c, W  w ,I E{y2 z2 I as k ^
since it is obvious by an application of the dominated convergence 
theorem that
(3.3)
/ / dG(x,y)du du,_ 0 as i -»■ 00
In J.-u 1 ^0 l a,
and
/ / dG(x,y)du du = 11  dG(x,y)du du
I. J„-u I. J -u-(iT ,iT )l0<\/ 0 0 f\j 1 c.
0 as i -*■ 00.
Thus, by equating coefficients of (y^yn)m (z^z^)11 on each side of (3.3)
we see that (3.2) holds without any restriction on the distribution
function G. Because there are only countably many possible combinations
of m,n £ Z, we see from (3.1) that, for given (t-^jt^,t ^9t 0) , the
complete input-output record determines the joint distribution of M
tlt2
and N with probability one. As the set of all points (tn ,t ,t ,xp) £t1t2 - 1
+ 4
(R ) with rational coordinates is countable, this determination is possible
+ Ufor all such points and hence for all (t19t ,t ,t 2) £ (R ) by continuity. 
Thus in particular both
P(h , =0, N =0} and Cov(H I! )
tlt2 T1T2 tlt2 T1T2
are determined with probability one by a complete input-output record.
From now on we choose to work with the covariance. By means of (2.U) 
we see that
§7.3 llU
tjl t2 Tl“Ul T2“U2
Cov(M , N ) = X / / / / dC-(x,y)du du
1 2  T1T2 0 0 -u -u2
ti t2
= \{ / ,t2-u2)-G(t1-u] ,-u2)-G(-ui9t2-u2)
0 0
+ G(-u ,-u )]du du
T I1 2 T T1 0  0 2 0 0
M /  / - / / - / / + / / } G(x,y)dxdy
V h  T2-C2 V U  -*2 “*1 T2_t2 -*1 -*2
Since G is a bounded function which is monotone in each variable,







for 0 t., ,t0 , < 00. Assuming A is known, taking t^ and t2
sufficiently large gives
G(Ti+0,T2+°), G(t i-0,X2+0), G(t i+0,T2-0), G(Tf 0,T2-0)
for 0 T2_5T 2 < c°* Adopting the appropriate continuity convention we
see that G is identifiable with probability one in the positive quadrant 
2of R . Unfortunately this appears to be all the information readily
obtainable from Cov(M, , ,N ). However, if we consider
tlt2 T1T2
Cov(Mt t , n2([-t i,0) x [-T2,0)))
-T1 -T2 -T1 0 ° -Tp 0 0
= x{/ / - / / _/ / + / / } C( x ,y) dxdy
"Trbi -T 1 t1 -t. ” T2*"t2 -t2
then we can similarly show that
G(-T +0,-T +0) , G(—T.+0,-T„-0), G(-T -0,-T +C) , G(-T -0,-T -0)
can be determined for 0 < T ,T <
-  1 * 2 Ihe argument using the ergodic theorem
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can be s l i g h t l y  a l t e r e d  to  cover t h i s  case a ls o  and hence ve  f in d  t h a t
G i s  i d e n t i f i a b l e  w ith  p r o b a b i l i t y  one in  th e  n e g a t iv e  q u ad ran t o f  R . 
S im i la r ly ,  by c o n s id e r in g
Cov(Mt  t  , N2 ( [ 0 , t 1 ) x [—Tg ,0 ) ) )  and Cov(Mt  t  , Hg( t - ^ , 0 )  * [O .T g)))
we o b ta in  i d e n t i f i a b i l i t y  o f  G w ith  p robab ility /- one fo r  th e  rem ain in g  
two q u a d ra n ts . F in a l ly ,  we n o te  t h a t  A i s  a ls o  i d e n t i f i a b l e  w ith  
p r o b a b i l i t y  one.
We c o l l e c t  th e se  r e s u l t s  in
2Theorem 7 .1  For a randomly t r a n s l a t e d  P o isso n  p ro c e ss  in  R th e  d isp lacem en t 
d i s t r i b u t i o n  i s  i d e n t i f i a b l e  w ith  p r o b a b i l i t y  one from  a com plete in p u t -  
o u tp u t r e c o rd .
Remarks ( i )  I f  we only  know
Cov(M , N )
1 2  t l t 2
t l  *2 0 t 2 t l  0 0 0
= M / / - /  / - / / + / I  }  G (x ,y ) dxdy
0 o - t 1 0 o - t 2 - t 1 - t g
f o r  0 _< t  , tg  < 00 th e n  by re a so n in g  as above we can show t h a t  when G
p
i s  c o n c e n tra te d  on one o f  th e  fo u r  q u ad ran ts  o f Rc we s t i l l  g e t
i d e n t i f i  a b i l i t y  w ith  p r o b a b i l i t y  one.
( i i )  P erhaps more s u r p r i s in g  i s  t h a t  in  th e  above cases  (C-
c o n c e n tra te d  on a q u ad ran t)  we can s t i l l  o b ta in  i d e n t i f i a b i l i t y  o f  G w ith
p r o b a b i l i t y  one g iv en  only  a com plete in p u t-o u tp u t  re c o rd  in  w hich th e
in p u t and o u tp u t p o in ts  a re  in d i s t in g u is h a b le  i . e .  g iven  on ly  a re c o rd
w hich i s  th e  s u p e rp o s i t io n  o f  th e  in p u t and o u tp u t r e c o rd s .  T h is i s  e a s i ly
s e e n , much as b e f o r e ,  from th e  r e l a t i o n  
t l  t 2 0 t 2 t l  0 0 0
{/ I  ~ I / - / / + / / } G (x ,y)dxdy
0 0 - t 1 0 o - t 2 - t 1 - t 2
= 2 V s  + X_1 lQs  P K  t  + ®t  t  -° }
2
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since p{M , +N , =0} = P{m , , =0, N =0}.
ll2 1 2  1 2  1 2
(iii) The fact that the probabilities of zero numbers in intervals
P{M =0, N =0} etc 
1 2  1 2
can be used to establish identiliability is another case where a remark 
of Davidson in connection with a result in his thesis (Davidson, 1967) 
is applicable. He said ?... my results showed - I think for the first time 
that it is profitable, when considering point processes, to observe simply 
whether certain sets contain points of the process or not’.
Finally, we should mention that there is no difficulty (apart from an 
increase on the amount of manipulation required) in extending all these 
results to show identifiability for random translations of Poisson 
processes in R .
APPENDIX
I t  seems t o  have "been assumed i n  t h e  l i t e r a t u r e ,  and in d e e d  i t  i s  
i n t u i t i v e l y  r e a s o n a b l e ,  t h a t  c o n v e rg en ce  o f  t h e  f i d i  d i s t r i b u t i o n s  o f  a  
( u n i v a r i a t e )  p o i n t  p r o c e s s  w here t h e  s e t s  i n v o lv e d  a re  bounded  i n t e r v a l s
w i th  no f i x e d  atoms o f  t h e  l i m i t  p o i n t  p r o c e s s  on t h e i r  b o u n d a r i e s  ( § 1 .3 )  
im p l ie s  th e  same ty p e  o f  co n v e rg en ce  when t h e  s e t s  A^  a re  bounded  B o r e l  
s e t s .  However, t h i s  p r o p o s i t i o n  i n v o lv e s  i n t e r c h a n g i n g  two l i m i t  o p e r a t i o n s  
and we f e e l  t h i s  needs  j u s t i f i c a t i o n .
The f o l l o w i n g  p r o o f ,  w hich  was s u g g e s t e d  by  m a t e r i a l  i n  B i l l i n g s l e y  
( 1 9 6 8 ) ,  i s  e s s e n t i a l l y  due t o  W e s t c o t t .  A r e l a t e d  r e s u l t ,  couched  in  
t o p o l o g i c a l  l a n g u a g e ,  may be  found  i n  a  fo r th c o m in g  p a p e r  by P a p a n g e lo u  ( 1971)* 
We assume t h a t
P {N ( I . ) = k . ;  i = l , 2 , . . . , s }  ^  P { N ( l . ) = k . ; i = l , 2 , . . . , s } (Al)n i l  1 1 *
3
f o r  a l l  s e Z , k e S'", and c o l l e c t i o n s  I .  , 1 ^ , . . .  ,1 o f  bounded  i n t e r v a l s  a. 1 2 ? s
w i th  no  f i x e d  atom s o f  t h e  l i m i t  p o i n t  p r o c e s s  on t h e i r  b o u n d a r i e s .  For  
s = 1 ,  s i n c e
k - 1
P {N (l)> k}  = 1 -  Z P {n ( I ) = i } , 
n i= 0  n
we have
p n {N (l)> k}  ^  P{N(l)_>k} (A2 )
f o r  a l l  k £ Z and a l l  bounded  i n t e r v a l s  I  w i t h o u t  f i x e d  atoms o f  th e  
l i m i t  p o i n t  p r o c e s s  on t h e i r  b o u n d a r i e s .  N ote  t h a t
P{N(A)>k) £  P{N(B)>k} f o r  a l l  A C B ,  A, B e 8. (A3 )
S in c e  f i d i  d i s t r i b u t i o n s  f o r  f i n i t e  u n io n s  o f  d i s j o i n t  i n t e r v a l s  c an  be 
e x p r e s s e d  i n  te rm s  o f  f i n i t e  sums o f  t h e  f i d i  d i s t r i b u t i o n s  f o r  i n t e r v a l s ,
(A l)  and (A2 ) a l s o  h o l d  when I 1 , . . . , I ^ ,  I  a r e  f i n i t e  u n io n s  o f  d i s j o i n t  
i n t e r v a l s .
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Now any open set G can be expressed as a countable union of (half-)
po
open intervals i.e. G = 1^ say. If G is bounded and has no fixed
atoms of the limit point process on its boundary, then for given £ > 0, we can.
choose m so large that U ™  has no fixed atoms on its boundary and
m
P{N(G)>k} -£ < P { N ( U l . ) >  k} by (1.2.5)
1 1
m
= lim Pn{N( U U  > k} by (A2)
n * »  "* 1
£  lim inf{P N(g ) > k} by (A3),
n-*»
Since e is arbitrary, for all bounded open sets G without fixed atoms 
of the limit point process on their boundaries, we have
P{N(G) > k} < lim inf P {n (g ) £  k}. (AU)
n-*»
Any closed bounded set F can be expressed as a countable intersection
of sets each of which is the union of two bounded half-open intervals i.e.
F = „ (I. U  J. ) say. If F is bounded and has no fixed atoms of the1 1 1
limit point process on its boundary, then for given e > 0 we can choose
m so large that (i^ U l )  has no fixed atoms on its boundary and
m
P{N(F)£k} £  P{N( n  (I. U  J. )) £  k} 
1 1 1
= lim Pr {N(I U J )  > k} 
rr*» n





0  are half-open intervals
_> lim sup P {IT(F) >_ k.} by (A3).
n-K»
Now, since e is arbitrary we deduce
P{N(F) _> k} £  lim sup P (N(f ) >_ k} (A5)
n-*»
for all bounded closed sets F without fixed atoms of the limit point 
process on their boundaries.
But, for any bounded set A
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i n t e r i o r  o f A = A ° c  A c A  = c lo su re  o f  A.
H ence, i f  A has no f ix e d  atoms o f th e  l i m i t  p o in t  p ro c e ss  on i t s  b o undary , 
(All) (A3)
P{N(A°)>k} <_ lim  i n f  P {N(A°)>k} £  lim  i n f  P {N(A)>k}
n-Ko n n-*»
(A3)
<_ lim  sup P {il(A)>k} <_ lim  sup P {N(A)>k}
n-x» n-x»
(A5)
£  P{N(A)>k} ( A6)
and th e  ex trem e members o f  (A6) must be e q u a l ,  im p ly in g  e q u a l i ty  th ro u g h o u t.
T hus, f o r  each bounded A e 8 w ith o u t f ix e d  atoms o f  th e  l i m i t  p o in t  p ro c e ss
on i t s  b o u n d ary , lim  P {N(A)>k} e x i s t s  and e q u a ls  P{N(A)>k}. By in d u c t io n ,  
n-K» n
th e  c o rre sp o n d in g  r e s u l t  cou ld  be proved  f o r  a l l  f i d i  d i s t r i b u t i o n s .
The e x te n s io n  to  m u l t iv a r ia te  p o in t  p ro c e s se s  i s  s t r a ig h tf o r w a r d .
For an i l lu m in a t in g  example which shows why i t  i s  n o t re a so n a b le  to  
r e q u ir e  convergence o f th e  f i d i  d i s t r i b u t i o n s  fo r  cJUL B o re l s e t s  we r e f e r  
to  §U.H.
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