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FORWARD 
This report presents the results of the project for "The Analysis of 
the Statistical and Historical Information Gathered During the Develop- 
ment of the Shuttle Orbiter Primary Flight Software". This work was 
perfcrmed by the Texas Engineering Experiment Station of Texas A&M Univ- 
ersity, College Station, Texas. This work was performed for the Nation- 
al Aeronautics and Space Administration, Johnson Space Flight Center, 
Houston, Texas, under Grant NCC9-2. 
Principal investigators for the project were Drs. Dick B. Simmons, 
Miner P. Harchbanks, Jr. and Hichael J. Quick. Hajor contributors to 
the project were Nr. Lee Boyajian. Hr. Blair Brenner, Ms. Karla Carroll, 
nr. Richard Cox, Dr. Dan D. Drew. Hs. Janna Keel, Hs. Cuylaine M. Pol- 
lock. Dr. Larry J. Ringer, Dr. Sallie Sheppard, and Hr. Dennis Wilson. 
Uajor points of interest are covered in the body of the report with 
supporting information being included in the appendices. 
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ABSTRACT 
Presented here are the results of an effort to thoroughly and objective- 
ly analyze the statistical and historical information gathered during 
the development of the Shuttle Orbiter Primary Flight Software. The 
particular areas of interest include cost of the software, reliability 
of the software, requirements for the software and how the requirements 
changed during development of the system. Data related to the current 
ver,ion of the software system produced some interesting results. Sug- 
gestions are made for the saving of additional data which will allow ad- 
ditional investigation. 
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INTRODUCTION 
The Data Systems and Analysis Directorate (DSAD) of the Johnson Space 
Flight Center (JSC) has the responsibilrty for the implementation and 
mairtenance of the Shuttle Orbiter Primary Flight Software. This soft- 
ware development project has involved a large number of software types, 
a large number of software management issues and a large number of soft- 
ware development methodology issues. During the course of the implemen- 
tation of this project a great deal of statistical and historical infor- 
mation has been gathered and retained within JSC. A research group at 
Texas A&H University (TAXU) composed of members from the Advanced Tech- 
nologv Group of The Data Processing Center and members of the faculty of 
the Computing Science Department and the Institute of Statistics has un- 
dertaken the task of examining this information. 
1.1 DEFINITION - OF PROJECT 
The object of this examination is to analyze the data gathered by JSC to 
determine what information can be used to provide NASA and the Software 
industry with additional metrics on the management and methodology is- 
sues surrounding large software implementation efforts. The software 
implementation data would hopefully produce data that could be of inter- 
est in areas such as cost, reliability, and requirements. With these 
areas of interest in mind, the task plan was organized into seven phas- 
es. The first phases involved key personnel visiting JSC to obtain in- 
formation relating to the definition of the Orbiter Software Project, to 
determ;ne what data is available for analysis, and to determine what 
analysis is to be done and products to be obtained. The latter phases 
will include putting data in machine readable form and producing re- 
sults. Ths seven phases are as follows: 
1. Produce a definition of the Orbiter Software Implementation 
2. Define and catalog the available data. 
3. Produce an estimation and prioritization of products, analyses 
and metrics. 
4. Produce final work and product plan and schedule. 
5 .  Conduct data gathering and integration with periodic status re- 
ports. 
6. Put data in machine readable form. 
7. Analysis, results and final report incompassing the above phases. 
In areas of research where data was readily available, all of the above 
phases were completed. TAMU suggest that a continuing effort be carried 
on in other areas. 
1.2 AREAS OF RESEARCH 
--
The project has been organized into three areas of interest with person- 
nel assigned to informatian gathering task in each of three areas. 
These areas are the definition area, the code area and the changes area. 
1.2.1 Definition Area 
The definition area of analysis is primarily concerned with information 
about documentation, management, cost factors, and hardware constraints 
in the software development process. 
1.2.2 Code Area 
The code area of analysis is concerned with information abtut the source 
code. Statistics that can be gathered from HALSTAT, as well as statis- 
tics that can be gathered with the TAMU code analyzer, will be used to 
quantize source code characteristics. 
1.2.3 Changes 
The changes area of analysis is concerned with information related to 
changes made to the software during the development and testing process- 
es. Statistics are gathered with respect to Change Request (CR) , Pro- 
gram Change Proposal (PCP), and Discrepancy Reports (DR). Categories of 
change, with respect to the effect of the change and the priority of the 
change, will be analyzed. NASA's  and IBH's characterization of the 
changes will be analyzed as well as a TAnU characterization of the 
changes. 
ACCOHPLISHXENTS 
The work comp!eted in this project has been categorized into the three 
main interest areas described in Section 1: definition, code and chang- 
es. !ccomplishments in each of these areas are presented following a 
brief literature survey which summarizes the conclusions of other work 
pertinent to this project. 
2.1 LITERATURE SURVEY 
During the last decade software engineering has become a major area of 
interest in computer science research.' l o  l 2  '' '' In attempts to at- 
tain the software engineering goals of increasing system reliability and 
predicting software costs, researchers have conducted various program 
complexity and error analysis studies. This work has suggested using 
numerous metrics such as program length, operator/operand counts, nest- 
ing characteristics, data--sharing, and level of modularization as a me- 
ans of measuring the complexity of programs and in error estimation3 . 
The hypotheses formed in these studies have in general been tested using 
small data samples or student programs due to the difficulty in obtain- 
ing valid prcduction data. 
Zolnowski2' has developed a comprehensive scheme for assigning a fig- 
ure of merit to a program based on an objective set of program charac- 
teristics known to be related to program complexity. She has incorpo- 
rated the measures suggested by various other researchers on the 
assumption that the different opinions of these authors do in fact re- 
flect many diverse aspects of program complexity. She then evaluated 
the effectiveness of the various measures using objective data collected 
from the development of production programs in FORTRAN and COBOL. The 
complexity characteristics are divided into four categories: instruction 
mix, data reference, interaction/interconnection and structure/control 
flow. Based on Zolnowski's results a list of factors in each of these 
areas was c3mpiled for use in estimating the complexity of the NASA 
space shuttle software written in HAL/S. This list is presented in Ap- 
pendix D. 
Carver' has extended the work of Zolnowski to determine the relationship 
between program changes and complexity characteristics for use in csti- 
mating program completeness based on changes. She defines the number of 
program changes to be the number of times the program code must be modi- 
fied from the first version as written by the programmer to the final 
version at the end of the testing stage. In her model the program char- 
acteristics are measured in the first version of the program. In the 
study the number of changes were counted chronologically in the develop- 
ment of two large production software systems. Carver found that struc- 
ture/control flow characteristics were the best predictors of program 
changes. She also identified system-related conditions such as quality 
of the specifications, volatility of the system, and the use of struc- 
tured programming concepts to be critical for determining program chang- 
es. 
The work of Henry and Rafura" is typical of several recent research 
projects which define and validate a set of software metrics appropriate 
for evaluating the structure of large-scale systems. Their metrics are 
based on the measurement of information flow between system components; 
specifically, procedure complexity, module complexity and module cou- 
pling. In this study changes made to the source code of the UNIX oper- 
ating system were used in the validation effort. A strong correlation 
was found between the complexity measures and the occurrence of changes. 
Because the major elements of information flow analysis can be deter- 
mined at design time, this model can be used early in the developmental 
process to produce a qualitative evaluation useful in identifying vari- 
ous types of structural flaws in the design and implementation. An ov- 
erview of their work and findings which are applicable to the HAL/S 
software analysis are presented in Appendix C. 
Thayer, Lipow and Nelson'' report on a software reliability study per- 
formed br- TRW Systems and Energy for the Rome Air Development Center. 
The da ., principally error data collected from four software develop- 
ment projects, was analyzed to study various types of errors in soft- 
ware, the effectiveness of the development and test strategies in pre- 
venting errors and the reliability of the software itself. Their final 
report provides guidelines for data collection and analysis on other si- 
milar projects. Of particular interest in the HALIS software study are 
the categorization schemes for software errors which were developed as a 
,art of the ;RY effort. Based on detailed study of error data from four 
Large so''w9re projects they developed 164 error categories under 16 
k~eadii?ps. These categories are highlighted in Table 1. They concluded 
fin- :~leir research that errors must be categorized in considerable de- 
tail to be of practical use in develo?ing or evaluating tools. While 
&he maic categories tend to be the same for different projects, they 
found t h a ~  the appropriate detailed categories depend on the operating 
ewironment characteristics, the language being used and the development 
strategy. 
TABLE 1 
Major Categories of Errors 
Computational errors 
result from errors in coded equations 
Logic errors 
errors in logical processing 
Input/output errors 
errors from i/o code rather than from interface 
Data handling errors 
errors in reading, writing, moving, storing 
and modifyi1.g data 
Operating system,'system support errors 
errors in OS, compiler, assembler, system support 
software and system utilities 
Configuration errors 
catastrophic problems encountered when the 
software failed to be compatible with the 
system software 
Interface errors 
routine/routine interface errors 
routine/system software interface errors 
Tape processing interface errors 
user interface errors 
database interface errors 
User requested changes 
user category for enhancements and requested changes 
Preset database errors 
preset data primarily initialization data 
Global variable/compool definition errors 
errors in global variables or constants 
Recurrent errors 
reopened error previously categorized 
Documentation errors 
Requirements compliance errors 
software not compliant with specification 
Unidentified errors 
errors with insufficient information to classify 
Operator errors 
problem due to operator, developer or tester 
Quest ions 
error report to record a question needing to be answered 
2.2 DEFINITION AREA 
The first steps accomplished by TAnU in the analysis of the space shut- 
tle software were of an investigative nature. Many areas needed to be 
defined and an inventory taken of what information and data was availa- 
ble in the areas to be studied. 
The goal in the documentation area was to determine what documentation 
was available during the development of the Flight Software for the 
Shuttle. The Research team received several bcxes of manuals and do- 
cuments. Inventorying the manuals received was one of the first steps 
in the project. Though many of the manuals received were duplicates, 
the list in Appendix A provided the research group with an outline of 
what types of information was available. The next step in the documen- 
tation area was to determine the structure of the documents and manuals 
for both NASA and IBH as described in Section 2.2.1. 
The cost area was also an area of study. Defining this area proved to 
be quite difficult. Though the document Space Shuttle orbiter- Software 
Management - Plan, produced by IBH stated that the Cost and Scheduling in- 
formation was kept in machin2 readable form, the project team was re- 
peatedly pointed toward the NASA 533 monthly reports. 
An investigation of the DR/CR procedures arid how the DR/CRs affected the 
development of the software was also part of the definition area of this 
project. The primary source of this study was the Space Shuttle Orbiter 
Avionics Management m. From this document the different code and de- 
sign inspection steps were defined to the project team. At this step 
the team could better undcrstand the flow of the DRs and CRs. It also 
became evident that trying to relate the DR and CR information to cost 
would be an interesting task. 
2.2.1 List of Documentation 
Determining the overall picLure of the documents on the NASA side of the 
picture was a relatively siaple task. Many of the NASA documents con- 
tained a Preface stating the design philosovhy and the structure of the 
specifications. Also, contained in the Preface was a list of Level A 
and Level B docuaents. However a list of Level C or detail design docu- 
ments was not so readily found. After a little investigation. a list of 
the Level C docusents was found in the NASA document entitled "Statement 
of Work" dated July 25, 1980. 
Putting the IBH side of the documentation together was not as easily 
done as the NASA side. After searching all available documents, the 
structure was uncovered in a manual with the wrong cover page. The ma- 
nual dated 2/25/77 had erroneously been labeled Vol 111 - Applications: 
Guidance, Navigation, and Control instead of Vol I - Software Systems 
Overview. However, this manual did relate the NASA requirements to the 
detailed design specificatons written by IBH and used by the programming 
teams. 
2.2.2 Cost Data 
--
The area of time management and development manpower control appeared to 
be an area of interest and one which some useful information could be 
gleaned. This area, however, proved to be relatively difficult because 
of the lack of detailed information and the changes of reporting poli- 
cies which took place during shuttle software development. 
The source of information for the cost of the project was the monthly 
reports which IBH prepared for NASA. Since these were provided to the 
TAXU research team as copies of the reports, the information had to be 
coded and reentered into machine readable form. The major problem in 
analyzing information in these reports was the changes in NASA's report- 
ing requirements. The reports changed in April of 1980 from man-equiva- 
lents as a measure to the use of hours. This necessitated  he data be- 
ing converted to a common format for man-time. At the same time, the 
categories of shuttle function reported in development also changed. In 
September of 1981, the report formats changed again both in categories 
reported and the measure of man-time reported. 
The changes in categories of shuttle function was the majcr problem. 
These changes made it difficult to track the zest of the major functions 
of the Shuttle Software and made any sort of analysis in that area dif- 
ficult. 
The cost data were plotted over time. Examining the development anL 
verification costs per month, Figure 2 (all figures will be found in Ap- 
pendix HI, notice that development costs show three phases: pre-Hay, 
1980; Hay, 1980 through July, 1981; and post July, 1981. These may 
coincide with maj3r missions. Verification costs, however, do not show 
this trend Figure ( 3 ) .  Verification costs increase to a level attained 
in late 1979 and then oscillate at this level thereafter. 
Focusing on cumulative costs for development, Figure 4, and verifica- 
tion, Figure 5, the rate of expenditure has not changed significantly 
over the study period. The slopes of the cumulative curves have not de- 
creased significantly, indicating that the rate of development and veri- 
fication are the same throughout the study period and did not level off 
during the period under study. 
2.2.3 Cost Data Relgted to CR's and DR's 
----
Cost data were studied in relation to the number of DR's and CR's. 
Methods involved were graphical comparison and correlation analysis. 
The number of DR's and CR's were examined on the same axes as develop- 
ment and verification costs. Figure 6, Appendix H, shows the cost and 
change data (scaled by 20) together. Note that there appears to be no 
direct pattern across the variables. 
The apparent lack of direct correlation between costs and number of 
changes per month was confirmed by subjecting the data to correlation 
analysis. Spearman nonparametric correlation coefficients, Table 2, 
show that development costs were related to the number of CR's, verifi- 
cation costs, and cumulative development and verification costs. Devel- 
opment costs were not related to the number of DR's for that month, but 
to the number of DR's 6 to 12 months prior. This would seem to indicate 
a mechanism of change data feedback into development, with a 6 to 12 
month lag period. 
Verification costs did not correlate with the number of DR's or CR's for 
that month. The number of DR's entered 7 to 12 months prior, and the 
number of CR's entered 8 to 12 -nnths prior were significantly correlat- 
ed with verification costs. Apparently there is about a one half year 
period required for the changes to work through the system. 
Verification costs did correlate with development costs and cumulative 
aevelopment and verification costs. 
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2.3 CODE AREA 
--
The objective of the Code Area effort was to decompose the Space Shuttle 
Orbiter Software into a data format that facilitated statistical gather- 
ing procedures. This effort proceded in two directiono: 
1. data generation from available HALIS utilities. 
2.  data generation from proposed source code analyzer or scanner. 
installation of the HAL/S utilities required a familiarization with the 
HAL/S 360 System errd then testing procedures with data that was provid- 
ed. The development of the software analyzei required a working know- 
ledge of the HALIS language, a formulation of the complexity Lactors for 
the HALIS language, and a design for a generalized statistical data for- 
mat. 
2.3.1 Availability of Source Data 
In order to analyze the Space Shuttle Orbiter Software for the proposed 
statistical model, a collection of software releases from one time per- 
iod to a later time period was required. For this particular project 
only one software build or release was studied. Initially, a version of 
Release 16 of the Flight Software was to be the subject of this study. 
After receiving the First group of tapes for Release 16 from NASA, it 
was found that most of the data for Re:ease 16 could not be read from 
tape. The tape reading problems were caused by incorrect label informa- 
tion and bad or missing tape file marks. The earliest available com- 
plete release of software on tape from NASA that could be uned for ana- 
lysis was Release 19.2. This release was the final or deliverable 
software from IBn i.o NASA and war used to fly the Space Shuttle Orbiter. 
The data on the tapes from NASA for this release contained: 
1. FSW 19.2 
a) Application source libraries 
b) System source libraries 
c) Include source libraries 
2. Simulation Data Files (SDF's) for the AP-101 
3 .  Load modules for OS/360 
4. HAL/S 360 Compiler 
a) HALSTAT 
b) Linkage Editor Utilities. 
Data which were unavailable from IBH were the OS/360 SDF's and the build 
information for Release 19.2 . In talking with IBH repreaentativer, it 
was found that the OS/360 version of the SDF's were not kept up-to-date 
as the software release progressed into itr final stages. Alro, there 
was no documentation on how to reconstruct the builJ from the source 
members on tape, The unavailability of the OS/360 SDF'S and the build 
information for Release 19.2 presented problems which will be discussed 
in later sect' lons. 
2.3.2 Documentation of HALiS 
In order to analyze a prograr for factors rciating to complexity and re- 
liability, a good understanding of the native language is necessary. 
For the purpose of learning about HALIS, three particular references 
were found to be useful. They were: M L / S  Language Specification 
(IR-542), Programming in HAL/S (Intermetrics) , and HAL/S Programmer's 
Guide (IR-63-51 . 
-
With the intention of using some of the statistics generated by the 
utility HALSTAT, the installation of the HAL/S language compiler as well 
as HALSTAT became necessary. The HAL/S 360 Compiler had to be installed 
to ~ r o v i d e  the OS/360 SDF's for input to HALSTAT. Hore detail will be 
given concerning the reason for installation of the compiler in aubse- 
quent sections. Host of the information required for installation was 
given in H A L / S - ~ ~ O  User's Hanual (IR-360-2) . Implementation of the 
W'LSTAT utility was aided by use of the HALSTAT --User's Manual (IR-349) 
which contained helpful program and JCL examples. 
During the d&velopment of the source analyzer program, the HAL/S 1.m- 
guage Specification manual was referenced frequently concerning details 
of the HAL/S syntax. The concepts of automated code analysis and subse- 
quent reliability measurements were derived from a dissertation by Jean 
C. Zolnowskia' entitled: "A Systqm for Heasuring Program Complexity" and 
are given in Appendix D. 
2.3.3 H e t h o d o l s  of Analysis of Source Data 
As mentioned previously, the methods of analyzing the Space Shuttle Or- 
biter Software involved the use of the HAL/S utilities and development 
of a source code analyzer. The HAL/S utilities used to gather statis- 
tics from the Flight Software were HALSTAT and the HAL/S 360 Compiler. 
The HAL!S 360 Compiler provided the SDF input to HALSTAT which generated 
formatted reports on load module statirticr. The rource analyzer was 
designed to uie the uncompiled version of the source and produce output 
which could be analyzed in various formats throu8h the Statistical 4na- 
lysis Systdm (SAS) cr other statistical softwi~re systems. 
The installation of HALSTAT and the HAL/S 360 Compiler was finished far 
ahead of the final design work for the source scanner. Therefore a com- 
plete zsvicw of what HALSTAT.could provide in the way of program com- 
plexily statistics wan available. This allowed o decision to be made 
whether to continue in the HALSTAT direction or the source analyzer di- 
rection for gathering complexity statistics. The decision was based on 
the ease of using each method as well as the detail of statistics gener- 
ated by each method. After careful cons.:deration. it was decided to put 
the major emphasis ton developing the source analyzer for the following 
reasons : 
1. The number of source members that had to be compiler1 i~ order to 
provide HALSTAT with SDF inputs was considerably ba- 
2. The problems encountered when compiling the FSW . e members 
made the input preparation step to HALSTAT difficult 
3. HALSTAT was lacking in production of complexity statistics relat- 
ing to irnbeddedness, nesting levels of certain conrtructs, and 
connectivity information. 
4. The frequency count information given by HALSTAT only applied to 
certain types of instructions. For frequency counts on other ca- 
tegories of complexity factors, such as the number of references 
for a particular variable or the number of 1/0 instructions, 
either a complex prog:=E heti to be devised to gather and tabulate 
these statistics from the HALSTAT report or these statistics had 
to be hand-tabulated from the repart. 
More details for the decision to concentrate the effort toward the 
source code analyzer will be discussed in the following sections. 
It was noted that the effort toward using HALSTAT was not wasted while 
attempting to locate or generate a tool to provide program corplexity 
statistics. The complexity statistics which were missing from HALSTAT 
and the difficulty in using HALSTAT provided a set of design require- 
ments for the source code analyzer. Two examples of the requirments 
were that the source code analyzer would have to provide an output re- 
cord with a broad definition to cover all areas of complexity anaiysis 
and that only the uncompiled source code would be analyzed. SAS or spe- 
cial post-processing programs will be uned to group, tabulate, and cate- 
gorize the ouput source code analysis data from the individual FSW 
source members. 
2.3.3.1 Size of Data 
The Flight Software (Re1 19.2) is subdivided into three main libraries: 
1. System source 
a) Of the 350 modules that comprise the syrtem source, approxi- 
mately half are written in AP-101 assembler, and the remaining 
are written in HALIS. Thcre are about 100,000 liner of scurce 
code in the system library. 
b) Many of the system modules ' include' other system source mo- 
dul es . 
c) The list of modules in the System source library is c~atained 
in Appel~dix H. 
Application source 
a) The application source was written in HALIS and consists of 
985 modules. It contains a total cf 385,000 lines of code. 
b) The typical application module 'includes' okher syattm and ap- 
plication source modules. 
c) The list of modules in the Application source library is con- 
tained in Appendix F. 
Include source 
a) There are 673 Include modules which were written in HAL/S. 
They contain 200,000 lines of source code. 
b) All Include modules are self-contained (no 'includec' of other 
modules). 
c) The list of modules in the Include source library is contained 
in Appendix G. 
2.3.3.2 FSW Source Compilation 
Initially the HALIS 360 Compiler was installed t c  exp;.ld the FSW source 
code. This source expansion meant that all external source code sec- 
tions (SDF's or compiler templates) of the rouzce member being analyzed 
would have their reference and interface sections listed in the compiler 
output; that is, an external COHPOOL would haye itr header statement and 
data definition statements listed, an external PROCEDURE cr PITYCTIOM 
would have its header statement and data d~finition statemenis for its 
formal parameters listed, and an external PROGRAN would have only its 
header statement listed. From this expar)ded source listing, the source 
code analyzer would have an input that provided external reference and 
interface information. This external i;~formation is necbrsary to give 
accurate statistics regarding for example tte ncnber of va;iobles of a 
particular data type (ARRAY, VECTOR, RATRIX, STRUCTURE etc.,) bhich are 
encountered in a particular operation (addition, subtraction, division, 
etc.,). In the case of an external variable that is of VECTOR type, its 
use for a particular operation in the source member being analyzed could 
be that sf a SCALAR or VECTOR variable. This multi-use attribute also 
applies to external variables of the ARRAY, MATRIX, and STRUCTURE 
types. Therefore the type of an external variable has to be known. 
Another reason for the HAL/S 360 Compiler installation was to generate 
360 SDF's as input to HALSTAT. In the data received from NASA, O/S 360 
load modules were supplied along with AP-101 SDF's. The inputs required 
by HALSTAT have to be generated from the same machine types. Also the 
compiled versions of the SDF's must match the version of the load module 
they are being used with. Since IBM did not keep or deliver the up-to- 
date O/S 360 SDF's to NASA, it was again necessary to install the HAL/S 
36C Compile to reproduce the SDF's. 
The first compilation experinents performed by the Code Group uncovered 
the restriction that a specific compilation order for all of the FSW 
source &embers must be followed. The INCLUDE statement is the compiler 
directive used to bring in the SDF or template that is included in the 
source member. If one source member included several external code 
units (SDF's or compiler templates), then these external code units had 
to be precompil?d with their SDr's or templates stored in appropriate 
libraries used by the HAL/S 360 Comp;ler. These INCLUDED external code 
units could also iirrlude other external code units within their units; 
and so on, with no limit for the nesting of INCLUDE statements. The 
only way to determine the comoilation order was to bring each source 
member onto a scree* editor and record its INCLUDE list. After the mas- 
ter list was produced, the compilation order could be determined by 
brt,king the list into compilation passes consisting of those members 
having no external units, having only one external unit, having two ex- 
ternal units, etc., the process repeating until all the FSW source mem- 
bers were compiled. This method was confirmed by IBH as being the only 
practical way of determining the compilation order. IBM could not pro- 
vide TAMU with the compilation order. 
The process of recording the master INCLUDE list of the FSW source mem- 
bers took approximately one mor.th of work for three people. The first 
and second compilation passes could be easily derived from the master 
list, but the third and succeeding passes required considerably more 
effort. The first compilation pass consisted mainly of COHPOOL source 
members while the second compilation pass consisted mainly of interface 
routines to the COMPOOi source members. The more complex compilation 
units (PROGRAMS) could not be easily compiled, allowing only 75% of the 
FSW source code to be expanded and compiled for SDF's. Because of the 
time constraints involved with the project, it was determined that the 
best method of analysis would be one that did not involve any compiling. 
This decision placed the analysis effort using HALSTAT at a standstill 
until the O/S 360 SDF's for the O/S 360 load modules could be more easi- 
ly obtained. 
2.3.3.3 Overlay or Build Sequence 
Concomitant to the compilation order problems, the documentation needed 
to build a phase of the Space Shuttle Orbiter Software was not provided. 
By examining the FSW source code only, a source code member could not 
be distinguished as an overlay or a root segment, nor could it be asso- 
ciated to any particular compilation phase. A load module consisting 
of a particular phase build was provided in the data from NASA. The 
load module was in AP-101 format which made the associated segment names 
and structure of the load module difficult to obtain. Information re- 
garding the building of the many other phases was not provided. This 
missing documentation limits tne source code analysis to a static mode. 
In other words, a system, comprising of all source members INCLUDING 
each other, is the largest unit of complexity analysis that can be done. 
If the build information were available, compiexity analysis could be 
done in a dynamic mode (complexity a n ~ l y s i s  per phase). 
2.3.3. & HALSTAT 
The documentation received about the utility HALSTAT suggested that it 
could provide much of the analytical information sought in the Code Area 
effort. Specifically, HALSTAT provides compilation statistics, a memory 
map of the output object module, and a Global Symbol Directory (GSD) . 
The Code Group wanted to determine exactly how useful HALSTAT was in 
collecting factors of ccmplexity and reliability of any particular 
HAL/S source member. 
After examining the output from several HALSTAT runs, it was found that 
some complexity statistics were provided by HALSTAT but others were 
either not provided or could not be derived easily from the HALSTAT out- 
put. A compilation statistic that was useful to this project's source 
code analysis was the frequent> count by instruction type (such as how 
many IF'S, DO'S, SCHEDULE'S, etc.,). Questions concerning the frequency 
count of SCHEDULE statements with cyclic (REPEAT) clauses or the total 
number of real-time statements would have to be hand-tabulated or col- 
lected using a post-processor program on the HALSTAT output. The memory 
map produced by HALSTAT was useful only for purposes of determining the 
memory size required for a source member. The Global Symbol Directory 
did provide useful data on the external and internal symbol reference 
information, but statistics regarding how many timss a particular varia- 
ble was referenced and the scope of the variable were not listed. Some 
statistics that were not provided by HALSTAT were: 
1. the nesting level of subprograms and arguments to subprograms 
2 .  the number of paramters to a subprogram 
3. the number of VECTOR. HATRIX, or ARRAY shaping operations 
4. the length and nesting levels of IF and DO statements. 
For a complete list of complexity factors to be used in the software 
analysis for this project refer to Appendix D. 
As a result of HALSTAT's incompleteness in providing all of the complex- 
ity statistics and the previously mentioned compilation problems, it was 
decided that the effort towards using HALSTAT as a complexity tool 
should be delayed until more work on the sc:!rce code analyzer had been 
done. If the source code analyzer could provide all the complexity sta- 
tistics with less operating set-up than HALSTAT, then in a11 probability 
the incorporation of HALSTAT as a tool would be cancelled. Of course 
this decision cannot be made until the results from the source code ana- 
lyzer are done and its operating procedures are compared with those of 
using HALSTAT. 
2.3.4 Source Code Analyzer 
--
The primary objective of the source code analyzer or scanner is to pro- 
duce daca from which measlrres of complexity and reliability can easily 
be made. The scanner is designed to output all language constructs of a 
source member to a dataset that will later be processed by SAS (Statis- 
tical Analysis System software) routines. These SAS routines will be 
able to generate all the complexity statistics listed in Appendix D. 
The output format of the scanner was designed to be as accomodating as 
possible for implementation as a SAS input dataset. This was done by 
including appropriate tag and tabulation fields in the scanner output 
record. By merging scar output datasets together through SAS, com- 
plexity statistics at al, ,~els of program structure (system, subsys- 
tem, module) can be analyzed. Complexity statistics can even be gath- 
ered at the programmer level by associating, through SAS, the scanner 
output datasets with the INVENTRY file provided by NASA. The INVENTRY 
file contains the programmer's name for each source member. An applica- 
tion example would be to analyze particular software production groups, 
with respect to reliability and complexity, and rank each of the groups 
according to the results. In general, the scanner program can provide a 
statistical data format that can be used as input for a wide range of 
software studies. 
2.3.4.1 Status of Scanner 
The HAL/S source scanner has been designed according to the structire 
shown in Appendix E (Figure 1 ) .  SNOBOL will be used in programming the 
scanner because of its pattern matching and string handling capabili- 
ties. Of the sodules shown in Appendix E, only payts of the Variable 
Handler have not been written. The Expreesion Handler contains the lo- 
gic that operates on any form of eyntactical expression. This module is 
the most complex and largest piece of code of the modbaes within the 
Variable Handler. Tt other modules are currently being tested in an 
isolated mode as well as a connected mode. 
2.3.4.2 Deficition of Scanner Record 
The HAL/S source scanner record is comprised of record fields which pro- 
vide informa~;on regarding a language construct's locality, type, imbed- 
dedness, cannectivity, and identification. As shown in Appendix B, the 
BLOCK NAME and LINE NUHBER fields provide locality information. BLOCK 
NEST LEVEL, STATEHENT NEST LEVEL. EXPRESSION LEVEL. SUBSCRIPT LEVEL, and 
ARGUMENT LEVEL fields provide imbeddedness information. The STATEHEN? 
and DESCRIPTION fields provide identification information while the 
SUBDESCRIPTION and ATTRIBUTES fields provide connectivity and t y p  in- 
formatio~ respectively. 
As mentiorled previously. the scanner output record was designed to pro- 
vide a format in which all complexity statistics could be gathered. Ev- 
ery HAL/S language construct is classified according to either one of 





The RECORD TYPE field is a tag field that broadly classifies the lan- 
guage construct. The LINE NUMBER field enables reference data and vari- 
able scope information to be taken since it contains the location within 
the source member where the construct occurred. The FILE HEJ4BER NAXE 
field will be used to obtain complexity statistics, through SAS dataret 
merging, at levels other than the sourre member level. The BLOCK NAXE 
field provides locaiity data at the block level for a language con- 
struct. It also allows statistics to be taken at the rubprogram level. 
Thr BLOCK NEST LEVEL, STATEKENT NEST LEVEL, SUBSCRIPT LEVEL, ARGUHENT 
LEVEL, and EXPRESSION LEVEL fields ~ i v e  imbeddedness information. For 
instance, the depths of imbedded subprograms. IF and W statements, the 
number of subprograms that an argument is parred through on one subpro- 
gram i;rvocation, and the depths of parenthesized expressions such a8 
those used for subrcript evaluation, will be recorded. These fields 
give data not obtainable through HALSTAT. The DESCRIPTION and 
SUBDESCRIPTION fields qualify the language construct by recording ruch 
items as symbol names and statement subtypes. A variable construct will 
have its name placed in the DESCRIPTIOh field and its STRUCTURE name in 
the SUBDESCWIPTION field if i t  is of STRUCTURE type. A statement con- 
struct will have any subphrase ( the REPEAT phrase on the SCHEDULE 
statement. the FOR and WHILE/UNTIL phrases on the 00 statement, etc.,) 
information recorded. The ATTRIBUTES field identifier how a variable ir 
defined and how i t  ir used in a rtatement. 
2.4 CHANGES 
The goal of the changer area was to analyze information concerning roft- 
ware changes. Tha flrrt ~ t s p  toward achieving this &oal war determining 
what Information was available and ,oc~manting that information. The 
avei1ub;e data was then ready to analyze. 
2.4.1 Availabilityof Change Data 
Originally the TAfiU research team war given five taper which were sup- 
posed to contain data on change reportr (CR) , discrepancy reports (DR! 
and progras change reports (PCR) .  While trying to accerr this data, it 
wur determined that only two of the tapes contained valid information. 
The two good tapes contained the OFT DR data bare and the OFT CR data 
bare. 
2.4.1.1 Reliability Data 
Traditional hypothesis-testing techniques may be used as a management 
tool by software developers or software purchaser8 who wish to inrure 
that their packages have some specified reliability level. The condi- 
tions that murt be met are: 
1. the existence of independent collectionr of test data 
2. a way of determining the correctnerr of processing of there col- 
lections 
3. a way of randomly relecting teat data. 
Two basic approaches are aviilable. In a fixed sample size tort. the 
urer decider on the reliability desired. The number of tart carer which 
murt be examined bared upon the acceptance/rejection criteria can then 
be determined. In a sequential test. the derired reliability level ir 
a&ain pre-determined, but rompler are  terted one st n time until an ac- 
cept/reject decision can be made. 
Experiments with a largo amount of error data derivc rom several ryr- 
tear indicate that reliability rerults derived from there models are 
conrirtent with actual reliabili ty figurer. 
Host current acceptance procedures are based upon a naive assumption 
that a large program can be exhaustively tested and delivered in an er- 
ror-free condition. Because these expections cannot be fulfilled, the 
manager of a software development project or the purchaser of a software 
product is provided with no quantitive information on which to base an 
acceptance decision and is thus forced to make these decisions based 
mostly on intuition and his own experience in similar situations. These 
models allow one to replace these intuition-based decisions with quanti- 
tatively-based dsisions and thus constitute an important contribution 
to the science of management of software development efforts. 
In determining what data was available to apply the models to the 'shut- 
tle avionics software' it was determined that sufficient data was not 
available. The data saved during reliability testing consisted of only 
failures of the software to perform as expected. The application of the 
model requires that results from all test cases be available. 
2 . 4 . 1 . 2  DR and CR Data 
Data were supplied for discrepancy reports (DR) and change r~ports (CR) . 
After overcoming initial pro~lems with reading the data tapes, errors in 
data entry resulted in loss of some data, and made early analyses diffi- 
cult. 
Extensive analysis of the change data was difficult. This was due to no 
CR and incomplete DR variable documentation being supplied with the data 
tapes. Supplemental data was requested. Information returned pertain- 
ing to DR's was prompt and complete. However, our request for informa- 
tion on the CR data was long outstanding, and incompletely answered. 
This resulted in the DR data base being analyzed in greater depth. 
2 . 4 . 1 . 3  DR and CR Legends 
Initially, the documentation for the tape containing the DR data base 
consisted of avarlable list and a legend. This DR legendwas in the 
first file of the DR data base tape and was helpful, but inconplete. 
Many of the DR variables were not explained in the legend. These unex- 
plained variables were: 'ferif ication Assignment for Special (GA) , Pre- 
Build Assessment Data (PD), Pre-Build Assessment Reason (PR), T&O Clo- 
sure Code (X), Verification Status Data (S), Verification Status Data 
(V) , Future Closure Code (IMP), and verification Baseline ID (BL) . Sup- 
plemental information concerning these variables was requested and the 
information returned allowed a complete DR legend to be compiled. The 
DR legend appears in Appendix J. 
The initial documentatioi~ for the tape ccntaining the CR data base was a 
variable list. A legend for this tape was requested, but none was found 
in existance. A list of the CR variables and data base entries was then 
compiled, and information concerning these was requested. When this in- 
formatron was returned a CR legend was written. This CR legend appears 
in Appendix L. 
2.4.2 Methodology of Analysis of Change Data 
The first goal was to transfer the change data from the tapes supplied 
by NASA to the Amdahl located at TAHU. The data were eventually placed 
in a Statistical Analysis System (SAS) data base. 
Analyses were done in two phases. A descriptive analysis approach was 
first taken to examine what data were present and their usefulness. Ex- 
amination of selected single variables was done to determine which va- 
lues were predominant. This was followed by an indepth analysis examin- 
ing the frequency of several variables concurrently. 
All analyses wgre done using SAS. Plots and histograms were commonly 
used to display the results. 
Due to the lack of a legend for the CR data, during most of the project, 
attention was focused primarily on the DR data. 
2.4.3 Results of Analysis of Change Data 
The change data base consisted of 29,219 entries, for 14,156 DR's, and 
6,282 entries, for 5331 CR's. Dr data began June, 1975 and extended 
through December, 1981, Appendix N, Figure 7 (all figures, unless other- 
wise noted, are in Appendix N). 
1. The frequency of dates DR's were received was examined. Figure 7 
shows the data are multlmodal, with two prominant trends: Octo- 
ber, 1978 through October, 1979, and January, 1981 through Decem- 
ber, 1981. Data kere further scrutinized to explain thtse 
trends, and will be discussed later. 
2. Frequency for mission identifier (HISSN ID) is shown in Figure R 
By far, most DR's, 7040, pertained to STS-1 (L). The next most 
common mission identifiers, STS-2 R18V21 flight system (R) and 
S-2 R17V5 (W) , each had almost 2000 DR's logged. 
3. The most common reporting facility (FAC) wac the IBM verification 
personnel (VER), Figure 9. This facility logged over 8,000 DR's. 
The orbital flight test (OFT) facility entered the next highest 
number, just under 3200. 
4. The dominant area responsible for a fix (AD) was user interface 
(UI), Figure 10. Other important areas include FLT computer op- 
erating system (FCOS), requirements analysis (RA), and vehicle 
utility (VU). 
5. Priority of the DR was examined, Figure 11. Of the six possible 
values, priority 2 and 5 were most common. Priority 2, desira- 
ble, was specified for almost 15,000 DR's. Priority 5, disposi- 
tioned for no mod or no DR closure, was found for about 7,100 
DR's. Only 435 DR's were given critical priority (1). 
6. Examination of DR status (ST) was done, Figure 12. A status of 
closed was found for over 26,000 DR entries (Status C, CC, and 
VX). The remaining entries were either awaiting verification 
(V) , or NASAISSD (N) approval, or in sys tem test (TI. 
After examining the frequencies of certain single variables, more spe- 
cific information was extracted. This involved analyzing the frequen- 
cies of two variables concurrently. Priority was scrutinized first. 
1. Priority (P) was examined in relation to date the DR was received 
( ODYRHO), missisn identifier (HISSN ID), and reporting facility 
(FAC) . Figure 13 shows that most of the priority 1 (critical), 
occurred before 1980. Priorities 2 and 5 showed a shift, over 
time, in the number reported each month. Priority 2 was dominant 
before November, 1979. Beginninp January, 1981, priority 5 was 
the mode. 1980 appeared to oe a period with equal numbers of 
levels 2 and 5 priority DR's. Greater resolution of the frequen- 
cy of DR's logged in per month, by priority, is given in Figures 
14-19. 
Results of examination of priority for a mission identifier are 
shown in Figure 20. The dominance of priorities 2 and 5 is 
clearly evident. Closer examination, by mission identifier, 
shows that priorities 2 and 5 did not occur together in great 
numbers. Only for HISSN ID L and W did the two occur in abun- 
dance together. This would indicate that a particular m i s ~ i o n  
was either relatively absent of real errors, or had many. 
The priority of DR's originating from a reporting facility was 
analyzed. Figure 21 reveals which facilities generate the most 
DR's of a given priority and the relative abundance of priorities 
generated by that facility. Host priority 2 DR's originated from 
guidance, navigation, and control!GNC), orbital flight test 
(OFT) , software development laboratory (SDL) , and IBH verif ica- 
tion personnel (VER) . Host priority 5 DR's originated from re- 
quirements analysis (RA) and IBH verification personnel. Only 
for the IBH verification personnel facility did the number of 
priority 5 DR's approximate the number of priority 1 and 2 DR's. 
A closer view of the number of DR's from a facility, per priori- 
ty, is given in Figures 22-27. 
2. Results of examining the number of DR's generated per mission 
identifier, are given in Figures 28-57. These figures reflect 
two items, the lack of complete documentation and the length of 
time that mission was developed. Figure 28 displays the number 
of D R t s  with missing mission identifiers, 4408 in all. 
Several patterns in the frequency per mission, over time, are ev- 
ident. Host missions have DR's extending over a period of one 
year or less, for example C (Figure 31) , G (Figure 35) , and H 
(Figure 36). However, some missions had entries extending over 
several years; missions L, H, and W are examples. Each one of 
the latter displayed a different frequency pattern. Hission L, 
STS-1 FUP5 (Figure 38) , shows a mu1 t imodal distribution, skewed 
towards the earlier dates. This is reasonable because the D R t s  
should decline to acceptable levels before the shuttle flight. 
Hission H, STS-1 FUP4 (Figure 391, has a more unimodal trend. In 
contrast, mission W, STS-2 (Figure 541, has a distinct multimodal 
distribution over its 35 month span. This multimodality is pro- 
bably due to multiple releases pertaining to it. 
3. Four groups of similar releases were examined to determine if the 
number of DR's generated per release declined as the release ord- 
er increased, Figures 58-61. Three of the groups displayed this 
trend. However, mission id S7, SDL release 37, showed an in- 
crease of 13 percent over mission-id S6, SDL release 36, Figure 
60. 
Examination of CR variables was minimal due to the lack of information 
available about the variables. 
Data pertaining to manpower impact were plotted: manpower impact 
by department and year (DlIHPYRl-D71HPYR41, Figures 62-88 and to- 
tal manpower impact by department (D~TOTIMP-D~TOTIHP) , Figures 
89-95. Hanpower impacts by year and department all showed a si- 
milar pattern with modes of 15 unit; or less. Exceptions are de- 
partment 6, year 3 (~igure 84) and department 7, year 3 (Figure 
87); both had impacts which did not exceed one. Department 7, 
year 2 had no observations. 
Haximum values for total manpower impact ranged from 18 for de- 
partment 6 (~igure 94) to 42000 for department 5 (Figure 93). 
Midpoints of the modes for each department was zero, indicating 
that most CR's had smai.1 impact values. 
The significance of these data is not understood because of the 
lack of information supplied by NASA and IBH. 
2. The amount of time a DR or CR took to get to a ~ar'icular stage 
in the change process was studied. The number of months needed 
for a DR's development close date (BD) and verification close 
date (VC) was determined. Figure 96 shows that DR development 
close date was essentially the month it war entered. The 
verification close date, on the other hand, did take up to four 
years, with a majority of DR's closed in 18 months, Figure 97. 
The amount of time a CR took to get dispositioned by the RR and 
OASC boards was examined. CR'r were dispositioned by the RR 
board within 24 months, and most within 2 months after being re- 
ceived, Figure 98. CR's which required an OASC board disposition 
were processed within 20 months, with a majority within two 
months, Figure 99. A similar plot resulted when examining the 
amount of time a CR took to get from a RR board to a OASC board 
dispostion, Figure 100. 
2.5 SlJHMRY OF DATA AVAILABILITY 
Table 3 is a summary of the availablility of data found by the research 
team in examining the shuttle software development. Data is coded as 
having been found in machine readable form or in hard copy form. The 
data found to be available is also coded as to whether the research team 
found the data beneficial in extracting useful information. 
TABLE 3 
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The data which has been collected tc date in the shuttle software devel- 
opment provides a wealth of information about the life cycle of large, 
real-time programs. This type of data is often not available to compu- 
ter researchers, particuLarly data for the development of real-time 
software. Several studies have begun at Texas A&H using the available 
shuttle data and can be beneficially continued. These projects are out- 
lined i n  section 3.1. As a result of our study of the available data we 
have identified certain analysis and data collection monitoring func- 
tions (presented in section 3.2) which could be performed at Texas A&M 
concurrent with cn-going software development at JSC. Section 3.3 high- 
lights additional projects which we have identified as appropriate for 
future work. Some of these future projects will necessitate the collec- 
Lion of additional data during future shuttle software development. 
3.1 CONTINUED ANALYSIS 
3.1.1 Continued Development of Cost Data 
All the cost data from the monthly 533 reports which are prepared by IBM 
have been encoded and analyzed as described. The research team has bean 
informed that more detailed documents below the 533 level exist and can 
b e  made available. These documents could provide some very interesting 
results once codrti and analyzed. 
3.1.2 Continued Work with Language Scan=. 
The continuation of work inv6'ving the HAL/S source analyzer will be 
comprised of three areas. First, the coding and initial testing of the 
source analyzer will be completed. Next the SAS procedures to analyze 
the source scanner output will be developed. Finally, statistics will 
be grouped concerning subsystem and system levels of the Flight Software 
specifically regarding elements of the language used, programming style, 
and complexity ranking. 
In the initial testing phase of the scanner project, each test run will 
contain the output for one source member. Since the scanner is designed 
to analyze the uncompiled source, several runs may have to be made for 
the external members INCLUDED in the source member being procossod. The 
raw scanner output data will be checked for correctness and frequency 
count statistics will be tabulated from it. It may be possible for some 
source members to be compiled and used as input to HALSTAT for a listing 
that can be used for verifying the resultr from the raw scanner output 
data. 
After the scanner has been debugged and its results verified, the scan- 
ner will be run against each FSW HAL/S source member. Those source mom- 
bars that are composed of AP-101 Assembler code, will have HAL/S Compi- 
ler templates written to be analyzed. Thes. source members are mainly 
located in :he System So~rrce Library. Instruction mix end variable re- 
ference data from the AP-101 modules will not be a~ailable from the com- 
piler templates, but connectivity information will be preserved. Later 
work will be done to design a siailar type scanner to analyze the AP-101 
Assembler modules to pr~vide :he instruction mix and variable reference 
data temporarily unobtainable. All output from each source member will 
be stored on tape with the FILE HFXBER NAHE field of the output scanner 
record identifying the particular source member. 
When the scanner has been run against all the FSW source meabers, some 
simple S.iS routines will be run against the scanner output for one 
source member. These initial SAS routines will report on the number of 
instructions occuring by type, variables occuring by common  attribute^, 
and other statisticd that can be drawn from frequency count methodr. 
Once again, HALSTAT may be used as a tool for verifying the SAS results. 
Hore complex SAS routines will be written later to output variable 
scope, IF and DO nesting level, and subprogram arg~tment nesting level 
i.nformation at the source member level. 
After all complexity statistics are generated from each source member, 
the SAS output datasets can be sorted and merged to provide complexity 
statistics at the subsystem/system level. For example, statistics can 
be produced for the set of modules comprising the Process Control sec- 
tion of the Process Hanagement subsystem of the Flight Computer Operat- 
ing System. It will be po~fible to generate complexity statistics at 
the programmer level by merging the previously mentioned INVENTRY file 
with the SAS output datasets. If it is known what source members were 
written by r particular programmer (information which the INVENTRY file 
provides), then thtse statistics are possible. If each soCtware produc- 
tion group personnel roster was made available from IBH, then complexity 
statistics could be obtained at the software production group level. 
Using the complexity results from SAS, it will be possible to determine 
which of the HAt/S complexity factors listed in Appendix C should be 
used as guides in ranking the FSW source modules in regard to complexi- 
ty. The complexity factors that will be chosen as ranking guides will 
be the ones that show a variance within the source modules. Once the 
ranking factors are established, FSW source members, software subsys- 
tems/systems, as well as programmer software co1l~:ctions can be ranked 
with one another, 
3.1.3 Continued Analysis of CR and DR Data 
The analyses of CR and DR data described earlier in this report give 
some indication that a measure of the stage of development (either as 
percent code Compltted or as number of future changes to b@ required) 
may be related to characteristics of previous CRs and DRs (e.g., the 
number, mission identifier, reporting facility, priority mix, etc.). It 
is possible that these results may be used to model software quality in 
a manner similar to that proposed by Hendis 11982).14 
To this stage, the analyais of CR and DR data .hcs exlmined twc-way rela- 
tionships between date and a characteristic of the C!Ia and DRs or bet- 
ween twc characteristics. Future analyses of CR and DR data should in- 
clude further invert.igatit?n of the rt'ationship between the historical 
CR anu DR data for software detlopment and measures of the reliablity, 
or level of completion, for the software. In particular, multiva:iate 
relationships for three or more characteristics should be examined. In 
addition to using CR and DR data, information gathered by ths I?.AL/S 
source analyzer and other characteristics such as language used, pro- 
gramming style, etc, may improve the modeling of the stage of develop- 
ment for software. 
3.2 CONCURRENT ANAL'ISIS AND N O N I T O R B  
In order to maintaine a respositry of information about tht devtl~pment 
of the space shuttle software system, TAnU suggests the following data 
be collected for each release of the space shuttle software. 
1. A ccpy of all aistribution material made to NASA test facilit:*s. 
2. A copy of a11 source code libraries. 
a )  Application source 
b) System source 
c) Include source 
3 .  k ccpy of the curreirt version of the U L / S  compiler, HALSTAT, the 
linkage editor, and associated documentaticn. 
4. A copy of the build information necessary to construct a build 
rrom tne above librariel and execute all options on HALSTAT. 
5 .  A copy of all cost information. 
6. A copy of the cumaulative DR and CR files. 
All of these items should be in machine readable form whenever possible. 
T A N  would like to serve as a repository of this i.~formation. 
3 . 4  FUTURE DEVELOPHENT 
Althou~h many possibilities for future projects and analyses in the 
shuttle software cieveloprnent effort exist, the T M U  research team has 
identified four relatzd areas for which future work seems particularly 
beneficial. These efforts in general involve the iievelopment and/or im- 
plementation of models which can p v v i d e  input to decision-makers at 
NASA as well as in the computer resoarch community at large. If these 
models are developed in conjunction with the continued and expanded col- 
lcction of the shuttle software data as described in the previous sec- 
tions, the model will also provide tools useful in tracking the evolu- 
tion of the development effort. 
3.3.1 Comparison with other Projects 
Futore research on the statistical and historical information gathered 
during the development of the shuttle orbiter primary flight software 
can be conducted in several directions. The available data from the 
flight software is from a unique environment, a substantial ongoing 
real-time software project, and thus provides an excellent groundwork 
for reverification, comparison, modeling, and subsequent verification of 
metrics. Conipzrisons forma.? on a single large real-time software system 
will be more significant to the computer science community than compari- 
sons formed on small savples of experimental software. For instance, 
most studies that have been made are performed on small data samples 
that are potentially biased, while the feu studies performed on larger 
sample sizes differ greatly in the type cf errors considered and in the 
data collection techni:ues utilized. In additio.., although several com- 
plexity models have beell proposed in the literature, they have not all 
been verified, and studies attempting to verify proposed mathematical 
models for software reliability models are scarce. 
Severai objectives will be obtained by researching the verification and 
reverification of complexity measure and reliability predictor models on 
the space shuttle software. Since they will have a standard software 
basis for comparlscn, the various metrics can be ranked in regards to 
their effectiveness. After the models are "tuned" statements can be 
made concerning the various types of error predictors/analyzers, such as 
stating that m o d ~ l s  which measure control structure complexities are 
more effective than models which rely on length of code. A more effcc- 
tive complexity metric will be developed to pinpoint the areas of great- 
est complaxity within a software system, thus providing management with 
a tool to use in allocating various resources such as personnel and time 
when evaluating and making changes to a srftware area of greater krror 
potential. 
3.3.2 Complexity Analysis, 
Complexity is the term generally used to describe the difficulty in de- 
veloping software or in the software's resistence to modifications.' 
Complaxity metrics are designed to measure complexity related to a human 
process -- namely, programing -- as contrasted with computational com- 
plexi~y where the area of concern is a machine procedi~re or machine re- 
source all~cation. A number of metrics have already been discussed in 
the survey of literature section of this report ( see section 2.1). 
Complexity analysis of the HAL/S software could be expected to provide 
insight into the relative quality of the program as a whole and its in- 
dividua; components. Such measurements would be useful in estimating 
ccsts of maintenance and enhancements of existing components. Further- 
more the metrics could be used in decisions to replace or modify sec- 
tions of code. Hodels based on the complexity metrics could be used in 
estimating the likelihood of errors within each program module. Since 
the space shuttle project is ongoing, the proposed research on co~plexi- 
ty measures will provide continuous future error prediction to help in 
identifying she locations of potential errors within the project soft- 
ware and some indication of how soon a particular software build (or 
system! will be ready to be utilized. Accordingly, the results obtained 
can also be used for future projects and may help reduce costs by ena- 
bling management to allocate resources more optimally. 
Although a number of models utilizing complexity metrics have been sug- 
gested in the literature, only limited validation of these models has 
been accomplished, oftext with data from small software pro:ects. Appro- 
priate models could be established and validated using the HAL/S devel- 
opmental data. These models would then be available for use in deci- 
sion-making in future HAL/S implementation efforts. 
3.3.3 Cost Analysis , 
For future projects, all cost and hours information should be kept in 
machine readable form. Standard reporting categories should be estab- 
lished and adhered to throughout the project. Further subdivisions of 
categories coula provioe some flexibility and provide usable detailed 
information. While this data could be consolidated for managerial re- 
porting purposes its detail could provide valuable information for fu- 
tur, analysis. If new categories become needed they could be added to 
satisfy the current requirements. 
The cost impact of DRs and CRs on the software is another area in which 
more information would be useful. The cost or time actually token to 
dispose of each Dfl or CR should be kept in machine readable form. 
Some valuable analysis could be done in this area. Statistics could be 
gathered in the total posts of DRs and CRs, the total cost of DRs and 
CRs versus the total cost of developement, the total cost of DRs and 
CRs in one subsytem or function of the shuttle versus another function, 
and perhaps the average time it takes to correct a DR. 
3 . 3 . 4  Language Analysis 
Software development at the present state-of-the-art cannot be evaluated 
independently of the programming language employed in its implementa- 
tion. ' Although researchers note the need for the development of pre- 
cisely defined universally accepted software evaluation parameters, a 
suitable number of metrics of this type simply do not exist at this 
time.19 Therefore an important area of concern in software evaluation is 
programming languages. 
To facilitate this type of analysis certain language metrics are needed. 
These metrics tend to bt more subjective and harder to define than pro- 
gram metrics which are u!sd in evaluating the programs written in a lan- 
guage. The primary traditional uses for language metrics are in lan- 
guage selection and/o~ comparison and for language design." 
The existing language metrics could beneficially be applied to HAL/S 
with several useful results. First. since HAL/S was specifically de- 
signed for spacecraft software development, some measure of its effec- 
tiveness could be obtained using language metrics. Since most of the 
existing metrics produce relative reatures, the same measurements could 
be computed for other high level languages fcr the purpose of comparison 
with HAL/S. Of particular interest would be metrics which measure the 
applicability of a language to a specific application. Other metrics of 
interest mijht include comparison of tile desirability of various lan- 
guage faatures. comparisons 3f the level of non-procedurality of lan- 
guages (since non-procedural implies a lesser need for the programmer to 
specify implementation details), and comparisons of potential programmer 
prodt~ciivity in each language. 
The new Department of Defense language Ada is the most nstural choice 
for a langoage with which to compare HAL/S. The results I£ such a com- 
parison would t. useful to NASA in making future language selections. 
In addition, since HAL/S has already been successfully used in large 
real-time software projects while Ada has not, HAL/S rould be considered 
a standard against which Ada cocld be evaluated. 
The language analysis of HAL/S would utilize existing program metrics as 
well as some designed specifically for this task. If a comparison with 
Ada is desired. a preliminary Ada compiler developed by New York Univer- 
sity under contract with the U. S. Army is available and operational at 
Texas ALH University. 
Appendix A 
DOCUHENTAT ION 
This Appendix consists of Four lists of documents. These lists are as 
follows: 
List 1 - Specifications prepared by NASA 
List 2 - N A h  documents received by the research team 
List 3 - Programs specifications prepared by IBH 
List 4 - IBH documents received by the resea-ch team 
N A S A Documents 
The Computer Program Development Specification (CPDS) is composed of 4 
volumes which consist of 1c books. The following is a breakdown of the 
volumes: 
Vol 1 - Level A, Requirements not oriellted to any 
particular end item, 7 books 
Vol 2 - Shuttle Orbiter Software Requirements,Program 
Notes and Waivers 
bol 4&5 - Computer end item-u.iented functional and 
detail requirements 
The following lists the identifying numbers, volumes, and books that 
constitute the CPDS structure: 
DOCUMENT NO, VOLUME/BOOK TITLE 
SS-P-0002-120 I 2 System Level Requirements, 
Software 
SS-P-0002- 130 3 ALT Launch Data Bus Software 
Interface Requirements 
4 Downlist/Uplink Software 
Requirements 
* SS-P-0002-15OF 5 OFT Launch Data Bus Software 
Interface Requirements 
OFT System Level Requirements, 
Software 
ALT Flight Software 
Initialization Load 
STS Flight Software 
Initialization Load 
ALT Program Notes and Waivers 
OFTIS Program Notes and Waivers 
ALT Functional Level Requirements 
GN&C 
ALT Detail level Requirements 
GN&C 
ALT Functional level Requirements 
Systems Hanagement 
ALT Detail Level Requirements 
Systems Management 
ALT Functional Level Requirements, 
Vehicle Utility and Data FlorOl 
STS Functional Level Requirements, 
GN&C 
OFT Functional Level Requirements 
GNLC, STS-1 and 2 
STS Functional Level Requirements, 
Systems Hanagement 
STS Functional Level Requirements, 
Vehicle Utility-02 
STS Operations Functional Level 
Requirements, Systems Hanagent 
PASS GPC Hemory Write Procedures 
The Level C or Detailed requirements are contained in documents la- 
bel led Func t 1 onal Sl~b-Sys tern Software Requirements (FSSR) . 
These documents are listed below: 
TITLE 
GN&C 










































GNCC, Part A Vol. 2 
Guidance 
GNCC, Part A Vol. 2 
Guidance-Ascent 
GN&C, Part A, Vol. 1 
Guidance-On Orbit 
GNhC Part B,,Nav- 
Entry + APP A-H 
G N U ,  Part B, 
~av-AS cen t /RTLS 
+ APP A-N 
GNCC, Part C 
Nav-on Orbit 






























GNCC, Part C 
FC-As cen t 
STS Baseline is 
in CR 19361A 
GNCC, Part C, Vol. 3 
FC 
On Orbit (1) 
On Orbit (2) 
GNCC, Part D, Vol. 1 
RM-En t ry 
GN&C, Part E, Vol 1 
SOP- IHU 













































GNLC, Part B, Vol 4 
SOP-FC Effectors 




















NASA DOCUMENTS RECEIVED 
FUNCTIONAL DESIGN REQUIREMENTS 
OFT Launch Data Bus Software Interface Requirements- 
(SS-OP-0002-170G) 
OFT System Level Requirements, Software - (SS-P-0002-150F) 
STS Functional Level dequirements , GNtC - (SS-P-0002-510N) 
STS Functional Level Requirements, System Management - 
(SS-P-0002-53OJ) 
STS Functional Level Requirements, Vehicle Utility-02 - 
(SS-P-0002-55OJ) 
Mass Hemory Unit Software Integrataion Document and Revisions - 
JSC 1674 
Statement of Work Space Shuttle Avionics Orbiter Software - 
Schedule I1 
JSC - 08338 - Hass Memory Unit Computer Program 
Integration Plan 
Vol. I Release Control 
Vol. I, Book 1 SPF Level A Generic Requirements 
Vol. I1 Release Authority and Schedule 
- 37 - 
Vol. I11 Deliverable Requiraments and Tape 
Formats 
Vol. IV, Book 2 Secure Operations Plan 
ADP Security Plan 
Vol. IV, Book 4 Configuration Plan 
Vol. IV, Book 5 Facility Hanagemant 
Appendix C Test and Operations Plans 
JSC 1673 - Software Production Facility Operations 
Document 
Vol I, Book 1 SPF Level Generic Requirements 
Vol. IV, Book 4 Configuration Hanagement Plan 
Vol. V, Book 2 Hardware Configuration Plan 
and Equipment List 
Vol. VI, Book 3 Facility Management 
HISCELLANEOUS 
OFTIS - 16 Program Notes and Waivers 
OFTIS - 18 Program Notes and Waivers 
Orbiter Flight Software DR Closures 
IBH DOCUHENTS 
IBH, in response to the requirements defined by the NASA and docu- 
mented in the Level A and B Computer Program Developement Specifica- 
tions, developed the System Design Specifications. The System Design 
Specifications is a series of documents consisting of Functional Design 
Specs (FDS) and Detai 1 Design Specs (DDS) . 
The list which appears below was taken from a manual dated February 
25, 1977. Therefore, this list might not be as accurate as it could be 
had more recent informaticn been made available. 
Vol. I - Software System Ovtrview 
Forward 
Table of Contents 
1. Introduction 
2. Design Considerations 
3. Functional Description 
4. Flight Software Control Structure 
5. Flight Software Dynamic Structure 
Appendix A - Acronyms and Abbreviations 
Appendix B - Common COYPOOL 
Vol. I1 - System Services 
Part 1 - FCOS 
Forward 
Table of Contents 
1. 11.troduction 
2. Functional Dercription 
3. Software Design 
3.1 Subsystem Design Overview (Include 
Control Flow Trees) 
3.2 Uajor Element 1 Overview (Includes 
Control Flow ~ r e e s )  
3.2.1 Module A 
Function 
a) Control Interface 
b) Input Data 
c) Process Description 
d) Output Data 
e) Module References 
f )  Module Type and Attributes 
g) Template References 
h) Error Handling 
i )  Constraints and Assumptions 
Data tables (Module Data List, I/O) 
SVC Table 
Coritrol Flow (Preliminary Design) 
Control Flow(t) (Detailed Design) 
3.2.2 Hodule 0 
3.2.n nodule N 
3.3 Major Element 2 Overview (Includes 
Flow Trees) 
... 
3.n Major Element n Overview (Includes 
Flow Trees) 
Part 2 - User Interface 
(Same format as Part i) 
Part 3 - System Control 
(Some format as Part 1) 
Vol. 11; - Applications 
Part 1 - GNCC 
(Same format as Vol. 11, Part 1) 
Part 2 - Sti 
(Same format as Vol. 11, Part 1) 
Part 3 - VCO 
(Same format at Vol. 11, Part 1) 
Part 4 - Payload 
(Same format as Vo1. 11, Part 1) 
Vol. IV - Summary Integration Specification 
1. Introduction 
2. Process Interaction 
3 .  Control Block Allocation 
4. Mappings 
5. Critical Parameter Addresses 
6. Downlist Loading 
IBH DOCUMENTS RECEIVED 
FUNCTIONAL DESIGN SPECS 
OFT - Functional Design Specificatons 
DETAIL DESIGN SPECS 
SDS - Volume 111, Part 3, OFT DDS, Vehicls Utility and Data Flow 02 
OFT - System software Designs Specs - User Interface 
FCOS-UI-SC - Design Specs 
SDS Volume 111, Part 2 - System Hanagement Design Specs 
USER ' S GUIDES 
Flight Computer Operating system User's Guide (18) 
Test and Operations User's Guide (18) 
Shuttle Flight Operations User's Guide (18) 
System Analysis User's Guide - User InterEace 
UI/SC User's Guide STS-1 
FSW Utilities User's Guide 
MANAGEMENT 
Programming Standards Analysis Procedures 
Programming Standards Document and Updateb 
Complete Software Awareness Memos Update 
Shuttle Avionics Software Avionics STS-1 Operating Plan 
Shuttle Avionics Software Management Plan 
Reliability and Quality Assurance Plan 
Flight Software Uemory Sizing and CPU Loading Esicmates 
MANUALS 
AP lei, C/U Principles of Operation 
SDL - User's Guide for HALSTAT 
Linkage Editor for Flight Computer (partial) 
MISCELLANEOUS 
Space Shuttle Orbiter Avionics Software - STS-3 Flight 
Softwore Hemory Data Base 
Onboard Shuttle Software Design/Code Checklist 
Appendix B 






FILE MFABER NAME 
BLOCK NAME 
BLOCK NEST LEVEL 




STMT REFERENCE NUMBER 
STATEMENT 
DESCRIPTION 
Overall Record Description 
# of Chars Values 
2 cn - COMMENT 
ST - STATEMENT 
OP - OPERATOR 
VX - VARIABLE 
6 /*  LINE OF HAL/S INPUT 
8 /* SCANNER OUTPUT RECD // 
8 /* FILE CONTAINING SRC 
32 /* PROCEDURE, FUNCTION, 
PROGRAN, ETC.. 
SURROUNDING TOKEN */ 
/*  IHBEDDEDNESS OF BLOCK 
/* IMBEDDEDNESS OF IF 
OX DO CONSTRUCTION 
/ *  LEVEL OF SUBSCRIPT 
EXPRESSION: 
AS (B$ (C) ) ) 
/ *  LEVEL OF ARGUMENT 
WITHIN SUBPROGRAH 
INVOCATION 
NAHE (NAME (A) ) 
2 /* LEVEL OF PARENS 
(A+ (B C (E-2) 1) 
8 /*  COL. 73-80 OF INPUT 
2 0 /* INSTR. KEYWORD 
CONTAINING TOKEN * I  
40 / *  SEE PARSE EXAMPLES 
ATTRIBUTES 
LETTER CODES */ 
/* SEQUENCE OF STORAGE 
AC - ACCESS 
AL - ALLIGNED 
AR - ARRAY 
AS - ASSIGN USAGE 
AU - AUTOHATIC 
BI - BIT 
BO - B001.EAN 
CH - CHARACTER 
CO - CONSTANT 
DN - DENSE 
DP - DEPENDENT 
W - DOUBLE 
EQ - EQUATE 
EV - EVENT 
EC - EXCLUSIVE 
EX - EXTERNAL 
FX - FIXED 
IN - INITIAL 
IP - INPUT USAGE 
IT - IIZEGER 
LB - LABEL 
LT - LATCHEIj 
LH - LEFT HAND = 
LO - LOCK 
HA - MTRIX 
MF - PLATRIX FIXED 
NA - NAME 
RA - RANGE 
RE - REMOTE 
RI - REINTRANT 
RH - RIGHT HAND = 
RG - RIGID 
SC - SCALAR 
ST - STRUCTURE 
SB - SUBSCRIPT USE 
TE - TEHPLATE 
TP - TEHPORARY 
VC - VECTOR 
VF - VECTOR FIXED 
Total Record length = 138 characters 
PARSE EXAMPLES 
HAL/S Source: 
C THIS IS A COMMENT LINE 
/" WITH A CR99999 DESCRIPTPON AS AN 
IMBEDDED COHMEHNT */ 
Scanner Output Recd #1 
RECD TYPE = CX 
LINE # - 000001 
RECD # = 00000001 
BLKNAHE = 
BLK NEST LVL = 00 
STMT NEST LVL = 00 
SRN = 
STMT = COMMENT 
DESCR = 
ATTRIB = 
Scanner Output Recd /& 
- 
RECD TYPE - CH 
LINE {, = 0000C2 
RECD {I = 00000002 
BLKNAME -: 
BLK NEST LVL = 00 
STMT NEST LVL = 00 
SRN = 
STMT = COMMENT 
DESCR = CR99999 
ATTRIB = 
H-4L/S Source: 
D INCLUDE TEMPLATE APPLTEMP 
D INCLUDE INCLTXT 
Scanner Output Recd 113 
RECD TYPE - ST 
LINE # = 000003 
RECD {I - 00000003 
BLKNAHE = 
BLK NEST LVL = 00 
STMT NEST LVL = 00 
SRN = 
STMT = INCLUDE 
DESCR = APPLTEMP 
ATTRIB = TE 
Scanner Output Recd #4 
RECD TYPE = ST 
LINE 11 = 000004 
RECD = 00000004 
BLKNAME = 
BLK NEST LVL = 00 
STMT NEST LVL = 03 
SRN = 
STMT = INCLUDE 




Scanner Output Recd #5 
RECD TYPE = ST 
LINE = 000005 
RECD # = OOOoOOO5 
BLKNAnE = HALSPGH 
BLKNEST LVL - 01 
STHT NEST LYL = 00 
SRN = 
STMT = PROGRAH 
DESCR = HALSPGH 
ATTRIB = 
HALjS Source: 
DECLARE INTEGER, SENSOR1, SENSOR2 DOUBLE; 
Scanner Output Recd /I6 Scanner Output Recd #7 
RECD TYPE = ST 
LINE // = 000006 
RECD # = 00000006 
BLKNAME = HALSPGM 
BLK NEST LVL = 01 
STHT NEST LVL = 00 
SRN = 
STHT = DECLARE 
DESCR = 
ATTRIB = 
Scanner Output Recd 118 
RECD TYPE = VR 
LINE // = 000006 
RECD # = 00000008 
BLKNAHE = HALSPGM 
BLK NEST LVL = 01 
STHT LVL = 00 
SRN = 
STHT = DECLARE 
DESCR = SENSOR2 
ATTRIB = ITM) 
RECD TYPE = VR 
LINE # = 000006 
RECD /, = 00000007 
BLKNAXE = HALSPGH 
BLK NEST LVL = 01 
STHT NEST LVL = 00 
SRN = 
STHT = DECLARE 
DESCR = SENSOR1 
ATTRIB = IT 
HALIS Source: 
CALL ADDSENSOR (SENSORl) ASSIGN (SENSOR21 ; 
Scanner Output Recd #g 
RECD TYPE = ST 
LINE #I = 000007 
RECD 00000009 
BLKNAME = HALSPGM 
BLK LVL = 01 
STMT LVL = 00 
SRN = 
STMT = CALL 
DESCR = ADDSENSOR 
ATTR I B e7 
Scanner Output Recd #11 
RECD TYPE = VR 
LINE # = 000007 
RECD {I = 00000011 
BLKNAME = HALSlGM 
BLK LVL = 01 
STMT LVL = 00 
SRN = 
STMT = CALL 
DESCR = SENSOR2 
ATTRIB = AS 
Scanner Output Recd #I10 
RECD TY?E = VR 
LINE 11 = 000007 
RECD 11 = 00000010 
BLKNAME = HALSPCH 
BLK LVL = 01 
STMT LVL = 00 
SRN = 
STHT = CALL 
DESCR = SENSOR1 
ATTRIB = IP 
HAL/S Source: 
ADDSENSOR : PROCEDURE (SENS 1) ASS ICN (SENSZ) EXCLUSIVE; 
Scanner Output Recd {I12 
RECDTYPE = ST 
LINE {I = 000008 
RECD {I = 00000012 
BLKNAME - HALSPGX 
BLK LVL = 02 
STMT LVL = 00 
SRN = 
STMT = PROCEDURE 
DESCR = ADDSENSOR 
ATTRIB = EC 
Scanner Output Recd {I14 
RECD TYPE = VR 
LINE {I = 000008 
RECD {I = 00000014 
BLKNAME = ADDSENSOR 
BLK LVL = 02 
STMT LVL = 00 
SRN = 
STMT = PROCEDURE 
DESCR = SENS2 
ATTRIB = AS 
Scanner Output Recd #13 
RECD TYPE = VR 
LINE {, = 000008 
RECD # = 00000013 
BLKNAME = ADDSENSOR 
BLK LVL. = 02 
STMT LVL = 00 
SRN = 
STXT = PROCEDURE 
DESCR = SENSl 
ATTRIB = IP 
HAL/S Source: 
DECLARE INTEGER, SENS1, SENS2 DOUBLE; 
SENS2 = SENS2 + SENS1; COL 73-80 
CLOSE ADDSENSOR; 
Scanner Output Reca #18 
RECD TYPE - ST 
LINE {I = 000010 
RECD # = 00000018 
BLK NAHE = ADDSENSOR 
BLK LVL = 02 
STHT LVL = 00 
SRN = COL 73-80 
STHT = ASSIGN 
DESCR = 
ATTRIB = 
Scanner Output Recd #21- 
RECD TYPE = VR 
LINE {I = 000010 
RECD {I = 00000021 
BLK NAHE = ADDSENSOR 
BLK LVL = 02 
STHT LVL = 00 
SRN = COL 73-80 
STHT = ASSIGN 
DESCR = SENS2 
Scanner Output Recd {/I9 
RECD TYPE = VR 
LINE # = 000030 
RECD {I = 00000019 
BLKNAHE = ADDSENSOR 
BLK LVL = 02 
STMT LVL = 00 
SRN = COL 73-80 
STMT = ASSIGN 
DESCR = SENS2 
ATTRIB = LH 
Scanner Output Recd {I22 
RECD TYPE = OP 
LINE {I = 000010 
RECD {I - 00000022 
BLK NAHE = ADDSENSOR 
BLK LVL = 02 
STHT LVL = 00 
SRN COL 73-80 
STNT = ASSIGN 
DESCR - ATTRIB = RH 
ATTRIB = 
HAL/S Source: 
IF SENSOR2 = 0 THEN 
IF SENSOR1 = 0 THEN DO; 
DO FOR I = 1 TO 10; 




Scanner Output Recd - For 1st IF 
RECD TYPE = ST 
LINE /I = 000011 
RECD = 00000032 
BLKNAME = HALSPGM 
BLK LVL = 01 
STMT LVL = 01 
SRN = 
STNT = IF 
DESCR = 
ATTRIE - 
Scanner Recd For 2nd IF 
RECD TYPE - ST 
LINE /I = 000012 
RECD // = 00000042 
BLKNAHE = HALSPGH 
BLK LVL = 01 
STHT LVL = 02 
SRN = 
STHT = IF 
DESCR 
ATTRIB = 
Scanner Recd For 1 s t  W 
- 
RECD TYPE ST 
LINE /I = 000012 
RECD /I = 30000044 
BLKNAHE = HALSPGM 
BLK LVL = 01 
STHT LVL = 02 
SRN = 
STHT = W 
DESCR = DISCRETE 
ATTRIB = 
Scanner Recd For 2nd DO 
RECD TYPE = ST 
LINE {I = 000013 
RECD // = 00000048 
BLKNAHE = HALSPCM 
ELK LVL = 01 
STNP LVL = 03 
SRN = 
STMT = DO 
DESCR = FOR RANGE 
ATTRIB = 
Scanner Recd For STRUCTURED V?.riable 
RECD TYPE = VR 
LINE // = 000014 
RECD # = 00000062 
BLKNAME = HALSPGM 
BLK L V L  = 01 
STHT LVL = 03 
SRN = 
STHT = ASSIGN 
DESCR = SENSOR.SHUTOFF 
ATThIB = LH 
Scanner Recd For Vector Dot Product 
RECD TYPE = OP 
L I N E  {/ = 000014 
RECD {/ = 00000063 
BLKNAHE = HALSPGH 
BLK LVL = 01 
STHT LVL = 03 
SRN = 
STHT = P-SSIGN 




"Software Structure Metrics Bated on Ioforuation Flow" 
-Sallie Henry and Dennis Kafura 
IEEE Transactior an Software Engineering, Sept. 1981 
1. Introduction. 
a) Objectives . 
i) To provide o practical technique for measuring large- 
scale systems thet can serve as a design aid. 
b) Characteristics. 
i) The major e1cmen:s in the information flow analysis can 
be directly determined at design time. 
i i )  The analysis reveals mcre of the system connections than 
are revealed by other ordering relations ruch as 
I1cal 1~'~. 
i i i )  The analysis defines rncasurements for complexity, module 
coupling, level interactions, end strest points from the 
patterns of communications. 
2. Information Flow Concepts. 
a) Types of Information Flows. 
i) Global Flows - There is a global flow of information 
from module A to module B througi; a global data struc- 
ture D if A deposits information into D and B retrieves 
information from D. 
i i )  Direct Local Flows - There is a local flow of ~nforma- 
tion from module A to module B if A calls B. 
i i i )  Indirect Local Flows - There is a local rlow of inforn- 
ticn from module A to module B if: 
ORIGINAL PAGE 15 
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B calls A and A returns a value to B which B utilizes, 
0 r 
C calls both A and B passing an output value from A to 
B. 
b) Representations of Information Flows (Destination <-- sourcel, 
source2, . . . ,sourctN). 
i) X.n.1 denotes the value of the nth parameter of proc X 
3t invocation. 
ii) X.n.0 denotes the value of the nth parameter of proc X 
at termination. 
ii i )  If X is a function, X . 0  denotes thc value returned. 
iv) X.D denotes an access by proc X to the global data ob- 
ject D. 
c) Advantages. 
i )  The syntax of a language would not affect the form of 
relations. 
ii) No distinction is made between a flow of information es- 
tahlished by a passed parameter and one established by a 
shc ed global data structure. 
3. Complexity Pleasures. 
a) Procedures. 
ii) Features identified by the measure. 
Lack of functionality. 
Stress points in the syster. 
Inadequate refinement. 
b) nodule ( ~ l l  procedures that access a particu- : data struc- 
ture). 
i) Complete sum of the complexitie- of the procedures with- 
in the module. 
ii) Features identified by the measure. 
ORIGINAL PAGE :S 
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Poorly designed data structures. 
Improper modularization. 
Poor module design. 
Poor functional decomposition. 
c) Interfaces. 
i 1 (The number of procedures exporting information from mo- 
dule A + THE 
number of procedures importing information into modcle 
3) * The number of information paths. 
ii) Features identified by the measure. 
Strength of the coupling between modules. 
Measure of modifiability. 
4 .  Correlation o f  Information Flow for Complexity Heasurements. 
a) Considerations concerning the correlation results: 
i) The Spearman's r test was used. 
ii) Program changes were used as an estimate for errors. 
iii) Eighty changes were considered. 
TABLE 4 
Complexity Heasure Correlation to Changes 
Correlation to Level of 
Heasure Changes Significance 
(fan-in*£ an-out) ""2 0.98 0.028 
lengtl *(fan-in*fan-out) **2 0.94 0.021 
(fan-in*fan-out) 0.83 0.042 
1 eng t h**2 0.60 0.078 
Appendix D 
HAL/S COHPLEXITY FACTORS 
Following is the preliminary list of factors to measure the complexity 
of Shuttle Orbiter Primary Flight Software. This list was derived from 
the dissertation by Jean C. Zolnowski: "A System For Heasuring Program 
Complexity". 
According to her work, there are four categories of measurements that 
can be made to programs written in FORTRAN or COBOL. We have tried to 
adapt the specific measurements in each of the categories to the con- 
structs found in the HAL/S language. Host of the measurements are in 
terms of "counting the numbers of ..." within a given program complex. 
1. PROGRAM INTERACTIONS 
a) Connect ion information 






ii) the number of calls to eacn PROCEDURE and FUNCTION 
iii) the nesting level of subprograms 
b; Interface information 
i) the number of parameters for subprograms classified by: 
data type (INTEGER, SCALAR ...I 
cal.1 type (INPUT, ASSIGN) 
ORIGINAL PAGE IS 
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ii) the nesting level of arguments m d  subprogram parameters 
iii) the number of SCHEDULED real time processes 
C )  Macro usage 
i )  the number of % macros 
ii) the number of arguments for each U macro 
iii) the number of macro calls 
iv) the number of REPLACE macros (text replacement) 
2. INSTRUCTION MIX CHARACTERISTICS 
a) the number of statements for each 
i) PROGRAn 
i i ) PROCEDiTRE 
i i i) FUNCTION 
iv) UPDATE 
v) TASK 
b) the number of statements by type: 
i)  Conditional 
i i) ASS ignment /Cornputat ion 
iii) 1/0 
iv) Comment 
c) the number of FUNCTION references per statement 
d) the ,.umber of real time process statements 
c )  the nuuiber of labels 
3. DATA REFERENCE 
a) the nulber of variables by type: SCALAR, INTEGER, BIT, 
BOOLEAN, CHARACTER, VECTOR, MTRTX, STRUCTURE, EVEN'f 
b) for each variable 
c) the number of references 
d) the percent of program span (scope) 
e) the average number of statements between each reference 
f) the number of elements for STRUCTURED types 
g) the number of CONSTANTS 
h) the number of dimensioned variables (ARRAY) 
i) the number of INITIALIZED variables by mode of initialization 
(STATIC or AUTOMATIC) 
j) the number of variables with RANGE, scaling or precision con- 
version, NAME, RANGE, LOCK, ACCESS, EXCLUSIVE, FIXED, 
EXTERNAL, RIGID, DENSE. ALIGNED, attributes 
k) the number of elements in each COMPOOL 
1) the number of variables assigned through input 
m) the number of times shaping is performed on variables 
4. STRUCTURE AND FLOW CHARACTERISTICS 
a) the number of conditionals by type (IF, DO j 
b) the number of loops by type (DO ... END, DO WHILE/UNfIL, DO 
FOR ) 
c) the length of each W loop 
d) the nesting level of DO loops 
e) the number of escapes from loops (REPEAT, EXIT, GO TO) 
f) the number of conditions, computations, function references 
per IF statement 
g) the nesting level of IF statements 
h) the number of jumps up and down (sequential flow altered) 
i) the number of unconditional branchss 
Appendix E 




Figure 1: Structure of HAL/S Acalyzer 
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C V l L S R E S  
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C V l O l O  
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CV 1040 
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GGZPSP 
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G H G M  J 
GnHACP 
GH J I N E  
GnKGYO 
GHLACP 































































































































































































































































GZ I ASC 
GZ JSTA 
GZLCON 






























































































































































































































































































































































































V 1 FXFCS 
V 1 GXFCS 
V 1 HXFCS 
VlIXFCS 
V l  JXFCS 
VlKXFCS 
V 1 LXFCS 
VlMXFCS 
VlNXFCS 
V 1 OXFCS 
V 1 PXFCS 
V 1 QXFCS 
VlRXFCS 
V 1 SXFCS 
V 1 TXFCS 
VlUXFCS 
V 1 VXFCS 
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CilR 1 :!D 
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F I OCDATG 
F I OCDATS 
FIOCHPLT 
F IOCOUNT 




































F I ONGHTR 
FIOHGSNC 
FIOHGSTR 
F I OHGTQE 
F I OHHGTG 
F I ONNNSC 
FIONNUPG 
FIONODSH 























F I OPDVU 
























































































DR VARIABLE LIST 
Variable 
FILE ID 
DR N ~ M  





































File ID, always "F" 
DR Number 
Suffix (Hission Identifier) 
Reporting Facility 
Date Logged In (MX/DD/Y) 
Year-Honth Logged In (YM) 
Dlr -nant Version 
I RI ;ismittal Number 
NASA lransmittal Number 
Verification Assignment for "Special" 
Reference CR/l.Xt, Other 
Priority of DR 
Target Closure Code (Replaced by actual Build ID 
for ~A,~B,~C,~D,~E,?F) 
Actual Closure Cnde (Meaning different for SP'. DRs) 
Pre-Build Assessnsnt Data 
Verification Assignment for Department HE3 
Pre-Build Assessment Reason 
T&O Closure Code 
Devel opmen t Cl ose Date (~/DD/ Y) 
Year-Monb-h of Development Close Date 
Verification Status Data 
Verification Assignment for Department HF6 
Verif;cation Assignment fo; Department HC9 
Verification Assignment for Department HG5 
Verification Assignment for iepartment HR7 
Verification Assignment for Department Hr5 
Verrfication Assignment for Department HD4 
Verification Assignment for Department HF7 
Verification Assignment for Department HC8 
Chango/New Identifier 
SDL Build Date 
Verification Assignment for Department HD7 
Title/Description 
IPM Transmittal Date (IU'l/DD/Y) 
',ar-Month of IBM Transmittal Date (YM) 
KASA Transmit tal Received Date (M/DD/Y) 
Year-Month of NASA Transmittal Received 
Date (YM) . 
Principle Function ID 
Verification Test Code ID 
Development Build Target ID 
Status of the DR 
Future System Closure Code 
Verification Baseline ID 
Program Name (SDL Only) 




FILE-ID -- File ID 
Always "F" 
DR-NUH -- DR Number; a unique number for tracking purposes. 
MISSN-ID -- Suffix (Mission ~dentifier): indi :ates applicable FSW 
systems. 
NoneSSDL 




E=JSC Form 1541 (Rev Jun 75) 
FsRelease 19 (Floor System STS-5) 
G-PMD2 
H=AOA 
J-Invalid Entry; there should be no entries of "J". 
K=KSC 
L-STS--1 FUP5/FLT (Flight Sys tem) 
MISTS-1 FUP4 (07/30 System for Field Users) 
N=En t ry 
P=Prnl 
Q~Invalid Entry; there should be no entries of "Q". 
R=STS-2 (R18V21 Flight System) 
Rl-STS-2 (R18Vll Field System) 
R2=STS-2 (R18VI2 Field System) 
R31STS-3 (~18V30 Fl ight System) 
R4-STS-4 (R18V40 Fl ight Sys tern) 
R55lnvalid Entry; there should be no entries of "R5". 
Rg=OV-99 (R18V90 Field System) 
S-SSW2 
Sl=SPF Release 1 
S2-SPF Release 2 
S6=SDL Release 3 6  
S7"SDL Release 37 
T=OFTl 
U=Entry l',:.iate 1 
V=Invalr*j intry; there should be no entries of "V".  
H-STS-2 (R17V5) 
X=STS-1 FUPl (12/11 System for Field Users) 
Y*STS-1 FUP2 (03/19 System for Field Users) 
ZtSTS-1 FUP3 (05/21 System for Field Users) 
FAC -- Reporting Facility; OFT area i:litiating the DR. 
*r 
AAA-Avionics Architecture 
~ASPAvionics Application Software Development 
ASPAvionics Software Development 




CSC-Computer Sciences Corporation 
CSPCharles Stark Draper Laboratory 
CSDL-Lharles Stark Draper Laboratory 
CT-Communications and Tracking 
C3= 
DL-Down 1 i s t 
DSL- 
FACC=Ford Aerospace Co~erunications Corparation 
FCO~Flight Computer Operating System 
FCOS-Flight Computer Operating System 
FIT=Flight Computer Interface Tester 
FNC= 
FSL~Flight Systems Laboratory 
FSW~Flight Software 
GBS-Ground Based Shuttle 
GNCmGuidance, Not-igation & Control 
GKCC=Guidance, Navigation & Control--Ex/Seq/Guid 
GNCD-Guidance, Navieation & Control--Navy 6 Spec Proc 
GNCE-Guidance, Navigation & Contra!--Fit Control Rm 
















IBIi=Jnternational Business Machines 
IT- 
IP~lntcrmetrics Inc. (HAL) 
JAI=Jefferson Association Inc. 
KSC-Kennedy Space Center 
LEC-Lockheed 
HDAC-HcDonnell Douglar Aircraft Co. 
XDC~flcDonnell Gouglas Co. 
m T S =  
HOD= 
HRI=MtI (Subcontractor) 
NAS-National Aerospace System 
NASA~National Aeronautics & Space Administration 
OAS-Orbiter Avionics Software 




OWE=IBM (Owego, NY) 
OWEG=IBH (Owego, NY 





RHS-Remote Hanipulator System 
RTCC-Real Time Computer Complex 
S LE 
SAI=Shuttle Avionics Integration Laboratory 
SAILoShuttle Avionics Integraticn Laboratory 
SC-System Control 
SDLaSoftware Development Laboratory 
SDR-Software Design Requirements 
SDRD- 
SDROP 
SFC=Seleclion Filter Control. 
S FO= 
SFSzShuttle Flight Support 
SFSG-Shuttle Flight Support--GNC 
SFSS-Shuttle Flight Support--SSW,VU,SM,DL,RMS 
SIaSystern Integration 
SI3=Systeu1 Integration Deoartment 
SHIP-Systems Management/Payload Management 
SXPSystems Xanagement Devel~pment 
SHP-Sn Offline 
SXPLtSM Pay 1 oad 
SXS=Shuttle Mission Simulator 
SPF1-Software Production Facility 1 




T+O=Tes t & Operat ions 
T+O=Tes t 6 Operat ions 
T&OaTest & Operations 





VER=IBH Verification Personnel 
VU-Vehicle Utility 
e. 1- 
- OD -- Date logged in (W/DD/Y) ; date DR is entered into data base by 
Project Office. 
- ODYRHO -- Year-Honth logged in (YIIW) 
DV -- Discrepant Version; floor version cn which the discrepancy was 
observed. 
ITR -- IBH Transmittal Number 
NTR -- NASA Transmittal Number 
GA -- Verification Assignment for "special"; used to identify DRs 
requiring signoff by Tony Xacina (4~,4B) or Rich Cucco (3F). 
REF -- Reference CR/DR other; reference area for a related DR. PCR, 
PCA, or PTR. 




4-Dispositioned for Future Build 
5=Dispositioned for No nod or No DR Closure 
9=User note; these are not discrepancies, but this variable was 
used to track them as if they were. 
VRR -- Target Closure Code (Replaced by actual Build ID for 
2A, 2B, 2C, 2D, 2E, 2F). Implemented version; Build 
release/version number of D3 fix or other closure. (No Hod, 
Du? DR, Etc.) 
AWP-Old SDL Closure Code 
CODE RVW=Code Review 
COSTLY 
CR=Change Request Required 
CR REQ5Change Request Required 
CR REQD-Change Request Required 
DOCmDocumentation Error 
DOC ERR=Documentation Error 
DUP DRmDupl icate DR 
DL'WR=Dup 1 i ca t e DR 
DUPE-Duplicate DR 
DUPE DR-Duplicate DR 
DUPEDR=Duplicate DR 
EOS-Enhanced @peration System 
H/D=Hardware Error 
H/W=Hardware Error 




I/O ~ ~ ~ = ~ n p u t / O u t p s t  Error 
INS INFO=Insufficient Information 
INVALID 
JCL ERRPJob Control Language Error 
KP ERR=Old SDL Closure Code 
HOD=Old SDL Closure Code 
HODE=Old SDL Closure Code 




NO H/W=Not Hardware 
NO HW=Not Hardware 
NO MOPNO Hod 
NO HODE=No Mod 
NO MODS=No Mod 
NO REQ 
NOHOPNO Hod 
NOT H/W=Not Hardware 
NOT HDW=Not Hardware 
NOT OPER=Not Operator 
OP ERRmOperator Error 
OP NOTEzOperator Note 
OPER-Operator Error 
OPER ERRsOperator Erro; 
OPERR-Operator Error 
PATCH 
PRCCHG-Old SDL Closure Code 
PROCaProcessing 
REPAIR 
RL NOTE=Old SDL Closure Code 
S/WpSoftware 
SSWl~System Software 1 
SYS DL-Old SDL Closure Code 
SYS DLT=Old SDL Closure Code 
UNKNOWN 
US ERR=User L:ror 
US NOTE=User Note 
USEERR=User Error 
USER ER-User Error 
USER ERR=User Error 
USERRoUser Error 
USR ERaUser Error 
UEFi ERR-User Error 
CP -- Actual Closllre Code (meaning different for SDL DRs). 




lC=Insufficient Data - Unable to Recreate 




2C-Patch and Release Note 
2D-I-Load Patch 
2E-PSF I-Load Corrections 
Z F = B U ~ ~ ~ / G F E / H X U  Hod
3=No DR closure 
3A1User Error or No Requirement or Not Applicable 
3 ~ > ~ * = U s e r  E ror; ** indicates NASA SSD concurrance 
3B-Duplicate DR 
3C=ZR Rquired ( ~ e w  ~equirement) 
3 P C R  Required (Hake Req. Hatch Code) 
3E=Hardware/Set Up/Support Software 
3F=User note 
3Fk*=User note; ** indicates NASA SSD concurrance 
3F*P=User Note for Non-Flight System 
3F=X=U=User Note (same as 3F, It-X=U" is an error) 
3G-User's Guide 
3J=GFE E r r o r / N ~ s ~  Generated Opnote Required 
3K-GFE Error/Source or Patch Psq 
4=N0 Hod Closure 
4A=Waiver 
4B=Waiver and Op Note 
4B,X=WnWaiver and Op Note (Aame as 4B, ",X=Wa" is an error) 
4C=Program Standards or Philosophical Issue or Fix at Next 
Opportunity when Hodule Opened for other CR or DR 
Implementation. 
4 P N o  Fix/Release Note 
4DF=*=No Fix/Release !'ate (same as 4D, 'I-*=" is rn error) 
4E=Insuf:icient Data 
4F-Unexplsined Anomaly 
4GmRequirement Intentions Het 
4HmWalver and Users Guide 
4I=Functicn No Longer Used 
5-System No : 5er Supported 
5A-System C ed 
6=Unsupportc ' .:unction 
6A-Development .lction Deferred to Next System 
6BmVerification Action Deferred From Previous System 
SDL CP - Computer Program End Item (CPEI) Name 
ALL- 
APAS!4= 
APES=,\dvanced Processor Emulator System 
ASC=bdcent 
ASHRAP-101 Assembler 
AUTO=Au t oma t i c 










CSC=Computer Sciencer Corporation 
CSECT 
DASS= 
DPSaData Processing Subsystem 





FEID-Flight Equipment Interface Development 
FSWsFl ig,ht Software 
FSW12~Flight Software Release 12 
FSW13-Flight Software Release 13 
FSW14=Flight Software Release 14 
FSW15-Flight Software Release 15 
FSW16~Flight Software Release 16 
FSWl7-Flight Software Release 17 
GBS- 
GEHINI 
HAL-High-Order Aerospace Language 
HAL/S=High-Order Aerospace Language/Shuttle 





IBH=International Business Machines 
ICS=Interpretive Computer Simulator 
IR=lnner Roll 
12=Intermetr ics Inc. (HAL) 




XHU=Hass nelnory Unit 
no= 
noD- 
HVS=iliddle Value Select 
NAS-National Aerospace System 
NASAmNational Aeronautics & Space Administration 
OBS=On Board Software 

























SISsSAIL Interface System 






















36OaH~L,'>6O Compi 1 er 
Pre-build Assessment Data; Code changes detected earlier than 
Build. Used to track DRs against pre-builo process (design/code 
inspection and unit test). 
 as a as not yet been assessed. 
C=DR should have been found by code inspection. 
D=DR should have been found by design inspection. 
T=DR should have been found by unit test. 
OOOtDR shculd not have been found before build. 
GO -- Verification assignment for Dept. HE3 





The second character indicates a specific test analyst. 
PR - -  Pre-Build Assessment Reason: reason found test. 
X -- T60 Closure Code; Test & Operations applicability to pass areas 1, 
2, and 3. The three positions represent the three mass memory 
areas. 
For non-code change disrositions: 









For code fix: 
A "P" in each position indicates that the DR was patched in that 
area of mass memory. 
BD -- Development Close Date (HN/DD/Y) ; Release/Target date. 
Target is projected date of fix (m/DD) 
Release is date of build or other type of closure (~/DD/Y) 
BDYRHO -- Year-Honth of Development Close Date 
o -- Verification Status Data 
Used by Tony Hacina & Verification for waiver correlation. 
V -- Verification Status Data 
Usea by Tony Hacina 6 Verification for waiver correlation. 
G1 -- Verification Assignment for Dept. HF6 
Dept. HF6 is a department within the Avionics Software 
Verification Dept., which reviews GNbC MS. 





The second character indicates a specific test analyst. 
-- Verification Assignment for Dept. HC9 
Dept. HC9 is a department within the Avionics Software 
Verification Dept., which reviews GNLC DRs. 





The second character indicates a specific test analyst. 
G 3  -- Verification Assignment for Dept. H C 5  
Dept. HG5 is a department within the Avionics Sof~ware 
Verification Dept., rhich reviews GNbC DRs. 
The first character is a status: 
P-Primcry 
S-Secendary 
CaC! os ed 
J=;cint 
The second character indicates a specific test analyst. 
G4 -- Verification Assignment for Dept. H B 7  
Dept. H B 7  is a departdent within the Avionics Software 
Verification Dept., which reviews GNbC DRs. 





The second character indicates a specific test aralyst. 
G 5  -- Verification Assignment for Dept. H F 5  
Dept. H F 5  is a department within the Avionics Software 
Verification Dept., which reviews System Service DRs. 





The second characte: indicater a specific test analyst. 
G6 -- Verification Assignment for Dept. H D 4  





The second character indicates a specific test analyst. 
G 7  -- Verification Assignment for Dept. H F 7  
Dept. H F 7  is a department within the Avionics Software 
Verification Dept., which reviews Pe~fotnonce DRs. 





The second character indicates a specific test analyst. 
G8 -- Verification Assignment for Dept. HC8 
Dept. HC8 is a department within the Avionics Software 
Verification Dept., which reviews Performance DRs, 





The second character indicates a rpecific test analyst. 
F -- Change/New Identifier 
*-indicates changes since previous run. 
N-New 
PD -- SDL Build Date 
G9 -- Verification Assignment for Dept. HD7 





The second ch.racter indicates a rpecific test analyst. 
D -- Title/Description; condensed descriptioc of pr~blem. 
Ti - -  IBH transmittal date (M/DD/Y) 
TNYRHO -- Year-Honth of IBH transmittal date ( Y n )  
FN -- NASA transr:ttal received date (W~/DD/Y) 
FNYRHO -- Year-Honth of NASA transmittal received date (YW) 
PF -- Principle Functior, Id 
Not Used 
TC -- Verification Test Code ID 
TD -- Development Build Ta:get ID; Development target date (XX/DD) 
ST -- Status of the IjR. 
C-Cl or ed 
CCDClosed by ZSW and Verification 
CP-Closed with a patch 
D-Verification Action Ikferred 
F-Fixed (SDL only) 
M-Co,pos i te Hover (SDL) 
NnAwaiting WASAISSD approval 
@=Open 
01-Planndd develrpment work will close the DR or apt1;cability 
OF'T is n c e r t a i ~ .  
ON-Open with an O? note written 
OP-Open patched 
T-In rys t em test (SDL) 
VmAwaiting verification approval 
VO-Waiting Closure Description 
VX-Closed by Development; Awaiting review by Hacina or Curcc .  
X-Dummy Statlls ~ 8 e d  on entries for page control. 
IHP -- Future System Closure Code; Used by verification to ie. l c r f e  how 
the DR is being closed on the next system. 
BL -- Verification Bas~lint ID; Used by verification fa- budgeting. 
When a DR uas been included in a man-power estimate, this is set. 
The "blank" DRs indicate costs over the "baseline". 
PN -- Program Name (SDL only) 
VC -- Verification Closure Date 
AD -- Action Department; OFT area responsible for f i r .  
AASPAvionics Application Software Development 
ASA-Avionics Sof twara Arch/Sys Analyr is 
A S P  
ASSPAvionics System Scftware 'eve\opment 
C71- 
DAS S- 




EOS-Enhanced dperating Syitem 
FCOS-FLT Computer Operating System 
FDH- 
FSW-Fl tgnt Sof tware 
GNC-Guidarce, Navi8ation and Control 
GNC,',-Guidance, Navidat i cn and Control 
GNCB-Guidance, iiaviption and Control - Display 
GNCCmGuidance, Novi~ation and Control - Ex/Seq/Guid 
GNCPGiiidmce, Navigation and Control - Nav 6 Stsc Pr*>r 
CNCE-Guidance, r ia .  igrtion and Control - i l  t Cntrl/kU 
GNCF-Guidance, Navibation and Control - Iloadr 
G!i&CmGuidanca, Navigation and Contro! 
GNCO-Guidance, h'nq~igat i on a.rd Control 
GNC!-Guidance, Nzwigation and Control 
GNCP=Guidance, Navigation and Control 
HDW=Harc\ware 

















IZ=Intermetrics Inc. (HAL) 










RHS~Remote Manipulator System 
RQRtRequirements 
SC=System Control 
SDL-Software Development Laboratory 
SFSG=Shuttle Flight Support - GNC 







SSCT=Top Level Design Team 
SSW-System Software 
SW=Software 
SYSA=Systems Analysis Group 
SIW-Sof tware (EOS) 
Tape 
T+O=Test & Operations 













































CR VARIABLE LIST 
Description 
File ID, always "P" 
PCR Number 
CR Number 
CR Revision ID 
OASCB Effectivity 
RRB Disposition Date (~/DD/Y) 
Year-Honth of RRB Disposition (YXH) 
CCB Disposition Date (m/DD/Y) 
Year-Month of CCB Disposition (YXH) 
OASCB Disposition Date (HH/DD/Y) 




Department 1 ID 
Department 2 ID 
Department 3 ID 
Department 4 ID 
Department 5 ID 
Department 6 ID 
Department 7 ID 
Department 1 Vote 
Department 2 Vote 
Department 3 Vote 
Department 4 Vote 
Department 5 Vote 
Department 6 Vote 
Department 7 Vote 
Baseline Control Board Effectivity 
Date Received 
Year-Honth Received (YHH) 
Final Disposition 
Print Control ID 
Category Code 
BCB Indicator for Release 16 
Never-Never List Indicator for STS-1 
BCB Indicator for Release 17 
Never-Never List Indicator for Release 17 



















































Never-Never List Indicator for Releare 18 
BCB Indicator for Releare 19 
Never-Never List Indicator for Releare 19 
BCB Indicator for Release 20 
Never-Never List Indicator for Raloare 20 
BCB Indicator for Release 18.30 (STS-3) 
BCB Indicator for Release 18.40 (STS-4) 
BCB Indicator for OV99 System 
Not Applicable to Pass Indicator 
BFS Only Indicator 
Release 16, 17, 18, 19, 20 Indicators, 
Verification 
Title 
Dept. 1 Hanpower Impact - Year 1 
- Year 2 
- Year 3 
- Year 4 
Dept. 2 Hanpower Impact - Year 1 
- Year 2 
- Year 3 
- Year 4 
Dept. 3 Hanpower Impact - Year 1 
- Year 2 
- Year 3 
- Year 4 
Dept. 4 Hanpower Impact - Year 1 
- Year 2 
- Year 3 
- Year 4 
Dept. 5 Hanpower Impact - Year 1 
- Year 2 
- Year 3 
- Ysar 4 
Dept. 6 Hanpower Impact - Year 1 
- Year 2 
- Year 3 
- Year 4 
Dept. 7 Hanpowar Impact - Year 1 
- Year 2 
- Year 3 
- Year 4 
Dept. 1 Total Hanpower Impact 
Dept. 2 Total nanpowet Impact 
Dept. 3 Total Hanpower Impact 
Dcpt. 4 Total Hanpower Impact 
h p t .  5 Total Manpower Impact 
Dapt. 6 Total Hanpower Impact 
Dept. 7 Total Hanpower Impact 
Comments (Part 1) 
Comments (Part 2, Continuation of Part 1) 
Early Release Indicator for Vehicle Checkout 
System #1 






OFT 1 FAC I 
Early Release Indicator for Vehicle Checkout 
System #2 
Early Release Indicator for Vehicle Checkout 
Sys tern #22 
Early Release Indicator for Palmdale System #l 
Early Release Indicator for System Software #l 
Early Releyse Indicator for Entry Closed Loop 
(10/03/77) 
Early Release Indicator for Palmdale System #2 
(12/05/77) 
Early Release Indicator for System Software #2 
Early Release Indicator for Abort Once Around 
(02/06/78) 
Early Release Indicator for Palmdale System #/3 
(03/06/78) 
Early Release Indicator for Entry System 
(05/01/78) 
Early Release Indicator for KSC System 
(06/05/78) 
Early Release Indicator for Entry Update #1 
(07/03/78) 
Early Release Indicator for OFT1 FACI System 
(09/04/78) 
Early Release Indicator for Release 12 
(12/11/78) 
Early Release Indicator for Cycle 2 I-Loads 
(02/05/79) 
Early Release Indicator for Release 13 
Early Release Indicator for Release 14 
Early Release Indicator for Release 15 
Appendix L 
CR LEGEND 
FILE-ID -- File ID 
A1 ways "P" 
PCR-NUH -- PCR Number; a unique number for tracking purposes. 
CR - NUH -- CR Number; a unique number for tracking purposes. 










OASCB-EF -- Orbiter Avionics Software Control Board Effectivity; the 
Release ID of the mission the OASCB stated this CR was 
approved for. This fell into disuse when a septrate 
board determined mission effectivity. 
ALT-Approach and Landing Test 
B L 5  
BOTH-Both ALT and OFT Missions 
DIT=Data ID Table 
EOSaExtend+d Operating System 
FEIDoFlight Equipment Interface Development 
FRF-STS-1 Flight Readiness Firing 
IPLmInitial Program Load 
HIP= 
XXP-Mass Hemory Procedureds Document CR 
N/A=Not Applicable 
OFT-Orbital Flight Test 
OFTl-Orbi to1 Flight Test 1 
OFT2-Orbital Flight Test 2 
OFT3-Orbital Flight Test 3 
OTHRsNon-Primary Avionics Software CR 
OVgg=Orbital Vehicle 99 Checkout System 
POFT-Pos t-OFT (Operational Shuttle) 
PRI-Primary Avionics Software CR 
PS-l=Patch Set 1 
PS-2-Patch Set 2 
R-21-Release 21 
RON-Read Only Memory 
SCLE 
SDL-Software Development Laboratory 
SFS-Shuttle Flight Support 
SIPSystem Integration Department 
SPF-Software Production Facility 













STS5-STS-5 F iss i on 
STS61STS-6 Mission 
V 19=Software Release 19 
V 21=Software Release 21 
V-05-Software Release 5 
V-11-Software Release 11 
V-12=Software Release 12 
V-16=Software Release 16 
V-17=Software Release 17 
V-18=Software Release 18 
V-lg=Software Release 19 
V-2O=Software Release 20 
V-21=Software Release 21 
VERF=Verification 
V18-Software Release 18 
V19-Software Release 19 
18=Sof tware Release 18 (STS-3) 
19-Sof rware Release 19 (STS-5, sTS-6) 
SO-SO£ tware Release 20 (STS-7, STS-8) 
RRBDT -- RRB Disposition  ate (M/DD/Y) 
RRBYRHO -- Year-Month of RRB Disposition (YHX) 
CCBDDT -- Change Control Board Disposition Date (MX/DD/Y) 
CCBYRXO -- Year-Honth of CCB Disposition (YHX) 
OASCBDT -- OASCB Di spos i ti on Date (HX/DD/Y) 
OASCBYRM -- Year-Month of OASCB Disposition !YHH) 
RRBDIS -- RRB Dirporition 
A=Approved 
P D i  rapproved 
N-Invalid Entry; There should be no entries of "Nu. 
R=Invalid Entry; There should be no entries of "R". 
W-Withdrawn 
1-Invalid Entry; There should be no entries of "1". 
CCBDIS -- CCB Disposition 
A-Approved 
P D i  sapproved 
Id-Withdrawn 
0-Invalid Entry; There should be no entries of "0".  




DEPT1-ID -- Department 1 ID 
GNC-Guidance Navigation and Control 
GNC/C=Guidance Navigation and Control--Ex/Seq/Guid 
DEPT2-ID -- Department 2 ID 
Sn=Systems Management 
SH/PL-Systems Management/~ayload Hanagement 
SYS ANLLSystems Analysis 
DEPT3-ID -- Department 3 ID 
FCOS/CI=Flight Computer Operation System/~onfiguration Inspection 
FCOS/UI=Flight Computer Operation System/User Interface 
DEPT4-ID -- Department 4 ID 
VERIF=Verification 
DEPTS-ID -- Department 5 ID 
SDL=Software Development Laboratory 
DEPT6-ID -- Department 6 ID 
SHP/DL-Systems Management Offline/Downlist 
SYS ANAL-Systems Analysir 
SYS ANL=Systemr Analysis 
DEPT7 - ID -- Department 7 ID 
FEIPFlight Equipment Interface Development 
PL=Payload 
SHIPL-System8 Hanagement/Payload 
DEPT1-VT -- Department 1 Vote 
A-Approved by thir Department 
C-Invalid Entry; There should be no entries of "C". 
N=Not Applicable to thir Deportment 
O=Invalid Entry; There should be no entries of "0". 
R-Reject Current CR; Awaiting a Revision. 
U-Vote Pending 
W-Recommend Withdrawal 
DEPTZ-VT -- Department 2 Vote 
A-Approved by this Department 
N-Not Applicable to this Department 
R-Reject Current CR; Awaiting a Revision. 
U-Vote Pending 
W-Recommend Withdrawal 
DEPT3-VT -- Department 3 Vote 
AEApproved by this Department 
N=Not Applic~ole to this Department 
R-Reject Current CR; Awaiting a Revision. 
U-Vo t 5 Pending 
W-Lecommend Withdrawal 
DEPT4-VT -- Department 4 Vote 
AsApproved by this Department 
N-Not Applicable to this Department 
RoReject Current CR; Awaiting a Revision. 
U-Vote Pending 
W-Recommend Withdrawal 
DEPT5-VT -- Department 5 Vote 
A-Approved by this Department 
N-!lot Applicable to this Department 
R~Reject Current CR; Awaiting a Revision. 
U-Vo t e Pending 
W-Recommend Withdrawal 
4=Invalid Entry; There should be no entries of "4". 
DEPT6-VT -- Department 6 Vote 
A-Approved by this Department 
N-Not Applicable to this Department 
R-Reject Current CR; Awaiting a Revision. 
U-Vote Pending 
W-Recommexrd Withdrawal 
DEPT7-VT --- Department 7 Vote 
A=Approved by this Department 
N-Not Applicable to this Department 
R-Reject Current CR; Awaiting a Revision. 
U-Vote Pending 
W-Recommend k'ithdrawal 
BCB - EF -- Baseline Control Board Effectivity 
AC-Ascent 09/04/78 Drop 
AOA-Abort Qnce Around 
ASC=Ascent 09/04/78 Drop 
AUmAscent Update 12/11/78 
BFS-Backup Flight System 
CY-3-Cycle 3 I-Load Update 
EC-Events Controller 
ECL-Entry Closed Loop 10/03/77 
ENTPEntry 05/01/78 
EUltEntry Update //I 07/03/78 
EUZmEntry Update /I2 09/04/78 
EU3~Entry Update 6 3  12/11/78 
GNC=Guidance, Navigation and Control 
KSCmKennedy Space Center 
KCSU=VU/Downl is t KSC Update 09/04/78 
N/A=Not Applicable 
NA-Not Applicable 
NNLzNever-Never List (ALT) ; A~proved CRs that were not 
implemented. 
NNLlmNever-Never List (ST'S-1) ; Approved CRs that were not 
implemented. 
NNL21Never-Never List (STS-2); Approved CRs that were not 
implemented. 
OCsOrbit Closed Loop 05/01/78 
OCLmOrbi t Closed Loop 05/01,'78 
OFTU=Orbital Flight Test Update 
OFTltOrbital Flight Test 1 
ONLYa 
ORBeOrbi t 09/04/78 
OU-Orbit Update 12/11/78 
OV99-Orbital Vehicle 99 Checkout System 
PDP-Payload Bay Door System 05/01/78 
PMD1-Palmdale /I1 
PMD2=Palmdale /I2 
PHD3=Palmda 1 e //3 
RMSC=Early RMS Drop 






















STS6=STS-6 Hiss i on 
STS9-STS-9 Hiss i on 
TBS= 
V-18~Software Release 18 
V-lg=Software Release 19 
V-20-Software Release 20 
V-21=Software Release 21 
VCAN= 
VCl-Vehicle Checkout {,I 
VC2-Vehicle Checkout $2 
VC31Vehicle Checkout $3 
OFTU-OFT (STS-1) Update 12/11/78 
lO.O=Software Release 10.0 
10.1-Software Release 10.1 
DTRECD -- Date Received 
YRHOREC -- Year-Month Received (YHJf) 





PRCTL-ID -- Print Control ID 
90eUsed to suppress printing of a record for "current record" 
reports. 
CATCODE -- Category Code 
CONCE= 





02/26/1~lnval id Entry; There should be no "02/26/1D" entries. 
03/04/1~=1nvalid Entry; There should be no *'03/04/1~" entries. 
03/04/1D=lnval id Entry; There should be no "03/04/1D" ent tier. 
03/04/l~=Invalid Entry; There should be no "03/04/1Ww entries. 
BCBR16 -- Gaseline Control Board Indicator for Release 16 
B-This CR Appears on BCB 5110 Listings. 
NNLSTSl -- Never-Never List Indicator for STS-1. Never-Never lists 
provide accounting for CRs that were approved, but never 
implemented. 
*='This CR appears in Never-Never list. 
N-This CR appears in Never-Never list. 
BCBR17 -- Baseline Control Board Indicator for Release 17 
B-This CR Appears on BCB 5110 Listings 
V-Invalid Entry; There should be no "V" entries. 
NNLR17 -- Never-Never List Indicator for Release 17. Never-Never 
lists provide accdunting for CRs that wcre approved, but 
never implemented. 
*=This CR appears in a Never-Never ~ i s t .  
N-This CR appears in a Never,-Never Lint. 
BCBR18 -- Baseline Control Board Inclic~tor for Release 18 
B-This CR Appears on BCB 5110 Listings. 
NNLR18 -- Never-Never List Indicator foi Release 18. Never-Never 
lists provide accounting for CRs that were approved, but 
never implemented. 
*=This CR appears in o Never-Never List. 
N-This CR appears in a Never-Never List. 
BCBR19 -- Baseline Control Board Indicator for Releaee 19 
BpThis CR Appears on BCB 5110 Listings. 
NNLR19 -- Never-Never List Indicator for Re!ease 19. Never-Never 
lists provide accounting for CRI that approved, but never 
implemented. 
*-This CR appears in a Never-Never List. 
N-This CR appears in a Never-Never ii. . 
BCBR20 -- Baseline Control Board Indicator for Release 20. 
B-This CR Appears on BCB 5110 Listings. 
NNLR2O -- Never-Never List Indicator for Release 20. Never-Never 
lists provide accounting for CRs that wcre approved, but 
never implemented. 
*=This CR appears in a Never-Never List. 
N-This CR appears in a Never-Never List. 
BCBR18-3 -- Baseline Control Board Indicator for Rel- .sc 18.30 
(STS-3) 
B-This CR Appears on BCB 5110 Listings. 
BC3R18 - 4 -- Baseline Control Board Indicator for Release 18.40 
(STS-4) 
B-This CR Appears on BCB 5110 Listings. 
OV99SYS -- Baseline Control Board Indicator for Orbital Vehicle 99 
Checkout System. 
B-This CR Appears on BCB 5110 Listings. 
NAIN -- Not Applicable to Pass Indicator 
PInvalid Entry; There should be no "D" entries. 
H-Invalid Entry; There should be no "H" en! its. 
NmInvalid Entry; There should be no "N" entries. 










BFSIN -- Backup Flight System Only Indicator 
*=This CR is applicable to Backup Flight System only. 
RELINVER -- Release 16,17,18,19,20 Indicators - Verification 
B-This CR Appears in BCB 5110 Data Base. 
V-This CR Appears in Verification CR Data B~re. 
TITLE -- Title 
DlIHPYRl -- Department 1 Hanpower Impact - Yoar 1 
DlIHPYR2 -- Department 1 Hanpower Impact - Year 2 
DlIHPYR3 -- Department 1 Hanpower Imp~ct - Year 3 
DlIHPYR4 -- Department 1 Hanpower Impact - Year 4 
D2IHPYRl -- Department 1 Hanpcwsr Impart - Year 1 
D21HPYR2 -- Deportment 2 Xanpower Impact - Year 2 
D2IHPYR3 -- Department 2 Hanpower Impact - Year 3 
DLlMPYR4 -- Department 2 Hanpower Impact - Year 4 
D3IHPYR1 -- D~partment 3 Manpower Impact - Year 1 
D31UPYR2 - -  Department 3 lionpower Impact - Year 2 
D31HPYr,3 -- Department 3 Hanpower Impact - Y c ~  3 
D3?APYR4 -- Department 3 Hanpower Impact - Year 4 
D4IhPYR1 -- Department 4 Hanpower Impact - Year 1 
D4IHPYR2 -- Department 4 Hanpower Impact - Year 2 
D4IHPYR3 -- Department 4 Hanpower Impact - Year 3 
MIKPYR4 -- Department 4 Hanpower Impact - Year 4 
DSIHPYRI -- Department 5 Hanpower Impact .-  Year 1 
D5IHPYR2 -- Department 5 Hanpower Impact - Year 2 
D5IHPYP' -- Department 5 Hanpower Impact - Year 3 
D5IHPYR4 -- Department 5 Man~ower Impact - Year 4 
D6IHPYR1 -- Department 6 Hanpower Impact - Year 1 
D6IHPYR2 -- Department 6 Hanpower Impact - Year 2 
D6IHPYR3 -- "~partment 6 Hanpower Impact - Year 3 
D6ILPYR4 -- Depat tment b Manpower Impact - Year 4 
D7IHPYR1 -- Department 7 Manpower Impact - Year 1 
D71HPYR2 -- Department 7 Hanpower Impact - Year 2 
D7IHPYR3 -- Department 7 Manpower impact - Year 3 
D7IHPYR4 -- Depai~ment 7 Manpower Impact - Year 4 
DlTOTIHP -- Department 1 Total Hanpower Impact 
D2TOTIHP -- Department 2 Total Hanpower Impact 
D3TOTIHP -- Department 3 Total Manpower Impact 
D4TOTIHP -- Department 4 Total Manpower Impact 
D5TOTIHP -- Department 5 Total Manpower Impact 
D6TOTIHP -- Department 6 Total Hanpower Impact 
D7TOTIHP -- Department 7 Total Manpower Impact 
COWENTI -- Comments (Part 1) 
COWENT2 -- Comments (Part 2, Cont.inuat;on of Part 1) 
VCOSl -- Early Release Indicator for Vehicle Checkout System 111. 
*=Thir CR Appears in BCB 5110 DaLa Bases 
CtThis CR Appears in old BCB Charts 
PThis CR Appears in Development Plans Only 
ViOS2 -- Early Release Indicator for Vehicle Checkout System #2. 
*-This CR Appears in BCB 5;10 Data Rases 
C-This CR Appears in old BCB Charts 
DtThis CR Appears in Development Plans Only 
VCOS3 -- Early Release Indicator for Vehicle Checkout System #3. 
*=This CR Appears in BCB 5110 Data Bases 
C-This CR Appears in old BCB Charts 
&This CR Appears in Development Plans Only 
PALMS1 -- Early Release Indicator for Palmdale System #I. 
*=This CR Appears in BCB 5110 Jhta Bases 
CPThis CR Appears in old BCB Charts 
D=This CR Appears in Development Plans Only 
SS1 -- Early Release Indicator for System Software #l. 
*=This CR Appears in BCB 5110 Data Bases 
C ~ T h i s  CR Appears in old BCB Charts 
&This CR Appears in Development Plans Only 
ENTRYCL -- Early Release Indicator for Entry Closed Loop (10/03/77) 
*=This CR Appears in BCB 5110 Data Bases 
C ~ T h i s  CR Appears in old BCB Charts 
W T h i s  CR Appears in Development Plans Only 
PALHS2 -- Early Releas* Indicator for Palmdale System {I2 (12/05/771 
*=This CR Appears in LCB 5110 Data Bases 
C=This CR Appears in old BCB Charts 
&This CR Appears in Development Plans Only 
SS2 -- Early Release Indicator for System Software #2 
*=This CR Appears in BCB 5110 Data Bases 
CXThis CR Appears in old BCB Charts 
P T h i s  CR Appears in Development Plans Only 
AOA -- Early Release Indicator for Abort Once Around (02/05/78) 
 his CR Appears in BCB 5110 Data Bases 
C-This CR Appears in old BCB Charts 
D-This CR Appears in Development Plans Only 
PALMS3 -- Early Release Indicator for Palmdale System {I3 (03/06/78) 
*=This CR Appears in BCB 5110 Data Bases 
CmThis CR Appears in old BCB Charts 
&This CR Appears in Development Plans Only 
ENTRYS -- Early Release Indicator for Entry Lystem (05/01/78) 
*-This CR Appears in BCB 5110 Data Bases 
C=This CR Appears in old BCB Charts 
P T h i s  CR Appears in Develcpment Plans Only 
KSCS -- Early Release Indicator for KSC System (06/05/78) 
*=This CR Appears in BCB 5110 Data Barer 
CtThis CR Appears in old BCB Charts 
P T h i s  CR Appears in Development Plans Only 
ENTRYUDl -- Early Release Indicator for Entry Update #1 (07/03/78) 
*=This CR Appears in BCB 5110 Data Bases 
CtThis CR Appears in old BCB Charts 
D-This CR Appears in Development Plans Only 
OFTlFACI -- Early Release Indicator for OFT1 FACI System (09/04/78) 
 his CR Appears in BCB 5110 Data Bases 
C-This CR Appears in old BCB Charts 
PThis CR Appears in Development Plans Only 
R12 -- Early Release Indicator for Release 12 (12/11/78) 
*=This CR Appears in BCB 5110 Data Bases 
C-This CR Appears in old BCB Charts 
D=This CR Appears in Development Plans Only 
CYCZILD -- Early Release Indicator for Cycle 2 I-Loads (02/05/79) 
*=This CR Appears in BCB 5110 Data Bases 
CeThis CR Appears in old BCB Charts 
PThis CR Appears in Development Plans Only 
R13 -- Early Release Indicator for Release 13 
*=This CR Appears in BCB 5110 Data Bases 
C=This CR Appears in old BCB Charts 
PThis CR Appears in Development Plans Only 
R14 -- Early Release Indicator for Release 14 
*=This CR Appears in BCB 5110 Data Bases 
C=This CR Appears in old BCB Charts 
DrThis CR Appears in Development Plans Only 
R' -- Early Release Indicator for Release 15 
*=This CR Appears in BCB 5110 Data Bases 
CZThis CR Appears in old BCB Charts 
PThis CR Appears in Development Plans Only 
Appendix fl 
COST DATA CHARTS 
Data, provided by f B f l ,  pertaining to costs for development and verifica- 
tion were examined. Data were plotted over time using monthly and cumu- 
lative values to observe how the amount and rate of spending changed 
over time. Change data were also plotted in conjunction with cost data 
to visualize liow they changed concurrently. 
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Figure 2: Total  hours IBH billed NASA f o r  development. 
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Figure 4: Cumulative total man-irours IBM billed NASA for development. 
OHlGlMkL I;.- ,' . ., 
OF POOR QUALITY 
DRTE [ Y Y M M )  
Figure 5 '  Cumulative total man-hours 1BH b i l l e d  NASA for verification. 
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Figure 6: Development and verification cost with scaled change and 
discrepancy reports frequency. 
Appendix N 
CHANGE DATA CHARTS 
The change data base consisted of change and discrepancy reports. Fre- 
quency of selected variables over time and values of variables were 
plotted in an effort to determine what data were available and their 
generci characteristico. Two or more variables were used in some plots 
to get a better understanding of the data. 
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Figure 7: Frequency of DR's logged in by year-month. 
FREOUENCY 
Figure 8: Frequency of DR's f o r  miss!on identifier (MISSN ID). 
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Figure 9: DR frequency for reporting facility (FAC). 
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Figure 11: Dl? frequency for priority (P). 
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Figure 12: DR frequency f o r  s t a t u s  (ST). 
Ogr"'. " ' " '  . 
. ' I .  . 4 
OF POOR QUALET'Y 
TEAR-MONTH LOGGED I N  
PRJORITT : 
Figure 13: DR frequency by year-month logged in ( ODYRMO) and priority 
(PI. - 
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Figure 1 4 :  Frequency of priority 1 DR's  logged in by year-month 
(-ODYRMO) . 
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Figure 15: Frequency of priority 2 DR'r logged in by year-month 
(-ODY RHG) . 
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Figure 16: Frequency of p r i o r i t y  3 DR's logged i n  by year-month 
(-ODYRNO) . 
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Figure 18: Frequency of priority 5 DR's logged in by year-month 
(-ODYRHO) . 
h 
Figure 19: Frequency of p r i o r i t y  9 DR's logged in by year-month (-ODYRHO) . 
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Figure 20: Priority (P) of DR's for mission identifier (HISSN-ID). 
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Fi~ure 21: Priority (P) of DR1r from a reporting facility (FAC). 
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Figure 23: Frequency of priority 2 DR's from a reporting facility 
(FAC) . 
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Figure 24: Frequency of priority 3 DR's from a reportine facility 
(FAC) . 
f. 
Figure 25: Frequency of priority 4 DR's from a reporting facility 
(FAC) , 
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Figure 26: Frequency of priority 5 DR's from a reporting facility 
(FAC) . 
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Figure 27: Frequency of priority 9 DR's from a reporting facility 
(FAC) , 
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. Figure 28: Number of DR's logged without a mission identifier 
(HISSN-ID) . 
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Figure 29: Number of DR's logged for site/tcst unique patch DR's 
(HI SSN-ID=A) . 
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Figure 30: Number of DR's logged for  PHD3 (HISSN-IDzB). 
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Figure 31: Number of  DR's logged for  ECL (HISSN-IPC) . 
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Figure 32: Number of  DR's logged for SSWl (HISSN-ID-D). 
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Fihure 33: Number of DR'r logged for JSC form 1541 (HISSN-ID'€). 
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Figure 34: Number of  DR's logged f o r  re lease  19, f l o o r  system STS-5 
(WISSN ID=F).  
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F i ~ u r e  35: Number of DR'r logged for PXDZ (wIsSN-12-C) . 
Figure 36: Number of  DU's logged for AOA (HISSN-IPH), 
Figure 37: Number of DR's lagged for KSC (IISSN-1D.K). 
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Figure 38: Number of DR's logged f o r  STS-1, F U Y ~ / F L T  (MISSN-IDSL), 
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Figure 39: Numbcr of DR's logged for STS-1, FUP4 (XISSN - ID=M). 
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Figure 40: Number of DR's logged for  entry (UISSN ID-N). 
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Figure 41 : Number of DR' s logged for PHDl (HTSSN-IDPP). 
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Figure 42:  Number of DR's logged f o r  STS-2, R18V21 flight system 
(HISSN-IDPR) .
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Figure 4 3 :  Number of D R ' s  logged for STS-2, Wl ,SV11  f i e l d  s y s t e m  
(XISSN - I D b R l ) .  
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Figure 4 5 :  Number of D R ' s  logged for  STS-3, R18V30 flight system 
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Figure 46: Number of DR's logged for STS-4, R18V45 flight system 
(HISSN-1~~~4). 
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Figure 47: Number of DR's logged for  OV-99, R18V90 f i e l d  S s s t e m  
(nISSN_ID=R9). 
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Figure 49: Nun~bcr of DF's logged f o r  SPF, release 1 ( H I S S N - I b S 1 ) .  
Figure 59: Number of DR's I o ~ g e d  for SDL, releabe 36 (HISSN-1~~56). 
Figure 51: Number of DR's logged for SDL, release 37 (HISSN-ID IS^). 
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Figure 52: Number of DR's logged for  OFT1 (HISSN - IPT). 
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Figure 53: Number of DR's logged f o r  entry update 1 (PIISSN-IDsU). 
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Figure 5 4 :  Number of CR ' s logged for STS-2, R 1 7 V S  (HISSN-IPW) . 
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Figure 5 5 0  Number of DR's logged f o r  STS-1, FUPl (HISSN IDzX) .  
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Figure 56: Number of DR ' s 1 ogeed for  STS-1, FUF2 (MISSN-IPY) . 
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Figure 58 :  T o t a l  number o f  DR's logged f o r  STS-1, FUPSIFLT (HISSN-ID=L) 
and STS-1, FUP4 (MISSN - ID9H) .  
Figure 59:  Total number of DR's logged for STS-2 (KISSN ID-R), STS-2 
( H I S S ~ J _ ~ D = R I ) ,  STS-2 (HISSN -- I D P R ~ ) ,  STS-3 (M~SSN-ID-~3). and 
STS-4 (KI SSN-IDaR4) . 
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Figure 60: Total number of DR's logged for  SDL releases  36 and 37 
(MJSSN - ID=S6 and S7) .  
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Figure 61: Total number of Dh's logged for STS-1: FUPl (NISSN-IDPX), 
PUP2 (HISSF - I D P Y ) ,  and FUP3 (HISSN-ID-IZ). 
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Figure 62: CR Erequency for departwent 1 manpower impact, year 1 
(DI I H P Y R ~ )  .
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. , Figure 63: CR frequency for department l manpc.:er impact. year 2 
:L ' 
(Dl l f iPY~2) . 
ORIGINAL PAGE IS 












Figure 64: CR frequency for  department 1 manpower i m p z t i ,  yc:a f 
(DI rnr Y R ~ )  .
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, Figure 65: C R  frequency f o r  departmtlit 1 manpower impact, year 4 
(111 r'4"YR4) . 
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<- - Figure 67 
':R frequency for department 2 manpower impact, year 2 
( D ~ ~ x P Y R ~ ) .  
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Figure 68: CR frequency for department 2 manpower imp-ct, year 3 
(D2 IMPY R3) . 
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Figure 69: CR frequency f o r  departmei~t  2 manpower impact ,  year 4 
( D ~ ~ M P Y R ~ ) .  
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*. Figure 70: CR frequency f o r  department 3 manpower inpact ,  year 1 
-. , (D~IHPYR~). 
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Figure 71: CR frequency  for  department 3 manpower impact;). year 2 
(D31NFYRZ). 
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Figure 73: CR frequency for department 3 manpower mpact, year 4 
(D3IHPYR4). 
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Figure 74: CR frequency for department 4 manpower impact, year 1 
(D~IMPYR~). 
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Figure 75: CR frequency for  department 4 manpower impact. car 2 
(DGIMPYRZ). 
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Figure 76: CR frequency for department 4 manpower impact, year 3 
{D~IHPYR~). 
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Figure 77:  CR frequency f o r  department 4 manpower impact, year 4 
(D41HPYR4). 
F i ~ u r e  38: CR frec~ency far department 5 manpower im~o:t, ynar 1 
( D S I ~ P Y R ~ ~ .  
Figure 79: CR frequency for department 5 manpower impact, year 2 
(D5IMPYR2). 
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Pi lure  80: CR frequency f o r  department 5 manpower impact, year 3 
(DSIHPYR3) . 
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ripre 81: CR frequency for department 5 manpower impact, year 4 
(M J ~ P Y R ~ ) .  
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'1 Figure 82: CR frequency for department 6 manpower impact. year 1 
I (D6IHPYRl). 
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Pi8ure 83: CR frequency for department 6 manpower impact, year 2 (MIHPYR~).  
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Figure 84: CR frequency for department 6 manpower impact, year 3 
(D6IXPYR3) . 
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Figure 85: CR frequency for department 6 manpower impact, year 4 a- 
(D6IHPYR4) . 
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Figure 86: CR frequency for department 7 manpower impact, year 1 
(D7IUPYRl). 
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Fiyure 87: CR frequency for department 7 unpower impact, year 3 
(D~IHPYR~). 
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Figure 88: CR frequency for department 7 manpower impact, year 4 
( D ~ I W Y R ~ ) .  
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Figure 89: CR frequbncy for department 1 total manpower impact 
(D~TOTIHP) .
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Figure 90: CR frequency fox. deprrtmex~t 2 tota l  manpower impact 
(DZTOTIW) .
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, Fi&ure 91: CR frequency for department 3 total manpower impact 
3 .  (DSTOTIHP) . 
ORIGINAL PAGE IS 
OF: POOR QUALlrrY 
FREQUENCY 
"1 
TOTAL URNPOWER lUPRCT 
~ i ~ u r e  92: CR frequency for department 4 total manpower impact 
(D~TOTIHP) .
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Figure 94: CR frequency for department 6 total manpower impact 
(D6TOTIHP). 
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Figure 95: CR frequency for department 7 total manpower impact 
(D7TOTI)IP). 
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Fiaure 96: DR frequency of number of months between date logged in 
( - OD) and development clore date (BD) . 
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Figure 97: DR frequency of number of aonths between date logged in 
(-OD) and verification date (VC). 
DIFFERENCE 1W MONTHS 
Pilure 98: CR frequency of number of month6 between date received 
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DIFFERENCE IN MONTHS 
Figure 99: CR frequelcy of number of montha between date received 
(DTRECD) and OASCB di spos i t  ion date (OASCBDT) . 
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Figure 100: CR frequency of number of months between RRB disportion 
date (RRBDT) and OASCB d i r pod i t ion date (CASCBDT) . 
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