How Much Knowledge Can You Pack Into the Parameters of a Language Model? by Roberts, Adam et al.
How Much Knowledge Can You Pack
Into the Parameters of a Language Model?
Adam Roberts∗
Google
adarob@google.com
Colin Raffel∗
Google
craffel@gmail.com
Noam Shazeer
Google
noam@google.com
Abstract
It has recently been observed that neural lan-
guage models trained on unstructured text can
implicitly store and retrieve knowledge using
natural language queries. In this short pa-
per, we measure the practical utility of this
approach by fine-tuning pre-trained models to
answer questions without access to any exter-
nal context or knowledge. We show that this
approach scales surprisingly well with model
size and outperforms models that explicitly
look up knowledge on the open-domain vari-
ants of Natural Questions and WebQuestions.
1 Introduction
Big, deep neural language models1 that have been
pre-trained on unlabeled text have proven to be
extremely performant when fine-tuned on down-
stream Natural Language Processing (NLP) tasks
(Devlin et al., 2018; Yang et al., 2019; Liu et al.,
2019; Lan et al., 2019; Raffel et al., 2019). In-
terestingly, it has also recently been observed
that these models can internalize a sort of im-
plicit “knowledge base” after pre-training (Petroni
et al., 2019; Jiang et al., 2019; Talmor et al.,
2019). This behavior is potentially useful be-
cause 1) the knowledge base is built by pre-
training on unstructured and unlabeled text data,
which is freely available in huge quantities on
the Internet (Raffel et al., 2019; Wenzek et al.,
2019), and 2) it is possible to retrieve information
from the knowledge base using natural language
∗ Equal contribution. Noam suggested trying T5 on
open-domain QA and coded and ran initial experiments on
TriviaQA showing improved performance with model size.
Adam wrote the code and ran almost all experiments. Colin
set the research scope, wrote the paper, and ran a few experi-
ments.
1While “language model” has most often been used to de-
scribe a model trained for autoregressive next-step prediction,
in this work we use it as a generic term for models trained on
text data.
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Figure 1: T5 is pre-trained to fill in dropped-out spans
of text (denoted by <M>) from documents in a large,
unstructured text corpus. We fine-tune T5 to answer
questions without inputting any additional information
or context. This forces T5 to answer questions based on
“knowledge” that it internalized during pre-training.
queries since these pre-trained language models
excel when fine-tuned for natural language under-
standing tasks.
Past work investigating “language models as
knowledge bases” has typically focused on trying
to understand the scope of the information stored
in the model using synthetic tasks that are similar
to the pre-training objective (Petroni et al., 2019;
Jiang et al., 2019) or measure reasoning capabil-
ities (Talmor et al., 2019). In this work, we take
a different approach by evaluating the capability
of language models on the practical task of open-
domain question answering – specifically, we fine-
tune the model to answer questions without ac-
cess to any external knowledge or context. This
requires that the model parse a natural language
query and then “look up information” stored in its
parameters in order to answer the question. Most
past work on question answering either explicitly
feeds pertinent information to the model along-
side the question (for example, an article that con-
tains the answer (Rajpurkar et al., 2016; Zhang
et al., 2018; Khashabi et al., 2018; Clark et al.,
2019)) or allows the model to look up informa-
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tion in an external knowledge source (Berant et al.,
2013; Chen et al., 2017). By giving the model ac-
cess only to the input question, we can measure
how much knowledge it has stored in its parame-
ters while measuring performance on a useful real-
world problem.
A separate question we address in this work
is whether models with more parameters end up
storing more information. It has been shown
that transfer learning performance on many down-
stream tasks tends to improve as the model size
and amount of unsupervised pre-training increases
(Radford et al., 2019; Liu et al., 2019; Raffel et al.,
2019). By measuring knowledge retrieval capabil-
ities on models of various sizes, including models
that have an order of magnitude more parameters
than considered in past work, we can explore how
well this approach scales. Specifically, we lever-
age the pre-trained “T5” models released by Raf-
fel et al. (2019), the largest of which has 11 billion
parameters.
After providing background on question an-
swering and transfer learning for natural language
processing in the following section, we present
results on three benchmark question-answering
datasets in section 3. We conclude with some
ideas for future work on using language models
as knowledge bases.
2 Background
2.1 Question Answering
Question answering refers to the task of feeding
a question to a model as input and training it ei-
ther to select or output the correct answer. Cur-
rently, the most popular variant of this task feeds
the model some “context” containing the answer
(for example, a paragraph from an encyclopedia
article) alongside the question (Rajpurkar et al.,
2016; Zhang et al., 2018; Khashabi et al., 2018;
Clark et al., 2019). Models can be trained either
to indicate the span of the context which contains
the answer or output the text of the answer itself.
Since this format can be seen as reading some
text and answering a question about it, it has also
been referred to as “reading comprehension” to
distinguish it from other formats of the question-
answering task.
A more difficult variant is “open-domain ques-
tion answering” (Berant et al., 2013; Chen et al.,
2017), where the model can be asked arbitrary
context-independent questions (e.g. well-known
facts or historical details). It is typically assumed
that the model can access an external collection
of knowledge when answering questions (e.g. a
structured knowledge base or unstructured text
corpus), but the model is not given any informa-
tion about where in the collection the answer ap-
pears. The reading comprehension task can be
considered a simplified version of open-domain
question answering where the model is given the
oracle context to answer a given question. As
an analogy, the open-domain question answering
system acts as if it is taking an open-book exam
where it can find and use information in an exter-
nal source of knowledge.
In this work, we consider open-domain ques-
tion answering with the additional constraint that
the model is not allowed to access any external
knowledge whatsoever when answering questions.
Instead, the model itself must be pre-trained to
store knowledge in its parameters before being
fine-tuned to answer questions. In one view, this
can be seen as an alternative way to approach
open-domain question answering where instead
of learning to access the external knowledge the
model needs to have “memorized” it in order to
answer questions; in another view, this constraint
creates a third and potentially more ambitious
variant of the question-answering task. A model
that answers questions in this way is metaphor-
ically similar to a student taking a closed-book
exam, where the student must study and memorize
all pertinent information before the test.
2.2 Transfer Learning with Language
Models
In the past few years, it has become increasingly
common to pre-train a language model using an
unsupervised objective on a large, unstructured
text corpus before fine-tuning it on a downstream
task of interest (Dai and Le, 2015; Howard and
Ruder, 2018; Radford et al., 2018). The pop-
ularity of this form of “transfer learning” is at-
tributable to its empirical success on many NLP
tasks (Peters et al., 2018; Devlin et al., 2018; Yang
et al., 2019; Lan et al., 2019; Raffel et al., 2019).
Loosely speaking, the pre-training step may pro-
vide the model with some generally useful aware-
ness of meaning, syntax, and “world knowledge”.
In question answering in particular, most state-of-
the-art systems use some form of transfer learning.
Currently, the most popular model architectures
used in transfer learning for NLP are Transformer-
based (Vaswani et al., 2017) “encoder-only” mod-
els like BERT (Devlin et al., 2018). These
models can produce a single prediction for each
input token and have been applied to reading
comprehension-style question answering by pre-
dicting which tokens of the context contain the
answer. Encoder-only models are not applicable
to closed-book question answering (where models
are not provided with any additional context) be-
cause it is not possible to choose an answer span
from the input. An alternative framework, recently
proposed by Raffel et al. (2019), is to treat ev-
ery NLP task as a text-to-text problem using an
encoder-decoder Transformer. When this frame-
work is applied to question-answering, the model
is trained to generate the literal text of the answer
in a free-form fashion. Despite the potential diffi-
culty of generating rather than identifying the an-
swer, Raffel et al. (2019) demonstrated state-of-
the-art results on the SQuAD (Rajpurkar et al.,
2016), MultiRC (Khashabi et al., 2018), BoolQ
(Clark et al., 2019), and ReCoRD (Zhang et al.,
2018) reading comprehension datasets.
The text-to-text framework is directly applica-
ble to closed-book question answering since the
model can be trained to generate an answer with
or without any additional information in its input.
Crucially, fine-tuning a text-to-text model to an-
swer questions without any context requires that
the model retrieve information from its parame-
ters that it learned during pre-training. Radford
et al. (2019) considered a similar task to evaluate
the zero-shot question-answering capabilities of a
language model. The concurrent “RELIC” model
of Ling et al. (2020) learns representations for an
explicitly predefined set of entities and is evalu-
ated on the same closed-book variant of TriviaQA
that we consider. Relatedly, Petroni et al. (2019)
show that it is possible to manually convert some
questions to a fill-in-the-blank format amenable to
an encoder-only model (e.g. “Who developed the
theory of relativity?” gets mapped to “The theory
of relativity was developed by ”).
3 Experiments
3.1 Datasets
We consider the following open-domain question-
answering datasets:
Natural Questions (Kwiatkowski et al., 2019) is
a dataset of questions from web queries, each of
which is accompanied by a Wikipedia article that
contains the answer.
WebQuestions (Berant et al., 2013) also com-
prises questions from web queries that have been
matched to corresponding entries in FreeBase
(Bollacker et al., 2008).
TriviaQA (Joshi et al., 2017) is a dataset of ques-
tions from quiz-league websites. Each question is
accompanied by pages from a web search and a
Wikipedia search that may contain the answer.
In this work, we only make use of the questions
from each dataset – we completely ignore the
matching documents supplied for each question.
In terms of evaluation, for WebQuestions and
TriviaQA we follow the standard evaluation pro-
cedures where each predicted answer is compared
to the ground-truth after both are lowercased and
stripped of articles, punctuation, and duplicate
whitespace (Rajpurkar et al., 2016). Natural Ques-
tions is distributed with a much richer set of an-
notations: Each question can be annotated either
as unanswerable (given the oracle context) or with
a short or yes/no answer; questions in the vali-
dation set can be annotated more than once; and
some questions have multiple answers (e.g. “Who
are the members of the Beatles?” has four an-
swers). We consider two variants of Natural Ques-
tions, both of which omit the “unanswerable” label
and the long answers (which are nearly impossi-
ble to predict without the oracle context). The first
is variant the standard “open-domain” version as
used e.g. by (Lee et al., 2019; Min et al., 2019b,a;
Asai et al., 2019), where 1) the model is only ever
trained to output a single answer; 2) any questions
with answers longer than five tokens are ignored;
3) answers are normalized before being compared
as in WebQuestions and SQuAD; and 4) a pre-
dicted answer is considered correct if it matches
any of the answers provided by any of the anno-
tators. The second closely matches the official
evaluation procedure used by the Natural Ques-
tions leaderboard, where our model is trained to
predict all ground-truth answers and is only con-
sidered correct if it predicts all answers for any
one of the annotators. As in the official evaluation,
we consider questions with fewer than two non-
null annotations unanswerable (given the context),
but because we cannot predict unanswerability, we
only report the recall score. Further, because our
model does not have access to the oracle context,
we also normalize predicted and ground-truth an-
swers when comparing them.
3.2 Training
We leverage the pre-trained models provided by
Raffel et al. (2019) referred to as the “Text-to-
Text Transfer Transformer” (T5). These mod-
els were pre-trained on a multitask mixture in-
cluding an unsupervised fill-in-the-blank task as
well as supervised translation, summarization,
classification, and reading comprehension tasks.
Note that none of the reading comprehension
datasets (SQuAD (Rajpurkar et al., 2016), Mul-
tiRC (Khashabi et al., 2018), BoolQ (Clark et al.,
2019), and ReCoRD (Zhang et al., 2018)) overlap
with the question-answering datasets we consider
in this paper. In order to measure how closed-
book question-answering performance scales with
model size, we perform experiments with the Base
(220 million parameters), Large (770 million), 3B
(3 billion), and 11B (11 billion) variants of T5.
For fine-tuning, we follow the procedure used
in (Raffel et al., 2019): We use the AdaFactor
optimizer (Shazeer and Stern, 2018) with a con-
stant learning rate of 0.001 and a 10% dropout
rate. We decode the model’s predictions by choos-
ing the most likely token at each timestep. When
monitoring performance on the validation split of
each dataset we found that performance tended to
increase quickly and then plateau. We therefore
simply trained each model on 10,000 batches with
196,608 tokens each on the train and validation
sets and evaluated the final checkpoint on the test
set. Note that Natural Questions does not have a
public test set, so standard practice on the open-
domain variant is to report performance on the val-
idation set and use a held-out portion of the train-
ing set for hyperparameter tuning and model se-
lection.
To map question-answering tasks to the text-
to-text format, we simply feed the question with
a task-specific prefix into the model as input and
train it to predict the literal answer text as out-
put. This was straightforward in all cases except
the variant of Natural Questions which includes
questions with multiple answers. In that case, we
trained the model to output each answer delimited
by the text “answer:” (for example, “answer: John
Lennon answer: Ringo Starr answer: George Har-
rison answer: Paul McCartney”). We then split
out each answer from the model’s predictions as
Table 1: Test set scores for T5 variants and previous re-
sults on the open-domain variants of Natural Questions
(NQ), WebQuestions (WQ), and TriviaQA (TQA).
NQ WQ TQA
Chen et al. (2017) – 20.7 –
Lee et al. (2019) 33.3 36.4 47.1
Min et al. (2019a) 28.1 – 50.9
Min et al. (2019b) 31.8 31.6 55.4
Asai et al. (2019) 32.6 – –
Ling et al. (2020) – – 35.7
T5-Base 27.0 29.1 29.1
T5-Large 29.8 32.2 35.9
T5-3B 32.1 34.9 43.4
T5-11B 34.5 37.4 50.1
a postprocessing step before evaluating it against
the list of answers provided by each annotation.
3.3 Results
Our results on the open-domain Natural Ques-
tions, WebQuestions, and TriviaQA tasks are
shown in table 1. Notably, performance on each
dataset improves as the model size increase, with
T5-11B performing best in every case. Compared
to prior results on these datasets, T5-11B achieves
state-of-the-art on both Natural Questions and We-
bQuestions and beats all other methods except
Min et al. (2019a) and Min et al. (2019b) on Triv-
iaQA. We note that concurrent work by Guu et al.
(2020) outperforms our results on both Natural
Questions and WebQuestions (with scores of 40.4
and 40.7 respectively) by training a model to both
retrieve relevant documents and answer questions
in an end-to-end manner. Importantly, all pre-
vious methods except Ling et al. (2020) operate
in the “open-book” setting by explicitly retrieving
and using information from an external knowledge
source. In contrast, we use a fundamentally differ-
ent approach – our model must internalize knowl-
edge during pre-training because it does not have
access to any external information when answer-
ing questions.
Having established that our approach is com-
petitive on open-domain question answering, we
now evaluate it on the standard (and more difficult)
multi-answer variant of Natural Questions. Virtu-
ally all models which consider this task are read-
ing comprehension systems that select the correct
answer from an oracle context. After fine-tuning,
T5-11B achieves a recall of 34.6 on the validation
set, which lags behind the state-of-the-art score
of 51.9 from (Pan et al., 2019)2 but outperforms
the best baseline published alongside the dataset
(which achieved a recall of 33.2 (Kwiatkowski
et al., 2019)). This suggests that T5 can perform
reasonably well even on questions that have many
answers.
4 Conclusion
In this short paper, we have shown that a large lan-
guage model pre-trained on unstructured text can
attain competitive results on open-domain ques-
tion answering benchmarks without any access
to external knowledge. This suggests a funda-
mentally different approach to designing question-
answering systems, whose shortcomings motivate
many threads for future work: First, we obtained
state-of-the-art results only with the largest model
which had 11 billion parameters. This model
size can be prohibitively expensive in resource-
constrained settings. Second, “open-book” mod-
els typically provide some indication of what in-
formation they accessed when answering a ques-
tion that provides a useful form of interpretabil-
ity. In contrast, our model distributes knowledge
in its parameters in an inexplicable way, which
precludes this form of interpretability. Finally,
the maximum-likelihood objective used to train
our model provides no guarantees as to whether
a model will learn a fact or not. This makes it
difficult to ensure that the model obtains specific
knowledge over the course of pre-training. We
are excited about combining our approach with
ideas like the concurrently proposed Retrieval-
Augmented Language Model (Guu et al., 2020),
which addresses some of these shortcomings by
explicitly training the model to access external
knowledge in an end-to-end fashion. We also
are interested in measuring and improving perfor-
mance on more difficult question-answering tasks
like DROP (Dua et al., 2019) which require rea-
soning capabilities.
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