A method to compute sensitivities for use in gradient-based shape optimization applied to unsteady aeroelasticity problems is presented. The method takes into account the coupling between all three fundamental aspects of computational aeroelasticity, namely, unsteady flow equations, time varying structural response to aerodynamic loads, and dynamic meshes that accommodate geometric deformations. The devised method provides discretely exact sensitivities of time-integrated and non-time-integrated objective functions with respect to design variables that control the shape of geometry. The algorithm is formulated in a general manner and can be readily extended to coupled multidisciplinary problems involving any number of disciplines. The algorithm is applied to a simple two-dimensional flutter model in order to demonstrate the proof-of-concept.
I. Introduction
With advances in computational power, large scale aeroelastic simulations in CFD are becoming more and more commonplace. This paper is concerned with advancing the role of unsteady aeroelastic simulations in aircraft design by complementing them with the strength of adjoint equations for obtaining functional sensitivities. The strength of adjoint equations lie in the fact that they permit the computation of functional sensitivity derivatives at a cost that is essentially independent of the number of design variables. Adjoint equations have become very popular in solving aerodynamic shape optimization problems, particularly for steady-state conditions. [1] [2] [3] [4] [5] [6] [7] [8] While only recently adjoint methods have begun gaining ground in the aerodynamics community especially for time-dependent problems, they have been well established in the field of structural optimization for some time now. 9 The coupling between the fluid and structure equations and the use of sensitivity analysis on such a system has been addressed but primarily from a steady-state standpoint. 10, 11 Until now relatively little work has been done toward addressing unsteady aeroelastic optimization problems mainly due to prohibitive cost and complexities in the linearization of coupled time-dependent systems. Recently, efficient linearization techniques for the unsteady governing flow equations both viscous and inviscid have been developed and applied to unsteady shape optimization problems. [12] [13] [14] [15] [16] It is only natural that such methodology be extended to include coupling effects brought on by the introduction of structural equations or any other set of governing equations. This paper presents work done on developing a generalized modular framework for obtaining sensitivities for the coupled unsteady fluid-structure equations. The method is modular in the sense that multiple sets of governing equations from various disciplines that are coupled may be addressed in a unified manner independent of the number of disciplines. Also, the choice of solution technique employed for the individual disciplines has little impact on the overall framework. This is particularly important from a cost standpoint since efficient solution techniques such as multigrid methods and high-order time integration schemes exploited for the purpose of reducing overall costs inherent in unsteady simulations should carry over to the sensitivity computations. It should also be noted that no approximations in the process of linearization have to be made and all components contributing to the solution of the multidisciplinary analysis problem are taken into account. The work presented here utilizes the time-dependent inviscid Euler equations in an unstructured finite-volume framework for the flow solver and a simple two-dimensional flutter model with pitch and plunge degrees-of-freedom to represent the structural response. While we use a direct solution procedure for the structures discipline by transforming the governing equations into linear differential equations, comprehensive problems based on modal analysis or nonlinear structural models may also be treated by this method.
II. Analysis Problem Formulation

A. Equations of the flow problem in ALE form
The conservative form of the Euler equations is used in solving the flow problem. The paper is limited to inviscid flow problems since the primary focus is to demonstrate the linearization of the coupling between unsteady fluid and structure equations. Extension of the algorithm to viscous flow problems with the inclusion of turbulence models should prove straightforward, based on previous work for time-dependent adjoints of the Navier-Stokes equations. 13, 14 The differences arise only in the linearization of the additional flux contributions and not in the base formulation presented in the paper. In vectorial form the conservative form of the Euler equations may be written as ∂U(x,t) ∂t
where the state vector U of conserved variables and the cartesian inviscid flux vector F = (F x , F y ) are
Here ρ is the fluid density, (u, v) are the cartesian fluid velocity components, p is the pressure and E t is the total energy. For an ideal gas, the equation of state relates the pressure to total energy by
where γ = 1.4 is the ratio of specific heats. Applying the divergence theorem and integrating over a moving control volume A(t) that is bounded by the control surface B(t) yields
Using the differential identity
equation (4) is rewritten as ∂ ∂t
or when considering cell-averaged values for the state U as
This is the Arbitrary-Lagrangian-Eulerian (ALE) finite-volume form of the Euler equations. The equations are required in ALE form since the problem involves deforming meshes where mesh elements change in shape and size at each time-step. Here A refers to the area or volume of the element,ẋ is the vector of mesh face or edge velocities, n is the unit normal of the face or edge, and B refers to the area or length of the bounding surface or edge.
B. Temporal discretization
The time derivative term in the Euler equations is discretized using a second-order accurate backward-differenceformula (BDF2) scheme as shown in equation (8) . The index n is used to indicate the current time-level as the convention throughout the paper. The discretization shown is based on a uniform time-step size.
The flow solver uses a cell-centered finite-volume formulation where the inviscid flux integral S around a closed control volume is discretized as
(V e i , U, n ei )B e i (9) where B e is the edge length, V e is the normal edge velocity, n e is the unit normal of the edge, and F ⊥ e is the normal flux across the edge. The normal flux across the edge is computed using the second-order accurate matrix dissipation scheme 17 as the sum of a central difference and an artificial dissipation term as shown below,
where U L , U R are the left and right state vectors and (∇ 2 U) L , (∇ 2 U) R are the left and right undivided Laplacians computed for any element i as
The matrix [λ] is diagonal and consists of the eigenvalues (adjusted by normal edge velocity V e ) of the flux Jacobian matrix
∂U , and the matrix [T ] consists of the corresponding eigenvectors. The scalar parameter κ (4) is empirically determined and controls the amount of artificial dissipation added to the centrally differenced flux. For transonic problems this is usually taken as 0.1. The advantage of using the difference of the undivided Laplacians in the construction of the convective flux is that it offers second-order spatial accuracy without the need for state reconstruction techniques. The normal native flux vector is computed as
where the fluid velocity normal to the edge V ⊥ is defined as un x + vn y , wheren x andn y are the unit edge normal vector components.
D. The discrete geometric conservation law (GCL)
The discrete geometric conservation law (GCL) requires that a uniform flow field be preserved when equation (7) is integrated in time. In other words the deformation of the computational mesh should not introduce conservation errors in the solution of the flow problem. This translates into U =constant being an exact solution of equation (7) . For a conservative scheme, the integral of the inviscid fluxes around a closed contour goes to zero when U =constant. Applying these conditions to equation (7) results in the mathematical description of the GCL as stated below: 18, 19 
For the second-order accurate BDF2 time-integration scheme used in this work, this can be discretely represented using equations (8) and (9) as:
Equation (14) implies that the change in area of an element in the mesh should be discretely equal to the area swept by the bounding edges of the element. The edge velocities V e i for each of the edges encompassing the element must therefore be chosen such that equation (14) is satisfied. While various methods for computing the edge velocities satisfying the GCL have been developed for different temporal discretizations, 18, 19 a unifying approach applicable to first, second and third-order backward differencing schemes (BDF) as well as higher-order accurate implicit RungeKutta (IRK) schemes has been developed in reference. 20 This formulation is used exclusively in the current work. While the details of the formulation are not central to the current work, the functional form of the face-integrated edge velocities is important for the derivation of the adjoint equations. In our formulation, these values depend on the mesh coordinates x n , x n−1 and x n−2 for the BDF2 scheme.
E. Mesh deformation strategy
Deformation of the mesh is achieved through the linear tension spring analogy 4, 21 which approximates the mesh as a network of inter-connected springs. The spring coefficient is assumed to be inversely proportional to the edge length. Two independent force balance equations are formulated for each node based on displacements of neighbors. This results in a nearest neighbor stencil for the final linear system to be solved. The linear system that relates the interior node displacements in the mesh to known displacements on the boundaries is given as
where [K] is the stiffness matrix assembled using the spring coefficients of each of the edges in the computational mesh.
F. Geometry parametrization
Modification of the baseline geometry is achieved through displacements of the surface nodes defining the geometry. In order to ensure smooth geometries, surface node displacements are controlled by bump functions placed at various chordwise locations on the airfoil. Each bump function influences the displacements in the y direction of all surface nodes with a diminishing effect moving away from the location of the bump. The bump function although a function of x does not have any influence in the x direction. The bump function used for the work presented in this paper is the Hicks-Henne Sine bump function. 22 The design variables or inputs for the optimization example presented form a vector of weights controlling the magnitudes of bump functions placed at various chordwise locations.
G. Aeroelastic structural equations
The aeroelastic model is based on the response of an airfoil with two degrees-of-freedom, namely pitch and plunge. The equations of motion for such a system can be summarized as Non-dimensionalizing equations (16) and (17) yields
where
are the non-dimensional mass matrix, stiffness matrix, load vector and displacement vector and 
where c is the chord length of the airfoil, U ∞ is the freestream velocity, and the flutter velocity V f is defined as
H. Transformation of structural equations
The aeroelastic equations as shown in Equation (17) are second-order partial differential equations. These are transformed into two first-order linear equations in order to facilitate a direct solution procedure. The transformation is given as 23
The resulting first-order equations are theṅ
or in matrix notation as
The matrix [Ψ] is a constant and can be precomputed and stored for use during the time-integration process. The time derivative termṙ is discretized using the second-order accurate BDF2 scheme as in the case of the time derivative term in the flow equations. It should be noted that the time-step ∆τ appearing in the denominator of the discretized version of the structural equations is different from the time-step of the flow equations, and their relation is ∆τ = 2k c ∆t, where ∆t is the non-dimensional time-step used for the flow equations. This is due to the non-dimensionalization of time in the structural equations by the uncoupled natural frequency in pitch ω α . Once the vector r n at a time-level n has been solved for, the displacement vector {q} is known and the configuration of the newly deformed mesh (i.e. x n ) can be computed using the mesh deformation equations (15).
III. Solution Procedure for Analysis Problem
An implicit solution method is employed to solve both the flow and structure equations. At each time-level n an implicit flow residual equation R n can be defined as
where a BDF2 time discretization of the flow residual equation in functional form can be written as
Constructing a Newton scheme by linearizing the flow residual equation about the flow state variables U n , the solution can be iteratively obtained as
Similarly, at each time-level n an implicit structural residual equation can be defined as
In functional form, for a BDF2 time discretization the residual can be written as
The corresponding Newton scheme is then
Although the above equation is derived from a Newton scheme, the solution can be obtained linearly since the Jacobian matrix is a constant. The interior mesh coordinates at any time-level n can be described as a function of the boundary mesh coordinates at that time-level using the mesh deformation equations as
Here x 0 sur f refers to the baseline airfoil coordinates at the neutral position, and in the case of an optimization refers to the shape of the current optimum airfoil, while x 0 refers to the baseline interior mesh coordinates. The coupling between the fluid and structure equations is now apparent, since the flow residual equation depends on the vector r n through the mesh deformation equations, and the structural residual equation depends on the flow solution U n and mesh coordinates x n .
The solution procedure for the coupled system at each time-step can be broken down as follows.
1. Initiate r n , U n , and x n with values from the previous time-level.
2. Obtain an approximate solution for r n by partially solving the structural dynamics system as per equation (30). 3. Use the approximate r n to determine an approximate x n by partially solving the linear mesh deformation equations as given by equation (31).
4. Obtain an approximate solution for U n by partially solving the nonlinear flow problem based on the approximate mesh coordinates x n .
5. Use the new estimate of U n and x n to solve for an improved estimate of r n .
6. Keep repeating the procedure until r n , x n and U n converge.
Proceed to the next time-level.
It is important to note at this point that only partial solutions of each set of equations are required during the coupled iterative solution procedure. Completely solving each system during the coupled iterations does not change the final result but will impose severe additional cost. In our work the Newton solver for the flow equations is driven by an agglomeration linear multigrid algorithm, while the mesh and structural equations are solved using Gauss-Seidel iterations. Typically a single coupled iteration consists of one nonlinear Newton iteration for the flow equations driven by two linear multigrid cycles, 50 Gauss-Seidel iterations for the mesh motion equations and three Gauss-Seidel iterations for the structural equations. The larger number of iterations used for the mesh motion equations is due to the absence of a multigrid acceleration scheme for these equations. However, the overall cost of solving the mesh motion equations remains small compared to that required by the flow solution process. Based on these settings, it takes approximately 130 coupled iterations to reach machine precision on all three sets of equations. A plot of the typical convergence of the coupled system is shown in Figure (1(a) ).
IV. Adjoint Sensitivity Formulation
Consider a functional L computed using the solution set of an unsteady aeroelastic simulation. The functional when linearized with respect to a vector of design inputs D can then be expressed as
This represents the linearization of a time-integrated functional L that depends on the state variables at all time-levels, and we use this case to present the derivation of the sensitivity. The non time-integrated case is a subset of this where the only non-zero term in the summation would be at n = n steps . Each term in the sum can be written in the form of an inner product of two vectors as
The elements in the first vector of the inner product shown in equation (34) are vectors by themselves and the elements in the second vector are matrices. The linearization of the functional L with respect to the various state variables (i.e. r, U, x) are vectors and easily computable since L is a scalar quantity. However, the linearization of the state variables with respect to the design inputs are matrices. In order to determine convenient expressions for the state variable sensitivity matrices, we linearize the corresponding residual equations. Considering the final time-step in the summation (n = n steps ), the three residual equations arising from each discipline (i.e. flow, mesh and structure) when linearized against design inputs D can be written as
Since the governing system of equations are coupled between the three disciplines, the linearized residual equations can be expressed in combined matrix form as
Equation (38) represents the forward or tangent linearization of the state variables and the corresponding sensitivity matrices may be constructed by solving the coupled system once per design variable by integrating forward in time as indicated by the summation representing the total sensitivity vector. This process is inefficient as the cost of constructing the sensitivity vector is identical to a finite-difference procedure since there is a direct dependence on the size of the design input vector D. The principal advantage of using the forward linearization is that it provides discretely exact sensitivities unlike finite-differencing where the sensitivity is approximated by a heuristically determined step size. Adjoint methods circumvent this dependence on the size of the design input vector D by transposing the entire sensitivity equation (33). The transposed sensitivity equation can be written as
Transposing and rearranging equation (38) to obtain an expression for the state variable sensitivities we get
Substituting back into the final term of the summation in the complete sensitivity equation (39) and defining a vector of adjoint variables as
we can recover a coupled linear adjoint system at time-level n as
This system of equations is coupled and can be solved in a manner similar to the nonlinear coupled analysis problem. In segregated form the adjoint system can be written as
For which the solution process can be broken down as:
1. Construct right-hand-sides of equations (43) through (45) using estimates of adjoint variables.
2. Partially solve each individual disciplinary adjoint equation to obtain improved estimates for the corresponding disciplinary adjoint variables.
3. Keep repeating steps 1 and 2 until coupled adjoint system converges.
The convergence of these adjoint equations is similar to the convergence of the linear systems in the solution process of the nonlinear analysis problem since the coefficient matrices are identical with the exception of the transpose. The typical convergence of such a coupled linear adjoint system is shown in Figure (1(b) ). Once the vector of adjoint variables has been obtained at time-level n, the final term in the sensitivity equation sum may be written as
Expanding and factoring terms with respect to state variable sensitivities at time levels n − 1 and n − 2 we obtain
Term (A) in the above expression forms the contribution from time-level n to the total sensitivity vector dL dD T . The state variable sensitivity vectors that appear in terms (B) and (C) may now be combined with the corresponding vectors that appear in the summation of the total sensitivity equation (39) at time-levels n − 1 and n − 2. The procedure of linearizing the residual equations and constructing a coupled adjoint system can now be repeated at time levels n − 1, n − 2 and so forth cascading all the way to the first time-level. It is clear that constructing the complete sensitivity vector involves a recurrence relation backward in time beginning at the final time-level and ending at the first timelevel. At each time level n in the recurrence, a coupled adjoint system is to be solved, and a contribution to the total sensitivity vector is computed. When the backward recurrence relation terminates at the first time step, the complete sensitivity vector dL dD T is available. The general form of the system of adjoint equations to be solved at time-levels ranging between n − 2 and the first time-level can be expressed as
where the adjoint variables at time-level n are being solved for, and the adjoint variables at n + 1 and n + 2 are known. By transposing the sensitivity linearization and introducing the vector of adjoint variables at each time-level, we have eliminated the need for the state variable sensitivity matrices, and hence the direct dependence of the cost of obtaining the final sensitivity on the number of design variables. The dependence on the design variables has been pushed to a single term, namely (47). This particular matrix is essentially the linearization of the shape functions which modify the airfoil geometry with respect to the design inputs and is easily computable.
An important observation at this point is that the method described above for computing sensitivities can be generalized for any number of coupled disciplines. The functional linearization may be extended to any number of disciplines by simply linearizing with respect to the state variables of each discipline. Similarly the residual equations for each discipline may be linearized with respect to the design input vector D to construct expressions for the corresponding state variable sensitivity matrices. The assembly of the total sensitivity vector then involves introducing an adjoint variable per discipline at each time-level and sweeping backward in time while solving a coupled linear adjoint system at each time-level.
V. Implementation, Validation and Results
A. General implementation details
The analysis solver and the adjoint solver form two separate codes that share several subroutines in the implementation. As described in section (II), the analysis code is second-order accurate both spatially and temporally, while the adjoint code is a discretely exact linearization of all aspects of the analysis code. Both codes run in parallel on multi-core hardware architectures with commonly addressable memory using OpenMP parallelization. All results presented in the paper were run on a quad-core Intel desktop with 4 gigabytes of memory using 4 OpenMP threads. Both codes exhibit good scaling between 1,2 and 4 cores, with the adjoint code scaling slightly better than the analysis code. This is most likely due to the linear nature of the adjoint code where, once the coefficient matrices have been setup, only a single linear solution of a coupled system per time-level is required. On the contrary, the nonlinear nature of the analysis problem requires repeated construction of coefficient matrices for multiple linear solutions at each timelevel. Figures (2(a)) and (2(b) ) indicate the performance scaling between 1,2 and 4 cores for the analysis and adjoint problems respectively. It should also be noted that the solution of the adjoint problem typically consumes less time than the analysis problem. Again, this is attributed to the fact that only linear solutions are required in the adjoint problem while the analysis problem requires both nonlinear and linear solutions. The analysis code performs the forward integration in time and writes the solution of the coupled system at each time-level to the hard-drive, which is then read by the adjoint solver sweeping backward in time. It is necessary that the unsteady solution set be written to disk and read-in by the adjoint solver since the adjoint code involves a backward sweep in time. Holding the entire solution set in memory would quickly become impractical for large problems. However, disk I/O operations consume trivial computational resources especially when done in a piecewise manner (i.e. at each time-level) as in this case.
B. Solver validation
The first step in the validation of the analysis code is to verify that computed time-dependent load coefficients (independent of structural response) match experimental and other computational results. The problem chosen for this purpose is the AGARD test case No.5. 24 The problem involves a NACA0012 airfoil sinusoidally pitching at a transonic Mach number of M ∞ = 0.755. The angle-of-attack of the airfoil as a function of non-dimensional time t is defined as
For AGARD test case No.5, the airfoil pitches around its quarter-chord with a mean angle-of-attack α 0 of 0.016 o , an amplitude of pitch α max as 2.51 o at a reduced of k c = 0.0814. We use a computational mesh consisting of approximately 10,000 elements, shown in Figure (3(a) ), for the unsteady validation. Figures (4(a) ) and (4(b)) show the time varying lift and moment coefficients computed by the solver which match well with results from references, 21, [23] [24] [25] thus establishing confidence in the non-aeroelastic unsteady aspect of the solver. The next step is to validate the aeroelastic aspect of the solver for which the two-dimensional swept wing model exhibiting the transonic dip phenomenon suggested by Isogai 26 is chosen as the test case. The structural parameters for this case are
The quantity a is the non-dimensional elastic axis location along the chord of the airfoil measured from the midchord of the airfoil when it is in the neutral position. Since it is non-dimensionalized by the semi-chord of the airfoil, the elastic axis is located half a chord length ahead of the leading edge of the airfoil in this particular case. The airfoil under consideration is the NACA64A010 (Ames) airfoil operating with a mean angle-of-attack α 0 of zero and an amplitude of forced pitching α max of 1 o . The computational mesh used for this case consists of approximately 6,600 elements and is shown in Figure (3(b) ). The solution process involves obtaining a steady-state solution at the mean angle-of-attack and then forcing the airfoil in pitch for three periods at the natural frequency of pitch before allowing it to respond aeroelastically. The goal of the validation procedure is to compute and compare a flutter boundary against existing data. Computation of the flutter boundary is performed by manually modifying the flutter velocity at various Mach numbers with the objective of obtaining a neutral aeroelastic response. Although the aeroelastic solver was not directly validated against experimental data, the predicted flutter boundary matches well with computational results from References 23, 25 as indicated by the flutter diagram in Figure (5) . The aeroelastic response of the airfoil in both pitch and plunge degrees-of-freedom at various locations (stable and unstable) in the flutter diagram are shown in Figure ( 6) and follow expected trends.
C. Sensitivity validation
The procedure to validate the adjoint based sensitivity is twofold. The forward linearization is typically more intuitive since it follows a framework very similar to that of the analysis code (i.e. forward in time). Issues with the discrete derivatives of the different pieces of the code contributing to the total linearization can be tracked down far more easily using the forward linearization than with the adjoint or backward linearization. For this reason, the forward linearization is first verified against finite-difference values, and then the adjoint linearization is validated by verifying the property of dual consistency 27 with respect to the forward linearization. Once the issues with the general framework of the adjoint linearization have been worked out in this manner, minor modifications to the analysis code can typically be directly carried over to the adjoint code and verified against finite-difference. 
D. Optimization algorithm
The obvious choice for an optimization algorithm is one that is gradient based and proceeds in a direction that minimizes the objective of interest. The simplest approach is to use steepest-descent or some form of a line-search algorithm, but it has been determined in previous work 12 that these methods perform poorly on stiff nonlinear optimization problems particularly when the number of design parameters is large. The optimization example presented uses the LBFGS-B bounded reduced Hessian algorithm developed in Reference. 28 The algorithm not only uses gradient information but also builds an approximate Hessian matrix (2 nd derivative of the functional with respect to design parameters) on-the-fly using the optimization history in order to speed up the overall convergence to minimum. The bounded rather than the unbounded LBFGS algorithm was chosen in order to prevent the generation of degenerate geometries during the optimization process. The actual bounds themselves were established a priori by manually exploring the effect of the design variables on the shape of the airfoil and limiting them to regions which do not collapse the geometry.
E. Optimization example
The goal of the optimization example is to consider a point in the flutter diagram of the described aeroelastic test case where the airfoil exhibits divergent behavior, and to change the shape of the airfoil such that it produces a damped aeroelastic response while satisfying a constraint on the steady-state lift of the airfoil. The time-integration process consisted of 36 uniform time-steps per forced pitch cycle combined with 3 pitch cycles and 214 time-steps of the same size for the aeroelastic response to evolve. The chosen number of time-steps for the aeroelastic response evolution correspond to approximately 5 1 2 periods in both the pitch and plunge axes at the starting design point of the optimization. With these time-step parameters and the 6,600 element mesh described earlier, a single design cycle consisting of a forward analysis solution and a backward adjoint solution roughly cost 30 minutes of wall-time. The objective function for the optimization was chosen to be
where r f refers to the structural state vector at the end of the time-integration process, [W 1 ] is a diagonal weighting matrix with equal weighting parameters of 100, W 2 is a weight on the constraint, chosen to be unity, and C Ls is the steady-state lift coefficient of the airfoil. Since the airfoil is symmetric and has zero lift at zero angle-of-attack, the steady-state solution is computed at the maximum pitch angle of the forced pitch cycles. The forced unsteady pitching of the airfoil around the elastic axis begins at this point and stops at the neutral position of zero angle-of-attack (after 3 pitch cycles) at which point the aeroelastic response is allowed to evolve. The target value for the steady-state lift coefficient was taken to be that of the baseline NACA64A010 airfoil at the maximum pitch angle of 1 o . The objective function formulation when zero results in zero displacements and zero velocities in both degrees-of-freedom of pitch and plunge. Since the aeroelastic time-integration ends fairly quickly (5 1 2 periods), this infact creates a stiff objective formulation. However, it is not necessary to drive the objective to zero and the optimization may be stopped once a damped response is observed and the constraint on the steady-state lift is satisfied. For the described test case, the airfoil produces a neutral response for a flutter velocity V f = 0.65 at a Mach number of M ∞ = 0.825. An unstable point of V f = 0.75 at this Mach number was chosen to be the starting design point for the optimization. Figure (8(a) ) shows the aeroelastic response of the airfoil at the starting design point. The divergent behavior is clearly visible in both pitch and plunge axes. Prior to running the optimization, the time-integration for the aeroelastic response was carried out over a temporal domain that was 10 times the size of the chosen domain (214 time-steps) in order to ensure that the divergent response did not lead to limit-cycle behavior. The shape of the airfoil was controlled by an equal distribution in the chordwise direction of 16 bump functions on the upper surface and 16 bump functions on the lower surface resulting in a total of 32 design variables. As mentioned earlier, the design variables are the weights controlling the magnitudes of each one of the bump functions. Although in theory any modification of the shape of the airfoil would result in changes to the structural parameters controlling the aeroelastic response, we assume them to be constant and independent of geometry for the optimization example presented here. The optimization was terminated after 41 design iterations and Figure (8(b) ) shows the aeroelastic response of the optimized airfoil. In terms of wall-time the optimization cost approximately 21 hours. The entire process required about 200 megabytes of disk space at each design iteration to hold the unsteady solution set for use by the adjoint solver which is then overwritten by the following design iteration. While the displacements and the velocities have not been driven to zero, the plot clearly indicates a rapidly decaying response. Figure (9) shows the convergence of the objective function and the L 2 norm of the sensitivity vector. During the course of the optimization, a decaying response was indeed observed after only 11 design iterations, but the optimization was not terminated at this point since the tolerance on the constraint was not satisfied. The tolerance was set to be a maximum of 0.25% deviation from the target constraint over at least two consecutive design iterations. Figure (10) indicates that the constraint satisfies the set tolerance only at 41 design iterations at which point the optimization was terminated. Figure (11) compares the optimized and the baseline airfoil geometries using 1:1 and exaggerated scales.
VI. Conclusions
The strength of adjoint equations has been employed in computing sensitivity derivatives for the coupled unsteady fluid-structure equations. The algorithm developed was demonstrated in the context of shape optimization applied to a standard two-dimensional flutter problem. Extensions to three dimensions will require the additional step of linearizing the transfer of forces and displacements between fluids and structures grids, which is trivial for the two-dimensional case. The observed computational cost of the two-dimensional problem suggests that full three-dimensional unsteady aeroelastic optimization problems, although relatively expensive, should be tractable on current-day large parallel machines both in terms of computational time, memory, and disk space for storing the solution time history. We also note that relaxing the criterion of fully converging the coupled problem to machine precision at each time step can be expected to yield significant efficiency improvements, although this will require a quantification of the effect of coupling error on the analysis and optimization processes. Finally, the current approach should be easily extendable to computing discretely exact sensitivity derivatives for any number of coupled discplines. 
