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The interplay between structure and dynamics in non-equilibrium steady-state is far from understood. We
address this interplay by tracking Brownian Dynamics trajectories of particles in a binary colloid of opposite
charges in an external electric field, undergoing cross-over from homogeneous to lane state, a prototype of
heterogeneous structure formation in non-equilibrium systems. We show that the length scale of structural
correlations controls heterogeneity in diffusion and consequent anomalous dynamic responses, like the
exponential tail in probability distributions of particle displacements and stretched exponential structural
relaxation. We generalise our observations using equations for steady state density which may aid to understand
microscopic basis of heterogeneous diffusion in condensed matter systems.
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Dynamical Heterogeneity
The dynamic response depicts how disturbance in any ther-
modynamic quantity in a system relaxes with time via parti-
cle motion [1, 2]. This forms the microscopic basis of trans-
port processes[1–4], like diffusion in liquids. In general par-
ticle dynamics depends on the structure of the system. Non-
equilibrium systems often show emergence of structural het-
erogeneity in steady states, known as pattern formation[5] rel-
evant in areas ranging from material science to biological sys-
tems [3, 4]. The particle dynamics in such systems is nontriv-
ial due to drive [6–9]. Despite large number of studies [3–9],
the connections between dynamics and structure, and conse-
quently, the transport processes are not well understood for
non-equilibrium situations. This motivates us to explore dy-
namic responses and relate them to the underlying structural
morphology in non-equilibrium steady states.
Colloids are ideal model system to realize condensed mat-
ter properties both in and out of equilibrium[3, 4, 6, 7].
Variety of structures can be induced in colloids by exter-
nal perturbations[3, 4, 6–9]. Moreover, the particles are big
enough for optical imaging and are slow so that the particle
motions can be followed[1–4, 6–9]. Several experiments and
theoretical works show that in an external uniform electric
field of large strength drives a binary mixture of oppositely
charged colloids to form heterogeneous structure in the steady
state with lanes of dynamically locked-in like-charged parti-
cles, while the mixture is homogeneous at low field [3, 4, 6–
16].
We consider steady states of binary charged colloid in elec-
tric field. The steady state structural correlations are given
by the pair correlation functions(PCF) [1] which are proba-
bility distributions of particle separations at a given time. We
study how density changes relax via microscopic motion in
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different steady state structures of binary charged colloid in
electric field. The density relaxation, also known as the van
Hove function (vHf) [17], is measurable from scattering ex-
periments and routinely used in theoretical studies to probe
dynamic responses [1, 2, 17]. The vHf consists of two parts:
(1)The probability distribution of displacements of individ-
ual particles in a given time interval (self-vHf), characteris-
ing particle motions; and (2) that of the separations between
pair of particles (distinct-vHf), describing relaxation of struc-
tural changes. The self-vHf for a normal liquid is Gaussian
whose width increases linearly with time, the proportionality
constant defining the self-diffusion co-efficient, D[17]. The
distinct-vHf decays exponentially in time with a rate Dq2
where 2pi/q is characteristic length of density changes[1].
Both PCF and vHfs can be calculated from particle coordi-
nates. We compute particle coordinates using the Brown-
ian Dynamics trajectories of driven colloidal particles. The
PCFs show that the structural correlations grow with increas-
ing electric field. The system has normal liquid-like dynamic
responses both in homogeneous and lane phases. At interme-
diate field the self-vHf develops a slow exponentially falling
spatial tail and temporally a stretched exponential structural
relaxation. The single particle motions show that the anomaly
is due to heterogeneity in self-diffusion of particles, having
non-monotonic dependence on structural correlations. We
come up with a model to explain this non-monotonicity.
We show the presence of slow dynamics even though the
system is subject to strong drive. This slowing down of dy-
namics is different from that in super-cooled liquids[18–20].
While the particles in super-cooled systems show caging by
the neighboring particles, the particle dynamics in our system
is diffusive. The slow dynamics, here, is associated with het-
erogeneity in diffusion. Moreover, the heterogeneity can be
tuned by drive. This points out to novel transport mechnaism
in a driven system. More importantly, the generalization pre-
sented via the steady state model may be useful to understand
microscopic origin of heterogeneous diffusion in a variety of
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2condensed mater systems[21] .
Our system consists of a binary mixture of equal num-
ber of positively (N+) and negatively (N−) charged col-
loidal particles of diameter σ(= 1µm)(N+=N−=1000) in
a solvent fluid of viscosity η(= 1cP) in a cubic box of
length (L = 21.599σ) at temperature (T = 298K) with the
periodic boundary conditions. The pair interactions be-
tween the particles [13] at positions
→
Ri and
→
R j with sepa-
ration ri j = |
→
Ri−
→
R j |, V(ri j) = VSC(ri j)+VRepulsion(ri j) with
VSC(ri j) = V0[qiq j/(1+ κσ2 )
2][exp(−κσ((ri j/σ)− 1))/(ri j/σ)]
and VRepulsion = ε[(σ/ri j)12 − (σ/ri j)6]+ 14 for ri j < 21/6σ and
zero, elsewhere. Here qi the charge of the ith particle, κ the
inverse screening length, V0 the interaction strength parame-
ter and ε = 4
∣∣∣q∣∣∣2V0(1+κσ/2)2 with qi = q j = q [13]. We fix
κσ(= 5.0)and V∗0 =
∣∣∣q∣∣∣2V0/kBT(= 50.0) as in Ref. [13].
The BD simulations are carried out using discretized form
of the Langevin’s equation [22] with large viscous damping
Γ(= 3piησ), electric field f0 in z-direction and fluctuating force
~F having variance < Fα(t)Fβ(t′) >= 2D0δαβδ(t − t′). Here
α,β denote the cartesian components and D0(= kBT/3piησ, kB
the Boltzmann constant) the Einstein-Stokes Diffusion coeffi-
cient. We take τβ(= σ2/D0 ) as unit time, σ the length unit and
kBT the energy unit. The integration time step ∆t = 0.00005.
The analysis is carried out in the steady state for a non-zero
f (=
∣∣∣q∣∣∣ f0σ/kBT), applied after the system is equilibrated with-
out electric field.
We characterize structures by single particle densities
[1], for both species in XY and XZ planes ρ(±)(X,Y) and
ρ(±)(X,Z) respectively. The steady state is also characterized
via a lane order parameter, Φ defined in Ref. [21]. The self-
vHf for ions displaced by a distance ~∆r(= ∆z, ~∆r⊥) in time in-
terval t [1], G(±)S (
→
∆r, t)= (1/N±)<
∑N±
i=1 δ(
→
∆r+
→
Ri(t)−
→
Ri(0)>.
The distinct-vHf for the pair of +ve ions separated at a dis-
tance ~r(= z, ~r⊥ in time interval t is given by G(++)D (~r, t) =
(2/N+(N+ − 1)) <∑N+i, j=1∑ j,i δ(~r+ ~R j(t)− ~Ri(0) > while that
between a pair of +ve and −ve charges is G(+−)D (~r, t) =
(1/N+N−) <
∑N+
i=1
∑N−
j=1 δ(~r+
~R j(t)− ~Ri(0) >. Similarly, the
distinct-vHf for the −ve particles are defined. All the vHfs are
computed by averaging over initial conditions and different
Brownian trajectories starting from different equilibrium con-
figurations. The PCFs for the +ve ions g(++)f (r⊥,z), the –ve
ions g(−−)f (r⊥,z)and between +ve and –ve ions g
(+−)
f (r⊥,z),
are given by the t = 0 value of the respective distinct-vHfs.
We compute the in-plane probability distribution of the par-
ticle displacements in time of 40 randomly tagged particles,
P(+)(i)(r⊥, t) sampled over 30 Brownian trajectories.
Both species behave similarly, and we focus on the +ve
species. Nearly homogeneous mixed phase, shown by den-
sity profiles ρ(+)(X,Y) in XY plane and ρ(+)(X,Z) [Fig.1] in
XZ plane for f= 50 with tiny domains of like charged particles
elongated parallel to the field [Figs.1(a-b)], evolves through a
pre-lane state having much bigger domains with increasing
f (= 150) [Figs. 1(c-d)]. Finally the lane state takes place, as
in earlier observations [15], for sufficiently large f (= 300),
having network of large domains in XY plane along with ver-
tical lanes in the XZ plane [Figs. 1(e-f)]. Some snapshots of
particle configurations for different f are given in SI Fig.S1.
The order parameter ∆Φ[= Φ( f )−Φ(0)] [13] for laning shows
continuous rise with f [SI Fig. S2]. The structural morpholo-
gies in XY plane are very similar to those in pattern forming
liquids [5].
FIG. 1: Density Plots (a) ρ+(X,Y) and (b) ρ+(X,Z)for f=50;
(c) ρ+(X,Y) and (d) ρ+(X,Z)for f=150; and (e) ρ+(X,Y) and (f)
ρ+(X,Z)for f=300. The relevant direction including the field ( f ) di-
rection, Z are indicted in the figure. The contour values are indicated
by the shades at the bottom
Structural Correlations: The PCFs, g(++)f (r⊥,z) between
+ve species and g(+−)f (r⊥,z) between +ve and −ve species
in terms of particle separation r⊥ in the plane transverse to
the field and that parallel to field, z are shown in Fig.2.
We observe correlations only upto single particle diameter
for f= 50[Inset, Fig.2(a)]. At f = 150, the correlations in
g(++)f (r⊥,z) extend up to a couple of coordination shells. The
strong peak in g(+−)f (r⊥,z) for r⊥ ≈ 1, indicate tendency of
alignment of the positively charged particles in vertical lanes
with short ranged correlations in the transverse plane in the
pre-lane state (Fig.2(a)). Fig.2(b) reveals PCFs for fully de-
veloped lane phase with enhancement both in vertical and in-
plane correlations extending upto several particle diameter at
higher f (= 300). Thus length scale of structural correlations
increases with f.
The correlation energy, given by [1] EC+( f ) =∫
V(++)(r)g(++)f (r⊥,z)d
2r⊥dz +
∫
V(+−) (r)g(+−)f
(r⊥,z)d2r⊥dz, is the cost of internal energy for bringing
the positively charged species in a domain, replacing the
negatively charged species. Fig. Inset, 2(b) shows the
correlation energy ∆EC+ = EC+( f )−EC+(0) and energy due
to the external electric field, ED+( f ) = 2 f q
∫ L/2
0 zρ(z)dz as
3functions of f. The energy cost of bringing the same charges
in a domain is compensated by the external electrostatic
energy above fC = 200, leading to fully developed lanes of
like charged particles.
FIG. 2: Structural Correlations: g(++)f (r⊥,z) (black) and g
(+−)
f (r⊥,z)
(grey) as function of r⊥ for z=0 and z=10.7 (with vertical offset 0.5)
for (a) f = 150 and Inset, f = 50 and (b) f = 300. Inset, ∆EC+( f )
(triangles) and ED+( f ) (circles) as functions of f .
Dynamic Responses: The self-vHf for displacement in ±z
direction, ∆z and the transverse plane, ∆r⊥ are different,
G(±)S (∆z, t) , G
(±)
S (−∆z, t) , G(±)S (∆r⊥, t) for f , 0. We fo-
cus on in-plane quantities where the structural morphologies
show distinct changes ( ∆z data given in SI Figs.S3 and S4).
For small f (=50) G(+)S (∆r⊥, t) are Gaussian, shown in Fig.3
(a). Such Gaussian self-vHf is a characteristic of a normal
liquid[1]. However, G(+)S (∆r⊥, t) develop spatially exponen-
tial decay tails for large ∆r⊥ [Fig. 3(b)]. The amplitude of the
Gaussian part relative to that of the exponential tail for large t
approaches the ratio Φ( f )/(1−Φ( f )). This implies that expo-
nential tail develops due to +ve particles in the neighborhood
of −ve particles. The self-vHfs regain Gaussian form but with
double peaks for f (=300)> fC (Inset Fig.2(b)) in the fully de-
veloped lane phase [Fig. 3(c)].
The changes in the self-vHf take place at critical values,
∆r⊥ = rc. We fit G(+)S (r⊥, t) ∼ exp(−r2⊥/σ2⊥(t)) for r⊥ < rc and
exp(−r⊥/λ⊥(t)) for r⊥ > rc for f = 150. We also fit the data
for f = 300 with Gaussians with width parameters σ2⊥(1)(t) for
r⊥ < rc and σ2⊥(2)(t) for r⊥ > rc. For f = 150 and f = 300,
we show the dependence of rc as a function t in Fig. SI Fig.
S5 and S6 respectively. We find that rc decrease with t, but
saturates to a finite value for at least two decades ( SI. Figs S5
for f = 150 and S6 for f = 300), implying that the deviations
of dynamical behaviors from normal liquid persist till very
long time. The fitted curves are shown for representative cases
in insets Fig. 3. Inset, Fig.3(a) shows linear dependence of
the Gaussian width parameter σ2⊥(t) with time for f = 50 as
in normal liquids. Inset, Fig. 3(b) shows the parameter for
spatially exponential tail with parameter λ⊥(t) ∼ t0.5 along
with σ2⊥(t) ∼ t (data not shown) for f = 150 characterizing
non-Fickian diffusion [21]. The slopes of width parameters of
the double Gaussian, σ2⊥(1)(t) and σ
2
⊥(2)(t) for f = 300 show
linear dependence on t in Inset, Fig. 3(c).
The in-plane distinct-vHfs, G(++)D (r⊥, t) andG
(+−)
D (r⊥, t), are
shown in Fig.4(a). The wave-vector (q⊥) dependent distinct-
FIG. 3: Dynamical quantitites: (a) lnG(+)S (∆r⊥, t) vs ∆r⊥ for f=
50; Dashed line: Gaussian fit. Inset: σ2⊥(t) as a function of
t (b) lnG(+)S (∆r⊥, t) as a function of ∆r⊥ for f= 150; Dashed
line: Gaussian and Dot-dashed line: exponential tail. Inset:
λ⊥(t) as a function of t (triangles), Dotted line shows λ⊥(t) ∼
( tτβ )
0.5.(c)lnG(+)S (∆r⊥, t)for f= 300 ; Dashed line and Dot-dashed
line: Double Gaussian fit. Inset: Dependences of σ2⊥(1)(t) and
σ2⊥(2)(t) on t.
vHfs, G(++)D (q⊥, t) corresponding to G
(++)
D (r⊥, t) show a peak
and G(+−)D (q⊥, t) corresponding to G
(+−)
D (r⊥, t) show a dip at
wave-vector q⊥ = q0 [Inset Fig.4(a)]. The structural relax-
ations are indicated by the decays in the first peak or the
dip. We quantify the decay by C(++)0 (t)[=
G(++)D (q0,t)−1
G(++)D (q0,t=0)−1
]
and C(+−)0 (t)[=
1−G(+−)D (q0,t)
1−G(+−)D (q0,t=0)
] shown in Fig. 4(b) in semi-
logarithmic plots. The relaxation of +ve particles in the
neighbourhood of other −ve particles (C(+−)0 (t)) is slower than
that in the vicinity of other +ve particles (C(++)0 (t)). We ob-
serve that the decay is exponential in t in general character-
izing diffusive relaxation [1]. However, −lnC(+−)0 (t) ∼ t0.75
for f = 150, indicating stretched exponential relaxation. The
slow relaxation can be understood within the Vineyard ap-
proximation [1] where C0(t)≈GS(q0, t), the Fourier transform
of GS(∆r⊥, t). Using the asymptotic form where rc is almost
independent of t, lnGS(q0, t) ∼ −t0.75, if GS(∆r⊥, t) has expo-
4nential tail (See SI Note.1).
FIG. 4: (a) G(++)D (r⊥, t) (black) and G
(+−)
D (r⊥, t) (gray)(with vertical
offset 1.0) as a function of r⊥ for t = 0 (bold line) and t = 10 (dotted
line) for f = 150 (Main Panel). Dependence of G(++)D (q⊥, t) (black)
and G(+−)D (q⊥, t) (grey)for f = 150 for t = 0 (bold line) and t = 10
(dotted line) (Inset). (b) Dependence of −lnC(++)0 (t) (open symbols)
and −lnC(+−)0 (t) (filled symbols) for f = 50 (squares), f = 150 (cir-
cles) and f = 300 (triangles). Lines show the fitted curves. (c) σ2(i)(t)
vs t plots for two randomly picked particle for f = 150 (open sym-
bols) and f = 300 (filled symbols). (d)P(DrDB ) vs
Dr
DB plots for f = 50
(Dotted line with Circles), 150 (Bold Line with Filled Squares) and
300 (Dotted line with filled circles) Inset, Ω as a function of f .
Particle Resolved Picture: In order to gain microscopic un-
derstanding of the dynamic behavior we probe the single par-
ticle probability distribution of displacements P(+)(i) (∆r⊥, t)
for tracked +ve 40 particles randomly without any bias to
structural regions to represent the statistical behavior of the
system [23]. The second moment, σ2(i) (t) =
∫
∆r⊥2P(+)(i)
(∆r⊥, t)d2(∆r⊥), shown in Fig. 4(c) for f = 150 and 300 re-
spectively, has different slopes for different particles in the
given time window, the slope being the self diffusion coeffi-
cient, Dr. Fig.4(d) shows the distribution P(Dr/DB) for the
tagged particles, DB the bulk diffusion coefficient. We ob-
serve a sharp peak in P(Dr/DB) for f = 50. The distribution
is much broader for f = 150 but gets sharp again at f = 300.
We consider the width of P(Dr/DB) around the peak, Ω, as the
measure of heterogeneity in diffusion which exhibits a maxi-
mum around f = 150 (Inset. Fig. 4(d)).
The exponential tail is shown in self-vHf when P(Dr/DB)
is broad, in agreement to the phenomenological propositions
of Ref. [21]. The slowing down in dynamic responses is ob-
served in super-cooled systems as well[18, 19]. However, the
slow dynamics in such systems is due to caging of the parti-
cles by the neighbours[20] . In contrast, the individual particle
motions are always diffusive in our system. The heterogene-
ity in diffusion implies that in transport processes. While the
mean diffusion is not very meaningful for f = 150, the mean
diffusion for f = 300 is less than that for f = 50, qualitatively
similar to the lock-in mechanism in Ref. [15]. The distribu-
tion of diffusivities depends non-monotonically on the struc-
tural correlation length scale which grows with f .
Generalization: This non-monotonic dependence can be
understood in a general context. Let us consider two domains
consisting of particles, denoted as A and B, having a relative
drift, vrel in z-direction. Let V(AA)(r) be the mutual interaction
of the particles in a domain A and V(BB)(r) that in a domain
B, while V(AB)(r) that between particles of different domains.
The local density in the domain changes due to single particle
motion. Let us focus one of the domains, say domain A. The
single particle motions are: (1) Diffusive and drive currents of
particles A in the given domain; (2) Movement of particles A
to domain B. The second type of movement across different
domains costs interaction energy due to changes in the neigh-
boring particles, δV ≈ [V(AA)(r= ρ−1/30 )−V(AB)(r= ρ−1/30 )]ρ0
at mean densityρ0 where ρ
−1/3
0 = the mean separation be-
tween the particles. The probability of inter-domain move-
ments, p ∼ exp(−δV/kBT). These particles will experience
a relative force of magnitude, frel(= Γvrel) corresponding to
the relative drive, having energy δVext ∼ p frelρ−1/3. This con-
tributes a current−[vrel exp(−δVext/kBT)]δρ(A) (~r⊥,z, t), with
δρ(A)
(
~r⊥,z, t
)
= ρ(A)
(
~r⊥,z, t
)
-ρ0 where ρ(A)
(
~r⊥,z, t
)
is local
density in a domain. The negative sign accounts for the loss
of particles from domain A. The equation of density profile in
the steady state,
[D∇2⊥+vrel(1−exp(−δVext/kBT))∂z]δρ(A)(~r⊥,z, t)
= N(~r⊥,z, t) (1)
where N
(
~r⊥,z, t
)
is noise with Gaussian statistics. The dif-
fusive current in z has been ignored in comparison to the
drive current. The second term represents competition be-
tween drive and particle interaction. The density correlations
in the transverse plane in Eq. (1) decays as exp(−λ′r⊥/D),
where λ′ = vrel[exp(−δVext/kBT)−1] (SI Note SN. 2).
The above mentioned scenario assumes movement of a par-
ticle with diffusion D. Let us now consider a situation of pair
of particles. However, D is not fixed but having a distribution
as suggested by our simulations. We take the diffusion coeffi-
cients D and D+δD where δD is a random variable over the
pairs. The relative diffusion of the particles D˜ = 2D+ δD.
If the particles are structurally uncorrelated, the separation
between a pair of particles fluctuates with time with the
probability ∼ exp(−r2⊥/4D˜t). Due to structural correlation,
the probability is given by ∼ exp(−λ′r⊥/D˜) exp(−r2⊥/4D˜t).
Integrating over r⊥ and t results in moments of probabil-
ity distribution function of δD, lnP(δD) ∼ −(δD/ω)2 where
ω ∼ v3d exp(−δVext/kBT) (SI Note SN.3).
For our simulated system, A and B stands for posi-
tively and negatively charged particles respectively. Us-
ing V(AA) = V(++) ≈ V0(1+ κ2 )2 [
exp(−κ(r−1))
(r) ], V
(AB) = V(+−) ≈
−V0
(1+ κ2 )
2 [
exp(−κ(r−1))
(r) ] and vrel ≈ vd = f/Γ with the parameters
5taken from simulation model, we obtain the maximum in ω
at f ≈ 130. From simulation, we observe maximum in Ω at
f ≈ 150 close to fC. Thus the model can qualitatively captures
the anomalous issues we found in the BD simulation.
Our model is directly applicable to phase separating liq-
uids in presence of drive [24, 25]. Also, there exist similar
condensed matter systems, where anomalies in dynamical re-
sponses have been described phenomenologically to hetero-
geneity in diffusion [18, 21, 26–28]. The generality of our
analysis points to exploring the possibility of relating such
heterogeneity to non-equilibrium effects where the particle in-
teractions compete with local drive [24, 25, 29]. The local
drive need not be necessarily external, but may arise out of
unbalanced thermodynamic forces due to non-uniform distri-
bution of pressure, temperature and chemical potential in the
system.
To conclude we show, using BD simulations, exponential
tail in self-vHf and stretched exponential structural relaxation
due to heterogeneity of diffusion in non-equilibrium steady
states. Our theoretical analysis show that the anomalous dy-
namic behaviour is due to competition between the particle
interaction and drive in the system. These results can be veri-
fied by experiments on colloid. The heterogeneity in diffusion
reflects heterogeneous transport which is tunable by external
drive. This may be harnessed in technological applications
[24, 25]. Moreover, our analysis is general enough to throw
light to microscopic origin of heterogeneous diffusion.
We thank Prof. C. Dasgupta and S. Karmakar for insightful
discussions.
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