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ABSTRACT2
Recent research has shown that it is possible to automatically detect clinical depression from3
audio-visual recordings. Before considering integration in a clinical pathway, a key question that4
must be asked is whether such systems can be easily fooled. This work explores the potential5
of acoustic features to detect clinical depression in adults both when acting normally and when6
asked to conceal their depression. Nine adults diagnosed with mild to moderate depression as7
per the Beck Depression Inventory (BDI-II) and Patient Health Questionnaire (PHQ-9) were8
asked a series of questions and to read a excerpt from a novel aloud under two different9
experimental conditions. In one, participants were asked to act naturally and in the other, to10
suppress anything that they felt would be indicative of their depression. Acoustic features were11
then extracted from this data and analysed using paired t-tests to determine any statistically12
significant differences between healthy and depressed participants. Most features that were13
found to be significantly different during normal behaviour remained so during concealed14
behaviour. In leave-one-subject-out automatic classification studies of the 9 depressed subjects15
and 8 matched healthy controls, an 88% classification accuracy and 89% sensitivity was16
achieved. Results remained relatively robust during concealed behaviour, with classifiers trained17
on only non-concealed data achieving 81% detection accuracy and 75% sensitivity when tested18
on concealed data. These results indicate there is good potential to build deception-proof19
automatic depression monitoring systems.20
Keywords: Behaviomedics, Depression, Affective Computing, Social Signal Processing, Automatic Audio Analysis21
1 INTRODUCTION
Mental health disorders have a devastating impact on an individual’s health and happiness. Worldwide,22
it is estimated that four of the ten leading causes of disability for persons aged five and older are mental23
disorders [78]. Among developed nations, major depression is the leading cause of disability: according24
to European Union Green Papers dating from 2005 [26] and 2008 [27], mental health problems affect one25
in four citizens at some point during their lives. As opposed to many other illnesses, mental ill health often26
affects people of working age, causing significant losses and burdens to the economic system, as well as27
the social, educational, and justice systems. The economic burden of these illnesses exceeds $300 billion28
in the US alone [33]. Despite these facts, the societal and self-stigma surrounding mental health disorders29
1
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has remained pervasive, and the assessment, diagnosis, and management of these starkly contrasts with30
the numerous technological innovations in other fields of healthcare.31
Objective methods are necessary to improve current diagnostic practice since clinical standards for32
diagnosis are subjective, inconsistent, and imprecise. To overcome this, researchers have started to33
focus on known physical cues (biomarkers) that correlate with depression, such as stress levels [68],34
head movements [2, 47], psychomotor symptoms [48], and facial expressions [80]. Recent advances35
in Affective Computing and Social Signal Processing promise to deliver some of these objective36
measurements.37
Affective Computing is the science of creating emotionally aware technology, including automatically38
analysing affect and expressive behaviour [65]. By their very definition, mood disorders are directly39
related to affective state and therefore affective computing promises to be a good approach to depression40
analysis. Social Signal Processing addresses all verbal and non-verbal communicative signalling during41
social interactions, be they of an affective nature or not [82]. Depression has been shown to correlate with42
the breakdown of normal social interaction, resulting in observations such as dampened facial expressive43
responses, avoiding eye contact, and using short sentences with flat intonation.44
Although the assessment of behaviour is a central component of mental health practice it is severely45
constrained by individual subjective observation and lack of any real-time naturalistic measurements. It46
is thus only logical that researchers in affective computing and social signal processing, which aim to47
quantify aspects of expressive behaviour such as facial muscle activations and speech rate, have started48
looking at ways in which their communities can help mental health practitioners. This is the fundamental49
promise of the newly defined research field of Behaviomedics [79], which aims to apply automatic50
analysis and synthesis of affective and social signals to aid objective diagnosis, monitoring, and treatment51
of medical conditions that alter one’s affective and socially expressive behaviour.52
For depression, recent challenges organised to measure severity of depression on a benchmark database53
have shown relatively impressive success in automatically assessing the severity of depression [80, 81].54
The winner of the 2014 challenge, a team from the MIT Lincoln Lab [84], attained an average error of55
6.31 on a severity of depression score ranging between 0 and 43, indicating that even the first approaches56
in this direction have significant predictive value.57
However, previous research has also indicated that identifying reliable indicators of depression is non-58
trivial. Symptoms of depression can vary greatly both within and between individuals. Moreover, people59
naturally modify their behaviour to adapt to their social environment. This may involve hiding the true60
extent of someone’s feelings. While altering the social presentation of emotion may be a part of everyday61
life, this can be especially problematic for people with depression, particularly since people are often62
hesitant to ask for help given the societal stigma of mental illness, which further decreases the probability63
of accurate diagnosis. With the promise of Behaviomedical tools to automatically screen for or even64
diagnose depression, a serious question that needs to be addressed is: how easy is it to fool such automatic65
systems?66
We conducted an experiment where participants were asked to perform two tasks: read a section of a67
popular book, and answer a question regarding their current emotional state. This experiment was repeated68
by participants who were known to suffer from major depressive disorder. After the first time, participants69
were given a brief explanation of how an automated depression analysis system might detect depression70
from their voice, and participants were asked to modify their behaviour so to avoid being detected as71
depressed. However, it turns out that while the participants did try to conceal their depression, this was72
not successful and our automatic depression recognition system performed almost as well as on the non-73
concealed data.74
The research we report on in this work contains two major contributions: firstly we show that with as75
little as two audio features and a simple Naive Bayes classifier we can accurately discriminate between76
depressed and non-depressed people with an accuracy of 82.35%. We also explore more generally which77
auditory features differ significantly between healthy and depressed individuals. Secondly, and perhaps78
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more saliently, we show how these differences are impacted by an individual’s attempt to conceal their79
depression, and reveal for the first time experimental evidence that it may not be possible for people to80
conceal the cues of depression in their voice.81
2 DEPRESSION
Depression is the most prevalent mental health disorder and is estimated to affect one in ten adults.82
Traditionally, scientific and clinical approaches classify depression based on observable changes in patient83
affect that are not expected reactions to loss or trauma. Although there is a wide range in both the84
symptoms and severity of depression, it is generally agreed upon as per the Diagnostic and Statistical85
Manual 4th ed. (DSM-IV)1 that to be diagnosed with major depressive disorder, a patient must exhibit86
five or more of the following symptoms [3]:87
1. Depressed mood most of the day or nearly every day88
2. Markedly diminished interest or pleasure in all or almost all activities most of the day or nearly every89
day90
3. Significant unintentional weight loss or gain or increase/decrease in appetite91
4. Insomnia or hypersomnia nearly every day92
5. Noticeable psychomotor agitation or retardation nearly every day93
6. Fatigue or loss of energy nearly every day94
7. Feelings of worthlessness or either excessive or inappropriate guilt nearly every day95
8. Diminished ability to think, concentrate, or make decisions nearly every day96
9. Recurrent thoughts of death, recurrent suicidal ideation without a specific plan, or a suicide attempt97
and specific plan98
However, depression often has a much more significant impact than just these enumerated symptoms and99
can affect or be affected by a variety of biological, environmental, social, or cognitive factors. Depression100
itself cannot be understood without taking into account the social context and environment, as nationality,101
ethnicity, and socio-economic status all influence the prevalence and presentation of depression [37].102
There is also significant variation between individual experiences of depression [49].103
This symptom-based definition of depression makes accurate diagnosis problematic, as it is difficult104
to objectively measure psychological rather than physiological phenomena. Although diagnostic criteria105
are to some extent arbitrary, the classification itself can have a significant impact upon the recommended106
treatment. Additionally, depression cannot always be categorically distinguished from other mental health107
disorders. Depression and anxiety in particular often co-exist and exhibit similar effects on patient108
affect [11]. Diagnosis requires experienced clinicians and an understanding of an individual’s history,109
psychological testing records, self-reporting, and assessment during clinical interviews [87]. This is often110
a lengthy procedure, and relevant data or experts may not always be accessible.111
2.1 SELF-ASSESSMENT OF DEPRESSION
Due to the difficulty of consistent, efficient, and accurate diagnosis, self-assessments are often used as a112
quick way to diagnose and monitor depression. It should be noted that whilst these methods are inherently113
flawed by their very nature in requiring a patient to critically and honestly assess their own behaviour, they114
nonetheless serve as a reasonable quantifiable standard to be measured against. The two most commonly115
1 We adhere here to the widely accepted DSM-IV rather than DSM-V, which has been met with severe criticism to the point where the National Institute of
Mental Health has decided not to adopt it.
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used assessments are the Beck Depression Inventory-II (BDI-II) and Patient Health Questionnaire (PHQ-116
9). The BDI test was created in 1961 and has been updated several times since then. The most recent117
version was created in 1996 and modified for better adherence to the DSM-IV criteria [5, 4]. Conversely,118
the PHQ-9 was created in the mid-1990s as an improvement to the lengthier Primary Care Evaluation of119
Mental Disorders (PRIME-MD) and expressly scores the DSM-IV criteria through self-report [70].120
A comparison between these two assessments can be found in Table ?? [43, 42, 44]. Numerous121
studies have investigated the relationship between the two tests for a range of patients with different122
mood disorders, backgrounds, and conditions, and have reported correlations ranging from 0.67 - 0.87123
[17, 44, 14, 15, 28]. These tools have also been shown to correlate highly with clinician-rated depression124
measurements, such as the 17-item Hamilton Rating Scale for Depression (HRSD-17) [44].125
Although a variety of other depression diagnostic tests exist, these two were chosen for our research, for126
reasons of availability and comparibility. The BDI-II is used as the gold standard for measuring depression127
severity in the recent Audio/Visual Emotion Challenges (AVEC 2013/2014, [80, 81]). On the other hand,128
the PHQ-9 is a simple, efficient, and free test that is often used interchangeably with the BDI-II. Because129
the PHQ-9 only takes about a minute to complete, it was deemed advantageous to add as a check for130
reliability and to allow future researchers to freely compare their results against ours.131
2.2 EMOTION REGULATION AND DECEPTION
In everything from normal social interactions to police investigations, people are constantly trying to132
discern the veracity of other’s behaviour. Consequently, scientists have tried to ascertain behavioural cues133
that could indicate deception [13]. However, these cues are not necessarily indicative of everyday attempts134
to suppress or regulate emotions and their expression. Over one’s lifetime, people learn which emotions135
they should feel and express in a given social context [25, 55]. Regulating emotion is necessary for social136
functioning, although the extent of regulation required varies between cultures [54, 21].137
These implicit rules that define what is socially acceptable not only influence what people feel, but138
also how their feelings are perceived both personally and by others [40]. Culture can thus contribute139
to the pressure to deny or understate one’s feelings to be more “socially acceptable,” making diagnosis140
difficult. Conversely, somatic complaints have no stigma attached to them and are therefore more readily141
presented. A study by Kirmayer et. al in 1993 demonstrated how commonly this phenomenon occurs142
with depression and anxiety. A majority of patients presented with exclusively somatic symptoms to143
their primary care physicians and only acknowledged a psychological aspect when prompted for further144
information. However, psychological complaints are more readily recognised and accurately diagnosed145
by primary care physicians. Moreover, these results were replicated in several countries, demonstrating146
that this suppression is persistent across numerous ethno-cultural groups [40, 41, 18, 69].147
3 SPEECH-BASED AUTOMATIC DEPRESSION DETECTION
In previous work on automatic depression recognition both the audio and video modalities have been148
used (e.g. [85] for audio, and [19] for video). Of the two, the audio modality has so far been the149
most successful, with an audio-based approach by MIT-Lincoln Lab winning the AVEC 2013 depression150
recognition challenge [81, 85]. While it is expected that ultimately a combination of audio and video151
modalities will gain the highest possible recognition rates, for simplicity we focus on audio features only152
in this study of concealment of depression.153
1 As measured in Cameron’s study for a relevant population in these experiments [8].
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Measure BDI-II PHQ-9 
Depression Criteria DSM-IV DSM-IV 
Last Updated 1996 1999 
Questions 21 9 
Time Requirement 3 – 5 minutes < 1 minute 
Rating Scale Intensity (0 – 3) Frequency (0 – 3) 
Cost £6/copy Free 
Time Scale Over the last 2 weeks Over the last 2 weeks 
Designed to Measure Severity Severity 
Ability to Measure Symptom 
Directionality 
Yes No 
Correlation with HRSD-17 1 0.74 0.78 
Score Range 
0  – 13:  Minimal 
14 – 19:  Mild 
20 – 28:  Moderate 
29 – 63:  Severe 
0 – 4:     No depression 
5 – 9:     Mild 
10 – 14:  Moderate 
15 – 19:  Moderately severe 
20 – 27:  Severe 
3.1 THEORY OF SPEECH PRODUCTION
When first trying to understand how speech is produced, it is helpful to view the human vocal apparatus154
as a source and filter. In voiced speech, the source is the pressure wave created from the interaction of155
air pushed through the larynx and the vibrating vocal cords, whereas in unvoiced speech, by definition156
air does not interact with the vocal cords. The vocal cords can be adjusted by controlling muscles in the157
larynx, although the specific geometry of the cords is speaker-dependent. When speaking, air from the158
lungs flows quickly enough that the cords self-oscillate, which varies the size of the glottal opening and159
in turn, the amount of air allowed through. The resulting glottal volume velocity ultimately defines the160
periodicity of speech, or fundamental frequency [73]. However, this frequency changes naturally when161
speaking through further modifications of the jaw, lips, tongue, etc. It is important to note that the actual162
sound produced by the larynx during phonation is not created by the vibrations themselves, but rather, by163
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Figure 1. The source-filter theory of speech production can be traced to the glottal volume velocity, which produces (a) a glottal wave. This is then altered by
(b) the shape of the vocal tract before (c) an emitted sound wave is audible. The (d) equivalent glottal spectrum can also be viewed as being affected by (e) the
vocal tract transfer function to create (f) the resulting acoustic spectrum at the mouth opening. Figure taken from [10].
the modulated stream of air moving through the vibrating folds (see Fig. 1). Understanding how speech is164
produced is pertinent when one considers that depression affects different aspects of motor control, which165
is thus reflected in articulatory changes.166
3.2 RELATED WORK
Qualitative observations of depression have been well documented, such as slower body movements,167
cognitive processing, and speech production, with depressed speech often described as “dead” and168
“listless” [57, 62, 59]. Speech content itself changes, which can be quantified by the amount of personal169
references, negators, direct references, or expressions of feelings in conversation [29, 83].170
In contrast, parameters derived from the recorded speech signal rather than its subject matter content171
have only been explored within the last 40 years, with studies often producing conflicting results. For172
example, some studies investigating spectral energy distributions have concluded that depression is173
associated with increased energy at lower frequencies [64, 77] while others have found the opposite [16].174
Other speech parameters have offered more consistent results. Fundamental frequency (F0) is one of175
the most widely studied parameters and has demonstrated moderate predictability of depression severity,176
with decreasing amplitude and variability generally indicative of higher severity [86, 61, 52, 12]. Low et.177
al evaluated the resultant classification accuracy of mel frequency cepstral coefficients (MFCCs), energy,178
zero-crossing rate (ZCR), and Teager energy operators (TEO), and found a combination of MFCCs and179
other features most effective [52, 53, 51]. Formant patterns have also been shown to reflect reduced180
articulatory precision due to depression [23, 45].181
Several promising prosodic features are measures of known clinical observations. Most commonly,182
depressed speech is reported as quantifiably quieter, less inflected, and slower, with fewer words183
uttered and a lower word rate [83]. Reliable measures of this include, but are not limited to, average184
speech duration, total speaking time, pause duration both within speech segments and before responses,185
variability in pause duration, average voice level (loudness), variance of voice level across all peaks186
(emphasis), and variance in pitch (inflection) [61, 20, 72, 9]. Changes in these parameters can reflect187
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!
!
!
!
!
!
!
!
! ! ! ! !
! ! ! ! ! !
! ! !
!
Ideal System Outcome: 
!
!
Patient Status Normal State Altered Behavior 
Healthy +! !
Depressed —! —!
!
!
Patient Status Normal State Altered Behavior 
Healthy +! !
Depressed —! +!
  +     Healthy 
!!!!—!!! !!!Depressed 
Figure 2. The depressed population can be subdivided into those who act as they feel, and those who try to outwardly suppress their symptoms. Although it
is imperative to focus on both in diagnostic systems, truly robust systems should be able to accurately diagnose an individual with depression no matter the
circumstance.
temporal changes in depression severity due to treatment [60]. These results have been replicated with188
non-English speakers [35].189
It is important to note that experimental results generally differ if the depressed patient shows “agitated”190
or “retarded” symptoms. Retarded depression exhibits similar characteristics to sadness, whereas agitated191
depression involves a level of fear or restlessness. There is also a noticeable difference if data originates192
from automatic speech (counting or reading) or free speech [1]. The cognitive demand of free speech193
generally emphasizes speech abnormalities, particularly in pause time, moreover, different regions of the194
brain are activated during automatic and free speech [71, 31]. Consequently, both types were used in these195
experiments.196
4 METHODOLOGY
This work aims to not only determine audio features that differ between healthy and depressed people, but197
also to investigate how they change when people with depression try to conceal their true emotions. The198
population of interest is outlined in blue in Fig. 2 below. Based on a set of optimised features, our goal199
was automatic depression recognition which will still be able to correctly classify a person as depressed200
even if they are trying to hide their depression. Healthy individuals who alter their behaviour to appear201
depressed were not of interest in this study.202
4.1 DATA ACQUISITION
Participants were recruited primarily from postgraduate students at the University of Nottingham, as they203
were the most accessible. Advertisements were posted on social media websites, Call for Participants,204
and sent to a variety of different list serves. Participants self-identified as ”depressed” or ”healthy,” but205
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these classifications were confirmed via PHQ-9 and BDI-II self-questionnaires. The purpose of the study206
was explained in full to both depressed and control participants. However, in order not to influence the207
participants’ behaviour, the explanation did not include exactly what audio cues we were investigating as208
”objective measures” (e.g. vocal prosody, volume, etc.).209
Ethics approval was obtained through the Ethics review board of the School of Computer Science210
at the University of Nottingham. The submission contained a consent form, information sheet, and a211
detailed checklist that described the experimental protocol and appropriate safeguard methods. 13 females212
(mean age 24.5 ± 3.1) and 4 males (mean age 25.5 ± 4.5) were recruited for this study. Of these,213
approximately half of both genders were classified as “healthy controls” and the other half classified214
as “depressed” by an initial PHQ-9 assessment and confirmed by the BDI-II. Following the questionnaire215
results, one participant’s classification was altered, resulting in a distribution of nine depressed and eight216
healthy individuals. Because this participant was either trying to conceal her depression already or simply217
considered herself healthy, she did not complete the same concealment task. She is referred to as the218
“reclassified participant” in all further discussion.219
Inclusion criteria required participants to be over 18, willing to provide informed consent, and, for220
depressed participants, meeting the DSM-IV criteria for mild to moderate depression by either a PHQ-9221
score between 5 and 15 or BDI-II score between 14 and 28. Participants were excluded if they had a pre-222
existing psychotic mental health disorder (bipolar disorder, depression with delusions and hallucinations223
or paranoid ideation or schizophrenia or delusional disorder according to their own account), a high score224
on items regarding suicidal thoughts on either diagnostic test, or depression scores above the range listed225
previously, which would indicate moderately severe depression or higher. Medication was noted, but did226
not render a participant ineligible. In addition to the 17 that met the appropriate criteria, three people were227
deemed ineligible due to the severity of their depression.228
Ideally participants would have been ethnically and culturally uniform so as to eliminate any effects on229
emotion regulation, speech content, or facial expressions unrelated to depression. However, given that230
the available population was almost exclusively limited to postgraduate university students, of which over231
half are international, this was unrealistic. As a second-best alternative to a uniform population, healthy232
participants were recruited to match the age, gender, cultural background, and native language of each of233
the depressed participants. Age matching was done to the closest possible age. Some matches were exact,234
but for others we applied a minimum mean square error approach. Cultural background was defined by235
whether a participant’s first language was English or not (in practice this meant international students236
vs non-international students). In some cases exact nationality matches could be made, but this was not237
possible for every participant. Smoking habits were also noted due to the damage that smoking causes to238
the vocal cords and larynx [30]. The knowledge of who was who’s matched partner was not used in any239
of the statistical and machine learning analyses performed in this work.240
The collection protocol of these experiments is illustrated in Figure 3. The same acquisition241
system, location, and interviewer were used throughout experiments to ensure a consistent, controlled242
environment. Eligible participants were asked two separate sets of questions. Depressed participants were243
instructed to act naturally when answering one set and to alter their behaviour so as to hide any physical244
indicators of depression in the other. Healthy participants were instructed to act as naturally as possible245
throughout the course of the experiments. After each set of questions, participants read a one-page excerpt246
from the third “Harry Potter” book aloud so as to have a standard phonetic content for comparison. The247
order of the question sets was randomised.248
Over the course of the experiments, participants were recorded with a webcam and microphone. Audio249
and video data were recorded using a Logitech C910 HD Pro Webcam and a Blue Snowball Microphone.250
Video was collected solely for potential use in future research in creating multimodal systems. Speech251
samples were digitised with a sampling rate of 44.1 kHz and 16-bits. A new AVI file was created for each252
set of questions and excerpt readings. The audio was then extracted into a WAV file for further processing253
and to ensure compatibility with a variety of software packages.254
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Figure 3. Overview of experimental protocol and testing process. Eligible participants were asked two separate question sets and were asked to read an
excerpt from a popular book aloud. Depressed participants were instructed to act naturally when answering one set and to alter their behaviour so as to hide
any physical indicators of depression in the other. Healthy participants were instructed to act as naturally as possible throughout the course of the experiments.
The order of the question sets was randomised.
In order to provide standard conversation topics during the experiment, the interviewer asked a series255
of pre-set questions, taking care not to react to any of the subject’s responses. The script was designed256
to maximise the amount of depressive cues collected in a short period of time. Participants were given257
time before the interview to familiarise themselves with their surroundings and ask any final clarification258
questions. In both scripts, initial questions were simple and positive in tone to establish rapport between259
interviewer and interviewee, and were followed by two reflective, potentially negative questions. When260
acting naturally, depressed participants were asked what they felt were physical indicators of depression,261
as well as how they have tried to conceal their depression previously, the rationale being that it is easier to262
be honest when not consciously trying to deceive.263
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However, when participants were asked to conceal their depression, they were asked about a deeply264
emotional topic, namely to describe their experiences with depression. In turn, this simulated the265
corresponding difficulty of hiding strong emotions in everyday life. The last questions were more open-266
ended, which allowed the participants to choose the topic and thus feel more in control of the situation.267
This was recommended as good practice for experiments involving social psychology [66, 24].268
Control subjects were given similar questions – the only exceptions being that they were asked to269
describe a time when they had felt the need to conceal their emotions and how they thought it would270
feel to have depression. In addition to these questions, participants were also instructed to read aloud the271
first three paragraphs from the third “Harry Potter” novel [67]2, as it is both readable and relatable across272
a range of cultures, and also allows for more direct comparison of speech characteristics across groups273
and question sets.274
4.2 FEATURE EXTRACTION
Due to any potential effects of equipment or environment on later analysis, signals were pre-processed275
before feature extraction by first manually removing voices other than the participant’s (i.e. the276
interviewer’s) and parsing the resultant signal into a new file for every question. Speech was then enhanced277
through spectral subtraction. The signal was split into frames of data approximately 25 ms long, as it was278
assumed that speech properties were stationary within this period, and a Hamming window was applied279
to each frame to remove signal discontinuity at the ends of each block. Each frame was normalised280
and a power spectrum was extracted to estimate the noise using a minimum mean-square error (MMSE)281
estimator. The noise spectra were averaged over several frames of “silence,” or segments when only noise282
was present, and an estimate of the noise was then subtracted from the signal but prevented from going283
below a minimum threshold. In turn, this helped prevent over dampening of spectral peaks. Furthermore,284
because this threshold was set as a SNR, it could also vary between frames. This was implemented as a285
modified version of the spectral subtraction function in the MATLAB toolbox VOICEBOX [7].286
Next, this enhanced signal was passed through a first-order high pass FIR filter for pre-emphasis. This287
filter was defined as:288
H(z) = 1 + αz−1 (1)
where α was set as -0.95, which presumes that 95% of any sample originated from the prior one. Pre-289
emphasis serves to spectrally flatten the signal to amplify higher frequency components and offset the290
naturally negative spectral slope of voiced speech [38]. As human hearing is more sensitive above 1000291
Hz, any further analysis is then also made more sensitive to perceptually significant aspects of speech that292
would otherwise be obscured by lower frequencies.293
The selection of features significantly influences the accuracy of machine learning classifiers. As294
described in [50, 58, 56], acoustic features are often split into categories and subcategories to determine295
optimal feature sets. In this study, similar groupings are used and split into prosodic, spectral, cepstral,296
and TEO-based. A statistical analysis is then used to whittle down the number of features to only include297
those that are statistically significant.298
4.2.1 Prosodic Features: Pitch and Fundamental Frequency Pitch is commonly quantified by and299
considered equivalent to fundamental frequency (F0). F0 is a basic and readily measurable property of300
periodic signals that is highly correlated with perceived pitch. F0 approximates the periodic rate of glottis301
opening and closing in voice speech [56]. However, it is difficult to measure, as it changes over time and302
depends on the voicing state, which is often unclear. In these experiments, a slightly modified version of303
Talkin’s pitch tracking algorithm in the MATLAB toolbox VOICEBOX was implemented. This algorithm304
is known for its relative robustness [73].305
2 The first two novels had introductions that expressed negative views of abnormality, which could potentially have been upsetting for participants.
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4.2.2 Prosodic Features: Log Energy The logarithm of short-term energy is representative of signal306
loudness and is calculated on a per frame basis via Equation 2 below [50].307
Es(m) = log
m∑
n=m−N+1
s2(n) (2)
where m is the frame number with N samples per frame, and s(n) is the speech signal. Stress or emotion308
often affect measured energy.309
4.2.3 Prosodic Features: Timing Measures Although speech is often segmented before analysis,310
prosodic analysis of the segment as a whole can also be useful. An automated script was written in the311
software package Praat [6] to extract various timing measures, calculated via Equations 3.3–3.6. The total312
number of syllables in the excerpt reading was considered constant for all participants, as the content was313
unchanged.314
These features quantified some symptoms of psychomotor retardation in depressed patients, such as
difficulty in thinking, concentrating, and choosing words. It was determined that performing these tests
on spontaneous speech would be an inaccurate assessment of prosody due to the extent to which some
participants in both groups connected or did not connect to the question. For example, some participants
responded in single sentences, which did not offer enough data for fair comparison.
Speech Rate =
Number of Syllables
Total Time
(3)
Phonation Time = Duration of Voiced Speech (4)
Articulation Rate =
Number of Syllables
Phonation Time
(5)
Avg. Syllable Duration =
Phonation Time
Number of Syllables
(6)
4.2.4 Spectral Features: Spectral Centroid The spectral centroid is derived from the weighted mean315
of frequencies present in a signal and represents the center of the power distribution. It is calculated by316
Equation 7 below:317
SC =
N−1∑
n=0
f(n)S(n)
N−1∑
n=0
S(n)
(7)
where S(n) is the magnitude of the power spectrum for bin number n, bin center f(n), and N total bins318
[50].319
4.2.5 Spectral Features: Spectral Flux Spectral flux measures how fast power changes in a signal by320
comparing adjacent power spectra (Equation 8). In theory, depressed speech should waver more than321
Frontiers in ICT 11
Solomon et al. Running Title
the steady voice of a healthy individual. To calculate it, the Euclidean norm of the difference in power322
between adjacent frames is measured:323
SF (k) =
∥∥∥∥∥
∣∣S(k)
∣∣−
∣∣S(k + 1)
∣∣
∥∥∥∥∥ (8)
where S(k) is the power at frequency band with corresponding index k [50]. The spectral spread of each324
participant is normalized 0-1.325
4.2.6 Spectral Features: Spectral Roll-Off Spectral roll-off is defined [50] as the frequency point at326
which 80% of the power spectrum lies beneath it, or as in Equation 9:327
SR = 0.80
k−1∑
n=0
S(n) (9)
4.2.7 Cepstral Features Optimal representation of speech characterises an individual’s unique “filter,”328
or vocal tract, whilst removing any influence of the source. This is problematic, as per the source-329
filter model the two are inherently linked by convolution or multiplication in the time and frequency330
domains respectively. However, it is possible to use logarithms to separate the two by transforming the331
multiplications into summations:332
C(z) = log[X(z) ∗H(z)] = logX(z) + logH(z) (10)
where X(z) and H(z) are the source and filter frequency responses [63]. If the filter primarily contains low333
frequencies and the source mainly high frequencies, an additional filter can theoretically separate the two.334
The Z-inverse of C(z), measured in units of frequency, is called the cepstrum.335
Mel-frequency cepstral coefficients (MFCCs) are features commonly used in speaker recognition. A336
mel is simply a unit of measurement of perceived pitch, and takes into account the fact that humans have337
decreased sensitivity at higher frequencies. As with any short-term acoustic feature, the audio signal is338
assumed stationary over a small time scale (25 ms). If frames are shorter than this, not enough samples339
are present to adequately calculate speech properties, but if much longer, the signal changes too much340
throughout the frame. Frames are shifted by 10 ms to reflect signal continuity.341
Once the FFT is computed over each frame, a mel filter bank is defined using a set number of triangular342
filters uniformly spaced in the mel-domain, and the log of the energy within the passband of each filter343
is calculated. Thirty filters were used based on results of prior optimisation for depression classification344
[50].345
The discrete cosine transform (DCT) is then calculated on these logarithmic energies, and the MFCCs346
are the resulting coefficients. In doing so, energy is better represented according to human perception, and347
correlations between features are removed. Furthermore, by selecting only the first 12 coefficients, it is348
possible to isolate slower changes in filter bank energies, as higher frequency changes degrade recognition349
accuracy.350
MFCC values provide information on the power spectral envelope of a sequence of frames. However, to351
obtain dynamic information on coefficient trajectories over time,∆ (differential) and∆−∆ (acceleration)352
coefficients can be calculated by Equation 11 below:353
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dt =
φ∑
θ=1
θ (ct+θ − ct−θ)
2
φ∑
θ=1
θ2
(11)
where dt is the ∆ coefficient at time t calculated from the static coefficients c over the window size φ of354
9 frames [53].∆−∆ coefficients were calculated in the same manner. In theory, depression should result355
in decreased articulatory precision that is then reflected in these values.356
4.2.8 TEO-Based Features Teager Energy Operator (TEO)-based features are useful tools for357
analysing a signal’s energy profile and the energy required to generate that signal [36]. When applied358
to speech production, they are capable of taking into account nonlinear airflow, and are thus particularly359
significant in stress recognition due to the turbulent (and thus nonlinear) airflow at more emotional states.360
Two main types of vortices contribute to voice quality– the first of which results from normal flow361
separation due to the opening and closing of the glottis and is responsible for speaker loudness and362
high frequency harmonics. The second type is caused by fast air flow in emotional or stressed states,363
which creates vortices around the vestibular folds and consequently produces additional excitation signals364
unrelated to the measured fundamental frequency generated by glottal closure [39, 74, 76, 75]. The365
operator used to generate this TEO energy profile is mathematically calculated via Equation 12 below:366
ψ(x[n]) = (x[n])2 − x[n+ 1] ∗ x[n− 1] (12)
where ψ is the Teager Energy Operator and x[n] is the corresponding nth sample of speech [50]. Some367
studies have reported strong performance of these features in classifying depression [53, 52], which368
prompted their use in these experiments.369
4.2.9 Statistical Analysis The aforementioned features were tested for their ability to discriminate370
between pairwise comparisons of healthy and depressed participants using t-tests with each WAV file used371
as a data point. Any features that were not statistically significant at the 0.05 alpha-level were not used372
in later modelling. One-tailed t-tests were used if the relationship between that feature and depression373
was known. For example, depressed participants should exhibit lower energy levels than their healthy374
counterparts. If the relationship was not known, two-tailed tests were performed.375
5 RESULTS
Our analysis of relevant vocal cues of depression was done in three steps. Firstly we performed a brief376
visual inspection of features that the clinical literature suggests are strong indicators of depression.377
Secondly, we took inspiration from a study in audio-based emotion recognition and find which of the378
features that are valuable for emotion recognition also are statistically significant in detecting depression.379
Finally, we performed a Machine Learning analysis, in which we trained two simple classifiers to do380
subject-independent depression recognition. In the last study, we also experimented incremental greedy381
feature selection.382
In general, the visual inspection of what are supposed to be relevant features for depression recognition383
did not reveal any strong patterns. Fig. 4 shows what were perhaps the most salient results, based on384
the Log Energy of the speech signal. Although most depressed participants seemed to generally have385
lower energy levels than their healthy counterparts as in Fig. 4(a), significant subject variations and an386
outlier obscured this relationship. Comparing participants directly in matched pairs proved much more387
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(a) (b)
(c) (d)
Figure 4. Average log energy was plotted for each participant grouped by (a) classification, (b) matched pairs, (c) gender, and (d) native language. Although
patterns may be difficult to ascertain at first glance, in general each depressed participant exhibited significantly lower energy than their corresponding healthy
control. Due to the uneven number of total participants, one point had no matched pair.
revealing, as almost all of the matched pairs demonstrated lower energy levels for depressed participants388
when compared with their healthy counterpart (Fig. 4(b)). Males generally had less energy than females389
(c), but with a sample size of four, this trend is not statistically significant. Native English speakers seemed390
to have wider variations in their average energy levels than non-native speakers (d), but again the trend is391
not statistically significant.392
A statistical analysis was performed on select features to capture patterns that are not apparent from393
visual inspection. As the full space of features is very large, we focused our study on features that394
have previously been found to be of significant value in emotion recognition [32]. Because depression395
is inherently a mood disorder, the voice should exhibit similar cues as found in some negative396
emotions. Therefore we hypothesise that some of these features might also be significant for depression397
classification.398
Each feature was compared within a matched pair of a healthy and a depressed individual, and the total399
number of statistically significant matched pairs is listed within each corresponding cell in Tables 1 and400
2. If six or more (out of eight) pairs exhibited significant differences, the feature was deemed a potential401
indicator of depression and shaded in blue or teal. It was noted that this process does not necessarily402
imply that the difference is due to depression alone, but rather, that depression is possibly correlated403
with that particular feature. Both normal and concealed behaviour were tested. Features that were found404
to be significant for both normal behaviour and to detect emotion (as found by Iliou’s study [32]) are405
highlighted with thicker black borders in Table 1. 24 features were noted as significantly different during406
normal behaviour.407
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Table 1. Features determined to be significantly different between healthy and depressed matched pairs
during normal behaviour are shaded in blue. The number in each cell represents the number of matched
pairs that were statistically different at the 0.05 α level. Features that were significant both during normal
and concealed behaviour as well as in [32] are outlined in thick black lines for emphasis.
Normal(Behavior(
Prosodic(
Feature(
Mean( STD(
Mean(of(
Derivative(
STD(of(
Derivative(
Max( Min( Range(
Pitch( 5" 2" 3" 3" 4" 6" 2"
MFCC1( 3" 6" 6" 5" 5" 3" 4"
MFCC2( 4" 3" 6" 6" 5" 3" 3"
MFCC3( 6" 5" 5" 4" 5" 6" 4"
MFCC4( 4" 4" 5" 6" 6" 2" 4"
MFCC5( 7" 3" 3" 4" 6" 6" 6"
MFCC6( 4" 5" 3" 3" 5" 2" 4"
MFCC7( 5" 5" 3" 4" 4" 4" 5"
MFCC8( 6" 6" 3" 5" 6" 4" 6"
MFCC9( 4" 1" 3" 3" 5" 4" 1"
MFCC10( 6" 3" 4" 4" 6" 5" 3"
MFCC11( 5" 4" 4" 4" 4" 3" 3"
MFCC12( 5" 4" 4" 4" 5" 4" 6"
Energy( 5" 4" 7" 7" 6" 4" 6"
!
Table 2. The above table indicates speech features determined to be significantly different between
health and depressed matched pairs during concealed behaviour. The number of differing matched pairs
is specified in the cell, and features with six or more significant pairs are shaded in green. Features that
were significant for both normal and concealed behaviour are again indicated by thick black lines.
!
!
Concealed(Behavior(
Prosodic(
Feature(
Mean( STD(
Mean(of(
Derivative(
STD(of(
Derivative(
Max( Min( Range(
Pitch( 1" 3" 4" 5" 1" 6" 3"
MFCC1( 4" 4" 7" 6" 4" 2" 4"
MFCC2( 4" 3" 6" 6" 3" 3" 4"
MFCC3( 3" 3" 5" 6" 1" 2" 4"
MFCC4( 3" 1" 5" 4" 7" 2" 1"
MFCC5( 6" 4" 4" 4" 6" 6" 3"
MFCC6( 2" 1" 1" 1" 3" 2" 2"
MFCC7( 3" 2" 4" 5" 5" 2" 2"
MFCC8( 5" 3" 5" 3" 6" 5" 3"
MFCC9( 4" 1" 4" 4" 5" 2" 3"
MFCC10( 5" 1" 4" 3" 6" 4" 2"
MFCC11( 5" 2" 3" 2" 7" 5" 2"
MFCC12( 3" 1" 4" 2" 4" 3" 1"
Energy( 5" 5" 6" 7" 6" 5" 6"
!
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The significance of features between normal and concealed behaviour was also examined. Of the 17408
features that exhibited significant differences between healthy and depressed individuals for concealed409
behaviour, 14 were also significant during normal behaviour (see Table 2). Although these features are410
not necessarily indicators of depression, it is nonetheless interesting that features that were considered411
significant for concealed behaviour were almost always significant for normal behaviour as well. The412
MFCCs were tested with a two-sided t-test whereas pitch and energy were tested with a one-sided test, as413
it was hypothesised that depressed participants would have lower pitch and energy values.414
Log energy and its analogous statistics were some of the most distinguishing features between groups415
during spontaneous speech. Given that most depressed participants were generally softer-spoken than their416
healthy counterparts, this was somewhat expected. On the other hand, most features related to pitch and417
statistical functions thereof were surprisingly poor differentiators. This is perhaps due to the fact that pitch418
itself is extremely person dependent and might require normalisation for direct comparison. Additionally,419
participants who were non-native English speakers generally had wider variations in pitch irrespective of420
their classification. It was further noted that “significance” itself was tested differently in this study than421
in [32], which may account for some of the discrepancy.422
5.1 MACHINE LEARNING EVALUATION
We performed Machine Learning analysis with two goals: to determine whether it is possible to423
detect depression even if a participant tried to conceal their depressive behaviour, and to to determine424
the minimum set of features needed to robustly discriminate between depressive and non-depressive425
behaviour.426
For the first goal, machine learning models were trained on normal behaviour data to find an optimal427
classifier. Four different classifiers were assessed not only based on their subject-based classification428
accuracy, but also on their sensitivity. As these techniques would ideally be implemented in an automatic429
diagnostic device, it was more important to have high sensitivity (percentage of people correctly diagnosed430
with depression) than high specificity (percentage of people correctly identified as healthy). The trained431
model was then tested on the concealed data and its performance noted.432
Naive Bayes, k-Nearest Neighbour, Random Forest and Neural Network classifiers were selected433
because they are known to perform well on such problems, and are very well understood. In training434
the models, leave-one-subject-out cross-validation was used to avoid one of the many common pitfalls in435
using machine learning techniques: overfitting, which can often lead to mistakenly overoptimistic results436
[34, 22]. Thus, we trained 16 separate models on the normal behaviour data, each time leaving out the437
data of one subject. Each model would then be tested on either the normal or concealed data of the left-out438
subject only. Note that in our approach, the concealed data was never used to train any of the models.439
Of the four classifiers, both the Naive Bayes and kNN classifiers demonstrated remarkable classification440
accuracy for both normal and concealed behaviour, as shown in Table 3. Although both achieved441
classification accuracies (CA) of 88.24% on a per-subject basis, the Naive Bayes classifier exhibited442
superior sensitivities of 88.89% and 75% for normal and concealed behaviour respectively compared to443
77.78% CA and 75% sensitivity for the kNN classifier. Results indicated that addition of the cepstral444
features did not improve results. Applying Occam’s razor, it was found that best results are obtained using445
prosodic features in this setting.446
To further refine a minimal set of robust indicators of depression, features that were found to be447
significant in previous sections were combined stepwise by category. For example, a model based448
solely on timing measures (TM) was created first, and other prosodic features of pitch and energy were449
incrementally added in and tested for improvement. Similarly, MFCCs were included in later iterations.450
The effects of feature selection are clearly shown in Table 4. The Naive Bayes model achieved a high level451
of accuracy using only two features: total time and average absolute deviation of pitch, whereas the kNN452
model required three: total time, average absolute deviation of pitch, and speaking rate. It is important453
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Table 3. Comparison of optimal classifier performances in terms of classification accuracy (CA) and
sensitivity with the addition of prosodic (P), cepstral (C) or both categories of features. The results of
the best classifiers are highlighted in grey. TM only means only timing measure features were used. If
performances were numerically equivalent, minimum feature sets were considered superior.
Classifier Feature Set 
Normal Behavior Concealed Behavior 
CA Sensitivity CA Sensitivity 
Naïve 
Bayes 
(P)– TM Only 76.47 66.67 56.25 50.00 
(P) –All 88.24 88.89 81.25 75.00 
(P) + (C) 88.24 88.89 81.25 75.00 
kNN 
(P)– TM Only 76.47 77.78 75.00 75.00 
(P) – All 88.24 77.78 75.00 75.00 
(P) + (C) 88.24 77.78 75.00 75.00 
Random  
Forest 
(P) – TM Only 76.47 77.78 68.75 75.00 
(P) – All 76.47 77.78 75.00 87.50 
(P) + (C) 76.47 77.78 75.00 87.50 
Neural 
Network 
(P) – TM Only 70.59 66.67 62.50 62.50 
(P) – All 76.47 77.78 62.50 62.50 
(P) + (C) 76.47 77.78 62.50 62.50 
!
!
!
to note that the reclassified participant was not included in calculations performed on the concealed task454
data, so results were calculated out of 16 participants instead of 17.455
Examining the data further revealed some interesting patterns. For example, when average absolute456
deviation of pitch was plotted against total time, there appeared to be a general range from 16-22 Hz457
that frame-to-frame pitch deviations for healthy individuals fell within (Fig. 5). Furthermore, during (a)458
normal behaviour, many of the depressed participants had noticeably lower pitch deviations than the459
control group, which logically corroborated with clinical observations. This pattern somewhat inverted460
during (b) concealed behaviour, although to such an extent that many depressed participants varied their461
pitch too much that the deviation still was not within the “normal” range.462
A potential problem with the interpretation of Fig. 5 is that our experimental design only considers463
concealing voice control by depressed participants. The reason for this is that there is no need for non-464
depressed participants to appear non-depressed. Nevertheless, we want to judge whether the increased465
deviation in pitch of depressed also occurs in healthy controls if they conceal something from an466
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Table 4. Sequential feature selection ranked by information gain during normal behaviour. Optimal
results were obtained with very few features.
 
Feature 
Naïve Bayes Classifier kNN Classifier Inf. 
Gain CA Sensitivity CA Sensitivity 
Average Absolute 
Deviation (Pitch)  
64.71 66.67 
58.82 66.67 0.594 
Articulation Rate 82.35 77.78 70.59 77.78 0.521 
MFCC8 70.59 66.67 70.59 77.78 0.403 
Total Time 64.71 66.67 88.24 77.78 0.380 
ASD 64.71 66.67 88.24 77.78 0.380 
Phonation Time 70.59 77.78 70.59 66.67 0.380 
MFCC1 70.59 77.78 76.47 77.78 0.359 
Δ-MFCC7 76.47 77.78 76.47 77.78 0.330 
STD of Derivative 
(Pitch) 
70.59 77.78 
76.47 77.78 0.330 
MFCC7 64.71 77.78 76.47 77.78 0.330 
Speaking Rate 76.47 77.78 76.47 77.78 0.315 
Average Absolute 
Deviation (Energy) 
76.47 77.78 
76.47 77.78 0.315 
MFCC10 70.59 77.78 76.47 77.78 0.286 
Δ-MFCC6 70.59 77.78 76.47 77.78 0.168 
Δ-MFCC9 70.59 77.78 76.47 77.78 0.095 
Δ-MFCC8 70.59 77.78 76.47 77.78 0.095 
STD (Pitch) 70.59 77.78 64.71 66.67 0.095 
Δ-MFCC10 70.59 77.78 64.71 66.67 0.050 
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(a) Normal Behaviour (b) Concealed Behaviour
Figure 5. Scatterplot of average absolute deviation in pitch against total duration of speech for (a) normal behaviour and (b) concealed behaviour. Most healthy
participants appeared to have pitch deviations between 16-22 Hz, whereas depressed participants had markedly smaller deviations during normal behaviour.
This trend was somewhat reversed when depressed participants were asked to conceal their depression, with many falling above this range. The reclassified
participant is outlined in blue.
interviewer in similar experiments. For this we turned to the literature on lie detection. Agnelli & Cicery467
reported that in healthy subjects lying resulted in a greater number of pauses and words and either over-468
controlled reduced variation in tone or lacking control of tone (so more variable) [46]. The changes in469
tone within depressed subjects therefore follow the general pattern shown in healthy subjects in terms of470
tone that a few people do not change their tone under deception. However the overall conclusion that the471
machine is not fooled still stands.472
A similar clustering occurred when average absolute deviation of pitch was plotted against the first mel-473
cepstral frequency coefficient (Figure 6). Although it is difficult to pinpoint a specific physical quantity474
that the first MFCC represents, the coefficients as a whole are used to uniquely characterise the vocal tract.475
This trend was thus noted as an interesting observation that could be investigated in future experiments.476
Several expected clinical observations were confirmed visually by plotting some of these features against477
each other. For example, in Figure 7, articulation rate was plotted against total duration of speech.478
As indicative of the psychomotor retardation characteristic in many people with depression, depressed479
participants generally spoke at a slower rate and took more time to say the same phonetic content.480
6 CONCLUSION
We presented our results of a study that looked into the automatic detection of depression using audio481
features in a human-computer interaction setting. In particular, we set out to discover how hard it would be482
to fool or cheat such an automated system. In our study on 17 matched healthy and depressed participants,483
we found that depressed participants seemed to follow the predicted pattern of lower energy levels in484
speech. Many of the prosodic and cepstral features that have before been used in emotion recognition were485
also found to be significant in depression recognition. However, not all features that were significant in486
differentiating depressed and healthy participants were the same as with those used in emotion recognition.487
These inconsistencies may suggest some dependency on the data collected and the methods used to acquire488
it, or perhaps on more fundamental differences between emotion and depression. One important finding489
of our study was that almost all features found to be significant during concealed behaviour were also490
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(a) Normal Behaviour (b) Concealed Behaviour
Figure 6. Scatterplot of average absolute deviation in pitch against the first mel-frequency cepstral coefficient for (a) normal behaviour and (b) concealed
behaviour. A clustering of healthy participants within a particular range is again evident, and during concealed behaviour, depressed participants seem to vary
their behaviour more substantially. The reclassified participant is again outlined in blue.
Figure 7. Scatterplot of articulation rate against total time. Depressed participants generally had a slower articulation rate and took more time to utter the
same phonetic content. The strong linear correlation of these features is also evident.
significant during normal behaviour. This indicates that it may be hard to fool an automated system for491
depression screening. If supported by further evidence, this finding should have major implications for492
the development of reliable depression screening or monitoring systems. The second important finding493
from our study was that we attained high classification accuracy and depression recognition precision494
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using only simple Machine Learning techniques. Both k-Nearest Neighbours and Naive Bayes attained495
classification rates over 80% when using only 3 or 2 most salient features, respectively.496
Classifications were surprisingly accurate given that only so few features were used, and remained high497
for concealed behaviour. This may indicate that the selected features are robust indicators of depression.498
However, our findings are presented in full knowledge that given such a small, restricted sample size499
(n = 17), findings from this study do not necessarily generalise to the population as a whole. A study500
on a larger population will form part of our future work. In addition, we will incorporate visual cues of501
depression to improve the accuracy of our predictions.502
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