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Abstract
Ordering phenomena in materials often have a crucial impact on materials prop-
erties. They are governed by the competition between entropy and energy. Ac-
cordingly simulating these aspects requires the construction of models that enable
an computationally efficient exploration of the relevant configuration space. Alloy
cluster expansions are a technique that is particular suitable for this task as they
can be trained to reach high accuracy while being computationally suitable for
rapid sampling via Monte Carlo techniques.
In this thesis alloy cluster expansions have been applied in combination with Monte
Carlo simulations to study the ordering behavior in various inorganic clathrates.
Inorganic clathrates constitute a class of systems with a cage-like framework that
can trap loosely bound atoms or even small molecules. These systems are small
band gap semiconductors and have a very low lattice thermal conductivity, which
gives rise to very good thermoelectric properties. Additionally the host atoms
and cage framework can be occupied by a wide range of elements which provides
extensive opportunities for property optimization. Inorganic clathrates are thus
good examples for systems with a high degree of variability in composition, for
which ordering phenomena play a crucial role.
In paper I we studied the ordering behaviour of Ba8Ga16Ge30. Configurations rep-
resentative for different annealing temperatures were extracted from Monte Carlo
simulations and further analyzed to obtain the temperature dependency of the ther-
moelectric power factor. These data was subsequently used to construct a cluster
expansion for the power factor itself, which enabled us to optimize the chemical
ordering that maximizes this property. The approach developed in this work is
generalizable and can be adapted to other materials.
In paper II we studied the ordering behavior and related properties in the clathrate
systems Ba8Al𝑥Si46−𝑥, Ba8Al𝑥Ge46−𝑥, Ba8Ga𝑥Ge46−𝑥, and Ba8Ga𝑥Si46−𝑥 as a
function of composition and temperature. We achieved very good agreement with
the available experimental data for the site occupancy factors (SOFs). This en-
abled us to reconcile experimental data from different sources and explain the non-
monotonic variations of the SOFs. In particular, we provided a rationale for the
extreme SOF behavior with varying composition observed in Al based clathrates.
Keywords: Cluster expansion, Monte Carlo, Inorganic clathrates, ordering phe-
nomena
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1
Introduction
1.1 Ordering phenomena
This thesis deals with ordering phenomena in inorganic clathrates. The ordering in
a material is dictated by the energetics and the entropy of the material. Common
methods used to model mixtures in multi-component systems is demonstrated in
this chapter. It will be shown that in order to model the ordering of complex
materials the best available models are required.
1.1.1 Entropy and order
Entropy is a measure of the disorder in a system. The second law of thermodynam-
ics states that disorder in a closed system can only increase; in other words closed
systems tend to evolve from ordered to disordered states. A simplified example of
this is the process of shuffling a fresh deck of cards. The initial state when the
deck of cards are in perfect order will “never” appear again in the process of the
shuffling since, assuming random shuffling, the probability to end up in the initial
state are roughly 1 in 1068. As the shuffling continues the deck of cards becomes
more and more disordered.
Another example is the tossing of coins. Imagine having 100 coins and tossing
them all at once. A particular sequence can be denoted as head–tail–head–head–…
and so on. The probability that all come up heads is the probability of the first
coin coming up as heads times the probability that the second coin comes up as
heads and so on, hence the probability is (1/2)100. This probability is the same for
any sequence of the coin toss. Yet from intuition we would expect that all coins
coming up as heads should almost never happen.
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The resolution to this conundrum lies in the distinction of a specific sequence
of coin tosses, called microstates, and the total number of heads and tails of a
particular sequence, called a macrostate. All microstates are equally probable but
the probabilities for different macrostates vary over a wide range. The probabil-
ity of the macrostate is the number of all microstates that correspond to that
macrostate divided by the number of all possible microstates. The number of total
microstates are 2100 and the number of microstates for a macrostate is given by
(100𝑛 ) = 100! /𝑛! (100 − 𝑛)!. Consequently the probability of all coins ending up as
heads is 1/2100 whereas the probability of ending up with 50 heads is 1029 more
likely with a probability of about 1029/2100. Note that the number of microstates
for a particular macrostate is commonly referred to as the multiplicity of that
macrostate.
Mathematically entropy is measured as 𝑆 = 𝑘𝐵 ln Ω, where 𝑆 is the entropy, 𝑘𝐵
is the Boltzmann constant and Ω is the multiplicity of the system. Hence increasing
the entropy, or the disorder, simply implies that the system has changed to a more
likely state.
The principles of the coin toss example are easily extended to atomic systems.
Imagine a system comprised of 100 𝐴 atoms. By mixing one 𝐵 atom into the
system the number of possible microstates increases by a factor of 100, as there
are 100 possible sites to insert the 𝐵 atom. A system of atoms obeys the same
combinatorics as the coin flipping. Hence the entropy increases by mixing and
if we are neglecting the atomic interactions the system will have a tendency to
spontaneously start mixing.
1.1.2 Free energy
Entropy goes a long way in explaining the ordering behaviour of materials. Yet, in
nature many materials are observed to exhibit ordered states, which have (much)
lower entropy than disordered states. Thus if entropy is one half of the picture to
explain disordering, the energy is the other half that has to be included. Consider
again the case of the 𝐴𝐵 atomic system, for which we saw that the entropy can
be tremendously increased by mixing 𝐴 and 𝐵 atoms. In general there is an ener-
getic cost associated with mixing. If the formation of 𝐴−𝐵 bonds is energetically
unfavorable compared to 𝐴 − 𝐴 and 𝐵 − 𝐵 bonds there is a penalty for mixing
and less mixing is expected. On the other hand if 𝐴 − 𝐵 bonds are more favor-
able, the system can both lower its energy and increase its entropy by mixing and
more mixing is expected. This interplay of entropy and energy is expressed in the
Helmholtz free energy of the system
𝐹 = 𝑈 − 𝑇𝑆, (1.1)
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where 𝑈 is the internal energy and 𝑇 is the temperature. Generally speaking a
system described in the canonical ensemble will strive to minimize its free energy.
According to Eq. (1.1) the entropy term becomes more important for higher tem-
peratures. Hence, at a low temperature a system is more likely to be observed in its
low energetic state, where the chemical bonds dictate the ordering of the material.
As the temperature is increased, however, the material becomes more disordered.
1.1.3 Examples
Many materials can exhibit some form of chemical order which are crucial to under-
standing their properties. One example is Zn4Sb3 which is a material with a high
thermoelectric figure of merit, which is partially due to its low thermal conductiv-
ity [1]. It has been identified that the source of this low thermal conductivity is
due to Zn disorder and Zn nanostructuring which are sources of phonon scattering
[2, 3, 4].
Skutterudites are another example of material with chemical order, which are
a type of cage like materials which are high performance thermoelectric materials
[5, 6, 7, 8, 9]. The skutterudites owe some of its success as good thermoelectric
materials from their low thermal conductivity. These materials can lower their
thermal conductivity by filling these voids with rare earth metals [10, 11]. It has
been observed that the minima of the thermal conductivity is obtained for a partial
filling of the voids for some skutterudites [7]. An understanding of how these filler
atoms order can thus be very helpful in order to design optimal skutterudites [12].
Yet another example of thermoelectric materials with chemical ordering are the
inorganic clathrates. The clathrates possesses a large unit cell which can support
a wide range of elemental components and compositions. The ordering in inor-
ganic clathrates show large variations with compositions and constituent atoms
[13, 14, 15]. The power factor, which is an integral part of thermoelectric effi-
ciency, has been demonstrated to be able to be optimized by more than 60% for
certain chemical ordering patterns [16]. Inorganic clathrates are described in more
detail in chapter 2.
1.2 Mixing in multi-component systems
1.2.1 The dilute limit
Consider a system of 𝑁 particles where all particles are of type 𝐴 except for 𝑛
particles of type 𝐵. This system is said to be in the dilute limit if 𝑁 ≫ 𝑛. In
the dilute limit the 𝐵 particles are so few and spread out so it is assumed that
interactions between 𝐵 particles can be neglected. Hence, Δ𝐹 , the free energy
associated with adding or subtracting a 𝐵 particle, is constant as a function of
3
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composition. The equilibrium concentration in the dilute limit is then given by 𝑐 =
𝑐0 exp [−Δ𝐹/𝑘𝐵𝑇 ], where 𝑐0 is the concentration of sites available for substitution.
1.2.2 Concentrated solutions: Mean-field treatment
When the condition 𝑁 ≫ 𝑛 is no longer fulfilled the system is said to be in the
concentrated limit. Here, the 𝐵 atoms have become so numerous that their mutual
interaction must be taken into account and the free energy of adding or removing a
𝐵 atom becomes dependent of the concentration. The simplest treatment applied
in the concentrated limit is provided by the mean field approximation to the Ising
model. The energy, entropy and the free energy of the system can be expressed in
terms of an order parameter, which describes, e.g., the average number of 𝐴 − 𝐵
bonds in the structure. The order parameter observed for a certain temperature
and concentration is the one that minimizes 𝐹 . The Helmholtz free energy of the
system is given by [17, 18]
Δ𝐹mix = Δ𝑈mix − 𝑇Δ𝑆mix,
Δ𝑈mix = 𝜔𝑐(1 − 𝑐),
Δ𝑆mix = −𝑘𝐵 [𝑐 ln 𝑐 + (1 − 𝑐) ln (1 − 𝑐)] ,
(1.2)
where 𝜔 describes the energy cost of mixing and creating an 𝐴−𝐵 bond, 𝑐 is the
𝐵 concentration and 𝑘𝐵 is the Boltzmann constant. The effects of Δ𝑈mix and 𝑇 on
Δ𝐹mix are illustrated in Fig. 1.1. Some comments are in order. First, all expressions
are symmetric in the concentration 𝑐. Secondly, the mixing entropy, Δ𝑆, is positive
across the entire concentration range. Consequently the contribution of entropy
to the free energy is always negative. Hence, for 𝑇 → ∞, entropy will be the
dominating term and the free energy will always be minimized by mixing (Δ𝐹mix <
0. For the case of Δ𝑈mix > 0 there is a competition between energy and entropy
that determines whether the components mix or segregate. For Δ𝑈mix > 0 and
low 𝑇 , Δ𝐹mix can change sign, giving rise to a miscibility gap (Fig. 1.1d).
This very simple form is not suitable for modeling the vast majority of systems.
It can, however, be generalized leading to the semi-empirical CALPHAD approach
to modeling phase diagrams. In this case, the various contributions to the mixing
energy and entropy are expressed in polynomial expansions in temperature and
composition. The expansion coefficients are most commonly obtained by fitting to
experimental data and, more recently, also from first-principles calculations. The
resulting models are widely used in industry for alloy design and optimization.
1.2.3 Concentrated solutions: Beyond mean-field
The mean-field approach outlined in the previous section is fundamentally semi-
empirical in its nature and requires input in the form of either experimental or
4
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Figure 1.1: The free energy of mixing Δ𝐹mix as a function of composition assuming
mixing is (a,b) energetically favorable (Δ𝑈mix < 0) and (c,d) unfavorable (Δ𝑈mix >
0), respectively, at (a,c) high and (b,d) low temperature 𝑇 .
computational data. Experimental data is often difficult and/or expensive to ac-
quire; there are also various cases, in which it is downright impossible to extract
meaningful data from experiments. This applies for example at low temperatures
when thermodynamic equilibrium cannot be reached reliably.
For illustration consider the W–Ti system as analyzed using a combination of
first-principles calculations, lattice models and Monte Carlo simulations. The anal-
ysis reveals a ground state structure at 80% tungsten concentration [19]. At low
temperatures this configuration is much more likely to be observed than other con-
figurations leading to a distinct feature in the mixing energy (Fig. 1.2a) and even
more so the mixing entropy (Fig. 1.2b). These features are absent in CALPHAD
assessments of the W–Ti system, which instead commonly assume complete im-
miscibility, i.e. a positive mixing energy throughout. This approximation is owed
to the fact that W is a refractory metal, which renders experimental data below
approximately 1300K unreliable.
The combination of first-principles calculations (commonly density functional
theory (DFT)) and lattice models (usually alloy cluster expansion (CEs)) allows
one to accurately predict the behavior of multi-component mixtures with little or no
experimental input. In the present thesis the application range of these techniques
is further extended to analyze ordering in inorganic clathrates.
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Figure 1.2: (a) Mixing energy and (b) mixing entropy as a function of composition.
1.3 Thesis guide
In this thesis a series of inorganic clathrates (chapter 2) has been investigated.
Clathrates are inclusion compounds with complex ordering of the constituent atoms.
For the systems of interest in this work, there are (4616) ≈ 1012 possible ways to place
the atoms in the unit cell, excluding symmetry. One therefore requires extremely
efficient means to evaluate the energies of different configurations in order to inves-
tigate the vast configurational space of these systems. In this work this is achieved
by means of cluster expansions (chapter 3) while Monte Carlo simulations are em-
ployed to obtain thermodynamical averages (chapter 4). The results of this work
have been published in two peer-reviewed journal articles (chapter 5).
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Inorganic clathrates
Inorganic clathrates constitute a class of inclusion compounds that exhibit a cage-
like framework in which the cages are occupied by guest atoms or small molecules
[20, 21]. The guest atoms, which are undersized relative to their respective cage,
can act as so-called rattlers, lowering the lattice thermal conductivity. The frame-
work structure can support a rather wide range of compositions, from binary sys-
tems to ternary and higher order. The availability of different compositions and
the resulting variability of the distribution of elements in the framework provide
opportunities for optimizing material properties. Inorganic clathrates have been
studied in particular as potential high-performance thermoelectric materials due
to their low intrinsic thermal conductivity [22, 23], suitable band gap [24, 25, 26],
good dopability, and compositional variability [13].
2.1 Crystal structure
Inorganic clathrate can be categorized according to their symmetry [20, 21]. The
present thesis focuses on type I clathrates, which have received the most attention
so far (Fig. 2.1). The framework structure of type I inorganic clathrates contains
46 tetrahedrally coordinated host atoms in the unit cell. It is the geometrical
arrangement of these 46 atoms that provides eight voids (or cages) per unit cell
for the guest atoms. There are two smaller dodecahedral cages and six larger
tetrakaidecahedral cages. The crystal structure belongs to the cubic space group
Pm ̄3n. In Wyckoff notation the center of the cages are 2𝑎 and 6𝑑 for the dodec-
ahedral and tetrakaidecahedral cages, respectively, whereas the framework atoms
occupy Wyckoff sites 6𝑐, 16𝑖 and 24𝑘.
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Guest 
atoms
Host 
atoms
2a
                  6d
6c
16i
6c
24k
24k
16i
Figure 2.1: Crystal structure of type I clathrates. The guest species (Ba) occupies
Wyckoff sites of type 2𝑎 and 6𝑑, while the host species (Ga, Al, Ge, Si) occupy
Wyckoff sites of type 6𝑐, 16𝑖, and 24𝑘. The configurations in the bottom row
illustrate the environments for 6𝑐, 16𝑖, and 24𝑘 sites, respectively.
2.2 The Zintl concept
The Zintl concept provides a rationale for the stoichiometry of semiconducting
clathrates. It requires four electrons to be available for each tetrahedrally bonded
host atom, while the guest atom is assumed to donate its valence electrons to the
host framework. The number of electrons required to form bonds between the 46
host atoms is thus 184.
The general formula for type I clathrates is A8M𝑥M’46−𝑥. The clathrates studied
in this thesis are comprised of Ba, Ga/Al, Ge/Si for A, M and M’ respectively. Each
Ba atom can donate two electrons, whereas Ga/Al and Ge/Si provide three and
four valence electrons, respectively. Therefore, for 𝑥 = 16 all bonds saturated.
Lowering the Ga/Al composition thus leads to electron deficiency and the material
is expected to be n-doped. Likewise, increasing the Ge/Si concentration creates a
p-doped material. As a thermoelectric element requires both an n-doped and p-
doped material to function, clathrates can in principle achieve both of these limits
by variation of the composition.
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2.3 Ordering
The host framework of inorganic clathrates usually comprises several different
Wyckoff sites (in the present work 6𝑐, 16𝑖, and 24𝑘), which occupied by several dif-
ferent species (here Ga, Ge, Si, Al). If the different sites were occupied statistically
one would expect for a stoichiometric sample (𝑥 = 16) 16/46 ≈ 35% of the sites
to be occupied by Al or Ga. Measurements of the so-called site occupancy factor
(SOFs) reveal, however, dramatic deviations from this average [13]. The deviation
from an entropically desirable random occupation (i.e., 35%) indicates that the
interaction between the constituents plays a crucial role and the experimentally
observed ordering (i.e. SOFs) arise from a competition of energy and entropy.
The SOFs vary between the compounds and can also show strong, non-monotonic
variations with the stoichiometry [13, 14, 15]. Furthermore, the SOFs show an
impact on transport properties [16]. Hence, understanding the ordering of these
materials is crucial for understanding their thermoelectric performance.
2.3.1 Empirical rules for SOFs
A set of guideline rules for the SOFs has been formulated on the basis of a range
of experimental data [13]. They are mostly based on the environment of each
Wyckoff site and the observation that direct bonds between trivalent atoms species
are unfavorable. There are three different bonding environments, one for each
Wyckoff site. The 6𝑐 sites have four 24𝑘 sites as nearest neighbors; the 24𝑘 sites
have one 6𝑐 site, two 16𝑖 sites and one 24𝑘 site as nearest neighbors; finally, the
16𝑖 sites have three 24𝑘 site and one 16𝑖 site as nearest neighbors.
The geometry of the lattice thus leads to the following set of rules.
1. A 6𝑐 site has no other 6𝑐 sites in its surrounding and hence 6𝑐 < 100%.
2. The same argument can be made to the other two sites giving 24𝑘 < 50%
and 16𝑖 < 50% since there is one 24𝑘 − 24𝑘 and one 16𝑖 − 16𝑖 pair per 24𝑘
site and 16𝑖, respectively.
3. Furthermore, 6𝑐 + 24𝑘 < 100% since the 6𝑐 site binds to four 24𝑘 sites and
the sum of the SOFs should be below 100%.
4. Also 16𝑖 + 24𝑘 ≤ 50%. As pointed out in Ref. [14], however, this rule is too
restricted and the condition to avoid trivalent nearest neighbors is actually
16𝑖 + 24𝑘 ≤ 83.3%.
The violation of the last rule can also be seen in papers I and II in this thesis, where
we present ground state SOFs with no trivalent nearest neighbor and 16𝑖 + 24𝑘 =
56.25%. With that small modification, the rules, based on simple assumptions, are
in good agreement with the experimental data.
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2.3.2 Guideline for variations of SOFs
The rules described above cannot provide a direct rationale for explaining the
variations in the SOFs as a function of composition. Different components in
the framework structure will show different variations due to composition [15].
Here, atomic scale simulation, e.g., based on cluster expansions parametrized us-
ing first-principles calculations, provide a way to obtain very detailed information
[16, 27, 15]. In Ref. [15] it was found that Al-based clathrates (Ba8Al𝑥Ge46−𝑥,
Ba8Al𝑥Si46−𝑥) exhibit a strong, non-monotonic variation of the SOFs with Al con-
tent, whereas Ga-based clathrates (Ba8Ga𝑥Ge46−𝑥, Ba8Ga𝑥Si46−𝑥) show a mono-
tonic dependence on Ga content. It was argued that the differences observed were
largely due to the Al–Al repulsion being twice as strong as the Ga–Ga repulsion.
In other words, the Al-based clathrates demonstrate a more extreme SOF behavior
in order to avoid costly Al–Al bonds. The observations and conclusions from paper
[15] have not been transferred to a general SOF model of clathrates. The results,
however, demonstrate that information from first-principles calculations provides
an efficient and accurate means to predict and rationalize ordering in these mate-
rials.
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3.1 Introduction
The partition function 𝒵, contains all thermodynamic information of a system To
compute 𝒵 one needs to calculate the potential energy for each possible microstate
of the system. For this to be feasible, however, one needs very efficient energy cal-
culations. To this end, the alloy CE technique provides a computationally efficient
and accurate way of calculating the energy for different microstates. In the cluster
expansion formalism the system being operated on is described by the occupation
vector 𝝈 where 𝜎𝑖 can, for a binary system, assume a value of either 0 or 1 de-
pending on if an A or B atom is on lattice point 𝑖 (Fig. 3.1). Even though the
cluster expansion acts on a perfect lattice it can still capture the contribution of
relaxations of the atoms by mapping relaxed structures onto the perfect lattice.
The remainder of the chapter is organized as follows:
• The definition of a cluster can be found in section 3.2
• The formal theory of cluster expansions can be found in section 3.3.
• The construction of a cluster expansion and how it can be seen as solving a
linear equation system can be found in section 3.4
• In section 3.5 the concept of compressive sensing is introduced. compressive
sensing (CS) are a class of algorithms that can be used to find the effective
cluster interaction (ECIs) that describe a CE by solving the linear equation
system.
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1 2 3 4 5
6 7 8 9 10
11 12 13 14 15
= A atom = B atom
𝜎 = 0, 1, 0, 1, …
a) b)
Figure 3.1: a) A fixed lattice with numbered lattice points. b) When the lattice
points are occupied by atoms the state of the system can be described by the 𝝈
vector where 𝜎𝑖 is the occupation on site 𝑖.
• Cross-validation is introduced in section 3.6. Cross-validation is used both
to estimate the error of the obtained ECIs and can also be used to find the
best ECIs.
• An example of the procedure for constructing a cluster expansion for a simple
binary system can be found in section 3.7
3.2 Definition of a cluster
A cluster is defined as a set of lattice points, 𝜶 = {𝜎1, 𝜎2, ..., 𝜎𝑛}. A cluster is thus
associated with a cell and possible periodic boundary conditions. The order of a
cluster is defined as the number of lattice points in the cluster. A cluster of order
1 is called a singlet and order 2, 3 and 4 are called pair, triplet and quadruplet
respectively. The radius, or the size, of the cluster is defined as the average distance
of all the lattice points from the geometric center of the cluster. For a given lattice
a set of clusters can conveniently be defined as a vector of cutoffs, 𝒓cutoff. The
set of clusters will contain all clusters of order 𝑖 + 2 with a maximum interatomic
distance of less then or equal to 𝑟cutoff𝑖 . Figure 3.3 shows the clusters with the
smallest radius of a body-centered cubic (bcc) lattice up to sixth order.
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a) b)
Figure 3.2: Two microstates of the lattice with the same 𝝈 vector. a) The atoms
sit perfectly on the underlying lattice. b) Some atoms have small displacements
away from the ideal positions.
Pair 3-body 4-body 5-body 6-body
NN 2NN 3NN Vertex
distance
Figure 3.3: Illustration of the smallest clusters up to sixth order in a bcc lattice.
Figure 3.4: Symmetrically equivalent first nearest neighbor pair clusters in a square
lattice. These can be found by taking any one of the specific decorations and
repeatedly applying a 90 degree rotation until all four equivalent clusters are found.
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3.3 Formal theory
A CE is able to represent any function of the configuration, 𝑓(𝝈) if one can con-
struct a complete orthogonal basis of functions with respect to the scalar product
[28]
⟨𝑓, 𝑔⟩ = 1𝑀𝑁 ∑𝝈1…,𝝈𝑀𝑁
𝑓(𝜎)𝑔(𝜎)) (3.1)
where 𝑓(𝝈) and 𝑔(𝝈) are two arbitrary functions of the configuration, 𝑀 is the
allowed number of elements and 𝑁 is the number of lattice points in 𝝈.
3.3.1 Point functions
For each lattice point 𝑝 we define the 𝑀 orthogonal point functions Θ𝑛(𝜎𝑝)
Θ𝑛(𝜎𝑝) =
⎧{
⎨{⎩
1 if 𝑛 = 0
−cos (𝜋(𝑛 + 1)𝜎𝑝/𝑀) if 𝑛 is odd
−sin (𝜋𝑛𝜎𝑝/𝑀) if 𝑛 is even.
(3.2)
It can be verified that these point functions form an orthogonal set over all possible
occupation numbers [29],
⟨Θ𝑛, Θ𝑛′⟩ =
𝑀−1
∑
𝜎𝑝=0
Θ𝑛(𝜎𝑝)Θ𝑛′(𝜎𝑝) = {
0 if 𝑛 ≠ 𝑛′
≠ 0 if 𝑛 = 𝑛′. (3.3)
For example, in a three component system (𝑀 = 3) with 𝜎𝑝 = {0, 1, 2} the possible
point functions are
Θ0(𝜎𝑖) = 1, Θ1(𝜎𝑖) = −cos 2𝜋
𝜎𝑖
3 , Θ2(𝜎𝑖) = − sin 2𝜋
𝜎𝑖
3 .. (3.4)
3.3.2 Orthogonal basis
With these point functions an orthogonal set of functions Π(𝑠)𝛼 (𝝈) in the space of
the 𝑀𝑁 configurations on the lattice can be produced by generating the point
functions for all possible combinations of 𝑠 and lattice points 𝜶. So for a cluster
of lattice sites 𝜶 = {1, 2, ..., |𝜶|}, and a vector of allowed point function indices,
𝑠 = 𝑛1, 𝑛2, ..., 𝑛𝑙 the basis functions are given by,
Π(𝑠)𝛼 (𝜎) = Θ𝑛1(𝜎1)Θ𝑛2(𝜎2)...Θ𝑛𝑙(𝜎𝛼), (3.5)
and it can be verified that these form an orthogonal set[29],
⟨ Π(𝑠)𝛼 , Π(𝑠
′)
𝛽 ⟩ = 𝛿𝛼𝛽𝛿𝑠𝑠′ . (3.6)
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Since the basis functions Π(𝑠)𝛼 form an orthogonal set we can express any function
of the configuration as
𝑓(𝜎) =∑
𝛼
∑
𝑠
𝑓𝛼𝑠Π(𝑠)𝛼 (𝜎). (3.7)
Since all basis functions Π(𝑠)𝛼 have one configuration invariant component that is
equal to 1 when 𝑠 = {0, 0, ..., 0} we can exclude this term from the sum in Eq. (3.7)
to obtain
𝑓(𝜎) = 𝑓0 +∑
𝛼
∑
𝑠
𝑓𝛼𝑠Π(𝑠)𝛼 (𝜎). (3.8)
Finally, for practical reasons, we modify Eq. (3.8) by averaging over each distinct
cluster and point functions and multiply with the multiplicity and arrive at the
final expression for our cluster expansion function
𝑓(𝜎) = 𝑓0 +∑
𝛼
∑
𝑠
⟨Π(𝑠)𝛼 (𝜎)⟩𝛼′ 𝑚
(𝑠)
𝛼 𝐽 (𝑠)𝛼 . (3.9)
Here, the summation is carried out over all symmetrically distinct clusters of lattice
points. The ⟨...⟩𝛼′ function takes the average over the basis functions for all clusters
𝛼′ that are symmetry equivalent to 𝛼. 𝐽 (𝑠)𝛼 are the ECIs, which determine a
specific cluster expansion. Finally, 𝑚(𝑠)𝛼 is the multiplicity of cluster 𝛼 for a specific
combinations of point functions 𝒔.
3.3.3 Further considerations
As we have seen from the construction of the basis, all combinations of point
functions are required for constructing the basis. For a binary system where only
the first point function was needed the permutations of these point functions for
any cluster order are all equal. For a ternary system both the first and second
point functions are needed and thus a pair will have four different combinations
of the point functions, i.e. (1, 1), (1, 2), (2, 1) and (2, 2). As will be shown
now, not all of these permutations will result in additional parameters in the CE
due to symmetry. If our pair cluster 𝛼 = {𝜎1, 𝜎2} can be transformed under
periodic boundary conditions and the lattice translational and rotational symmetry
operations to construct the symmetrically equivalent cluster 𝛼′ = {𝜎2, 𝜎1} then
the choice of the ordering in 𝛼 = {𝜎1, 𝜎2} must produce the same contribution to
Eq. (3.9) as choosing 𝛼 = {𝜎2, 𝜎1}. Writing out the different choices we have
Π1,1𝛼 (𝜎) = Θ1(𝜎1)Θ1(𝜎2)
Π1,2𝛼 (𝜎) = Θ1(𝜎1)Θ2(𝜎2)
Π2,1𝛼 (𝜎) = Θ2(𝜎1)Θ1(𝜎2)
Π2,2𝛼 (𝜎) = Θ2(𝜎1)Θ2(𝜎2)
(3.10)
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and for 𝛼′ we get
Π1,1𝛼 (𝜎) = Θ1(𝜎2)Θ1(𝜎1)
Π1,2𝛼 (𝜎) = Θ1(𝜎2)Θ2(𝜎1)
Π2,1𝛼 (𝜎) = Θ2(𝜎2)Θ1(𝜎1)
Π2,2𝛼 (𝜎) = Θ2(𝜎2)Θ2(𝜎1).
(3.11)
The point functions basis functions (1, 1) and (2, 2) are thus symmetric in terms of
permuting the lattice points. For (1, 2) and (2, 1) there is, however, an asymmetry
and the choice of the order in the cluster 𝛼 will matter for the end result in Eq. (3.9).
The choice of ordering the lattice points in a cluster is completely arbitrary and
should not matter to the final result of the cluster expansion. To circumvent the
choice of ordering of lattice points in a cluster one instead only use the point
functions (1, 1), (1, 2) and (2, 2) for this cluster. Additionally, for the cluster basis
(1, 2) one uses both possibilities of ordering the pair. The final basis functions for
cluster 𝛼 then become the following
Π1,1𝛼 (𝜎) = Θ1(𝜎1)Θ1(𝜎2)
Π1,2𝛼 (𝜎) = Θ1(𝜎1)Θ2(𝜎2) + Θ1(𝜎2)Θ2(𝜎1)
Π2,2𝛼 (𝜎) = Θ2(𝜎1)Θ2(𝜎2)
, (3.12)
where it it is apparent that the choice of the order in the cluster has no effect on its
representation in the cluster space. Note that in Eq. (3.9) the multiplicity 𝑚(1,2)𝛼
will be twice as large as the other multiplicities.
3.3.4 Symmetrically indistinct clusters
This section describes the identification of equivalent clusters by using symmetry
operations. For the 𝑛-body cluster 𝛼 = {𝜎0, 𝜎1, .., 𝜎𝑛−1} the symmetrically equiv-
alent clusters are found by converting the lattice points into fractional positions
𝛼 = {𝒓0, 𝒓1, .., 𝒓𝑛−1}. A symmetry operation ̂𝒔 consists of a linear transformation
by a 3 × 3 matrix, ̄𝛾 and a translation 𝝉
𝒓′ = ̂𝒔𝒓 = ̄𝛾𝒓 + 𝝉. (3.13)
A lattice typically have a number of associated symmetry operations 𝑺 = ̂𝒔0, ̂𝒔1, ...,
̂𝒔𝑚−1. These symmetry operations can then be used to produce 𝑚 symmetrically
indistinct clusters where the cluster 𝑖 is given by
𝛼𝑖 = { ̂𝒔𝑖𝒓0, ̂𝒔𝑖𝒓1, .., ̂𝒔𝑖𝒓𝑛−1}. (3.14)
Additionally, depending on the periodic boundary conditions, one can also translate
all positions in a cluster with multiples of the unit cell vectors. Figure 3.4 illustrates
the set of equivalent clusters for the nearest neighbor pair.
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3.4 Construction of a cluster expansion
Equation (3.9) can represent any function of the configuration 𝑓(𝝈). The task re-
maining is in the construction of a cluster expansion is to find the ECIs. To this end,
one requires reference data in the form of a set of configurations {𝝈1, 𝝈2, ..., 𝝈𝒏}
as well as target data {𝐸1, 𝐸2, ..., 𝐸𝑛}. The sums in Eq. (3.9) can be replaced with
a dot product
𝑓(𝝈) = 𝑓0 +∑
𝛼
∑
𝑠
⟨Π(𝑠)𝛼 (𝜎)⟩𝛼′ 𝑚
(𝑠)
𝛼 𝐽 (𝑠)𝛼 = 𝝎(𝝈) ⋅ 𝑱, (3.15)
where
𝝎(𝝈) = {1, ⟨Π(𝑠𝛼)𝛼1 (𝜎)⟩𝛼′1
𝑚(𝑠𝛼1 )𝛼1 ,…⟨Π
(𝑠′𝛼1 )𝛼1 (𝜎)⟩𝛼′1
𝑚(𝑠
′
𝛼1 )𝛼1 ,
…⟨Π(𝑠𝛼𝑛 )𝛼𝑛 (𝜎)⟩𝛼′𝑛
𝑚(𝑠𝛼𝑛 )𝛼𝑛 } ,
and 𝑱 denotes the vector of ECIs where 𝐽0 = 𝑓0. The vector 𝝎(𝝈) is commonly
called cluster vector. Note that it can sometimes be useful to exclude 𝑚(𝑠)𝛼 from
𝝎 and let the target values 𝐸𝑖 refer to the primitive unit cell. This will ensure all
elements in 𝝎 are in the interval [−1, 1] and avoid a bias due to the number of
elements in 𝝈. Now we can cast the problem of finding the ECIs in the form of a
linear equation
⎡
⎢⎢
⎣
𝝎(𝝈1)
𝝎(𝝈2)
⋮
𝝎(𝝈𝒏)
⎤
⎥⎥
⎦
⎡
⎢⎢⎢
⎣
𝐽 (𝑠)𝛼1
𝐽 (𝑠)𝛼2
⋮
𝐽 (𝑠)𝛼𝑛
⎤
⎥⎥⎥
⎦
=
⎡
⎢⎢
⎣
𝐸1
𝐸2
⋮
𝐸𝑛
⎤
⎥⎥
⎦
(3.16)
The effective cluster interactions, i.e the 𝐽 (𝑠)𝛼 of each cluster 𝜶, are unknown and
since the number of clusters is in principle infinite there is an infinite number
of unknown parameters to determine. Based on physical intuition we, however,
expect that physical interactions are short-ranged and few-bodied. Therefore, if
we construct our basis functions starting from singlets and geometrically small
pairs, triplets etc. the CE is expected to converge quickly to yield an acceptable
tolerance and the number of unknown parameters remains manageable.
There have also been advances in the algorithms that solve Eq. (3.16). These CS
algorithms can find the ECIs even if the problem is severely under-determined, i.e.
the number of unknowns are much larger than the number of available data points.
The choice of when to truncate is thus not so important which effectively removes
much of the “human factor“ when it comes to constructing a cluster expansion.
Solving under determined problems and how to do validation is discussed in the
following sections.
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3.5 Compressive sensing
One way to solve Eq. (3.16) when the problem is underdetermined is by taking
advantage of CS algorithms. The CS technique provides a simple and efficient way
to extract the important ECIs and compute their values in one shot [30, 31, 32].
To demonstrate CS it helps to first define the 𝑙𝑝 norm of a vector 𝑢
‖𝑢‖𝑝 = (∑
𝑖
|𝑢𝑖|𝑝)
1/𝑝
. (3.17)
In the CS method the problem is solved by searching for the solution with the
smallest 𝑙1 norm while still reproducing the results with a given accuracy
𝐽CS = argmin𝐽 {‖𝑱‖1 ∶ ∥Π̄𝑱 − 𝑬∥2 < 𝜖} . (3.18)
Where, in the case of cluster expansions, Π̄ is the matrix of cluster vectors, 𝑱 is
the ECIs and 𝑬 is the target properties. The form in Eq. (3.18) is inconvenient
to work with and it is common practice to work with an unconstrained approach
that minimizes the 𝑙1 norm and the least squares sum of the fitting error
𝑱 = argmin
𝐽
{𝜇 ‖𝑱‖1 +
1
2 ∥𝑬 − Π̄𝑱∥
2} , (3.19)
where the parameter 𝜇 controls the accuracy of the fit. A high value of 𝜇 leads to
sparse solution but larger prediction error and vice versa. It is, however, difficult
to efficiently implement mixed 𝑙1 and 𝑙2 minimization problems such as Eq.(3.19).
3.5.1 Split Bregman algorithm
Goldstein and Osher proposed the split Bregman algorithm which eliminates this
problem [33]. The split Bregman iteration splits the 𝑙1 norm of the solution from the
objective function and replaces it with a variable 𝒅 which then converges towards
the 𝑙1 term lim𝑘→∞(𝒅−𝜇𝑱) = 0, where 𝑘 is the number of split Bregman iterations.
To this end a least-squares 𝑙2 term is added to the objective function to ensure that
𝒅 = 𝜇𝑱
𝑱 = argmin
𝐽,𝑑
{‖𝒅‖1 +
1
2 ∥Π̄𝑱 − 𝑬∥
2 + 𝜆2 ‖𝒅 − 𝜇𝑱‖
2} . (3.20)
This formulation is advantageous because the minimization involving the quadratic
form 12 ∥Π̄𝑱 − 𝑬∥
2 does not involve any 𝑙1 terms and can be minimized efficiently
using efficient 𝑙2 minimization algorithms. The split Bregman algorithm comprises
the following steps
𝑱𝑘+1 = argmin
𝐽
{12 ∥Π̄𝑱 − 𝑬∥
2 + 𝜆2 ∥𝒅
𝑘 − 𝜇𝑱 − 𝒃𝑘∥2} (3.21)
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𝒅𝑘+1 = argmin
𝑑
{||𝒅||1 +
𝜆
2 ∥𝒅 − 𝜇𝑱
𝑘+1 − 𝒃𝑘∥2} (3.22)
𝒃𝑘+1 = 𝒃𝑘 + 𝜇𝑱𝑘+1 − 𝒅𝑘+1 (3.23)
Where in Eq.(3.23) the residual after iteration k is added back to the residual
vector 𝒃𝑘+1 for the next iteration in style with a Bregman iteration which result
in a quicker convergence [34]. Starting from 𝒅 0 = 0, 𝒃 0 = 0 and 𝑱 0 = 0. First,
the 𝑙2 minimization in Eq.(3.21) is solved, the second step, Eq.(3.22) separates into
individual vector components and is solved by shrinkage,
𝒅𝑘+1𝑛 = shrink(𝜇𝑱𝑘+1𝑛 + 𝒃𝑘𝑛, 1/𝜆) (3.24)
which is defined by
shrink(𝑦, 𝛼) ≡ sign(𝑦)max(|𝑦| − 𝛼, 0) (3.25)
Shrinkage decreases the absolute magnitude of the 𝑦 vector by 𝛼 and sets it to zero
if 𝑦 ≤ 𝛼. This procedure is then usually repeated until the 𝐽 vector has converged
within a target tolerance.
3.6 Cross-validation
When training a model such as a CE one requires a set of data points that can
be used to train and test the obtained model. Commonly the data points is split
up in a training set and a test set. The training set is the data points used as
input to optimization algorithms that solve problems similar to equation (3.18).
A training set has an associated training error defined as ∥Π̄𝑱 − 𝑬∥2 where 𝑱 is
the parameters obtained from training with the training set, 𝑬 and Π̄ is the target
property and the description matrix for the training set respectively. The test set
is data points which were not used in the training set. The test error is the 𝑙2 norm
of the prediction error of the test set. The usefulness of these different sets and
errors come in when trying to find a good model. For example, if for a particular
value of 𝜇, the training error is zero but the test error is high, the trained model is
excellent at predicting already seen data but are unable to predict new and unseen
data. This is called overfitting and must be avoided. Another type of overfitting is
when one instead find values of 𝜇 that finds the minimum test error. Even though
the test set is not part of the training set, information about the training set still
seeps into the training procedure since the parameters obtained in the training
are optimal for the specific test set. Cross-validation (CV) is a way to overcome
both these types of overfitting both when estimating the error and when finding a
model. In CV the training and tests sets do not remain fixed which reduces the risk
of overfitting to a specific training or testing set. The use of CV scores is widely
accepted as the quantity for determining the accuracy of the CE.
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𝐸1
𝐸2
𝐸𝑛
𝐽1
𝐽2
𝐽𝑛1     1      1        1         1          1         1      
1 1/9 -1/9 -1/9 -1/3-1/9 1/3
1 -1/3 1/9 -1/9 1/9 -1/3 -1/3
Figure 3.5: Cluster expansions can be constructed by solving a set of linear equation
systems.
3.6.1 Leave-one-out cross validation
One type of cross validation is the leave-one-out CV (LOO-CV), which is defined
as
(CV)2 = 1𝑁
𝑁
∑
𝑛=1
( ̂𝐸(𝑛) −𝐸𝑛)2, (3.26)
where 𝐸𝑛 is the calculated energy for structure 𝑛 and ̂𝐸(𝑛) is the predicted value
of the energy of structure 𝑛 as calculated with the CE fit with the (𝑁 − 1) other
structures. This method requires making 𝑁 cluster expansions so it can be compu-
tationally expensive. When the training curve is steep and the number of available
structures are few the LOO-CV can be a good estimator compared to other es-
timators which splits the available structures more and hence over estimate the
error.
3.6.2 k-fold cross validation
Another commonly used estimator for the error are k-folds cross validations. Here,
the data is randomly divided up into k evenly sized subsets. One of the k subsets
will be left out for validation and the remaining k-1 subsets will be used for training.
This is repeated for all k subsets and the final cross validation score is the average
validation for the k validation scores. Note that k-fold validation reduces to LOO-
CV when k is the number of available data points.
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3.7 Cluster expansion for a binary system
To demonstrate the formalism developed in this chapter we will now explicitly de-
scribe the construction of a CE for simple binary system. In a binary system only
one point function will be used in the cluster functions, Θ1(𝜎𝑝) = −cos (𝜋𝜎𝑝).
Only two occupation numbers are needed as well, 0 and 1, which have a corre-
sponding point function value of −1 and +1 respectively. Hence a binary cluster
expansions share a lot of similarities with the Ising model. Next, make the choice
that white and black atoms are to be indicated by occupation 0 and 1 respectively.
The average over symmetrically distinct clusters 𝛼′ in equation (3.9) will for the
singlet cluster be
⟨Π𝛼=singlet(𝝈)⟩𝛼′ =
𝑁𝝈𝛼′=(1) −𝑁𝝈𝛼′=(0)
𝑁𝝈𝛼′=(0∥1)
. (3.27)
For a pair the averages will become
⟨Π𝛼=pair(𝝈)⟩𝛼′ =
𝑁𝝈𝛼′=(0,0) +𝑁𝝈𝛼′=(1,1) −𝑁𝝈𝛼′=(0,1)
𝑁𝝈𝛼′=(0,0∥0,1∥1,1)
, (3.28)
where 𝑁𝝈𝛼′=(𝑖,𝑗) is the number of equivalent clusters that have occupation (𝑖, 𝑗)
or (𝑗, 𝑖). To calculate values such as 𝑁𝛼′=(0,0) a summation is done over all index
pairs (𝑖, 𝑗) that are symmetrically equivalent. Hence, the construction of the cluster
vector, 𝝎(𝝈), is obtained by summation and averaging of the cluster functions.
All the 𝜶 can be precomputed so a summation can be performed very efficiently
with a computer program. Then all available configurations can be mapped to
cluster vectors, 𝝎, which can constitute different training and test sets (Fig. 3.5) as
described in the previous sections. Once a suitable value for the fitting parameter
𝜇 have been found, by using various cross validation techniques, the final set of
ECIs, 𝑱final, can be obtained. The construction of the cluster expansion is now
complete and the expanded property can for a configuration 𝝈 be computed very
efficiently with 𝝎(𝝈)𝑱final.
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Monte Carlo simulations
4.1 Monte Carlo integration
Monte Carlo (MC) methods represent a broad class of computer algorithms that
are based on the use of random numbers to sample high-dimensional functions.
MC integration is one example of such a technique where the average value of an
integral
𝐼 = ∫
1
0
𝑑𝑥𝑓(𝑥) = ⟨𝑓(𝑥)⟩ (4.1)
can be approximated by evaluating 𝑓(𝑥) at 𝑁 points 𝑥𝑖 chosen at random with
uniform probability over the interval [0, 1]. The mean value becomes
𝐼𝑁 = ⟨𝑓⟩ =
1
𝑁
𝑁
∑
𝑖=1
𝑓(𝑥𝑖) =
1
𝑁
𝑁
∑
𝑖=1
𝑓𝑖, (4.2)
and the variance
𝜎2𝑓 = ⟨𝑓2⟩ − ⟨𝑓⟩2 . (4.3)
Such that the integral is approximated by
𝐼 = 𝐼𝑁 ±
𝜎𝑓√
𝑁
. (4.4)
By increasing the number of points 𝑁 the error of the approximation becomes
smaller and as 𝑁 →∞ one approaches the correct value of 𝐼 .
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4.2 Importance sampling
An alternative approach to decreasing the error is to choose the points 𝑥𝑖 based
on the magnitude of 𝑓(𝑥). Consider a probability density function 𝑝(𝑥) > 0 that
is positive and normalized to 1 on [0, 1]. We can rewrite equation (4.1) to obtain
𝐼 = ∫
1
0
𝑑𝑥𝑓(𝑥) = ∫
1
0
𝑑𝑥𝑓(𝑥)𝑝(𝑥)𝑝(𝑥) = ∫
1
0
𝑑𝑥𝑔(𝑥) = ⟨𝑔(𝑥)⟩𝑝 , (4.5)
where 𝑔(𝑥) = 𝑓(𝑥)/𝑝(𝑥) and the notation ⟨...⟩𝑝 signifies that the average is obtained
from sampling values of 𝑥 according to 𝑝(𝑥). The mean value of the integral can
then be written as
𝐼𝑁 = ⟨𝑓⟩ =
1
𝑁
𝑁
∑
𝑖=1
𝑔𝑖 (4.6)
and 𝐼 can be approximated with
𝐼 = 𝐼𝑁 ±
𝜎𝑔√
𝑁
. (4.7)
Assume now that 𝑝(𝑥) follows the approximate behavior of 𝑓(𝑥), i.e. 𝑝(𝑥) has high
probability density when |𝑓(𝑥)| is large and vice versa. Then 𝑔(𝑥) will become a
smoother function than 𝑓(𝑥) and 𝜎𝑔 < 𝜎𝑓 . This approach of choosing values of 𝑥
where |𝑓(𝑥)| is large is called importance sampling.
4.3 Thermodynamic integration on the lattice
Now, instead of approximating a one-dimensional integral let us consider a binary
atomic lattice 𝝈 at a certain temperature 𝑇 and find the average of some quantity
𝐴 that depends on the configuration. Let the atomic lattice vector 𝝈 have dimen-
sionality 𝑁 , where 𝑁 is the number of lattice points and the elements of the vector
can assume values of either 0 or 1. The average value is then
⟨𝐴⟩ = 1𝑀𝑁 ∑all possible 𝝈
𝐴(𝝈)𝑃(𝝈). (4.8)
The probability of finding the system at 𝝈 is 𝑃(𝝈), which is defined as
𝑃(𝝈) = exp (−𝑈(𝝈)/𝑘𝐵𝑇 )∑all possible 𝝈′ exp (−𝑈(𝝈′)/𝑘𝐵𝑇 )
, (4.9)
where 𝑈(𝝈) is the internal energy of the configuration and 𝑘𝐵 is the Boltzmann
constant. Carrying out the sum in equation (4.8) is unfortunately impossible to
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carry out exactly. For illustration, consider that for a system with 100 sites the
number of possible configurations, ignoring symmetry, is 2100 ≈ 1030. Also assume
that each evaluation of 𝐴(𝝈) requires only one floating point operation (FLOP).
The time to calculate the sum by using the largest computer cluster available 1
would still require around 106 times longer than the age of the universe. This
demonstrates the necessity to find efficient methods to solve to Eq. (4.8).
4.4 The Metropolis algorithm
A naive approach to approximate Eq. (4.8) using a MC approach is to generate
a large number of different configurations, 𝝈, where each element is randomly
assigned a value of either 0 or 1, and estimating the average. This approach
would, however, lead to very slow convergence due the probability function 𝑃(𝝈)
commonly being a very sharp function, which would lead to 𝑃(𝝈) being close to
zero for most choices of 𝝈. A more prudent approach would be to try to apply
the importance sampling approach introduced earlier. A direct implementation of
importance sampling is difficult, however, since it is not obvious how to efficiently
generate configurations 𝝈 according to a suitable probability. Instead, an efficient
way to generate configurations is to implement a so-called Markov chain, where
each new configuration generated is based on a probability ratio that depends on
the previous configuration.
The first adaptation of such a approach was introduced in 1953 by Metropolis et
al. to determine the equation of state for a hard sphere liquid [35]. It is based on the
understanding that thermodynamic averaging only requires knowledge of relative
rather than absolute probabilities such as in Eq. (4.8). It uses a Markov chain to
generate configurations that are more important by rejecting configurations that
are unlikely, similar to importance sampling.
4.4.1 Markov chain Monte Carlo
A Markov chain is a stochastic process, in which a system undergoes transitions
from one state to another. The Markov process is characterized by a lack of memory
of where it has been. The future of the chain depends solely on the current state.
The transition probability is given by a transition matrix
𝑇 (𝑋 → 𝑋′) ≡ 𝑇𝑋𝑋′ , (4.10)
for a transition from state 𝑋 to state 𝑋′. The transition probability has to satisfy
0 ≤ 𝑇𝑋𝑋′ ≤ 1 (4.11)
1The Sunway TaihuLight in China is currently the largest non-distributed computer cluster
with a peak performance at about 125 PFLOPS.
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and the probability has to be normalized
∑
𝑋′
𝑇𝑋𝑋′ = 1. (4.12)
The task is to generate a Markov chain of configurations such that they have a
distribution proportional to the Boltzmann factor and this distribution should be
independent on the position of the chain and of the initial configuration. The
Markov chain can exhibit these properties under certain conditions, at least for a
sufficiently long time so that the configuration can loose memory of its initial state.
These conditions are:
• The Markov chain needs to be irreducible, that is every configuration included
in the ensemble should be accessible from every other configuration within a
finite number of steps.
• There should be no periodicity. Periodicity means that it is not possible to
revisit a configuration except after 𝑡 = 𝑛𝑘 steps, 𝑛 = 1, 2, 3… , where 𝑘 is
fixed.
A Markov chain that satisfies these conditions is called ergodic. If the Markov
chain is ergodic it converges to a unique stationary distribution. The transition
probability needs to be chosen such that the stationary distribution is the desired
distribution. To assure this, consider the stationary distribution 𝜌(𝑋); one can
also introduce a new function 𝜌(𝑋, 𝑡), which gives the probability of finding config-
uration 𝑋 after 𝑡 Markov steps, which for an ergodic chain becomes independent
of 𝑡 if 𝑡 is large. This function can change from one step to another by
• going from 𝑋 at step 𝑡 to 𝑋′ at 𝑡 + 1 leading to a decrease in 𝜌(𝑋)
• going from 𝑋′ at step 𝑡 to 𝑋 at 𝑡 + 1 leading to an increase in 𝜌(𝑋)
that can be summarized with
𝜌(𝑋, 𝑡+1)−𝜌(𝑋, 𝑡) = −∑
𝑋′
𝑇 (𝑋 → 𝑋′)𝜌(𝑋, 𝑡)+∑
𝑋′
𝑇 (𝑋′ → 𝑋)𝜌(𝑋′, 𝑡). (4.13)
This equation is called the master equation. The stationary solution of this equa-
tion is found by requiring 𝜌(𝑋, 𝑡 + 1) = 𝜌(𝑋, 𝑡) so we have
∑
𝑋′
𝑇 (𝑋 → 𝑋′)𝜌(𝑋, 𝑡) =∑
𝑋′
𝑇 (𝑋′ → 𝑋)𝜌(𝑋′, 𝑡). (4.14)
Leaving out the 𝑡-dependence, which is allowed due to the “memory loss” of a
Markov chain, yields
𝑇 (𝑋 → 𝑋′)𝜌(𝑋) = 𝑇(𝑋′ → 𝑋)𝜌(𝑋′), (4.15)
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which is known as the condition of detailed balance. This means that in equilibrium
the average number of steps that results in the system leaving state 𝑋 must be
exactly equal to the number of steps from all other states 𝑋′ to 𝑋. This means
that 𝜌(𝑋) and 𝜌(𝑋′) do not change. Since this is true for all pairs of 𝑋 and 𝑋′
the probability distributions will remain stationary. Reformulating the detailed
balance condition with the transition probability in this form yields
𝑇 (𝑋 → 𝑋′) = 𝜔𝑋𝑋′𝐴𝑋𝑋′ , (4.16)
where 𝜔𝑋𝑋′ is the probability for going from state 𝑋 to state 𝑋′ and is symmetric
𝜔𝑋𝑋′ = 𝜔𝑋′𝑋. 𝐴𝑋𝑋′ , which must lie between 0 and 1, is the acceptance probability
for actually committing the change. The detailed balance condition can then be
expressed as
𝐴𝑋𝑋′
𝐴𝑋′𝑋
= 𝜌(𝑋
′)
𝜌(𝑋) . (4.17)
If the sought after distribution is the Boltzmann distribution, 𝜌(𝑋) = exp−𝛽𝑈(𝑋),
there are a number of choices for the acceptance probability 𝐴𝑋𝑋′ that will ac-
complish this. The choice of Metropolis et al. was
{𝐴𝑋𝑋′ = exp𝛽 [𝑈(𝑋
′) − 𝑈(𝑋)] if 𝜌(𝑋′) < 𝜌(𝑋)
𝐴𝑋𝑋′ = 1 if 𝜌(𝑋′) ≥ 𝜌(𝑋).
(4.18)
The Metropolis algorithm can now be formulated as follows:
• Starting from a state 𝑋, make a small trial move into a new state 𝑋′ with a
probability of 𝜔𝑋𝑋′ .
• Compare the weights of the distribution for the different states 𝜌(𝑋) and
𝜌(𝑋′). 𝐴𝑋𝑋′ , the acceptance probability, is chosen equal to 1 if 𝜌(𝑋′) >
𝜌(𝑋) else it is chosen to be equal to 𝜌(𝑋′)/𝜌(𝑋).
• The new state 𝑋′ is accepted with probability 𝐴𝑋𝑋′ (the system moves from
𝑋 to 𝑋′) and is rejected with probability 1 − 𝐴𝑋𝑋′ (the system remains in
state𝑋). To decide if a state is accepted or not a random number is generated
uniformly in the range [0, 1] and compared to the acceptance probability. If
the random number is larger than the acceptance probability the trial move
is accepted.
Since each trial move is only a small change in the configuration there is an inherent
correlation between the states 𝑋 and 𝑋′. There is thus a correlation length 𝑠 for
the Markov chain and it is necessary to carry out 𝑠 trial steps before reaching
a new uncorrelated configuration. One MC step (or cycle) is defined as 𝑁 trial
steps, where 𝑁 is the number of particles which is commonly used to approximate
𝑠. There is also a need to equilibrate the initial configuration meaning that it is
necessary to run the Metropolis algorithm before the actual sampling commences.
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4.5 Probability of a state
The sampling procedure described in the previous section requires the probability
ratio of two microstates. Let us consider again the rigid binary lattice introduced
above. Each possible combination of zeros and ones on the 𝝈 vector describes
a microstate of the system. Consider the case where this system is in thermal
contact with a heat reservoir with constant temperature and an infinitely large
heat capacity, i.e. we can add and remove as much energy as necessary without
affecting the temperature of the reservoir. Since the composition of the system
might change there can also be an exchange of atoms between system and reservoir.
For an isolated system, all possible microstates are equally probable. The system
of 𝑁 sites considered here is, however, not isolated since it is in contact with
a heat reservoir. Rather the joint system and the heat reservoir form an isolated
system. The joint microstates of system and heat reservoir will therefore be equally
probable.
Consider two microstates 𝑠1 and 𝑠2 with a corresponding number of accessible
states Ω𝑅(𝑠1) and Ω𝑅(𝑠2) for each respective reservoir. At this point there is no
way of telling what the actual probabilities of the different states are since the
number of accessible states associated with the heat reservoirs is unknown. All we
know at this point is that the probability of a state is proportional to the total
number of accessible microstates, i.e. 𝑃(𝑠1) ∝ Ω𝑅(𝑠1). Consider now the ratio of
probabilities
𝑃(𝑠1)
𝑃 (𝑠2)
= Ω𝑅(𝑠1)Ω𝑅(𝑠2)
. (4.19)
Rewriting this equation by using the definition of entropy 𝑆 = 𝑘𝐵 ln Ω one obtains
𝑃(𝑠1)
𝑃 (𝑠2)
= 𝑒
𝑆𝑅(𝑠1)/𝑘𝐵
𝑒𝑆𝑅(𝑠2)/𝑘𝐵 = 𝑒
[𝑆𝑅(𝑠1)−𝑆𝑅(𝑠2)]/𝑘𝐵. (4.20)
Now the ratio of probabilities depends on the change of entropy in the reservoir
when going from state 𝑠1 to state 𝑠2. The change in the entropy of the reservoirs
should be small since the system is small compared to the reservoir. Then we can
use the thermodynamic identity
𝑑𝑆 = 1𝑇 (d𝑈 + 𝑃d𝑉 − 𝜇d𝑁) . (4.21)
Since all ensembles discussed in this thesis have constant volume 𝑉 and fixed
number of total atoms (or sites)𝑁 , the expression can be simplified to 𝑑𝑆 = 𝑆(𝑠2)−
𝑆(𝑠1) = 1𝑇 (d𝑈 −Δ𝜇Δ𝑁𝐴) = − (𝐸(𝑠2) − 𝐸(𝑠1) − Δ𝜇(𝑁𝐴(𝑠2) − 𝑁𝐴(𝑠1))) , where
𝐸 is the internal energy of the system, 𝑁𝐴(𝑠2) and 𝑁𝐴(𝑠1) are the numbers of 𝐴
atoms in system 𝑠2 and 𝑠1, respectively, and Δ𝜇 is the chemical potential difference
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between species 𝐴 and 𝐵
𝑃(𝑠1)
𝑃 (𝑠2)
= 𝑒(𝐸(𝑠2)−𝐸(𝑠1)−∆𝜇∆𝑁𝐴)/𝑘𝐵𝑇 . (4.22)
As was shown in section 4.5 this ratio of probabilities is all that is needed to carry
out a Metropolis MC simulation.
For the sake of completeness, however, let us determine the actual probability of
the microstate. First we separate all terms in Eq. (4.22) related to 𝑠1 to one side
and terms related to 𝑠2 to the other side,
𝑃(𝑠1)𝑒(𝐸(𝑠1)−∆𝜇𝑁𝐴(𝑠1))/𝑘𝐵𝑇 = 𝑃(𝑠2)𝑒(𝐸(𝑠2)−∆𝜇𝑁𝐴(𝑠2))/𝑘𝐵𝑇 . (4.23)
The right hand side does not depend on state 𝑠1 and vice versa and must therefore
be equal to a constant
𝑃(𝑠1)𝑒(𝐸(𝑠1)−∆𝜇𝑁𝐴(𝑠1))/𝑘𝐵𝑇 = 𝐴 (4.24)
and the probability becomes
𝑃(𝑠1) = 𝐴𝑒−(𝐸(𝑠1)+∆𝜇𝑁𝐴(𝑠1))/𝑘𝐵𝑇 . (4.25)
Furthermore, the probabilities of all states must sum up to 1
∑
𝑠𝑖
𝑃(𝑠𝑖) = 𝐴∑
𝑠𝑖
𝑒−(𝐸(𝑠𝑖)+∆𝜇𝑁𝐴(𝑠1))/𝑘𝐵𝑇 = 1, (4.26)
which leads to
𝐴 = 1∑𝑠𝑖 𝑒
−(𝐸(𝑠𝑖)+∆𝜇𝑁𝐴(𝑠𝑖)))/𝑘𝐵𝑇
. (4.27)
Thus we see that the normalization constant 𝐴 is equal to 1/𝒵 where 𝒵 is the
partition function and the probability of state 𝑠1 becomes
𝑃(𝑠1) =
𝑒−(𝐸(𝑠1)+∆𝜇𝑁𝐴(𝑠1))/𝑘𝐵𝑇
𝒵 =
𝑒−(𝐸(𝑠1)+∆𝜇𝑁𝐴(𝑠1))/𝑘𝐵𝑇
∑𝑠𝑖 𝑒
−(𝐸(𝑠𝑖)+∆𝜇𝑁𝐴(𝑠𝑖)))/𝑘𝐵𝑇
. (4.28)
4.6 The canonical ensemble
In the canonical ensemble the volume 𝑉 , the temperature, 𝑇 , and the number of
atoms for each species 𝑁𝑖 are fixed. Equation (4.28) is then simplified so that the
probability of a state only depends on its energy,
𝑃canonical(𝑠1) =
𝑒−𝐸(𝑠1)/𝑘𝐵𝑇
∑𝑠𝑖 𝑒
−𝐸(𝑠𝑖)/𝑘𝐵𝑇
. (4.29)
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The probability ratio used in the MC simulation becomes
𝑃canonical(𝑠1)
𝑃canonical(𝑠2)
= 𝑒(𝐸(𝑠2)−𝐸(𝑠1))/𝑘𝐵𝑇 . (4.30)
Since the number of atoms of each kind is kept fixed the only configurations
being explored in the MC simulations correspond to a re-ordering of atoms from
the initial configuration. Therefore in lattice based models trial steps consist of
swapping the species between two sites.
4.7 Semi-grand canonical ensemble
In the semi-grand canonical (SGC) ensemble the volume 𝑉 , the temperature 𝑇 ,
the chemical potential difference(s) Δ𝜇𝑖 and the number of sites 𝑁 are fixed but
the composition is allowed to change. Equation (4.28) is then kept as is and the
probability of a state becomes (for a binary system)
𝑃SGC(𝑠1) =
𝑒−(𝐸(𝑠1)+∆𝜇𝑁𝐴(𝑠1))/𝑘𝐵𝑇
∑𝑠𝑖 𝑒
−(𝐸(𝑠𝑖)+∆𝜇𝑁𝐴(𝑠𝑖)))/𝑘𝐵𝑇
. (4.31)
The probability ratio used in the MC simulation becomes
𝑃SGC(𝑠1)
𝑃SGC(𝑠2)
= 𝑒(𝐸(𝑠2)−𝐸(𝑠1)−∆𝜇∆𝑁𝐴)/𝑘𝐵𝑇 , (4.32)
In the SGC ensemble the concentrations (yet not the total number of sites) are
allowed to change. Therefore the trial step consists of selecting a site and changing
its occupation to another species.
4.8 Validity of lattice based models
The partition function that has been discussed in this chapter only considers the
summation over occupations 𝝈. The CE technique namely only considers the occu-
pation vector and not displacements of the atoms. For real materials, however, the
atoms also undergo vibrations around their equilibrium positions. This displacive
degree of freedom is thus neglected in the CE, yet it can play a role in the actual
value of a thermodynamical average. This might raise concerns about the validity
of the calculated thermodynamical averages using CEs to represent the Hamilto-
nian in MC simulations. This section therefore considers the approximations made
when using a CE in MC simulations for calculating thermodynamical averages.
In the canonical ensemble (Sect. 4.6) the partition function is defined as
𝒵(𝑁, 𝑉 , 𝑇 ) = ∑
all states j
exp [−𝛽𝐸𝑗(𝑁, 𝑉 , 𝑇 )] . (4.33)
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The partition function involves a sum over all microstates 𝑗 of the system, each of
which can be split up into one part consisting of the ordering of the atoms on a
lattice and one part consisting of all possible displacements of the atoms for that
specific ordering
𝒵(𝑁, 𝑉 , 𝑇 ) =∑
{𝝈}
∑
{𝜈∈𝝈}
exp [−𝛽𝐸 (𝝈, 𝜈,𝑁, 𝑉 , 𝑇 )] , (4.34)
where {𝝈} is the set of all possible 𝝈 with constant 𝑁 and {𝜈 ∈ 𝝈} is the set of
all displacements of the atoms which project on 𝝈. Thus {𝜈 ∈ 𝝈} represents a
subspace of the phase space of the original ensemble. The partition function can
then be written as
𝒵(𝑁, 𝑉 , 𝑇 ) =∑
{𝝈}
Λ(𝝈,𝑁, 𝑉 , 𝑇 ), (4.35)
with
Λ(𝝈,𝑁, 𝑉 , 𝑇 ) = ∑
{𝜈∈𝝈}
exp [−𝛽𝐸 (𝝈, 𝜈,𝑁, 𝑉 , 𝑇 )] . (4.36)
In other words Λ(𝝈,𝑁, 𝑉 , 𝑇 ) is the partition function for the subspace of the full
ensemble for which all microstates project to the same configuration 𝝈. We can
associate a free energy, 𝐻(𝝈,𝑁, 𝑉 , 𝑇 ), to this partition function as
𝐻(𝝈,𝑁, 𝑉 , 𝑇 ) = −1𝛽 lnΛ(𝝈,𝑁, 𝑉 , 𝑇 ). (4.37)
The canonical partition function can then be written as
𝒵(𝑁, 𝑉 , 𝑇 ) =∑
{𝝈}
exp (−𝛽𝐻(𝝈,𝑁, 𝑉 , 𝑇 )) . (4.38)
Consider now the Hamiltonian 𝐻(𝝈, 𝜈,𝑁, 𝑉 , 𝑇 ), which represents the free energy
of a system, in which there are only displacive degrees of freedom. For a given 𝝈
it can be expressed as
𝐻(𝝈, 𝜈,𝑁, 𝑉 , 𝑇 ) = 𝑈0(𝝈,𝑁, 𝑉 , 𝑇 ) + 𝐹ex(𝝈, 𝜈,𝑁, 𝑉 , 𝑇 ), (4.39)
where 𝑈0 is the energy of the static configuration in the {𝜈 ∈ 𝝈} subspace with
the lowest energy, i.e. the fully relaxed configuration and 𝐹ex will then contain the
remaining part of the free energy. The probability of a state described by 𝝈 is then
𝑃(𝝈,𝑁, 𝑉 , 𝑇 ) = exp (−𝛽 [𝑈
0(𝝈,𝑁, 𝑉 , 𝑇 ) + 𝐹ex(𝝈,𝑁, 𝑉 , 𝑇 )])
𝒵(𝑁, 𝑉 , 𝑇 ) . (4.40)
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As it has been shown in this chapter, in order to use 𝑃 for calculating thermody-
namical averages one needs to evaluate ratios of probabilities 𝑃 ,
𝑃(𝝈1, 𝑁, 𝑉 , 𝑇 )
𝑃 (𝝈2, 𝑁, 𝑉 , 𝑇 )
= exp (−𝛽 [𝑈
0(𝝈1, 𝑁, 𝑉 , 𝑇 ) + 𝐹ex(𝝈1, 𝑁, 𝑉 , 𝑇 )])
exp (−𝛽 [𝑈0(𝝈2, 𝑁, 𝑉 , 𝑇 ) + 𝐹ex(𝝈2, 𝑁, 𝑉 , 𝑇 )])
. (4.41)
𝑈0 (𝝈,𝑁, 𝑉 , 𝑇 ) can now be approximated by taking the zero Kelvin value, which
effectively is to approximate the Fermi-Dirac distribution by a step function [36].
Furthermore, in practice it is expected that 𝐹ex is dominated by the vibrational
free energy. A common approximation is therefore to remove the dependency of 𝝈
on 𝐹ex and also assume that 𝐹ex is a linear combination of the composition [36]
𝐹ex(𝑁, 𝑉 , 𝑇 ) = 𝑁𝑎𝐹ex,𝐴(𝑇 ) + 𝑁𝑏𝐹ex,𝐵(𝑇 ). (4.42)
If 𝐹ex is linear in the composition then it can be completely removed in the canonical
ensemble since it cancels out in the probability ratio. For the SGC ensemble it
can also for many purposes be left out completely since a linear combination of
concentration is just a shift of the chemical potential by a constant. The value of
𝑈0(𝝈,𝑁, 𝑉 ) can now be calculated with a CE that maps 𝝈 to the fully relaxed
configuration. Finally 𝑃 reduces to
𝑃(𝝈,𝑁, 𝑉 , 𝑇 ) = 1𝒵𝑒
−𝛽𝑈0(𝝈,𝑁,𝑉 ). (4.43)
A thermodynamic average of a property 𝐴(𝝈, 𝜈) at 𝑁 , 𝑉 , 𝑇 is then approximated
by the value of 𝐴 for the fully relaxed configuration. This means that even if the
cluster expansion acts on the perfect lattice 𝝈, relaxation effects are still taken into
consideration when calculating ⟨𝐴⟩. Yet, any vibrational or temperature depen-
dence of a property is largely neglected in this approach. If vibrational effects are
important there are ways to incorporate these effects into a MC by also including
the vibrational part of the free energy in the CE [37].
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5
Summary of the papers
5.1 Paper I
Paper I focused on the inorganic clathrate Ba8Ga16Ge30. A CE was constructed to
represent the energies of fully relaxed structures obtained from DFT calculations
and subsequently sampled by MC simulations, from which the chemical order as
a function of temperature was obtained, specifically the SOFs. Representative
configurations for specific temperatures were extracted from the simulations and
further analyzed with respect to their electrical transport properties using DFT
Figure 5.1: Schematic illustration of the methods employed in paper I. DFT: den-
sity functional theory; MC: Monte Carlo simulations; CE: alloy cluster expansion;
BTT: Boltzmann transport theory.
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Figure 5.2: Site occupancy factors in intermetallic clathrates as a function of com-
position for Wyckoff sites 6𝑐 (red), 16𝑖 (blue), and 24𝑘 (orange). Solid lines show
simulation results obtained at 700K whereas the shaded regions indicate a variation
by ± 100K.
and Boltzmann transport theory (BTT) calculations. This combination of CE and
MC simulations as well as DFT and BTT allowed us to obtain the thermoelectric
power factor as a function of temperature (Fig. 5.1). The approach was validated
by comparing the SOFs and transport coefficients with experimental data. Another
CE was then constructed to represent the power factor as a function of the chemical
configuration and was employed to determine the chemical ordering that maximized
the power factor. The optimized structure yielded a power factor increase by more
than 60% that was achieved by reducing the number of trivalent species on the 6𝑐
Wyckoff site. Hence, the approach developed in this paper demonstrates the use
of CEs for structure optimization.
5.2 Paper II
Paper II addressed the chemical ordering in the clathrate systems Ba8Ga𝑥Ge46−𝑥,
Ba8Ga𝑥Si46−𝑥, Ba8Al𝑥Ge46−𝑥, and Ba8Al𝑥Si46−𝑥 as a function of composition
(Fig. 5.2). In particular Al-based clathrates were found to display an extreme
variation of SOFs as function of composition (Fig. 5.2c,d). The ordering in these
materials can significantly impact the material properties, see e.g., paper I. Hence,
an understanding of the ordering is crucial in order to understand and optimize
these materials. To that end, in paper II for each system a CE was constructed
based on the energies of fully relaxed structures obtained from DFT calculations
and the SOFs were obtained from MC simulations. The simulated SOFs agree very
well with experimental data (Fig. 5.2), which allowed us to clarify variations and
trends in the experimental data. In particular the CE-MC simulations provide an
explanation of the extreme variations of the SOFs in Al-based clathrates.
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