Abstract. The known algorithms for solving the conjugacy problem in Garside groups involve computing a particular subset of the conjugacy class, the so-called super summit set. The super summit set [g] S of an element g in a Garside group is, intuitively, the set of all conjugates of g that have the shortest normal form in the conjugacy class of g. In this paper, we define the stable super summit set [g] St of g as the set of all conjugates h of g such that
introduction
For an element g of a group G, let [g] denote the conjugacy class of g in G, that is [g] = {h −1 gh : h ∈ G}. The conjugacy problem in G is to decide, given two elements g and h of G, whether h ∈ [g] or not. The conjugacy problem is known to be solvable in Garside groups. Because conjugacy classes in Garside groups are in general infinite sets, most approaches are to find (and to study the properties of) some finite nonempty subsets of the conjugacy class that represent the conjugacy class.
Garside groups are equipped with a special element ∆, called the Garside element, and a finite set D, called the set of simple elements. Elements in a Garside group admit a unique normal form ∆ r s 1 · · · s k , where r ∈ Z and s 1 , . . . , s k ∈ D. There are integer-valued invariants inf and sup for elements: if ∆ r s 1 · · · s k is the normal form of g, then inf(g) = r and sup(g) = r+k. The number of simple elements in the normal form of g is sup(g)−inf(g), which decreases as inf(g) increases or as sup(g) decreases in the conjugacy class. The conjugacy invariants, inf s and sup s , are defined as inf s (g) = max{inf(h) : h ∈ [g]} and sup s (g) = min{sup(h) : h ∈ [g]}.
The super summit set of g is defined as
[g] S = {h ∈ [g] : inf(h) = inf s (g), sup(h) = sup s (g)}.
Intuitively, the super summit set is the set of all elements in the conjugacy class that have the shortest normal form in the conjugacy class. In this paper, we define the stable super summit set of g as
Namely, it is the set of all conjugates h of g whose every power h n has the shortest normal form in the conjugacy class of g n . The following is the main result of this paper. We prove (i) in §3 (Corollary 3.13) and the others in §4 (Corollary 4.6). In the next section, we shall see Theorem 2.4 that collects the most important characteristics of the super summit set (and the ultra summit set). Our result shows that (i)-(iv) of Theorem 2.4 still hold for the stable super summit set. The remaining property, Theorem 2.4 (v), is extended to Corollary 3.12. While Theorem 2.4 yields a finite-time algorithm for computing the super summit set, Theorem 1.1 together with Corollary 3.12 is not sufficient to compute the stable super summit set in finite time. We will discuss this issue in §5.
Garside groups
We start with a brief review of Garside groups. See [Gar69, BS72, Thu92, EM94, BKL98, DP99, Pic01, Deh02, FG03, Geb05] for details.
2.1. Garside monoids and groups. Let M be a monoid. Let atoms be the elements a ∈ M \ {1} such that a = bc implies either b = 1 or c = 1. Let a be the supremum of the lengths of all expressions of a in terms of atoms. The monoid M is said to be atomic if it is generated by its atoms and a < ∞ for any a ∈ M . In an atomic monoid M , there are partial orders L and R : a L b if ac = b for some c ∈ M ; a R b if ca = b for some c ∈ M . a ∈ M is called a simple element if a L ∆. Let D denote the set of simple elements. Let ∧ L and ∨ L denote the gcd and lcm with respect to L .
Garside monoids satisfy Ore's conditions, and thus embed in their groups of fractions. A Garside group is defined as the group of fractions of a Garside monoid. When M is a Garside monoid and G the group of fractions of M , we identify the elements of M and their images in G and call them positive elements of G. M is called the positive monoid of G, often denoted G + . The partial orders L and R , and thus the lattice structures in the positive monoid G + can be extended to the Garside group G as follows: g L h (respectively, g R h) for g, h ∈ G if gc = h (respectively, cg = h) for some c ∈ G + .
Let τ : G → G be the inner automorphism of G defined by τ (g) = ∆ −1 g∆. It is known that τ (G + ) = G + , that is, the positive monoid is invariant under conjugation by ∆.
For g ∈ G, there are integers
In this case, inf(g) = r and sup(g) = r + k. 
Conjugacy problem in Garside groups
Definition 2.3. For an element g of a Garside group, the super summit set [g] S and the ultra summit set [g] U are defined as follows:
Theorem 2.4. Let g be an element of a Garside group.
(i) The super summit set [g] S is finite and nonempty.
there exists a finite sequence
The above theorem solves the conjugacy problem in Garside groups. Two elements are conjugate if and only if their super summit sets are the same because the super summit sets are nonempty by (i); We can obtain at least one element in the super summit set by (v); We can compute the whole super summit set from a single element by (iv). (ii) and (iii) give additional structure to the super summit set, which provide useful tools for solving the conjugacy problem. All the statements in the above theorem hold when [g] S is replaced with [g] U , due to Gebhardt [Geb05] .
Stable super summit set is nonempty
The goal of this section is to prove Theorem 1.1 (i): the stable super summit set is finite and nonempty. The following filtration of the stable super summit set is useful.
Definition 3.1. Let g be an element of a Garside group. For n 1, define
Lemma 3.2. For every element g in a Garside group, [g] St = S n (g) for some n 1.
We will show that [g] St is nonempty (Corollary 3.13) by showing that S n (g) is nonempty for all n 1 (Corollary 3.12).
The following lemma is a folklore.
Lemma 3.4. Let G be a Garside group. Let g ∈ G and a, b ∈ G + .
(i) inf(g∆ r ) = inf(g) + r and sup(g∆ r ) = sup(g) + r for any r ∈ Z.
We now estimate inf s and sup s of g n+m in terms of inf s and sup s of g n and g m (in Proposition 3.6) by using the following lemma.
Lemma 3.5. Let h be an element of a Garside group. For n 1,
Since inf s and sup s are integer-valued, we get the desired inequalities.
Proposition 3.6. Let g be an element of a Garside group. For m, n 1,
Proof. We prove only (i), because (ii) can be proved similarly. We first show that inf
Substituting g m and g n for h in Lemma 3.
On the other hand, substituting g m+n for h in Lemma 3.5 (i),
The other inequality can be proved similarly. Substituting g m and g n for h in Lemma 3.5 (i),
Substituting g m+n for h in Lemma 3.5 (i),
Therefore,
We remark that it is easy to draw Lemma 3.5 from Proposition 3.6. We briefly illustrate it with the case of inf s : By Proposition 3.6, inf s (h m ) + inf s (h) inf s (h m+1 ) inf s (h m ) + inf s (h) + 1 for all m 1. Substituting 1, . . . , n − 1 for m in the above inequality and then taking their sum, we obtain n inf s (h) inf s (h n ) n inf s (h) + (n − 1).
Lemma 3.7. Let G be a Garside group and g, h ∈ G such that gh = hg.
Proof. We prove only (i), because (ii) can be proved similarly.
If len(g) = len(h) = 0, then s 0 = 1 and we are done. Assume that len(g) = 0 and len(h) 1. Let g = ∆ r and h = sa∆ inf(h) where s ∈ D and a ∈ G + such that s = L max (sa). Since τ r (h) = ∆ −r h∆ r = g −1 hg = h,
Therefore, τ r (s) = s = s 0 , and thus
It is obvious that s 
Therefore s 0 L s 1 a 1 τ −r 1 (s 2 ), and it follows that
we obtain inf(g) inf(s 
Observe that {c n (g)} n = c(g n ) and {d n (g)} n = d(g n ). These relations also hold for iterations of the operations.
Lemma 3.9. Let g be an element of a Garside group. For all n 1 and i 0,
Proof. We prove only for the n-cycling, because similar proof works for the n-decycling. We use induction on i. It is obvious for i = 0, 1. Suppose
The cycling and decycling are useful in computing an element of the super summit set (Lemma 2.2 and Theorem 2.4 (v)). We draw analogous properties of the n-cycling and ndecycling for computing an element of the stable super summit set (Proposition 3.10 and Theorem 3.11).
Proposition 3.10. Let g be an element of a Garside group, h ∈ [g] and n 2.
(c) There exists l 1 such that for k = 1, . . . , n,
Proof. We prove only (i), because (ii) can be proved similarly. Let 1 k n − 1. By the hypothesis, inf s (h k ) = inf(h k ) and inf s (h n−k ) = inf(h n−k ). By Proposition 3.6 (i),
. We can apply Lemma 3.7 (i) to the pair (h k , h n−k ) because of (6), and so obtain
Hence, (b) is proved. Combining the above inequality for inf with the fact that inf({c
We say that h ∈ [g] satisfies P if it satisfies the condition given in (i), i.e. inf(h k ) = inf s (g k ) for k = 1, . . . , n − 1 and inf(h n ) < inf s (g n ). We say that h ∈ [g] satisfies Q if it satisfies (a) and (b) given in (i). In the above, we have shown that if h satisfies P, then it satisfies Q. Using this, we prove (c).
Since inf(h n ) < inf s (g n ), there exists l 1 such that inf(c l (h n )) > inf(h n ) and
For i = 0, 1, . . . , l, let h i = c i n (h). Then, h i = c n (h i−1 ) for i = 1, . . . , l, and h n i = c i (h n ) for i = 0, 1, . . . , l by Lemma 3.9.
Claim . For i = 0, 1, . . . , l − 1, h i satisfies P, i.e.
inf(h
Proof of Claim. We use induction on i. For i = 0, it is clear because h 0 = h. Suppose that h i−1 satisfies P. Then, it satisfies Q. Therefore, for k = 1, . . . , n − 1, inf({c n (h i−1 )} k ) = inf s (g k ) and it follows that inf(h
From Lemma 3.9, (5) and (7),
End of Proof of Claim.
By the above claim, h i satisfies Q for i = 0, 1, . . . , l − 1, and hence
by Lemma 3.9. As a result, we obtain (c) because
Theorem 3.11. If h ∈ S n−1 (g) for some n 2, then c l n d m n (h) ∈ S n (g) for some l, m 0.
Case 1. sup(h n ) = sup s (g n ), hence inf(h n ) < inf s (g n ) By Proposition 3.10 (i), there exists l 1 such that for k = 1, . . . , n,
Case 2. sup(h n ) > sup s (g n ) By Proposition 3.10 (ii), there exists m 1 such that for k = 1, . . . , n,
Since d m n (h) satisfies the condition of Case 1, there exists l 1 such that c l n d m n (h) ∈ S n (g).
Corollary 3.12. For n 1, we can obtain an element of S n (g) in a finite number of steps. In particular, S n (g) is nonempty.
Proof. We can obtain an element of S 1 (g) = [g] S by applying cyclings and decyclings by Theorem 2.4 (v). Using induction, assume that we have h ∈ S k−1 (g), for some 2 k < n.
Corollary 3.13. For an element g of a Garside group, the stable super summit set [g] St is finite and nonempty.
Other properties of stable super summit sets
Definition 4.1. Let G be a Garside group. For a, b ∈ G + , the expression ab is said to be left-greedy if a = 1, b = 1 and ∆ sup(a) ∧ L (ab) = a.
For example, if s 1 · · · s k is the normal form of a positive element and k 2, then for 1 l k − 1, the expression (s 1 · · · s l )(s l+1 · · · s k ) is left-greedy. The following lemma easily follows from (iv) and (v) of Lemma 3.4.
Lemma 4.2. Let g be an element of a Garside group G. Let a, b ∈ G + such that ab is left-greedy.
Lemma 4.3. Let G be a Garside group, g ∈ G and h ∈ S n (g) for some n 1. Let h = ab∆ u , where u = inf(h), a, b ∈ G + , and ab is left-greedy.
(i) inf(h n+1 ) = inf(h) + inf(h n a).
(ii) sup(h n+1 ) = sup(a) + sup(b∆ u h n ).
Proof. Note that inf(h k ) = inf s (h k ) for all k = 1, . . . , n. By Proposition 3.6 (i),
Assume that inf(h n+1 ) = inf(h n ) + inf(h) + 1. Since ab is left-greedy and
Therefore, inf(h n+1 ) = inf(h n a) + inf(h). Hence, we have proved (i).
(ii) can be proved similarly.
Proposition 4.4. Let G be a Garside group, g ∈ G and h ∈ S n (g) for some n 1. If h = ab∆ u , where a, b ∈ G + , u = inf(h) and ab is left-greedy, then a −1 ha ∈ S n (g).
Proof. Let h 1 = a −1 ha = b∆ u a. We will show that h k 1 ∈ [g k ] S for 1 k n, using induction on k. We first show that h 1 ∈ [g] S . Since
Since ab is left-greedy, sup(h) = sup(ab∆ u ) = sup(a) + sup(b) + u. Since
Assume that
On the other hand, since h ∈ S n (g) and k + 1 n,
Therefore inf(h k+1 1 ) = inf(h k+1 ) = inf s (g k+1 ) and sup(h k+1 1 ) = sup(h k+1 ) = sup s (g k+1 ), and it follows that h k+1 1
Theorem 4.5. Let G be a Garside group, g ∈ G and n 1.
Proof. (i) It is obvious that τ (h) ∈ S n (g). Let us show that c(h), d(h) ∈ S n (g). Let s 1 · · · s k be the normal form of h∆ − inf(h) . We may assume k 2, otherwise it is obvious. If a = s 1 and b = s 2 · · · s k , then c(h) = a −1 ha. If a = s 1 · · · s k−1 and b = s k , then d(h) = τ u (a −1 ha). In both cases, ab is left-greedy and h = ab∆ inf(h) . Therefore, c(h), d(h) ∈ S n (g) by Proposition 4.4.
(
(iii) There exists a ∈ G + such that a −1 ha = h ′ . Let s 1 · · · s m be the normal form of a, possibly s 1 = · · · = s r = ∆ for some r m. Since a ∈ S h and ∆ ∈ S h , s 1 = ∆ ∧ L a ∈ S h . Define h 1 = s −1 1 hs 1 . Continuing the same argument to (h 1 , h ′ ), we get the desired sequence.
Since [g] St = S n (g) for some n 1 by Lemma 3.2, the above theorem also holds for [g] St .
Corollary 4.6. Let G be a Garside group and g ∈ G.
Some remarks
We first give an example to illustrate that (i) the stable super summit set is different from the super summit set and the ultra summit set; (ii) we cannot obtain an element of the stable super summit set by applying only cyclings and decyclings (hence Theorem 2.4 (v) does not hold for the stable super summit set).
Let G be the 4-braid group B 4 . Let g 1 = σ 1 σ 2 σ 3 , g 2 = σ 3 σ 2 σ 1 , g 3 = σ 1 σ 3 σ 2 and g 4 = σ 2 σ 1 σ 3 . Note that g i 's are simple elements and conjugate to each other. It is easy to see that
The normal forms of g 2 i are as follows: g 2 1 = (σ 1 σ 2 σ 3 σ 1 σ 2 )σ 3 ; g 2 2 = (σ 3 σ 2 σ 1 σ 3 σ 2 )σ 1 ; g 2 3 = ∆; g 2 4 = ∆. Therefore, inf(g 2 1 ) = inf(g 2 2 ) = 0 and inf(g 2 3 ) = inf(g 2 4 ) = 1. It is easy to see that
Note that c(g i ) = d(g i ) = g i for i = 1, . . . , 4. In particular, we cannot obtain an element of the stable super summit set by applying only cyclings and decyclings to g 1 or g 2 . Figure 1 shows the minimal conjugacy graphs, defined by Using variants c n and d n of the cycling and decycling, Corollary 3.12 shows that, for each element g and n 1, we can build a finite-time algorithm to obtain an element h ∈ S n (g). In order to compute the stable super summit set in a finite number of steps from Corollary 3.12, we need an affirmative answer to the following question. Can we make a finite-time algorithm that decides, given an element h in the conjugacy class of g, whether it is contained in the stable super summit set?
The existence of such an algorithm is obvious for the super summit set and the ultra summit set. However, for the stable super summit set, a naive algorithm will test, given an element h, whether h n ∈ [g n ] S for all n 1. This kind of algorithm does not halt in finite time. We will deal with the above question in a future paper and answer in the affirmative. Our final remark is about the intersection of the stable super summit set and the ultra summit set. For an element h in the ultra summit set of g, the set T h = {c k (h) : k 1} is called the trajectory of h. The ultra summit set is a disjoint union of trajectories. By Theorem 4.6 (i), if a trajectory of the ultra summit set contains an element of the stable super summit set, then the whole trajectory is contained in the stable super summit set. From this observation, it would be interesting to study [g] St ∩ [g] U , the intersection of the stable super summit set and the ultra summit set. This set is finite and nonempty, consisting of some trajectories of the ultra summit set.
