Köhler's method is a useful multi-thresholding technique based on boundary contrast. However, the direct algorithm has a too high complexity -O(N 2 ) i.e. quadratic with the pixel numbers N -to process images at a sufficient speed for practical applications. In this paper, a new algorithm to speed up Köhler's method is introduced with a complexity in O(N M ), M is the number of grey levels. The proposed algorithm is designed for parallelisation and vector processing, which are available in current processors, using OpenMP (Open Multi-Processing) and SIMD instructions (Single Instruction on Multiple Data). A fast implementation allows a gain factor of 405 in an image of 18 million pixels and a video processing in real time (gain factor of 96).
INTRODUCTION
Adaptive thresholding is one of the most used technique in many applications because it is fast to compute and when combined with previous filters, it gives robust decision rules for pattern recognition. Among many other techniques of thresholding [1] ; Köhler's method computes a curve of contrast of the region boundaries in an image [2] . The contrast steps correspond to the local maxima of the curve and can be extracted for (multi-)thresholding of the image. This is useful for many applications: industrial, biomedical, video, etc [3, 4, 5] . However, computing Köhler's method is time consuming; almost 1 minute using a C++ implementation on a current computer with an image acquired by a recent camera (18 million pixels, fig. 1 ). The purpose of this paper, is to introduce and implement a new algorithm for Köhler's thresholding method faster than the existing algorithms and making it useful for applications requiring fast or real-time processing (e.g. video thresholding, large datasets) [6] .
Previously, two attempts were made to speed up the computation of Kölher's method. Zeboudj [7, 8] used mathematical morphology operations to give a similar version of Köhler's method. However, his approach was efficient on specific devices which are not available any more. The other one, from Hautière [9, 3] , consists of making the computation on a reduced part of the neighbourhood and to pre-calculate some intermediate images of minimum and maximum between the image translated horizontally and vertically in order to compute the contrast. However, this algorithm does not introduce any parallelisation.
In this paper, after a reminder on Köhler's method and on parallel computing in Mathematical Morphology [10, 11, 12] ; we will introduce a parallel algorithm for Köhler's method using line translations of the image. We will also propose to compute the contrast on a reduced neighbourhood as in [9] . Eventually, we will compare an implementation of our algorithm, using vectorisation with SIMD instructions [13] and multi-core (i.e. parallel) processing with OpenMP [14] , to other implementations of Köhler's method.
PREREQUISITES
Let us remind Köhler's method and the acceleration of Mathematical Morphology operations. An image is a function f defined on a discrete domain D ⊂ Z n with values in [0, M [, M ∈ R and M = 256 for 8 bits images. We denote x the location of a pixel and f x its value. In the sequel, we will use the 4-neighbourhood N 4 of pixels. For bi-dimensional images, we can also use the 8 or the 6-neighbourhood [12] with insignificant differences [3] .
Köhler's method
Let us remind Köhler's method [2, 4] . Given a grey-level image f and a threshold t ∈ [0, M [, two classes are generated by t:
A boundary B(t) is also generated:
For each couple of pixels (x 0 , x 1 ) of B(t), Köhler associates a contrast C t K (x 0 , x 1 ) defined as:
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which is the minimum of the two steps (in terms of contrast) generated by the threshold t between f x0 and f x1 . The average contrast of the boundary B(t) is defined as:
#B(t) is the cardinality (number of elements) of B(t) and the summation is made on the couples of pixels (x 0 , x 1 ) belonging to B(t). This generates a curve of contrasts C K (B(t)) for all the possible thresholds t ∈ [0, M [. The optimal threshold t 0 is selected as:
In figure 1 , we have extracted the 6 most significant thresholds (i.e. the local maxima) from the contrast curve. These multiple thresholds give an efficient simplification (i.e. compression) of the image grey levels: passing from 256 to 7 grey levels. The 7 grey levels corresponds to the mean value of the pixels for each class of the segmentation. A direct C++ implementation consists of computing for
It has a duration of 53 s using an image of size 3672 × 4096 pixels and a processor Intel R Core TM i7 CPU 4702HQ, 2.20 GHz, 4 cores, 8 threads. As the algorithm is not parallel, a single thread is used. For real-time applications, or big datasets, a faster algorithm is needed.
Accelerating operations on a neighbourhood
In Mathematical Morphology, for operations on a neighbourhood some acceleration methods exists. With a symmetric structuring element A (such as the one associated to the 4neighbours), the morphological dilation corresponds to the Minkowski addition [15, 10, 11, 12, 16] :
(5)
A direct implementation of a dilation, by computing the union on the neighbourhood of each pixel ( fig. 2 (a)), will lead to an algorithm of complexity of O(N × |A|) [17] . N is the number of pixels in the image and |A| is the cardinality of |A|. However, the Minkowksi addition (i.e. the dilation) has the property to distribute the union [18, 11] :
. This property has important technological consequences as a dilation can be computed elements by elements of the structuring element A, before combining the intermediate results by union. Therefore,
An implementation by translating all pixel x by the vectors a ∈ A and checking if they belong to the set X will have a complexity of O(|X ⊕ A|) [17] . As images are stored in computer memory as unidimensional arrays, an efficient implementation [19] consists of translating the lines instead of the pixels ( fig. 2 (b) ). As the operations in each line are inde- pendent from the other lines (eq. 6), a parallel programming method is used, namely OpenMP [14] , which is designed for multi-processor/core, shared memory computers. Each thread is computed by a single core and all cores share a common memory. In addition, vectorised data are used with SIMD instructions [13] in each thread. Vector operations using SIMD instructions allow multiple data to be processed with a single instruction of the processor while scalar operations use one instruction to process each individual data. The size of the SIMD registers being of 128 bits, 16 operations on integers of 8 bits are performed at the same time instead of a single one. In recent compilers, the vectorisation is performed automatically after activation of the right option. In [19] , a dilation with a square structuring element of size 3 pixels in a 8 bit image (of size 1024 × 1024 pixels) is accelerated by a factor 136 with a neighbourhood implementation by comparison to a line implementation with parallelisation and vectorisation (45 ms versus 0.33 ms, Intel R Core TM i3 CPU M330, 2.13 GHz, 2 cores, 4 threads). Let us introduce an efficient method to compute Köhler's method.
A FAST ALGORITHM FOR KÖHLER'S METHOD

Accelerating the computation of Köhler's contrast
A direct implementation of Köhler's approach (section 2.1) is not designed for parallel and vector processing. Kölher's contrast (eq. 2) is summed on boundaries B(t) which are computed by the set difference between a morphological dilation of the set C t 1 (f ) and this same set: curLine ← inLine(i, :) 8: for all a ∈ A do 9: nLine a ← translate(inLine(i + a.y, :), a.x ) 10: for all j ∈ [1, J] do 11: mini ← min(curLine(j), nLine a (j)) 12: maxi ← max(curLine(j), nLine a (j)) 13: for all t ∈ [mini, maxi − 1] do 14: In order to gain an additional factor 2, let us show that it is the same to make the computation on a "half" neighbourhood N 4 * as on the 4-neighbourhood N 4 (fig. 3) . The idea has been introduced in [9, 3] . Here, the equality of the two approaches is demonstrated.
When scanning the boundary B(t) with the 4-neighbourhood N 4 , only the pixels x 1 , such as f x0 < f x1 , are contributing to the boundary contrast. However, both pixels x 0 and x 1 are neighbours: x 0 ∈ N 4 (x 1 ) ⇔ x 1 ∈ N 4 (x 0 ). Therefore, both (ordered) pairs (x 0 , x 1 ) and (x 1 , x 0 ) are scanned and only one pair is contributing to the contrast between the (unordered) set of points {x 0 ,
(7) Let us remove the order condition between the grey levels, f x0 ≤ t < f x1 and define the absolute pair contrast C t K (x 0 , x 1 ) = min (|f x0 − t|, |t − f x1 |). When scanning both pairs without the grey level order, the contrast between the set of points {x 0 , x 1 }, is:
.
Using the "half"-neighbourhood N * 4 allows to scan only one pair of pixels. Therefore, we obtain our result:
Implementation: parallelisation and vectorisation
In order to make parallel the algorithm, the computation of the contrast can be performed independently line by line. For each parallel thread k, two arrays of length M , C k (contrast) and Card k (counter), need to be created at the beginning of the parallel process (line 6, alg. 1). At the end of the parallel process (line 19), they are grouped by summation in two arrays C (contrast) and Card (counter). The parallel programming language used is OpenMP in C++. Instead of being performed between single numbers, several operations can be performed using arrays, allowing the vectorisation of the data.
The following operations are vectorised and processed using SIMD instructions: i) the line translation (line 9), ii) the computation of the minimum (line 11) and the maximum (line 12) between the arrays curLine and nLine a , iii) the computation of the contrast C k (line 14) and of the counter card k (line 15) and iv) the normalisation of the contrast (line 20).
RESULTS
We now compare the duration of the direct implementation to the fast algorithm. We have used a processor Intel R Core Let us try Köhler's method with a video of a car from the dataset YFCC100M (Yahoo Flickr Creative Commons 100M) [6, 20] . In figure 4 , two frames and their segmentations in two classes are shown. The direct implementation segments the video at a rate of 1 frame per second while the fast implementation (with parallelisation) processes 97 frames per second, which is faster than the 25 frames/s of the video (tab. 2). Therefore, the fast algorithm for Köhler's method is suited for real time video processing.
CONCLUSION AND PERSPECTIVES
A faster algorithm for Köhler's thresholding has been introduced with a lower complexity, O(N M ), than the direct approach, O(N 2 ). It is designed to benefit from the capacities of processors: multi-core processing with OpenMP and vector processing using SIMD instructions. Results show that with an image of 18 million pixels the duration is reduced by a factor 405 (from 53 s to 0.13 s) and that a video can be processed at a rate of 97 frames/s instead of 1 frame/s. Importantly, this algorithm is suited for applications requiring realtime or fast processing: video, industrial, large databases, etc. Its practical interest is to be combined with previous transforms: a low-pass filter, a mathematical morphology transform [11, 21, 17, 22] or a map of colour distances [23, 24] . In future works, the influence on the method of different contrasts will be presented (already studied), such as the contrasts defined in the Logarithmic Image Processing framework [4, 5] .
