Abstract OPTCON is an algorithm for the optimal control of nonlinear stochastic systems which is particularly applicable to econometric models. It delivers approximate numerical solutions to optimum control problems with a quadratic objective function for nonlinear econometric models with additive and multiplicative (parameter) uncertainties. The algorithm was programmed in C# and allows for deterministic and stochastic control, the latter with open-loop and passive learning (open-loop feedback) information patterns. In this paper, we compare the application results of the OPTCON2 algorithm for two macroeconomic models for Slovenia, namely a non-linear model SLOVNL and a linear model SLOVL.
Introduction
Optimum control theory has a great number of applications in many areas of science from engineering to economics. In particular, there are many studies on determining optimal economic policies for econometric models. Most of these optimum control applications use algorithms for linear dynamic systems or those that do not take the full stochastic nature of the econometric model into account. Examples of the former are [10] , [8] , and the references in [1] , and [6, 7] for the latter. An algorithm that is explicitly aimed at providing (approximate) solutions to optimum control problems for nonlinear econometric models and other dynamic systems with different kinds of stochastics is OPTCON, as introduced by [13] . This algorithm uses an open-loop control scheme for dealing with the stochastic parameters of the econometric model during the computation of optimum control variables. An extension of the basic algorithm OPTCON which has been recently developed by V. Blueschke-Nikolaeva, D. Blueschke, R. Neck (2010) 1 , is named OPTCON2 and includes also passive learning or open-loop feedback control strategy. OPTCON2 is implemented in C# and can deliver plausible numerical solutions at least for small problems with real economic data. Two such applications are analysed in this paper. We develop two macroeconomic models of Slovenian economy, a non-linear model SLOVNL and a (comparable) linear model SLOVL. The application of the algorithm with both, open-loop and passive learning strategies, to these macroeconomic models is carried out and the influence of the non-linearity on the optimum solution is filtered out by some optimization experiments. This paper has the following structure: In section 2, we give the theoretical background and explain the algorithms. In Section 3, we introduce the non-linear econometric model for Slovenia, SLOVNL. In section 4, the linear model of Slovenian economy, SLOVL, is presented. Next, we explain the background of the experiments and present the results of these experiments applied to the both models. At the end we summarize the results and give some research outlook.
The problem
The OPTCON1/OPTCON2 algorithms are designed to provide approximate solutions to optimum control problems with a quadratic objective function (a loss function to be minimized) and a non-linear multivariate discrete-time dynamic system under additive and parameter uncertainties. The intertemporal objective function is formulated in quadratic tracking form, which is quite often used in applications of optimum control theory to econometric models. It can be written as
with L t (x t , u t ) = 1 2
x t is an n-dimensional vector of state variables that describes the state of the economic system at any point in time t. u t is an m-dimensional vector of control variables,x t ∈ R n andũ t ∈ R m are given 'ideal' (desired, target) levels of the state and control variables respectively. T denotes the terminal time period of the finite planning horizon. W t is an ((n + m) × (n + m)) matrix, specifying the relative weights of the state and control variables in the objective function. In a frequent special case, W t is a matrix including a discount factor α with W t = α t−1 W . W t (or W ) is symmetric. The dynamic system of non-linear difference equations has the form
where θ is a p-dimensional vector of parameters whose values are assumed to be constant but unknown to the decision-maker (parameter uncertainty), z t denotes an l-dimensional vector of non-controlled exogenous variables, and ε t is an n-dimensional vector of additive disturbances (system error). θ and ε t are assumed to be independent random vectors with expectationsθ and O n respectively and covariance matrices Σ θθ and Σ εε respectively. f is a vector-valued function, f i (.....), is the i-th component of f (.....), i = 1, ..., n.
OPTCON1
The basic OPTCON algorithm determines approximate solutions to optimum control problems with a quadratic objective function and a non-linear multivariate dynamic system under additive and parameter uncertainties. It combines elements of previous algorithms developed by [6, 7] , which incorporate non-linear systems but no multiplicative uncertainty, and [10] , which deals with linear systems and all kinds of uncertainty. The version OPT-CON1 is described in detail in [13] ; here only its basic idea is presented. It is well known in stochastic control theory that a general analytical solution to dynamic stochastic optimization problems cannot be achieved even for very simple control problems. The main reason is the so-called dual effect of control under uncertainty, meaning that controls not only contribute directly to achieving the stated objective but also affect future uncertainty and hence the possibility of indirectly improving on the system performance by providing better information about the system (see, for instance, [3] ; [14] ). Therefore only approximations to the true optimum for such problems are feasible, with various schemes existing to deal with the problem of information acquisition.
A useful distinction was adapted from the control engineering literature by [10] : open-loop policies preclude the possibility of receiving information (measurements) while the system is in operation; open-loop feedback (or passive learning) policies use current information to determine the control but do not anticipate future measurements; and closed-loop (or active learning) policies make some use of information about future measurements as well. Alternatively, [11] propose the terms optimal feedback and expected optimal feedback for open-loop and open-loop feedback respectively. Given the intricacies of the interplay between control and information, even for very simple stochastic control problems (for example, a linear scalar system with a time horizon of only two periods), an exact analytical or even numerical solution is impossible; hence numerical approximations are required that make use of simplifying assumptions.
The OPTCON1 algorithm determines policies belonging to the class of open-loop controls. It either ignores the stochastics of the system altogether (deterministic solution, identical to the Chow algorithm) or assumes the stochastics (expectation and covariance matrices of additive and multiplicative disturbances) to be given once and for all at the beginning of the planning horizon (stochastic solution). The problem with the non-linear system is tackled iteratively, starting with a tentative path of state and control variables. The tentative path of the control variables is given for the first iteration. In order to find the corresponding tentative path for the state variables, the non-linear system is solved numerically using the Newton-Raphson method. Alternatively, the Gauss-Seidel method or perturbation methods (e.g. [5] ) may be used for this purpose.
After the tentative path is found, the iterative approximation of the optimal solution starts. The solution is sought from one time path to another until the algorithm converges or the maximal number of iterations is reached. During this search the system is linearized around the previous iteration's result as a tentative path and the problem is solved for the resulting timevarying linearized system. The criterion for convergence demands that the difference between the values of current and previous iterations be smaller than a pre-specified number. The approximately optimal solution of the prob-lem for the linearized system is found under the above-mentioned simplifying assumptions about the information pattern; then this solution is used as the tentative path for the next iteration, starting off the procedure all over again.
Every iteration, i.e. every solution of the problem for the linearized system, has the following structure: the objective function is minimized using Bellman's principle of optimality to obtain the parameters of the feedback control rule. This uses known results for the stochastic control of LQG problems (optimization of linear systems with Gaussian noise under a quadratic objective function). A backward recursion over time starts in order to calculate the controls for the first period. Next, the optimal values of the state and the control variables are calculated by applying forward recursion, i.e. beginning with u 1 and x 1 at period 1 and finishing with u T and x T at the terminal period T . If the convergence criterion is fulfilled, the solution of the last iteration is taken as the approximately optimal solution to the problem and the algorithm stops. Finally, the value of the objective function is calculated for this solution. For more details, see [13] .
OPTCON2
The new version of the algorithm, OPTCON2, incorporates both open-loop and open-loop feedback (passive-learning) controls. The idea of passive learning corresponds to actual practice in applied econometrics: at the end of each time period, the model builder (and hence the control agent) observes what has happened, that is, the current values of state variables, and uses this information to re-estimate the model and hence improve his/her knowledge of the system. It should be mentioned that two kinds of errors, namely additive (random system errors) and multiplicative ('structural' errors in parameters), are taken into account but not possible specification errors, hence it is assumed that no re-specifications of the model are performed. Whether taking passive learning into account really improves the performance of the system is, however, an open question because the 'true' optimum is not known.
The main research aim is to obtain evidence as to whether applying passive learning can indeed improve the final solution. The prediction and optimization procedures for open-loop control assume that the model is not affected by random disturbances occurring during the optimization process. But in reality some random errors will disturb the optimization process. OPTCON2 can deal with two kinds of uncertainties, parameter and system errors. The passive-learning strategy implies observing current information and using it in order to adjust the optimization procedure. Next, the new information is used by the policy-maker to update and adjust the parameter estimate θ m . After that, the same procedure is applied for the remaining subproblem from S + 1 to T , and so on. Again, we do not present a detailed description of the algorithm, which can be found in [4] , instead we discuss two applications of our algorithm to Slovenian economy. 
The objective function penalizes deviations of objective variables from their 'ideal' (desired, target) values. The 'ideal' values of the state and control variables (x t andũ t respectively) are chosen as follows: The 'ideal' values for most variables are defined in terms of growth rates (denoted by % in Table 3 ) starting from the last given observation (2003:4). For P i4 and T axRate, constant 'ideal' values are used; for ST IRLN, a linear decrease of 0.25 per quarter is assumed to be the goal. The weights for the variables, i.e. the matrix W in the objective function, are first chosen as shown in Table 2a ('raw' weights) to reflect the relative importance of the respective variable in the (hypothetical) policy-maker's objective function. These 'raw' weights have to be scaled or normalized according to the levels of the respective variables to make the weights compa-rable. To do so, the 'raw' weights are multiplied by normalization coefficients
where ML is the mean of a reference series and MA i is the mean of the respective series i. The 'correct' weights obtained in this way are shown in Table 2b . The weight matrix is assumed to be constant over time (no discounting). 
Model equations:
The first four equations are estimated by FIML, the remaining equations are identities. Standard deviations are given in brackets. IM P R t = IM P R t−1 + 0, 826648 (V R t − V R t−1 ) − 38, 158117 SIT EU R t (0, 07) (18, 86)
The objective function penalizes deviations of objective variables from their 'ideal' (desired, target) values. The 'ideal' values of the state and control variables (x t andũ t respectively) are chosen as follows:
The weights for the variables, i.e. the matrix W in the objective function, are first chosen as shown in Table 4a ('raw' weights) to reflect the relative importance of the respective variable in the (hypothetical) policy-maker's objective function. The 'correct'/normalized weights are shown in Table 4b . The weight matrix is assumed to be constant over time (no discounting). 
Optimization experiments
The OPTCON2 algorithm is applied to two specified above econometric models, SLOVNL and SLOVL. This exercise is not meant to determine actually optimal policies for Slovenia during the period considered (for this, the quality of the econometric models is not sufficient); instead, it should deliver some information about the convergence and the applicability of the OPT-CON2 algorithm as implemented in C#. solution, also showing a significant improvement in system performance. An interesting detail is that the deterministic and the stochastic open-loop solutions are very similar, which goes in line with previous findings in a related study by [15] . Furthermore, one can see that the SLOVL model is a good 'linear approximation' of the non-linear SLOVNL model because the results for both models are nearly identical for the variables presented in the graphs above. This fact can be used later for filtering out the impact of non-linearity on finding the optimum control solution, especially for the case of open-loop feedback strategy.
Experiment 2: open-loop feedback strategy
The This result is somewhat unexpected because it means that (passive) learning does not necessarily improve the quality of the final results; it may even worsen them. One reason for this is the presence of the two types of stochastic disturbances: additive (random system error) and multiplicative error ('structural' error in the parameters). The decision-maker cannot distinguish between realizations of errors in the parameters and in the equations as he just observes the resulting state vector. Based on this information, he learns about the values of the parameter vector but may be driven away from the 'true' parameter due to the presence of random system error. The possibility of such a diversion can be expected to decrease during the planning horizon as new information (new realizations of the errors) are granted relatively less weight in the updating procedure as time passes by.
On the impact of non-linearity
The figures in the section above illustrate the problem of so called outlierscases with high losses of the objective function value. In a similar framework of the optimum control theory look Tucci et al. in [16] for advanced numerical reasons of outliers. The sources of the problem found by the authors could not be confirmed to be decisive for the outlier problem in SLOVNL model. We assume that there could be other reasons for the outliers. One possible reason is the stochastic of the dynamic system itself. We consider the case where the macroeconomic model is estimated with the relatively high variances and optionally some insignificant parameters. This could lead to the creation of start estimates for parameter values which are 'too far' away from the true values, and result more or less automatically in outliers. For the SLOVNL model, where all the parameters are considered to be stochastic (inclusive all the intercepts), such a reason is especially realistic. The second possible reason is based on the non-linear nature of the processes considered by the OPTCON2 algorithm. Mainly in order to test that, the SLOVL model was created. The graphical results in the section above show that the outliers also occur in the linear version. But there is some additional information which is not recognizable in the figures above. Running an experiment with 1000 Monte Carlo runs for SLOVNL model results sometimes in the fact that the algorithm does not converge. By this the algorithm starts to diverge and results in some non reasonable or even complex numbers. In the 1000 Monte Carlo runs experiment considered above this happened six times. On the contrary, regarding the SLOVL model not one non-convergence case out of the 1000 Monte Carlo runs has occurred. In that one arrives at the conclusion that the non-linearity is not the reason for the outliers, but can worsen the problem.
Conclusion
The But the problem of the outliers which is existent for both solution strategies should be considered more intensively. In this sense the comparison of the SLOVNL and SLOVL model allows the conclusion that the non-linearity of the system is not the reason for the outliers but can worsen their influence in some cases. The next task is to apply OPTCON2 to larger and better macroeconometric models (in terms of their theoretical and statistical quality). Additional comparisons of the policy performance with respect to the postulated objective function are desirable; for example, it may be interesting to calculate controls by straightforward heuristic optimization procedures (see [9] , [17] , [12] , among others) and assess their performance compared to the more sophisticated ones calculated by OPTCON2. Moreover, major extensions will have to include various schemes of active learning to deal with the dual nature of the control under uncertainty along the lines of [10] for the linear case. Another challenge consists in incorporating rational (forward-looking) expectations and hence a non-causal structure in the dynamic system; see [2] for the linear case.
