INTRODUCTION
The first part of the paper has appeared in the Journal of Algebra 40 (1976), 556-584. We shall refer to this paper as I. As in I, G will always be a finite group which possesses cyclic Sylow p-subgroups P for some fixed prime number p. As was pointed out in 1, character theoretical results are available in this case for which no analog in the case of a non-cyclic Sylow p-subgroup has been found. A second motivation for the investigation is provided by the fact that many interesting groups satisfy our assumption for suitable choice of the prime number p, for instance all known finite simple groups.
As we discussed in I, we are specially interested in connections between "global"
properties of G and "local" properties of G for the given prime p. Examples of the local properties are the order p = pa of the Sylow p-subgroup P of G, the set Ic) of all Sylow p-subgroups of G, the cardinality n of G, the group M defined by PC = P x M, where C = C,(P) is the centralizer of P in G, the index r of C in N = No(P), the normalizer, and many others. On the other hand, the orderg = 1 G 1 of G is a global property. If we set m = 1 M 1 we have g=qrmn (l-1) This is a relation between global and local properties of G which is always true, independent of the assumption that the Sylow p-subgroups of G are cyclic. Define t by t = (q -1)/y. As in I, the notation P, M, Q, q, a, n, m, Y, t will be fixed throughout the paper. If we wish to use the same objects for another finite group H, we shall write P(H), M(H), Q(H), q(H) etc.
We begin our investigation in section 2 with a discussion of some elementary properties of the set J2. If P and Q are two elements of Sz, we call the intersection P n Q a Sylow intersection in G and the index 1 P : P n Q 1 a Sylow intersection index. If P = (z-) and if we set ?ra = n-pa, a! = 0, I,..., a (1.2) then P, = (r,J is the unique subgroup of P of index pa. Some elementary properties of the groups C, = C,(P,) and N, = N,(P,) are considered. In section 3, a variation of Theorem 4B of I is given. In particular, it is shown that we can set n = n(C,-I>( 1 + n*q)
where n* is a nonnegative integer, which vanishes only when Pap1 is normal in G.
In connection with an investigation of the number theoretical properties ot the orders of the finite Chevalley groups, E. Artin [l] posed the problem of finding the finite simple groups G with a Sylow p-subgroup P of arbitrary structure for which the inequality 1 G 1 < 1 P I3 holds. He conjectured that in the simplest case 1 P 1 = p either G = P, G 'v PSL (2, p) or G E PSL(2, p -l), p > 3 a Fermat prime. This conjecture was proved by W. F. Reynolds and the author [9] . After Dade's theorem [lo] b ecame available, M. Herzog [13, 14, I .51 could generalize the results to an arbitrary cyclic P. In the case that Sz is a trivial intersection set, the method of [9] could be applied, but in the other case, Herzog had to use a new method. In section 4 below, a unified approach is given which yields somewhat stronger results.
Sections 5-8 deal with a different type of properties of G. In section 5, a result concerning irreducible representations in the principal p-block of G is proved, which enables us in section 7 to apply the deep results of Blichfeldt [2] dealing with finite groups of projectivities in a complex projective space. In section 6, we investigate the groups N, , CL < a, using the restrictions of representations to N, . In section 8, some corollaries of the results are given. We mention here a set of sufficient conditions which guarantee that Q is a trivial intersection set. Another application deals with sufficient conditions that G contains more than one conjugacy class of involutions.
In section 9 we return to an investigation related to the results of section 3. There we associated with each character x in the principal p-block a lattice point A(X) = (xX, y,) on a certain hyperbola. The values of yX lies between 0 and n*, where n* = (n/n(C,-,) -1)/q is an integer. We call y a significant value, if 0 < y < n and if the line Y = y intersects the hyperbola in a lattice point. We prove various results concerning significant values. An interesting situation arises for instance, if we know two significant values and if certain inequalities (9.8) are satisfied. A preliminary result deals with the case that no significant values exist. Then we can describe the groups G/O,(G) completely.
THE SYLOW INTERSECTION INDICES
For reference, we start with PROPOSITION 2A. For 0 < i < a, the group Ci = C(P,) has a normal p-complement Ki; we have This is the first part of (2.4). The set Q -Q(N,) consists of those Q E Gr for which P n Q = Pj with j > i. If we let P act on the set B -Q(N,) by conjugation, the set consists of complete orbits. Note that QNp(Q) is a p-group containing Q and hence equal to Q. Thus, Np(Q) = PnQ. S ince Np(Q) is the stabilizer of Q, the orbit of Q consists of IP:PnQl =IP:PJ =p' 1 e ements. But I P : P n Q 1 is a Sylow intersection index which exceeds pi. Thus j P : P n Q 1 > p@. It is now clear that n -n(Nt) = 1 Q -Q(Ni)l E 0 (mod pi*).
If no Sylow intersection index exceeds pi, we have n = n(N& Then the second part of (2.4) is a consequence of the first part. COROLLARY 2C. If Ni C Nk , there exists a Sylow intersection index w with p* < w < pk. The converse is also true.
Indeed, (2.4) shows that n(N,) < n(Nk), so S(N,) CQ(N,). The argument in the proof of Proposition 2B shows that the statement is conect. CORLLLARY 2D. If i and i* are as in Proposition 2B, we have n = n(N*)(l + zip"*) = n(Cj)(l + zip+*) (2.5) where xi is a non-negative integer. We have xi = 0 only if Pi is normal in G and this is only possible when G is of metacyclic type.
Pvoof. It follows from (2.4) that we can set 1 G : Ni 1 = 1 + zipi* with integral zi 3 0. Now the first equation of (2.4) yields the first equation of (2.5). It follows easily from (2.1) and (2.3) that n(NJ = n(C,). If zi = 0, then G = Ni , so Pi is normal in G. By 1, Corollary 3F this is only possible when G is of metacyclic type.
COROLLARY 2E. We have n = n(C,-41 + n*q) (2.6) where n* is a non-negative intega which vanishes only zf Pa-I is normal in G.
Indeed, for i = a -1, we have pi* = 4, and (2.6) is evident from (2.5) when we set x,-r = n*.
COROLLARY 2F. Wehave where pa ranges over the Sylow intersection indices d#erent from q. Proof. Let 0 < i < a and let pk denote the largest Sylow intersection index smaller than i. Since 1 P : P n P / = 1 is a Sylow intersection index, such a pk exists. On applying (2.5) to Ni at the place of G we obtain an equation ft(c,) = n(c,)( 1 + @) with non-negative integral U. If we had u = 0 we would have n(C,) = n(Ck) and hence Ni = Nk . But thenp" were not a Sylow intersection index, a contradiction to Corollary 2C. Thus u > 0 and 1 + upi >, 1 + p". Now induction yields the statement. Obviously li: > 1. Let Q denote the set of G-conjugates of Pj . Then 1 Q 1 = n". Letting G act on Q by conjugation, we obtain a transitive permutation representation of G with kernel w = n N~(P~~ = n N,(P,Q).
OOG OSG We now choose i = a -1 and n* as in Corollary 2D, 11 = n(C,-,)(I + n*q)
As in 1, Section 4, let &+ = Hnr,* denote the hyperbola (3.1) xz+pxY+x(l -n*>+ Y--* =o (3.2) in a Cartesian X -Y plane.
THEOREM
3A. With each character x in the principal p-block B, of G, a latticepoint A(X) = (xX, y,) on H and a sign 6(x) = +l can be associated such that for non-exceptional x, we have while for exceptional x S(x) x(l) = TX4 + 1 (3.3,) &x)((n -1)/y) x(l) = xx4 + 1 (3.3,) For all x E B, , we have 0 <yx <n* (3.4) -qn* -1 + n* < xx < -1 0~ 0 < xx < n* (3.5) Except when P is normal in G, we have xX > -n*.
PYOO~. On combining (1.1) and (2.6) for i = a -1, we find I G I = qm~n(C,-,)(l + n*q) (3.6) On the other hand, Proposition 3A of I implies that the degree x(l) of the characters x E B, divide I W)I *y/l wa-,)I = 44%I) = Y(l + n*q) (3.7)
cf (2.1). Now the proof of 1, Theorem 4C applies; we have to take here Q* = 4, t* = t = (4 -1)/y and to observe that, on account of (3.7), x(1) divides (q -l)n, and that, for exceptional x, (4 -1) x(1)/~ divides (4 -1)n.
Remark 3B. All points (xX, yJ with exceptional x coincide. This is quite evident, cf. Remark 4C in I. PROPOSITION 3C. If n* = 0, G is of metacyclic type.
Proof. If n* = 0, then n(C,-,) = n by (3.1). Then all Sylow p-subgroups of G are contained in C,-, . It follows that Pap1 is normal in G, so by Corollary 3F in 1, G is of metacyclic type.
THE ARTIN PROBLEM FOR GROUPS G WITH CYCLIC SYLOW P-SUBGROUPS
As was already mentioned in Section 1, the Artin problem for a given prime p is to find all simple groups G with a Sylow p-subgroup P for which lGI<IPY. IV. Z = PSL (2, 8) , p = 3.
Proof. (a) If G is of metacyclic type, then as O,(G) = (l), G is p-metacyclic of order q~. We may therefore assume that G is not of metacyclic type.
(/3) Suppose first that there exist x E B, for which the point (xX , y.J in Theorem 3A satisfies the condition 0 < yX < n*. Applying the transformation L n,,p in I, section 4 if necessary, we see that there exists a lattice point (x, y) on X' with 0 < x < n* and 0 < y < n*. By 1, (4.6) and hence n* = (qxy + x2 + x + Y>/(x + 1) n* > (4% + x2 + x + 1)/(x + 1) (4.
3)
The expression on the right increases with X. Thus n* 3 $(q + 3) and this implies 1 + n*q 3 Q(q + l)(q + 2). By (2.6), n t Qn(C,-,)(a + l)(q + 2). Since G is not of metacyclic type, we have Y 3 2, cf. I, Proposition 2B.
We now obtain
It follows from (2.7) that (4.2) holds.
(r) It remains to deal with the case that for all x E B, either yX = 0 or yX = n*. Since P is not normal in G, it follows from Theorem 3A, that (xX , y,) is one of the points (-1, 0), (0, n*) or (n*, 0); the point (-qn* -1 + n*, n*) can not appear, since xX > -n* and -n* is larger than -qn* -1 + n*.
We assume first that 52 is a trivial intersection set, i.e. that P n Q is either P or (l} for Q E 9. Then Corollary 2C implies that N, = N,-i , since no Sylow intersection indices w satisfies 1 < w <pa-l. Thus n(N,J = 1 by (2.4). It follows from (2.5) that n(C,-,) = 1 and hence n = 1 + n*q. We can now apply 1, Theorem 5D, since the assumption 1, (4.1) required in 1, Section 5, is satisfied (we take h = a, q = q* in (4.1)). It follows from 1, Theorem 5D and Proposition 5E, that Theorem 4A is valid.
Finally, we assume that Sz is not a trivial intersection set. In the degree equation 1, (3.5), terms with S(x) = --I must occur and for them, the point (xX ,y,) must be (--1,O). If x is exceptional, then x(1) = Y, q = p, cf. 1, Proposition 5B. But if q = p, then JJ is a trivial intersection set, a contradiction. Hence x is non-exceptional and x(l) = q -1. It is now clear that Theorem 4A will be proved, if we prove the following proposition. PROPOSITION 4B. If the principal block of G contains a character of degree q -1, then Q is a trivial intersection set.
We postpone the proof of this until Section 8, where the statement can be derived as a corollary of a more general result (Corollary 8F).
THE IRREDUCIBLE REPRESENTATIONS IN THE PRINCIPAL P-BLOCK
In this section, we shall prove some properties of the irreducible representations in the principal p-block of G. THEOREM 5A. Assume that G'M = G. Let H be a normal subgroup of G which is not contained in O,,(G). If X is an irreducible representation in the principal p-block of G, then X,, is irreducible. (Of course, the assumption G'M = G is satisJied if G' = G).
Proof. Using I, Proposition 2G and I, Proposition 2B we see that the condition G'M = G implies that G is not of metacyclic type. (The condition on H implies that p divides j G j .)
Suppose that X has the character x, x E B, . Since the statement is trivial if x( 1) = 1, we may assume that x( 1) > 1.
It follows from I, Theorem 3C that 0(9')(G) C H. Then 1, Proposition 2E, shows that G = (H, M, p) where p E N(P), pT E C(P). Since p normalizes H and M, HM 4 G. Also GIHM is isomorphic to a factor group of (p). Thus G' Z HM. Since G = G'M, we conclude G = HM.
Apply now Clifford's theorem to XI,.
It follows that we may assume that where we have used that prp-1 = r that yi E H and that Y is a representation of H. We conclude that X(V) is similar to a direct sum of cs transformations Y(n) and hence that every characteristic root of X(r) has multiplicity divisible by cs.
If x is non-exceptional, x(l) = xp + 6(x), cf. I (3.6), we deduce from I (3.2*) that X(n) has 1 as a characteristic root of multiplicity x + S(x) and all other q-th roots of unity as characteristic roots of multiplicity x. Hence cs divides both x + S(x) and x. Thus cs = 1 and (5.1) shows that X,, is irreducible.
If x is exceptional, x = X~ , then ~~(1) = xq -6(X,$, cf. I(3.8). We deduce from1(3.3*), that X(n) has the characteristic roots X(,0'), i = 0, l,..., r -1 with the multiplicity x -8(a) and the other Q -r q-th roots of unity with the multiplicity x. As in the preceding paragraph, we conclude that cs = 1 and that Xl, is irreducible.
In the language introduced in [8] , Section 1, our result can be formulated as follows COROLLARY 5B. Assume that G'H = G. Every irreducible representation in the principal p-block is quasi-primitive.
THE GROUPS N,
In this and the following Sections 6-8 we shall make the following assumptions.
HYPOTHESIS (6*). X will be an irreducible representation in the principal p-block; its character will be denoted by x. If x E B, is exceptional, we can assume t # 1 (since otherwise x may be considered as a non-exceptional character). We shall assume that the degree x( 1) of Xis larger than 1 and that, if x is exceptional, we have x(l) > r. Finally, 01 will be an integer with 0 < 01 < a.
Our aim is to investigate the groups N, . We shall first discuss some consequences of the Hypothesis (6*).
PROPOSITION 6A. The group is not of metacyclic type. The degree x( 1) of X has the form x non-exceptional x exceptional (6.1) where x is a natural integer. Finally, the representation X has the kernel O,,(G).
Indeed, if G was of metacyclic type, all non-exceptional characters in B, had degree 1 and the exceptional characters had degree Y. The equations (6.1) are a consequence of I (3.6) and I(3.8) respectively; it is clear that the integer x is non-negative. If x was 0, we would have to have S(x) = 1 and x(l) = 1 or 6(x) = -1 and x(l) = r, respectively, which was excluded. Finally, the last statement is a consequence of I, Proposition 3G. The following remark will show that the Hypothesis (6*) can hardly be considered as an essential restriction.
Remark 6B. If x E B, is not the principal character, the following cases are excluded by Hypothesis (6*).
(iii) G has a normal subgroup H # G with H 2 O(p')(G)M, the factor group G/H is cyclic and its order is a proper divisor of r; we have G = H(p).
Proof. Suppose that we do not have Case (i). Then G is not of metacyclic type. If x is exceptional and x(l) = Y, then t # 1 and 1, Proposition 5B shows that we have Case (ii). Finally, if we have neither Case (i) nor Case (ii), then X( 1) = 1. Since x E B, and x is not the principal character, the proof of [5, Proposition 4G] implies that the kernel H of X is a proper normal subgroup of G, and that H2 O@')(G)M. Then G = H(p), cf. 1, Proposition 2D. Hence G/H is cyclic of order y/r(H) > 1. If we had r(H) = 1, H and hence G would be solvable by 1, Proposition 2B. Then G is of metacyclic type, which has been excluded.
After these preliminary remarks, we start our investigation assuming always now in Section 6-8 that the Hypothesis (6") is satisfied.
If c is a complex pa+-th root of unity, then sari -+ ci defines a character of P, of degree 1. We denote this character by [cl. Proof. Suppose first that x is non-exceptional. In the following, E will always range over the pa-a-th roots of unity different from 1. where Ya is a representation of C, of degree xp" + 6(x) and each Yj a representation of degree xp"l. It also follows from ( here and in the following i will always range over the values 0, I,..., r -1 and w will range over the pa+-th roots of unity different from X"'(T~). We can set Suppose now that x = xh is exceptional. The proof here too is similar to the proof for non-exceptional x. Let 5 E P, and K E K, . We claim here that This follows from the definition of Y in the proof of Theorem 6D and from the equations (6.12,), (6.12,) (6.13,), (6.13,). PROPOSITION 6F. Assumptions and notation as before. For each q-th root of unity c, there exists a unique extension q of the representation U of K, to a representation of C, such that U,(n) = cI.
Proof. The group C,/Ka E P = (n) is cyclic of order q, For K E K, , we have x(rr~rr-') = X(K) Proof. If x is non-exceptional, it follows from Schur's Lemma applied to (6.3,) that XI,~ is a direct sum of a representation F of degree xpa + 6(x) and (p"-" -1)/r representations induced by suitable representations Y, in (6.2,). As shown by Proposition 6H, the characters of the latter representations vanish for u E N, -C, . Moreover, F must be an extension of the representation Ys in Theorem 6C. If v is the character of F, we find X(U) = v(u) and hence / x(u)/ < ~(1) = xp" + 6(x). The proof for exceptional x is analogous.
THE STRUCTURE OF C,
We assume in Section 7 that the hypothesis (6*) is satisfied. It will also be convenient to assume that O,(G) = (1). If this condition does not hold, we can still apply our results to the group G/O,(G) in place of G.
We begin with two lemmas. [7] .) On the other hand, if x is exceptional, x is p-conjugate only to itself. Hence we have 1 L ! < 2. If x is non-exceptional, then Y is larger then the number of p-conjugates of x, since the p-conjugates of x and the principal character belong to B, .
After these preparations, we prove the following result. Case I. S, contains a subset S, of 6s-2 elements with Q(U) E Vr for all (T E S, .
Case II. S, does not contain such a subset. Then for some i, 2 < i < 6, there exists a subset s' of S, consisting of 6sT2 + 1 elements with Q(U) E Vi for all CJ E s'. Choose 7 E S' and define S, = {UT-~ j u E S' -{T}}. In both cases we have that 1 S, 1 = 6°-2, and that for all u E S, , Q(U) E 02. Moreover the elements of S, are in H -L and in different residue classes mod L.
We now repeat the same process to S, and Q to get a subset S, of cardinality 6@-3 and continue in this manner. After /3 -2 steps we get a set Ss-, = {u}, u E H -L. Inductively we see that for this u, vr(u),..., ~-r(u) E 0!. This contradicts Blichfeldt's Theorem 8. Hence our statement is proved. If(u) n L = (u), then Z,, < 5, so (7.3) is fulfilled, since u > 1. If(u) n L = 1, then Es < gUmi by Proposition 7C. Again (7.3) is fulfilled. Since 1 K, I = kk', our result follows from (7.2) and (7.3).
FURTHER APPLICATIONS OF THEOREM 6D
The Hypothesis (6*) will be made throughout Section 8. In the first part of the section, it will be shown that in some cases, direct methods yields better results than Theorem 7E. The number a: will be 0, i.e. we have K, = M and the number x will be small. Since we will assume O,(G) = (1) as in Section 7, the representation U in 6D will be a faithful representation of K,, = M. A first result of this type was already given in 1, Proposition 5B.
LEMMA 8A. If the representation X is unimodular, so is U.
Proof. Theorem 6D shows that if X is unimodular, then det U(K) is a pa-a-th root of unity for K E K,. On the other hand, the order of K is not divisible byp. Hence det U(K) = 1. PROPOSITION 8B. Assume that O,(G) = (1) and that G is perfect (i.e. G' = G). If x is non-exceptional and zf x(1) = Q + 1 or 2q -1, then m = 1. The same is true, ifx is exceptional and x( 1) = q + r or 2q -r.
Proof. As shown by Theorem 6D, the cases mentioned in the proposition are exactly the cases where U has degree 1. For u E G, the mapping a H det X(U) is a representation of degree 1 of G. Since we assume that G = G', this is the principal representation of G. Lemma 8A shows that U is unimodular. Hence U(p) = 1 for p E M. Since Uis a faithful representation of M, we find M = (1).
We next discuss the cases where U has degree 2. Proof. As in the proof of Proposition 8B, U is unimodular. Its degree here is two.
If U is reducible, it splits into two reciprocal constituents of degree 1, say c and c-1. Since U is faithful, so is c. As in Section 7, Blichfeldt's Theorem 8 shows that M is cyclic of order at most equal to 5. This is case (i).
Suppose then that U is irreducible. A theorem of I. Schur [16] implies that M/Z(M) is of even order. It is clear that 1 Z(M)1 is 1 or 2. The wellknown classification of the complex projective groups shows that we have the following possibilities:
In the case (a), we have m > 8. On the other hand, M has an abelian subgroup M,, of index 2 and Ulw, is reducible. We find $+m < 5. Hence we get case (ii). In the case (c), 1 Z(M)/ = 2, since A, has no faithful representation of degree 2. Thus m = 24. It follows without difficulty that M z SL (2, 3) . Similar arguments yield the cases (iv) and (v) of the Proposition. We could use similar arguments for the values of u up to 8, but the number of cases becomes rather large.
The second question to be discussed in Section 8 is the following one: Are there conditions which guarantee that the set Q is a trivial intersection set? A problem of this type arose in connection with Proposition 4B which we did not prove in Section 4. We start with some general remarks. Suppose that Q = Q(G) is not a trivial intersection set. Then there exist Sylow intersection indices p with 0 < 01 < a. Choose for (Y the minimal possible value. Then n(C,) # 1 and Proposition 2A shows that K, # M, while for 0 < /3 < 01, we have Ke = M.
LEMMA 8C. Assume that Q = Q(G) is not a trivial intersection set. Let pa denote the smallest Sylow intersection index with 01 > 0. Then K, # (1). If B* is ap-block of C, , then the defect group D of B* is either P, or can be chosen as P.
Proof. Since P, is a normal subgroup of C, , we have P, < D, cf. [6] . As P is a Sylow p-subgroup of C, we may assume that D < P. By a theorem of Green [12] , D is an intersection of two Sylow p-subgroups of G. It follows from the minimal choice of 01 that either D = P, or that D = P.
Remark SD. If properties of an irreducible representation X of the principal p-block are to be used to show that J2 is a trivial intersection set, then, without loss of generality, we may assume that O,(G) = (1).
Indeed , where the WF' are natural integers. Denote by BP' the p-block of C, to which ep) belongs. We distinguish two cases (cf. Lemma 8C).
Case I. For suitable choice of c and k in (8.1), the defect group of Br) is P, .
Case II. For all choices of c and k, the block BP' has the defect group P. THEOREM 8E. Assume that M = (1). If u < p in Theorem 6D, then 52 is a trivial intersection set.
Proof. By Remark 8D we may assume O,(G) = (1). We have m(G) = 1 by 1, Proposition 1 C.
We claim that for 0 < a < a only the principal p-block of C, has defect group P. Indeed, let B* be ap-block of C, with Pas a defect group. From [6,5C] we get that there exists a p-block b of C(P) with bc = B*. Since C(P) = P x M = P, b is the principalp-block of C(P). Then, by [4] , B* is the principal p-block of C, , as desired. Suppose that Q is not a trivial intersection set, and let pa be the smallest Sylow intersection index with OL > 0.
If Case I occurs and the defect group of BP' is P, , then pll = / P : P, 1 divides er'( 1). Thus Y( 1) = Yc ( 1) 2 8p Then Q is a trivial intersection set.
In the last part of Section 8, we give sufficient conditions that for some prime h # p, the group G contains more than one conjugacy class of order h. We shall denote the abelian h-rank of G by w, i.e. we shall assume that G contains an elementary abelian subgroup of order hw but none of larger order. LEMMA 8H. If G contains only one conjugacy class consisting of elements of a $xed prime order h, then if o is an element of order h and x is a character of G, x(u) is a rational integer and x(l) = x(4 (mod hw) (8.2) where w is the abelian h-rank of G.
Proof. It follows from the assumption that the value of X(U) does not depend on the element u of order h but only on x. In particular, x(u) = x(u') for UJ' # 1.
This implies that x(u) is a rational integer.
If H is an elementary abelian subgroup of G of order ho, the orthogonality 'relation applied to the group character ~1~ and the principal character of H yields (8.2).
RICHARD BRAUER THEOREM 81. Assume that h is a prime number which divides r and 1 K, 1 and that there exists an element of order h in N, -C, . Assume that if x has the same sign$cance as in Theorem 6D, we have x < p and that x is not divisible by hw, where w is the abelian h-rank of G. In the case a = 1 also aSsume that x + 1 is not divisible by hw. If 1 + 2or < a then G possesses more than one conjugacy class concisting of elements of order h.
Proof. Assume to the contrary that there is only one conjugacy class in G consisting of elements of order h. Then the statements of Lemma 8H hold. For 7 E K, , it follows from Theorem 6D that x(1) -XC') = P"-"(w) -'y(4)* Assume that x is non-exceptional and 6(x) = 1. It then follows from (8.4) that x(u) = 1 + pa-at. Hence by (8.5),
Since we assume that 1 + 201 < a and x < p, the inequality on the right yields (4 GO. Except in the case a = 1, 01 = 0, it follows from the equality on the left that --f < 1. Hence we have f = 0. Now (8.4) shows that x(u) = 1. On applying Lemma 4H we now obtain x(l) = xq + 1 = 1 (mod ha). Since h does not divide q, it follows that hw divides x, contrary to assumption.
It we have a = 1, al = 0, a similar argument shows that we may also have ,$ = -1 and that ha divides x + 1. This is also excluded by the assumptions.
The proof in the other cases is quite similar and it will not be necessary to give the details. We only mention a minor point. Remark 8 J. If x is non-exceptional and 6(x) = -1, it is not necessary in Theorem 81 to assume that x + 1 is not divisible by h" when a = 1, 01 = 0. Of particular interest is the case h = 2 in Theorem 81.
SIGNIFICANT VALUES OF y
This is a continuation of Section 3. In Theorem 3A, we associated with G a set of lattice points.
DEFINITION.
For given 4 and n*, an integer y with 0 < y < n* is called a significant value of y, if the line Y = y intersects the hyperbola X = Xmr,* in lattice points.
Of course, if n* = 0, no significant value ofy can exist. The same can happen, if n* is positive. If significant values of y exists, the line Y = y intersects the hyperbola Zne,Q in two points which lie on different sides of the Y-axis. We shall denote by 2 the set of lattice points (x, y) on .%' with 0 < y < n. Trivially we have THEOREM 9A. If 2 is empty, i.e. ;f no si@@ant value of y exists, then G is metacyclic or G/O,(G) is isomorphic to one of the groups listed in I, Theorem 5D and I, Proposition 5E.
We shall now assume that there exist significant values of y. If yi is such a value, we can denote the lattice points on the line Y = yi by (xi , yi) and (-xi , y& xi > 0, xi > 0. By I (4.19), we have then x; = xi = qyi + 1 -n* Proof. Multiplying the upper equation of (9.1) with qxi and the lower equation of (9.1) with 4 gives QXiXi = qXi2 + Q'X*yi + qXi -q?l*Xi qx;xi = qn* -qyi .
Comparing these equations we get P*xi + CP = !lzx*Yi + Pia + 4% + qyi .
Adding here xi + 1 on both sides we get Proof. Since the point (-xi , yi) lies on 2, I(4.6) shows that n* = (qx;yi -x;2 + x; -y#x; -1).
If we consider yi and q as fixed and xj as a variable, then n* as a function of xi has the limit -cc when xi + co. Hence there exists a real number /I such that n* < 0 for X; > /3. It follows that we must have LX: < /3, i.e. that there are only finitely many possibilities for xi . For each fixed xi , (9.6) has the form n* = L(q), where L is a linear polynomial with rational coefficients. This completes the proof. PROPOSITION 9E. If y1 is a significant value of y, then every significant value yz of y is less than 4y, .
Indeed, (9.5) implies that (n* + 2)/(2q -1) < yi < 2(n* -l)/(q + 1) for i = 1, 2. It follows that a4 + 1) Y2 + 1 < n* < y&7 -1) - 2, from which one obtains easily that y2 < 4y, . Proof. On account of (9.1) we have ylq + 1 + x1 -xi = n* = y24 + 1 + x2 -xi .
It follows that If (9.7) was false, we would find (Y2 -Ylk + *2 + 4 G (4 -l>(yz -y1).
This yields (y2 -yr) + (x2 + x,) < 0, which is absurd, since y2 > yr , x; > 0, x2 > 0.
In our further discussion we assume that yr and y2 > y1 are two significant values of y. We separate two cases Since y2(y2 -yr) $ yI + 1, we find that (r1+ 1)U -Y3Y2 -Yd") 2 Yl * Then we get We have now proved the following statement.
