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Abstract. The Community Earth System Model (CESM1),
maintained by the United States National Centre for At-
mospheric Research (NCAR) is connected with the Modu-
lar Earth Submodel System (MESSy). For the MESSy user
community, this offers many new possibilities. The option to
use the Community Atmosphere Model (CAM) atmospheric
dynamical cores, especially the state-of-the-art spectral ele-
ment (SE) core, as an alternative to the ECHAM5 spectral
transform dynamical core will provide scientific and com-
putational advances for atmospheric chemistry and climate
modelling with MESSy. The well-established finite volume
core from CESM1(CAM) is also made available. This of-
fers the possibility to compare three different atmospheric
dynamical cores within MESSy. Additionally, the CESM1
land, river, sea ice, glaciers and ocean component models can
be used in CESM1/MESSy simulations, allowing the use of
MESSy as a comprehensive Earth system model (ESM). For
CESM1/MESSy set-ups, the MESSy process and diagnostic
submodels for atmospheric physics and chemistry are used
together with one of the CESM1(CAM) dynamical cores; the
generic (infrastructure) submodels support the atmospheric
model component. The other CESM1 component models, as
well as the coupling between them, use the original CESM1
infrastructure code and libraries; moreover, in future devel-
opments these can also be replaced by the MESSy frame-
work. Here, we describe the structure and capabilities of
CESM1/MESSy, document the code changes in CESM1 and
MESSy, and introduce several simulations as example appli-
cations of the system. The Supplements provide further com-
parisons with the ECHAM5/MESSy atmospheric chemistry
(EMAC) model and document the technical aspects of the
connection in detail.
1 Introduction
Increasing scientific and societal interest in understanding
and forecasting the state of the atmosphere, oceans, land
and ice has led to the development of Earth system mod-
els (ESMs). The Community Earth System Model (CESM1;
Hurrell et al., 2013) is a fully coupled global climate model,
which has integrated individual Earth system component
models, using a coupler and a generic IO library, but oth-
erwise modifying the component models as little as possible.
CESM1 has shown to be a very useful tool for many types of
studies; see, for example, the special issue on CCSM (Com-
munity Climate System Model) and CESM in the Journal
of Climate.1 The Modular Earth Submodel System (MESSy)
uses a different approach. The code is organized in four lay-
ers: a base model of any level of complexity is complemented
by a base model interface layer. A further interface layer to
the submodels makes it possible to keep process submodels
as distinct as possible in the submodel core layer. For the
1http://journals.ametsoc.org/page/CCSM4/CESM1
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ECHAM5/MESSy atmospheric chemistry (EMAC) model,
the base model ECHAM5 provides only the dynamical core,
including advection; all physics parametrizations have been
recoded or replaced by submodels, and infrastructure code
has been recoded or replaced by generic infrastructure sub-
models. For a list of available submodels, see Table 1 in
Jöckel et al. (2010) or the MESSy website.2
Here, we have implemented CESM1 (version 1.2.1) as an
additional base model for MESSy (implemented into MESSy
version 2.50), similar to the implementation of ECHAM5.
Note, however, that CESM1 provides a much larger num-
ber of process descriptions of all components of the Earth
than ECHAM5. This means that much larger portions of the
CESM1 code are still used in a CESM1/MESSy simulation.
Here, we present test simulations using MESSy atmospheric
physics and chemistry submodels for the atmosphere, with
execution and data handling done by MESSy generic in-
terface submodels, using one of the CESM1(CAM5) atmo-
spheric dynamical cores, and CESM1 component models for
ocean, land, ice and rivers.
The code integration can be seen from a MESSy or CESM
user point of view. For MESSy users, CESM1/MESSy offers
additional state-of-the art atmospheric dynamical cores, as
well as the ability to couple with other component models.
As the development was aimed at MESSy users, the code
structure, set-up design, configuration and script environ-
ment are analogous to ECHAM5/MESSy. For CESM users,
CESM1/MESSy offers the opportunity to use an independent
physics and chemistry suite, replacing the CAM physics and
chemistry.
2 Model description
2.1 The Modular Earth Submodel System
The MESSy (Jöckel et al., 2005, 2010), maintained by the
MESSy consortium, defines a strategy for building compre-
hensive ESMs from process-based modules, the so-called
submodels. Technically, MESSy comprises standard inter-
faces to couple the different components, a simple coding
standard and a set of submodels coded accordingly. The code
is organized into four different layers:
– The base model layer (BML) can be a model of arbitrary
complexity starting from a global climate model (GCM)
(as CESM1 or ECHAM5), to regional climate models
(RCMs; such as COSMO) to models spanning the basic
entity of the process (i.e. a box model for atmospheric
chemistry or a column model for a convection model).
– The base model interface layer (BMIL) comprises the
base-model-specific implementation of the MESSy in-
frastructure.
2http://www.messy-interface.org/
– The submodel interface layer (SMIL) represents the
connector of a specific process to the infrastructure
(BMIL).
– The submodel core layer (SMCL) comprises the base-
model-independent implementation of a specific pro-
cess in the Earth system, or of a diagnostic tool of the
model system. It uses data provided via its SMIL and re-
turns data back via its SMIL to other submodels and/or
the base model.
Coupled to the base model ECHAM5, MESSy has proven
as a useful framework for atmospheric chemistry and physics
studies. An up-to-date list of publications using the model
is available at http://messy-interface.org. The layer structure
described above makes comparisons of physics parametriza-
tions a straightforward task; see, for example, Tost et al.
(2006b).
For the second MESSy development cycle, which is com-
prehensively documented by Jöckel et al. (2010), complete
independence of ECHAM5 was achieved by several new
generic submodels. This has been exploited, for example,
by the COSMO/MESSy development (Kerkweg and Jöckel,
2012a, b), for CMAT/MESSy (Baumgaertner et al., 2013a),
and is also used here to connect to the CESM1 Earth sys-
tem model. The CESM1 code was implemented into MESSy
version 2.50, yielding an intermediate version 2.50+. The
modifications will be made available in upcoming versions.
2.2 The Community Earth System Model
The Earth system model CESM1 (version 1.2.1) is a fully
coupled global climate model. The physics-based models
that serve for the different Earth system components are
the Community Atmosphere Model (CAM), the Community
Land Model (CLM), the sea ice model Community Ice CodE
(CICE), the ocean model Parallel Ocean Program (POP),
the land-ice model Community Ice Sheet Model (Glimmer-
CISM), and the River Transport Model (RTM). As an alterna-
tive to the physics-based models, climatological data models
are provided for each component. The models are coupled
through the CESM1 coupler (CPL7), which uses the Model
Coupling Toolkit (MCT). For a specific simulation, the user
can choose a so-called component set, which describes the
used model, model version as well as specific settings for
each component.
The atmosphere component, CAM5, provides a set of
physics parametrizations, and several dynamical cores,
which also include advection. While CAM5 provides four
different cores, we describe only the cores implemented in
CESM1/MESSy, the CAM5 default finite volume (FV) core
and the new spectral element (SE) core. The FV dynamics
were initially developed by NASA’s Data Assimilation Office
(DAO). The discretization is local and entirely in physical
space. In the horizontal, it uses a flux-form semi-Lagrangian
scheme (Lin and Rood, 1996, 1997), whereas the vertical
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discretization is quasi-Lagrangian. For more details, see the
CAM5 description,3 Sect. 3.1.
The SE dynamical core originates from the High-Order
Method Modeling Environment (HOMME; Dennis et al.,
2005). More specifically, SE uses a continuous Galerkin
spectral finite element method (Taylor et al., 2009; Fournier
et al., 2004; Thomas and Loft, 2005; Wang et al., 2007;
Taylor and Fournier, 2010). It is currently implemented for
a cubed–sphere grid, although the core can in principle be
employed for fully unstructured quadrilateral meshes. The
main advantages compared to traditional approaches are its
scalability up to 105 compute cores, which is useful for cur-
rent and future computing architectures, and local energy
conservation on top of mass and potential vorticity conser-
vation. Also, no polar filters are required since the grid is
quasi-uniform. A detailed description and further references
are given in the CAM5 description (Sect. 3.2). A recent
publication by Bacmeister et al. (2014) discusses some im-
provements, but also some problems at very high-resolution
(0.23◦ latitude× 0.31◦ longitude) simulations.
CESM1 time stepping (so-called run alarms) can be cho-
sen through the driver namelist, but most component sets
use 30 min for all components except for the ice sheet
model. For CAM, the 30 min time step applies to the
physics parametrization, whereas the dynamical cores can
have shorter time steps, depending on the horizontal reso-
lution. This is achieved through substepping within the cou-
pling to the core. The coupling is performed in a time-split
manner for both FV and SE. For details see Sect. 2 in the
CAM5 description.
3 Technical implementation of CESM1/MESSy
The development of CESM1/MESSy was driven by two
goals: first, to provide the state-of-the art SE dynamical core
to the MESSy user community, and second to provide further
components (land, ice, etc.) to MESSy simulations, making
it a comprehensive Earth system model. The strategy chosen
to achieve both goals was to implement the entire CESM1
code as a base model into MESSy, analagous to the imple-
mentation of the base model ECHAM5. A diagram of the
CESM1/MESSy structure is shown in Fig. 1. It indicates the
MESSy layer structure as described above, the basics of the
call structure between CESM1 and MESSy submodels, and
basics of the data exchange.
The entire CESM1 repository is taken over as part of
MESSy, which makes updates to newer versions of CESM1
straight forward. All changes to the CESM1 Fortran code are
encapsulated using preprocessor commands:
3http://www.cesm.ucar.edu/models/cesm1.0/cam/docs/
description/cam5_desc.pdf
#ifdef MESSy
...
#endif
The CESM1 model components including the coupler can
still be used in the CESM1/MESSy configuration; only the
CAM5 process parametrizations are disabled and replaced
by the MESSy atmospheric physics and chemistry.
The MESSy main control interface is called from the
CCSM driver module ccsm_comp_mod, the CAM module
atm_comp_mct and for the row loop in physpkg. The
module atm_comp_mct is the outermost module in CAM,
and also takes care of the coupling to the other component
models. Most calls could also be moved to the ccsm_comp
module, which controls the CESM1 time stepping and call
the different component models, but since MESSy currently
only replaces the CAM5 atmospheric physics and chemistry,
atm_comp_mct is the most straightforward place in the
code. For an overview of the call structure, see Fig. 1 in the
Supplement “Implementation Documentation”.
For MESSy, the submodel core layer remains unchanged,
but the generic BMIL, as well as the SMIL, is modified. For
submodels with a generic SMIL the modifications are encap-
sulated using preprocessor statements (#ifdef CESM1).
For most SMIL modules no changes or very minor adjust-
ments were necessary. For the remaining submodels4 that are
more base-model-specific, new SMIL modules were created
based on the respective ECHAM5 SMIL.
The following subsections provide an overview of these
changes in MESSy and CESM1.
3.1 Time integration
CESM1/MESSy employs an explicit Euler time integration
for the atmosphere with long time steps for the physics and
chemistry, and higher-order types of integration (e.g. Runge–
Kutta for SE) in the dynamical cores. The dynamical cores
use sub-cycling for shorter integration times. Note that this is
different to ECHAM5/MESSy, which uses leapfrog integra-
tion and a time filter. Sub-time stepping in MESSy is used for
chemistry submodels such as MECCA and SCAV, whereas
longer time steps (n ·1t) are used for radiation; i.e. the radi-
ation submodel is called less frequently.
For CESM1/MESSy, the CAM time-integration scheme
was adopted. Note however that while CAM performs a time
integration after every individual physics process, allowing
to use the state x for each process, MESSy performs a time
integration at the end of every time step, but explicitly inte-
grates required variables in every submodel, x+ dx/dt ·1t .
When using the SE core, the CESM1/MESSy integration is
applied to temperature, winds, specific humidity, cloud wa-
ter (liquid and ice), and trace gas mixing ratios. The cou-
pling between the physics and dynamics is a time-split cou-
4AEROPT, CLOUD, CLOUDOPT, CONVECT, NCREGRID,
RAD
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Figure 1. Diagram of CESM1 integration into MESSy. See also http://www.messy-interface.org/current/messy_interface.html for the generic
MESSy interface structure.
pling, where physical and dynamical core time-integration
components are calculated sequentially. This is equivalent to
the coupling of the FV and SE cores with the CAM physics,
which is described in more detail in Sect. 2 of the CAM5
description.
3.2 Data representation, input/output
MESSy uses representations (see Jöckel et al., 2010,
for an explanation of the terminology) that describe the
geometric structure of data objects based on dimen-
sions. For CESM1/MESSy, representations analogous to the
ECHAM5/MESSy grid point (or Eulerian) representations
are used for all atmosphere data for both the FV and SE
cores. All data are stored in CHANNEL objects, which con-
tain the data fields, the object’s representation, and metadata.
The CHANNEL infrastructure module (Jöckel et al., 2010)
also controls the model output and writing of restart files.
A namelist file gives the user full control over the output data.
For data import from files, MESSy provides the infras-
tructure submodel IMPORT. IMPORT is namelist controlled,
and provides the data regridded to the required representa-
tion as channel objects, which every submodel can access
through coupling with the respective channel objects. For
CESM1/MESSy, this infrastructure is used for all data im-
port. The TRACER submodel (Jöckel et al., 2008), which
provides the handling of atmospheric trace gas variables, di-
rectly uses the NCREGRID (Jöckel, 2006) or GRID_TRAFO
submodels for initialization of the tracers. Note that currently
for the SE core, which employs an unstructured grid, all im-
ported data, including those for tracer initialization, have to
be provided on the grid used for the simulation.
In CESM1, explicit-shape arrays are used, such that the
horizontal and vertical resolution as well as the number of
tracers have to be selected before compilation. MESSy, in
contrast, applies a dynamical memory management at run
time. However, the replacement of CESM1 explicit-shape ar-
rays by pointers in the dynamical cores has so far only been
implemented for the tracers. The horizontal and vertical res-
olution have to be specified when MESSy is configured; for
example, CESM1HRES=1.9x2.5 CESM1VRES=26 have
to be added to the call of configure.
For the grid point representation, each process (MPI task)
has its own set of rows and columns. The only difference
is that for ECHAM the number of columns in the last row
is in general different to the other rows, whereas in CAM
the number of columns can be different for all rows. For the
base model interfaces and submodel interfaces, this requires
a distinction as detailed in the documentation Supplement.
3.3 Coupling to other component models through MCT
CESM1 uses the open-source MCT (Larson et al., 2005; Ja-
cob et al., 2005), maintained by the Argonne National Lab-
oratory. For CESM1/MESSy, this coupling is left in place,
although in the future a coupling through the MESSy Multi-
Model Driver (MMD, Kerkweg and Jöckel, 2012b) is antici-
pated. The MESSy channel objects for the atmospheric com-
ponent are coupled to the data of the other component model
Geosci. Model Dev., 9, 125–135, 2016 www.geosci-model-dev.net/9/125/2016/
A. J. G. Baumgaertner et al.: CESM1/MESSy 129
analogously to CAM coupling. For a list of variables and the
technical documentation, see the Supplement.
3.4 Parallelization
CESM1 is structured to have all component models han-
dle their parallelization separately, giving each compo-
nent model its own set of processors, which can be
controlled via the namelist drv_in. The CAM physics
and dynamical cores also have separate parallelization,
depending on the employed grid. Due to the similar-
ity of the MESSy and CAM physics data representa-
tion, the parallelization routines of the CAM physics are
employed also for MESSy submodels. Technically, this
means that the MPI infrastructure submodel uses the
spmd_utils and phys_grid modules from CAM for
the low-level gather/scatter routines. Specifically, the parallel
data types, gather (gather_chunk_to_field) and scat-
ter (scatter_field_to_chunk) subroutines available
from spmd_utils, which directly uses the MPI library, are
employed. In comparison, for ECHAM5/MESSy simulations
the MPI submodel uses ECHAM5’s mo_mpi low-level rou-
tines.
3.5 Namelists and scripts
Similar to CESM1, CESM1/MESSy also offers a large vari-
ety of set-up possibilities. In CESM1, there are a number of
evaluated set-ups, so-called component sets (see Sect. 2.2).
MESSy also offers several set-ups that the user can choose
for a simulation, and that can be easily modified depending
on the scientific requirements.
A variety of scripts support the CESM1 model set-up,
which generate for instance the makefiles and namelists.
MESSy uses autoconf/configure/make utilities, and a single
script for runcontrol (xmessy_mmd). Run-time options are
set in well-documented namelist files directly. The model
comes with several namelist set-ups for different model con-
figurations.
Instead of the automatic namelist generation in CESM1,
the MESSy namelist set-ups contain some variables that
are replaced by the runscript, for example, for resolution-
dependent filenames, or start/stop dates.
3.6 Trace constituents and mixing ratios
In general, atmospheric air masses can be treated to in-
clude (wet) or exclude (dry) water vapour. Both in CAM
and MESSy, specific humidity is treated as wet mass mix-
ing ratio, i.e. water mass with respect to total air mass
[kgkg−1= (kg H2O)/(kg total air)]. Also, in both CAM and
MESSy cloud liquid and ice are treated as mass mixing ra-
tios with respect to dry air [kgkg−1= (kgH2O)/(kg dryair)].
In MESSy, other trace constituents are treated as dry vol-
ume mixing ratio, i.e. [mol (molofdryair)−1]. The dynam-
ical cores FV and SE both expect wet mass mixing ratios
for advection. Therefore, advected trace constituents are con-
verted before and after the advection through the dynamical
core.
3.7 Vertical diffusion
The current suite of MESSy physical parametrization sub-
models does not include a submodel for vertical diffusion.
For ECHAM5/MESSy, vertical diffusion is treated by the
ECHAM5 base model. For CESM1/MESSy, the vertical dif-
fusion code of CAM5 was restructured as a MESSy sub-
model (VERTDIFF). However, both models use a similar ap-
proach. In both models, the free atmosphere diffusion coef-
ficients are estimated using the gradient Richardson number.
For the boundary layer, they both use a Monin–Obukov sim-
ilarity approach. The vertical diffusion equation is solved us-
ing an implicit method. For details of the implementation,
see the VERTDIFF documentation in the Supplement.
4 Example applications and tests
The following simulations have been performed:
1. CMAC-FV: CESM1/MESSy with finite volume core at
1.9◦× 2.5◦ horizontal resolution, 26 layers up to 2 hPa
(approx. 40 km). The chemistry was calculated with
the MECCA submodel (Sander et al., 2011). The se-
lected mechanism (a description is provided in the Sup-
plement) focuses on ozone-related chemistry, including
tropospheric non-methane hydrocarbons (NMHCs) up
to isoprene and stratospheric chlorine and bromine re-
actions. In addition, the following MESSy submodels
were switched on: AEROPT, CLOUD, CLOUDOPT,
CONVECT, CVTRANS, DRADRON, GEC, JVAL,
LNOX, OFFEMIS, ONEMIS, ORBIT, RAD, SCAV,
TNUDGE, TROPOP, and VERTDIFF. See table 1 for
a brief description of the submodels.
2. CMAC-SE: CESM1/MESSy with SE dynamical core
with “ne16” horizontal resolution (approx. 1.9◦× 2.5◦),
26 layers up to 2 hPa (approx. 40 km). MESSy submod-
els and CESM1 component models: same as CMAC-
FV.
3. maCMAC-FV: CESM1/MESSy with finite volume core
at 1.9◦× 2.5◦ horizontal resolution, middle atmosphere
configuration with 51 levels up to 0.01 hPa (approx.
80 km). MESSy submodels: same as CMAC-FV plus
GWAVE and MSBM.
4. maEMAC: ECHAM5/MESSy with horizontal resolu-
tion T42 (approx. 2.8◦× 2.8 ◦), middle atmosphere set-
up with 90 vertical levels up to 0.01 hPa (approx.
80 km). MESSy submodels: same as maCMAC-FV ex-
cept for VERTDIFF, and plus H2O, DDEP and further
diagnostic submodels.
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Table 1. List of process and diagnostic submodels used in the simulations presented here. For a full list of available submodels, see Table 1
in Jöckel et al. (2010) or the MESSy website (http://www.messy-interface.org/).
Submodel Description Reference
AEROPT AERosol OPTical properties Dietmüller et al. (2015)
CLOUD ECHAM5 cloud scheme as MESSy submodel Roeckner et al. (2006)
CLOUDOPT cloud optical properties Dietmüller et al. (2015)
CONVECT convection parametrizations Tost et al. (2006b)
CVTRANS convective tracer transport Tost (2006)
DRADRON 222Rn as diagnostic tracer Jöckel et al. (2010)
GEC global electric circuit Sect. 4.1
GWAVE ECHAM5 gravity wave parametrizations Roeckner et al. (2006)
JVAL photolysis rates based on Landgraf and Crutzen (1998)
LNOX lightning NOx production Tost et al. (2007)
MECCA atmospheric chemistry Sander et al. (2011)
MSBM multi-phase stratospheric box model Jöckel et al. (2010)
OFFEMIS prescribed emissions of trace gases and aerosols Kerkweg et al. (2006) (renamed fromOFFLEM)
ONEMIS online calculated emissions of trace gases and aerosols Kerkweg et al. (2006) (renamed from ONLEM)
ORBIT Earth orbit calculations Dietmüller et al. (2015)
RAD ECHAM5 radiation scheme as MESSy submodel Dietmüller et al. (2015)
SCAV scavenging and wet deposition of trace gases and aerosol Tost et al. (2006a)
TNUDGE Newtonian relaxation of species as pseudo-emissions Kerkweg et al. (2006)
TROPOP tropopause and other diagnostics Jöckel et al. (2006)
VERTDIFF vertical diffusion see Supplement
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Figure 2. Black/grey: re-calculated Carnegie curve, showing the
potential gradient (PG), taken from Harrison (2013). Coloured
lines: composite day parametrized GEC source current averaged
over 45◦ S to 45◦ N from additional CESM1/MESSy and EMAC
sensitivity simulations. Red: CMAC-FV with Tiedtke/Nordeng
convection scheme; blue: CMAC-FV with Bechtold convection
scheme; purple: CMAC-SE with Bechtold convection scheme;
green: EMAC with Tiedtke/Nordeng convection scheme.
The trace gas emissions and prescribed mixing ratios of
long-lived trace gases (TNUDGE; see Kerkweg et al., 2006)
are all from the year 2000. All simulations were performed
for one model year, without spin-up using initializations from
existing simulations. Note that the maEMAC simulation con-
tains a more complete set of trace gas emissions than the
CESM1/MESSy simulations. The respective namelist set-
ups are provided in the Supplement. Baumgaertner (2015)
contains a comparison of these set-ups for all major output
variables. The following subsections present several evalua-
tion examples.
4.1 Using the global electric circuit for model
evaluation
The global electric circuit (GEC) is a system of currents
spanning the globe. The currents are generated by thunder-
storms and electrified clouds, whereas the spatial and tempo-
ral distribution of conductivity determines the potential and
current distribution in the fair-weather atmosphere. For a re-
cent review on the GEC, see Williams and Mareev (2014).
The physical state of the atmosphere determines the
current generation as well as conductivity. Therefore, for
a model to simulate the state and variability of the GEC cor-
rectly depends on its ability to reproduce temperature, hu-
midity, air density, cloud cover, trace gas transport and a cor-
rect representation of convection. Modelling studies on the
GEC with CESM1 are presented by Lucas et al. (2015) and
Baumgaertner et al. (2013b).
We use the GEC current generation as well as conductivity
as a way to collectively evaluate the operation and coupling
amongst the various submodels involved in CESM1/MESSy
simulations. Since the derived variables combine several ba-
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Figure 3. Column resistance (Pm2) for January from the maCMAC-FV (left) and maEMAC (right) simulations.
Figure 4. Zonal mean OH number concentration (106 moleculescm−3) at the surface for the year 2000 from the CMAC-FV (left), CMAC-SE
(middle) and maEMAC (right) simulations.
sic aspects such as temperature, pressure and tracer transport,
the GEC offers a way to evaluate several variables at the same
time. Of course, this does not substitute a full evaluation, but
rather presents an example application.
Both current generation parametrization and the conduc-
tivity have been implemented as a diagnostic MESSy sub-
model named GEC.
We parametrize current generation analogously to Kalb
et al. (2016), who found that convection updraft mass flux
averaged between 200 and 800 hPa is correlated with mea-
sured electrified cloud and thunderstorm occurrence. The
MESSy submodel CONVECT offers eight different convec-
tion schemes, all providing updraft mass flux. Here, we show
results from several additional CESM1/MESSy and EMAC
sensitivity simulations that use the Tiedtke scheme (Tiedtke,
1989) with Nordeng closure (Nordeng, 1994), and the Bech-
told scheme (Bechtold et al., 2001), respectively. The most
critical aspect of GEC source current is the diurnal cycle,
referred to as the Carnegie curve from electric field measure-
ments in fair-weather regions. Figure 2 shows the total cur-
rent composite mean, averaged over 45◦ S to 45◦ N as a func-
tion of universal time, using hourly stored data for one sim-
ulation year, as well as the Carnegie E-field measurements,
provided by Harrison (2013). In general, the simulations re-
produce a diurnal cycle similar to the Carnegie data. How-
ever, the current peaks too early in the day for all simulations,
which is a common problem with convection parametriza-
tions (see e.g. Lucas et al., 2015). Only the simulation using
the Bechtold convection scheme (blue) has its maximum at
18:00 UT, close to the peak in the Carnegie data.
Conductivity is calculated similar to the approach de-
scribed by Baumgaertner et al. (2013b), B13 hereafter,
who used CESM1(Whole Atmosphere Community Climate
Model – WACCM) to study spatial and temporal conductiv-
ity variability. Conductivity is proportional to ion pair con-
centrations, n, and positive/negative ion mobilities, µ+/−,
and is defined as
σ = ne(µ++µ−), (1)
where e is the elementary charge, and positive and negative
ion concentrations are assumed to be equal. Ion concentra-
tion is given by
n=
√
4αq + (∑i, rβ(ri)S(i, r))2−∑i, rβ(ri)S(i, r)
2α
, (2)
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Figure 5. Top panel: zonal mean ozone (µmolmol−1) averaged between 60 and 90◦ S for the year 2000 from the maCMAC-FV (left) and
maEMAC (right) simulations. Bottom panel: column ozone for the same region.
where the ion production rate is q, the ion–ion recombination
rate α and the effective loss of ions by aerosol particles with
rate
∑
i, rβ(ri)S(i, r).
Here, we use the same parametrizations for galactic cos-
mic ray (GCR) ion production, mobility, and ion–ion re-
combination as described by B13. Lower atmosphere ion-
ization sources include 222Rn (Radon), obtained from the
DRADON submodel, and further radioactive decay sources,
also parametrized in the same way as presented by B13.
While the aerosol attachment rate could be calculated using
MESSy aerosol submodels, for consistency with B13 we use
the same input data sets from CESM1(WACCM) simulations
with CARMA (Community Aerosol and Radiation Model for
Atmospheres). Note that clouds are not introduced as addi-
tional resistors in the present study. Column resistance is de-
fined as the vertical integral of the reciprocal of conductivity
(see e.g. B13 and references therein):
Rc =
top∫
surface
1
σ(z)
dz, (3)
where dz is the model layer thickness, which depends on
height and geographic location.
Figure 3 presents January column resistance from the
maCMAC-FV (left) and maEMAC (right) simulations.
Higher resistance at low latitudes, specifically at low geo-
magnetic latitudes, is due to the smaller GCR ionization.
Mountains lead to a decrease in column resistance because
there is less atmosphere between the mountain and the upper
boundary. Terrestrial emissions of Radon decrease column
resistance over land compared to ocean. Radon has a half-
life of approximately 4 days, therefore advection of Radon
from land to ocean can lead to elevated ionization rates near
the coasts, so the transition is usually smooth.
4.2 Trace constituents and atmospheric chemistry
As a further example, we compare surface–tropospheric hy-
droxyl (OH), an important atmospheric cleaning agent, as
well as stratospheric ozone concentrations. Note that the cho-
sen variables and types of comparisons have no scientific jus-
tification for a full model evaluation, but are only example
applications.
Zonal mean surface OH number concentrations are shown
in Fig. 4 for the CMAC-FV (left), CMAC-SE (mid-
dle) and maEMAC (right) simulations for 1 year. As the
CESM1/MESSy simulations are free running, different syn-
optic meteorologies lead to some differences on timescales
of weeks, but overall the expected annual variations are
present in all three simulations. This confirms the function-
ality of the emission, boundary condition and chemistry in-
tegration scheme. Tropospheric OH concentrations are im-
portant for the tropospheric methane lifetime (τCH4 ). With
τCH4=7.61 years, CMAC-FV is more reactive than maEMAC
(τCH4 = 8.24 years), whereas CMAC-SE is less reactive
(τCH4 = 10.46 years). This finding highlights the large influ-
ence of the dynamical core.
Figure 5 depicts the zonal mean ozone (top panel) and the
column ozone (bottom panel) between 60 and 90◦ S. Again,
agreement is found between the maCMAC-FV (left) and
maEMAC (right) simulations, showing the principal func-
tionality especially of the dynamics, transport, and chem-
istry systems. However, the expected polar spring (Septem-
ber/October) ozone loss around 50 hPa is only shown by
maEMAC. There is also more column ozone evident in
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maCMAC-FV than in maEMAC. Note that for low and mid-
latitudes the ozone column is very similar with no discernible
bias (not shown).
5 Conclusions
CESM1 is connected to the Modular Earth Submodel System
(MESSy) as a new base model. This allows MESSy users the
option to utilize either the state-of-the art spectral element
dynamical core or the finite volume core of CESM1. Addi-
tionally, this makes several other component models avail-
able to MESSy users. As example applications, an initial
evaluation with respect to the global electric circuit, which
offers a unique opportunity for evaluating a range of atmo-
spheric parameters under a single scientific aspect, was per-
formed. Good agreement between the CESM1/MESSy sim-
ulations and ECHAM5/MESSy is found. Similarly, an exem-
plary comparison of surface OH and Antarctic ozone shows
the principal functionality of the atmospheric chemistry in
the model. A broader evaluation will be published elsewhere.
The developments and experiences will be useful also for
further MESSy extensions, for example with the new ICON
(Icosahedral non-hydrostatic) GCM (Zängl et al., 2015).
Further technical work on CESM1/MESSy is likely to in-
clude the following:
– The coupling between the CESM1 component models
with MCT can be replaced by the MESSy infrastructure.
– The CESM1 component models can be adapted to use
the MESSy CHANNEL infrastructure submodel for
memory management and data output.
– The CAM5 physical parametrizations can be imple-
mented as MESSy submodels such that they can be used
as alternative submodels for the current parametrization
suite.
– The new MESSy infrastructure submodel GRID (Kerk-
weg and Jöckel, 2015) for regridding can be adapted for
handling the SE data.
Code availability
The Modular Earth Submodel System (MESSy) is continu-
ously further developed and applied by a consortium of insti-
tutions. The usage of MESSy and access to the source code is
licensed to all affiliates of institutions, which are members of
the MESSy Consortium. Institutions can be a member of the
MESSy Consortium by signing the MESSy Memorandum
of Understanding. More information can be found on the
MESSy Consortium Website (http://www.messy-interface.
org).
The Supplement related to this article is available online
at doi:10.5194/gmd-9-125-2016-supplement.
Acknowledgements. This work was partially supported by NSF
Award AGS-1135446 to the University of Colorado under the
Frontiers in Earth System Dynamics Program (FESD). The
Ferret program (http://www.ferret.noaa.gov) from NOAA’s Pacific
Marine Environmental Laboratory was used for creating some of
the graphics in this paper. Thanks go to all MESSy and CESM1
developers and users for their support. Helpful discussions and
comments on the manuscript by Jean-Francois Lamarque, Greg
Lucas and Jeff Thayer are gratefully acknowledged. We would like
to acknowledge high-performance computing support from DKRZ
(project 882) and NCAR (Computational and Information Systems
Laboratory, 2012).
Edited by: A. Archibald
References
Bacmeister, J. T., Wehner, M. F., Neale, R. B., Gettelman, A., Han-
nay, C., Lauritzen, P. H., Caron, J. M., and Truesdale, J. E.:
Exploratory high-resolution climate simulations using the Com-
munity Atmosphere Model (CAM), J. Climate, 27, 3073–3099,
doi:10.1175/JCLI-D-13-00387.1, 2014.
Baumgaertner, A. J. G.: Comparison of CESM1/MESSy
and ECHAM5/MESSy (EMAC), Zenodo,
doi:10.5281/zenodo.18846, 2015.
Baumgaertner, A. J. G., Jöckel, P., Aylward, A., and Harris, M.:
Simulation of particle precipitation effects on the atmosphere
with the MESSy model system, in: Climate and Weather of
the Sun-Earth System (CAWSES), edited by: Lübken, F.-J.,
Springer Atmospheric Sciences, Springer Netherlands, 301–316,
doi:10.1007/978-94-007-4348-9_17, 2013a.
Baumgaertner, A. J. G., Thayer, J. P., Neely, R. R., and
Lucas, G.: Toward a comprehensive global electric cir-
cuit model: atmospheric conductivity and its variability in
CESM1(WACCM) model simulations, J. Geophys. Res., 118,
9221–9232, doi:10.1002/jgrd.50725, 2013b.
Bechtold, P., Bazile, E., Guichard, F., Mascart, P., and Richard, E.:
A mass-flux convection scheme for regional and global models,
Q. J. Roy. Meteor. Soc., 127, 869–886, 2001.
Computational and Information Systems Laboratory: Yellowstone:
IBM iDataPlex System (NCAR Community Computing), avail-
able at: http://n2t.net/ark:/85065/d7wd3xhc), National Center for
Atmos. Res., Boulder, CO, 2012.
Dennis, J., Fournier, A., Spotz, W. F., St-Cyr, A., Taylor, M. A.,
Thomas, S. J., and Tufo, H.: High-resolution mesh convergence
properties and parallel efficiency of a spectral element atmo-
spheric dynamical core, Int. J. High Perform.C., 19, 225–235,
doi:10.1177/1094342005056108, 2005.
Dietmüller, S., Jöckel, P., Tost, H., Kunze, M., Gellhorn, C.,
Brinkop, S., Frömming, C., Ponater, M., Steil, B., Lauer, A.,
and Hendricks, J.: A new radiation infrastructure for the Mod-
ular Earth Submodel System (MESSy, based on version 2.51), in
review, 2015.
www.geosci-model-dev.net/9/125/2016/ Geosci. Model Dev., 9, 125–135, 2016
134 A. J. G. Baumgaertner et al.: CESM1/MESSy
Fournier, A., Taylor, M. A., and Tribbia, J. J.: The Spec-
tral Element Atmosphere Model (SEAM): high-resolution par-
allel computation and localized resolution of regional dy-
namics, Mon. Weather Rev., 132, 726, doi:10.1175/1520-
0493(2004)132<0726:TSEAMS>2.0.CO;2, 2004.
Harrison, R. G.: The Carnegie Curve, Surv. Geophys., 34, 209–232,
doi:10.1007/s10712-012-9210-2, 2013.
Hurrell, J. W., Holland, M. M., Gent, P. R., Ghan, S., Kay, J. E.,
Kushner, P. J., Lamarque, J.-F., Large, W. G., Lawrence, D.,
Lindsay, K., Lipscomb, W. H., Long, M. C., Mahowald, N.,
Marsh, D. R., Neale, R. B., Rasch, P., Vavrus, S., Vertenstein, M.,
Bader, D., Collins, W. D., Hack, J. J., Kiehl, J., and Mar-
shall, S.: The Community Earth System Model: a framework for
collaborative research, B. Am. Meteorol. Soc., 94, 1339–1360,
doi:10.1175/BAMS-D-12-00121.1, 2013.
Jacob, R., Larson, J., and Ong, E.: M×N communication and par-
allel interpolation in Community Climate System Model Version
3 using the model coupling toolkit, Int. J. High Perform. C., 19,
293–307, doi:10.1177/1094342005056116, 2005.
Jöckel, P.: Technical note: Recursive rediscretisation of geo-
scientific data in the Modular Earth Submodel System (MESSy),
Atmos. Chem. Phys., 6, 3557–3562, doi:10.5194/acp-6-3557-
2006, 2006.
Jöckel, P., Sander, R., Kerkweg, A., Tost, H., and Lelieveld, J.: Tech-
nical Note: The Modular Earth Submodel System (MESSy) – a
new approach towards Earth System Modeling, Atmos. Chem.
Phys., 5, 433–444, doi:10.5194/acp-5-433-2005, 2005.
Jöckel, P., Tost, H., Pozzer, A., Brühl, C., Buchholz, J., Ganzeveld,
L., Hoor, P., Kerkweg, A., Lawrence, M. G., Sander, R., Steil,
B., Stiller, G., Tanarhte, M., Taraborrelli, D., van Aardenne, J.,
and Lelieveld, J.: The atmospheric chemistry general circulation
model ECHAM5/MESSy1: consistent simulation of ozone from
the surface to the mesosphere, Atmos. Chem. Phys., 6, 5067–
5104, doi:10.5194/acp-6-5067-2006, 2006.
Jöckel, P., Kerkweg, A., Buchholz-Dietsch, J., Tost, H., Sander, R.,
and Pozzer, A.: Technical Note: Coupling of chemical processes
with the Modular Earth Submodel System (MESSy) submodel
TRACER, Atmos. Chem. Phys., 8, 1677–1687, doi:10.5194/acp-
8-1677-2008, 2008.
Jöckel, P., Kerkweg, A., Pozzer, A., Sander, R., Tost, H., Riede, H.,
Baumgaertner, A., Gromov, S., and Kern, B.: Development cycle
2 of the Modular Earth Submodel System (MESSy2), Geosci.
Model Dev., 3, 717–752, doi:10.5194/gmd-3-717-2010, 2010.
Kalb, C., Baumgaertner, A. J. G., Deierling, W., Peterson, M.,
Liu, C., and Mach, D. M.: Parameterizing Total Storm Conduc-
tion Currents in a Global climate model, J. Geophys. Res., in
preparation, 2016.
Kerkweg, A. and Jöckel, P.: The 1-way on-line coupled atmospheric
chemistry model system MECO(n) – Part 1: Description of
the limited-area atmospheric chemistry model COSMO/MESSy,
Geosci. Model Dev., 5, 87–110, doi:10.5194/gmd-5-87-2012,
2012a.
Kerkweg, A. and Jöckel, P.: The 1-way on-line coupled atmospheric
chemistry model system MECO(n) – Part 2: On-line coupling
with the Multi-Model-Driver (MMD), Geosci. Model Dev., 5,
111–128, doi:10.5194/gmd-5-111-2012, 2012.
Kerkweg, A. and Jöckel, P.: The infrastructure MESSy submodels
GRID (v1.0) and IMPORT (v1.0), Geosci. Model Dev. Discuss.,
8, 8607–8633, doi:10.5194/gmdd-8-8607-2015, 2015.
Kerkweg, A., Sander, R., Tost, H., and Jöckel, P.: Technical
note: Implementation of prescribed (OFFLEM), calculated (ON-
LEM), and pseudo-emissions (TNUDGE) of chemical species in
the Modular Earth Submodel System (MESSy), Atmos. Chem.
Phys., 6, 3603–3609, doi:10.5194/acp-6-3603-2006, 2006.
Landgraf, J. and Crutzen, P. J.: An efficient method
for online calculations of photolysis and heating
rates, J. Atmos. Sci., 55, 863–878, doi:10.1175/1520-
0469(1998)055<0863:AEMFOC>2.0.CO;2, 1998.
Larson, J., Jacob, R., and Ong, E.: The Model Coupling Toolkit:
a new Fortran90 toolkit for building multiphysics parallel
coupled models, Int. J. High Perform. C., 19, 277–292,
doi:10.1177/1094342005056115, 2005.
Lin, S.-J. and Rood, R. B.: Multidimensional flux-form semi-
Lagrangian transport schemes, Mon. Weather Rev., 124, 2046,
doi:10.1175/1520-0493(1996)124<2046:MFFSLT>2.0.CO;2,
1996.
Lin, S.-J. and Rood, R. B.: An explicit flux-form semi-lagrangian
shallow-water model on the sphere, Q. J. Roy. Meteor. Soc., 123,
2477–2498, doi:10.1002/qj.49712354416, 1997.
Lucas, G. M., Baumgaertner, A. J. G., and Thayer, J. P.: A Global
Electric Circuit Model within a Community Climate model, J.
Geophys. Res., 120, doi:10.1002/2015JD023562, 2015.
Nordeng, T. E.: Extended Versions of the Convective Parametriza-
tion Scheme at ECMWF and their Impact on the Mean and
Transient Activity of the Model in the Tropics, Tech. Rep. 206,
ECWMF, 1994.
Roeckner, E., Brokopf, R., Esch, M., Giorgetta, M., Hagemann, S.,
Kornblueh, L., Manzini, E., Schlese, U., and Schulzweida, U.:
Sensitivity of simulated climate to horizontal and vertical reso-
lution in the ECHAM5 atmosphere model, J. Climate, 19, 3771,
doi:10.1175/JCLI3824.1, 2006.
Sander, R., Baumgaertner, A., Gromov, S., Harder, H., Jöckel, P.,
Kerkweg, A., Kubistin, D., Regelin, E., Riede, H., Sandu, A.,
Taraborrelli, D., Tost, H., and Xie, Z.-Q.: The atmospheric chem-
istry box model CAABA/MECCA-3.0, Geosci. Model Dev., 4,
373–380, doi:10.5194/gmd-4-373-2011, 2011.
Taylor, M. A. and Fournier, A.: A compatible and conservative spec-
tral element method on unstructured grids, J. Comput. Phys., 229,
5879–5895, doi:10.1016/j.jcp.2010.04.008, 2010.
Taylor, M., Cyr, A., and Fournier, A.: A non-oscillatory advec-
tion operator for the Compatible Spectral Element Method, in:
Computational Science – ICCS 2009, edited by: Allen, G.,
Nabrzyski, J., Seidel, E., van Albada, G., Dongarra, J., and
Sloot, P., vol. 5545 of Lecture Notes in Computer Science,
Springer Berlin Heidelberg, 273–282, doi:10.1007/978-3-642-
01973-9_31, 2009.
Thomas, S. and Loft, R.: The NCAR spectral element climate dy-
namical core: semi-implicit Eulerian formulation, J. Sci. Com-
put., 25, 307–322, doi:10.1007/s10915-004-4646-2, 2005.
Tiedtke, M.: A comprehensive mass flux scheme for cumulus
parametrization in large-scale models, Mon. Weather Rev., 117,
1779–1800, 1989.
Tost, H.: Global Modelling of Cloud, Convection and Precipitation
Influences on Trace Gases and Aerosols, PhD thesis, University
of Bonn, Bonn, Germany, 2006.
Tost, H., Jöckel, P., Kerkweg, A., Sander, R., and Lelieveld, J.: Tech-
nical note: A new comprehensive SCAVenging submodel for
Geosci. Model Dev., 9, 125–135, 2016 www.geosci-model-dev.net/9/125/2016/
A. J. G. Baumgaertner et al.: CESM1/MESSy 135
global atmospheric chemistry modelling, Atmos. Chem. Phys.,
6, 565–574, doi:10.5194/acp-6-565-2006, 2006a.
Tost, H., Jöckel, P., and Lelieveld, J.: Influence of different convec-
tion parameterisations in a GCM, Atmos. Chem. Phys., 6, 5475–
5493, doi:10.5194/acp-6-5475-2006, 2006b.
Tost, H., Jöckel, P., and Lelieveld, J.: Lightning and convec-
tion parameterisations – uncertainties in global modelling, At-
mos. Chem. Phys., 7, 4553–4568, doi:10.5194/acp-7-4553-2007,
2007.
Wang, H., Tribbia, J. J., Baer, F., Fournier, A., and Taylor, M. A.:
A spectral element version of CAM2, Mon. Weather Rev., 135,
3825, doi:10.1175/2007MWR2058.1, 2007.
Williams, E. and Mareev, E.: Recent progress on the
global electrical circuit, Atmos. Res., 135, 208–227,
doi:10.1016/j.atmosres.2013.05.015, 2014.
Zängl, G., Reinert, D., Rípodas, P., and Baldauf, M.: The ICON
(ICOsahedral Non-hydrostatic) modelling framework of DWD
and MPI-M: description of the non-hydrostatic dynamical core,
Q. J. Roy. Meteor. Soc., 141, 563–579, doi:10.1002/qj.2378,
2015.
www.geosci-model-dev.net/9/125/2016/ Geosci. Model Dev., 9, 125–135, 2016
