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formed by G. Kociok-Köhn (University of Bath, UK), and investigations of the influence
of annealing on the properties of 1T -VSe2 using µXPS in the same work [Fig. 6] were per-
formed by A. J. H. Jones with the assistance of M. Cattelan, and analysed by J. Laverock.
Electronic transport measurements of the resistivity and Hall effect of 1T -TiSe2 sam-
ples in Section 5.3.3 were performed by S. Karbassi and S. Friedemann (University of
Bristol, UK). Time-resolved photoemission and reflectivity measurements in Section 5.3.2
were performed by H. Hedayat and D. Bugini, with the assistance of C. Dallera and E.
Carpene (Politecnico di Milano, Italy). DFT calculations of the phonon dispersion of
1T -TiSe2 [Fig. S4] in Section 5.3.3 were performed by D. Wolverson (University of Bath,
UK). Photoemission experiments in Section 6.3.2 were performed by A. J. H. Jones and J.
Laverock, with the assistance of the author and M. Cattelan (University of Bristol, UK).
Analysis of the experimental data and DFT calculations of the momentum-resolved elec-
tronic susceptibility in that work were performed by J. Laverock. The sample of exfoliated
1T -TaSe2 encapsulated with h-BN [inset Fig. S3(a)] in Section 7.3.3 was made by L. S.
Hart (University of Bath, UK).
Charles James Sayers
Date: . . . . . . . . . . . . . . . . . . . . . .
Signed: . . . . . . . . . . . . . . . . . . . . . .
iv
To all those who have shared the journey.
v
Acknowledgements
First and foremost, I would like to thank my friends and family for their continued support.
Great achievements are only possible with great people around you. I had a plan for myself,
and I am very fortunate to have the support of others along the way; my parents Ann
and Adrian, my brother Harry, and my friends that have stayed close to me over all these
years; Jake, Jennifer, Mark, Mike, Matt, Luke and Toby. Acknowledgements are difficult
and since it is impossible to mention everyone, I simply say thank you to all the people
that have inspired me, the friends I have made, and the experiences that have led me to
this point.
Of course, I acknowledge help from colleagues and collaborators who have shared their
knowledge and worked alongside me over the past few years. In particular, I thank my PhD
supervisor, Enrico Da Como for his guidance and for delving into a field of Physics that
was entirely new to both of us. In that way, we learned together and grew to appreciate
the fascinating field of charge density waves. Also at the University of Bath, I thank
the many academics, technicians and friends, especially; Liam Farrar, Lewis Hart, Phillip
Jones, Simon Bending and Daniel Wolverson who directly contributed to some aspect of
this work.
At the University of Bristol, I would like to thank past and present members of the
correlated electron systems group, and students of the CDT-CMP. In particular, Sven
Friedemann for experimental support from his group and valuable discussions through-
out my PhD. I thank Mattia Cattelan for sharing his knowledge of photoemission, his
unmatched enthusiasm, and for allowing me access to the NanoESCA facility. I thank
Jude Laverock for many insightful discussions about photoemission, charge density wave
systems, and his important input to this work.
I would like to express my gratitude to all members of the UPhoS group at Politec-
nico di Milano; Hamoon Hedayat, Davide Bugini, Ariana Ceraso, Claudio Dallera, Giulio
Cerullo and Ettore Carpene. During my visits, they were always accommodating and I
vi
thank them for welcoming me into their research group. I learnt a lot from our close col-
laboration over the years and I appreciate their continued determination to see our work
come to fruition. It would be fair to say that without them, much of the experimental
work in this thesis would have not been possible, and for that I am most grateful.
Finally, I shall say that one of the best things about undertaking a PhD is the amazing
people you meet along the way and the journeys you share together. I will always remember
trips for conferences and experiments at home and further afield, my time in Milano, shifts
at the synchrotron, and staying in Pepi hotel. In particular, I have fond memories of the
adventures in the U.S. for March Meeting; from sunny New Orleans to snowstorms in
Boston, -20◦C temperatures, flat tyres, and running into the “cops” on our way to Canada.
vii
Abbreviations & Common symbols
CDW Charge density wave
TMD Transition metal dichalcogenide
PLD Periodic lattice distortion
MIT Metal-insulator transition
CVT Chemical vapour transport
ARPES Angle-resolved photoemission spectroscopy
TR-ARPES Time- and angle-resolved photoemission spectroscopy
TRR Time-resolved reflectivity
XPS X-ray photoemission spectroscopy
XAS X-ray absorption spectroscopy
LEED Low energy electron diffraction




EDC Energy distribution curve
MDC Momentum distribution curve
STM Scanning tunnelling microscopy
DFT Density functional theory





TCDW Charge density wave transition temperature
qCDW Charge density wave q-vector




Γ, M, K Projected high-symmetry points of the hexagonal BZ
c Speed of light in vacuum (2.998×108 m s−1)
e Elementary charge (1.602×10−19 C)
kB Boltzmann constant (1.381×10−23 J K−1)
h Planck’s constant (6.626×10−34 J s). ∗ ~ = h/2π
eV Electronvolt (1 eV = 1.602×10−19 J)
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Abstract
The metallic transition metal dichalcogenides (TMDs) are layered, quasi two-dimensional
compounds which are host to many strongly-correlated phases of matter. Most notably,
they exhibit charge density waves (CDWs); an ordered state consisting of electronic charge
density modulation accompanied by a distortion of the underlying crystal lattice. Despite
decades of research, there are persisting questions surrounding the origin of charge order
in TMDs and numerous scenarios have been proposed.
This thesis presents a study of CDW phenomena in the isostructural, selenium-based
TMDs with trigonal (1T ) symmetry; 1T -TiSe2, 1T -VSe2 and 1T -TaSe2. The character-
istics of the CDW phase in each compound varies considerably, including; the transition
temperature, distorted lattice periodicity, and commensurability. CDW phenomena are
often dictated by the electronic band structure, including the shape and composition of the
Fermi surface. Angle-resolved photoemission spectroscopy (ARPES) and variants thereof
allows direct visualisation of the electronic structure and the signatures of CDW formation,
which primarily manifest as electronic gaps, ∆ near the Fermi level. In order to further the
understanding of CDW phenomena in these compounds, a unique experimental approach
was required in each specific case.
Firstly, a method was developed to grow high quality single crystal TMDs by chemical
vapour transport which is discussed in detail with reference to 1T -VSe2 and the influence
of growth conditions on the CDW properties. Full-wavevector ARPES measurements of
the Fermi surface (FS) in 1T -VSe2 combined with DFT calculations of the electronic
susceptibility revealed the importance of FS nesting. The possibility of separate 3q and
2q CDW states were considered based on the temperature and momentum dependence
of the gap. The fluence dependence of photo-induced CDW suppression dynamics in
1T -TiSe2 was investigated using complimentary time- and -angle resolved photoemission
spectroscopy (TR-ARPES) and time-resolved reflectivity (TRR) techniques. The exper-
imental results were compared to simulations of the quasiparticle dynamics in order to
disentangle the role of excitons and phonons. Finally, investigations of coherent phonon
oscillations in the low-temperature phase of 1T -TaSe2 using TR-ARPES showed a modu-
lation of the metal-insulator transition (MIT) gap corresponding to the CDW amplitude
mode frequency. Instead, multiple frequencies were triggered by a similar optical pump
in TRR, suggesting a selective electron-phonon coupling in the former, shedding light on
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At sufficiently low temperatures, a charge density wave (CDW) state will form in certain
materials in order to lower the overall energy of the system via a reconstruction of the
electronic and lattice structure. The name arises due to the wave-like modulation of elec-
tronic charge density found in the new state. CDWs were first theorized to occur in a
one-dimensional linear chain metal by Peierls in 1955 [1], and have since been observed
in a whole range of low-dimensional solids including; the transition metal dichalcogenides
(TMDs) [2], organic charge transfer compounds [3], metal oxides [4], and cuprate super-
conductors [5], amongst others.
Notably, the metallic TMDs are host to diverse CDW phenomena [2] and exhibit a
range of second- and first-order transitions with various critical temperatures, distorted
lattice periodicity, and commensurability. In addition, many TMDs are also host to other
forms of strongly-correlated behaviour such as metal-insulator transitions (MIT) [6] and
superconductivity [7]. As a result of the incredibly rich physics found in this class of
materials, they are an excellent platform with which to study potential competition or
co-operation between various phases of matter. In particular, since CDWs are found in
close proximity to superconductivity in many materials including the cuprates [8, 9] and
TMDs [10,11], it has been suggested that these states of matter may be extremely relevant
to one another. An ongoing goal of fundamental research is to understand the importance
of CDWs in these systems [12, 13], and the possible manipulation of these states [14, 15],
1
Chapter 1. Introduction
which may prove crucial in achieving high-temperature superconductivity.
Following investigations of TMDs in the 1960s [16], their crystal structure offered the
possibility to obtain a single-layer material which could potentially posses dramatically
different properties to its bulk counterpart. Although early attempts were made [17], it
wasn’t until after the discovery of Graphene in 2004 [18], that the surge in research of 2D
materials has allowed isolation of single-layer TMDs. The effect of reduced dimensionality
has thus far been demonstrated to significantly alter the electronic structure of semicon-
ducting TMDs [19], whereas the impact on strongly-correlated behaviour in the metallic
TMDs is comparatively less explored and there are often conflicting reports.
Clearly, if we are to answer these scientific questions, it is crucial to first have a
thorough understanding of CDW phenomena and their physical origin in bulk TMDs.
However, despite decades of research, questions remain about the formation of CDWs in
these materials and numerous scenarios have been proposed [20]. Based on symmetry
arguments, and owing to their quasi two-dimensional nature, CDWs in many TMDs have
historically been discussed in terms of electronic instabilities such as Fermi surface nesting
(FS) [2]. In this scenario, CDW formation is driven by a weak analogue of the Peierls
transition [1], and many find it difficult to justify such a situation in any system greater
than strictly one dimension [21–23]. Other scenarios suggest interactions with the lattice
as the dominant mechanism such as a Jahn-Teller distortion [24] or other forms electron-
phonon coupling [25,26]. More unusual mechanisms rely on electron-hole correlations [27]
within the excitonic insulator scenario [28]. One of the recurring problems stems from
disentangling the dominant electron-electron or electron-phonon processes in driving the
phase transition, since typically the experimental signatures of both the electronic order
and the underlying lattice distortion occur simultaneously. As such, there can be sev-
eral different interpretations of fundamentally similar results, and hence the unambiguous
determination of the origin of CDWs is notoriously difficult.
The purpose of this thesis is to investigate the isostructural selenium-based TMDs with
1T symmetry which, despite having identical crystal structures, exhibit vastly different
CDW behaviour. Multiple experimental and theoretical techniques are used to study
signatures of CDW formation in both their electronic and lattice structure in an attempt




1.1.2 Organisation of the thesis
This chapter begins with an introduction to the concept of charge density waves (CDWs)
and relevant theoretical descriptions. An overview of the transition metal dichalcogenides
(TMDs) are then presented in the context of the recent surge in research of two-dimensional
materials. The chapter culminates in an overview of the specific electronic and structural
properties of the 1T -TMDs. Chapter 2 describes the experimental techniques used in
this work, starting from a theoretical background and eventually the technical details
relevant to each specific experimental apparatus are presented. Predominantly, photoe-
mission spectroscopy and variants thereof are discussed, although Raman spectroscopy
and electronic transport measurements are also included. Chapter 3 describes the growth
of single crystal TMD samples studied in this thesis. It begins with a brief motivation for
the growth of crystals by the researcher, as opposed to obtaining samples commercially.
This is followed by a detailed description of the specific experimental apparatus and meth-
ods used for the growth of high quality single crystal TMDs by chemical vapour transport
(CVT). The chapter concludes with general observations about the growth of TMDs by
CVT, and some possible means of improving these methods are suggested
The remainder of the thesis is presented in a “portfolio” format. Chapters 5 - 7 report
the main results which are included as a document in the style of an academic journal. In
each case, the chapter begins with a preamble which outlines the motivation, key scien-
tific questions, and a brief summary of the main findings. An introduction provides some
necessary prerequisites in order to better understand the main work, and in many cases
includes some additional results. This is followed by the either a published journal article
or a manuscript in preparation which represents the main work. The chapter concludes
with a discussion of the results, its implications, and an outlook for the future. Contin-
uing from the methods described in Chapter 3 for the growth of TMD single crystals,
Chapter 4 discusses the influence of elevated growth temperature on the CDW properties
of 1T -VSe2. The origin of defects and doping are investigated using high resolution x-ray
photoelectron spectroscopy (XPS) measurements. Based on this work, a method of grow-
ing ultra-high purity 1T -VSe2 was developed. Chapter 5 reports measurements of the
photo-induced suppression of the CDW in 1T -TiSe2 using a unique combination of time-
and angle-resolved photoemission spectroscopy (TR-ARPES) and time-resolved reflectiv-
ity (TRR). A detailed fluence dependence of the dynamics, together with the observation
3
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of coherent phonon oscillation are used to disentangle the contributions of excitons and
phonons in driving the CDW. In Chapter 6, full-wavevector ARPES measurements of the
Fermi surface (FS) in 1T -VSe2 are presented. These results are compared to DFT cal-
culations of the electronic susceptibility in order to investigate the role of FS nesting. A
complete temperature and momentum dependent analysis of the CDW gap is discussed.
Finally, Chapter 7 investigates the metal-insulator transition (MIT) in 1T -TaSe2 and its
relationship with the CDW phase by focusing primarily on the strong coherent phonon
oscillations in this material observed in both TR-ARPES and TRR measurements.
1.2 Charge density waves (CDWs)
In many materials with highly anisotropic crystal and electronic structures, a transition
to a new ground state may occur at sufficiently low temperature, known as the charge
density wave (CDW), for which there is a modulation of the charge density accompanied
by a periodic lattice distortion [29]. As a result of this transition, there is an overall
minimisation of the system energy due to a reconstruction of the electronic structure. The
new ground state becomes favourable when this gain in electronic energy is greater than
the energy cost required to distort the crystal lattice.
In order to describe the idea of a CDW, an understanding of the electronic structure of
solids is required, including several fundamental quantum mechanical concepts. Therefore,
a simplified theory of electronic structure is presented first, based on the Sommerfeld
model of metals. Following this, the CDW will first be introduced in its simplest form
as theorised by Rudolf Peierls in 1955 for the case of a one-dimensional (1D) linear chain
metal [1]. In short, Peierls mentioned that the electrons of a 1D metal coupled to the
underlying lattice is unstable at low temperatures, and the electron-phonon interactions
result in a CDW. The effect of Fermi surface topology in driving CDWs is discussed in
terms of the electronic susceptibility and phonon dispersion renormalisation as a result
of electron-phonon interactions starting from the idealised 1D (Peierls) scenario and then
applied to higher dimensions. In more complex systems, alternative driving mechanisms
and even multiple competing or co-operating effects may be responsible for the formation
of CDWs and these will be discussed in later chapters with regards to specific materials.
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1.2.1 Electronic structure of solids
The Sommerfeld model is quantum mechanical theory capable of explaining many of the
observed electronic properties of metals [30, 31]. Since quantum mechanics dictates that
only a certain number of states per unit volume of phase space are allowed, this ultimately
leads to the quantisation of electronic energy states within a solid. The model follows a
free-electron approach such that there are no electron-ion or electron-electron interactions.
Shown in the following is the derivation of the electronic dispersion in solids starting from
the Shrödinger equation and assuming a single electron confined to a volume.
The time-independent Schrödinger equation for a single nonrelativistic particle in three




ψ(r) + V (r)ψ(r) = Eψ(r), (1.1)
where ∇2 is the Laplacian, m is the particle mass, E is the energy of the particle subject
to a potential, V (r) and ψ(r) is the particle wavefunction with position r. Then, assuming




ψ(r) = Eψ(r), (1.2)
where me is the free-electron mass. If the electrons are confined to a volume L
3, the
periodic boundary conditions on the wavefunction are defined by ψ(r) = ψ(x, y, z) =
ψ(x + L, y, z) = ψ(x, y + L, z) = ψ(x, y, z + L) and as such, Equation 1.2 is satisfied by











L nz) is the three dimensional wavevector and n is












This result shows that the electronic energy is quantised and depends on the wavevector
k in three dimensions. The relationship derived in Equation 1.4 for a single particle can
5
Chapter 1. Introduction









E  -  E F  ( e V )
 0  K
 5 0 0  K









E F0 . 0 0
0 . 2 5
- 0 . 2 5
T  =  0
( a ) ( b )
Figure 1.1: Electronic structure of solids. (a) Parabolic band at zero temperature with states
filled up to the Fermi level, EF based on the Sommerfeld model. (b) Fermi-Dirac distribution at
various temperatures. The energy scale in both panels is for illustrative purposes only.
then be applied to a solid containing N electrons which results in “bands” of allowed
energy-momentum states, known as the electronic dispersion. For a simple system such
as a one-dimensional chain of atoms, this appears as a single parabolic band as illustrated
in Figure 1.1(a). The band is filled from the lowest energy state up to N/2 since two
electrons per state are allowed according to the Paui exclusion principle. In more complex
systems with many atoms and a three-dimensional crystal structure, there are numerous
allowed energy-momentum bands, which leads to the concept of electronic structure in
solids.
Further to the electronic dispersion, it is also possible to obtain the linear momentum
of electrons by acting the momentum operator, p = −i~∇ on the electron wavefunction
pψ(r) = −i~∇ψ(r) = ~kψ(r), (1.5)
p = ~k, (1.6)
where the result in Equation 1.6 is referred to as the de Broglie relation.
Another important consideration of the Sommerfeld model is that electrons must obey
Fermi-Dirac statistics and the probability of the occupation of states can be described by
the Fermi-Dirac (F-D) distribution
f(E, T ) =
1
e(E−µ/kBT ) + 1
, (1.7)
where kB is the Boltzmann constant, T is temperature and µ is the chemical potential,
6
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which is defined as the energy at which the probability of occupation is 1/2. At T = 0,
µ = EF where EF is the Fermi energy and the F-D distribution is a step function such that
states with energy E > µ have a probability f(E) = 1 (completely occupied) and E < µ
have f(E) = 0 (completely unoccupied) as shown in Figure 1.1(b). At finite temperature,
the F-D is no longer a sharp step function and is instead broadened by ∆E ∝ kBT around
µ. The implication of this is that only electrons with an energy in this range will be able
to contribute to electronic transport processes in solids. Note that the notation EF is
regularly used in the literature in place of µ, even at finite temperatures and is usually
referred to as the Fermi level to make the distinction with the Fermi energy which is only
defined at zero temperature. This terminology is adopted throughout this thesis. In a
real system at finite temperature, the F-D distribution describes the thermal broadening
of the occupation of states around the highest occupied level.
These concepts lead to the idea of a Fermi surface. For the simplified situation of
an electron confined to a volume L3 in the Sommerfeld model, the Fermi surface is a
sphere of occupied states with energy EF. Therefore according to Fermi-Dirac statistics
and the implications of Equation 1.7, only electrons that exist on this sphere (or within
∼ kBT ) have sufficient energy to contribute to the electronic properties. In real solids,
the symmetry of the crystal structure, and the particular arrangement of atoms within
it, can result in Fermi surfaces with complex topology confined to the boundaries of the
reciprocal space (k-space) Brillouin zone (BZ). These concepts are discussed in more detail
in Section 1.4.3 with reference to specific materials.
1.2.2 One-dimensional case: Peierls distortion
CDW formation in a simple one-dimensional system as theorised by Peierls is described
here, with a focus on energy considerations related to the electronic structure and the
prerequisite of a mean field theory, following the approaching of Grüner [32].
Consider the idealised case of a one-dimensional linear chain metal as depicted in
Figure 1.2(a) with an electronic dispersion according to Equation 1.4 derived previously,
and initially at zero temperature.
If there are no particle interactions, the ground state is defined by electron states filled
up to the Fermi level, EF and corresponding Fermi wavevector, kF. The lattice is a
regular spacing of atoms with separation, a0 and the charge density, ρ(r) is uniform.






















Figure 1.2: Peierls distortion in a 1D linear chain metal with a half-filled band. (a) In the
normal state, there is a regular atomic spacing, a0 and uniform electron density, ρ(r). Electrons
are filled up to the Fermi level, EF (solid red line). (b) As a result of electron-phonon interactions,
a lattice (Peierls) distortion occurs leading to a periodic modulation in the electron density with
wavelength, λCDW and is known as a charge density wave (CDW) state. A gap, ∆CDW opens in
the electronic dispersion around EF which lowers the overall system energy.
it may be energetically favourable to form a periodic lattice distortion (PLD) as shown in
Figure 1.2(b) known as the Peierls distortion [1]. For the particular case of a half-filled
band, the lattice constant has doubled to 2a0. As a result, there is modulation in the





Since the real-space unit cell has doubled, the reciprocal space BZ has halved and results
in a gap, ∆ opening in the single-particle electron dispersion around the Fermi level,
EF at the new BZ boundary, forming an insulator known as the Peierls insulator. As a
consequence, there is a decrease in the electronic energy, Eel as the occupied portion of
the band is lowered below EF. Conversely, there is an increase in the elastic energy of
the lattice, Elat in order to make the distortion. Thus, the total change in energy of the
system is simply given by the sum of electronic and lattice components whereby
8

































where n(EF ) is the electron density at the Fermi level and λ is the dimensionless electron-
phonon coupling constant. For λ  1, minimisation of the total energy in Equation 1.11
leads to a gap, ∆ = 2EFe
−1/λ and shows that the net energy of the system is lowered
from the normal state, Enorm to the new state, ECDW and the difference is given by the
condensation energy





The modification of the electron dispersion, leads to a periodic potential for electrons
to occupy, and the periodic charge modulation in one dimension, ρ(x) is given by:




= ρ0 + ρ1 cos(2kFx+ ϕ), (1.13b)
where vF is the Fermi wavevector and ρ0 is the charge density in the absence of electron-
phonon interactions which is given by ρ0 =
π
kF
in one dimension. ρ1 and ϕ are the
amplitude and phase of the charge modulation respectively.
The result of these processes, driven by electron-phonon interactions, causes charge
carriers involving the wave vector q = 2kF to condense into a collective mode. This
condensate is associated with the charge density modulation given by Equation 1.13a and
together the state is known as a charge density wave (CDW). Similar to other condensates,
this state can be described by the complex order parameter
∆ = |∆| eiϕ, (1.14)
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where |∆| is the amplitude and φ is the phase of the mode (similar to those in Equa-
tion 1.13a). |∆| is related to the magnitude of the single-particle CDW gap (written ∆
previously) and the notation is used interchangeably. In later chapters, this will appear
as ∆CDW in order to distinguish it from other order parameters.
Now the case at finite temperatures is considered. Electrons that are thermally excited
across the single-particle gap screen the electron-phonon interaction which results in a
reduction of the magnitude of the CDW gap, and size of the lattice distortion. This means
the CDW state can exist at non-zero temperatures, and is characterised by a second-order
phase transition which occurs at the critical temperature, TCDW. According to mean field
theory, the temperature dependence of the CDW gap is
∆(T ) ∝ ∆(0)
√
1− T/TCDW, (1.15)
where ∆(0) is the zero temperature (maximum) gap and TCDW in this case is the mean-
field CDW transition temperature.
Although the theory presented here is strictly for a one dimensional system, the concept
of a CDW can be generalised for higher dimensions by considering the position vector, r:
ρ(r) = ρ0 + ρ1 cos(2kF · r + ϕ). (1.16)
Finally, it should be noted that a charge density wave can be defined by its commensurabil-
ity, whereby it is commensurate (CCDW) when the period of the density wave modulation,
λCDW is some multiple of the period of the underlying distorted lattice, a and therefore
obeys λCDW = (n/m)a, where n and m are integers. Conversely, it is incommensurate
(ICCDW) when the charge density does not match the underlying lattice periodicity in
this way. Commensurability is discussed further in Section 1.4.1 with reference to specific
materials.
1.2.3 Higher dimensions: Fermi surface nesting
An alternative approach to understanding CDW formation is to study the Fermi surface
topology and evaluate its electronic stability.
Starting from the ideal 1D case discussed previously in Section 1.2.2, there is an open
Fermi surface consisting of two parallel sheets at ± kF as depicted in Figure 1.3(a). It is
10
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then possible to define a single wavevector, q which spans the Fermi surface, linking states
in opposite sheets. The response of the electrons to a perturbation with wavevector q
and frequency ω can then be approximated using the Lindhard response function, χ(q, ω)






Ek − Ek+q − ~ω − iδ
|M(q)|2 , (1.17)
where f is the F-D function for energies Ek and Ek+q at the original, k and perturbed,
k+q wavevectors respectively. M(q) is a matrix element which describes the effect of the
perturbation on the electron wavefunction [33]. This complex function can be expressed in
terms of the real and imaginary parts χ0(q, ω) = Reχ0(q, ω) + i Imχ0(q, ω). To illustrate
the effect of dimensionality on the susceptibility in an idealised case, Equation 1.17 can be
estimated within the static (zero energy transfer) limit (ω → 0) and the constant matrix
element approximation. The real part, Reχ0(q) can then be evaluated for the one-, two-
and three-dimensional cases [23]. The results are plotted in Figure 1.4(a) and shows a
strong divergence at q = 2kF in 1D.
By considering electron-phonon interactions, it was noticed by Kohn [34] that any
divergence in the electronic susceptibility will also be reflected in the phonon dispersion,
resulting in a significant renormalisation. For the one-dimensional case near q = 2kF,
this will cause a phonon softening to zero energy known as the Kohn anomaly [3]. The
renormalised phonon dispersion as a result of this interaction is given by
ω(q)2 = ω0(q)
2 + 2ω0(q)
2g2 Reχ(q, ω), (1.18)
where ω0 is the bare phonon dispersion, g is an interaction constant and Reχ(q, ω) is now
the interacting susceptibility. Equation 1.18 can be approximated using the bare electronic
susceptibility and the results for ω(q) in one, two and three-dimensional cases are shown
in Figure 1.4(b).
In Equation 1.17, the most significant contribution to the function is pairs of states
with the same energy but differ in momentum by exactly q = 2kF, which is responsible
for the divergence in the susceptibility. The implication of this analysis is that a 1D metal
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Figure 1.3: Fermi surface nesting in different dimensions. (a) 1D system with open Fermi surface
consisting of two parallel sheets at ± kF. The wave-vector of length q = 2kF spans the entire
Fermi surface, leading to perfect nesting. (b) 2D system with cylindrical Fermi surface. Due to its
shape, only an infinitesimally small portion of the Fermi surface is linked by q and thus nesting
is poor. (c) In a quasi-1D system with warped parallel sheets, there are finite portions that are
nested by the same q vector allowed by a small rotation. (d) In a quasi-2D system with elliptical
Fermi surface, there can exist large parallel regions of the fermi surface that are well-nested.
is referred to as Fermi surface nesting and for the 1D case, perfect nesting is achieved
since the entire Fermi surface can be linked by a translation with a single nesting vector of
q = 2kF. In higher dimensions, such as the 2D Fermi surface shown in Figure 1.3(b), there
exists only an infinitesimally small portion of states that are matched by q = 2kF (poor
nesting). This means that the contribution to the total response in Equation 1.17 is small
and the divergence is greatly reduced as shown in Figure 1.4. With more complicated FS
topology however, it may be possible to achieve an intermediate nesting condition. For a
quasi-1D system with warped FS sheets as sketched in Figure 1.3(c), there is some finite
nesting by allowing a rotation of q. In a quasi-2D system, an elliptical FS such as that
sketched in Figure 1.3(d) may posses large parallel portions similar to the 1D case and
near-perfect nesting can be achieved.
Referring to Equation 1.12, it is straightforward to see why the degree of Fermi surface
nesting dictates the amount of energy gained by the system in undergoing the transition.
As a larger portion of the FS becomes nested by q, a greater density of carriers, n(EF)
are involved in the transition and contribute to the condensation energy for a fixed gap,
∆ i.e. a greater number of states are lowered in energy and thus removed from the Fermi
12
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Figure 1.4: Evaluating instabilities in metals. (a) Bare electronic susceptibility, χ0(q) and (b)
Renormalised acoustic phonon dispersion, ω(q) for one, two and three-dimensional Fermi surfaces
at zero temperature, exhibiting a divergence at q = 2kF. The dashed line is the bare phonon
dispersion, ω0.
surface. It is therefore expected that Fermi surfaces which allow a significant degree of
nesting are more likely to form a CDW via this mechanism.
The theoretical treatment presented in this section successfully describes how an ide-
alised case of a 1D metal would be unstable to CDW formation as a result of FS nesting,
evidenced by the strong divergence in the electronic susceptibility and phonon dispersion
near the nesting vector, q = 2kF. Although arguments about the weak divergence in
Reχ0(q) for higher dimensions have been discussed, the situation is not as simple in real
materials. The static limit is rarely applicable i.e. ω 6= 0 and as such, both the real and
imaginary parts of the susceptibility are important to describe the total influence of Fermi
surface nesting [23]. By evaluating Equation 1.17, a ‘true nesting’ is achieved if there is a
peak in q for Reχ0(q) which translates into divergence of the full electronic susceptibility
(as discussed previously), and is also matched by a corresponding peak in Imχ0(q) at
the same q, responsible for the low energy excitations near EF [22]. For a particular FS
topology, the peaks in q can be compared to suspected CDW wavevectors qCDW in order
to determine if nesting is significant.
13
Chapter 1. Introduction
1.3 Transition metal dichalcogenides (TMDs)
1.3.1 An overview
Graphene is a single atomic layer of carbon atoms and was the first 2D material to be
isolated experimentally by means of mechanical exfoliation from graphite in 2004 [18].
It has since been found to exhibit excellent mechanical and electronic properties such as
extremely high carrier mobilities at room temperature, making it a prime candidate for
use in future high performance electronic devices [35]. Later, Andre Geim and Konstantin
Noveselov were awarded the 2010 Nobel Prize in Physics for “groundbreaking experiments
regarding the two-dimensional material graphene”. Following these important discoveries,
an entire field of research into 2D materials has emerged.
Recently, researchers have turned their attention to other quasi-2D layered materials
to see if similar methods could be used to obtain single layers (monolayers) from a bulk
crystal. Among the primary candidates in this effort are the family of transition metal
dichalcogenides (TMDs) which exist in the form MX2, composed of transition metal (M)
and chalogen (X) elements as shown in Figure 1.5(a). These materials are formed of
stacks of thin layers held together by van der Waals (vdW) forces. Each individual layer
is comprised of three atomic planes in an X-M-X configuration whereby a single plane of
transition metal atoms is sandwiched between two planes of chalcogen atoms as shown in
Figure 1.5(b). Interest in these materials is mainly due to their extremely diverse range
of properties depends on the particular combination of transition metal and chalcogen.
The variety of material classification within this family includes and is not limited to;
semiconductors (e.g., MoS2 , WS2), semimetals (e.g., WTe2, TiSe2), true metals (e.g.,
NbS2, VSe2), and superconductors (e.g., NbSe2, TaS2) [36]. Many of these properties also
vary between structural polytypes (see Section 1.3.2) of one particular compound. For
example, 2H -MoS2 is semiconducting, whereas 1T -MoS2 is metallic [37].
TMDs have been known to the research community for many years and their bulk prop-
erties have been studied since the 1960s [16]. However, isolating monolayer or few-layer
samples has not been possible until recently, and it is expected to have a profound effect
on the behaviour on fundamental particles and quasiparticles (e.g. electrons, phonons,
excitons) as a result of quantum confinement. This effect can influence electronic transi-
tions within a system, the density of states, and strength of interactions. One of the most
14












Figure 1.5: Composition and crystal structure of transition metal dichalcogenides (TMDs). (a)
Periodic table highlighting the position of the transition metals and chalcogens (black boxes).
The shaded areas highlight the specific transition metals (M) and chalcogens (X) which form
the compounds (MX2). The red squares indicate the elements present in the specfic compounds
investigated in this thesis. (b) Diagram of the crystal structure consisting of layers made from
three atomic planes (X-M-X) each, separated by a van der Waals (vdW) gap.
readily studied TMDs to date is molybdenum disulphide (MoS2) in the 2H polytype which
normally exists as a semiconductor with an indirect band gap in the bulk. However, by
mechanically exfoliating a bulk crystal down to a monolayer, it has been shown to become
a direct band gap semiconductor with an enhancement of the photoluminescence quantum
yield by a factor of 104 [19]. In addition, these properties were shown to shift progressively
with decreasing thickness as the material goes from 3D to the 2D limit. Therefore, the
incredible range and tunability of TMD properties has already been demonstrated and
makes them excellent candidates for a number of applications [38]. This diversity has
also opened up the possibility of constructing nanoscale devices known as van der Waals
heterostructures, whereby the desired properties can be obtained by stacking individual
layers of 2D materials such as graphene, TMDs and hexagonal boron nitride (h-BN) with
a particular arrangement [39].
Although the revival of interest in TMDs has been driven mainly by the emerging
field of 2D materials, there remains important questions surrounding their bulk properties
which must be fully explored in order to understand physical phenomena in the 2D limit.
Since the first studies of these materials in the 1960s, there has been a great advancement
15
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in experimental techniques available to researchers, which justifies revisiting this field of
Physics.
1.3.2 Crystal structure and polytypism
TMDs have been found to exist with numerous structural polytypes [40] although there are
three commonly occurring types; 1T, 2H and 3R where the letter refers to the trigonal,
hexagonal and rhombohedral symmetry of the unit cells respectively, and the number
indicates the layers found within the cell [41]. Presented in Figure 1.6 is the crystal
structure of the two most stable polytypes for many TMDs and these will be discussed
in the following section. The polytypes can also be defined by their metal coordination
in the layered structure; either octahedral or trigonal prismatic for the case of 1T and
2H which refers to the arrangement of the six chalcogen atoms around the central metal
atom as shown in Figure 1.6(b). The octahedral coordination has a rotation between the
topmost chalogen atoms with respect to the bottom such that all chalcogens are visible
when viewed from above (along c). By contrast, the chalcogen atoms of the trigonal
prismatic coordination have the same orientation between top and bottom such that it
exhibits the honeycomb structure when viewed from above, similar to graphene.
Both the trigonal and hexagonal crystal systems belong to the hexagonal family and
therefore all TMDs are defined by a unit cell consisting of two equal axes (a = b) separated
by an angle γ = 120◦ and a third axis (c) which is perpendicular to the a-b plane and may
not be equal in length to the other axes as shown in Figure 1.6(c). In Hermann-Mauguin
notation, the 2H and 1T symmetries belong to the P63/mmc (no. 194) and P3m1 (no.
164) spacegroups respectively [41]. In relation to the crystal structure, the a- and b-axes
lie within the layer plane along the minimal chalcogen-chalogen distance, and the c-axis
is perpendicular to the layers. The lattice parameters of the 1T compounds are typically
in the range; a = b ≈ (3 - 4) Å and c ≈ (6 - 7) Å. The 2H polytypes therefore have
approximately double the c-axis length in the range (12 - 14) Å [see Figure 1.6(c)].
1.4 Metallic TMDs with trigonal symmetry
In this section, an overview of the CDW properties of the metallic TMDs with trigonal
(1T ) symmetry is provided, followed by the basic structural and electronic characteristics
of these compounds.
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Figure 1.6: Structural polytypes of TMDs. (a) The 1T (trigonal) and 2H (hexagonal) polytypes
shown at an angle to the layer-plane, and along the a- and c- axes as indicated by the coloured
compass. The grey frame shows the lattice parameters of the primitive cell (b) Metal coordination;
either octohedral or trigonal prismatic for the 1T and 2H polytypes respectively. (c) Unit cell of
the hexagonal crystal family
1.4.1 CDW properties
Following early experimental studies of the metallic TMDs, it was noticed that the vast
majority exhibited anomalies in the temperature-dependence of electronic [6,42,43], mag-
netic [44] and thermal [45] transport properties, suggestive of phase transitions in these
compounds. Based on coinciding observations of superlattice formation in diffraction ex-
periments [2,46], related to distortions of the underlying crystal lattice, the behaviour was
explained by transitions to a CDW state. In the decades following these discoveries, vari-
ous scenarios have been proposed to explain the mechanism behind CDW formation [20].
This thesis specifically focuses on understanding CDW phenomena in the isostructural,
selenium-based TMDs with trigonal (1T ) symmetry; 1T -TiSe2, 1T -VSe2 and 1T -TaSe2.
The only significant variation is the transition metal (M = Ti, V or Ta) yet the CDW
properties in each compound varies considerably, including; the transition temperature,
distorted lattice periodicity, and commensurability [2, 47], as summarised in Table 1.1.
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Compound TCDW PLD Commensurability
1T -TiSe2 [42] 202 K 2a0 × 2a0 × 2c0 CCDW
- - -
1T -VSe2 [48] 110 K 4a0 × 4a0 × 3.18c0 ICCDW
85 K 3.25c0 -







Table 1.1: Summary of the CDW properties of the Se-based TMDs with 1T symmetry. ∗Predicted
normal state to ICCDW transition temperature since an interpolytypic transformation (1T → 3R)
at 530 K makes it experimentally inaccessible.
The main differences in CDW behaviour can mostly be attributed to subtle variations
in the electronic structure, governed by the transition metal as will be discussed in Sec-
tion 1.4.3. The 1T -TMDs have been demonstrated to posses particularly two-dimensional
Fermi surfaces with large parallel portions which theoretically should be prone to elec-
tronic instabilities (FS nesting) [2, 50–52], similar to the quasi-2D case shown previously
in Figure 1.3(d). However, such a situation is not straightforward [21, 53], and both the
electron-electron and electron-phonon interactions have to be considered. The precise
driving mechanism behind CDW formation in these compounds is the main focus of this
thesis, and an overview of the current understanding for the case of each specific compound
will be presented in the introduction section of the relevant chapters.
Typically in all TMDs, the higher temperature transition is the incommensurate phase
(ICCDW) for which the formation is governed by the balance between electronic energy
gain by opening gaps in the band structure, and the lattice energy cost in order to distort
the crystal structure as discussed in Section 1.2. Further lowering of the total energy
is then achieved as the electronic order locks in to a commensurate geometry with the
lattice (CCDW), usually at a lower temperature, by a slight modification of qCDW. A clear
example of this is 2H -TaSe2 in which a second-order transition occurs at 122 K to a CDW
which is first incommensurate with the underlying lattice given by wave vector, qCDW= (1
- δ)a/3 followed by first-order lock-in to commensurate CDW at the lower temperature of
90 K where δ → 0 [46]. This behaviour is less commonly discussed in the 1T -TMDs studied
in this thesis (see Table 1.1) because the normal-ICCDW or ICCDW-CCDW transitions
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are either absent (1T -TiSe2), have limited experimental evidence (1T -VSe2) or occur
at high temperatures which are not typically investigated (1T -TaSe2). An intermediate
phase which occurs between the ICCDW and CCDW known as nearly-commensurate
phase (NCCDW) can also be found in some compounds such as 1T -TaS2 [2].
1.4.2 Reciprocal space
Since the crystal structure of 1T -TMDs is defined by the hexagonal unit cell, the reciprocal
space Brillouin zone (BZ) shares the same symmetry and is shown in Figure 1.7. The kz = 0
plane has three inequivalent high symmetry points; Γ at the zone centre, M and K which
are situated at the centre-edge and corner of the zone respectively. The corresponding
symmetry points on the uppermost kz plane are A, L and H [51]. The electronic structure
and vibrational modes of the 1T -TMDs in the following sections will be discussed with















Figure 1.7: Three-dimensional hexagonal Brillouin zone (BZ) with high-symmetry points labelled.
The grey shaded area is the kz = 0 plane, which is also shown separately.
1.4.3 Electronic structure
Shown in Figure 1.8 is a simplified comparison of electronic structure in the 1T -TMDs
containing transition metals from groups-IV and -V of the periodic table (see Figure 1.5).
In general, compounds from both groups are defined by a hole-like valence band (VB)
derived from p-orbitals of the chalogen and electron-like conduction band (CB) derived
from d-orbitals of the metal [16].
The group-IV TMDs (e.g. M = Ti, Zr, Hf) are either small band gap semiconductors (Zr,



























Figure 1.8: Electronic structure of 1T -TMDs. Simplified sketch of the Fermi surface and density
of states for (a) group-IV and (b) group-V transition metals, with the orbital character of the
bands labelled. Here, the binding energy and width of the bands is only to illustrate the main
differences between groups -IV and -V.
level and is partially occupied [51]. There is some disagreement between band structure
calculations and various experimental results likely due to the subtle deviations from ideal
stoichiometry in these compounds, which are usually overall electron doped [42]. In the
Zr- and Hf-based compounds, the band gap varies in the range ∼ (0.5 - 1) eV. Whereas in
the Ti-based compounds, the binding energy difference is typically smaller (∼ 100 meV),
and manifests as either a small band gap or overlap. By comparison, the group-V TMDs
(e.g. M = V, Nb, Ta) are always metallic; there is no band gap and the lowest energy
CB definitively crosses the Fermi level [51]. The Fermi surface (FS) of the 1T -TMDs is
characterised by elliptical electron pockets derived from the metal d -band at the M -point
and hole pockets from the chalcogen p-band at the Γ-point, as illustrated in the upper
panels of Figure 1.8. Depending on the specific compound, the top of the chalcogen p-band
at Γ will either; just reach EF and therefore appears as a relatively small hole pocket, or
it is located slightly below EF and is absent from the FS. Regardless, it is shown in the
upper panels of Figure 1.8 for completeness. Due to the position of the metal band with
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respect to EF in the group-IV and -V compounds, the electron pocket appears as either a
small closed feature or a larger open ellipse respectively [50].
1.4.4 Lattice vibrations
Based on the crystal structure of the 1T -TMDs in Figure 1.6, there are three atoms per
unit cell and the irreducible representations of the zone centre (Γ-point) vibrational modes
are given by
Γ = A1g + Eg(2) + 2A2u + 2Eu(2), (1.19)
using standard Mulliken notation [54]. A indicates a non-degenerate mode which is sym-
metric about the principal rotation axis, whereas E indicates a doubly degenerate mode.
Subscript g and u indicates that the mode is either symmetric or asymmetric about the
centre of inversion respectively, whilst the number indicates the symmetry about the prin-
ciple axis. In total, there are nine vibrational modes which are summarised in Table 1.2














Figure 1.9: Lattice vibrations in 1T -TMDs. Sketch of the zone centre (Γ-point) Raman- and
infrared-active modes with the corresponding motion of the transition metal (M) and chalogen (X)
atoms in the crystal lattice as indicated by the arrows. Only atoms along one crystallographic
direction are shown for simplicity.
Most importantly for the work in this thesis, there are two types of optical Raman-active
phonon modes; namely A1g in which the chalcogen atoms move relative to each other along
the z-direction, and Eg in which the chalcogen atoms move in opposite directions either
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along the x-direction or y-direction and hence is doubly-degenerate [55]. The remaining
modes are infrared (IR) active.
Representation Acoustic Optical Activity Direction
A1g 0 1 Raman z
Eg 0 1(2) Raman x, y
A2u 1 1 IR z
Eu 1(2) 1(2) IR x, y
Table 1.2: Zone centre (Γ-point) vibrational modes for 1T -TMDs. The number of acoustic and




2.1 Theory of photoemission spectroscopy
Photoemission spectroscopy (PES) is a powerful experimental technique which is capa-
ble of directly determining the electronic and chemical state of solids by utilising simple
energy and momentum conservation laws. Many properties of materials arise from their
electronic structure and therefore, this technique has become ubiquitous amongst many
research communities for the characterisation of novel materials, and to further advance
our understanding of electronic phenomena.
2.1.1 Photoelectric effect
The basic mechanism of photoemission spectroscopy relies on the photoelectric effect, a
phenomenon which was first documented by Hertz in 1887 [56] and later explained by
Einstein in 1905 [57] by famously considering the quantum nature of light. Simply, a
photon incident on a sample surface that has greater energy than the work function of
that specific material will cause an electron to be excited above the highest available energy









Figure 2.1: Sketch of the photoemission pro-
cess. An incoming photon (E = hν) causes an
electron to be emitted into the vacuum with
kinetic energy, EK at polar (θ) and azimuthal
(φ) emission angles with respect to the sample
surface normal.
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The total energy is conserved in this process and it is possible to express the kinetic energy,
EK of the emitted photoelectrons as
EK = hν − EB − Φ, (2.1)
where hν is the photon energy and EB is the electron binding energy. The sample work
function, Φ is the energy required for an electron to pass from the highest occupied level,
EF to the vacuum, Ev i.e. the energy required to overcome the sample-vacuum surface
potential (typically 4 - 5 eV for metals) [58]. Hence, the kinetic energy of electrons in the
solid prior to emission is simply EK = hν−EB. Equation 2.1 is central to the technique of
photoemission spectroscopy as it allows determination of the binding energy of the electron
within the solid via the measurable quantity of the outgoing kinetic energy in vacuum.
Upon emission, the trajectory of electron can be defined by the polar, θ and azimuthal φ
angles with respect to the sample surface as shown in Figure 2.1.
By considering the real-space momentum P = mv, the kinetic energy of the emitted













Several theories have been proposed to describe the photoemission process, and are con-
tinually being refined by the research community. One such theory which has proven to
be successful in explaining many of the physical aspects of experimental photoemission
in solids is the three-step model proposed by Berglund and Spicer [59]. This purely phe-
nomenological model decomposes the photoemission event into three independent steps:
(i) Optical excitation of an electron in the sample
(ii) Transport of the excited electron to the surface
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(iii) Escape of the photoelectron into vacuum
and is depicted in Figure 2.2. Here, a complete description of the underlying theory of the
three-step model will not be provided. Instead, the most relevant aspects related to each
step [(i) - (iii)] of the photoemission process will be discussed in the context of experiment,
based on the approach of Hüfner [58] and Damascelli [60]. In particular, there is a focus on
the energy and momentum conservation laws which allows the properties of the electron
in vacuum to be related to the initial state of the electron in the sample, which is central















Figure 2.2: Sketch of the processes in the three-
step model of photoemission, based on Ref. [60].
(i) An electron is optically excited from an initial
state, Ei to a final state, Ef by a photon with
energy hν. (ii) The electron is transported to the
sample surface (z-direction) and must avoid in-
elastic scattering events. (iii) Escape of the pho-
toelectron by traversing the sample-vacuum bar-
rier and obeying energy and momentum conver-
sation laws.
Two additional assumptions are required within the context of the model. The first is
that an electron is considered as a single non-interacting particle and therefore cannot
experience any internal or external perturbation. The second is the sudden approximation
which assumes that the entire photoemission process [steps (i)-(iii)] occurs faster than the
relaxation time of the excited state i.e. the emitted electron carries the final state energy
and momentum.
(i) Optical excitation of an electron in the sample
The first step considers the optical excitation of an electron in reciprocal space from
an state initial (i) to a final (f ) state by absorption of a photon. The difference between
these states is the energy and momentum imparted by the photon, and hence the following
conservation laws apply
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Ef − Ei = hν, (2.4)
kf − ki = khν . (2.5)
For typical photon energies used in PES experiments (hν < 100 eV), the photon carries
negligible momentum (khν → 0) and hence the final and initial state momentum are
the same, kf = ki [60] according to Equation 2.5. Therefore, the electron undergoes a
direct vertical transition in reciprocal space within the first Brillouin zone (BZ) of the
reduced zone scheme as shown in Figure 2.3 and the final state energy is Ef = Ei +
hν. However, an exactly equivalent energy-momentum transition can be considered in
higher-order BZs of the extended-zone scheme by considering the momentum equal to the
reciprocal lattice vector, G imparted by the crystal potential. Therefore, the conservation
laws in Equations 2.4 and 2.5 can be more conveniently expressed in terms of the electron
final state energy and momentum
Ef = Ei + hν, (2.6)
kf = ki + G, (2.7)
whereby the absorption of a photon provides the energy required to reach the final state,





kf = ki kf = ki + G
Ei
Ef = Ei + hn
ℎ𝜈
Figure 2.3: Initial (i) and final (f ) electron
states in reciprocal space, based on Ref. [60].
The photon imparts energy, hν but negligi-
ble momentum (khν → 0) and hence only
vertical transitions are allowed within the
first Brillouin zone (BZ), or equivalently in
higher-order BZs by a displacement of mul-
tiples of the reciprocal lattice vector, G pro-
vided by the crystal potential.
(ii) Transport of the excited electron to the surface
Following photoexcitation, the electron must travel to the sample surface in order to be
emitted. During this process, it may be inelastically scattered with sample impurities,
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other electrons, or forms of excitation (e.g. phonons) and thus lose kinetic energy. Inelas-
tically scattered electrons will reach the surface with a final state energy and momentum
that can no longer be related to the initial state according to the conservation laws of
Equations 2.4 and 2.5. Instead, these electrons will contribute to the background photoe-
mission signal due to their broadened energy-momentum distribution.
Therefore, step (ii) of the model is concerned only with photoelectrons which reach
the surface without undergoing an inelastic scattering event. The intensity of such photo-
electrons is damped exponentially with distance, d within the solid, and can be expressed
in terms of the Beer-Lambert law [58]:
I(d) = I0(d)e
−d/λ(Ek), (2.8)
where I0 is the maximum intensity of the photoelectrons and λ is the inelastic mean
free path (IMFP), which is defined as the distance travelled by an electron before its intial
intensity reaches (1/e)I0. A simple analysis of Equation 2.8 reveals that ∼95% of the total
photoemission intensity arises from within 3λ of the surface, and ∼65% within λ. As a
result, PES is typically described as a highly surface-sensitive technique since only electrons
originating near the surface can propagate towards the sample-vacuum interface in order
to be emitted and detected, whilst still maintaining energy and momentum information of
the initial state. The surface sensitivity of PES will be discussed further in Section 2.2.2.
(iii) Escape of the photoelectron into vacuum
As the electron reaches the surface, it must traverse the sample-vacuum barrier. The de
Broglie relation P = ~K = mv links the real-space momentum of an emitted electron to
the total reciprocal space wavevector in the vacuum, K = (Kx,Ky,Kz). According to the
geometry in Figure 2.1, the components parallel, K‖ and perpendicular, K⊥ to the sample
surface can be written as
K‖ = Kx +Ky, (2.9)
K⊥ = Kz, (2.10)
and hence, the parallel and perpendicular wavevector components are related to the in-
plane (x, y) and out-of-plane (z) momentum respectively.
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Surface Figure 2.4: In-plane momentum conservation
(P‖ = p‖) of electrons at the interface between
sample and vacuum based on Ref. [58].
Considering the diagram in Figure 2.4, the sample-vacuum interface does not perturb the
in-plane translational symmetry and therefore the momentum parallel to the surface is
conserved such that the wavevector of the outgoing photoelectron in the vacuum is the
same as the wavevector of an electron propagating in the sample, P‖ = p‖ [58]. The
parallel components of the momentum vectors can then be expressed in terms of the angle
to the surface normal:
P‖ = P sin(θ) = p‖ = p sin(θ
′), (2.11a)
~k‖ = P sin(θ). (2.11b)
Based on the momentum of the emitted electrons in Equation 2.3 and the conservation
of the parallel components in Equation 2.11b, the momentum of an electron propagating
within the sample, k|| can be expressed simply in terms of its kinetic energy after emission,






The fact that the momentum of electrons in the sample can be related to the measurable
quantities EK and θ by a simple conservation law forms the basis for the technique of
angle-resolved photoemission spectroscopy (ARPES) as will be discussed in Section 2.2.
By contrast, the perpendicular component of the momentum, k⊥ is strictly not con-
served due to the abrupt change in the potential at the sample-vacuum interface along
the surface normal. However, it is possible to estimate the value of k⊥ by making a crude
assumption of a nearly-free electron dispersion (Equation 1.4) for the final states which
leads to
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2m(EK cos2(θ) + V0), (2.13)
where V0 = E0 + Φ is the inner potential defined by the energy separation of the bottom
of the valence band, E0 to the vacuum level, Ev according to Figure 2.5. In most cases,
an estimate for V0 is made by comparison of experimental results with band structure
calculations [60]. For materials with non-trivial Fermi surfaces, the assumption of a nearly-
free electron dispersion is rather poor and as a result k⊥ remains ill-defined. As a result,
PES is well suited for the study of quasi two-dimensional solids with an in-plane dispersion
related to (kx, ky) determined by k||, but a negligible dispersion along kz and hence any






























Figure 2.5: Energy diagrams based on Ref. [60] for electron states in (a) the sample with corre-
sponding PES spectrum and (b) reciprocal space, where Ev is the vacuum level, EF is the Fermi
level, EB is the electron binding energy and E0 is the lowest energy of the valence band. hν is the
photon energy, Φ is the sample work function and V0 is the inner potential. Ei and Ef are the
initial and final state energies of the electron respectively.
Shown in Figure 2.5 is a sketch of the various energy levels relevant to PES as discussed
throughout Sections 2.1.1 and 2.1.2. Specifically, Figure 2.5(a) shows energy levels within
a sample and the corresponding PES spectrum which manifests as a series of bands with
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predominantly Gaussian line-shapes at deeper binding energies (core levels) whereas the
valence band is convoluted with the F-D distribution near the highest occupied level at EF.
Figure 2.5(c) shows the relation of these energy levels to the reciprocal space electronic
structure.
2.1.4 Spectral function
In the preceding sections, the three-step model was used to describe the energy and mo-
mentum of measured photoelectrons in a PES experiment. Here, an extension to this
simple theory is presented and explains how the intensity of measured photoelectrons
arises mainly from step (i) of the model due to the probability of optical transitions be-
tween initial and final states by absorption of a photon [58, 60]. Whilst maintaining the
premise of the sudden approximation, a single particle in an interacting many-body system
is now considered.
The optical excitation of an electron from the initial state to the final state is described
by wavefunctions ΨNi and Ψ
N
f of the N-electron system respectively. Within the limit of
the sudden approximation, the optical excitation occurs instantaneously together with the
emission of the electron in step (iii) of the three-step model and hence the initial and final
states can be expressed in terms of the remaining N-1 electron system
ΨNi = φi ψ
N−1
i , (2.14)
ΨNf = φf ψ
N−1
f , (2.15)
where φ is the wavefunction of the single emitted photoelectron and ψN−1 is the wavefunc-
tion of the electron system after emission. The probability of a single particle transition













ENf − ENi − hν
)
, (2.16)
where the initial, ENi and final state, E
N
f energies are related to the binding energy, EB
of the electron in the sample and its outgoing kinetic energy, EK after emission
ENi = E
N−1
i − EB, (2.17)
ENf = E
N−1
f + EK, (2.18)
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The electron excitation is caused by the interaction with a photon and therefore the
perturbation of the system is described by the Hamiltonian
Ĥ = − e
mc
(A · p) , (2.19)
where A is the vector potential of the photon field and p is the electronic momentum
operator. It is assumed that A is constant over atomic distances (∇ ·A = 0) according to
the electromagnetic dipole approximation. Within Equation 2.16, the transition matrix






and can be written in terms of the initial and















The total transition matrix element is then obtained by the sum over all possible final


















Based on the transition probability for a single particle in Equation 2.16, it follows that
the total intensity of emitted photoelectrons is then given by the sum over all transitions;
I =
∑
f,iwf,i and hence using the total matrix element derived in Equation 2.21 and the
































is the single particle dipole matrix element, and A(k, E) is
the spectral function which can be can be linked to the imaginary part of the Green’s
function, A(k, E) = (1/π)Im[G(k, E)] [60]. In a single particle non-interacting system, the
spectral function is an infinitely sharp delta function. Instead, in the presence of many-
body interactions there is renormalization induced by the complex self-energy, Σ(k, E) =
Σ
′
(k, E) + iΣ
′′
(k, E) which describes all the possible fundamental interactions within the
solid. Hence, this leads to corrections of the Green’s and spectral function as follows
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G(k, E) =
1
E − E0 − Σ(k, E)
, (2.23)





[E − E0 − Σ′(k, E)]2 + Σ′′(k, E)2
, (2.24)
where E0 is the single particle non-interacting energy of the system. The result of the
many-body interactions is therefore to induce a Lorentzian broadening of the spectral
function via the self energy.
Based on Equation 2.22b, the total measured intensity of photoelectrons in an PES
experiment can be expressed simply as
I(k, E) = I0(k, E, hν)f(E)A(k, E). (2.25)
The initial intensity is proportional to the single particle matrix element, I0(k, E, hν) ∝
|Mf,i|2 and therefore depends on the electron momentum, incident photon energy, and
polarisation. Inclusion of the Fermi-Dirac distribution, f(E) governs that only occupied
states can be measured. Finally, the spectral function, A(k, E) contains all the energy
and momentum information of the measured electrons in the presence of many-body in-
teractions.
2.2 Angle-resolved photoemission spectroscopy (ARPES)
ARPES is a variant of photoemission spectroscopy which utilises the angular dependence
of emitted photoelectrons in order to map the electronic dispersion in both energy and
momentum. It is usually associated with the study of electron states with binding energies
within several eV of the Fermi level (EB < 5 eV) and in particular there is a focus on
the valence states closest to EF since they are responsible for the electronic and optical
properties of solids.
Simply, the technique involves measurement of the emitted electron kinetic energy, EK
as a function of emission angle, θ. According to Equations 2.1 and 2.12, these quantities
allow the electron binding energy, EB versus the parallel wavevector k|| to be determined
i.e. the electronic dispersion, E(k||) along a specific direction of reciprocal space.
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Figure 2.6: Kinetic energy analysers. (a) Hemispherical analyser which operates by deflecting
electron trajectories according to their energy using an electric field between plates with voltage
V1 and V2 (b) Time of flight (ToF) analyser which measures the time, t for electrons to travel a
fixed distance, L. Detection of electrons is made using a multi-channel plate (MCP).
Detection of photoelectrons in many conventional photoemission experiments is made
using a hemispherical analyser as shown in Figure 2.6(a). The kinetic energy is measured
by dispersing the radial trajectory of electrons using applied potentials V1 and V2 between
two adjacent hemispheres of radii R1 and R2 respectively. The radial dependence of the







where r is the radius measured from the centre of the analyser, R0 = (R1 + R2)/2.
33
Chapter 2. Experimental details
Electrons with kinetic energy, EK = E0 will follow a circular path with constant radius
R0 as illustrated by the black trajectory in Figure 2.6(a). E0 is referred to as the pass
energy [62] which is controlled by the pass voltage, V0 according to E0 = eV0 and the





It is therefore possible to show [63] that the difference between applied potentials across
the hemispheres of the analyser, V1 and V2 is given by








which can be used to select electrons with kinetic energy, EK = E0 = eV0 according to








The sketch in Figure 2.6(a) shows an example of a simple hemispherical analyser which
measures only the kinetic energy by dispersing electrons along one dimension of the de-
tector. The emission angle, θ is then varied by rotating either the sample or analyser
with respect to each other. However, more complex hemispherical analysers operate with
a two-dimensional (2D) detector whereby the kinetic energy and angular dependence are
recorded simultaneously along each axis of the 2D detector. This is achieved by using an
entrance slit with finite acceptance angle ∆θ. Using this method, the complete range of Ek
versus θ is obtained in a single scan without the need for rotation. An alternative type of
detector is the time of flight (ToF) energy analyser as shown in Figure 2.6(b). The kinetic
energy of electrons with mass, me is simply determined by measuring the time taken, t to




The ARPES measurements presented in this thesis were carried out at the Bristol Na-
noESCA facility (see Figure 2.7) which is situated in the ultra-quiet laboratories of the
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Figure 2.7: Experimental setup of the Bristol NanoESCA facility. (a) Image of the Scienta
Omicron NanoESCA II system. (b) Schematic of the energy analyser consisting of the PEEM
column and imaging double energy analyser (IDEA) which allows switching between real-space
(PEEM) and k-space (ARPES) imaging mode whilst maintaining the same region of interest on
the sample.
Centre for Nanoscience and Quantum Information (NSQI), University of Bristol. The
instrument is a Scienta Omicron NanoESCA II equipped with a monochromated He lamp
source with He-Iα (21.2 eV) and He-IIα (40.8 eV) emission. The system is capable
of switching between real-space photoemission electron microscopy (PEEM) mode and
micron-scale k-space imaging (µ-ARPES) whilst maintaining the same region of interest
on the sample. This makes it possible to acquire both real-space and k-space information
from small or complex samples with excellent stability and precision.
The PEEM field of view is (3 - 1100) µm and has a best possible lateral resolution of ∼
13 nm. This mode allows binding energy or work function mapping of the sample surface in
real-space. In addition, it can be used to explore regions of sample which may be suitable
for ARPES based on the surface topology, presence of impurities or contamination.
The system allows for measurement of full wavevector ARPES (simultaneous kx, ky)
in a single scan at fixed energy. Therefore, the full electron dispersion is constructed by
recording an individual (kx, ky) image at each specified binding energy. Collection of
photoelectrons is possible over the full solid angle, ∆θ ± 90◦ according to the geometry
in Figure 2.1. For photon energy hν = 21.2 eV and assuming a typical work function
Φ = 4.5 eV, the full solid angle corresponds to a momentum range of (kx, ky) ≈ ± 2.1
Å−1 for electrons at the Fermi level (EB = 0) based on Equations 2.1 and 2.12, which is
sufficient to access the entire BZ of many materials. ARPES measurements of micron-
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sized regions (min. 3 µm) is achieved by closing an aperture to the analyser. The region
of interest can easily be selected by closing the aperture in real-space PEEM mode before
switching to k-space imaging mode. Thus, it is possible to study monolayer or few-layer
samples of exfoliated 2D materials (often < 20 µm lateral size) such as TMDs [65]. For the
measurements presented in this thesis, the µ-ARPES capability is predominantly used to
select a clean, flat region of the sample to study. The photoelectron detection operates with
an electrostatic PEEM entrance lens followed by two hemispherical energy analysers called
the imaging double energy analyser (IDEA) which compensates for spherical aberration
[66]. The overall system has a maximum possible energy and momentum resolution of ∼
20 meV and 0.02 Å−1 respectively.
For ARPES, the sample is situated in the analysis chamber (see Figure 2.7(a)) with
a base pressure of < 1×10−10 mbar. It is attached to the cold head of a liquid helium
(LHe) flow cryostat which is capable of achieving a minimum temperature of ∼ 30 K.
Manipulation of the sample orientation is possible with (x, y, z) translation, azimuthal
angle and tilt. An adjacent preparation chamber is used for annealing and other sample
processing, in addition to spot profile analysis low energy electron diffraction (SPA-LEED).




The inelastic mean free path (IMFP), λ previously defined in Equation 2.8, depends on the
kinetic energy of electrons within the solid and by the measurement of a large number of
chemical elements, a so-called universal curve has been determined. Shown in Figure 2.8
is a plot of the IMFP as a function of kinetic energy using the universal curve formula
described in Ref. [67]. Since the kinetic energy of electrons in the solid depends primarily
on the incoming photon energy (EK = hν−EB), the IMFP is commonly used to estimate
the surface sensitivity offered by various photon sources. The vertical lines in Figure 2.8
indicate the IMFP corresponding to the expected kinetic energy of electrons within the
solid that originated from the Fermi level (EB = 0) after interaction with photons from
the specific sources used in this thesis.
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Sample conditions
Rigorous control of the sample conditions are crucial in PES experiments. The surface
needs to be extremely clean, flat and free of oxidation.
Firstly, the conservation of parallel momentum in Equation 2.12 within step (iii) of
the three-step model depends on in-plane translational symmetry arguments and there-
fore if the surface is not entirely flat, this equation no longer holds which leads to some
uncertainty in the emitted photoelectron momentum.
A high density of defects or impurities in the sample may increase the likelihood
of inelastic scattering events during transport of the excited electron to the surface. A
similar effect may occur for contamination at the surface or damage induced by oxidation
as the sample crosses the sample-surface barrier. Within step (ii) of the three-step model,
such events will broaden the energy-momentum distribution of electrons and increase the
incoherent photoemission background signal.
In addition, any change to the chemistry of the surface, such as contamination or
oxidation, can influence binding energies and lineshapes of electronic states as well as
potentially inducing new features (e.g. alternative oxidation states) due to doping effects
or a change in the local atomic bonding.
As previously discussed, the majority of detected photoelectrons originate from within
several nanometres of the sample surface (see Figure 2.8) hence the extreme surface sensi-
tivity means that the sample conditions described above are of even greater importance.
As a result, PES experiments are typically and routinely performed in ultra-high vacuum
(UHV) conditions with pressures ≤ 1×10−10 mbar in order to maintain the sample sur-
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face condition, in addition to preventing the scattering of electrons with the atmosphere
before reaching the detector. Samples are usually cleaved in situ to expose a clean, flat
surface. For the case of the layered TMDs, this process is straight forward due to the
crystal structure and weak van der Waals bonding between layers.
Finally, samples must be mounted onto electrically conductive substrates or sample
holders with suitable adhesive, and connected to electrical ground. The samples should
also ideally be reasonable conductors. This is imperative to avoid charging effects which
occurs when emitted electrons cannot be replenished via grounding, thus resulting in a
net charge on the sample [58]. It is important to note that the sample and energy analyser
(spectrometer) will typically be connected to a common electrical ground, meaning they
will share the same work function. Hence Φ in Equation 2.1 is usually taken to be the
spectrometer work function.
To achieve the highest energy resolution, the sample is usually cooled to reduce the
effect of thermal broadening on the electron states according to Equation 2.25.
2.3 X-ray photoelectron spectroscopy (XPS)
X-ray photoelectron spectroscopy (XPS) a variant of photoemission spectroscopy most
often associated with the study of electron core levels at deep binding energies, although
a range anywhere from the valence states up to the maximum allowed by the photon
energy is common (EB = 0 - 1000 s eV). The technique of XPS depends on the basic
photoemission concepts outlined previously in Section 2.1. However, unlike ARPES where
the angular-dependence is used to map the electronic dispersion, XPS is often performed
at a fixed angle and a spectrum of the intensity of emission as a function of binding energy
is determined.
The focus of XPS is to study spectral characteristics of electron core levels such as
relative peak intensities, binding energy positions, and linewidth/lineshape. This allows
physical or chemical aspects of the sample, including composition, stoichiometry, contam-
ination, impurities and local bonding of atoms, to be determined.
The XPS measurements in this thesis were performed either at the Bristol NanoESCA
facility using a Al-Kα x-ray source (hν = 1486.7 eV) or at the Bending magnet for Emis-
sion, Absorption and Reflectivity (BEAR) end-station of the Elettra synchrotron with tun-
able radiation (hν = 40 - 1600 eV) [68,69]. Detection of photoelectrons in both cases was
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performed with a hemispherical energy analyser similar to that sketched in Figure 2.6(a).
2.4 X-ray absorption spectroscopy (XAS)
Similar to the other x-ray spectroscopy techniques outlined so far in Sections 2.2 and 2.3,
x-ray absorption spectroscopy (XAS) relies fundamentally on the photoelectric effect and is
mainly concerned with core level electrons. In the intermediate step before photoemission,
a photon is first absorbed by a core electron with particular binding energy and promoted
to an unoccupied state, leaving behind a core hole [70, 71]. The excess energy is given
to the core electron and it is emitted into the vacuum, whilst the core hole is extremely
short-lived (∼ 1 - 2 fs) before it recombines with a higher-energy electron and emits a
photon or an Auger electron.
The technique of XAS relies on the absorption step before photoemission. By perform-
ing measurements as a function of incident photon energy, a sharp rise in the absorption
will occur near the binding energies of each core level. This rise is typically referred to as
an absorption edge and the nomenclature is based on the principle quantum number, n
of the core level where n = 1, 2 and 3 correspond to the K-, L- and M-edges respectively.
Similar to XPS, these levels are element specific and the characteristic absorption spec-
trum will depend on the physical or chemical aspects of the sample which may alter the
binding energy and lineshape of these features.
The XAS measurements in this thesis (Section 4.3.2) were performed at the BEAR end
station, Elettra synchrotron. Absorption spectra were obtained using the total electron
yield (TEY) method, whereby the drain current on the sample is monitored as a function
of the incident photon energy [72].
2.5 Time- and angle-resolved photoemission spectroscopy
(TR-ARPES)
Time- and angle-resolved photoemission spectroscopy (TR-ARPES) is a variant of the
techniques described in Section 2.2, which utilises ultrashort laser pulses to monitor the
electron dynamics in solids in real time. Essentially, TR-ARPES is a form of pump-
probe spectroscopy which directly monitors changes to the electron dispersion following
perturbation from an intense laser pulse.
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Figure 2.9: Sketch of time- and angle-
resolved photoemission (TR-ARPES) spec-
troscopy. Arrival of the pump pulse (red) per-
turbs the system, which is followed at some
later time, ∆t by the probe pulse (blue) with





In order to gain sufficient time-resolution, a source of temporally short light pulses is re-
quired. Therefore, ultrafast laser systems are typically used which can provide pulses on
the order of tens to hundreds of femtoseconds (1 fs = 10−15 s). Various probe photon en-
ergies can be achieved from ultraviolet in the range (6 - 40) eV using harmonic generation.
Each method of pulse generation has various advantages and disadvantages in terms of
the ultimate time and energy resolution, sample probing depth and the accessible range
of k||. An illustration of the photoemission process in TR-ARPES is shown in Figure 2.9.
First, the arrival of a pump pulse perturbs the electronic system, which is followed at
some later time, ∆t by a probe pulse with an energy larger than the sample work function
and therefore sufficient to cause photoemission. The emission angle and kinetic energy of
the photoelectrons is monitored by an analyser in the same way as described in Section 2.2.
As a result, the probe pulse effectively measures a “snapshot” of the electron dispersion
at a time ∆t after the pump pulse arrival. By varying the time delay, ∆t between pump
and probe pulses, the time evolution of the photoemission spectra can be obtained, as
illustrated in Figure 2.10.
The influence of the pump pulse can excite carriers from the occupied to unoccupied
states by inducing electronic transitions related to the pump photon energy. This is
illustrated in the sketch shown in Figure 2.10(a) where the weak outline of an upward
dispersing conduction band (CB) can be seen as it becomes populated shortly after the
pump arrival (+ 100 fs). Simultaneously, there is rapid depletion of the normally occupied
states highlighted by the downward arrow in the EDCs of Figure 2.10(b). In addition,
a significant out-of-equilibrium distribution of electrons is created, which manifests in
experiment as a broadening of the states around the Fermi level highlighted by the upward
arrow in Figure 2.10(b). The effective electron temperature can often reach Teff > 1000 K
based on analysis of the Fermi level width using Equation 1.7. Usually, a slower relaxation
of > 1ps occurs back to the initial condition (e.g. - 200 fs in Figure 2.10).
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Figure 2.10: Time evolution of TR-ARPES spectra. (a) Sketch of the electronic dispersion. The
red arrow indicates the arrival of the pump pulse at time t = 0. Weak intensity of a band above
EF can be seen as it becomes transiently populated. (b) Sketch of EDCs showing the depletion of
occupied states and simultaneous broadening of the Fermi level due to increased effective electron
temperature.
2.5.1 Experimental setup
The TR-ARPES setup used for the work in this thesis is situated in the Ultrafast Pho-
toemission and Optical Spectroscopy (UPhOS) laboratory at Politecnico di Milano and
is described at length in Ref. [73]. To summarise, it is based on a high-repetition rate
(100 KHz) Ytterbium (Yb) laser system (Pharos, Light Conversion) and utilises nonlin-
ear optical processes in order to generate ultrashort visible pump pulses (1.82 eV, 30
fs), and deep ultraviolet (DUV) probe pulses (6.05 eV, 65 fs) for photoemission. The high
repetition rate and excellent stability of the Yb-based laser allows the collection of photoe-
mission data with a large signal-to-noise ratio in relatively short acquisition times whilst
also avoiding space-charge effects, a problem which commonly affects low repetition rate
systems [74,75]. In addition, the system allows for a great range of tunability of the pump
pulse in the range (1.45 – 2) eV, whilst still maintaining an excellent overall temporal and
energy resolution of 85 fs and 53 meV respectively, when compared to other setups [76,77].
A schematic of the optical setup for the generation of pump and probe pulses is pre-
sented in Figure 2.11(a). The 100 KHz Yb-based laser is used as the source which operates
at 6W and outputs a fundamental frequency (FF) of 1028 nm (1.20 eV, 290 fs). Part of the
FF is used to supply a non-collinear optical parametric amplifier (NOPA) which relies on
generation of a white light super-continuum through a YAG plate, second harmonic gener-
ation (SHG) processes via β-barium-borate (BBO) crystals, and a prism-pair compression
system in order to produce pulses centred at 680 nm (1.82 eV) with 23 fs duration. Part
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Figure 2.11: Setup for time- and angle-resolved photoemission spectroscopy (TR-ARPES) at
Politecnico di Milano. (a) Schematic of the optical setup for the generation of pump (1.85 eV, 30
fs) and probe (6.05 eV, 65 fs) pulses based on a 100 KHz Ytterbium (Yb) laser system. (b) The
sample is mounted on the cold head of a cryostat inside a UHV chamber. Pump and probe beams
enter through a MgF2 window. Photoelectrons are detected using either a time-of-flight (ToF) or
hemispherical energy analyser.
of this output is used as the pump pulse for TR-ARPES by passing through a dielectric
beam-splitter which broadens the pulse duration slightly to ∼ 30 fs. The remainder of
the beam is used to generate the second harmonic (SH) at 340 nm (ultraviolet, UV). This
is then combined with the 514 nm SH of the original FF via sum frequency generation
(SFG) in order to generate the deep ultraviolet (DUV) probe pulses for TR-ARPES at
205 nm (6.05 eV) with 65 fs duration. The time evolution of the photoemission spectrum
was measured by varying the time delay between the arrival of pump and probe pulses
using a motorised delay stage with a minimum possible step size of 3.33 fs. For sufficient
data quality, an average over multiple cycles of a chosen integration time are made at
each pump-probe delay. The pump and probe spot sizes are approximately 100 µm and
50 µm diameter respectively such that probe measures a homogeneously excited region of
the sample.
An illustration of the most relevant features of the experimental apparatus are shown
in Figure 2.11(b). Photoemission experiments take place inside a UHV chamber with a
base pressure of ∼10−10 mbar and is constructed entirely of µ-metal in order to screen
external magnetic fields which may otherwise interfere with the emitted electron trajec-
tories [64]. The sample is mounted on the cold head of a cryostat (10 – 500 K) which
can be manipulated with (x, y, z) translation as well as tilt and rotation. Both pump
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and probe beams enter through a 2 mm MgF2 window, and the probe beam impinges on
the sample at 45◦ with respect to the analyser axis. Detection of photoelectrons is per-
formed using either a home-built time of flight (ToF) spectrometer (described in Ref. [64])
or a commercial SPECS PHOIBOS 100 2D hemispherical energy analyser for the results
presented in Chapters 5 and 7 respectively. The operation of each type of energy anal-
yser is described in Section 2.2. Using the ToF spectrometer, the electronic dispersion
is measured by rotating the angle, θ of the sample with respect to the sample-analyser
normal according to Equation 2.12. Instead, the hemispherical analyser is equipped with
a 2D CMOS detector which simultaneously measures the kinetic energy and the angular
dependence of emitted electrons up to ± 15◦ acceptance angle and therefore the total
allowed E(k||) window is obtained without sample rotation. The ToF and hemispherical
analyser have a minimum possible energy resolution of ∼10 meV (for EK ≈ 2 eV [64])
and 3 meV respectively. However, the typical experimental energy resolution achieved is
(40 - 60) meV, primarily due to the energy broadening associated with temporally short
laser pulses [64, 73]. The most significant advantage of the hemispherical analyser is the
acquisition of multiple emission angles which drastically reduces experiment times since
the total allowed electron dispersion can be obtained in a single scan at each pump-probe
delay. By comparison, the ToF records only a single angle at each pump-probe delay and
therefore to obtain the temporal evolution of the full electron dispersion would require an
order of magnitude greater experiment time. Hence, the ToF is rarely used in this way
but instead the pump-probe dynamics are measured at a single fixed angle of relevance.
Another advantage of using the hemispherical analyser is that the probe laser beam re-
mains focussed on an identical region of the sample throughout the measurements since
no rotation is necessary. Instead, when using the ToF, if the sample is not exactly at
the centre of rotation, then the probe beam can move slightly across the sample surface
when sweeping the emission angle, θ. This may lead to some asymmetries in the measured
electron dispersion if the sample surface is not homogeneous.
The general experimental conditions outlined in this section such as the photon en-
ergies and pulse duration were kept constant for all experiments presented in this thesis.
However, to study the properties of materials in different phases, the sample temperature
was varied using the cryostat. In addition, to investigate the response of materials to
varying levels of perturbation induced by the pump pulse, the laser power incident on the
sample was controlled using a neutral-density filter and measured with an optometer. It is
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usually more meaningful to define the energy deposited per unit area, known as the laser
fluence which is calculated using F = P/RA, where P is the measured laser power, R is
the laser repetition rate and A = π(d/2)2 is the area of the laser spot with diameter, d on
the sample. The spot size was measured with a beam profiler placed at the pump-probe
overlap position, after deflecting the pump and probe beams with a flip mirror located
just before the vacuum chamber.
2.5.2 Technical aspects
The typical work function of metals are ∼ (4 - 5) eV and hence a probe photon energy of
6.05 eV allows access to a theoretical maximum of k|| ≈ ± 0.6 Å−1 of the BZ for an electron
at the Fermi level (EB = 0) based on Equations 2.1 and 2.12. This is further reduced to
k|| ≈ ± 0.2 Å−1 considering the ±15◦ acceptance angle of the energy analyser. The
relatively limited range of momentum space means that the TR-ARPES setup presented
here is suitable for studies of the electronic structure close to the BZ centre only.
It is also important to note that the 6.05 eV probe photon energy offers a much greater
bulk sensitivity when compared to other ARPES techniques which commonly utilise higher
photon energies. As shown in Figure 2.8, the IMFP becomes large for electrons with low
kinetic energy (EK < 10 eV) and is particularly energy-dependent in that range. An
estimate of the IMFP for electrons close to the Fermi level (EB = 0) that are emitted by
6.05 eV photons is λ ≈ (11 - 12) nm, which is an order of magnitude greater than using
a He-Iα source (hν = 21.2 eV) of around ∼ 1 nm for comparison. This bulk sensitivity
increases even further for electrons at deeper (more positive) binding energies, as the
emitted kinetic energy will be even lower according to EK = hν − EB.
2.6 Time-resolved reflectivity (TRR)
Time-resolved optical spectroscopy techniques such as transient absorption and reflectivity
are used to study the dynamics of electronic excitations in materials [78]. It is based on
a pump-probe scheme whereby an optical pump pulse first perturbs the system followed
by an optical probe pulse that measures a property of the system at a later time, ∆t.
Experiments on metallic samples are typically performed by measuring the reflected probe
intensity, and often represented by the change in reflectivity over the absolute value, ∆R/R
The characteristics of the reflectivity signal will arise due to a combination of processes
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related to electronic excitations induced by the pump, and their subsequent relaxation
to the initial state via various interactions. Since the energy-momentum distribution of
electrons cannot be directly visualised, the technique is less direct than TR-ARPES (see
Section 2.5). Therefore, interpretation of the data typically requires a prior knowledge
of the electronic band structure of the material, particularly in relation to the pump
photon energy which dictates the allowed electronic transitions and if there are any possible
resonance effects.
2.6.1 Experimental setup
Two different experimental TRR setups were used for the work in this thesis and are
described separately in the following.
The work in Chapter 5 relied on a direct comparison between the fluence-dependent
dynamics measured in TR-ARPES and TRR. As such, it was imperative that the optical
excitation conditions in both experiments were as similar as possible [79]. Therefore, TRR
was performed using the same (1.85 eV, 30 fs) pump pulse generated from the NOPA in
the TR-ARPES setup described previously in Section 2.5.1. In this case, the (1.85 eV, 30
fs) output was used as both pump and probe, which impinged on the sample at 45◦ to the
surface normal. Crossed polarisation was used in order to avoid interference effects. The
reflected probe intensity was measured using a photodiode.
For the work in Chapter 7, TRR measurements were performed using a setup based
on a Ti:sapphire laser (Coherent Libra) which outputs pulses (790 nm, 100 fs) at 2 KHz
repetition rate. The laser drives two non-collinear parametric amplifiers (NOPA) serving
as pump the probe beams. Each NOPA is pumped by the second harmonic of the laser
fundamental and seeded by a white light continuum generated in a 1 mm thick sapphire
plate which is then amplified in a β-barium borate (BBO) crystal. The amplified pulse
is characterized by a broad spectral range (500 - 700 nm) and is compressed to ∼ 20 fs
duration using chirp mirrors. The pump beam is modulated at 1 KHz using a mechanical
chopper. The time delay between pump and probe is controlled by a mechanical delay
stage, and both beams are focused onto the sample by a spherical mirror. The reflected
probe beam is detected using a Si photodetector array which operates at the repetition
rate of the laser.
As discussed in Section 2.5.1 with reference to the experimental TR-ARPES setup,
the pump power in TRR was also controlled with a neutral-density filter, and the laser
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fluence was determined in the same way. The spot size in TRR was either measured using
the beam profiler as discussed previously, or the knife-edge method. The latter utilises a
sharp edge mounted on a micrometer stage which is placed at a defined position between
the focusing lens and the sample. As the edge cuts the beam, the reflected intensity is
measured and the relationship gives the beam diameter [80]. Repeating the procedure at
two distances from the sample allows the measured spot size to be extrapolated to the
sample.
2.7 Raman spectroscopy
The effect of Raman scattering is named after C.V. Raman who made the first experimental
observation of the inelastic scattering of light; “a new radiation” in 1928 [81] for which he
later won the Nobel prize in Physics in 1930. It involves the interaction of a photon with
some excitation within a material such that its outgoing energy is different to the incoming
energy. Here, the theory will be discussed in the context of vibrational excitations and
specifically optical phonons, which is one of the most commonly investigated types of
excitation studied by Raman spectroscopy.
Shown in Figure 2.12 is a sketch of energy levels in a material and their relation to
light scattering processes. An incoming photon excites the system from its initial state
to some virtual state which depends on the photon energy, hν. This state is extremely
short-lived and the system relaxes back to a lower energy by emitting a photon. The
majority of light undergoes elastic (Rayleigh) scattering whereby the system relaxes to its
original state via the emission of an outgoing photon of identical energy. Instead, a small
proportion may experience inelastic (Raman) scattering whereby the system relaxes to a
different state due to the interaction with a vibrational excitation. In this instance, the
emitted photon will either be red-shifted as it loses energy (Stokes) or blue-shifted as it
gains energy (anti-Stokes). Hence, this process allows the determination of the various
vibrational state energies in a system by analysis of the change in photon energy after
scattering from the material, known as Raman spectroscopy.
The intensity of Raman scattered light is extremely weak compared to the excitation
intensity (ratio of ∼ 10−7 [82]). Therefore, high intensity sources such as lasers operating
in the visible range of the spectrum are typically used. Scattering occurs in all directions


















Figure 2.12: Sketch of the energy levels associated with light scattering processes. Rayleigh
scattering is an elastic process in which the incoming and outgoing photon have the same energy.
Raman scattering is an inelastic process in which the photon either loses (Stokes) or gains (anti-
Stokes) energy by interaction with a vibrational state in relation to its original state.
backscattering geometry such that only the photons travelling directly back towards the
source are detected.
2.7.1 Theory of light scattering
The mechanism of Raman scattering can be understood with a semi-classical theory that
treats light as a wave of oscillating electric field which induces a displacement within a ma-
terial. The energy-momentum transfer in this process is then described within a quantum
mechanical context by considering allowed phonon modes interacting with photons.
The theory is presented here following the approach of Ref. [82]. For a particular
phonon mode to be Raman-active there must be a change to the polarisability, P within
a material upon interaction with incoming light with electric field, E
P = ε0χE, (2.31)
where ε0 is the permittivity of free space and χ is the dielectric susceptibility of the
material. The oscillating electric field of the incident light is given by
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where νi is the frequency and ki is the wavevector. Similarly, the resulting displacement
in the material due to the phonon oscillation
u(r, t) = u(q, ω) cos(q · r− ωt), (2.33)
where ω is the angular frequency (ω = 2πν) and q is the wavevector of the phonon. Based
on the assumption that the displacement, u(r, t) is small, it is possible to express the
polarisability, P in terms Equations 2.32 and 2.33 via an expansion of χ. The first-order
Raman scattering term of this expression gives























where f(ki, νi,q, ω) is a function containing the Raman tensors which determine the ampli-
tude of the various allowed modes via symmetry-derived selection rules. Most importantly,
Equation 2.34 shows that the polarisability contains two oscillatory terms for scattered










of the photon and phonon fre-
quencies. Similarly, there is a corresponding transfer of momentum either; (ki + q) or
(ki − q). This suggests that scattered light will contain two types of outgoing photons
which have either gained (+) or lost (-) energy and momentum by interaction with a
particular phonon, and hence the following conservation laws can be written
hνf = hνi ± ~ω, (2.35)
kf = ki ± q. (2.36)
Phonon frequencies in most materials are orders of magnitude lower than the frequency
of visible light and therefore based on Equation 2.35, the change in the photon frequency
is very small i.e. the approximation νi = νf can be made. The photon momenta is
directly linked to its frequency and the refractive index, n of the material by k = 2πnν/c
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and therefore based on the previous approximation, kf ≈ ki = k = 2πnν/c. From
Equation 2.36, the phonon momentum is |q| = |kf − ki| and in a Raman experiment
using backscattering geometry, whereby the outgoing photon travels directly back towards
the source along the same path as the incoming photon, they have opposite momenta
directions kf = −k and ki = k respectively which leads to




Using an example of excitation with visible light, the corresponding phonon momenta are
of the order q ≈ 107m−1 or ∼ 0.001 Å−1, which is very small in comparison to the size of
a typical Brillouin zone [83]. Therefore, Raman scattering is usually associated with the
study of zone-centre (Γ-point) phonons with wavevector, q/kBZ → 0.
Using a full quantum mechanical treatment, it is possible to show that anti-Stokes
scattering is much less likely to occur than the Stokes process and therefore the detected
anti-Stokes intensity in experiments is typically much lower. As discussed previously, the
anti-Stokes process requires the system to be initially in a vibrational state i.e. there is an
initial population of phonons. The probability of phonon occupation of a particular state
is dictated by Bose-Einstein statistics and therefore their total population depends on a
thermal distribution. As a result, the ratio of Stokes, IS to anti-Stokes, IA intensities for















where is ~ω the energy of a particular phonon mode and T is temperature.
Shown in Figure 2.13 is a sketch of a Raman spectrum highlighting the relative in-
tensities between Stokes and anti-Stokes light scattering processes. Rayleigh scattering
has orders of magnitude greater intensity than Raman scattering and is usually filtered
in experiments to allow detection of the weak Raman signal. The Stokes and anti-Stokes
signal will be symmetric about the zero-shift line and energy loss (Stokes) is usually re-
ferred to as positive shift. A pair of these Stokes and anti-Stokes lines will occur for each
phonon frequency in the material, usually known as Raman bands. The implications of
Equation 2.38 mean that often only the Stokes bands are analysed due to their greater
intensity. The lineshape of Raman bands are well described by a convolution of Gaussian
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Figure 2.13: Sketch of a Raman spec-
trum showing the relative intensities of dif-
ferent scattering processes. The colours in-
dicate the energy gain (blue-shifted) and
energy loss (red-shifted) of the inelastic
processes compared to the elastic (zero-
energy change, green) process. The width
of the modes is described by a Voigt line-
shape.
and Lorentzian functions known as a Voigt profile which is depicted in Figure 2.13. This
arises due to the combination of phonon energy broadening as a result of thermal effects
(Gaussian) and the lifetime of the excited vibrational state (Lorentzian), in addition to
more complex processes such as defect scattering and sample inhomogeneities.
2.7.2 Experimental setup
Raman spectroscopy measurements were made using a Renishaw InVia Raman spectrom-
eter, situated either at the University of Bath or at the Renishaw Innovation Centre,
Wotton-under-Edge, Gorloucestershire, UK. Experiments were performed in backscatter-
ing geometry using laser excitation wavelengths of 532 nm or 633 nm and the corresponding
gratings were 1800 l/mm or 2400 l/mm respectively. A range of objective lens were used
at room temperature in normal conditions, although the temperature-dependent mea-
surements were always performed with a long working distance 50x lens (N.A. = 0.5)
to accommodate the optical cryostat or heating stage. The standard spectrometer laser
filters usually have a cut-off below (50 - 60) cm−1, however for the results presented in
Section 5.3, volume Bragg grating notch filters (Renishaw Eclipse) were used with a ±
10 cm−1 cut-off. The total spectral resolution of the system was typically better than 1
cm−1 in all cases.
For temperature-dependent measurements in the range (77 - 300) K, a Linkam THMS600
stage or an ARS LT3-OM optical flow cryostat with liquid nitrogen was used. For temper-
atures > 300 K, a home-built resistive heating stage was used with thermocouple mounted
close to the sample.
For all experiments, the laser power was kept sufficiently low to avoid any damage to
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the sample surface over extended periods. Sample damage is easily visible on the crystal
surface under the optical microscope, and is also evidenced in the metallic Se-based TMDs
by a broadening of all phonon modes, in addition to a pronounced peak appearing near 250
cm−1 related to Se migration at the sample surface [84]. When performing low temperature
measurements, the laser power was also kept to a minimum to ensure that any potential
laser-heating was reduced such that the cryostat temperature sensor matches the true
sample as closely as possible. The laser power at the sample position was measured with
a power meter after passing through any optics and cryostat windows, and was typically
in the range (50 - 500) µW.
2.8 Electronic transport
Electronic transport concerns the motion of charge carriers through a material. Measure-
ments of the electrical resistance and Hall effect as a function of temperature are sensitive
to carrier concentrations, mobilities and scattering mechanisms. Hence, a great deal of
information can be extracted simultaneously, and these techniques are particularly suited
to studying electronic phase transitions.
2.8.1 Resistance
Resistance measurements as a function of temperature, R(T ) were obtained using a stan-
dard four-point probe technique. The contact configuration is shown in the inset of Fig-
ure 2.14 with two outer current leads (I±) and two inner voltage leads (V±). A constant
excitation current in the range (0.2 - 1) mA was supplied through the outer contacts and
the voltage across the inner contacts was recorded with a lock-in amplifier (SR830).
Samples were prepared by cutting pieces from large single crystals using a razor blade
into rectangular shapes with typical lateral sizes in the range (0.5 - 1) mm and (2 - 4) mm
for the short and long edges respectively. In ideal cases, the cut was aligned approximately
with a crystallographic axis as shown Figure 2.14 using the 120◦ angles as a reference.
Contacts were made to the as-grown surfaces by either using only silver conductive paint
or by first evaporating pads consisting of 150 nm gold on top of 20 nm chromium, followed
by silver paint. Crystals were mounted onto electrically insulating substrates with thermal
varnish. Due to the layered structure of TMDs discussed in Section 1.3.2, it is assumed
that current will predominantly flow in-plane (ab-direction) since the resistance out-of-
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500 mmI+ I-V+ V-
Figure 2.14: Contact configuration for four-
point resistance measurements. The inset
shows a piece of 1T -TiSe2 cut from a large
single crystal. Four gold pads were evaporated
on the as-grown surface, to which gold wires
were attached with silver conductive paint.
plane (c-direction) will likely be orders of magnitude greater. Hence, the chosen contact
configuration should be mostly representative of the in-plane resistance, Rab(T ). In some
cases where the sample dimensions could be determined with reasonable accuracy, the
absolute resistivity was estimated according to ρ = RA/l where l is the length between
the voltage contacts and A = wt is the cross-sectional area for the current path given by
the width, w and thickness, t of the crystal.
Measurements were performed inside either an Oxford Instruments liquid helium cryo-
stat or a JANIS 4K closed-cycle cryocooler. The sample temperature was monitored with
a calibrated thermometer mounted directly next to the sample.
2.8.2 Hall effect
Under normal conditions, charge carriers within a conductor flow in the direction of the
applied current. However, in the presence of a perpendicular magnetic field, charge carri-
ers experience a force known as the Lorentz force which causes a curved trajectory towards
one side of the conductor. The resulting separation of carriers, produces a voltage dif-
ference known as the Hall voltage and the effect is known as the Hall effect. Here, a
simple derivation of the Hall coefficient, RH based on a common experimental geometry
is presented, following the approach of Ref. [31].
Shown in Figure 2.15 is a schematic of a typical Hall effect measurement whereby
contacts are made to a rectangular sample in the Hall bar geometry. A magnetic field
B = Bz is applied perpendicular to a current, I flowing through the sample (x-direction



















Figure 2.15: Schematic of a Hall effect measurement using the Hall bar geometry viewed along
the z- and y-directions. A magnetic field, B is applied perpendicular to the current, I passing
through the sample, and orthogonal voltages, Vx and Vy are measured in response.
J = jx = I/wt. (2.39)
where w and t are the width and thickness respectively as shown in Figure 2.15. The
applied current generates an in-plane electric field E = (Ex, Ey). These components are
deduced by measuring the orthogonal voltages, Vx and Vy and are are related by
Ex = Vx/d, (2.40)
Ey = Vy/w. (2.41)
In the presence of both electric and magnetic fields, there is a resulting Lorentz force on










= q (E + v ×B) , (2.42)
where m∗ is the effective mass, v is the drift velocity, q is the charge, and τ is the scattering
time of carriers. Assuming a steady-state condition (dv/dt = 0), Equation 2.42 can be
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Due to the direction of the applied current, the component of the drift velocity in the





Substituting Equation 2.45 into 2.43 and using a relation for the current density, jx = nqvx








where n is the charge carrier density and q = −e or +e is the elementary charge for
electrons and holes respectively. This simple derivation of the Hall coefficient for a metal,
shows that its magnitude depends inversely on the carrier density and its sign depends on
the type of carrier; either negative for electrons or positive for holes.
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Growth of high quality TMD single crystals
3.1 Introduction
With the surge of interest in 2D materials in recent years, the high demand for single
crystal transition metal dichalcogenides (TMDs) has created a market for their production
and sale. As such, a whole range of compounds can now be obtained commercially from
companies such as 2D semiconductors [85] or HQ graphene [86]. This makes it possible
for researchers to move swiftly into new areas of materials research without the need
for a direct collaboration with crystal growers, or attempting to produce the materials
themselves, which can take considerable time in order to source the relevant equipment
and potentially perform many growth trials before reaching a successful result. Since these
materials can be so easily obtained from commercial suppliers, the growth of crystals in
house by the researcher needs to be justified. The remainder of this section outlines the
motivation for the growth of materials used in this thesis.
The first disadvantage of commercial materials is the relatively high cost for only a
small number of crystals (typically 1-10 depending on the specific compound). From
the point of view of the researcher, this can limit the number of possible experiments and
reduces the prospect of sharing samples for wider collaboration, resulting in a more conser-
vative approach to science. Secondly, there is often a lack of transparency from companies
in terms of the specific growth conditions, with only limited information provided to the
consumers. For the metallic, CDW-bearing TMDs, the growth temperature in particular
has a significant impact on the CDW properties [42, 87], as will be discussed in the later
chapters of this thesis. This parameter is rarely provided to the consumer. The basic
characterisation of these compounds is usually limited to Raman spectroscopy and x-ray
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diffraction (XRD) which are rather insensitive techniques for detecting subtle changes in
the crystal purity relevant to these compounds which are typically small stoichiometry
variations. Arguably one of the most sensitive techniques involves measurements of elec-
tronic transport as a function of temperature (e.g. resistivity and Hall effect) as discussed
in Section 2.8. This allows information about the CDW transition temperature, carrier
concentrations and defect scattering mechanisms, to be simultaneously extracted. More-
over, it is important to perform this type of characterisation for every crystal batch (or
even seperate crystals within the same batch) since there can be significant variations (see
Chapter 4), even if the conditions are carefully controlled. These type of experiments
are currently beyond the capabilities for companies and are not likely to be commercially
viable. Instead, only a non-batch specfic XRD or Raman analysis for one of the “typical”
samples is provided, which is not sufficient information to assess the quality or character-
istic electronic properties of CDW materials.
By growing crystals in house, it is possible to produce batches of crystals with a large
yield (∼ 10 - 40) for the relatively low cost of the raw materials, glassware, and other
basic lab consumables. Therefore, there is no need to be conservative with crystal usage,
meaning that the researcher is more likely to explore new ideas, and repeated trial or
preliminary experiments are possible. More importantly, there is freedom to share crys-
tals among many collaborators at other institutions to perform a range of complimentary
experiments. Clear examples of this approach are displayed throughout this thesis, but
considering the work in Chapter 5 as an example; at least four or more separate experi-
mental techniques were employed in order to fully address the scientific question. Another
advantage is that it becomes easy to develop an intimate knowledge of the specific proper-
ties of the materials in relation to results seen in experiment. For example, often when a
surprising or unexpected result arises it may be related to a subtle aspect of the prepara-
tion of a particular crystal batch. Aided by a detailed knowledge of the growth conditions,
this can easily be traced back to the origin. Instead, with a commercial sample and only a
limited knowledge of the sample preparation, it becomes entirely possible to inadvertently
assign unexpected behaviour to completely unrelated physical effects. Finally, using the
knowledge gained from experiments in relation to the sample preparation, it is possible
to repeat the growth process indefinitely to achieve a particular goal. This may simply
involve improving crystal purity, or there is freedom to explore other avenues such as; in-
vestigating defects (see Chapter 4), and doping using other chalcogens [88] or metals [89].
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In the metallic TMDs which exhibit strongly-correlated behaviour, this has the possibility
to open up usually inaccessible aspects of physics such as induced superconductivity [10]
or investigating the interplay between various CDW commensurability effects in related
materials [90,91].
3.2 Chemical vapour transport (CVT)
For the studies conducted in this thesis, single crystal TMDs were grown using chemical
vapour transport (CVT). This technique was first described by Schäfer [92] in the 1960s,
and has since become a popular method for the growth of TMDs. The basic principle
relies on a constant temperature gradient which drives the crystallisation of the elements
from a vapour at high temperature. To facilitate this, a halogen transport agent or carrier
gas is typically used (e.g. I2, Br2 or Cl2) [93, 94]. The materials are contained within a
sealed ampoule which is heated in a tube furnace for a number of days.
3.2.1 Outline
TMDs with form MX2 were grown inside an evacuated ampoule by the method of CVT
from elemental transition metal (M) and chalcogen (X) using iodine (I2) as the transport
agent, driven by a gradient between the reaction (Tr) and growth (Tg) temperatures. An
illustration is shown in Figure 3.1, and the chemical formulae which describe this process
are given in Equations 3.1 - 3.3 according to Ref. [88]. Firstly, the reaction of the elements
at the hot end of the ampoule is described by
M + 2X = MX2. (3.1)
Iodine vapour then combines with the material produced in Equation 3.1 to form gaseous
compounds which proceed to the cold end of the ampoule, driven by the temperature
gradient. This intermediate transport phase is described by
2MX2 + 2I2 
 2MI2 + 2X2. (3.2)
The final step describes the crystallisation at the cold end of the ampoule. Solid TMD
crystal products (MX2) are formed by the reaction of free transition metal and excess
chalcogen left over from the disproportionation of di-iodide to tetra-iodide according to
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Figure 3.1: Illustration of the chemical vapour transport (CVT) process. The starting materials
are sealed inside an evacuated ampoule. A vapour is formed at the hot end (reaction temperature,
Tr) which is then carried by the transport agent due to a temperature gradient across the ampoule
length. Single crystals accumulate at the cold end (growth temperature, Tg). The solid red line is
a sketch of a typical temperature profile.
2MI2 + 2X2 = MI4 +MX2 +X2. (3.3)
This process continues in a cyclic fashion as the starting materials are progressively con-
verted into crystals over time.
3.2.2 General methods
This section gives a general description of the experimental apparatus and methods used
for the growth of TMD crystals, which is applicable to all of the samples discussed in
this thesis. Additional advancements or specific modifications to these conditions, where
appropriate, are discussed in Section 3.2.3.
To contain the elements under vacuum, quartz ampoules were used as shown in the in-
set of Figure 3.2(a). In all cases, the length was 100 mm to achieve the desired temperature
gradient. However, several diameters in the range (8 - 25) mm diameter were used which
corresponds to a volume of ∼ (5 - 49) cm−3 by approximating the ampoule as a cylinder.
An example of an ampoule with vacuum piece attached is shown in Figure 3.2(a). The
relevant features are labelled and include; the KF10 vacuum flange, the Young’s stopcock
and the narrow tapered neck for sealing. The lower (ampoule) portion is made from quartz
and is used to contain the material during growth, whereas the upper (vacuum) portion is
made from borosilicate glass and is used only to load the material and connect the vacuum
pump. These glasses are usually incompatible with each other due to their different soft-
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for sealingGraded seal
Figure 3.2: Quartz ampoule and sealing apparatus. (a) Photograph of a typical quartz ampoule
with vacuum piece attached. The inset shows the quartz ampoule with the most commonly used
dimensions (100 mm length x 25 mm diameter). (b) Setup for sealing ampoules under vacuum.
The lower portion of the loaded ampoule is submerged in dry ice or liquid nitrogen (LN2) to
prevent sublimation of iodine during evacuation. The ampoule is sealed by melting the narrow
neck with a flame.
ening temperatures and coefficient of expansion. Therefore, a borosilicate-quartz graded
seal is used between them. With this design, the vacuum portion can be reused several
times by connecting new quartz ampoules.
Prior to loading, the ampoule was cleaned several times with acetone followed by iso-
propanol in an ultrasonic bath. The ampoule was dried thoroughly before it was annealed
at ∼ (300 - 400)◦C under vacuum for several hours to drive off any remaining residues.
Then, under inert atmosphere (N2 glovebox), stoichiometric amounts (1:2 molar ratio)
of high purity transition metal (> 99.9%) and chalcogen (> 99.99%) elemental powders
(∼ 100 mesh) were weighed and loaded into the ampoule using a glass funnel. A slight
excess of chalcogen was also included; typically (2.0 - 3.5 mg) cm3 based on the ampoule
volume in an effort to reduce the likelyhood of growing chalogen deficient crystals, which is
common for the TMDs [42]. Iodine (99.998% anhydrous) was used as the transport agent
and has proven to be effective for the growth of the metallic TMDs in particular [88].
The amount of transport agent is critical in order to produce large, high quality crystals
within a reasonable time and depends on the ratio to the transition metal precursor [95].
Typically, an iodine to metal molar ratio of (0.05 : 1) was loaded, which equates to a
transport agent concentration of ∼ (2.4 - 3.6) mg cm−3 based on the ampoule volume,
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and falls within the optimum range of ∼ (2.0 - 4.0) mg cm−3 investigated during the
systematic growth of the Ti-based TMDs [88]. Whilst remaining within the optimum
range, it is prudent to use the minimum iodine possible, as it has been shown that a small
amount may be incorporated into the crystals, which can suppress the CDW transition
in TMDs [42]. Another important parameter is the total loaded mass with respect to the
ampoule volume as this dictates the overall gas pressure inside the ampoule at elevated
temperatures. After several preliminary trials, large high quality crystals were produced
using a total mass concentration of ∼ (80 - 90) mg cm−3 based on the ampoule volume.
Successful growths were performed using all ampoule diameters in the range (8 - 25) mm
diameter, corresponding to ∼ (5 - 49) cm3 volume, by simply scaling the total loaded mass
to achieve this concentration.
The setup for ampoule sealing is shown in Figure 3.2(b). The loaded ampoule was
evacuated with a vacuum pump which is capable of achieving a base pressure of∼ 6.5×10−6
mbar, whilst the lower portion was cooled by submerging in either dry ice or liquid nitrogen
to prevent the sublimation of iodine [88]. The neck of the ampoule was subsequently melted
using a torch with a flame produced from a propane/oxygen gas mixture. The result was
a sealed quartz tube containing the elemental powders under vacuum. The exact pressure
inside the ampoule was not measured.
The ampoule was then placed inside a two-zone tube furnace as shown in 3.3(a).
A thermal gradient was created across the ampoule using two independent temperature
controllers. The loaded portion of the ampoule was at the hot (reaction) temperature,
Tr and the empty portion was at the cold (growth) temperature, Tg. Under the influence
of this gradient, the transport agent carries material from the hot end of the ampoule
which then crystallizes at the cold end in a cyclic fashion as discussed in Section 3.2.1
previously. Figure 3.3(b) shows this process in action. Here, an ampoule was removed
from the furnace after ∼ 24 hours which is still hot, evidenced by the visible iodine gas
(violet hue). In the image, most of the untransported material is on the right and some
small crystals have begun to form on the left as the material is transported by the iodine
gas.
A typical temperature profile is shown in the top panel of Figure 3.3(a). In this exam-
ple, reaction (Tr = 683
◦C) and growth temperatures (Tg = 613◦C) were used (horizontal
solid lines) across a 100 mm ampoule, with the respective locations inside the furnace
indicated by the vertical dashed lines at 13 cm and 23 cm from right to left according to
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Figure 3.3: CVT growth in practice. (a) Two-zone tube furnace from Lenton Thermal Designs.
The total length is 30 cm. The top panel shows a typical temperature profile across a 100 mm long
ampoule. The scale is approximately true to the furnace dimensions in the image. (b) Photograph
of a hot ampoule (25 mm diameter) after ∼ 24 hours. Small reflective crystals can be seen forming
at the cold end on the left and the untransported material is on the right. The violet hue is iodine
gas. (c) Single crystals after growth has completed in ∼21 days (8 mm diameter ampoule).
the image in the lower panel of Figure 3.3(a). The temperature data was obtained using a
rigid, ceramic coated thermocouple probe inserted directly inside the furnace. The furnace
was closed at both ends with 5 cm thick insulating caps to ensure a stable heating environ-
ment, which was better than ± 1◦C. The choice of Tg was specific to each TMD compound
and the desired crystal properties, as will be discussed in the later chapters, however the
typical range was Tg = (550 - 700)
◦C. The temperature gradient across the ampoule was
then ∆T = (50 - 80)◦C by adjusting Tr accordingly. The furnace operating temperatures
were adjusted gradually over several hours using a ramp rate of 0.5 ◦C min−1. The total
growth time was typically ∼21 days, after which the furnace was gradually brought to
room temperature. The ampoule was opened, and crystals that had collected at the cold
end were extracted.
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3.2.3 Specific method modifications
For the growth of 1T -TaSe2, it was necessary to quench the ampoule rapidly from high
temperature (Tg ≥ 900◦C) in order to retain the metastable 1T polytype [49]. This was
achieved by plunging the hot ampoule into a water bath at room temperature. If a slow
cooling was used like in the methods of Section 3.2.2, the crystals would revert to the
stable 2H polytype according to Ref. [49].
It should also be noted that occasionally after the CVT process had proceeded for ∼24
hours, the ampoule was brought to room temperature and some of the polycrystalline
material was distributed towards the cold end of the ampoule to act as nucleation sites for
crystals. The ampoule was then gradually raised back to high temperature and growth
proceeded for the remaining scheduled duration. The aim was to encourage the growth
of several large crystals as opposed a great number of smaller crystals, where the latter
could be expected to occur if the crystals were allowed to self-nucleate at many locations
across the ampoule end. It was not conclusive if there were benefits to this method since
large crystals of all compounds could be grown irrespective of this step.
3.3 Results & Discussion
The crystals produced by CVT were usually thin platelets with hexagonal edges and
reflective metallic appearance. The average area was 4 – 5 mm2 and up to a maximum
of 8 mm2 as shown in Figure 3.4. The thickness ranged from (10 – 100) µm, but did
not seem to correlate with the specific growth conditions, time, or ampoule dimensions.
Each compound has a distinctive colour; either metallic bronze-purple (1T -TiSe2), silver
(1T -VSe2), or gold (1T -TaSe2). The colour of TaSe2 allows the particular polytype to be
distinguished, where gold is an indication that the metastable 1T polytype was successfully
retained [96]. Their shape is indicative of their trigonal crystal symmetry (hexagonal
family) and the well-defined straight edges with 120◦ angles [e.g. see Figure 3.4(a)] can
be used to identify crystallographic axes (a- or b-axis), which may be useful for roughly
aligning the crystal orientation with respect to the experimental lab frame in preparation
for measurements.
Under a microscope, it can be seen that the as-grown crystal surfaces usually host
some residual material as shown in Figure 3.5(a), which may consist of polycrystalline
TMD powder, metal and chalcogen precursors, or iodine. By cleaving the bulk crystals, a
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Figure 3.4: Typical single crystals of TMDs grown by CVT.
pristine and highly reflective mirror-like surface is revealed such as those in Figure 3.5(b).
The surface is typically terraced, consisting of step-edges from various layers with visible
hexagonal symmetry. However, it is usually possible to flat regions away from any such
structure which are hundreds of microns across. Figure 3.5(c) shows an extreme case of a
heavily oxidised surface of 1T -TiSe2 after ∼ 3 years exposure to air where the significant
colour contrast makes the effect obvious. To the eye, the oxidised bulk crystal appears
dull and a mixture colours from pale green to deep purple. Despite this, cleaving reveals
flat reflective layers as shown in Figure 3.5(d). The visible difference between an oxidised
and pristine surface is highlighted in the inset of Figure 3.5(d) where only a partial cleave
was made. The inner layers of single crystal TMDs can be considered nominally clean and
free of oxidation since they have been protected from the atmosphere by the outer layers.
Therefore, the usual methodology is to expose a fresh surface prior to each experiment.
This is essential for photoemission experiments as discussed previously in Section 2.2.
The typical growth time (∼21 days) produced many, large crystals suitable for the
experiments conducted in this thesis. Using the smallest diameter ampoule (8 mm), this
was also sufficient time to convert all of the starting material into crystal form [see Fig-
ure 3.3(c)]. For the largest ampoules (25 mm), there was usually some untransported
material remaining (i.e. conversion of the raw materials to crystals was incomplete). This
varied from an estimated (10 - 50)% of the starting mass, which likely depends on many
factors including; the specific compound, total mass concentration, iodine concentration,
and furnace temperatures. Crystals were found to grow successfully over shorter durations
but usually had a smaller lateral size and the total yield was reduced. For example, small
crystals (max. 1 mm2) can be formed in as little as 24 hours [see Fig 3.3(b)].
Smaller diameter ampoules are useful when trialling the growth of new compounds or
63






100 mm 50 mm
Figure 3.5: Microscope images of TMD crystal surfaces. (a) As-grown surface of 1T -VSe2 showing
residues. (b) The same crystal in panel (a) after a complete cleave which shows large, clean regions
of hundreds of microns across. (c) Heavily oxidised surface of 1T -TiSe2 after ∼ 3 years exposure
to air. (d) The same crystal in panel (c) after a complete cleave. The inset shows a corner of the
crystal after a partial cleave, highlighting the contrast between oxidised and pristine surfaces.
developing methods as the required total loaded mass is less; ∼450 mg (8 mm diameter)
compared to ∼4400 mg (25 mm diameter) to achieve a concentration of ∼90 mg cm−3.
Therefore there is less waste from potentially unsuccessful growths attempts. A disad-
vantage of smaller diameters is the limited space for crystals meaning that the maximum
achievable lateral size is limited by the ampoule diameter. In addition, the crystals have a
tendency to fill the space at the cold end of the ampoule and extend across the length of a
few centimetres [see Figure 3.3(c)] which likely means that crystals within the batch have
varying growth temperatures, considering the profile in Figure 3.3(a). This could lead to
greater variations within the batch (see Chapter 4). By contrast, in the trials using large
ampoules (25 mm), all of the crystals formed only at the apex of the ampoule and hence
had a relatively narrow (almost negligible) range of growth temperatures within the batch.
Another advantage of larger ampoules is that the yield is typically larger, although the
average crystal size achieved was comparable for all diameters.
Beyond the scope of this thesis, the same methods outlined in Section 3.2.2 were
successfully used to grow other pure compounds including; NbSe2 and ReS2. Several doped
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compounds were also grown such as CrxTiSe2, CrxReS2 and CrxReSe2, mixed transition
metals; Ti1−xVxSe2 and mixed chalogens; 1T -TaS2−xSex. In general, no modifications to
the general methods were required except in the case of the Re-based compounds where the
chosen growth temperatures were typically higher (Tg ≥ 1000 ◦C), following the methods
of Ref. [97], although lower temperatures were never attempted.
Finally, some possible advancements to the growth methods are discussed. During
the early stages of the work in this thesis, liquid nitrogen (77 K) was used to cool the
ampoules during evacuation to prevent iodine loss from sublimation [see Figure 3.2(b)].
Later, this was replaced with dry ice (195 K) following the hypothesis that at greater
temperatures, the cooling medium will act as a less effective cryopump thus trapping less
water, impurities, or organic material, whilst staying sufficiently cool to maintain solid
iodine. Using the dry ice method, it was noticed that the maximum achievable crystal
purity increased. However, there were several other advances to the method which were
implemented at a similar time, and hence it is difficult to attribute this solely to the cooling
medium. It is possible to use even greater temperatures, such as melting ice (273 - 275 K)
[98], which may further reduce the condensation of organic material. However, the biggest
advantage to using either liquid nitrogen or dry ice is that cooling can be maintained for
several hours during evacuation, whereas melting ice would likely have to be continuously
monitored and replenished to prevent the temperature increasing. If successful growths can
be achieved without a halogen transport agent by using only the chalcogen vapour [42],
then pumping at room temperature (300 K) or higher is possible, which may drive off
further volatile impurities. Another related advancement to the method could be to attach
a vacuum gauge to the ampoule sealing apparatus in order to measure the pressure inside
the ampoule. It is possible that there may be an influence of the vacuum on the crystal
growth process and the quality of resulting crystals.
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Influence of crystal growth conditions on the charge
density wave properties of 1T -VSe2
4.1 Preamble
As outlined in Section 3.1, there exists a continued motivation to grow high-quality single
crystals of TMDs, both for fundamental research into their bulk properties in addition to
providing a suitable starting material for the preparation of van der Waals heterostruc-
tures. With renewed interest in CDW-bearing materials, this is even more relevant due to
the sensitivity of strongly-correlated behaviour to disorder and doping effects [15,42,91].
In general, 1T -VSe2 has received comparatively less attention than other TMDs until
very recent years, with a number of reports focussing on the bulk CDW properties [99–101]
and the behaviour in 2D [102–106]. This studies typically rely on preparation of crystals
or thin film growth by molecular beam epitaxy, and therefore understanding the influence
of growth conditions on the CDW properties is imperative. In addition, there seems to be
a number of conflicting reports in the literature with regards to the electronic properties of
1T -VSe2 including; the presence of a second lock-in phase transition to a CDW at ∼ (80
- 85) K [48, 107], a possible Kondo-like behaviour at low temperature [108], and varying
temperature dependence of the resistance anywhere in the range T 2 − T 5 [45, 109–111].
This inconsistency could be explained by the large range of crystal growth conditions
used over the past decades. A review of the literature reveals that growth temperatures
anywhere in the range (550 - 900)◦C have been used, with either I2 or Se vapour transport.
These variations could be enhanced further by the fact that 1T -VSe2 can exist with a wide
range of stoichiometry [112].
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The related compound, 1T -TiSe2 is particularly sensitive to crystal growth conditions
and shows a continuous reduction in the CDW transition temperature from its maximum
at TCDW = (201 ± 2) K to (140 ± 5) K as the growth temperature is increased from Tg =
575◦C to 900◦C [42]. This effect is generally attributed to an increasing electron doping
from excess Ti interstitials between the layers, forming Ti1+xSe2. Doping is relevant in
this compound because of the proposed excitonic CDW mechanism, and hence the del-
icate balance between electron and hole densities is of great importance. The CDW is
predicted to be completely suppressed (TCDW → 0 K) at a doping level of x = (0.035
± 0.005). In 1T -VSe2, samples with Tg < 600◦C show the highest transition tempera-
tures [87, 89]. Therefore, a similar effect had been suggested to occur in this compound,
whereby layer interstitials of V ions at elevated growth temperatures may result in elec-
tron doping. Several recent reports have mentioned the impact of defects in 1T -VSe2 and
related compounds [101,113–115]. However, a systematic study focusing on the effects of
growth temperature on crystal purity and its influence on the CDW properties is lacking,
whilst the nature of defects in 1T -VSe2 remains ultimately unknown.
This chapter concerns the work by Sayers et al. entitled “Correlation between crys-
tal purity and the charge density wave in 1T -VSe2” [116] presented in Section 4.3 which
focuses on the electronic transport properties of six different 1T -VSe2 crystal batches
produced with growth temperatures in the range Tg = (550 - 700)
◦C. Resistance mea-
surements are used to determine the CDW transition temperature, TCDW and to estimate
the crystal purity from the residual resistance ratio (RRR). The samples are primarily
characterised by both synchrotron and lab-based XPS, and supported by powder x-ray
diffraction (PXRD) in order to study the chemical composition and crystal structure in
detail. XPS measurements of the electronic core levels are expected to be highly sensitive
to changes in the chemical bonding, doping level, and variations in the local environment,
making it an ideal technique to study potentially small variations in 1T -VSe2 crystals.
Both the nature and density of defects is discussed in relation to the CDW behaviour and
their dependence on the crystal growth temperature.
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4.2 Introduction
4.2.1 Electronic transport properties
Figure 4.1 shows a plot of the electronic transport properties of 1T -VSe2. Results for the
sample grown at Tg = 550
◦C are presented, which has highest crystal purity according
to the work in Section 4.3. Resistance as a function of temperature, R(T ) is shown in
Figure 4.1(a), normalised to the room temperature value. The shape of the curve is
qualitatively similar to previous reports [44, 45, 109, 110], with overall metallic behaviour
and a slight increase in the resistance near 110 K. The first derivative highlights a sharp
CDW transition at TCDW= (112.7 ± 0.8) K in this sample which is taken as the point at
which dR/dT first crosses zero since this also coincides with the inflexion point where the
resistance first increases in the inset of Figure 4.1(a). This corresponds to the well-known
normal phase to incommensurate CDW transition which is simply referred to as TCDW for
the purpose of this study.
The low temperature resistance of metals is often dominated by defect and impurity
scattering. The residual resistance ratio (RRR), (R/RT→0K) is often used to provide an
indication of the crystal purity. In order to compare the different samples in Section 4.3,
the ratio R295K/R4K was used. Based on this definition, the sample in Figure 4.1(b) has
an RRR of ≈ 49 which exceeds the highest value previously reported in the literature for
1T -VSe2 (∼ 28) [110, 111]. This level of purity was achieved by optimising the growth
procedures as discussed in Chapter 3, and then minimising the growth temperature whilst
remaining sufficient for crystallisation and the production of large crystals within a rea-
sonable time-frame.
By comparison with Figure 4.1(b), it can be seen that there is a corresponding de-
crease in the Hall coefficient, RH(T ) below TCDW, which suggests a loss of charge carriers
from the Fermi surface consistent with the opening of a gap due to the onset of a CDW
state. The first derivative, dRH(T )/dT shows a sharp increase that matches closely with
TCDW determined from the resistance. At 300 K, the magnitude of RH is small and
negative with a value of -0.02×10−3 cm−3 C−1 indicating that the dominant carriers are
electrons, according to the simple relation in Equation 2.46. Upon cooling, RH decreases
but is only weakly temperature dependent over the range (300 - 112) K. Below TCDW,
RH drops markedly until it reaches -1.75×10−3 cm−3 C−1 at 4 K, which is comparable
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Figure 4.1: Electronic transport properties of 1T -VSe2 (Tg = 550
◦C). (a) Normalised resis-
tance, R(T ) (upper) and first derivative of resistance, dR/dT (lower) as a function of temperature.
The inset shows the behaviour of R(T ) near TCDW. (b) Hall coefficient RH(T ) (upper) and first
derivative dRH(T )/dT (lower). The solid vertical line in all panels indicates the CDW transition
temperature, TCDW = (112.7 ± 0.8) K as determined from the initial crossing of dR/dT = 0.
to previously reported values in the range -(1− 3)×10−3 cm−3 C−1 [44,45,109,110]. The
excellent agreement between the independent measurements presented here using differ-
ent experimental techniques in Figure 4.1(a) and (b), suggests that the determination of
TCDW from the crossing point of dR/dT = 0 is a valid method.
4.2.2 Core level spectroscopy
Shown in Figure 4.2 are measurements of the electronic core levels in 1T -VSe2 (Tg =
550◦C) using a non-monochromatic, unpolarized Al-kα (hν = 1486.7 eV) x-ray source. A
survey scan up to 600 eV binding energy in Figure 4.2(a) shows numerous Se and V core
levels (labelled) in addition to some common contaminants which are regularly detected
in XPS, such as carbon (C-1s) and oxygen (O-1s). Coincidentally, these features can act
as a convenient reference of the absolute binding energy, with O-1s present at 531 eV for
example [117].
Se-3d and V-2p levels were selected to study in more detail and some representative
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Figure 4.2: X-ray photoelectron spectroscopy (XPS) of 1T -VSe2 (Tg = 550
◦C) using an Al-Kα
source (hν= 1486.7 eV). (a) Survey spectrum of core levels up to 600 eV binding energy. Panels (b)
and (c) show spectra of the Se-3d and V-2p levels respectively, with the relevant features labelled.
spectra are shown in panels (b) and (c) of Figure 4.2 respectively. These particular levels
clearly have a large enough intensity to be measured above the background at this photon
energy, whilst also being well-separated in energy from other levels. The Se-3d feature
should be comprised of the spin-orbit split 3d5/2 and 3d3/2 levels (labelled), however the
energy resolution for the acquisition of this particular spectrum is not sufficient to resolve
them. The centre of the broad Se-3d peak is ∼53.7 eV which is consistent with the two-
minus oxidation state of selenium (Se2−) for Se bound to V in 1T -VSe2 [106]. The close
proximity of O-1s to the V-2p levels means that they can be acquired within a single scan.
In order to detect potentially subtle variations between different 1T -VSe2 samples,
high-resolution measurements are required. The synchrotron XPS measurements in Sec-
tion 4.3 allowed a binding energy variation of ∼ 100 meV to be clearly observed between
the Se core levels of samples with the lowest (550◦C) and highest (700◦C) growth tem-
perature. In addition, the tunability of the synchrotron radiation allowed selection of the
photon energy in order to maximise the spectral intensity of each core level. For example,
the photoionisation cross-section of the Se-3d level at hν = 150 eV is orders of magnitude
greater than using Al-Kα (hν = 1486.7 eV) as shown in Figure 4.3.
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Figure 4.3: Photoionisation cross-
section for Se-3d and V-2p core lev-
els as a function of incident photon en-
ergy, based on theoretical calculations
in Ref. [118]. The vertical lines indicate
the photon energies used in the work of
Section 4.3 compared to Al-kα.
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4.3 Publication entitled: “Correlation between crystal pu-
rity and the charge density wave in 1T -VSe2”
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We examine the charge density wave (CDW) properties of 1T -VSe2 crystals grown by chemical
vapour transport (CVT) under varying conditions. Specifically, we find that by lowering the growth
temperature (T g < 630
◦C), there is a significant increase in both the CDW transition temperature
and the residual resistance ratio (RRR) obtained from electrical transport measurements. Using x-
ray photoelectron spectroscopy (XPS), we correlate the observed CDW properties with stoichiometry
and the nature of defects. In addition, we have optimized a method to grow ultra-high purity 1T -
VSe2 crystals with a CDW transition temperature, TCDW = (112.7 ± 0.8) K and maximum residual
resistance ratio (RRR) ≈ 49, which is the highest reported thus far. This work highlights the
sensitivity of the CDW in 1T -VSe2 to defects and overall stoichiometry, and the importance of
controlling the crystal growth conditions of strongly-correlated transition metal dichalcogenides.
I. INTRODUCTION
The metallic transition metal dichalcogenides (TMDs)
are well-known to exhibit interesting strongly correlated
behaviour such as charge density waves (CDWs) [1, 2]
and superconductivity. In 1T -VSe2, an incommensurate
CDW develops at TCDW = 110 K with (4a x 4a x 3.18c)
periodic lattice distortion, followed by a further change in
the distorted c-axis to 3.25c below 85 K [3]. Signatures of
these phase transitions have been noted in x-ray [3] and
electron diffraction [4], magnetic and transport studies
[5]. The CDW is likely driven by Fermi surface nesting
involving states along the flat portions of the electron
pocket centred around the M -point at the edge of the
Brillouin zone [6], which possibly has a three-dimensional
character [7]. The common polytype of VSe2 has the trig-
onal (1T ) unit cell and belongs to the P3m1 spacegroup
[4]. Fig. 1(a) and (b) shows the layered structure con-
sisting of Se-V-Se planes in the a-b direction seperated
by a van der Waals (vdW) gap, and octahedral metal
coordination when viewed along the c-axis.
In addition to the ongoing efforts to understand CDW
transitions in bulk TMDs, the recent surge in research of
layered 2D materials has reignited interest in this area.
So far, it has been shown that 1T -VSe2 has a large range
of tunability of its CDW properties with dimensionality,
as the transition temperature and magnitude of the order
parameter are strongly influenced by the sample thick-
ness on a nanometre scale [8, 9]. Control of the distorted
lattice periodicity is also possible by strain engineering,
∗Corresponding author: c.j.sayers@bath.ac.uk
and an unconventional (4a x
√
3a) CDW has been ob-
served by STM [19]. At the monolayer limit, there have
been reports of possible ferromagnetism [10–12], strongly
enhanced CDW order evidenced by a fully-gapped Fermi
surface [13], and an increase of the transition tempera-
ture up to TCDW = 220 K [14].
With increasing interest in studying monolayer or few-
layer charge density wave TMDs, the bottom-up ap-
proach of growth by molecular beam epitaxy (MBE)
[13, 19] or chemical vapour deposition (CVD) [15, 16]
techniques has become common. Once optimized, these
methods are excellent at producing thin films. However,
samples produced this way often suffer from a high num-
ber of crystal defects. In particular, the presence of grain
boundaries due to coalescing nucleation sites is a common
and well-documented problem in 2D materials grown by
CVD, such as graphene [17]. Also, there is often an un-
avoidable interaction with the growth substrate such as
doping [18] or strain [19] which can alter the sample prop-
erties. Instead, a top-down approach by exfoliation of
high-quality crystals as the starting material is still con-
sidered the ideal way to obtain pristine monolayers and
to provide the basis for construction of van der Waals
heterostructures by dry transfer [20].
At present, many researchers either grow their own
crystals or obtain them commercially. In both cases, the
specific growth conditions are often not reported. How-
ever, notably among the TMDs, 1T -VSe2 can grow far
from ideal stoichiometry in varying conditions [21]. Pre-
vious investigations on 1T -VSe2 have suggested that the
CDW transition temperature is maximum for samples
prepared using the lowest growth temperatures (Tg <
600◦C) where the Se:V ratio is expected to approach 2:1
[22, 23]. Deviations from ideal stoichiometry due to in-
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creasing density of defects can occur at higher growth
temperatures, but their nature in this compound remains
unknown. Types of defects that are typically found in
TMD crystals are labelled in Fig. 1(a) and (b) including
vacancies and interstitials [24]. The influence of growth
temperature on crystal purity and its relation to CDW
properties has been reported in the related compound
1T -TiSe2. Increasing Ti interstitials in the vdW gap be-
tween the layers results in electron doping and reduces
TCDW by upsetting the delicate balance of electrons to
holes which has consequences within the excitonic insula-
tor scenario [25]. In 1T -VSe2, where Fermi surface nest-
ing is suggested to play a role, such a doping effect could
have a significant impact on the CDW by altering the
topology of the Fermi surface due to the change in chem-
ical potential. Thus far, a detailed study of the growth
conditions of 1T -VSe2 in relation to its CDW properties
and the role of defects is lacking.
Here, we show that changes in the growth temperature
over the range (550 - 700)◦C have a significant impact on
the physical purity, structure, and intrinsic stoichiometry
which subsequently influences the CDW behaviour. Elec-
tronic transport measurements show that the CDW tran-
sition temperature increases markedly for crystals grown
with Tg < 630
◦C. Using x-ray spectroscopy, we are able to
identify defects in samples grown at higher temperatures,
and correlate this with the observed electronic properties.
In addition, we have optimized the conditions for grow-
ing ultra-pure 1T -VSe2 at Tg = 550
◦C with a transition
temperature of TCDW = (112.7 ± 0.8) K and a maximum
residual resistance ratio (RRR) ≈ 49 which, to the best
of our knowledge, surpasses the highest value reported
previously of ∼28 [26, 27].
II. EXPERIMENTAL METHODS
A. Crystal growth
1T -VSe2 crystals were grown using a chemical vapour
transport (CVT) method [28], whereby a constant tem-
perature gradient drives the crystallisation of the ele-
ments from a vapour at high temperature as illustrated
in Fig. 1(d). High purity vanadium (99.9%) and se-
lenium (99.99%) powders were sealed inside an evacu-
ated quartz ampoule, together with anhydrous iodine
(99.998%) which acts as the transport agent. Under inert
atmosphere (N2 glovebox), stoichiometric amounts of the
elements (2:1 molar ratio) were loaded plus a slight excess
of selenium (2.4 - 3.4 mg cm−3), based on the ampoule
volume. The amount of iodine (2.10 - 2.25 mg cm−3)
was chosen to facilitate growth within a reasonable time-
frame [29], whilst also minimizing the potential for io-
dine to be introduced into the crystals which is known
to suppress the CDW transition in other TMDs [25].
The ampoule was evacuated using a pump capable of
achieving base pressure (7×10−6) mbar and then sealed































FIG. 1: Growth of 1T -VSe2 crystals. Panels (a) and (b) show
the crystal structure of 1T -VSe2 viewed along the layer plane
and c-axis respectively. Common defect types found in TMDs
are labelled. In 1T -VSe2, these correspond to vanadium and
selenium vacancies (A and B), selenium aggregates/clusters
(C), and interstitials in the van der Waals (vdW) gap between
the layer planes (D and E). (c) Image of typical crystals pro-
duced by CVT (d) Illustration of the chemical vapour trans-
port (CVT) process. Iodine vapour carries material from the
reaction zone at Tr to the growth zone at Tg where crystals
form. The solid red line is a sketch of a typical temperature
profile.
a temperature gradient between hot (reaction tempera-
ture, Tr) and cold (growth temperature, Tg) zones of ∆T
= (55 - 60)◦C which was confirmed with a thermocouple
probe. The temperature stability was better than ± 1◦C.
Growth proceeded for up to 21 days, resulting in many
crystals of (5 x 5 x 0.1 mm) forming at the cold end of the
ampoule. The crystals were typically thin platelets with
hexagonal edges and a highly reflective silver appearance
as shown in Fig. 1(c).
With these general conditions, this procedure was car-
ried out several times in order to produce separate sam-
ple batches with different growth temperatures, Tg in the
range (550 - 700)◦C.
B. Electronic transport
We measured the resistance as a function of temper-
ature, R(T ) for different crystal batches. Samples were
cut with a razor blade into rectangular shapes (typical
lateral size 4 mm x 1 mm) and mounted on electrically
insulating substrates using thermal varnish. Contacts




were made to the as-grown crystal surfaces using silver
paste in a standard 4-point configuration. Measurements
were performed in a JANIS 4 K closed cycle cryocooler (4
- 300 K) using a lock-in amplifier (SR830) and a typical
excitation current of 1 mA.
Multiple crystals were measured from each batch to
investigate any possible variations.
C. X-ray spectroscopy
We used both x-ray photoelectron spectroscopy (XPS)
and x-ray absorption spectroscopy (XAS) with syn-
chrotron radiation to study core levels of selenium (Se),
vanadium (V) and iodine (I) in 1T -VSe2. Measurements
were performed at the BEAR end station (Elettra syn-
chrotron, Trieste) [30, 31]. In order to expose a clean
surface, the samples were cleaved in a nitrogen glove-bag
attached to the fast entry of the preparation chamber.
We found that after prolonged exposure, we were able
to induce radiation damage to the sample surface which
resulted in noticeable changes in the spectra. Hence, for
the results presented in the main text and the Supple-
mental Material (Ref. [32]), we minimized both the ex-
posure time and photon flux (e.g. ∼ 7×1010 photons s−1
at hν =150 eV). Identical experimental conditions were
maintained for each sample. As a result of these mea-
sures, we did not observe any evolution of the spectra
during the measurements which could be related to dam-
age and therefore the properties we report are intrinsic
to the samples.
III. ELECTRONIC PROPERTIES
To investigate the bulk electronic properties of 1T -
VSe2, we measured the resistance as a function of tem-
perature, R(T ) for different crystal batches as shown in
Fig. 2(a). The shape of the curve agrees with previous
studies of 1T -VSe2 and shows an overall metallic be-
haviour with a slight increase in the resistance related to
the CDW transition at TCDW ≈ (100 - 110) K [5, 33, 34].
At low temperature, the resistivity approaches a finite
value related to the amount of impurity scattering [33].
We do not see any indication of an upturn in the resis-
tance of our samples at low temperature (4 K) in contrast
to a previous study, which attributed this behaviour to a
Kondo effect [35].
The first derivative, dR/dT in Fig. 2(b) highlights
the CDW transition, TCDW which we define as the on-
set temperature where the resistance first starts to in-
crease, and corresponds to the point at which dR/dT ini-
tially crosses zero [dashed horizontal line in Fig. 2(b)].
Details of obtaining TCDW in this way are provided in
Ref. [32], and we emphasize that by using alternative
points in dR/dT to define TCDW does not change the
observed trend between samples or the conclusions of
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FIG. 2: Resistance of 1T -VSe2 samples produced with dif-
ferent growth temperatures as indicated. (a) Normalized re-
sistance, R/R295K for different sample batches. The range of
residual resistance ratio (RRR) for each crystal batch is la-
belled. (b) First derivative of resistance, dR/dT highlighting
the charge density wave transition, TCDW which we define as
the point at which dR/dT initially crosses zero indicated by
the arrows.
this work. Fig. 3(a) shows the CDW transition tempera-
tures extracted from dR/dT for different sample batches
as a function of growth temperature. The overall trend
shows that TCDW is increased at lower growth temper-
atures, reaching a maximum of TCDW = (112.7 ± 0.8)
K for the 550◦C sample. We note that samples with
Tg < 630
◦C show an increase in transition temperature
above the typically reported value of TCDW = 110 K.
Based on the trend of our samples produced at the lowest
growth temperatures, it seems as if TCDW is approaching
the inherent maximum for 1T -VSe2. It is also apparent
in Fig. 2(b) that there is an evolution in the width of
dR/dT feature relating to the CDW transition, where
there is a broadening at higher growth temperatures.
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FIG. 3: Electronic properties of 1T -VSe2 samples as a func-
tion of crystal growth temperature, Tg (a) Charge density
wave transition temperature, TCDW. (b) Average residual
resistance ratio (RRR), R295K/R4K. The shaded area corre-
sponds to the RRR range found within each batch of crystals.
For comparison, the coloured data points show RRR values
taken from the literature as indicated. If the value was not
directly quoted in those works, it has been estimated here
from the published resistance/resistivity data.
This is seen in both the onset of the transition (gradi-
ent of the steep decline near TCDW) and width of the
minima in dR/dT . Such a broadening is often linked to
disorder, and the behaviour in our samples is similar to
that observed in NbSe2 using electron irradiation dosing
to induce atomic defects without doping the system [37].
Additional information can be extracted from the magni-
tude of the dR/dT minima below zero (dashed horizontal
line) which also follows a similar trend, as dR/dT of the
sample with highest TCDW becomes the most negative
following the CDW transition. We show in Ref. [32] that
this corresponds to the magnitude of the resistance in-
crease at TCDW relative to the normal metallic behaviour.
Therefore our results are fully consistent with strength-
ened CDW order where one would expect a more effective
gapping of the Fermi surface, as the proportion of charge
carriers removed at TCDW is greater.
The residual resistance ratio (RRR) is a well-known
parameter often used to estimate the purity of metals.
At sufficiently low temperatures, the scattering of carri-
ers is dominated by impurities or crystal defects, which
gives rise to a finite (residual) resistance. The magnitude
of this residual resistance is thus linked to the density of
impurities and/or defects present in the sample. Using
the ratio R295K/R4K, we are able to compare several sam-
ples as shown in Fig. 3(b). Overall, we find that the av-
erage RRR within each batch increases for lower growth
temperatures, indicating a reduction in impurity/defect
scattering. For samples grown at the lowest temperature
(550◦C), we find a maximum RRR of ∼ 49 within the
batch. Similar to the behaviour of the CDW transition
temperature, there is also a significant increase in the
average RRR from ∼ 12 to > 22 for samples with Tg <
630◦C. This is consistent with the width of the CDW
transitions in dR/dT [Fig. 2(b)] for samples Tg = (630
- 700)◦C, confirming a defect-induced broadening. By
comparing our results to reports of RRR in the litera-
ture on 1T -VSe2 over a range of growth temperatures,
there is a clear agreement with this trend [Fig. 3(b)].
Finally, we discuss the scattering mechanism of charge
carriers at low temperature by analyzing the temperature
dependence of the resistance. Previously in 1T -VSe2 ,
there have been reports of a strong T 2 dependence [5, 34]
which could suggest a significant electron-electron scat-
tering. By fitting the low temperature data in the range
(5 - 15) K with a power law, R ∝ T x we also find a T 2
dependence but only for the sample grown at the highest
temperature (700◦C). By contrast, the sample grown at
the lowest temperature (550◦C) shows a T 3 behaviour,
and there appears to be a progressive shift between these
two regimes for intermediate temperatures (see Ref. [32]).
In other CDW-bearing TMDs, a temperature dependence
in the range T 3 - T 5 is found for T ≤ 25 K, depend-
ing on the compound, and is related to electron-phonon
scattering [36]. The power then depends on the orbital
character of bands involved in either an intraband or in-
terband scattering, the density of states, and strength
of the CDW order (proportion of carriers lost from the
Fermi surface). For example, a T 3 dependence is found
for the ideal resistivity in 2H -NbSe2 and can be under-
stood by a simple two-band model which describes an
electron-phonon mediated interband scattering of s-like
electrons into the d-band. Such a two-band analysis has
also been used to successfully describe the temperature
dependence of the Hall coefficient in 1T -VSe2 [27] and
the ideal resistivity was found to be in the range T 3 - T 4
for the highest purity samples.
We therefore suggest that a similar electron-phonon
scattering mechanism is the case for pure 1T -VSe2 which
is seen here in our sample with largest RRR (550◦C). In-
stead, the low temperature resistance deviates rapidly
from this behaviour with increasing disorder and ap-
proaches a T 2 dependence. Clearly, this behaviour seems
to be rather sample dependent and could explain the
large variation reported in the literature [5, 26, 27, 34]
In summary, the electronic properties of 1T -VSe2 and
its CDW behaviour vary quite significantly with crystal
growth temperature. The observed trend of TCDW and
RRR in Fig. 3 are similar and therefore, the underlying
mechanism influencing both of these properties is likely
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FIG. 4: X-ray photoelectron spectroscopy (XPS) of 1T -VSe2 samples grown at different temperatures. (a) Se-3d spectra
(hν = 150 eV). The shaded curves are fits to the data for the Tg = 630
◦C sample, showing the contribution from Se2− and
Se(−) oxidation states. Panels (b) - (d) show the same data as panel (a) and highlight the feature in Se-3d spectra related to the
presence of Se(−), the observed shift in binding energy (BE), and the absence of SeO2 (e) The area ratio (A1/A2) as a function
of growth temperature, Tg (left axis) obtained from fitting the Se-3d spectra for the Se
2− (A1) and Se(−) (A2) oxidation
states. A comparison (right axes) is made with the residual resistance ratio (RRR) from electronic transport measurements.
(f) Binding energy of the 3d5/2 peak for Se
2− obtained from fitting the data. Error bars in panels (e) and (f) is the standard
deviation on the fitting parameters.
to be intrinsically linked. However, at low growth tem-
peratures (550 - 600◦C), it appears that the strength of
CDW order (TCDW) approaches its maximum, whereas
the crystal purity (RRR) continues to increase.
IV. X-RAY SPECTROSCOPY & DISCUSSION
To obtain information about the chemical composition
of our samples, we used XPS to study core levels in 1T -
VSe2. Herein, we will mainly discuss the XPS results of
the Se-3d core levels for which we find a significant vari-
ation between our samples. Instead, the vanadium core
levels show no noticeable variation and iodine was either
not present in our samples or its concentration was be-
low the detectable limit. These results are included in
the Supplemental Material (Ref. [32]). We did not ob-
serve any sign of oxidation in the Se-3d spectra which
otherwise would be in the form of SeO2 present at ∼
59.9 eV [38] (indicated by the arrow in Fig. 4(d)). Ad-
ditionally, the XAS results near the O K-edge showed a
negligible amount of oxygen and all samples had iden-
tical spectra (see Ref. [32]). Therefore, we rule out the
presence of oxygen or iodine as an explanation for the
observed change in CDW properties.
XPS spectra for the Se-3d core levels of different sam-
ples are shown in Fig. 4(a). The main feature is the
doublet (labelled) with Se-3d5/2 ≈ 53.4 eV and spin-
orbit splitting ∆so ≈ 0.86 eV, which corresponds to the
Se2− oxidation state of Se bound to V in 1T -VSe2 [12].
An additional feature on the high energy side was also
found in the region 55 - 56 eV which is highlighted in
Fig. 4(b) and shows a clear variation between samples.
We find a good fit to the data using two doublets as il-
lustrated in Fig. 4(a) for the Tg = 630
◦C sample. The
binding energy (BE) of the second doublet relating to
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the additional feature is Se-3d5/2 ≈ 54.2 eV, which we
assign to the presence of more positive oxidation states of
selenium. Since it appears in our data as a single broad
doublet (gaussian width ∼2 larger than Se2−), it is likely
to arise from a combination of oxidation states. We label
this feature Se(−) since its binding energy is slightly lower
(i.e. more negative) than pure selenium, Se0 which is ex-
pected at ∼ 55.5 eV [38]. Such a feature could indicate
the presence of partially bound or unbound Se in the form
of vanadium vacancies, in-plane Se aggregates/clusters
[12, 39] or Se interstitials [18] (See Fig. 1). From the fit-
ting, the contributions of Se2− and Se(−) states in each
sample are given by the shaded areas, A1 and A2 respec-
tively in Fig. 4(a). The ratio A1/A2 gives an indication
of the relative amount of Se(−) oxidation states present
in our samples, and is shown in Fig. 4(e) as a function of
growth temperature. Comparing this ratio with the RRR
from electronic measurements [right axis, Fig. 4(e)], there
appears to be a correlation with the overall trend which
suggests that the presence of these Se(−) states contribute
to the impurity/defect scattering in electronic transport.
It can also be seen in Fig. 4(c) that there is a shift in
binding energy of the Se-3d spectra between samples. We
find that this shift is significant (∼ 120 meV variation),
and there is an overall trend of increasing Se2− bind-
ing energy for samples grown at higher temperatures as
shown in Fig. 4(f). We rule out any energy shift due
to local charge effects from increasing concentration of
the more positive Se(−) oxidation states discussed pre-
viously, since there is negligible broadening of the ob-
served Se2− linewidth between samples. Such a local
effect would rather be expected to contribute multiple
environments, leading to the inhomogeneous broadening
of the observed core level in addition to a binding en-
ergy shift. Instead, the rigid shift of the entire Se-3d
states is better explained by a doping effect in our sam-
ples. Specifically, an overall electron doping raises the
Fermi level resulting in an apparent shift of core levels to
higher binding energies with respect to our XPS energy
analyzer. Therefore, we suggest that samples grown at
higher temperatures are either V-rich (V1+xSe2) or Se-
deficient (VSe2−x). The binding energy shift agrees with
the evolution of TCDW [right axis in Fig. 4(f)], and hence
we suggest that the suppression of charge density wave
order in 1T -VSe2 could be related to effective electron
doping.
To provide further insight into the composition of our
samples and to help elucidate the nature of defects,
we obtained the crystal stoichiometry from independent
lab-based XPS measurements (non-monochromatic Al-
kα source, hν = 1486.7 eV) and lattice parameters from
powder x-ray diffraction (PXRD) described in Ref. [32].
Shown in Fig. 5 are the results for the a- and c-axis lattice
parameters as a function of growth temperature together
with the variation of crystal stoichiometry for comparison
(top-axis). Firstly, it can be seen that the stoichiom-
etry (Se/V ratio) of our samples varies from Se/V =
1.98±0.10 to 1.94±0.10 with increasing growth tempera-
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FIG. 5: Lattice parameters of 1T -VSe2 samples obtained
from powder x-ray diffraction (PXRD). The left and right
plot axes show the c- and a-axis parameters of the P3m1
unit cell respectively. The top-axis labels shows a comparison
with the overall variation of crystal stoichiometry (Se/V ratio)
obtained from laboratory XPS measurements.
ture which is consistent with the electron-doping hypoth-
esis (either V-rich or Se-deficient). Considering these
two scenarios, it is important to first examine changes in
the c-axis parameter. Overall we find that it decreases
with increasing growth temperature, and therefore it is
unlikely that there are significant vanadium interstitials
between the layers which may be expected to produce
the opposite effect i.e. an increase in the c-axis by ex-
panding the layer distance [40]. This is supported by our
XPS and XAS data (Ref. [32]) that show no additional
features which could be linked to extrinsic V species.
Hence, we exclude the V-rich (V1+xSe2) scenario which
would otherwise manifest as V interstitials in the vdW
gap [22, 25]. Instead, we consider what would be the ef-
fects of Se-deficiency on the crystal structure. A study of
controlled Se loss by annealing in the related compound,
1T -TiSe2 [41] previously showed a decrease in the c-axis
related to the Ti-Se bond length, as δ increases in TiSe2−δ
and occurs continuously across the range 350 - 950◦C. At
the same time, a corresponding increase in the a-axis was
observed. This trend of the a- and c-lattice parameters
is very similar to what we find for 1T -VSe2 in Fig. 5.
Therefore, we suggest that our results can be explained
by an overall Se-deficiency (VSe2−x) at higher growth
temperatures due to increasing Se vacancies (defect B in
Fig. 1). The desorption of Se at elevated temperatures is
in line with previous reports [18, 24] and seems to be of
greater significance above 600-700◦C [42], which is con-
sistent with our observations. As Se becomes volatile
and leaves behind a vacancy, the majority is lost from
the crystal. However, a small proportion may become
trapped in-plane as aggregates/clusters or between lay-
ers as interstitials (defect C and E in Fig. 1 respectively).
This may explain the additional Se(−) selenium species
seen in XPS [Fig. 4(a)]. It could also be possible that




some additional Se is incorporated into the crystals due
to the Se-rich environment during the growth process.
This would likely occur at higher growth temperatures
considering the greater energy cost to disrupt the lattice
by introducing an aggregate or interstitial compared to
a vacancy.
Finally, to mimic the effects of growing crystals at high
temperatures, we also performed an annealing experi-
ment to investigate the effect on the Se-3d core levels
and valence band (VB). Here, we used a µXPS technique
with a focussed beam spot of 100 µm in order to precisely
measure the same region of the sample before and after
annealing. Shown in Fig. 6 are the results which com-
pare the pristine sample (cleaved in ultra-high vacuum,
UHV), with that following heat treatment (annealing to
520◦C for ∼40 mins). Similar to Ref. [41], we expect
annealing to result in Se loss from the sample, leading
to a binding energy shift as the sample becomes over-
all electron doped. Indeed, this effect is clearly visible
in Fig. 6(a) and the inset shows that the core levels are
shifted by approximately 0.5 eV. Although this is much
larger than the intrinsic shift in Fig. 4(c), the annealing
experiments were performed in UHV (<1×10−9 mbar) as
opposed to the Se-rich atmosphere during crystal growth.
Given the high vapor pressure of Se (0.07 atm at 520◦C),
the greater loss of Se in UHV is expected. As discussed
previously, the overall electron doping raises the Fermi
level meaning that the core levels shift to higher binding
energy. This is confirmed by analyzing the VB spectra
in Fig. 6(b) where the same 0.5 eV shift is applied to the
annealed sample spectrum such that the main features of
the VB are overlaid. The up-shifted Fermi level position
is indicated by the arrow. These results provide further
evidence for the electron-doping scenario, specifically due
to an overall Se-deficiency (VSe2−x).
In summary, there are likely to be two major types of
defects in 1T -VSe2 grown by CVT; namely Se vacancies
and trapped Se aggregates or interstitials. Both will con-
tribute to the defect scattering of carriers in electronic
transport and hence decrease the RRR. However, the
effective binding energy shift in XPS suggests that the
dominant defect type is Se vacancies as the system be-
comes overall electron doped. This is further supported
by the Se deficiency from measurements of the crystal
stoichiometry, lattice parameters and annealing experi-
ments. We suggest that the suppression of the CDW
order is caused by a deviation from stoichiometry in the
form of electron doping which reduces TCDW, similar to
1T -TiSe2 [25]. Although the density of defects and dop-
ing level are coincidentally linked, we suggest that the
CDW is mainly influenced by doping. In fact, a recent
STM investigation of the local density of states in the
presence of defects showed the CDW gap in 1T -VSe2 to
be extremely robust to disorder [43]. From our results,
this is evidenced by the fact that the TCDW approaches a
maximum as the crystal stoichiometry becomes near 2:1
ratio at the lowest growth temperature concomitant with
a saturation of the binding energy shift in XPS (doping
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FIG. 6: Effect of annealing on core levels measured by
µXPS (hν = 1486.7 eV). (a) Se-3d spectra for the Tg =
630◦C sample. A comparison is made between the pristine
sample (black) after cleaving in UHV, and the effect of an-
nealing at 520◦C for ∼40 minutes (red). The inset shows the
same comparison with a shift of -0.5 eV applied to the an-
nealed sample spectrum. (b) Valence band (VB) spectra for
the pristine and annealed sample (with -0.5 eV shift applied).
level). Instead, the crystal purity (RRR) is expected to
continue to increase below Tg = 550
◦C without any sig-
nificant gain in TCDW. We note that this is approaching
the lower limit of reported growth temperatures for 1T -
VSe2 and other TMDs using the iodine CVT technique
[23]. By decreasing the temperature further, we antici-
pate that the growth rate will become increasingly slow
until the required growth time is impractical or there is
insufficient energy for crystallization to occur.
V. CONCLUSION
From electronic transport measurements, we showed
that both the CDW transition temperature, TCDW and
the residual resistance ratio (RRR) decreases for 1T -
VSe2 crystals grown at higher temperatures. This is a
result of an increased density of defects, which primar-
ily manifests as Se vacancies as a result of Se desorption
from the final crystal products at elevated temperature.
Therefore, we suggest 1T -VSe2 becomes overall Se de-
ficient which is confirmed by stoichiometry analysis and
changes in the unit cell parameters from x-ray diffraction.
This deficiency leads to an effective electron doping and
a resulting up-shift in the Fermi level, which is evidenced
by a rigid shift of Se-3d core levels to higher binding en-
ergy in XPS measurements. Although the crystal purity
is reduced at higher growth temperatures (lower RRR)
due to a larger density of defects, we suggest that the
effective electron doping due to overall Se-deficiency is
mostly responsible for the reduction in TCDW. For sam-
ples with Tg < 630
◦C, we see an increase in the CDW
transition temperature above the typically reported value
of TCDW ≈110 K. Based on this knowledge, we were able
to optimize the chemical vapour transport method in or-
der to produce ultra-high purity 1T -VSe2 samples with
near ideal stoichiometry at Tg = 550
◦C with TCDW =
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(112.7 ± 0.8) K and maximum RRR ≈ 49.
Our work highlights the importance of carefully con-
trolling the growth conditions of strongly correlated
TMDs whose properties are sensitive to defects and devi-
ation from stoichiometry. In addition, the growth of high
purity TMD materials is imperative for understanding
both the bulk behaviour of these compounds and to pro-
vide a suitable source for exfoliation of monolayers and
the preparation of van der Waals heterostructures.
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I. SUMMARY OF SAMPLE PROPERTIES
Tg (
◦C) Tr (◦C) TCDW (K) RRR range Comp. Lattice const. (Å)
a c
700 755 104.5 ± 0.9 10 - 13 VSe1.94±0.10 3.3556(3) 6.1048(8)
660 720 108.1 ± 1.0 12 - 15 – 3.3558(2) 6.1058(2)
630 690 101.7 ± 0.7 10 - 16 VSe2.25±0.10 3.3569(3) 6.103(2)
615 670 111.2 ± 0.6 19 - 28 VSe1.94±0.10 3.3559(5) 6.104(2)
600 655 112.3 ± 0.6 25 - 31 VSe1.97±0.10 3.3556(4) 6.1068(8)
550 610 112.7 ± 0.8 44 - 49 VSe1.98±0.10 3.3552(4) 6.108(3)
TABLE I: Summary of sample properties including; growth temperature (Tg), reaction tempera-
ture (Tr), CDW transition temperature (TCDW), range of RRR observed within the batch, chemical
composition (Comp.) from XPS measurements, and unit-cell lattice constants from powder x-ray
diffraction (PXRD).
Presented in Table. I is a summary of the electronic and physical properties of the sam-
ple batches grown at different temperatures. Determination of the electronic properties
including RRR and transition temperature, TCDW is discussed in the main text and in sup-
plementary section II.
In order to determine the overall composition of our samples, additional XPS mea-
surements were performed at the Bristol NanoESCA Facility. An unpolarized, non-
monochromatic Al-kα (hν = 1486.7 eV) source was used together with an ARGUS analyser
at 45◦ with respect to the normal of the sample, and the pass energy was 50 eV. The
stoichiometry was calculated using the entire area of Se-3d and V-2p photoemission lines,
applying a Shirley background subtraction and normalizing the spectra by considering the
specific sensitivity factor and inelastic mean-free path. The Se/V ratio of different samples
and the composition of VSex is shown in Table. I. We believe that the stoichiometry of the
630◦C sample is an anomalous result if we compare to trends of the electronic transport and
synchrotron XPS in the main text. The crystal available for these measurements was par-
ticularly small and it is possible that, despite our best efforts, the surface was only partially
cleaved and/or the results are skewed by the overall reduced photoelectron intensity from
2
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the smaller sample.
To determine the crystal lattice constants, powder x-ray diffraction (PXRD) measure-
ments were carried out on a STOE STADI P instrument using Ge-monochromated Cu-Kα1
radiation (λ = 1.54060 Å) operating in transmission mode. The scan range was (20-93)◦ in
2θ. Two Dectris 1K Mythen detectors were used to record data.
The 1T -VSe2 crystals were plate-like and even after grinding into a powder, they showed
preferred orientation. For peak indexing and refinement of the unit cell, the Werner [1] or
Louër [2] algorithms implemented in WINXPOW [3] were used. All samples were successfully
indexed to the trigonal (P3m1) unit cell expected for 1T -VSe2 [4]. The resulting lattice
parameters are given in Table. I
II. DETERMINING THE CDW TRANSITION TEMPERATURE
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FIG. S1: Determining the CDW transition temperature from resistance measurements. TCDW is
the minimum before the inflexion point where the resistance (left axis) starts to increase near ∼110
K, which also corresponds to point at which dR/dT (right axis) crosses zero.
As discussed in the main text, the first derivative of resistance, dR/dT highlights the CDW
transition in 1T -VSe2. We define TCDW as the minimum before the inflexion point where
the resistance, R begins to increase near ∼110 K as indicated by the arrow in Fig. S1(a).
This corresponds to the point at which dR/dT initially crosses zero, which is TCDW = (111.2
± 0.6) K for the 615◦C example. The error has been obtained by evaluating the uncertainty
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in the dR/dT = 0 crossing based on a linear fit to the steep decline before TCDW. The same
methods were used to define TCDW for all samples in the main text.
Here, we also highlight the two vertical solid lines corresponding to the zero crossing points
of dR/dT . These points also coincide with the minimum and maximum of the increase in
resistance as a result of the CDW transition. In this region, dR/dT becomes negative, and
its magnitude below zero therefore provides an indication of the insulating state (resistance
increase) that develops near TCDW which is related to the proportion of carriers removed
from the Fermi surface at the CDW transition.
III. TEMPERATURE DEPENDENCE OF THE RESISTANCE
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FIG. S2: Temperature dependence of resistance. (a) - (e) Normalized resistance for all samples
in the range (4 - 50) K. The inset shows a power law fit, R ∝ T x to the low temperature data (5
- 15 K). (f) x in R ∝ T x as a function of growth temperature. The errors bars are related to the
fitting only. The dashed lines indicate the T 2 (electron-electron) and T 3 (electron-phonon) carrier
scattering regimes respectively.
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By fitting the low temperature resistance data (5 - 15 K) with a power law it is possible to
extract information on the dominant scattering mechanism of electrons. Shown in Fig. S2(a)
- (e) is the normalized resistance < 50 K for all samples plotted using the same scale. The
increasing residual resistance discussed in the main text is obvious here at higher growth
temperatures. The insets shows the data (< 15 K) with a power law fit. Fig. S2(f) shows the
result of the fitting for x in R ∝ T x as a function of growth temperature. The sample grown
at 700◦C (lowest purity, avg. RRR ≈ 11.5) shows a T 2 dependence indicating an electron-
electron dominated carrier scattering, which has been noted before in this compound [5].
For samples grown at lower temperatures, x progressively increases until it reaches a T 3
dependence for the 550 ◦C sample (highest purity, avg. RRR ≈ 46.5) with near ideal
stoichiometry (VSe1.98). A T
3 dependence has been linked to electron-phonon dominated
scattering in other TMDs [6]. Interestingly, this evolution seems similar to the trend found
for TCDW and RRR in the main text which was linked to the doping level introduced by
defects.
IV. X-RAY SPECTROSCOPY OF VANADIUM CORE LEVELS
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FIG. S3: XPS spectra of V-2p core levels (hν = 630 eV). (a) Raw data showing the doublet
consisting of V-2p1/2 and V-2p3/2 (b) A direct comparison of the samples with contrasting electronic
properties (Tg = 630 and 600
◦C with avg. RRR ∼13 and ∼28 respectively). The data has been
normalized to the V-2p3/2 peak, after subtraction of a Shirley background.
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In addition to the Se-3d spectra presented in the main text, we obtained additional measure-
ments of the V-2p core levels for 3 samples with a range of growth temperatures over which
the electronic properties are changing significantly Tg = (600 - 630)
◦C. Shown in Fig. S3(a)
is the raw V-2p XPS spectra. We find the doublet consisting of V-2p1/2 and V-2p3/2 at 519.1
eV and 511.3 eV respectively (∆so = 7.8 eV). Additionally, there is a small oxygen (O-1s)
feature at ∼530.7 eV which we believe is not intrinsic to the crystals (see later discussion
of XAS data). Our results are qualitatively similar to previous studies of V-2p levels in
1T -VSe2 [7–10], although there seems to be large variation in the literature. Overall, we
find our results are in closest agreement with Ref. [7] if we consider the position of O-1s in
that data (531.3 eV) as a reference.
There is no significant variation of the V-2p spectra between our samples as we find the
binding energies and lineshape of all features to be nearly identical. This is particularly
evident in Fig. S3(b) in which we show the normalized data for the samples with the most
contrasting CDW properties (Tg = 630 and 600
◦C). In addition, we did not observe any
features would could be linked to extrinsic vanadium species which has previously been
ascribed to interstitials in the van der Waals gap occurring at higher growth temperatures
[11]. Therefore, we conclude that there are no significant variations in the vanadium (V-2p)
states that can explain the observed difference in CDW properties between our samples.
To further examine the vanadium states, we also performed X-ray absorption spectroscopy
(XAS) measurements of the V L-edge using the total electron yield (TEY) method of mon-
itoring the drain current on the sample as a function of the incident photon energy. The
results are shown in Fig. S4. The main two features at 516.6 eV and 523.6 eV are related to
excitations of the V-2p3/2 (L3-edge) and V-2p1/2 (L2-edge) core levels into unoccupied V-3d
states respectively [12].
The XAS spectra for all samples are nearly indistinguishable, both near the V L-edge and
O K-edge regions. By examining the O K-edge in these spectra, we suggest that the amount
of oxygen throughout our samples is negligible. Instead, the O-1s detected by XPS (Fig. S3)
was likely only present on the surface or in the local environment such as the measurement
chamber or sample holder, and not intrinsic to the crystals. Therefore, we rule out the
presence of oxygen as a possible explanation for the observed difference in CDW properties
of our samples.
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FIG. S4: X-ray absorption spectroscopy (XAS) near the V L-edge and O K-edge. The spectra
have been normalized to the maximum of the V L3-edge.
V. X-RAY SPECTROSCOPY OF IODINE CORE LEVELS
Since iodine is used as the transport agent in the CVT growth process, we looked in the
spectral region where we woudl expect I-3d core levels to see if iodine had inadvertently been
incorporated into our samples. This effect has been documented in the related compound,
1T -TiSe2 in which approx. 0.3 at.% iodine was found regardless of the growth temperature
[13] in the range Tg = (600 - 900)
◦C. In that study, it was found that samples grown using
iodine had a slightly reduced CDW transition compared to those grown by direct sublimation
in excess Se i.e. without iodine.
Presented in Fig. S5 is the raw XPS data in the spectral region where we expect I-3d
core levels. A doublet is expected consisting of I-3d5/2 and I-3d3/2 at 619.3 and 630.8 eV
respectively [vertical dashed lines in Fig. S5]. Based on our data, it is possible to speculate
that there is a weak feature in the region (620 - 635) eV but its magnitude is comparable to
the noise. At hν = 730 eV photon energy, the photoionization cross-section of I-3d should
be ∼ 2.7 Mbarn, which is more than double the cross-section of V-2p (at hν = 630 eV)
which was clearly detectable above the noise in our measurements (see Fig. S3). Therefore,
we suggest that iodine is either not present in our samples or it is below the detectable limit.
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FIG. S5: XPS spectra of I-3d core levels (hν = 730 eV). The raw data is shown. The vertical
dashed lines indicate the expected peak positions of the I-3d5/2 and I-3d3/2 doublet.
Moreover, it can be seen that the samples with most contrasting electronic properties
(Tg = 630 and 600
◦C) have nearly identical spectra. Therefore, we can say that if there is
iodine present in the crystals, either the concentration does not change significantly with
growth temperature and/or it has little effect on the observed CDW properties.
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4.4 Discussion & concluding remarks
The work presented in Section 4.3 provides an important contribution to the understanding
of defects in TMD single crystals and in particular, the sensitivity of CDWs to doping. This
works represents the first systematic study of the growth temperature on the properties
of 1T -VSe2 and the nature of defects in this compound. Overall, it was found that
increasing the growth temperature reduces both TCDW and the RRR due to a greater
density of defects. These general findings are in agreement with previous investigations of
1T -VSe2 and related compounds [42, 87, 89] although the presence of metal interstitials,
which was previously thought to be the primary form of defect, was not observed. Based
on results from a range of experimental techniques, the defects were determined to be
predominately Se vacancies. 1T -VSe2 becomes overall Se-deficient at elevated growth
temperatures which leads to an effective electron doping as the relative amount of V to
Se increases. This raises the Fermi level as observed by the rigid shift of Se-3d core levels
to deeper binding energies in XPS spectra. This hypothesis was confirmed by annealing
experiments which mimic the effects of elevated growth temperatures.
By optimising the crystal growth conditions, samples have been produced with un-
precedented purity (RRR ≈ 49) which has allowed the determination of the properties of
pure 1T -VSe2 with a slightly increased transition temperature of TCDW = (112 - 113) K
compared to the typically reported value of ∼ 110 K. In addition, a T 3 dependence of the
low temperature resistance was found in the purest samples which was attributed to an
electron-phonon scattering mechanism, in contrast to T 2 found in doped samples.
With the inclusion of a detailed description of the crystal growth methods, this work
will serve as a useful reference for researchers in preparing high-quality single crystal
TMDs. A demonstration of the characterisation of such samples and the signatures of
crystal defects have been shown using XPS measurements. In the future, a systematic
study of 1T -VSe2 samples using magnetoresistance and Hall effect measurements could
provide additional information about the impact of doping on the carrier densities and
mobilities relevant to CDW behaviour [119]. Scanning tunnelling microscopy (STM) ex-
periments similar to Ref. [114] could directly visualise crystal defects in real-space and
confirm the presence of Se vacancies in 1T -VSe2 suggested by this work. LDOS spec-
troscopy (i.e. STS) could also investigate the local impact of increasing defect density on
the CDW gap structure and long range order.
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Since FS nesting is suggested to play an important role in driving the CDW transition
in 1T -VSe2 [99, 100, 120, 121], knowledge of the electron doping discussed in Section 4.3
may be particularly relevant since any shift in the Fermi level is likely to alter the FS
topology and screening effects. In this regard, performing DFT calculations of the band
structure and electronic susceptibility [100, 122] with varying position of the Fermi level




Understanding the role of excitons and phonons in
the charge density wave of 1T -TiSe2
5.1 Preamble
1T -TiSe2 undergoes a second-order phase transition at TCDW = 202 K to a commensurate
CDW which can be seen as anomalies in electronic transport such as resistivity [42] and
heat capacity measurements [123], amongst others. Diffraction experiments reveal well-
resolved superlattice peaks due to a 2a0× 2a0× 2c0 periodic lattice distortion (PLD) [42].
Superconductivity can be induced via doping [10] or pressure [124] and emerges upon
suppression of the CDW order. As such, 1T -TiSe2 is often used as a model material
to investigate the phenomenon of competing CDWs and superconductivity [10, 125]. In
fact, continuous control between these strongly-correlated states has been demonstrated
by doping the system using electrostatic gating [14]. Further interest in this material
was driven by reports of chiral ordering of the CDW wavevector which form clockwise
and anti-clockwise domains within a single sample [126]. It was later revealed that 1T -
TiSe2 may undergo a sequence of two separate phase transitions [127,128], where the first
is related to the well-known CDW transition at TCDW ≈ 200 K which is followed by the
onset of chiral ordering, Tchiral at a slightly lower temperature. The chiral charge ordering
has been predicted to be optically gyrotropic due to inversion symmetry breaking, and
was proposed as a means to observe this unusual state experimentally [129].
In order to fully understand these interesting phenomena, an unambiguous knowledge
of the CDW driving mechanism is first required. However, despite decades of research into
the properties of 1T -TiSe2, the precise origin of the CDW remains elusive. Various scenar-
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ios have been proposed from either a purely electronic origin, such as the excitonic insulator
mechanism [28], to an electron-phonon mediated Jahn-Teller type [130]. Generally, it is
accepted that neither type of mechanism can solely explain the formation of CDWs in this
material and instead, a combination of both excitonic and lattice effects may be impor-
tant [131–135]. One of the recurring problems in resolving the debate about the origin of
the CDW is disentangling the separate electronic and lattice orders. Nearly all theoretical
and experimental approaches will have some limitations such that the various physical
processes cannot be easily distinguished. Recently, time-resolved optical [132, 136] and
photoemission [137–139] pump-probe experiments have allowed the possibility of studying
the dynamics of CDW melting and recovery following perturbation with an intense laser
pulse. In these experiments, sufficient energy is supplied to partially suppress the CDW
or completely switch from CDW to normal phase. Different types of CDW insulator are
expected to respond with characteristic time scales depending on the dominant processes,
allowing a classification of these materials in the time-domain [140]. Examples include the
build up of electronic screening on the order of (10 - 100) fs, amplitude mode oscillations
on the order of (100 - 1000) fs, or the triggering of atomic relaxation (several ps) [140].
Notably, a great advancement in the field was achieved by Porer et al. whereby THz ra-
diation was used to observe quenching of the plasmon mode in 1T -TiSe2 related to the
excitonic component of the CDW, whilst the PLD was found to exist in a metastable
non-thermal phase in the absence of exciton correlations [132].
In this chapter, the results of an experimental study will be presented based on comple-
mentary techniques of time- and -angle resolved photoemission spectroscopy (TR-ARPES)
and time-resolved reflectivity (TRR). Previous TR-ARPES studies have focused on the
dynamics of the weak valence band replica intensity at the M-point [133, 137]. However,
in the work by Hedayat et al. entitled “Excitonic and lattice contributions to the charge
density wave in 1T -TiSe2 revealed by a phonon bottleneck” [79], photo-induced suppres-
sion of the CDW gap, ∆CDW is tracked directly by measuring the dynamics of the valence
band maximum close to the Γ-point, which is made possible by the excellent temporal
and energy resolution of the experimental setup [73]. A detailed laser fluence-dependence
of these dynamics, together with the observation of coherent phonon oscillations, allows
a scenario for the CDW driving mechanism to be proposed. The work is supported by
a modified Rothwarf-Taylor (R-T) rate equation model [78, 141] in order to establish the




5.2.1 On the origin of the CDW
CDW formation in simple 1D metallic systems can be explained by Fermi surface (FS)
nesting and has also been applied to the group-V TMDs [2]. However, this scenario has
generally been ruled out in the case of 1T -TiSe2 because of the complete absence of parallel
portions of FS [21]. As such, several alternative explanations have been developed.
Following early experimental investigations of 1T -TiSe2, it was suggested that CDW
formation could naturally be explained by an excitonic insulator mechanism, driven by
electron-hole coupling, owing to its suitable band structure and low free carrier density [42].
First predicted in 1967 by Jérome, Rice & Kohn, an insulating state was said to develop
in semiconductors or semimetals with very small band gaps or band overlaps [28]. If the
coulomb interaction is weakly screened, it may be sufficient to bind together electrons
from the conduction band (CB) and holes from the valence band (VB) to form excitons,











Figure 5.1: Excitonic insulator mechanism.
Weakly screened electrons (e−) and holes (h+)
in the conduction and valence bands of a semi-
conductor or semimetal with small band gap
or overlap couple via the coulomb interaction
to form a condensate of excitons at low tem-
perature.
At low temperature this mechanism may become energetically favourable, thus triggering
a transition to the excitonic insulator phase, and excitons will spontaneously condense
into a macroscopic coherent state, known as exciton condensation. In the normal phase,
1T -TiSe2 is either a semiconductor [142,143] or a semimetal [42,144] with a small indirect
energy gap (or overlap) between the hole-like VB and electron-like CB on the order of meV,
and a reasonably low free carrier density of approximately n ≈ 1020 cm−3 [42, 144, 145].
Hence, there are clear similarities between the properties of 1T -TiSe2 and the criteria
outlined in the theory of Jérome, Rice & Kohn. Numerous theoretical and experimental
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studies have since supported the excitonic insulator scenario and some argue that the
CDW is purely of electronic origin [146–148] which can also account for the PLD [149].
Compelling evidence for this scenario was provided by the recent observation of a soft
plasmon mode near the expected qCDW [27], a purely electronic analogue of the Kohn
anomaly described previously in Section 1.2.3.
An entirely different scenario is based on a band-type Jahn-Teller effect [24, 150] and
relies on arguments about atomic displacements and the nature of the lowest energy d -
band [130]. This electron-phonon driven effect is defined by a splitting of the degenerate
CB due to the lattice distortion, although it differs from the standard Jahn-Teller effect
in that the splitting occurs around the unoccupied states. As the CB splits, the bottom
portion cannot overlap with the VB due to electron-hole coupling and therefore, the VB
is forced to shift downwards, resulting in a lowering of the electronic energy [142]. The
importance of electron-phonon coupling in 1T -TiSe2 was highlighted by high-resolution
inelastic x-ray scattering which found softening of an optical phonon mode near the L-
point at TCDW [26].
Thus far, two conflicting scenarios of CDW formation have been discussed; either
purely electronic (exciton condensation) or electron-phonon driven (Jahn-Teller type).
However, it has been suggested that both mechanisms could in fact contribute partially
to the CDW [131], with increasing experimental evidence in support of this hypothesis
[132, 133, 142]. Disentangling the separate contributions of excitonic and lattice order in
1T -TiSe2 is the purpose of the work presented in Section 5.3.
5.2.2 Signatures of CDW order in electronic and lattice structure
Brillouin zone
In the CDW phase, the PLD is defined by a doubling of the original unit cell (2a0 ×
2a0 × 2c0) and hence the BZ is halved in reciprocal space. As a result, the A-, L- and
M-points of the hexagonal BZ (see Figure 1.7) become equivalent to Γ in the repeated
zone scheme [142]. Figure 5.2 shows an illustration of original normal phase BZ and the
reconstructed BZ in two dimensions. This reconstruction has important consequences for
the electronic and lattice structure in the CDW phase, as there will be modifications to
both the electronic band and phonon dispersions respectively, governed by the new BZ
boundaries. The equivalency of M and Γ, highlighted in Figure 5.2, is particularly relevant
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Figure 5.2: The BZ of the normal phase (red)
is halved as a result of the 2a0 × 2a0 × 2c0 lattice
reconstruction in the CDW phase (blue). The Γ and
M points become equivalent.
Electronic structure
The Fermi surface (FS) of 1T -TiSe2 consists of a Se-4p derived hole pocket at the BZ
centre (Γ-point) and elliptical Ti-3d derived electron pockets at each of the BZ boundaries
(L-point), which are slightly elongated in the L-M direction [145]. A sketch is shown in
Figure 5.3(a) and is compared to the experimental FS measured by full-wavevector ARPES
in Figure 5.3(b). Here, the overbar notation is used to represent the projection of the high-
symmetry points from the kz = 0 plane onto the experimental kz image plane. In this
notation, the hole and electron pockets are located at Γ and M respectively, following the
convention of other photoemission studies [133,137,147].
Figure 5.4 shows the results of full-wavevector ARPES measurements of 1T -TiSe2 in
the normal (300 K) and CDW phase (30 K) over the range E − EF = (−0.8 − 0.2) eV
in steps of 12.5 meV, and an overall energy resolution of ∼ 40 meV. A suitable region
of cleaved crystal surface was identified using PEEM as shown in Figure 5.4(c). ARPES
spectra were then acquired from a ∼ 40 µm2 region of the sample, by closing an aperture
to the detection optics as shown by the hexagonal outline in the same panel.
Band dispersions along the directions indicated in Figure 5.4(a) are extracted in order
to show the main features of the electronic structure. Figure 5.4(b) shows the normal
phase dispersion along the M-Γ direction which consists of a steeply dispersing hole-like
Se-4p valence band (VB) at Γ and a shallower electron-like Ti-3d conduction band (CB) at
M that slightly crosses EF. It is interesting to note the significant spectral intensity of CB
states that appear above EF which should be normally unoccupied. This effect has been
reported previously in 1T -TiSe2 and was attributed to the narrow band width and flat
dispersion within 5kBT of EF, allowing considerable thermal occupation [21, 151]. It can
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Figure 5.3: Fermi surface (FS) of 1T -TiSe2. (a) Sketch of the FS showing the hole (Se-4p)
and electron (Ti-3d) pockets at the Γ and M points of the hexagonal BZ respectively. (b) Full-
wavevector ARPES image of the experimental FS in the CDW phase (30 K). The projection of
the high-symmetry points onto the experimental kz image plane are labelled. The large and small
hexagons represent the original (normal phase) and reconstructed (CDW phase) BZ. The green
arrow indicates the projected CDW wavevector, qCDW.
also be seen that the VB is comprised of two Se-4p derived subbands [135,137,152]. The
slight asymmetry in the spectral intensity along the M-Γ-M direction likely arises from a
matrix element effect. Instead, the dispersion along the K-Γ-K direction in Figure 5.4(e)
shows the individual subbands clearly where the intensity is uniform and is highlighted
further in the MDC overlay extracted from E − EF = −0.6 eV.
Upon entering the CDW phase, there are two main features which develop in the elec-
tronic structure which are consistently reported in the literature, and these are discussed
in the remainder of this section.
Firstly, as a result of the 2a0×2a0×2c0 PLD and the equivalent high-symmetry points
in the reconstructed BZ (see Figure 5.2), the original VB at Γ is folded onto the M-point
and similarly the original CB at M is folded onto the Γ-point. In Figure 5.4(b), a clear
replica of the VB at the M-point is visible at 30 K. This band folding effect is particularly
strong in 1T -TiSe2 and there is a significant transfer of spectral weight to the VB replica
which has been consistently reported in numerous ARPES studies [135,151]. By contrast,
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Figure 5.4: Full-wavevector ARPES of 1T -TiSe2. (a) Fermi surface with a sketch of the normal
phase BZ overlaid. The dashed lines indicate the momentum direction for panels (b) - (e). (b)
Comparison of the dispersion along the Γ-M direction in the normal (300 K) and CDW (30 K)
phase respectively. The top of each panel shows an MDC along E − EF = −0.3 eV. The far right
panel shows EDCs from the M-point. The horizontal dashed lines show the CDW gap, ∆CDW in
the 30 K spectrum. (c) PEEM image of the 1T -TiSe2 surface where the total field of view is 74.5
µm. The orange hexagon is an outline of the aperture during the ARPES measurements and marks
the region of the surface where data was acquired. (d) Comparison of the dispersion at the M-point
along the Γ-M-Γ and K-M-K directions. (e) Dispersion along the K-Γ-K direction highlighting the
two valence subbands. The white trace is an MDC along E − EF = −0.6 eV.
the CB replica intensity is either extremely weak [135] or entirely not visible [146,149], as
is the case in Figure 5.4(b). Interestingly, a broad outline of the VB replica can already
be seen at 300 K as there is spectral intensity that extends far below the CB minimum
at the M-point, although there is no obvious parabolic dispersion. Comparison of the
un-normalised MDCs at E−EF = −0.3 eV reveals that approximately 50% of the 30 K
VB replica intensity is already present at 300 K. These observations have previously been
related to significant fluctuations of CDW order far above TCDW [146, 152]. Finally, it
is interesting to note the contrast between the clear dispersion of the folded VB along
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the Γ-M-Γ direction which follows the long-axis of the elliptical electron pocket and the
apparent lack of dispersion along the K-M-K direction in Figure 5.4(d). Since the original
VB at Γ is entirely symmetric in all directions, this suggests that only the portion of the
dispersion along the same direction as qCDW is folded to the M-point.
The second feature of the CDW phase is the opening of a gap, ∆CDW near EF. This
is predominantly seen as a downshift in the VB at Γ [142, 152] and results in an overall
reduction in the electronic energy as the occupied states are lowered. EDCs extracted along
the M-point in Figure 5.4(b) show a gap between the CB and VB replica of ∆CDW = (90
± 5) meV at 30 K in reasonable agreement with previous studies [135,142,152]. Referring
back to the experimental FS in Figure 5.3(b), lowering of the VB due to the opening of a
gap, results in the loss of the Se-4p hole pocket from the FS in addition to an obvious loss
of intensity at the centres of the elliptical Ti-3d electron pockets. The latter is reflected in
the band dispersion of Figure 5.4(b) whereby the original shallow parabolic CB in normal
phase assumes a mexican hat shape with double-minima in the CDW phase [147, 149], a
feature commonly associated with an excitonic insulator [153].
Lattice structure
According to Section 1.4.4, there are two Raman-active modes for the lattice structure of
1T -TiSe2 with Eg and A1g symmetry which correspond to the in-plane and out-of-plane
vibrations of Se atoms around a central Ti atom, respectively.
Figure 5.5 shows Raman spectroscopy measurements of 1T -TiSe2. In the normal phase
(300 K), the two expected Raman modes; Eg and A1g are found at 136 cm
−1 (∼ 4.1 THz)
and 201 cm−1 (∼ 6.0 THz) respectively, in good agreement with previous studies [55,154].
In the CDW phase (80 K), reconstruction of the BZ due to the 2a0×2a0×2c0 PLD discussed
previously, means that several branches of the phonon dispersion (see Section 5.3.3) will be
folded to the Γ-point and therefore become detectable in Raman spectroscopy as mentioned
in Section 2.7. As a result, two new modes are visible; E∗g and A
∗
1g which are found at
73 cm−1 (∼ 2.2 THz) and 112 cm−1 (∼ 3.4 THz) respectively, and the latter is the well-
known CDW amplitude mode which is commonly observed as coherent oscillations in time-
resolved studies [132,133,136]. The emergence of these modes with reducing temperature
below TCDW is second-order and is discussed further in Section 5.3.3.
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Figure 5.5: Raman spectroscopy of 1T -TiSe2.
There are two Raman-active modes in the normal
phase (300 K); Eg and A1g which correspond to
the in-plane and out-of-plane vibrations of Se atoms
around a central Ti atom, respectively. In the CDW
phase (80 K), two additional modes become visible
due to the PLD; labelled E∗g and A
∗
1g, where the lat-
ter is commonly referred to as the CDW amplitude
mode. Spectra are offset for clarity.
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Understanding collective electronic states such as superconductivity and charge density waves is pivotal for
fundamental science and applications. The layered transition metal dichalcogenide 1T -TiSe2 hosts a unique
charge density wave (CDW) phase transition whose origins are still not fully understood. Here, we present
ultrafast time- and angle-resolved photoemission spectroscopy (TR-ARPES) measurements complemented by
time-resolved reflectivity (TRR) which allows us to establish the contribution of excitonic and electron-phonon
interactions to the CDW. We monitor the energy shift of the valence band (VB) and coupling to coherent phonons
as a function of laser fluence. The VB shift, directly related to the CDW gap closure, exhibits a markedly slower
recovery dynamics at fluences above Fth = 60 μJ cm−2. This observation coincides with a shift in the relative
weight of coherently coupled phonons to higher-frequency modes in TRR, suggesting a phonon bottleneck.
Using a rate equation model, the emergence of a high-fluence bottleneck is attributed to an abrupt reduction in
coupled phonon damping and an increase in exciton dissociation rate linked to the loss of CDW superlattice
phonons. Thus, our work establishes the important role of both excitonic and phononic interactions in the CDW
phase transition and the advantage of combining complementary femtosecond techniques to understand the
complex interactions in quantum materials.
DOI: 10.1103/PhysRevResearch.1.023029
I. INTRODUCTION
Charge density waves (CDWs) are an important component
in phase diagrams of many correlated electron systems [1,2].
Typically observed in low-dimensional materials, the signa-
tures of a CDW phase have been reported in two-dimensional
transition metal dichalcogenides (TMDs) [3], cuprate super-
conductors [4], π -conjugated polymers [5], and metal oxides
[6]. The central importance of CDW states arises from the
relationship between fluctuations in their order parameter and
superconductivity, Mott insulating states, and spin density
waves [1,7]. In the TMD 1T -TiSe2 superconductivity appears
in proximity to CDW incommensurability [8], which can be
achieved by pressure [9], copper doping [10], or electrostatic
gating [11]. Thus, understanding of the CDW transition mech-
anism for this material has attracted considerable scientific
interest, especially concerning its driving mechanism [12–14].
*edc25@bath.ac.uk
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The CDW phase in 1T -TiSe2 is achieved upon cooling be-
low TCDW = 202 K, where the hexagonal lattice of the normal
phase found at room temperature undergoes a reconstruction
forming a 2a × 2a × 2c superlattice. This structural finger-
print, denoted here as periodic lattice distortion (PLD), occurs
together with the opening of an electronic gap ( = 130 meV
at 80 K), which is large compared to other TMDs exhibiting
a CDW [2,15]. Following early experiments on TiSe2, it was
suggested that the CDW state is in fact an excitonic insulator
stabilized by Coulomb interactions [16,17], owing to the
semimetallic character of the band structure, featuring holes
in the Se-4p valence band (VB) at the ̄ point and electrons
in the Ti-3d conduction band (CB) at the M̄ point of the first
Brillouin zone (BZ) [Fig. 1(a)]. Thus, the presence of a PLD
and excitons motivated several experimental and theoretical
studies aimed at identifying the role of phonons compared
to Coulomb interactions [12,15,18,19]. These efforts have
highlighted 1T -TiSe2 as a model system for studying many-
body electron and phonon interactions in condensed matter
physics and recently culminated with the report of Bose-
Einstein condensation of excitons in this material [20].
When compared to other CDW materials of the TMD fam-
ily, 1T -TiSe2 has small atomic displacements in going from
the normal phase structure to the PLD, only ∼0.02 Å [21], in
2643-1564/2019/1(2)/023029(11) 023029-1 Published by the American Physical Society
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FIG. 1. Valence band dynamics in the CDW and normal phase of 1T -TiSe2. (a) Sketch of the TiSe2 band structure when switching between
the CDW phase (blue) and normal phase (red), together with the projection of the first Brillouin zone (BZ) similar to the one reported in
Ref. [53]. Band folding arising from the 2a × 2a × 2c PLD is indicated by the curved arrows as ̄ and M̄ become equivalent. Vertical arrows
show the lowering of the VB maximum due to the formation of a CDW gap, , near the Fermi level. (b)–(d) Time evolution of the ARPES
maps in the CDW phase along the K̄-̄-K̄ direction at select pump-probe delays for 125 μJ cm−2 fluence. The orange line in (c) is a guide
to the eye for the VB dispersion. It corresponds to an effective mass of −0.35me which is comparable to previous reports [23,54]. The −14◦
angle for the analysis of the VB dynamics is shown as the white solid line. (e), (f) VB dynamics at 80 and 300 K, respectively, for a pump
fluence of 250 μJ cm−2. The red dashed lines in the 80 K plot indicate the maximum VB shift after pump excitation. The black curves indicate
contours at different ARPES intensity. Close inspection of the VB spectra [panels (e), (f)] reveal two subbands which are analyzed separately
in the Supplemental Material for completeness [34].
stark contrast to changes of up to 0.1 Å observed in 1T -TaS2,
for example [18]. The small PLD has been argued to indicate
the limited importance of electron-phonon coupling in driving
the CDW, thus favoring a purely excitonic mechanism [2,22].
The typical and consistently reported signatures of the CDW
transition in 1T -TiSe2 are a downwards shift of the VB energy
[23], as a consequence of the CDW gap () opening, and the
presence of backfolded VB appearing in momentum space at
M̄, consistent with the superlattice structure as sketched in
Fig. 1(a) (the in-plane 2a × 2a reconstruction results in M̄
being at the center of the reconstructed BZ) [24,25]. However,
these important observations, reported by steady-state angle-
resolved photoemission spectroscopy (ARPES), have failed to
conclusively identify the excitonic or lattice contribution to
the CDW.
Ultrafast spectroscopy is the experimental tool of choice
to probe out-of-equilibrium phenomena in correlated elec-
tron systems [26–29]. One of the central themes in this re-
search field is bottleneck dynamics, where out-of-equilibrium
phonons impede excited carriers from rejoining the CDW
or superconducting condensate [26,29,30]. Previous ultrafast
studies on TiSe2 have not reported such bottleneck effects or
used them to disentangle the excitonic and electron-phonon
contributions to the CDW [31–33]. Nevertheless, recent ex-
perimental evidence based on optical pump–THz probe has
shown how excitonic order can be transiently suppressed
at any sample temperature below TCDW, but with the PLD
remaining robust only up to 150 K [13]. Also, signatures of
phonon driven oscillations in the CDW recovery have been
seen by time- and angle-resolved photoemission spectroscopy
(TR-ARPES) clearly suggesting a role for phonons [33].
While such reports cast doubts on a purely excitonic picture,
they also open several critical questions: Are phonons and ex-
citons only weakly coupled? How and on what timescale does
the lattice dynamics contribute to the CDW recovery? More
generally, to what extent is the electron-phonon coupling
involved in the CDW formation? To address some of these
questions which are also relevant for other CDW materials,
a combination of complementary ultrafast spectroscopies is
required. While most previous studies used only a single
technique, a holistic understanding of the phenomena can be
obtained when perturbations to the CDW induced by pump
pulses are monitored both in the electronic band structure, for
example, using ARPES, and in the PLD, by a complementary
phonon sensitive spectroscopic probe.
Here, we use TR-ARPES and TRR to clarify how phonon
dynamics in 1T -TiSe2 influences the CDW recovery follow-
ing transient perturbation by 30-fs, 1.82-eV light pulses. In
TR-ARPES, thanks to a purposely designed combination of
time resolution (<70 fs), energy resolution (∼53 meV), and
sensitivity at low laser fluence (enabled by the 80-kHz laser
repetition rate), we are able to probe the VB dynamics. We
023029-2
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find three distinct out-of-equilibrium regimes as a function of
excitation fluence. At fluences below Fth = 60 μJ cm−2 the
weakly perturbed CDW recovers within a short timescale of
2 ps. Above this fluence the CDW is still partially present,
but its recovery exhibits a bottleneck concomitant with a
change in the coherently coupled phonons seen in TRR. With
the help of a rate equation model we describe how phonons
contribute to the recovery dynamics. Finally, for a fluence
above FCDW = 200 μJ cm−2, we enter a third regime with a
transient complete suppression of the CDW.
II. METHODS
High-quality 1T -TiSe2 single crystals were grown using
the chemical vapor transport method. Titanium (99.9%) and
selenium (>99.9%) powders were sealed inside an evacuated
quartz ampoule, together with iodine (>99.9%) which acts
as the transport agent. To ensure the correct stoichiometry, a
slight selenium excess was included. Single crystals with a
typical size of 4 × 4 × 0.1 mm3 were selected for TR-ARPES
measurements. The Supplemental Material [34] shows resis-
tivity as a function of temperature, where the salient features
of the CDW transition appear below 202 K and confirms the
high quality of our samples as discussed in Ref. [16].
TR-ARPES experiments were performed using a custom
setup [35] based on a high-repetition-rate amplified Yb laser
(Pharos, Light Conversion) operated at 80 kHz. The pulses
from this laser, 290 fs in duration and at 1030 nm, are used
to pump a noncollinear optical parametric amplifier (NOPA)
which outputs 30-fs pulses at 680 nm (1.82 eV). The NOPA
output is used both as the pump beam in our TR-ARPES
experiment and also to generate the 205-nm (6.05 eV) probe
beam for photoemission, through a series of nonlinear optical
processes [35]. The time resolution (cross correlation between
pump and probe pulses) is 65 fs, while energy resolution is
∼53 meV. In order to measure angle-resolved photoemission
we used a time-of-flight detector and spectra for different
angles were recorded by rotating the crystal with respect to
the analyzer [34]. Our photon energy allows us to probe up
to ±0.2 Å−1 within the BZ, which is sufficient to clearly
observe the dynamics of charge carriers in the vicinity of the ̄
point. Before TR-ARPES measurements, the 1T -TiSe2 single
crystals were cleaved in situ to expose a clean surface, and
oriented using low-energy electron diffraction (LEED). De-
generate time-resolved reflectivity (TRR) experiments were
performed with the 30-fs pulses at 680 nm as pump and probe
beams. They impinged on the sample surface at about 45◦ with
crossed polarizations in order to avoid interference artifacts.
All the experiments were performed at a sample temperature
ranging from 80 to 300 K as specified in the figures.
III. EXPERIMENTAL RESULTS
In TR-ARPES, the pump pulse first promotes electrons
from the occupied to the unoccupied states with the same
momenta, while the subsequent UV probe pulse is used to
photoemit electrons and the transient energy dispersion is
mapped in momentum space. Figures 1(b)–1(d) show the
evolution of the TR-ARPES maps at three different time
delays between the pump pulse and the probe for a TiSe2
single crystal at 80 K. The sample temperature is ideal since
it is below TCDW = 202 K, but sufficiently high to allow
perturbations to the PLD as we show below. Figure 1(b)
shows the TR-ARPES map at −225 fs delay (i.e., before the
pump photoexcitation), which reflects the VB dispersion in
the vicinity of the ̄ point (k‖ = 0) in the CDW phase along
the K̄-̄-K̄ direction. The effect of the pump is apparent in
Fig. 1(c) at time delay +25 fs where electrons from the VB
have been promoted into a high-energy CB for k states at
the edges of our detection window. As a high-energy CB
becomes transiently populated, a photoelectron signal is ob-
served above the Fermi level, EF. The effect of the pump and
the TR-ARPES maps exhibit features similar to what has been
reported in other TR-ARPES studies [32,36,37]. Like in other
semimetals [38,39], carrier relaxation from high-energy states
occurs within a few hundred femtoseconds (see Appendix A).
The key signature of the CDW is the gap, : Figure 1(d)
shows that the VB is shifted upwards in energy, i.e.,  is
reduced, even at +425 fs delay. This VB shift lasting longer
than the pump laser duration (30 fs) is a signature of laser-
induced perturbation of . Changes in the VB binding energy
are extensively documented in steady-state ARPES, when
heating the 1T -TiSe2 lattice from T < TCDW to the normal
phase [15,23]. In order to accurately study the VB energy
shift, we have performed an analysis at the fixed detection
angle −14◦ (k‖ ≈ −0.1 Å−1 for the VB) [solid white line in
Figs. 1(b)–1(d)] as a function of pump-probe time delay. This
angle allows better separation between the Fermi level and the
VB, thus avoiding effects due to smearing of the Fermi-Dirac
distribution.
As confirmation that the energy shift is indeed a dynamic
perturbation of the CDW, and not just heating of the VB
electron distribution, we show in Figs. 1(e) and 1(f) the VB
dynamics at 80 and 300 K, respectively. While the data at
80 K exhibit a clear upshift in the VB energy lasting for the
whole measurement window of 3 ps, the 300 K trace shows
no energy shift and only a loss of intensity due to the transient
depletion of electrons in the VB. A closer examination of
the VB photoemission spectrum (PES) allows us to identify
an energy position that shows no dynamics upon pumping at
300 K, i.e., a nodal point in the energy distribution curves
that occurs at about 30% of the maximum intensity; see
Appendix B. This intensity value is used hereafter to monitor
the VB dynamics.
The possibility to tune the pump fluence gives additional
important insights. Figure 2 illustrates how the VB shift
and spectral weight are influenced. A crucial finding of our
study is the measurement of the fluence, F , necessary for
a transient closure of the CDW gap, reported to be  =
0.13 eV [23]. For the analysis, it is important to note that
the dominant contribution to the opening of  comes from
a VB downshift of 0.11 eV at ̄, observed upon cooling from
room temperature to 80 K [23]. Figure 2(a) shows the time
dependence of the VB shift for selected pump fluences. The
maximum VB shift occurs after about 200 fs in all traces,
and for 250 μJ cm−2 reaches ∼0.1 eV. The rise time in the
VB shift occurs on timescales almost identical to the folded
VB ARPES intensity suppression at M̄, recently measured
in a comparable fluence range by Buss et al. [40]. Figure
2(b) reports the VB shift as a function of fluence at specific
023029-3
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FIG. 2. Fluence dependence of the VB dynamics and spectral intensity. (a) VB energy shift, referred to the unperturbed position, as a
function of pump-probe time delay at different pump laser fluences as indicated in the main panel. VB position has been extracted from the
contour at 0.3 of the maximum ARPES intensity [example in Fig 1(e)]. The inset shows the same data normalized to the maximum VB energy
shift on a logarithmic scale. (b) Maximum VB shift (dots) and shift at 3 ps (triangles) extracted from panel (a) as a function of fluence. The
horizontal lines are linked to the right y axis and are the shift in VB energy determined by high-resolution steady-state ARPES as the sample
temperature is increased from 70 K, adapted from Ref. [23]. The VB position at 70 K from steady-state ARPES has been set to coincide with
the VB energy at negative delays in our experiments. Energy error bars on VB shift data points are <2 meV. (c) Intensity of the VB at 80 K
and for different laser fluences as indicated, normalized to ARPES intensity at negative delays and at room temperature [shown in (d)]. (d)
Comparison between the normalized VB intensity in the CDW phase (80 K) and normal phase (300 K). A gain in intensity is observed in the
80 K data indicated by the blue shaded region.
time delays corresponding to the maximum shift (dots) and
at t = 3 ps (triangles), the latter will be discussed below.
To gauge the VB maximum shift with respect to the level
of CDW perturbation, we have also plotted the shift in the
equilibrium VB binding energy as horizontal lines in Fig. 2(b),
taken from high-resolution steady-state ARPES [23] in going
from 70 to 300 K. Two key observations are apparent from
the trend of the VB maximum. First, the maximum shift is
initially linear for low fluence before reaching a plateau for
F > 93 μJ cm−2 equivalent to a shift in the equilibrium VB
binding energy observed at temperatures between 180 and
200 K. Second, this plateau persists until a critical fluence of
FCDW = 200 μJ cm−2, beyond which the VB transiently shifts
above the 200 K line of equilibrium data and is consistent with
complete suppression of  and disappearance of CDW order.
These nonlinear trends are not due to saturation of absorption
from TiSe2 (Appendix A) or average laser heating [34], but
are instead an intrinsic characteristic of the CDW dynamics.
Returning to the VB dynamics in Fig. 2(a) for the low flu-
ences of 31 and 62 μJ cm−2 we find a fast recovery, described
by a monoexponential decay with equal time constants of
∼770 fs. This leads to a complete VB recovery, i.e., 0 eV shift,
at time delays >2 ps. For higher fluences, multiexponential
decays with lifetimes longer than 1100 fs are found. The
inset in Fig. 2(a) gives a clearer comparison of the same
data, plotted on a logarithmic normalized intensity scale. The
dynamics can be grouped into two well-defined categories and
points to a threshold fluence, Fth, between these regimes of fast
and slow VB recovery. The residual VB shift at 3 ps (trian-
gles), shown in Fig. 2(b), clearly identifies Fth > 62 μJ cm−2.
Note that Fth  FCDW/3.3, and so does not coincide with the
complete suppression of  occurring at FCDW.
Following these observations, we look at the spectral inten-
sity dynamics from the TR-ARPES. The left panel in Fig. 2(c)
shows the spectral weight obtained by integrating the PES up
to the Fermi level for F < Fth, normalized as described in the
caption. For both fluences the spectral weight is depleted upon
photoexcitation and reestablished within 500 fs. However, for
the 62 μJ cm−2 data (orange curve) at a delay >500 fs the
spectral weight shows a small and short-lived intensity gain.
Similar behavior, but more pronounced and longer lasting,
is observed for the two higher fluences reported in the right
panel of Fig. 2(c). Photoexcitation with F  Fth therefore
increases spectral weight in the VB. To confirm the origin of
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this gain we compare the traces at 80 and 300 K in Fig. 2(d).
At negative delay, the total intensity measures electrons in the
VB up to the Fermi level. This is diminished when going from
300 to 80 K because CDW formation transfers spectral weight
from ̄ to the VB folded at M̄; cf. Fig. 1(a). Crucially, the
300 K data in the normal phase do not show any increase in
intensity above the initial value. Thus, the observed gain (blue
arrow) is caused by the photoinduced unfolding of the VB
from M̄ to the  point and indicates breaking of exciton pairs
in the CDW condensate [36], and/or a disturbance of the PLD.
The results of Fig. 2 report the 1T -TiSe2 VB dynamics
in a fluence regime rarely studied by TR-ARPES [40]. It is
important to point out that previous time-resolved all-optical
experiments in the low-fluence regime F < Fth have clarified
how the initial perturbation of the CDW by femtosecond laser
pulses is nonthermal, i.e., it concerns mainly the electronic or-
der in the system represented by the exciton condensate and to
a negligible extent the lattice degrees of freedom [13,14]. This
is consistent with electron-electron and electron-exciton scat-
tering times on the order of hundreds of femtoseconds [13].
When discussing possible scenarios for the CDW in TiSe2,
we consider that the CDW formation is due to both excitonic
and lattice interactions, where the relative contributions and
relationship are currently unknown. For fluences below Fth,
the rapid VB recovery is consistent with electronic dynamics
and suggests that mainly the excitonic part of the CDW is
perturbed. Above Fth there is an additional contribution with a
longer recovery time, indicating a bottleneck in reestablishing
the CDW ground state.
Interestingly, Fth identified from the 3 ps data in Fig. 2(b)
corresponds to a VB position at 150 K from steady-state
measurements. This is the sample temperature at which recent
femtosecond THz experiments reported the disappearance of
the phonon fingerprint of the PLD [13]. All together this
suggests that the <200 fs nonthermal shift of ∼0.05 eV at Fth
can be interpreted as a lower limit for the initial excitonic
contribution to the CDW. Above Fth, a second weakening
process for  plays a role. Notice that a simple picture in
which excitonic and phononic contributions can be obtained
separately from the VB dynamics alone, and summed to
obtain the full , does not apply. Rather, we now look at how
phonons influence the dynamics of .
Understanding of the CDW bottleneck dynamics benefits
from monitoring lattice degrees of freedom. While steady-
state ARPES experiments can provide indirect information on
lattice structure from changes in the electronic band structure,
time-resolved experiments allow the dynamics of a subset
of phonons to be probed in real time [41]. In TR-ARPES,
we observe that below Fth the VB dynamics are modulated
by periodic oscillations, very likely connected to coherent
phonons, whereas above Fth their amplitude weakens or is
undetectable [34]. Oscillations of the VB in TR-ARPES
signify the presence of phonons connected with the order
parameter. Thus, it is conceivable that such oscillations will
weaken as the CDW is perturbed above Fth. Further informa-
tion on phonon dynamics can be obtained from optical TRR
experiments which offer a slightly higher time resolution and
probe the change in refractive index of our crystal modulated
by phonons. Figure 3(a) shows clear oscillations in TRR
for all fluences. It is important to note that below Fth, both
the period and damping time are similar to those seen in
TR-ARPES. Figure 3(b) illustrates the oscillatory component
of the signal at different fluences after subtraction of an
exponential decay. A Fourier transform (FT) of the data from
Fig. 3(b) allows us to identify two well-separated oscillation
frequencies: a low-frequency mode at 3.36 THz (112 cm−1)
and a high-frequency mode at 6.03 THz (201 cm−1). The
lower frequency is that of the Raman active A∗1g phonon of
1T -TiSe2 [34,42]. At F  Fth the A∗1g is the most intense
coherently coupled phonon with the largest amplitude. This
mode is a consequence of the PLD and is not present in the
normal phase of 1T -TiSe2 [42]. We show in Ref. [34] that
the A∗1g mode is selectively coupled to the CDW and recent
experiments by Monney et al. have shown how it modulates
the CDW recovery after quasiresonant excitation at  [33].
At F  132 μJ cm−2 the oscillations are instead dominated
by the higher-frequency mode, similar in frequency to the
A1g phonon of the normal phase [34,42], or two zone-edge
modes triggered by a second-order process [43,44]. Both
assignments for the high-frequency 6.03 THz oscillations are
consistent with a perturbed PLD and excitation of phonon
modes of the normal phase structure [34].
The progressive change of amplitude between the selec-
tively coupled phonons (SCPs) as the laser intensity increases
can be interpreted with two hypotheses: (i) A∗1g phonons that
do not couple coherently in the CDW recovery; (ii) a loss of
PLD (disappearance of A∗1g) and thus rearrangement of the
lattice towards the normal phase, as also supported by the
unfolding results, cf. Fig. 2(c). Information on phonons is
relevant for the bottleneck, since a substantial population of
excited vibrational modes (hot phonons) can transfer energy
back into the already perturbed exciton condensate and sup-
press its reestablishment. Most important is the observation
that phonons linked to the normal phase structure modulate
the dynamics when the bottleneck in the recovery appears, as
clearly shown by the comparison of FT amplitudes and VB
shift in Fig. 3(d).
IV. MODEL AND DISCUSSION
We have performed a series of simulations capable of
describing the VB dynamics as a function of laser fluence.
These are inspired by the Rothwarf-Taylor (R-T) model which
was initially used to describe the equilibration of Cooper
pairs in superconductors with hot electrons and phonons
[26,45] and has also been applied to CDW materials [46].
Photoexcitation dynamics in 1T -TiSe2 is tracked via three
populations: hot carriers (electrons and holes) ne created
by the pump; low-energy unbound quasiparticles (QPs), nq,
originating from breaking excitons into electrons and holes
[a process consistent with Fig. 2(c)]; and a population of
SCPs, Np. Following the pump pulse, carriers rapidly relax
via electron-electron and electron-phonon scattering, breaking
excitons into unbound QPs and exciting SCPs and other
phonons in the process. Figure 4(a) outlines the main pro-
cesses resulting in the relaxation bottleneck. A scheme of
all the physical processes accounted for in the model is in
Fig. S10 of the Supplemental Material [34]. QPs can recom-
bine into the exciton condensate with a rate R by exciting
the SCPs further, while absorption of SCPs by the exciton
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FIG. 3. Coherent coupling to phonons in TRR. (a) Coherent phonon oscillations observed by time-resolved reflectivity (TRR) in the CDW
phase (80 K) at different laser fluences. (b) Oscillations after subtraction of an exponential decay in the TRR data in panel (a) and offset for
clarity. (c) Fourier transform (FT) amplitude for the oscillations in panel (b) at 80 K together with the normal phase (300 K) for comparison.
(d) FT amplitude of the A∗1g and 6-THz modes, as a function of fluence. The VB shift at 3 ps (black triangles) from Fig. 2(b) is superimposed
(right y axis).
condensate can dissociate excitons to create QPs with a rate η.
The SCPs also equilibrate with the bath through anharmonic
decay at a rate γ . The complete model is discussed in the
Supplemental Material [34].
Figure 4(b) shows that the VB dynamics can be accu-
rately modeled approximating the VB shift as (t ) − 80 K
via [26]
(t ) = 80 K
√
1 − nq(t )/nc, (1)
where 80 K = 130 meV is the CDW gap at 80 K [23] and nc
is the critical QP density, which we have estimated based on
our Hall effect measurements [34] and reports from literature
[19]. In the model ne has been determined from the measured
laser pulse fluences. The fluence dependence of the two main
fitting parameters γ and η, reported in Fig. 4(c), shows a
correspondence with the VB shift behavior and to the FT
amplitudes of the different coherent phonons in Fig. 3(d).
The bottleneck effect emerges in the model due to the SCPs
becoming simultaneously less damped (smaller γ ) and scat-
tering more frequently with excitons (larger η). The model
does not distinguish between A∗1g and A1g phonons. Thus
the substantial change in η at Fth implicitly accounts for the
switch between these modes seen in TRR experiments, and
for the likely change in exciton-phonon scattering rates in the
weakened PLD. A correlation between the values of γ −1 and
the damping time of coherent oscillations τdamp extracted from
TRR experiments appears from Fig. 4(c). This quantitative
correspondence for the same physical observable, inferred
from the modeled VB dynamics and independently extracted
from TRR data, lends weight to the credibility of our model.
Future work with structural probes such as time-resolved
x-ray diffraction will help to probe the anharmonic decay of
SCP in momentum space [43,47] and thus further verify such
correlation. The ratio γ /η reported in Fig. 4(d) is an important
metric for which the strong bottleneck regime occurs when
γ /η < 1 [26]. In contrast to superconductors, where the bot-
tleneck regime arises directly from the nonlinearity of the R-T
equations without changing η and γ as a function of fluence,
in CDW materials the electronic order is coupled to the PLD.
Weakening of the PLD results in dramatic changes to the
interactions at play in the recovery of excitons as illustrated
by Fig. 4(d).
A comparison with previous femtosecond experiments per-
formed at lower sample temperatures supports our conclu-
sions that the anharmonic decay of SCP plays a role in the
CDW bottleneck dynamics [13,33]. Monney et al. observed
coherent A∗1g phonon oscillations in the recovery of the folded
band intensity at the M̄ point upon excitation with pulses at
400-meV photon energy and a fluence of 400 μJ cm−2 [33].
While this laser fluence is almost an order of magnitude larger
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FIG. 4. Modeling of VB dynamics and phonon bottleneck in the CDW recovery. (a) Bottleneck involving the quasiparticle population,
nq, and the out-of-equilibrium SCPs, Np. The straight black arrows indicate the transition from electron and hole quasiparticles to the exciton
condensate in both directions. Red curved arrows indicate the scattering of two quasiparticles with an SCP in the recombination process (left
panel) or the scattering of an exciton with an SCP generating two quasiparticles (right). γ is used to indicate the anharmonic phonon-phonon
scattering with the thermal bath. The orange arrows illustrate the iterative dynamics between recombination and reexcitation influenced by γ .
The Supplemental Material (Fig. S9) includes a further diagram illustrating the fast photoexcitation process preceding this bottleneck dynamics
[34]. (b) VB dynamics extracted from the model (solid curves) overlaid with the TR-ARPES data (dots) from Fig. 2(a). (c) Fluence dependence
of the fitting parameters 1/η (green diamonds) and 1/γ (purple triangles) together with damping times, τdamp, from experiments as indicated
in the legend. (d) Ratio γ /η (log scale) as a function of pump laser fluence extracted from the model simulations.
than our Fth, we note that the sample temperature was 30 K
and the photon energy is comparable to the CDW gap, thus
directly generating quasiparticles with the pump pulse instead
of hot free carriers. A pump photon energy of 1.55 eV, i.e.,
similar to this work was employed in the broadband THz
spectroscopy experiments of Porer et al. [13], where a delayed
recovery of the excitonic order was seen at fluences above
40 μJ cm−2, i.e., comparable to our Fth, and with an additional
suppression for higher fluences. From our data, the additional
suppression can be related to phononic effects. Moreover, in
agreement with our arguments that the anharmonic decay in-
fluences the CDW recovery, Porer et al. observed that the sam-
ple temperature had to be increased to 150 K in order to show
a photoinduced melting of the PLD. Combining these results,
it is evident that the sample temperature is an important
factor. The temperature of the heat bath can control γ , leading
to much longer damping times as temperature is decreased
below ∼60 K as confirmed in the TRR data of Ref. [14].
We conclude that below Fth only a limited number of
QPs are excited out of the excitonic condensate and relax by
coupling to A∗1g phonons characteristic of the PLD. Above Fth
the excitonic part of the CDW gap is perturbed to an extent
where the coupling to the A∗1g phonons is weakened and the
QP population is substantial. Thus, recovery of the CDW
experiences a bottleneck controlled by the anharmonic decay
of hot phonons and the modified phonon dispersion of the
weakened PLD. Our results therefore provide evidence that
in the out-of-equilibrium regimes probed in our experiments,
the reformation of the CDW in 1T -TiSe2 upon electronic
cooling is always influenced by lattice degrees of freedom.
In addressing the introductory questions on exciton-phonon
coupling, we come to the following conclusions: (i) we ex-
clude that 1T -TiSe2 should be classified as typical Peierls
CDW material, since the initial perturbation of  occurs on
a short timescale ∼200 fs consistent with electronic screen-
ing of Coulomb interactions [Fig. 2(a)], in agreement with
similar conclusions made by others [31,32,40]; (ii) for the
quasiparticles, i.e., electron and holes at the band edge, the
selective coupling to A∗1g phonons of the PLD is involved in
the exciton condensation and thus a selective coupling with
specific modes should be considered strong; (iii) ultimately, if
PLD phonons are out of thermal equilibrium with the lattice
bath, or not present at all (due to a loss of PLD),  is recovered
only to its corresponding steady-state value of ∼150 K.
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We argue that the low-fluence regime explored in this
work contributes to the discussion on the mechanism of CDW
formation in 1T -TiSe2 in the absence of light excitation, i.e.,
in the ground state. Focusing on the recovery dynamics allows
us to extract relevant parameters in understanding how SCPs
of the PLD structure and of the normal structure interact
with charge carriers and excitons. Most importantly our work
highlights the role of anharmonic coupling between SCPs
and the thermal bath, which in our simplified model is the
lattice temperature set by other low-energy phonon modes. As
shown by Weber et al. optical phonon modes interacting with
an acoustic branch experience a softening as temperature is
lowered close to TCDW [48]. Our work probes how phonons
are directly influencing  and provides estimates for the
scattering rates between excitons and SCPs.
To generalize the discussion and extend it to other TMD
materials exhibiting a CDW transition, it is interesting to
compare our results with the very recent work of Shi et al. on
1T -TaSe2 [49]. The CDW transition temperature in 1T -TaSe2,
473 K, is more than twice that of TiSe2 and the system
is known to exhibit laser-induced perturbation of the elec-
tronic order at much higher fluences than those we report
here [31,50]. Interestingly, Shi et al. show a transient energy
shift of CDW-related tantalum bands as a function of flu-
ence by TR-ARPES. This is consistent with what we show
in Fig. 2(b), although on a completely different scale of
fluences. In 1T -TaSe2, even after the pump-induced band
shift has reached a plateau, the coherent phonon oscillations
related to the PLD are seen, uncovering a metastable state
mediated by selective electron-phonon coupling [49]. What
is remarkable is that the damping time of those oscillations
shows similarities to our observations of Fig. 3(c); i.e., the
damping time is faster as the electronic gap is closing. Such
behavior could signal the fact that a phonon bottleneck is
involved in the formation of the metastable state in 1T -TaSe2
as well. As Shi et al. commented, this could be explained as
a modulation of the electron-phonon coupling, a scenario in
line with the Peierls-Mott nature of the CDW in 1T -TaSe2
[50]. The different nature of the CDW in TiSe2, where the
excitonic and phononic contributions cooperate to generate a
gap, is seen in the switching of the coupled phonon modes
as the CDW gap closes. Our combined TRR and TR-ARPES
approach could be used to determine at which fluence the PLD
of 1T -TaSe2 is perturbed to an extent where phonons of the
normal phase play a role. It may also be applied to other CDW
TMDs, since many of them exhibit detectable changes in PLD
through Raman resonances across the respective TCDW [51].
V. CONCLUSIONS
In summary, the CDW dynamics of 1T -TiSe2 following
ultrafast photoexcitation shows different out-of-equilibrium
regimes accessed by changing pump laser fluence. There
exists two distinct regimes below the complete melting of the
CDW, one in which the PLD structural order appears robust
and a weak perturbation of the excitonic condensate results in
a fast recovery time of <2 ps. For fluences above 60 μJ cm−2
the CDW is still present in a metastable state controlled by the
lattice degrees of freedom, i.e., hot phonons and partial loss of
PLD. Our study conclusively shows that the dynamics of the
CDW gap can be modeled as the increase of QPs excited out
of the exciton condensate, which in turn depends on SCPs. In
the absence of full thermalization of this subset of phonons
with the bath, the full recovery of the CDW is impeded. Future
work aiming at controlling the CDW by targeted excitation
of phonons with intense THz pulses could represent a new
avenue to connect the incommensurate CDW in 1T -TiSe2 to
the superconductivity [11] as well as three pulse experiments
to investigate the symmetry of the weakened PLD [52]. The
combination of ultrafast spectroscopy methods presented
here, TRR and TR-ARPES, has proven decisive in giving
insights into the complex nature of the CDW in 1T -TiSe2.
This experimental approach can be applied to many other
correlated electron materials such as superconductors and
topological insulators in order to disentangle the complex
many-body interactions that dominate their unique properties.
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APPENDIX A: TIME DEPENDENCE OF FREE CARRIER
POPULATION AND LINEARITY WITH PUMP FLUENCE
In order to check the linearity of the laser pumping effect
in our TR-ARPES experiment, we have analyzed the total
intensity above the EF, for all spectra, which provides an
indication of the transient free carrier population induced by
the pump pulse. For this, we used the normalized spectra in
Fig. 6 at each pump-probe delay and integrated across the
high-energy tail to intensity 0.25 (just below the nodal point
of all spectra in the normal phase) as shown by the example
in the inset of Fig. 5(a). The main panel of Fig. 5(a) shows
the result of the integration as a function of pump-probe delay
for each fluence in the CDW phase (solid lines) and in the
normal phase (dashed line) for comparison. All curves have a
maximum near +50 fs and recover to their values before pump
excitation (at −225 fs) within 1500 fs. Figure 5(b) shows the
integrated signal at negative (−175 fs) and at positive (+50 fs)
time delays for different fluences. Importantly, the (−175 fs)
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FIG. 5. Linearity of free carrier population above the Fermi level
with pump fluence. (a) Integrated spectral intensity above the Fermi
level, EF, as a function of pump-probe delay for each pump fluence
in the CDW phase (80 K). The dashed line shows the normal phase
(300 K) for comparison. The inset shows representative PES at
300 K and the criterion used to calculate the free-carrier population.
(b) Fluence dependence of the integrated spectral intensity of the
Fermi tail at −175 fs time delay (black dots), at +50 fs time delay
(red squares) and their difference (blue triangles). The linear fit gives
R2 = 0.97377.
tail contribution, black dots in Fig. 5(b), is found to be the
same at all fluences within the experimental error. This is
consistent with the tail being an equilibrium effect. If we sub-
tract the tail at negative times, represented by the black dots,
then all data points scale down, giving an intercept passing
through the origin for the line of best fit. The y-axis error
of the integrated spectral intensity is related to the statistical
error (
√
N) in the number of counts, N , and the x-axis error is
the fluctuation of laser fluence estimated with an optometer
and by analyzing the fluctuation of the VB peak intensity
measured at positive delays multiple times under the same
conditions with high statistics. Further aspects on the linearity
of photoexcited carrier population can be found in Ref. [34].
FIG. 6. Photoemission spectra (PES) for various pump-probe
delays. (a) Normal phase, 300 K and (b) CDW phase, 80 K for
fluence, F = 250 μJ cm−2 obtained along the −14◦ emission angle.
Curves in both panels are normalized to the intensity at −225 fs
delay. The black arrows [panel (a)] indicate the nodal point for all
spectra in the normal phase. At this same point in the CDW phase (b),
there is a clear shift in energy at positive time delay due to the VB
shift (red arrows). The blue shaded region in (b) highlights increased
intensity at positive delay attributed to replica band unfolding as
discussed in the main text relating to Fig. 2(d).
APPENDIX B: KEY SIGNATURES OF CDW
SUPPRESION IN TR-ARPES
In order to highlight all the spectroscopic features of
CDW suppression seen in our experiment, the photoemis-
sion spectra (PES) for various pump-probe delays are shown
in Fig. 6; which are extracted from the data in Figs. 1(e)
and 1(f). In the normal phase at 300 K, Fig. 6(a), shortly
after the pump pulse (+125 fs), there is a clear reduc-
tion of the VB intensity and a significant broadening of
the photoemission peak across the Fermi level. We do not
observe any shift in the VB energy (horizontal black arrows)
and the intensity at long delay (+2425 fs) returns to the
initial value (at −225 fs). At sample temperatures below
TCDW the same initial reduction in intensity and broadening
of states occurs [+125 fs, Fig. 6(b)]. However, in contrast
to the normal phase data, there is a clear upshift of the VB
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energy (horizontal red arrows). This upshift is a signature of
the photoinduced CDW gap closing. In addition, at long delay
(1 ps) there is an increase in the VB intensity (blue shaded
region) which we attribute to the unfolding of the VB replica
from M̄ to ̄ as the CDW order is suppressed as discussed
with reference to Figs. 2(c) and 2(d).
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T. K. Kim, K. Rossnagel, and P. D. C. King, Orbital- and
kz-Selective Hybridization of Se 4p and Ti 3d States in the
Charge Density Wave Phase of TiSe2, Phys. Rev. Lett. 122,
076404 (2019).
[26] C. Giannetti, M. Capone, D. Fausti, M. Fabrizio, F. Parmigiani,
and D. Mihailovic, Ultrafast optical spectroscopy of strongly
correlated materials and high-temperature superconductors: A
non-equilibrium approach, Adv. Phys. 65, 58 (2016).
[27] S. Vogelgesang, G. Storeck, J. G. Horstmann, T. Diekmann, M.
Sivis, S. Schramm, K. Rossnagel, S. Schafer, and C. Ropers,
Phase ordering of charge density waves traced by ultrafast low-
energy electron diffraction, Nat. Phys. 14, 184 (2018).
[28] F. Boschini et al., Collapse of superconductivity in cuprates
via ultrafast quenching of phase coherence, Nat. Mater. 17, 416
(2018).
[29] J. Orenstein, Ultrafast spectroscopy of quantum materials,
Phys. Today 65(9), 44 (2012).
[30] S. G. Han, Z. V. Vardeny, K. S. Wong, O. G. Symko, and
G. Koren, Femtosecond Optical-Detection of Quasiparticle Dy-
namics in High-Tc YBa2Cu3O7-δ Superconducting Thin Films,
Phys. Rev. Lett. 65, 2708 (1990).
[31] S. Hellmann et al., Time-domain classification of
charge-density-wave insulators, Nat. Commun. 3, 1069
(2012).
[32] T. Rohwer et al., Collapse of long-range charge order tracked
by time-resolved photoemission at high momenta, Nature 471,
490 (2011).
023029-10
Chapter 5. Understanding the role of excitons and phonons in the charge density wave
of 1T -TiSe2
112
EXCITONIC AND LATTICE CONTRIBUTIONS … PHYSICAL REVIEW RESEARCH 1, 023029 (2019)
[33] C. Monney et al., Revealing the role of electrons and phonons
in the ultrafast recovery of charge density wave correlations in
1T -TiSe2, Phys. Rev. B 94, 165165 (2016).
[34] See Supplemental Material at http://link.aps.org/supplemental/
10.1103/PhysRevResearch.1.023029 for electronic transport
measurements, laser heating considerations, details of the R-T
simulations, and temperature-dependent Raman spectroscopy.
[35] F. Boschini, H. Hedayat, C. Dallera, P. Farinello, C.
Manzoni, A. Magrez, H. Berger, G. Cerullo, and E.
Carpene, An innovative Yb-based ultrafast deep ultravi-
olet source for time-resolved photoemission experiments,
Rev. Sci. Instrum. 85, 123903 (2014).
[36] S. Mathias et al., Self-amplified photo-induced gap quenching
in a correlated electron material, Nat. Commun. 7, 12902
(2016).
[37] G. Rohde et al., Tracking the relaxation pathway of photo-
excited electrons in 1T -TiSe2, Eur. Phys. J.: Spec. Top. 222,
997 (2013).
[38] T. Limmer, J. Feldmann, and E. Da Como, Carrier Lifetime in
Exfoliated Few-Layer Graphene Determined from Intersubband
Optical Transitions, Phys. Rev. Lett. 110, 217406 (2013).
[39] D. Bugini, F. Boschini, H. Hedayat, H. Yi, C. Chen, X. Zhou,
C. Manzoni, C. Dallera, G. Cerullo, and E. Carpene, Ultrafast
spin-polarized electron dynamics in the unoccupied topological
surface state of Bi2Se3, J. Phys.: Condens. Matter 29, 30LT01
(2017).
[40] J. H. Buss et al., A setup for extreme-ultraviolet ultrafast angle-
resolved photoelectron spectroscopy at 50-kHz repetition rate,
Rev. Sci. Instrum. 90, 023105 (2019).
[41] L. Perfetti, P. A. Loukakos, M. Lisowski, U. Bovensiepen, H.
Berger, S. Biermann, P. S. Cornaglia, A. Georges, and M. Wolf,
Time Evolution of the Electronic Structure of 1T -TaS2 through
the Insulator-Metal Transition, Phys. Rev. Lett. 97, 067402
(2006).
[42] J. A. Holy, K. C. Woo, M. V. Klein, and F. C. Brown, Ra-
man and infrared studies of superlattice formation in TiSe2,
Phys. Rev. B 16, 3628 (1977).
[43] T. Huber, S. O. Mariager, A. Ferrer, H. Schafer, J. A. Johnson,
S. Grubel, A. Lubcke, L. Huber, T. Kubacka, C. Dornes,
C. Laulhe, S. Ravy, G. Ingold, P. Beaud, J. Demsar, and
S. L. Johnson, Coherent Structural Dynamics of a Prototypi-
cal Charge-Density-Wave-to-Metal Transition, Phys. Rev. Lett.
113, 026401 (2014).
[44] L. Rettig, R. Cortés, J.-H. Chu, I. R. Fisher, F. Schmitt,
R. G. Moore, Z.-X. Shen, P. S. Kirchmann, M. Wolf, and
U. Bovensiepen, Persistent order due to transiently enhanced
nesting in an electronically excited charge density wave,
Nat. Commun. 7, 10459 (2016).
[45] A. Rothwarf and B. N. Taylor, Measurement of Recombination
Lifetimes in Superconductors, Phys. Rev. Lett. 19, 27 (1967).
[46] V. V. Kabanov, J. Demsar, and D. Mihailovic, Carrier-relaxation
dynamics in intragap states: The case of the superconduc-
tor YBa2Cu3O7-δ and the charge-density-wave semiconductor
K0.3MoO3, Phys. Rev. B 61, 1477 (2000).
[47] P. Beaud et al., A time-dependent order parameter for ultrafast
photoinduced phase transitions, Nat. Mater. 13, 923 (2014).
[48] F. Weber, S. Rosenkranz, J. P. Castellan, R. Osborn, G.
Karapetrov, R. Hott, R. Heid, K. P. Bohnen, and A. Alatas,
Electron-Phonon Coupling and the Soft Phonon Mode in TiSe2,
Phys. Rev. Lett. 107, 266401 (2011).
[49] X. Shi et al., Ultrafast electron calorimetry uncovers a new long-
lived metastable state in 1T -TaSe2 mediated by mode-selective
electron-phonon coupling, Sci. Adv. 5, eaav4449 (2019).
[50] C. Sohrt, A. Stange, M. Bauer, and K. Rossnagel, How fast can
a Peierls–Mott insulator be melted? Faraday Discuss. 171, 243
(2014).
[51] S. Sugai, Lattice-vibrations in the charge density-wave states of
layered transition-metal dichalcogenides, Phys. Status Solidi B
129, 13 (1985).
[52] S. Wall, D. Wegkamp, L. Foglia, K. Appavoo, J. Nag, R. F.
Haglund, J. Stahler, and M. Wolf, Ultrafast changes in lattice
symmetry probed by coherent phonons, Nat. Commun. 3, 721
(2012).
[53] C. Monney, E. F. Schwier, M. G. Garnier, N. Mariotti, C.
Didiot, H. Cercellier, J. Marcus, H. Berger, A. N. Titov, H.
Beck, and P. Aebi, Probing the exciton condensate phase in
1T -TiSe2 with photoemission, New J. Phys. 12, 125019 (2010).
[54] T. E. Kidd, T. Miller, M. Y. Chou, and T. C. Chiang, Electron-
Hole Coupling and the Charge Density Wave Transition in
TiSe2, Phys. Rev. Lett. 88, 226402 (2002).
023029-11
5.3. Publication entitled: “Excitonic and lattice contributions to the charge density
wave in 1T -TiSe2 revealed by a phonon bottleneck”
113
1 
Supplementary information for: 
Excitonic and lattice contributions to the charge density wave in 
1T-TiSe2 revealed by a phonon bottleneck  
H. Hedayat1, C. J. Sayers2, D. Bugini1, C. Dallera1, D. Wolverson2, T. Batten3, S.
Karbassi4, S. Friedemann4, G. Cerullo1, J. van Wezel5, S. R. Clark4,6, E. Carpene7, E. Da 
Como2 
1 Dipartimento di Fisica, Politecnico di Milano, 20133 Milano, Italy 
2 Department of Physics, Centre for Nanoscience and Nanotechnology (CNAN) and Centre 
for Photonics and Photonic Materials (CPPM), University of Bath, BA2 7AY Bath, UK 
3 Renishaw plc, Wotton-under-Edge, GL12 7DW, UK 
4 HH Wills Physics Laboratory, University of Bristol, BS8 1TL Bristol UK 
5 Institute for Theoretical Physics, Institute of Physics, University of Amsterdam, 1090 GL 
Amsterdam, The Netherlands 
6 Max Planck Institute for the Structure and Dynamics of Matter, CFEL, Hamburg, Germany 
7 IFN-CNR, Dipartimento di Fisica, Politecnico di Milano, 20133 Milano, Italy 
1. Characterisation of the CDW transition by electronic transport measurements
In order to confirm the sample quality of 1T-TiSe2 single crystals used in TR-ARPES, we have 
performed electronic transport measurements including the temperature dependence of the in-
plane resistivity and Hall effect. From this, we determine the CDW transition temperature and 
estimate the density of carriers involved in the phase transition. The in-plane resistivity, 𝜌𝑎𝑏 as 
a function of temperature for a single crystal 1T-TiSe2 sample is shown in Fig. S1(a). The 
behaviour is typical of this material, and the expected CDW transition (𝑇𝐶𝐷𝑊 = 202 K) for near-
stoichiometric samples is observed as a kink in the first derivative [1] (Fig. S1(b)). Hall effect 
measurements are presented in Fig. S1c. Above the CDW transition, at 205 K, the Hall 
coefficient,𝑅𝐻 is positive and the associated charge carrier density is 𝑛= 6.78 × 10
20 cm-3 using
the simple relation; 𝑅𝐻 = 1 𝑛⁄ ∙ 𝑞, where 𝑞 is the elementary charge. As the temperature is 
reduced below the CDW transition, 𝑅𝐻 becomes negative indicating that the dominant 
conduction switches from holes to electrons. In addition, the charge carrier density is rapidly 
decreasing and reaches a value of 𝑛= 3.09 × 1019 cm-3 at 80 K. The difference above and below 
the transition is ∆𝑛=6.47 × 1020 cm-3 which provides an estimate of the density of carriers 





removed by the CDW (formation of bound exciton states), and is in excellent agreement with 
previous studies [2,3]. 
 
  



































































Fig. S1. Electronic transport measurements of 1T-TiSe2. (a) In-plane resistivity, 𝜌𝑎𝑏 as a function of 
temperature in the range (4.2 – 295) K. (b) First derivative of the resistivity (panel a.), highlighting the 
transition to CDW phase at approximately 202 K. (c) Hall coefficient, 𝑅𝐻 as a function of temperature 
with an applied magnetic field of 3 T. 
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2. Details of TR-ARPES and TRR experiments. 
In order to measure angle-resolved photoemission maps (Fig. 1(b-d) of the main text) we used 
a time-of-flight (TOF) detector. Spectra for different angles were recorded by rotating the 
crystal with respect to the analyser. The angular dependence of emission was converted into 
k║, momentum parallel to the crystal surface, according to 𝑘‖ = √2𝑚𝐸𝑘𝑖𝑛 ħ
2⁄ 𝑠𝑖𝑛𝜃, where m is 
the electron mass, Ekin is the photoelectron kinetic energy and θ is the emission angle. The 
angular acceptance of the TOF detector is ± 1.5° which corresponds to a momentum resolution 
of approximately ± 0.013 Å-1 at 1 eV kinetic energy. ARPES maps of energy versus momentum 
are therefore acquired by taking spectra at different pump-probe delays and different angles 
between the crystal surface and the detector. The analysis of VB shift dynamics presented in 
the main text, however has been performed on data acquired at a single fixed angle (-14o) with 
high statistics. We have used crossed polarisation of pump (p-pol) and probe (s-pol) beams. In 
order to construct Fig.1(b-d) in the main text, (i) each Photo Emission Spectrum (PES)  (i.e. 
the spectrum at each angle) has been normalised to its respective maximum intensity (the VB 
peak) (ii) the energy-vs-angle map has been converted to energy-vs-momentum. In order to 
make the comparison between TR-ARPES and TRR experiments as close as possible we have 
used the pump beam from the same laser system, and determined the laser fluence accurately 
as follows. For both TR-ARPES and TRR experiments, the pump power has been measured 
with the same optometer. For TR-ARPES, the pump spot size has been measured with a beam 
profiler, deflecting pump and probe beams with a flip mirror (just before entering the vacuum 
chamber) and placing the beam profiler at the pump-probe overlap position. Corrections due 
to the incidence angle “” (with respect to the sample normal), which makes the pump beam 
slightly elliptical on the sample surface, have been included. For TRR measurements we have 
used the “knife-edge” method: a sharp edge mounted on a micrometer stage is placed at a 
defined position between the focusing lens and sample: as the edge cuts the beam, the reflected 
intensity is measured. Intensity versus edge position provides the beam size. Repeating the 
procedure at two known distances from the sample allows us to extrapolate the pump spot size 
(100 m) on the specimen. The probe is approximately half of the pump spot size to ensure 









3. Coherent phonon oscillations 
An interesting aspect of our experiment is the observation of coherent oscillations of the 
valence band (VB). Previously, TR-ARPES experiments have seen coherent oscillations only 
by focussing on the intensity of the weak folded replica of the VB at the ?̅?-point [4,5]. Here 
instead, we report oscillations in the VB binding energy at ?̅?, which is directly related to the 
CDW gap, ∆. Fig. S2a shows TR-ARPES data for 31 J cm-2 fluence where oscillations are 
clearly seen at different signal intensity contours (black lines) indicating the coherent 
coupling between phonons and the VB binding energy. Subtraction of an exponential decay 
allows the oscillatory component to be extracted as shown in Fig. S2b. At this fluence, a 
damped oscillation of magnitude ± 5 meV occurs with period 290 – 300 fs (f ≈ 3.4 THz) 
which corresponds to the A1g* amplitude mode. Such assignment is consistent with previous 
optical [6,7] and TR-ARPES experiments [5]. For fluences above Fth (62 J cm
-2), we could 
not confidently extract the frequency of the oscillations because of the low amplitude and 
strong damping, making them hardly distinguishable above the level of the noise. 
 
Together with the TR-ARPES experiments, we have also performed complementary time-
resolved optical reflectivity (TRR) using similar experimental conditions as TR-ARPES (same 
pump photon energy and comparable fluences). First we show TRR data performed at very low 
fluence, F = 8 J cm-2. Fig. S3 illustrates a crossover between the dominant phonon oscillation 
Fig. S2. VB oscillations. (a) Coherent oscillations in the VB dynamics for F = 31 µJ cm-2. The black 
lines indicate different intensity levels. (b) VB dynamics after subtraction of the exponential intensity 
decay (black dots), the frequency of oscillations is ~ 3.4 THz, consistent with the A1g* amplitude 
mode. 
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of A1g* (3.19 THz) below TCDW to A1g (5.95 THz) when the sample temperature is increased 
above TCDW.  
 
 
Fig. 3 in the main text shows a similar behaviour but with the sample held at a constant 
temperature of 80 K and laser fluence increased in a similar way to TR-ARPES experiments. 
For the experiments performed at different fluence, we should point out that since high 
frequency oscillations appear at higher fluence there is the possibility of seeing the unfolded 
A1g* mode (or another phonon of similar frequency) of the high symmetry structure, that gives 
rise to a pair of coherent zone-edge modes (that is second-order Raman active). We have 
approached the possibility of coherent zone-edge modes with a calculation of the phonon 
dispersion in TiSe2 using density functional theory (DFT). Phonon dispersions were calculated 
for the normal phase of TiSe2 via DFT as implemented in the plane-wave Quantum Espresso 
code closely following the approach of Doung et al [8]. LDA (PZ) and GGA (PBE) 
pseudopotentials were used in the projector  
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Fig. S3. Temperature dependent TRR in the normal and CDW phase. Data was collected using a 
pump laser fluence of 8 J cm-2 for sample temperatures indicated on the figure. The data have 
been offset for the sake of clarity. The insets show the Fourier transform of the oscillatory part in 
the TRR data at 300 K (top) and 80 K (bottom).  
 






augmented wave method with kinetic energy and charge density cutoff energies of 85 and 850 
Ry respectively and a Monkhorst-Pack mesh of 24 x 24 x 12 k-points. Similar to Doung et al 
[8], a Fermi-Dirac smearing of electron occupations at the Fermi level of 0.005 Ry (equivalent 
to a temperature of 789 K) was used. The phonon dispersion calculations used a 4 x 4 x 2 grid 
of q-points for evaluation of the dynamical matrix. Fig. S4 shows the phonon dispersion for 
TiSe2 in the normal phase. Panel (b) sketches a possible second order process involving two 
phonons with opposite momentum, thus total change in momentum Dk = 0, at frequencies 
ranging between 92 cm-1 (2.76 THz) and 108 cm-1 (3.24 THz) depending on the 
pseudopotentials. A similar sketch in the -M boundary would give similar frequencies. 
A second order Raman process would result in oscillations at frequency close to 200 cm-1 (6 
THz), as observed in our TRR1*. Coherent phonon frequency doubling has already been 
observed in femtosecond x-ray experiments other CDW materials [9,10], but it typically 
                                                          
1 * Assessing the probability of such second order process would require the calculation of matrix 
elements including electronic states and their dispersion. The computational restriction linked to the difficulty 
in calculating the polarizability, thus the Raman tensors, for a metal or semimetal (Mills et al. Annals of Physics, 






Fig. S4. DFT calculations of the phonon dispersion in 1T-TiSe2. (a) Phonon dispersion calculated 
in the normal phase by DFT LDA (blue) and GGA (red) approximations. (b) Phonon dispersion 
along the high symmetry points , M and K of the BZ. The green arrows indicate the excitation of 
two zone edge modes in a momentum and energy range (green circle) close to 100 cm-1 (3 THz), 
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requires high pump fluence. Such behaviour is consistent with the notion that a second order 
process may become more likely as laser fluence is increased.  
We argue here that coherent oscillations at 200 cm-1 (6 THz) are not necessarily a phenomenon 
triggered by the high laser fluence. Fig. S3 demonstrates that in proximity of TCDW oscillations 
switch from the A1g* phonon of the PLD to the A1g phonon of the normal phase. Remarkably 
the frequency of the oscillations at 300 K is similar to the one dominating TRR at fluences 
between 132 J cm-2 and  264 J cm-2 when the sample is held at 80 K (as reported in Fig. 3(c) 
of main text) with a frequency of 6.01 THz. The data of Fig. S3 clearly show that the 
oscillations of frequency 5.95 THz, occur in a low fluence regime as soon as the PLD is lost 
and changes into the structure of the normal phase. While we cannot completely exclude second 
order Raman processes, and these may be probed with future investigations, our DFT 
calculations suggest that such phenomena are energetically consistent with the normal phase 
structure. Thus, independent of the precise assignment of the high frequency oscillations, we 
can affirm that above Fth the PLD is perturbed and phonons of a structure similar to the normal 
phase modulate the TRR signal.  
The link between the CDW dynamics and the oscillations of frequency corresponding to the 
A1g* mode has been extensively discussed in the literature [5,6,7]. In order to show further 
evidence for this selective coupling between the CDW and this particular phonon mode, we 
look at how the frequency and amplitude of the oscillations evolve as a function of temperature. 
Fig. S5 shows data extracted from TRR experiments with the sample at different temperatures 
and at constant low fluence of F = 3 J cm-2. 







The amplitude of the A1g* oscillations shown in Fig. S5(b) displays a steep increase below T 
= 170 K. This trend is consistent with a BCS type of behaviour, i.e. similar to the gap 
dependence on temperature measured by ARPES [11] and confirms TRR experiments on 1T-
TiSe2 [6]. The assignment of the oscillations shown in Fig. S5 to the A1g* is further confirmed 
by the similar frequency shift with temperature seen in Raman experiments reported in Fig. 
S14 of this Supplementary. Thus, we can affirm a selective coupling of the A1g* mode to the 
CDW as also discussed in steady-state Raman and IR spectroscopy experiments on 1T-TiSe2 
[3,12]. 
The oscillations observed by TRR experiments and reported in Fig. 3(a-b) of the main text, 
have also been used to extract the damping time, 𝜏damp by fitting the data with a damped 
sinusoidal function (Fig. S6) with either 3.4 THz or 6 THz frequency (for fluence less than or 
greater than 100 J cm-2, respectively). Note that the only fluence at which both oscillatory 
components can be clearly distinguished is 66 J cm-2 where the FT of Fig. 3(c) in the main 
text shows two peaks of comparable width, thus comparable damping time. 












































































Fig. S5. Temperature dependent TRR in the CDW phase. (a) TRR at different sample temperatures 
as indicated on the figure with a pump laser fluence of 3 J cm-2. The data have been offset for the 
sake of clarity. (b) Fourier transform of the oscillatory part in the TRR data at different 
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The damping time and phase of oscillations for the A1g* in TRR and TR-ARPES are very 
similar, highlighting the correspondence of the two techniques in looking at the phonon 
dynamics. 
 
 4. Linearity of free carrier population with pump fluence 
In addition to the data presented in Appendix A of the main text, a second piece of experimental 
evidence for the linearity of optical pumping effect is shown in Fig. S7(a) which has been 
obtained by integrating the TR-ARPES intensity of the conduction band (CB) around 0 fs 
delay, see integration box in Fig. S7(b-c) for different pump laser fluences. This signal is 
proportional to the number of electrons promoted from the VB to a high energy CB by the 
pump pulse. The error bars are calculated in the same manner as discussed above for Fig. 5 in 
main text. The integrated CB intensity in Fig. S7(a) is fitted well by a linear relationship with 
an intercept that passes through the origin. Altogether, this and Appendix A provide compelling 



































Fig. S6. Coherent oscillations from TRR. Damped sinusoidal fits allowed the damping time 
𝜏damp to be extracted from data at different fluence. 






 5. Laser heating dissipation 
The experimental results shown in Fig. S8 reports the VB dynamics for different pump laser 
fluence discussed in the main manuscript in addition to data measured at room temperature 
(300 K) with F = 250 J cm-2. 
 
Fig. S8. VB dynamics probed by TR-ARPES for different pump laser fluence. The data up to F = 250 
J cm-2 (pink curve) are the same as in main manuscript but plotted with y-axis as binding energy E-EF 
instead of VB shift. At negative delay, comparison of the 80 K traces with the additional trace recorded 
at 300 K and F = 250 J cm-2 shows that there is no significant change in the VB binding energy which 
could be attributed to laser-induced heating between pulse cycles. 
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Fig. S7. Linearity of CB population with pump fluence. (a) Integrated spectral intensity of the CB 
obtained from the energy region DE (0.5 - 1 eV above EF) shown in panel b and c. (b) TR-ARPES 
map recorded at +25 fs time delay showing transient population of the CB. The dark yellow parabola 
is a guide to the eye for a high energy CB populated with the pump pulse. An assignment of this CB 
can be found in Rohde et al. Eur. Phys. J. Special Topics 222, 997–1004 (2013). (c) Time evolution 
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It is clear that for all data measured at 80 K the VB binding energy before the pump pulse, i.e. 
at negative delays, is below -0.11 eV, which is a value consistent with the VB in the CDW 
phase [11]. Data at room temperature do not show a fluence dependence of the VB binding 
energy (as expected) and we report here only the maximum fluence investigated, 250 J cm-2. 
In case of incomplete heat dissipation in between the laser pulses, i.e. average heating, the VB 
binding energy at negative times for the curves at 80 K would have a value in between -0.11 
eV and 0 eV, which is not the case. This result signifies that the CDW gap re-equilibrates to its 
80 K value within the 12.5 s time interval between pulses for 80 kHz repetition rate of the 
laser system.  
6. Dynamics of individual valence sub-bands 
In the main text, the analysis and discussion of the TR-ARPES spectra has considered the 
overall VB dynamics. e.g. the total spectral feature E – EF = (-0.1 to -0.2) eV in Fig. 6. However, 
from high-resolution ARPES and band structure calculations, it is known that two Se-4p 
valence sub-bands are found at 𝛤 [11,13,14]. We have been able to extract the dynamics of the 
individual high and low-energy sub-bands (VB1 and VB2 respectively) by fitting the spectra 
at each pump-probe delay with a two Gaussian model (G1 and G2) as shown by the example 
in Fig. S9(a). We have imposed some reasonable constraints on the peak positions (x1 – x2 > 
0.11 eV) and FWHM (w1 > 0.1 eV, w2 > 0.2 eV) as deduced from the static spectra before 
pump arrival (negative delay). The results are plotted in Fig. S9(b) for the individual sub-band 
positions (x1 and x2) and display surprisingly similar dynamics despite the number of free 
parameters.  
The sub-band nearest the Fermi level (VB1) shows similar dynamics to the total VB discussed 
in the main text. As the laser fluence is increased above 60 µJ cm-2, a plateau is reached around 
2000 fs (bottleneck) and the VB does not recover to its CDW energy position within our 











7. Simulation of VB dynamics using a modified R-T population model 
Exposing a material to an intense laser pulse momentarily creates a significant out-of-
equilibrium distribution of charge carriers. The subsequent relaxation of carriers typically 
occurs by electron-electron and electron-phonon scattering on timescales ranging from 
hundreds of femtoseconds (fs) up to several picoseconds (ps) [15]. For simple metals, these 
relaxation processes have been successfully described using the well-known two temperature 
model (TTM) by considering the effective temperature of electron and lattice subsystems and 
their exchange of thermal energy following excitation [16,17,18]. For strongly-correlated 
materials such as superconductors and CDW systems, the relaxation dynamics are often more 
complicated due to the presence of a gap in the electronic spectrum and bound electron-electron 
(Cooper pair) or electron-hole (exciton) states. It was recognized by Rothwarf & Taylor (R-T) 
[19] that quasiparticles (QPs) in gapped systems may experience a bottleneck in the relaxation 
dynamics as their lifetime is not simply governed by their intrinsic recombination rate, but must 
also account for re-absorption of selectively coupled phonons (SCPs) that can break pairs. The 
application of the R-T model for the population dynamics in a host of strongly-correlated 
materials has been discussed in detail [20]. Here, we use a modified version of the R-T model 
to simulate the relaxation processes in 1T-TiSe2 in the CDW phase, under the premise of an 
excitonic insulator scenario. We model the photo-excited dynamics via a set of coupled 
differential equations describing the populations above equilibrium of hot free carriers 𝑛𝑒, QPs 
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Fig. S9. Fitting individual valence sub-bands. (a) Example of fitting TR-ARPES spectra (F = 125 µJ 
cm-2) using a two Gaussian model (G1 and G2). This allows the position of individual valence sub-
bands at each pump-probe delay to be extracted. (b) Results of the fitting for the peak positions (x1 
and x2) as a function of pump-probe delay for each laser fluence. 
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𝑛𝑞, and SCPs 𝑁𝑝, respectively. Although the model does not consider the details of electronic 
band structure, we distinguish between 𝑛𝑒 and 𝑛𝑞. The latter being either relaxed electrons and 
holes at the band edge ready to form excitons in the condensate or electrons and holes generated 
from exciton breaking. Equations (1) – (3) give a complete description of the processes 

































Equation (1) describes the injection of hot free carriers by the pump pulse via the rate 𝑆(𝑡). We 
assume photo-induced electron/hole symmetry 𝑛𝑒= 𝑛ℎ and therefore treat these free carriers 
collectively with a single density 𝑛𝑒. Following the pump pulse, hot carriers will rapidly relax 
via several pathways including electron-electron or electron-phonon scattering with timescales 
𝜏𝑒 and 𝜏𝑒𝑝 respectively or via the thermal bath with timescale 𝜏𝑡ℎ. Implicit in our model is the 
condensate of excitons (formed by bound quasiparticle pairs). The hot free carriers are expected 
to contribute additional screening of the Coulomb interaction binding excitons, so relaxation 
via electron-electron scattering is modelled as breaking exciton pairs. This creates an excess 
QP population (above thermal equilibrium), described by the source term in equation (2). 
Again, we have assumed quasi-electron-hole symmetry and so consider a single density 𝑛𝑞 
describing both.  Importantly, another source of QPs comes from the absorption of SCPs with 
rate 𝜂 which will also break excitons. The remaining terms describe the recombination of QPs 
into excitons given by the rate 𝑅, accounting also for the presence of thermally excited QPs 
with density 𝑛𝑇. Both the relaxation of hot free carriers via electron-phonon scattering and QP 
recombination excite the SCPs (above thermal equilibrium), as captured in equation (3). The 
factor of 2 in equations (2) and (3) arises because two QPs are created for one absorbed phonon 
during an exciton pair breaking event and vice versa during recombination. The first term in 
equation (3) assumes a 1:1 ratio of free carriers scattering with SCPs for simplicity and we find 
that the model is rather insensitive to this factor. Finally, the anharmonic decay rate of SCPs to 











The free carrier population generated by the pump pulses assumes that each photon generates 
a single photocarrier. Therefore, the total number of photocarriers, 𝑛0depends on the laser 







where r = 0.60 is the reflectivity of 1T-TiSe2 at pump wavelength 682 nm (ℎ𝜐 = 1.82 eV) and 
𝛿 = 1 𝛼⁄  = 15 nm is the penetration depth based on the dielectric constant  = -8 + i15 (ref. 
[21]). The number of total photocarriers for the laser fluence range used in our experiment (31– 
250 µJ cm-2) corresponds to (0.28 – 2.3) × 1020 cm-3. The photocarrier generation rate, 𝑆(𝑡) is 
then simply given by the product of the total carriers, 𝑛0 and a Gaussian pulse profile, 𝑃 as 
 
























Fig. S10. Sketch of processes considered by the modified R-T model. (a) Photoexcitation illustrating 
the main scattering processes for hot electrons and hot holes with other carriers, 𝜏𝑒
−1, selectively 
coupled phonons, 𝜏𝑒𝑝
−1, and the thermal bath, 𝜏𝑡ℎ
−1. These processes appear in equation (1) of the 
model. (b) Bottleneck involving the quasiparticle population, nq, and the out of equilibrium SCPs 
Np. The straight black arrows indicate the transition from electron and hole quasiparticles to the 
exciton condensate in both directions. Red curved arrows indicate the recombination of two 
quasiparticles, generating an SCP (left panel) or the breaking of an exciton with an SCP, generating 
two quasiparticles (right). 𝛾 is the anharmonic phonon-phonon scattering rate with the thermal bath. 
The orange arrows (bottleneck) are used to illustrate the iterative processes between recombination 
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Solving equations (1) – (3), with the equilibrium initial conditions 𝑛𝑒 = 𝑛𝑞 = 𝑁𝑝 = 0 
for each laser fluence gives the time evolution of the populations with the scattering and 
recombination rates as fit parameters in the model. Most importantly, any variation in the QP 
population, 𝑛𝑞(𝑡) over time can be related to a dynamic change in the CDW gap, ∆using a 
simple mean-field equation [20] 
 
∆(𝑡) = ∆80𝐾√1− 𝑛𝑞 (𝑡) 𝑛𝑐⁄ , 
 
where ∆80𝐾 = 130 meV is the gap at 80 K (ref. [10]). Here, 𝑛𝑐 is the critical QP density based 
on the carriers involved in forming the CDW. Since an increase in the QP population indicates 
the breaking of excitons, complete suppression of the CDW occurs when 𝑛𝑞 ≥ 𝑛𝑐. For the case 
of 1T-TiSe2, any variation in the magnitude of the CDW gap ∆ can be approximated as a VB 
shift since it has been shown that the CDW has little or no effect on the CB energy [22,11]. 
With this assumption, the simulated VB shift dynamics is simply ∆(𝑡) − ∆80𝐾. The fluence 
dependence of the free parameters used in the model are shown in Fig. S11: 𝜏𝑒 (panel a) 
influences the dynamics at short times,𝑅(panel b) mainly affects the overall QP density and 
therefore the magnitude of the VB shift, but with little change to the dynamics. The central 
finding of our experiments, i.e. the recovery dynamics, are crucially dominated by 𝜂 and 𝛾 
(panel c). The ratio 𝜂/𝛾 is an important metric for which the strong bottleneck regime occurs 





















All other parameters remained fixed including the scattering time for free carriers with phonons 
and the thermal bath for which we used 𝜏𝑒𝑝= 𝜏𝑡ℎ= 1 ps. Best agreement with the data was found 
using a thermal QP density, 𝑛𝑇 = 0.1 × 10
20 cm-3 and a critical quasiparticle density,𝑛𝑐 = 0.8 
×1020 cm-3, comparable to our Hall effect measurements and previous estimates [2,3] in the 
range (0.6 – 6) ×1020 cm-3. Examples are shown in Fig. S12 of the VB dynamics simulations 
for two cases corresponding to below (F = 31 µJ cm-2) and above (F = 125 µJ cm-2) the pump 
fluence required for the onset of the bottleneck seen in TR-ARPES with 𝜂/𝛾 = 6.6 and 0.26, 
respectively.  
 


























































































Fig. S11. Fluence dependence of parameters used in the modified R-T model. (a) Electron-electron 
scattering time, 𝜏𝑒. (b) Exciton recombination rate, 𝑅. (c) Scattering rates of collisions between 
excitons and SCPs, 𝜂 and the anharmonic decay rate, 𝛾 with the thermal bath. The inset shows the 
bottleneck ratio, 𝜂 𝛾⁄  on a logarithmic scale and the dashed line indicates the strong bottleneck regime 
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It can be seen in Fig. S12(b) (F = 125 µJ cm-2) that the QP density (orange curve) does not 
recover to the initial value, but instead experiences a bottleneck. This translates as a plateau in 














Fig. S12. Example of VB dynamics modelling using a modified R-T population model. Examples are 
shown below (F = 31 µJ cm-2) and above (F = 125 µJ cm-2) the pump fluence required for the onset 
of the bottleneck seen in TR-ARPES. (a) - (b) Solutions to Equations (1) – (3) showing the time 
evolution of particle populations. The results are normalised by the critical QP density, nc. (c) – (d) 
Dynamics of the CDW gap, ∆ based on the QP density, 𝑛𝑞 using equation 6. (e) – (f) Comparison 









8. Temperature dependence of phonon modes determined by Raman spectroscopy 
In order to further understand the origin of the coherent oscillations seen in our TR-ARPES 
experiment, we have used Raman spectroscopy to investigate the temperature dependence of 
phonon modes in single crystal 1T-TiSe2 in the range (80 – 300 K). By this method, we are 
able to identify the Raman-active modes at the BZ centre (𝛤-point). The experiments were 
performed on single crystals from the same batch as those used in TR-ARPES. A Renishaw 
InVia Raman spectrometer was used in the backscattering geometry, equipped with a 633 nm 
laser excitation wavelength, 2400 l/mm grating and long working distance 50x lens (N.A. = 
0.5). The spectral resolution of this configuration was better than 1 cm-1. Volume Bragg grating 
notch filters (Eclipse) with a cut-off of ± 10 cm-1were used to access the low-frequency tails of 
the CDW related modes. The laser power was kept sufficiently low to avoid heating effects 
and was measured on the sample to be (230 ± 5) µW. 
 
Fig. S13 highlights the key differences in the Raman spectrum of 1T-TiSe2 above and below 
the CDW transition. In the normal phase (T = 300 K), there are two clear phonon modes; Eg = 
136 cm-1 (4.08 THz) and A1g = 201 cm
-1 (6.03 THz) in good agreement with previous studies 
[12,23] and correspond to the in-plane and out-of-plane vibrations of Se atoms around a central 
Ti atom, respectively. In the CDW phase (80 K), the formation of the (2a x 2a x 2c) superlattice 
means that the BZ boundary (?̅?, ?̅? and ?̅?-point) is folded to the zone centre (?̅?-point) [22]. As 
a result, two new modes become visible at ?̅? which include; Eg* = 73 cm-1 (2.19 THz) and A1g* 
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Fig. S13.  Raman active phonons in 1T-TiSe2. Raman spectra in the normal (300 K) and CDW (80 
K) phase with the relevant modes labelled. Two additional modes are found in the CDW phase, 
including the A1g* mode selectively coupled to the CDW. 
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= 112 cm-1 (3.36 THz), in addition to the original normal phase modes. A1g
* is commonly 
referred to as the CDW amplitude mode and can been seen as coherent oscillations with 
frequency 3.4 THz in our TR-ARPES (Fig. 7 in main text) and TRR data (Fig. 3 main text and 
Fig. S3 and S5).  
 
The temperature dependence of Raman modes is shown in Fig. S14(a). As the temperature is 
reduced, the rise in the modes (Eg
* and A1g
*) related to the PLD is apparent. These modes first 
appear as a single broad feature at 160 K and only become clearly distinguishable at 120 K, far 
below the CDW transition temperature of 202 K. This extreme broadening of CDW modes at 
intermediate temperatures is different to other TMDs (e.g. 2H-TaSe2) and has been previously 
suggested to be a signature of large fluctuations in the order parameter [24]. The frequency of 
the normal phase modes (Eg and A1g) are shown in Fig. S14(b) as a function of temperature. 
Initially, both modes show typical phonon hardening behaviour with decreasing temperature 
but experience a change near the CDW transition. Clearly evident is the softening of the Eg 
below 190 K, which is particularly sensitive to the CDW formation due to the significant in-
plane lattice distortion as reported previously [25]. In contrast, the A1g mode, which is 
associated with out-of-plane vibrations, only displays a slight change in gradient near 200 K.  
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Fig. S14. Temperature-dependence of Raman active phonon modes in 1T-TiSe2. (a) Raman spectra 
in the range (300 – 80 K). (b) Evolution of the A1g and Eg mode frequencies with temperature. 
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The work in Section 5.3 demonstrates a unique experimental approach of complimentary
time- and angle-resolved photoemission spectroscopy (TR-ARPES) and time-resolved re-
flectivity (TRR) measurements in order to disentangle the contributions of excitonic and
lattice-driven CDW order in 1T -TiSe2. TR-ARPES allowed direct visualisation of changes
to the electronic structure related to CDW order such as the gap, ∆CDW following per-
turbation with an intense laser pulse. In particular, the experimental setup [73] allowed
valence band dynamics near Γ to be tracked over a relatively unexplored range of low-
moderate laser fluence (31 - 250 µJ cm−2) with high-stability. TRR allowed fingerprints
of the lattice distortion in the form of coherent phonon oscillations to be studied. Using
the same pump laser in both TR-ARPES and TRR allowed confidence in the validity of
comparing the fluence-dependent behaviour between experiments.
The main results demonstrated that dynamics of CDW suppression such as gap closing
and band-replica unfolding occur on relatively short timescales (≤ 200 fs) and significant
suppression occurs at low fluence (e.g. ∼50 meV max. VB shift at 62 µJ cm−2). These
two aspects suggest a primarily exciton-driven CDW mechanism since the exciton bind-
ing energy is reduced significantly due to screening of the coloumb interaction between
electron-hole pairs via free carriers promoted by the pump pulse which reduces the CDW
gap directly [28], and the process occurs on a timescale which is consistent with the build
up of this screening potential [140].
A detailed pump fluence dependence of the dynamics reveals several regimes. At low
fluence (31 - 62 µJ cm−2), the CDW gap was found to recover fully within ∼2 ps. However
in the high fluence regime (93 - 250 µJ cm−2), the recovery is impeded and the VB remains
up-shifted within the experimental time window of 3 ps. A threshold fluence, Fth = 60
µJ cm−2 was established to trigger the onset of this recovery bottleneck. In addition,
coherent oscillations of the CDW gap were observed in TR-ARPES at low fluence, with
a frequency characteristic of the A∗1g CDW amplitude mode (∼ 3.4 THz) [132, 133, 136].
Using the same pump pulse in TRR, these oscillations were studied in detail over a similar
fluence range. A progressive switching of the dominant oscillation frequency from the
A∗1g mode (3.4 THz) to the A1g (6 THz) mode of the normal phase structure was found,
which coincided precisely with the threshold fluence, Fth required for the onset of the VB
up-shift.
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The experimental results were compared with simulations of the quasiparticle dynamics
based on a modified Rothwarf-Taylor (R-T) model [78, 141]. A set of coupled differential
rate equations described the population of free carriers generated by the pump pulse, ne,
quasiparticles from the dissociation of electron-hole pairs (excitons), nq, and selectively-
coupled phonons (SCPs), Np. Excellent agreement with experiments were found across
the entire fluence range and a crossover to the bottleneck regime (γ/η < 1) [78] was found
beyond Fth = 60 µJ cm
−2, related to the exciton dissociation rate, η and the anharmonic
decay of SCPs to the thermal bath, γ.
In summary, the results presented in this chapter are consistent primarily with an
excitonic mechanism, [28, 146, 147] based on the rapid photo-induced CDW suppression
dynamics and required pump fluence. In the low fluence regime, sufficient screening of the
exciton binding energy reduces ∆CDW, whilst the lattice order remains and complete CDW
recovery is possible. In the high fluence regime however, the lattice order is also suppressed.
The eventual loss of PLD phonons and emergence of the normal phase lattice structure
is concomitant with the impeded recovery of the CDW. These results are supported by
simulations of the quasiparticle dynamics which reveals a bottleneck in the recovery above
critical fluence, by considering the dissociation and recombination of excitons and their
interaction with phonons. Thus, this work highlights the importance of both excitonic
and lattice order and their contributions to the CDW phase in 1T -TiSe2 [131, 132, 142].
The detailed fluence-dependence demonstrates the regimes in which these forms of order
can exist under out-of-equilibrium conditions, and their contributions to the CDW order
parameter, related to ∆CDW.
The complementary techniques of TR-ARPES and TRR used in this work allowed
direct probing of the electronic structure combined with structural information in form of
coherent phonon oscillations. This experimental approach could be applied to disentangle
possible competing or co-operating many-body interactions in other complex strongly-
correlated systems. Since each experiment utilises the same pump pulse, fluence-dependent
behaviour can be compared with great confidence, and may become particularly important




Fermi surface nesting in 1T -VSe2
6.1 Preamble
1T -VSe2 exhibits a CDW that is consistently reported in the literature as a single tran-
sition at TCDW ≈ 110 K and evidenced by clear signatures in electronic transport mea-
surements including; resistivity, Hall coefficient and magnetic susceptibility [44, 45, 109].
However, structural probes such as x-ray diffraction measurements have previously re-
vealed signatures of two separate CDW transitions in this compound [48]. At Tc1 = 110
K, there is a second-order transition to an incommensurate CDW with (4a0×4a0×3.18c0)
PLD, which is followed by a first-order lock-in transition around Tc2 ≈ (80 - 85) K via a
small change in the distorted c-axis to 3.25c [48]. The corresponding CDW wavevectors
are then represented by; q1 = (1/4a0, 0.314c0) and q2 = (1/4a0, 0.307c0) for the separate
states respectively. These findings were later supported by electron diffraction measure-
ments which also observed two phase transitions and suggested that Tc2 may be associated
with an unusual 3q-2q transition [107]. It was shown that a 3q CDW state first forms at
110 K which then transforms into an irregular pattern of 2q domains below 80 K whereby
only two of the possible three q-vectors are present [107, 156]. The 2q phase is mostly
overlooked in the recent literature either because the signatures of the 3q-2q transition
are comparatively weak to the normal-3q transition or there are conflicting reports due to
discrepancies in sample purity as will be discussed further in Chapter 4.
Because of two-dimensional nature of the layered TMDs, Fermi surface (FS) nesting
has been proposed as a likely scenario for CDW formation because of the suitable FS
topology [2] as discussed in Section 1.2.3. However, in some 2D materials such as 2H -
NbSe2, evaluation of the electronic susceptibility suggests that FS nesting may be entirely
137
Chapter 6. Fermi surface nesting in 1T -VSe2
negligible, despite exhibiting a distinct Kohn anomaly near the expected CDW q-vector
characteristic of a nesting instability [23, 157]. Such observations have brought into ques-
tion the relevance of FS nesting in these materials and whether this scenario is applicable
to anything other than a purely 1D Peierls-like system [23]. 1T -VSe2 is an ideal candi-
date to investigate the possibility of nesting-driven CDW formation in TMDs due to the
presence of large parallel portions of FS, which could be prone to nesting similar to other
group-V 1T -TMDs [2]. This hypothesis has been investigated both theoretically [50] and
experimentally by ARPES [99, 120, 121], with considerable importance placed on 3D (kz-
dependent) nesting. As discussed in Section 1.2.3, to investigate the role of FS nesting, it
is possible to calculate the electronic susceptibility, χ0(q, k) (Equation 1.17) and compare
it to experimental measurements of the FS. A divergence in both the real and imaginary
parts of χ0(q, k) near the expected qCDW [22,23,33], will be highly suggestive of a nesting-
like instability. This approach was has been used to investigate CDW formation in other
TMDs such as 2H -TaSe2 [122].
This chapter reports on detailed measurements of the FS and band dispersions of
1T -VSe2 using full-wavevector ARPES in order to investigate FS nesting driven CDW
formation in this compound. The stability offered by single-shot (kx, ky) acquisition across
the entire BZ, combined with excellent momentum resolution (∼0.02 Å−1), is ideal to study
the subtle impact of FS topology. In the work by Jones et al. entitled “Charge density
wave gap in 1T -VSe2: Momentum and temperature dependence” [100], ARPES images
at EF are measured as a function of temperature in order to search for gaps, ∆CDW and
to determine their location on the FS in momentum space. The experimental results are
compared to DFT calculations of the electronic susceptibility, χ0(q, k) to investigate the
role of nesting and the possibility of separate 3q and 2q CDW states in this material.
6.2 Introduction
6.2.1 Topology of the Fermi surface
Shown in Figure 6.1(a) is a sketch of the FS of 1T -VSe2 which shows the small Se-4p
hole pocket at Γ and large elliptical V-3d electron pockets at the M-points of the BZ. The
experimental FS of 1T -VSe2 measured by full-wavevector ARPES in the CDW phase (30
K) is shown in Figure 6.1(b) for comparison. The electron pockets exhibit large parallel















Figure 6.1: Fermi surface (FS) of 1T -VSe2. (a) Sketch of the FS showing the hole (Se-4p) and
electron (V-3d) pockets at the Γ and M points of the hexagonal BZ. (b) Full-wavevector ARPES
image of the experimental FS in the CDW phase (30 K). The large and small hexagons represent the
original (normal phase) and reconstructed (CDW phase) BZ. The projection of the high-symmetry
points onto the experimental kz image plane are labelled. The green arrow indicates the projected
CDW wavevector, qCDW.
quasi-2D FS sketched in Figure 1.3. This type of FS topology is expected to be prone to
electronic instabilities due to the potential energy gain by gapping a high proportion of
states via a single q-vector [2]. The green arrow in Figure 6.1(b) represents the expected
in-plane CDW wavevector, qCDW = 1/4a0 and based purely on symmetry arguments, the
length of this wavevector effectively links the parallel portions of FS that cross the BZ
boundary. Indeed, there is a noticeable loss of spectral intensity along these portions of FS
which strongly suggests that states here are lowered away from EF due to the opening of
gaps, ∆CDW. The intensity is minimum precisely on the BZ boundary across the M-point,
suggesting that these central portions are most effectively nested by qCDW. Moving away
from M towards the ends of the pocket, the separation of parallel portions becomes <
qCDW due to their slightly elliptical shape (see Figure 6.1), and therefore are likely less
effectively nested. Section 6.3 provides a more detailed analysis of the FS, band dispersions
and the influence of the CDW transition on the electronic structure.
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6.2.2 Signatures of multiple CDW phase transitions
As discussed in Section 4.2.1, electronic transport measurements of 1T -VSe2 as a function
of temperature show an overall metallic behaviour with a slight increase in the resistance
near the well-known CDW transition at TCDW = 110 K. The first derivative of resistance,
dR/dT highlights the CDW transitions in more detail as shown in Figure 6.2(a). Here,
the main feature is the well-known transition with an onset ∼ 110 K and a minimum at
∼ 100 K, which is labelled Tc1. In addition, there is a second feature which appears as a
small dip in dR/dT near ∼ 80 K and is labelled Tc2. Signatures of this same feature can
be seen in previous resistance data [158, 159] but have been typically overlooked. Since
the feature in Figure 6.2(a) is rather weak and obscured by the tail of Tc1, a subtraction
of a fit to the sloping background over the range (65 - 95) K is made and shown in the
inset. Tc2 is then defined as the minimum of this dip feature and the associated error is
half of its full width which gives Tc2 = (82.0 ± 5.0) K. Both the shape and location of this
feature is found to be reproducible for measurements of several 1T -VSe2 crystals from the
same batch. Hence, based on the resistance measurements presented here, there are two
distinct CDW critical temperatures Tc1 and Tc2 which agree closely with those found in
previous studies [48,107] as discussed in Section 6.1.
Another interesting aspect of the electronic transport measurements is the observation
of a hysteresis in the resistance with temperature. Shown in Figure 6.2(b) is the raw
resistance data for cooling and warming sweeps which are nearly identical across the
entire temperature range except for the region (110 - 75) K where they deviate slightly.
This effect is highlighted further in the inset of Figure 6.2(b), where the grey curve shows
a positive difference between warming and cooling sweeps. The upper and lower limits of
the hysteric temperature range is remarkably similar to the CDW transitions Tc1 and Tc2,
respectively [48, 107]. Such behaviour has been observed in previous transport studies
of 1T -VSe2 over a similar temperature range [87, 111, 160]. Although the origin of the
hysteresis has never been fully explained, it has been discussed in the context of a structural
lock-in at Tc2 [160]. Assuming Tc2 is the 3q-2q transition [107], then upon cooling the
reduction seen in dR/dT in Figure 6.2(a) indicates that the resistance increases slightly
i.e. the 2q is mores resistive than the 3q phase. Therefore, it is plausible that upon
heating, the system remains locked in the 2q phase and follows a more resistive path as
seen in Figure 6.2(b), before eventually transforming directly from the 2q phase to the
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Figure 6.2: Electronic transport measurements of 1T -VSe2. (a) Normalised first derivative of
resistance, dR/dT highlighting the separate CDW transitions, Tc1 and Tc2. The inset shows the
feature around Tc2 after subtraction of a fit to the sloping background over the range (65 - 95)
K. (b) Raw resistance data. The inset highlights the region of hysteresis between the cooling and
warming temperature sweeps, whilst the grey line is the difference. Vertical dashed lines indicate
the CDW transition temperatures, Tc1 = 110 K and Tc2 = 83 K determined in Ref. [48].
normal phase at Tc1. It is known that the cooling and heating rates can have a profound
influence on the resistance behaviour of the Ta-based TMDs and their alloys [91,161,162].
Therefore, it could be that the behaviour in 1T -VSe2 is linked to a kinetic effect and
the increasing establishment of long-range 2q order at low temperatures, thus making the
difference in resistive states more dramatic between cooling and heating sweeps across the
entire (300 - 4) K range compared to the weak anomalies seen in dR/dT when passing
directly through the phase transition temperatures.
To investigate the possibility of separate CDW transitions in 1T -VSe2 further, Raman
spectroscopy measurements were performed to look for signatures in the lattice structure.
The results are presented in Figure 5.5(a). Two modes can clearly be seen correspond-
ing to the Eg (in-plane) and A1g (out-of-plane) vibrations expected for 1T -TMDs (see
Section 1.4.4) and are found at ∼ 138 cm−1 and 208 cm−1 respectively at 300 K, in
reasonable agreement with previous studies [163, 164]. In addition, there is a prominent
broad feature around 340 cm−1 which could be linked to a two-phonon process, similar
to that observed in 1T -TiSe2 [55]. There is no dramatic difference between the normal
phase (300 K) and CDW phase (77 K) spectra presented here, apart from a narrowing
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of the Raman linewidth and a shift to higher frequencies as expected at low tempera-
ture. Because of the reconstruction of the BZ related to the 4a0 × 4a0 × 3.18c0 PLD, it
is expected that several phonon branches will be folded to Γ as the high-symmetry points
become equivalent. However, similar to 1T -TiSe2 [79, 165], the evolution of these modes
with temperature is significantly second-order, and they cannot be well-resolved until at
least 20 K in 1T -VSe2 [163].
Despite this, a detailed temperature-dependence of the Raman spectra reveals that
signatures of the CDW transitions in 1T -VSe2 can still be observed. In particular, the
out-of-plane A1g mode would be expected to be sensitive to small changes in the c-axis
related to the transition at Tc2, similar to previous structural studies [48]. Figure 5.5(b)
shows the frequency of the A1g mode as a function of temperature. In the range (300
- 110) K, there is an almost linear increase in the frequency from ∼ 208 cm−1 to 211
cm−1 as expected for a stiffening of the V-Se bond with reducing temperature. However,
below Tc1 there is a rapid softening of the A1g frequency which partially recovers before it
appears to exhibit a second softening below Tc2. It should be noted that due to the base
temperature of the liquid nitrogen cryostat (77 K) used to perform the measurements in
Figure 5.5(b), there are insufficient data points below Tc2 to be conclusive of this second
mode softening. However, the analysis presented here provides further possible evidence
of two separate CDW transitions in 1T -VSe2 which are also consistent with the electronic
measurements in Figure 6.2.
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Charge Density Wave Gap in 1T-VSe2: Momentum and Temperature Dependence
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Using µARPES (micro angle resolved photoemission spectroscopy), we reveal the momentum and
temperature dependent spectral signatures of charge density wave (CDW) order in 1T-VSe2. We
find the ARPES CDW gap (∆30K = 10 meV) opens at 83 K, corresponding to the 3q-2q transition,
rather than at the conventional (3q) CDW transition of 110 K. We interpret the results in the
context of the electronic susceptibility function, suggesting that the CDW gap is centered above the
Fermi level in the 3q phase, and that the availability of states at the Fermi surface assists the 3q-2q
transition. Our results emphasize the importance of this often overlooked phase.
Transition metal dichalcogenides (TMDs) are well-
known charge density wave (CDW) materials,1 and the
family as a whole are attracting immense interest as two-
dimensional (2D) layered heterostructures for future elec-
tronic applications.2,3 In addition to CDW order, several
members also host superconductivity,4,5 which competes
with the CDW, or novel magnetic order with potential
for spintronics applications.6,7 However, despite the surge
of recent interest in TMDs, metallic VSe2 has received
rather less attention. 1T-VSe2 is iso-structural to other
1T polymorph 2D-TMDs, however its electronic struc-
ture exhibites a substantial 3D component that has pre-
viously been directly observed by angle-resolved photoe-
mission spectroscopy (ARPES).8,9 Correspondingly, the
CDW that develops below 110 K is 3D, and its link with
the Fermi surface (FS), through nesting, has been sug-
gested both theoretically10 and experimentally.8,9,11 In
its few-layer form, VSe2 has recently been associated with
a range of fascinating and potentially useful pheneomena;
for example, the CDW transition exhibits a strong sensi-
tivity to thickness at the nanoscale,12,13 ferromagnetism
has recently been predicted14 and observed15,16 in VSe2
monolayers, which have been proposed to host ferrovalley
physics,17 and a metal-insulator transition is expected at
a few layers.18 Nevertheless, the CDW in bulk 1T-VSe2
is not well understood, for example doubts remain over
the magnitude of the CDW gap, and its connection with
the FS is yet to be established. Detailed knowledge of
such electronic behavior is much needed in order to fully
exploit the material properties in future devices.
At Tc1 = 110 K, an incommensurate CDW of wave
vector q1 = (1/4a
∗, 0, 0.314c∗) develops, subsequently
followed by a second transition at Tc2 = 82 K, which
is accompanied by a small change in qz to q2 =
(1/4a∗, 0, 0.307c∗).19 Pronounced phonon softening is
predicted over a broad range of q near both q-vectors.20
Tc2 has been shown to represent a transition from a 3q to
2q CDW state, whereby only two of the three symmetry-
related q vectors are simultaneously present in a sin-
gle domain.22 The 3q-2q transition involves a sudden in-
crease in the CDW amplitude, larger than anticipated
from analysis of the Landau free energy.22 Both CDW
phases have appreciable correlation lengths, up to 40 nm
along c.19 Despite being the low temperature phase in
VSe2, the 2q state has largely been overlooked in previ-
ous studies, although weak anomalies are visible in prior
transport data.12,13,21 Spectroscopic studies have so far
been limited to indirect measurements of the amplitude
of the CDW gap, e.g. 80 meV and 100 meV have been re-
ported by scanning tunneling spectroscopy (STS)23 and
ARPES,11 respectively. Such large gaps (correspond-
ing to 2∆/kBTc ∼ 17) are well beyond that expected
from mean-field weak coupling (where 2∆/kBTc ≈ 3.5),24
and has led to speculation of strong fluctuations in the
CDW order parameter.23 However, the suppression of the
mean-field Tc by fluctuations is at odds
25 with the long
CDW coherence length in VSe2.
Here, we use µARPES to study the signatures of CDW
order in bulk VSe2, directly revealing the gap in the spec-
tral function that develops below the transition temper-
ature and its momentum dependence. Our observation
of a gap ∆ ∼ 10 meV, opening at the 2q transition, is in
good general agreement with mean-field weak coupling
expectations.
Single crystal samples of 1T-VSe2 were grown by chem-
ical vapor transport with iodine as the transport agent.
The starting materials consisted of high-purity vanadium
(99.9%) and selenium (99.99%) powders. A slight ex-
cess of selenium was included to encourage stoichiome-
try. Resistivity measurements confirm the bulk CDW
transitions at Tc1 = 109 K and Tc2 = 83 K.
26 Sam-
ples were cleaved under ultra-high vacuum in situ by
mechanical exfoliation, and ARPES measurements were
performed at the Bristol NanoESCA Facility using a He
I ultraviolet (21.2 eV) source with energy resolution of
40 meV. Bulk single crystals were found to cleave rather
inhomogeneously, yielding individual terraces tens of mi-
crons in size. We therefore employ µARPES of a selected
area (50 µm) from single domains, thereby circumventing
problems associated with surface uniformity.
The experimental FS and electronic structure of 1T-
VSe2 are shown in Fig. 1 at 30 K, well below both
CDW transitions, and are in good agreement with
previous ARPES measurements.8,9,11 Also shown are
FLAPW (full-potential linear augmented plane wave)
electronic structure calculations using the all-electron
Chapter 6. Fermi surface nesting in 1T -VSe2
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FIG. 1: µARPES of VSe2 in the CDW phase at 30 K, recorded on a 50 µm × 50 µm region of the sample. (a) Fermi
surface, with the FLAPW band structure shown overlaid. High symmetry points are labeled, projected onto the experimental
kz surface. The inset shows the kz coverage of the image plane (V0 = 10.7 eV). (b) and (c) Energy dispersive cuts through the
bright and faint Fermi surface sheets, respectively. Solid lines show the unrenormalized FLAPW band structure evaluated over
the experimental kz surface; dotted lines are the FLAPW bands displaced by the CDW wave vector, q
∗ = (1/4a∗, 0, 0.319c∗).
Elk package.27,28 The FS [Fig. 1(a)] exhibits three mir-
ror planes, and the three bright pockets are slightly larger
than the three fainter ones, originating from bands with
character predominantly from the topmost V ions. In
Figs. 1(b) and (c), ARPES spectra are shown along a
path through each of these pockets. The experimen-
tal kz momenta accessed by our ARPES measurements
are determined by the photon energy and inner poten-
tial, V0, assuming free electron-like final states. Through
comparison with our FLAPW band structure calcula-
tions, we find optimum agreement between experiment
and theory assuming V0 = 10.7 eV, larger than a previ-
ous study at soft x-ray energies.8 The experimental kz
parabola is shown in the inset to Fig. 1(a), and illus-
trates that we are predominantly sampling close to the
Brillouin zone (BZ) boundary in kz. Overall, very good
agreement is observed between experiment and theory,
although there are discrepancies in the energy of the Se
band at Γ′ (which we attribute to inaccuracies in the
estimation of V 3d and Se 4p hybridisation),8 and the
degree of warping of the FS pockets (which we attribute
to the extreme surface sensitivity at ultraviolet photon
energies; the warping has been well-resolved in 3D at
soft x-ray energies).8
In Figs. 1(b) and (c), we also show the FLAPW band
structure displaced by the CDW wave vector. The CDW
bands overlap the original bands at the FS (e.g. between
K ′1 and M
′
1), implying the CDW bands will interact with
the original band structure and open a CDW gap at EF.
Indeed, in Fig. 1(a), a weak loss of intensity along the
arms of the FS pockets (along K ′1-M
′
1) is visible at 30 K.
In order to examine the gapping of the FS in more
detail, spectra are shown at four points around the FS
in Fig. 2(a-b) in the normal (120 K) and CDW phase
(30 K), corresponding to the inner and outer edges of
the M ′ pocket (0◦ and 180◦) and midway along its arms
[90◦ and 270◦, locations are labeled in Fig. 2(c)]. The in-
ner and outer edges remain ungapped and metallic at low
temperature, however, a small gap of 5 – 10 meV develops
along the arms of the pocket. This represents our first
central result, providing direct spectroscopic evidence of
CDW order. We note that this behavior is replicated
on both M ′ pockets, i.e. the top-left pocket [Fig. 2(a)]
and top-right pocket [Fig. 2(b)]. The full momentum de-
pendence of the CDW gap is shown in Fig. 2(c), where
the magnitude of the gap averaged over both FS pock-
ets is plotted as a function of angle around the pocket.
The pockets remain metallic (ungapped) along Γ′-M ′,
opening a maximum gap (which is related to the CDW
interaction strength) of 10 meV on their arms. Although
the momentum dependence of the gap has been inferred
by early ARPES measurements, the proposed amplitudes
were an order of magnitude larger.11 Recent STS mea-
surements of strained ultrathin VSe2, in which a different
CDW wave vector to the bulk is observed, have suggested
a momentum-averaged gap of ∆ = 4.5 meV, roughly cen-
tered about EF.
20
Further evidence for associating the gapping of the FS
with the CDW comes from the temperature dependence
of the gap, shown in Fig. 3. The intensity of the un-
gapped part of the FS gradually increases with decreas-
ing temperature, reflecting the sharpening of the bands in


























































































FIG. 2: Momentum dependence of the FS gap at 30 K.
Spectra are shown around (a) the top left and (b) top right
M ′ pockets in the normal state (120 K) and CDW phase
(30 K), and labeled by their angle around the M ′ points (see
inset). (c) Angular dependence of the magnitude of the gap
around the FS, averaged over both FS sheets. Errors in (c)
represent statistical errors in estimating the gap magnitude
only.
energy over our momentum window. In contrast, the in-
tensity of the gapped portion of the FS remains roughly
flat until it drops sharply in intensity at Tgap = 83 K,
closely following the Bardeen-Cooper-Schrieffer (BCS)
expression,26 as anticipated for a CDW within weak cou-
pling mean-field theory.24,30,31 This represents our second
central result: the temperature at which the CDW gap
in ARPES opens occurs at the transition to the 2q state,
Tc2, and not at the familiar Tc1 temperature. We esti-
mate that a gap at EF of larger than 2 meV ought to
be detectable in our data, placing an approximate upper
limit on the ARPES gap above Tc2. Our experimental
values of ∆max and Tgap lead to 2∆/kBTc ∼ 2.8, assum-
ing a gap that opens symmetrically about EF, which are
fully consistent with the mean-field value and the large
CDW coherence length.
The inset to Fig. 3 shows the anomalies in the resistiv-















































FIG. 3: Temperature dependence of the CDW gap, mea-
sured as the intensity at the FS of the gapped regions of the
FS (90◦ and 270◦) compared with the ungapped regions (0◦
and 180◦). Errorbars indicate statistical errors in the mea-
surement. The fit to the gapped regions represents BCS-like
behavior26 with a Tgap = 83 K. The inset displays the deriva-
tive of the resistivity in the same temperature range.26
ity due to the CDW transitions. The anomaly at Tc2 is
much weaker than, and is obscured, by the tails of Tc1,
and it is pertinent to ask why our ARPES results are ap-
parently so insensitive to the CDW order at Tc1. In order
to gain insight into the CDW behavior, we show the Lind-
hard susceptibility function from our FLAPW calcula-
tions in Fig. 4 along a path in the 3D BZ. Reχ0(q), which
corresponds to the response function of the electronic
subsystem (within the constant matrix element approx-
imation), is found to peak at q∗ = (1/4a∗, 0, 0.319c∗),
very close to the experimental CDW wave vectors. This
peak is sharp in the (qx, qy) plane, at least as sharp as
other related CDW systems.32 However, it is somewhat
softer in c∗ [inset to Fig. 3(a)], consistent with the multi-
ple qz found experimentally. For CDW order to be asso-
ciated with FS nesting, this peak must also be reflected in
Imχ0(q), which corresponds to the low energy transitions
at EF.
32 Indeed, Imχ0(q) does peak near q
∗, but slightly
larger instabilities, by ∼ 15%, are found at slightly mod-
ified q. Therefore, although FS nesting does not select
the wave vector of the electronic instability, it contributes
substantially to the peak in Reχ0(q) that does, partic-
ularly along c∗. This is in contrast to 2H-NbSe232 and
TaSe2,
32,33 for example, in which FS nesting plays little
role in the peaks in Reχ0(q) or CDW wave vector.
We now focus on which electronic states are responsible
for the electronic instability at q∗ via the k-resolved sus-
ceptibility, χ0(q
∗,k), see Figs. 4(b-e).33 This function,
analyzed at q∗, reveals the contribution of individual
states to χ0(q) at this wavevector: Bright regions high-
light states that either nest with other states at q∗, or
contribute significant finite energy transitions, and there-
fore in the case of FS nesting χ0(q
∗,k) should essentially
contour the FS. The results are shown in Fig. 4(b) at
Chapter 6. Fermi surface nesting in 1T -VSe2
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FIG. 4: (a) Noninteracting susceptibility, χ0(q), of 1T-VSe2
based on the FLAPW electronic structure, shown along a path
through the BZ. The peak in Reχ0(q) is shown by the dotted
line, q∗ = (1/4a∗, 0, 0.319c∗). The inset shows the suscepti-
bility along q = (1/4a∗, 0, qzc
∗). (b-e) k-resolved susceptibil-
ity function, Reχ0(q
∗,k), of the 3q CDW structures shown
(b) on a constant kz = 0.5c
∗ slice and (c) through the exper-
imental kz parabola. (d) and (e) illustrate the susceptibility
due to 2q and 1q CDW structures, respectively.
the top of the BZ (kz = 0.5c
∗), and closely resemble
the FS, consistent with the strong role played by FS
nesting. The noticeable contribution from states near
kx = ky = 0 represent finite energy transitions. It is
also clear that states along the arms of the FS pock-
ets, which correspond to the gapped regions in the ex-
periment, contribute strongly at this kz momentum and
wavevector, in contrast to the weak intensity from states
at the inner and outer edges of the FS pockets. This
provides a natural explanation for the momentum depen-
dence of the FS gap, whereby gapped states are strongly
nested, and ungapped states nest only weakly. Fig. 4(c)
shows Reχ0(q
∗,k) evaluated over the experimental kz
parabola, for direct comparison with the µARPES FS
shown in Fig. 1(a). Although the intensity from the FS
near Γ′ is bright here, we emphasize that small discrep-
ancies between experimental and theoretical band struc-
tures, the empirical inner potential, or a departure of the
final states in ARPES from the free electron parabola
can significantly change this picture.
Finally, in Figs. 4(d-e) we show Reχ0(q
∗,k) resulting
from both 2q and 1q CDW order, respectively, evaluated
at kz = 0.5c
∗. These are compared directly with panel
(b), which represents 3q CDW structure (equivalent to
the sum of 2q and 1q), and are all shown with the same
color intensity scaling. Both 2q and 3q images show sim-
ilar brightness near the gapped portions of the FS, in-
dicating that a 2q CDW already gaps most of the avail-
able states compared with the 3q CDW. The additional
1q CDW competes for the same parts of the FS as the
2q CDW. This represents our third main result: The 2q
CDW structure already gaps most of the available states
and therefore the additional gain in electronic energy in
forming the 3q structure is comparatively small.
Returning to the question of why the 3q CDW is so
weak in our µARPES measurements, we suggest that in
this structure the CDW band crossings occur above EF,
and are therefore hidden from probes of the occupied
states, such as ARPES, a mechanism that has recently
been proposed for 2H-NbSe2.
34 We note that applying a
shift of ∆qz = −0.006c∗ to the theoretical q∗ wave vector
leads to an energy shift of ≈ +10 meV in the band cross-
ings in the Γ-K direction, sufficient to place the bottom
of the gap above EF. This model is fully consistent with
our data, though requires a probe of unoccupied states,
e.g. STS, to test this unambiguously.
If the above hypothesis is true, the origin of the CDW
in VSe2 is delicately poised. The 3q state appears to favor
the lattice energy (e.g. phonon softening) at the expense
of the electronic energy, whereas the 2q state maximizes
the available electronic energy gain by slightly adjust-
ing qz. This may have important implications for which
CDW structure is chosen in few layer systems, as the
three dimensionality of the system is gradually removed.
For example, there appears to be a crossover in CDW
behavior as a function of layer thickness at a critical
thickness comparable with the c-axis CDW correlation
length.12,13
In summary, µARPES reveals the magnitude, momen-
tum and temperature dependence of the CDW gap in
bulk 1T-VSe2, establishing low-temperature CDW prop-
erties in good agreement with mean-field weak-coupling
expectations. The maximum CDW gap in µARPES
reaches 10 meV along the arms of the FS pocket, and
surprisingly is found to develop at the 3q-2q transition
(83 K). We therefore suggest that the 3q CDW between
83 K and 110 K has a gap that is centered above EF,
and encourage further investigations using experimental
probes of the unoccupied states, e.g. STS. More gener-
ally, our results also shed light on systems with competing
CDW instabilities.
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Resistivity
Four-point resistivity measurements were performed
on crystals from the same batch as that used in the
main manuscript. Example curves are shown in Fig. S1
between 4 K and room temperature. All crystals had
residual resistivity ratios (ρ294K/ρ4K) of between 13 and
14, indicating high quality samples, and were in good
agreement with previous measurements.1,2 All crystals
exhibited anomalies in the resistivity at Tc1 and Tc2
(seen in the first derivative of the resistivity in the main
manuscript), although the anomaly in Tc2 is much weaker
than in Tc1. The charge-density wave (CDW) transi-
tion temperatures were determined as Tc1 = 109 K and
Tc2 = 82 – 87 K using linear fits above and below the on-
set of Tc1 and the width of the anomalous region around
Tc2, respectively.
BCS model of the temperature dependent Fermi
surface
The temperature-dependent Fermi surface (FS) mea-
surements were performed with an instrumental resolu-
tion of 40 meV. To perform the integration, images were
first normalized to the total number of counts in the im-
age. The increase in signal under the ungapped portions
of FS with decreasing temperature is accounted for by the
FIG. S1: Resistivity of two of the 1T-VSe2 crystals from the
same batch as that presented in the main manuscript.
sharpening of the bands at lower temperatures (specifi-
cally, the sharpening in thermal energy broadening leads
to a sharpening in momentum in our integration area).
The temperature-dependence of the gapped portions of
FS show a BCS-like behavior, with a different pre-factor.
Here, we explain the origin of this different pre-factor,







































FIG. S2: Model spectral function for (a) noninteracting and
(b) interacting CDW bands. The solid line is the noninter-
acting dispersion, and the dashed line is the CDW shadow
band. The spectral function is shown as the color map, and
the semi-transparent red line shows the eigenvalues of the in-
teracting model, with a width given by |uk|2. The magnitude
of the gap ∆ = 2V , is given by Equation 2 with Tc = 81.3 K
and V0 = 20 meV.
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FIG. S3: (a) Densities of states of the model CDW bands,
shown above and below TCDW. The shaded region indicates
the energy window of the experimental FS measurement, cor-
responding to the integration window in the model. (b) Re-
sults of the temperature-dependent model (symbols) and their
fits to Equation 1, with k both fixed to the BCS value of 1.74,
and allowed to vary (leading to k = 1.00).
The pre-factor extracted from a fit to the temperature-
dependence of the FS intensity is k ≈ 1, following the
form,









where a represents the normalized intensity loss at EF
with ∆ = ∆0, i.e. maximally gapped at T = 0. To
account for the finite instrumental resolution, Equation
1 is evaluated within an energy window of 40 meV about
EF.
We begin with a simple 1D model for interacting CDW
bands,3 interacting via the parameter V0 = 20 meV. In
the normal state above TCDW, V = 0 and the spectral
function follows that of the noninteracting bands, see
Fig. S2(a). Below TCDW, however, the original band
interacts with the shadow CDW band, turning away
from the crossings between the two and opening a gap
of ∆ = 2V , shown in Fig. S2(b).
In order to compare our model with the experimen-
tally measured quantity, we now compute the densities
of states of the model, shown in Fig. S3(a), and integrate
them within the energy window of the experimental FS
measurement. The effects of the gap on the measured FS
intensity is clear in Fig. S3(a), leading to a substantially
weakened integral in the CDW state.
We now extend the model to other temperatures, using
the interpolation formula of the BCS gap equation,









which describes the temperature dependence of the su-
perconducting gap in weak coupling theory, and is also
appropriate for describing CDW gaps.4 The pre-factor
1.74 comes from interpolating the exact numerical results
of the self-consistent BCS weak coupling gap equation.
The results of applying this are shown in Fig. S3(b),
alongside fits to Equation 1 within the experimental tem-
perature range (30 K ≤ T ≤ 150 K). Constraining the
prefactor k in the fit to the BCS value of 1.74 yields
a poor fit, failing to capture the shape of the results.
On the other hand, allowing k to vary yields a good fit
to the model in the experimental range, corresponding
to k = 1.00, which is very close to the experimentally-
determined prefactor. This agreement supports our ar-
gument that the experimental temperature dependence
is representative of weak coupling BCS-like CDW.
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6.4 Discussion & concluding remarks
The work in Section 6.3 presented a detailed study of the Fermi surface (FS) of 1T -
VSe2 utilising full-wavevector ARPES with single-shot (kx, ky) acquisition in order to
visualize the FS topology and the effects of the CDW transition on the electronic structure.
The importance of FS nesting was evaluated by comparing the experimental results with
DFT calculations of the momentum-resolved electronic susceptibility, χ0(q, k).
Full-wavevector ARPES images reveal a quasi-2D FS with notably large parallel por-
tions along the arms of the V-3d electron pockets centred at the M-point. Such a FS
topology should be prone to nesting-like instabilities according to Section 1.2.3. Indeed,
in the CDW phase (30 K) there is a noticeable loss of intensity along the centre portions
of the electron pockets which should be well nested by qCDW, suggesting these states
are removed from the FS due to the opening of a gap. Comparing the EDCs between
the normal (120 K) and CDW (30 K) phase, shows that a gap opens along the parallel
arms of the electron pockets, evidenced by a lowering of the Fermi edge, with a maximum
of ∆CDW(30 K) = 10 meV at their centre across the BZ boundary (K-M-K). Instead,
the curved portions of FS on the inner and outer edges of the electron pocket remain un-
gapped. This provides direct evidence for CDW order in 1T -VSe2 and is highly suggestive
of a FS nesting type scenario. In addition, the momentum-dependence of ∆CDW shows
that a large proportion of the electron pocket is partially gapped and its magnitude varies
continuously (∆CDW = 10 → 0 meV) from the K-M-K cross-section (max.) to the edges
(min.) of the pocket.
Surprisingly, temperature-dependence of the FS intensity reveals that the CDW gap
opens at ∼ 83 K rather than the well-known transition temperature at ∼ 110 K. This
is very close to the value of Tc2 ≈ (80 - 85) K found by Tsutsumi et al. [48], and later
explained as a 3q-2q transition by Eaglesham et al. [107]. Therefore in Section 6.3, it was
suggested that the gap observed by ARPES occurs at the transition to the 2q CDW state
(Tc2) and not at the familiar 3q CDW state (Tc1). The temperature-dependence of the gap
closely follows the BCS relation and the experimental values of ∆CDW and TCDW leads to
2∆kBTc ∼ 2.8, which is consistent with a weak coupling CDW within mean-field theory.
Electrical transport measurements show anomalies near Tc1 and Tc2 which is clearly visible
in dR/dT . The latter was determined to be Tc2 = (82 ± 5) K which is in good agreement
with a fit to the photoemission data using a simple BCS expression.
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DFT calculations of the electronic susceptibility showed a divergence in Reχ0(q) near
qCDW = (1/4a0, 0.314c0) which is close to the previously determined experimental value
[48]. Peaks were found in both the real and imaginary parts of χ0(q, k) at similar q-
vectors, an important criteria in the assignment of CDWs to FS nesting instabilities [22].
The susceptibility was evaluated over the entire BZ and showed that states along the arms
of the electron pockets contribute the most to Reχ0(q) in agreement with the gapped
regions of FS found in experiment. It was found that the 2q CDW gaps most of the
available electronic states and the 3q CDW competes for the same parts of the FS, which
could explain the apparent sensitivity of the ARPES measurements to the gap opening
at 2q (Tc2) compared to the 3q (Tc1), despite the latter being the most obvious phase
transition in electronic transport measurements. Band crossings responsible for the 3q
gap may occur above EF and therefore are hidden to ARPES, similar to 2H -NbSe2 [166].
Future investigations of the possible 3q-2q CDW transition in 1T -VSe2 could utilize
spectroscopic probes of the unoccupied states (i.e. STS) in order to unambiguously test
the hypothesis of a 3q CDW gap situated above EF. Similar to the work of Tsutsumi et
al. [48], a structural probe such as high-resolution x-ray diffraction measurements could be
used to look for small changes in the c-axis parameter related to the potential structural
lock-in near Tc2 = (80 - 85) K.
In summary, the combination of experimental and theoretical results presented in Sec-
tion 6.3 strongly suggests a FS nesting driven CDW instability in 1T -VSe2, and reiterates
the importance of nesting in the group-V TMDs [2]. More generally, it highlights 1T -
VSe2 as a suitable system to study the effects of electronic CDW instabilities because of
its specific FS topology and reduced complexity in the absence of other strongly-correlated
phases. The importance of 3D nesting discussed previously [50,99,120,121] together with
the apparent interplay between 3q and 2q CDWs in 1T -VSe2 via a modification of qz,
suggests there may be important implications of reduced dimensionality in future inves-
tigations of few-layer samples and vdW heterostructures. Recent results have thus far
demonstrated a 3D-2D crossover at a thickness comparable to the c-axis CDW corre-
lation length [158, 159] and in the monolayer limit, a dramatic enhancement of charge
order [102,103] and possible emergent ferromagnetism [104–106] has been observed.
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Interplay between the charge density wave and metal-
insulator transition in 1T -TaSe2
7.1 Preamble
Within the TMD family, the tantalum-based compounds, MX2 (M = Ta, X = S/Se)
of both the 1T and 2H polytypes are amongst the most extensively studied because of
their rich phase diagrams consisting of a whole range of strongly-correlated behaviour
including CDWs and an unusual metal-insulator transition (MIT). Understanding the
potential competition or co-operation between various phases of matter is an ongoing goal
of fundamental research. In particular, there has been a focus on the relationship between
CDWs and superconductivity in the cuprates [9] and TMDs [10,15,125] which are generally
thought to be competing. By contrast, the interplay between CDWs and the MIT in the
Ta-based TMDs is less clear.
1T -TaSe2 exhibits a first-order ICCDW-CCDW transition at 473 K [49] involving
portions of the elliptical Ta-5d electron pockets centred at the M-point, similar to other
group-V TMDs [2]. Interestingly, surface-sensitive probes of the electronic structure such
as ARPES [167] and STM [168] have also observed a large gap opening across the entire
FS below ∼ 260 K, reminiscent of a metal-insulator transition (MIT). Despite this, 1T -
TaSe2 seems to remain metallic in the bulk at all temperatures [169]. As a result, the MIT
has been explained as a Mott insulating phase that develops only at the surface [167] for
which the CDW acts as a precursor by modifying the band structure and enhancing the
likelyhood of electron localisation [170]. Recent alternative explanations for the MIT in
the sulphide (1T -TaS2) involve the effect of three-dimensional CDW stacking order and
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hybridization of atomic orbitals [171–173].
In general, questions surrounding the origin of the MIT in the Ta-based compounds,
and its relationship with CDW order remain. Although 1T -TaSe2 has received less at-
tention than the sulphide (1T -TaS2), it has recently been suggested to be more a suit-
able system in which to investigate these questions because of its simpler phase diagram,
strong experimental signatures of electronic order, and well-separated onset temperatures
between the CDW and MIT [174]. One approach is to utilise ultrafast spectroscopy tech-
niques to investigate characteristic electron dynamics during the melting and recovery of
strongly correlated phases following perturbation with an intense laser pulse [140], as has
been demonstrated already in 1T -TaS2 [175–180]. In particular, TR-ARPES allows direct
visualisation of the electronic structure and can track photo-induced suppression of the or-
der parameter in real time [79,181]. Previous TR-ARPES studies of 1T -TaSe2 have either
focused on suppression dynamics of the MIT phase on short timescales (≤ 500 fs) [174] or
the CCDW phase at room temperature only [182].
This chapter reports on a detailed investigation of coherent phonon oscillations in the
low-temperature MIT phase (77 K) of 1T -TaSe2 using TR-ARPES and TRR up to several
picoseconds. In the work by Sayers et al. entitled “Selective electron-phonon coupling in
the insulating phase of 1T -TaSe2” [183], the valence band dynamics related to the MIT
gap, ∆MIT at the Γ-point is tracked using photon energy, hν = 6 eV with unprecedented
time and energy resolution [73] compared to previous studies [174, 182]. The MIT phase
was found to be extremely robust and did not show any significant collapse even at the
highest pump laser fluence. However, the pump triggers extremely strong and long-lived
coherent oscillations of the band edge with a single frequency component belonging to
the CDW amplitude mode. By contrast, the transient reflectivity ∆R/R signal is clearly
modulated by multiple frequencies belonging to phonons of the distorted lattice. Since
the TR-ARPES and TRR experiments utilise similar optical pump pulses, it is likely that
multiple phonons are also triggered in TR-ARPES. However, the direct visualisation of
the band structure offered TR-ARPES shows that the VB binding energy, related to the
order parameter, ∆MIT is in fact selectively coupled only to the CDW amplitude mode
evidenced by its single frequency component. In addition, TRR measurements above room
temperature showed that the CDW amplitude mode can be suppressed by the optical
pump, whilst the distorted lattice structure remains robust up to TCDW in a metastable
state.
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7.2 Introduction
7.2.1 Strongly-correlated behaviour in the tantalum based TMDs
The tantalum-based TMDs are perhaps most well-known for exhibiting numerous charge
density wave (CDW) phases including; incommensurate (ICCDW), nearly-commensurate
(NCCDW) and commensurate (CCDW), with transition temperatures over a wide range
of TCDW = (75 - 473) K [2]. Signatures of metal-insulator transitions (MITs) are observed
in both 1T polytypes, although only 1T -TaS2 appears to become insulating in the bulk [6,
169]. Superconductivity is naturally found only in the 2H polytypes [184, 185], although
it can be induced in the 1T polytypes using pressure [186] or doping [187]. Many of these
different phases are found within a single compound, making them an ideal platform to
study co-operating or competing states of matter.
A summary of the various phases found in the tantalum-based TMDs are listed in
Table 7.1. In general, the 2H polytypes have less diverse and comparatively weaker CDW
order i.e. typically fewer CDW transitions that occur at lower temperatures (≤ 122 K),
however they are naturally superconducting. This is in contrast to the 1T polytypes
which have multiple high-temperature CDW transitions in the range (180 - 473) K, but
no natural superconductivity. This simple observation is suggestive of competing CDW
and superconducting order in the tantalum-based TMDs, whereby if CDW order is weak
then superconductivity emerges and vice versa. This hypothesis is supported by studies of
induced superconductivity in the 1T polytypes [186, 187] where the critical temperature,
Tc is found to be maximum when the CDW transition, TCDW is suppressed.
In addition to the intrapolytypic transitions outlined so far, many interpolytypic trans-
formations can also occur, which is dictated by the stability of particular crystal structures
and not related to any strongly-correlated effects. For example, 1T and 2H polytypes may
transform to 4Hb, 3R and 6R at high temperature which can either be reversible or ir-
reversible [188]. The 2H and 3R polytypes are the most stable forms evidenced by their
natural formation at the lowest growth temperatures, whereas the other polytypes are
metastable and can only be obtained by quenching from high temperature during crystal
growth or via the interpolytypic transformations [2].
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Compound ICCDW NCCDW CCDW MIT Superconductivity
2H -TaS2 - - 75 K [2] No Yes, 1.5 K [184]
2H -TaSe2 122 K [46] - 90 K [46] No Yes, 0.13 K [185]
1T -TaS2 550 K [2] 350 K [2] 180 K [2] Yes [6] No
†
1T -TaSe2 600 K
∗ [49] - 473 K [49] Yes [167] No‡
Table 7.1: Summary of strongly-correlated behaviour in the tantalum-based TMDs including
incommensurate (ICCDW), nearly-commensurate (ICCDW) and commensurate (CCDW) charge
density waves, metal-insulator transitions (MIT) and superconductivity. ∗Predicted normal state
to ICCDW transition temperature since an interpolytypic transformation (1T → 3R) at 530 K
makes it experimentally inaccessible. Induced superconductivity using †pressure (Tc = 5 K at 2.5
GPa) [186] or ‡doping (Tc = 2.5 K for x = 0.6 in 1T -TaSe2−xTex) [187].
7.2.2 Characteristics of the CDW
As discussed previously, the metastable 1T phase of TaSe2 is retained by rapidly quenching
to room temperature from Tg ≥ 900◦C [49]. The 1T structure will then remain stable until
heating above 530 K where an irreversible interpolytypic 1T→3R transformation occurs
[188]. The normal state to ICCDW transition is predicted at higher temperatures (≥ 600
K) and is therefore not accessible experimentally. At TCDW = 473 K, 1T -TaSe2 exhibits a
first-order ICCDW to CCDW transition [49]. Hence, the room temperature phase of 1T -
TaSe2 is the commensurate CDW and this is the most discussed feature of this material in
the literature. For the remainder of this chapter, when referring generically to the CDW
phase and the CDW transition temperature, it relates to the commensurate CDW phase
and the ICCDW to CCDW transition respectively.
Figure 7.1(a) shows a sketch of the Fermi surface of 1T -TaSe2. The CDW is associated
with opening of gaps along the arms of the elliptical (Ta-5d) electron pockets centred
around the M-point [174] where the expected CDW vector, qCDW links parallel portions of
the FS approximately along the K-M-K direction with a small rotation. The origin of CDW
formation has been discussed in terms of FS nesting based on geometrical arguments [2]
and susceptibility calculations [189], although experimental evidence does not conclusively
support such a scenario [21,53]. A possible alternative explanation involves a q-dependent
electron-phonon coupling [25].
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Figure 7.1: Characteristics of the CDW in 1T -TaSe2. (a) Sketch of the Fermi surface in the
CDW phase with hexagonal Brillouin zone (BZ) and projected high-symmetry points labelled.
The small hexagons represent the reconstructed BZ due to the PLD. The expected CDW vector,
qCDW is indicated. Panels (b) and (c) show the crystal structure along the layer plane and c-axis
respectively. (d) View of an inner Ta-plane. In the CDW phase, the displacement of the 12 nearest
neighbours surrounding a central Ta atom is indicated by the black arrows and results in the “star-




13a0 unit cell (blue dashed lines)
with 13◦ rotation relative to the normal phase cell (red solid lines).
(PLD) which is rotated by 13◦ with respect to the original cell. Figure 7.1(d) shows
the inward displacement of the 12 nearest neighbours surrounding a central Ta atom
which results in a superlattice comprised of Ta clusters in the so-called “star-of-David”
configuration [2]. It is interesting to note that the magnitude of the in-plane PLD is rather
large compared to other TMDs (∼ 7% of the normal phase lattice parameters [190]).
The ICCDW-CCCDW transition is strongly first-order and therefore results in sudden
and dramatic changes to the electronic [49] and structural properties [191] over a narrow
temperature range. The most commonly reported feature is the large increase in electrical
resistivity at 473 K when passing from the ICCDW to the CCDW phase as illustrated in
Figure 7.2(a). The distorted CCDW lattice has a total of 114 optical modes and at least
57 are Raman-active with Ag symmetry [191]. Many of these modes are visible in Raman
spectroscopy measurements and remain well-defined up to 472 K i.e. just below TCDW as
shown in Figure 7.2(b). However, upon entering the ICCDW phase by heating to 478 K,
there is a sudden loss of definition of all modes, particularity in the range (50 - 100) cm−1.
This behaviour has been noted in other compounds such as 2H -TaSe2 and 1T -TaS2 when
the commensurate CDW order is lost [192].
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Figure 7.2: Experimental signatures of CDW order in 1T -TaSe2. (a) In-plane resistivity as
function of temperature reproduced from Ref. [49]. The ICCDW-CCDW transition (TCDW = 473
K) is highlighted as well the interpolytypic 1T→3R transformation (530 K). (b) Raman spectra
showing the evolution of the Raman-active zone centre phonons through the ICCDW-CCDW
transition.
7.2.3 On the origin of the MIT
As mentioned previously, a MIT is observed in 1T -TaSe2 using surface-sensitive probes
such as ARPES [167] and STM [168], evidenced by a large gap of ∆MIT ≈ (200 - 300
meV) below EF which develops below ∼ 260 K, and displays a hysteric behaviour with
temperature [167]. The gap occurs across all k-space and hence there is a complete loss
of FS. Despite this, 1T -TaSe2 appears to remain metallic at all temperatures based on
bulk-sensitive electrical transport measurements [49], in stark contrast to the MIT in
1T -TaS2 which clearly displays insulating behaviour [6]. Consequently, the MIT in 1T -
TaSe2 has been explained as a Mott transition which occurs only at the surface [167,168].
In a simple description, metals with a suitable band structure may become insulators
if there are significant electron-electron interactions. A theory was proposed by Neville
Mott [193] to explain anomalous experimental results of some d -electron metals that de-
pends on the strength of the coulomb repulsion, U between electrons and the hopping
integral between neighbouring sites, t which can be linked to the band width [194, 195].
Consider a metal with a partially-filled band that crosses EF, if electron-electron repul-
sion is strong or the band is narrow, the electrons may become localised and unable to
hop between neighbouring sites, thus becoming insulating. Mott showed that this effect
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Figure 7.3: Mott insulating phase in
1T -TaSe2. (a) Sketch of the electronic
structure close to the Fermi level, EF.
The relevant feature is the half filled
electron-like Ta-5d band which crosses
EF. Upon entering the Mott phase, the
Ta-5d band splits into two narrow sub-
bands, labelled as the lower (LHB) and
upper (UHB) Hubbard bands, and sep-
arated by a gap, ∆Mott.
naturally opens a gap by splitting the partially filled band into two subbands, resulting in
the Mott insulator and the transition is dictated by the critical ratio U/t.
In the case of 1T -TaSe2, it is believed that the CDW is a precursor to the Mott
transition by modifying the band structure, resulting in a half-filled Ta-5d band at EF.
Upon cooling, the increasing CDW amplitude causes in a reduction of the conduction
band width until the critical value for Mott localisation is reached [170]. The result is a
splitting of the Ta-5d band into lower (LHB) and upper (UHB) Hubbard bands [167,196]
at EF separated by a gap, ∆Mott as illustrated in Figure 7.3. Since ARPES only probes
the occupied states, this transition appears first as a narrowing of the Ta-5d band and
then eventually a considerable lowering of the band edge below EF.
An alternative explanation for the MIT in the sulphide (1T -TaS2) has recently emerged
based on a three-dimensional CDW stacking effect and hybridization of atomic orbitals
[171–173]. As discussed already, there are numerous similarities between the 1T Ta-based
compounds and therefore such a scenario should also be considered a possibility in 1T -
TaSe2.
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1T -TaSe2 is host to co-existing strongly-correlated phases including charge density waves (CDWs)
and an unusual metal-insulator transition (MIT) at low temperature. Here, we investigate coherent
phonon oscillations in the low-temperature phase of 1T -TaSe2 using a combination of time- and
angle-resolved photoemission spectroscopy (TR-ARPES) and time-resolved reflectivity (TRR). Per-
turbation by an intense femtosecond laser pulse triggers a modulation of the valence band edge at
the Γ-point related to the MIT gap, which is comprised of a single frequency consistent with the
CDW amplitude mode. By contrast, a similar pulse used in transient reflectivity measurements
instead triggers a modulation of ∆R/R comprised of multiple frequencies. Thus, our work reveals
a selective-electron phonon coupling between the CDW amplitude mode and the electron dynamics
related to the MIT. In addition, we were able to access a metastable regime such that the CDW
amplitude mode is suppressed by the optical pump below TCDW whereas the lattice-order remains
robust.
INTRODUCTION
Understanding the delicate interplay between various
co-operating or competing phases of matter in quantum
materials is an ongoing goal of fundamental research [1–
3]. Driving these systems out of equilibrium using an
intense femtosecond laser pulse offers the possibility to
transiently suppress forms of electronic and lattice order
then subsequently monitor their recovery in real-time [4].
The characteristic dynamics of these processes allows a
classification of these materials in the time-domain [5],
and has been used to disentangle the underlying mech-
anisms of complex materials such as cuprate supercon-
ductors [6] and exciton-lattice driven CDW systems [7]
or unlocking normally hidden states of matter [8].
An ideal platform to investigate these phenomena
are the trigonal (1T ) tantalum-based transition metal
dichalcogenides (TMDs), MX2 (M = Ta, X = S/Se)
which are host to whole range of strongly-correlated
behaviour including; charge density waves (CDWs) [9],
metal-insulator transitions (MITs) [10], quantum spin
liquid states [11], and superconductivity [12, 13].
The sulphide (1T -TaS2) has been studied extensively
using time-resolved techniques [14–19], motivated mostly
due to its rich phase diagram. It exhibits multiple
CDW transitions including; an incommensurate (550 K),
nearly-commensurate (350 K), and commensurate (180
K) phase [9] which occurs concomitantly with a metal-
insulator transition (MIT), and has historically been as-
sociated with a Mott phase [20]. However, an alterna-
tive explanation has recently been proposed based on
the three-dimensional stacking order of the CDW and
hybridization of atomic orbitals [21–23]. Thus, impor-
tant questions surrounding the nature of the MIT and
its relationship with CDW order remain.
The selenide (1T -TaSe2) has received comparatively
far less attention, although it was recently suggested
to be the more suitable compound in which to investi-
gate the relationship between the CDW and MIT phases
because of the well-separated transition temperatures,
larger electronic gap, and reduced complexity due to the
absence of the nearly-commensurate phase (NCCDW)
[19].
1T -TaSe2 undergoes a first-order transition from an
incommensurate (ICCDW) to commensurate (CCDW)
charge density wave at TCDW = 473 K [24]. It is accom-





distortion (PLD) which is rotated by 13◦ with respect to
the original unit cell, and forms a 13-atom superlattice
comprised of Ta clusters in the so-called “star-of-David”
configuration [9]. The CCDW phase is associated with
gaps in the electronic structure near the M-point along
the arms of the elliptical (Ta-5d) electron pockets [19].
Fig. 1(a) shows a sketch of the Fermi surface (FS) with
the CDW vector, qCDW linking parallel portions of the
electron pockets approximately along the K-M-K direc-
tion which could be prone to FS nesting [9], although the
importance of electronic instabilities in these compounds
is not entirely clear [25, 26].
An MIT occurs at ∼ 260 K which is evidenced by a
large gap opening of (200 - 300) meV below the Fermi
level, EF from surface-sensitive measurements such as
ARPES [10] and STM [27]. Despite significant gaps
found in the MIT phase of both the 1T Ta-based com-
pounds, only 1T -TaS2 becomes insulating at low tem-
perature whereas 1T -TaSe2 appears to remains metallic
to bulk-sensitive probes such as electrical transport [24].
Consequently, the MIT in 1T -TaSe2 has been explained




as a Mott insulating phase that occurs only at the surface
[10, 27]. In this scenario, the CDW is a precursor to the
Mott transition, since it modifies the band structure to
create a narrow half-filled conduction band (CB), which
becomes prone to localization when the band width is
decreased below a critical value as the temperature is re-
duced [28]. Although the CDW gap is located near the
M-point and the majority of the FS remains unaffected
by the transition, the low-temperature MIT results in a
gap, ∆MIT which lowers the energy of states across all
k-space [10] as illustrated in Fig. 1(b).
Time- and angle-resolved photoemission spectroscopy
(TR-ARPES) is a powerful tool which allows direct vi-
sualization of the electronic band structure following
perturbation with an intense laser pulse. In strongly-
correlated systems, it can be used monitor the collapse
and recovery of electronic order in real-time by prob-
ing energy gaps, ∆ related to the order parameter [5–
7]. Recent TR-ARPES studies of 1T -TaSe2 using high-
harmonics (hν ≈ 22 eV) have focused predominantly on
the gap suppression dynamics on short timescales [19] or
the room temperature (CCDW) phase only [29].
Here, we study the dynamics of 1T -TaSe2 in the low-
temperature phase (77 K) at the Γ-point using 6 eV
photon energy with unprecedented time- and energy-
resolution. We track the valence band edge related to the
magnitude of ∆MIT over picoseconds and find that it ex-
hibits very strong, long-lasting oscillations with a single
frequency related to the A1g-symmetry CDW amplitude
mode (∼ 2.2 THz at 77 K). Using complimentary time-
resolved reflectivity (TRR) and temperature-dependent
Raman spectroscopy measurements, we compare the co-
herent oscillations triggered by the optical pump pulse
to vibrational modes of the CCDW lattice. Our results
confirm a selective electron-phonon coupling which links
the MIT gap, ∆MIT to the amplitude mode of the CDW,
and sheds light on the interplay between these strongly-
correlated phases.
METHODS
TR-ARPES experiments were performed using visible
(1.82 eV, 30 fs) pump and deep-ultraviolet (6.05 eV, 80
fs) probe pulses produced by a series of nonlinear optical
processes using the output of an Yb-based laser (Pharos,
Light Conversion) operating at 80 KHz repetition rate,
as described in Ref. [30]. Photoemission spectra were
acquired using a SPECS PHOIBOS 100 2D hemispherical
energy analyser. The overall time- and energy-resolution
of this configuration were approximately 50 fs and 35
meV, respectively.
TRR was performed using a setup based on a
Ti:sapphire laser (Coherent Libra) which outputs (790
nm, 100 fs) pulses at 2 kHz repetition rate. The laser
drives two non-collinear parametric amplifiers (NOPAs)



































































FIG. 1: Electronic order in 1T -TaSe2. (a) Sketch of the Fermi
surface (FS) in the charge density wave (CDW) phase at
room temperature. The projected high-symmetry points of
the hexagonal Brillouin zone (BZ) are labelled. The small
hexagons represent the reduced BZ due to the
√
13a0 x√
13a0 PLD with 13
◦ rotation. The green arrows indicate
the possible CDW vector, qCDW. (b) Sketch showing the lo-
cation of gaps in the electronic band structure due to the
CDW and MIT. The dashed red lines in panel (a) mark the
chosen path through the BZ. (c) TR-ARPES spectrum (-300
fs) in the low-temperature phase at 77 K. (d) Comparison of
EDCs extracted from the Γ-point (k||= 0) at 300 K and 77
K. The black arrow shows the band edge shift as a result of
a gap, ∆MIT opening at low-temperature.
serving as pump and probe beams. The amplified pulse
is characterized by a broad spectral range (500 - 700 nm)
and is compressed to∼ 20 fs duration using chirp mirrors.
The pump beam is modulated at 1 kHz using a mechan-
ical chopper. Pump and probe beams were incident on
the sample using crossed polarizations, and the reflected
signal was detected using a Si photodetector array.
Temperature-dependent Raman spectroscopy was per-
formed using a Renishaw InVia Raman spectrometer
with 532 nm excitation wavelength. The laser power was
minimized to avoid heating effects and was measured to
be (65 ± 1) µW on the sample. Further details are pro-
vided in the Supplemental Material (Ref. [31]).
RESULTS & DISCUSSION
The electronic band structure of 1T -TaSe2 consists of
a broad Ta-5d band and two steeply dispersing Se-4p
subbands [32] as illustrated in Fig. 1(b), which extend up
to EF at room temperature [10]. Shown in Fig. 1(c) are
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FIG. 2: Valence band dynamics in the low temperature phase.
(a) TR-ARPES spectra (77 K) at the Γ-point with 1.10 mJ
cm−2 pump fluence. The upper panel shows the shift of the
VB edge extracted from the yellow dashed line in the lower
panel. (b) Normalised maximum VB intensity.
TR-ARPES spectra of 1T -TaSe2 in the low temperature
phase (77 K) at the Γ-point before pump arrival (- 300 fs)
with dispersion approximately along the M-Γ-M direction
based on low energy electron diffraction (LEED) [31].
Here, there is an obvious loss in photoemission intensity
below EF as the band edge is lowered in energy due to
the opening of a gap, ∆MIT. A comparison of EDCs in
Fig. 1(d) extracted along Γ (k|| = 0) shows a lowering of
the band edge by ∼ 260 meV between 300 K and 77 K,
which is in very close agreement with previous reports
[10]. ARPES measurements at higher momenta using
hν = 21.2 eV shows that ∆MIT extends across all k-space
and the entire FS is removed at 40 K, indicative of an
insulating state [31]. These results are in contrast to bulk
sensitive electrical transport measurements which show
that 1T -TaSe2 remains metallic to 4 K [24, 31]. Thus, it
seems plausible that the MIT occurs only at the surface
as suggested previously [10, 27, 28].
The lower panel of Fig. 2(a) shows the valence band
dynamics at the Γ-point after perturbation with 1.16 mJ
cm−2 pump fluence. At t = 0, there is an instantaneous
loss of valence band intensity and a transfer of spec-
tral weight above EF, indicative of the out-of-equilibrium
electron distribution generated by the pump arrival. This
is highlighted further in Fig. 2(b) and shows the recovery
of the valence band intensity occurs within ∼ 2 ps.
The upper panel in Fig. 2(a) shows the band edge
position extracted from a constant intensity contour in
the lower panel indicated by the dashed line. Consid-
ering the moderate pump fluence, the MIT gap is only
weakly perturbed since there is no significant upshift of
the band related to the collapse of electronic order, sug-
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FIG. 3: Selective-electron phonon coupling. (a) VB shift from
TR-ARPES (1.16 mJ cm−2). (b) Transient reflectivity signal,
∆R/R measured by TRR (0.09 mJ cm−2). The inset shows
the same data up to 20 ps delay. (c) Normalised Fourier
transform (FT) amplitude of the TR-ARPES and TRR os-
cillatory components in panels (a) and (b) together with a
Raman spectrum for comparison.
gesting the state is relatively robust compared to other
strongly-correlated phases. For example, complete CDW
gap suppression (∼ 100 meV shift) can be achieved in
the related compound, 1T -TiSe2 with ∼ 4-5 times lower
pump fluence [7].
Most notably, the pump triggers strong coherent os-
cillations of the band edge of approximately ± 25 meV
around the equilibrium position, which is very weakly
damped given the large amplitude that persists up to 6
ps as shown in Fig. 3(a). Fitting the data with a damped
sine function yields a period of (457 ± 2) fs or frequency,
f ≈ 2.19 THz, which is in very close agreement with
the intense 72.4 cm−1 (2.17 THz) mode with A1g sym-
metry measured by Raman spectroscopy at 77 K [31].
We note that the frequency of this mode is significantly
temperature-dependent and therefore such a close agree-
ment suggests that laser-induced heating of the sample
at this fluence is entirely negligible. An extrapolation of
the fit suggests that the oscillations may last up to 15
ps where the amplitude becomes ≤ 2 meV [31]. Such
long-lived oscillations have also been observed in the low
temperature phase of 1T -TaS2 [14, 15] belonging to the
CDW amplitude mode and is related to the breathing
mode of the stars-of-David in the distorted lattice [33].
This result confirms a direct modulation of the binding
edge of the VB edge (∆MIT) by interaction with the CDW
amplitude in 1T -TaSe2.
To investigate the origin of the coherent phonon os-
cillations further, we performed time-resolved reflectiv-
ity (TRR) and Raman spectroscopy measurements as a




function of temperature. Figs. 3(a) and (b) compare the
oscillatory component of the VB edge from TR-ARPES
to the TRR signal, ∆R/R in the low-temperature phase.
Using 0.09 mJ cm−2 fluence, there is only a small change
in ∆R/R and the signal is instead dominated by large
oscillations. The inset of Fig. 3(b) shows that the mod-
ulation lasts up to at least 20 ps. Importantly, the os-
cillations in TRR clearly consist of multiple frequencies,
in stark contrast to the single frequency VB data from
TR-ARPES. This is highlighted by the Fourier transform
(FT) of the oscillatory components shown in Fig. 3(c), to-
gether with a Raman spectrum at the same temperature
for comparison. FT of the VB shift data shows only a
single frequency present at ∼ 2.2 THz in agreement with
the damped sine fit previously. Whereas the TRR signal
is comprised of multiple frequencies with greatest ampli-
tude at ∼ 1.8, 2.2 and 2.9 THz, and closely resembles the
Raman spectrum. We note that the 1.8 THz cannot be
seen in the latter since it is below the notch filter cut-off.
Since both TR-ARPES and TRR experiments utilise a
similar optical pump, it is likely that multiple modes are
triggered in both cases and relate to the Raman-active
phonon modes of the distorted CCDW lattice, includ-
ing the CDW amplitude mode. These appear in the
TRR signal since it represents the average response of
electrons without energy-momentum selectivity. Instead,
TR-ARPES directly probes the local electronic structure
of the VB at Γ and therefore our results suggest a selec-
tive electron-phonon coupling, whereby the binding en-
ergy of the VB related to ∆MIT is modulated by a single
frequency belonging to the CDW amplitude mode.
We now focus on the dynamics in the CCDW phase at
room temperature and higher (i.e. in the absence of the
MIT) measured by TRR. Shown in Fig. 4 is a FT analysis
of the ∆R/R signal for various sample temperatures in
the range (295 - 478) K compared to Raman spectroscopy
measurements. Similar to the 77 K data, multiple fre-
quency components are seen at 295 K in Fig. 4(a). The
greatest peaks in FT amplitude belong to the highest in-
tensity modes determined previously in TRR, although
they are found at slightly lower frequencies of 2.0 and
2.7 THz because of the higher sample temperature, in
agreement with Raman spectroscopy. We note that the
damping of the oscillatory component of ∆R/R at this
temperature is much greater and the modulation only
lasts up to ∼ (5 - 6) ps. As the temperature is increased
in the range (295 - 410) K, we see the intensity of the
amplitude mode decreases sharply together with a shift
to lower frequencies until the mode becomes absent for
T ≥ 450 K. By comparison, the Raman measurements
show that all modes remain clearly visible at higher tem-
peratures until there is a sudden change in the spectra
when heating above the first order ICCDW-CCDW phase
transition at TCDW = 473 K and all modes merge into
a broad background, similar to previous reports in the
Ta-based compounds [34, 35]. The somewhat softer (i.e.
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FIG. 4: Temperature dependence of coherent phonon oscilla-
tions. (a) Fourier transform (FT) of the transient reflectivity,
∆R/R signal measured by TRR (0.13 mJ cm−2) at sample
temperatures in the range (295 - 478) K as indicated. (c)
Raman spectra measured over a similar temperature range as
panel (a) for comparison. The data in both panels is offset
for clarity.
second order) behaviour of the A1g amplitude mode in
TRR could suggest a transient melting of the CDW or-
der parameter by the optical pump which is completely
suppressed at 450 K using 0.13 mJ cm−2 fluence. Instead,
the 2.7 THz mode, which is related to phonon modes of
the PLD, appears to remain robust until it suddenly be-
comes absent above TCDW = 473 K similar to the Raman
spectra. Thus our results reveal an induced metastable
state in 1T -TaSe2 whereby the lattice-order persists fol-
lowing the collapse of the order parameter. In addition,
we have demonstrated the manipulation of a phase tran-
sition which is typically first-order that becomes second-
order in out-of-equilibrium conditions.
CONCLUSION
We investigated electron dynamics in the low-
temperature phase of 1T -TaSe2 using a combination of
TR-ARPES and TRR. At 77 K, we find an electronic
gap at the Γ-point related to the metal-insulator transi-
tion (MIT), ∆MIT ≈ 260 meV below EF in good agree-
ment with previous reports [10]. Perturbation by an
intense femtosecond laser pulse triggers coherent oscil-
lations of the VB edge (∆MIT) which is modulated by
a single frequency consistent with the CDW amplitude
mode (f ≈ 2.2 THz), similar to the related compound
1T -TaS2 [14, 15]. TRR measurements using a simi-
lar pump pulse instead show modulations comprised of
multiple frequencies. Therefore, we suggest a selective
electron-phonon coupling linking the electron dynamics
of the VB binding energy at Γ-point with the CDW




amplitude mode based on the direct measurements of
the band structure, shedding light on the interplay be-
tween strongly-correlated phases in this complex mate-
rial. Above room temperature, we are able to induce
a metastable state in 1T -TaSe2 by transiently suppress-
ing the CDW order parameter (amplitude mode) below
TCDW, whilst the lattice-order appears to remain robust.
More generally, our results contribute to the understand-
ing of CDW systems that exhibit metastable [7, 29, 36]
or hidden states [18] in out-of-equilibrium conditions.
The orders-of-magnitude change in resistivity between
the CDW and insulating phases of the Ta-based TMDs
has already been suggested as a potential use in so-called
memresistive devices [37] which could be manipulated us-
ing short laser pulses [8].
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Fermi surface nesting in quasi-2D materials, J. Electron.
Spec. Rela. Phenom. 117, 433 (2001).
[27] S. Colonna, F. Ronci, A. Cricenti, L. Perfetti, H. Berger,
and M. Grioni, Mott Phase at the Surface of 1T -TaSe2
Observed by Scanning Tunneling Microscopy, Phys. Rev.
Lett. 94, 036405 (2005).
[28] S. Colonna, F. Ronci, A. Cricenti, L. Perfetti, H. Berger,
and M. Grioni, Scanning Tunneling Microscopy Observa-
tion of a Mott-Insulator Phase at the 1T -TaSe2 Surface,
Jpn. J. Appl. Phys. 45, 1950 (2006).
[29] X. Shi, W. You, Y. Zhang, Z. Tao, P. M. Oppeneer, X.
Wu, R. Thomale, K. Rossnagel, M. Bauer, H. Kapteyn
and M. Murnane, Ultrafast electron calorimetry uncovers
a new long-lived metastable state in 1T -TaSe2 mediated
by mode-selective electron-phonon coupling, Sci. Adv. 5,
eaav449 (2019).
[30] F. Boschini, H. Hedayat, C. Dallera, P. Farinello, C. Man-
zoni, A. Magrez, H. Berger, G. Cerullo, and E. Carpene,
An innovative Yb-based ultrafast deep ultraviolet source
for time-resolved photoemission experiments, Rev. Sci.
Inst. 85, 123903 (2014)
[31] See Supplemental Material at http://link.aps.org/ for
details of crystal growth, electronic transport mea-
surements, temperature-dependent Raman spectroscopy,
full-wavevector ARPES (21.2 eV) and further analysis of
the time-resolved spectroscopy data.
[32] F. Clerc, M. Bovet, H. Berger, L. Despont, C. Koitzsch,
O. Gallus, L. Patthey, M. Shi, J. Krempasky, M. G. Gar-
nier, P. Aebi, Spin–orbit splitting in the valence bands of
1T -TaS2 and 1T -TaSe2, J. Phys: Condens. Matter. 16,
3721 (2004).
[33] J. Demsar, L. Forro, H. Berger and D. Mihailovic, Fem-
tosecond snapshots of gap-forming charge-density-wave
correlations in quasi-two-dimensional dichalcogenides
1T -TaS2 and 2H -TaSe2, Phys. Rev. B. 66, 041101(R)
(2002)
[34] J. E. Smith, Jr. J. C. Tsang, and M. W. Shafer, Raman
spectra of several layer compounds with charge density
waves, Solid. State. Comms. 19, 283 (1976)
[35] J. C. Tsang, J. E. Smith Jr., M. Shafer and S. F. Meyer,
Raman spectroscopy of the charge-density-wave state in
1T - and 2H − TaSe2, Phys. Rev. B. 16, 4239 (1977).
[36] M. Porer, U. Leierseder, J.-M. Ménard, H. Dachraoui, L.
Mouchliadis, I. E. Perakis, U. Heinzmann, J. Demsar, K.
Rossnagel and R. Huber, Non-thermal separation of elec-
tronic and structural orders in a persisting charge density
wave, Nat. Mat. 13, 857 (2014).
[37] M. Yoshida, R. Suzuki, Y. Zhang, M. Nakano and Y.
Iwasa, Memresistive phase switching in two-dimensional
in 1T -TaS2 crystals, Sci. Adv. 1, e1500606 (2015).
7.3. Publication entitled: “Selective electron-phonon coupling in the insulating phase of
1T -TaSe2”
167
Supplemental material for: “Selective electron-phonon coupling
in the insulating phase of 1T -TaSe2”
C. J. Sayers,1, ∗ H. Hedayat,2 A. Ceraso,2 F. Museur,3 M. Cattelan,4
L. S. Hart,1 D. Wolverson,1 L. S. Farrar,1 S. Dal Conte,2
G. Cerullo,2 C. Dallera,2 E. Carpene,5 and E. Da Como1
1Centre for Nanoscience and Nanotechnology,
Department of Physics, University of Bath, Bath, BA2 7AY, UK
2Dipartimento di Fisica, Politecnico di Milano, 20133 Milano, Italy
3Laboratoire de Physique, Ecole Normale Supérieure de Lyon,
CNRS 69364 Lyon Cedex 07, France
4School of Chemistry, University of Bristol,
Cantocks Close, Bristol BS8 1TS, UK
5IFN-CNR, Dipartimento di Fisica,
Politecnico di Milano, 20133 Milano, Italy
1




Single crystals of 1T -TaSe2 were grown using the chemical vapour transport (CVT) tech-
nique inside an evacuated quartz ampoule. The starting materials consisted of high-purity
tantalum (99.9%) and selenium (99.9%) powders, together with anhydrous iodine pellets
(99.9%) which acts as the transport agent. Crystals were grown in a slight excess of se-
lenium (∼ 3 mg cm−3) to encourage ideal stoichiometry. A growth temperature of Tg =
960◦C was maintained for ∼ 21 days before the ampoule was quenched rapidly in water
from high temperature in order to retain the metastable 1T phase, similar to the methods
of Ref. [1]. The resulting crystals were up to (4 x 4) mm across with regular hexagonal edges
and had a metallic gold colour characteristic of 1T -TaSe2, as shown in Fig. S1.
1T-TaSe2
10 mm
FIG. S1: Single crystals of 1T -TaSe2. Samples were grown by the chemical vapour transport
(CVT) method. The image shows typical crystals which were selected for TR-ARPES measure-
ments.
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FIG. S2: Electronic transport. (a) Normalized resistance as a function of temperature. The inset
shows the low temperature range (< 15 K). (b) First derivative of resistance.
Fig. S2(a) shows resistance as a function of temperature for 1T -TaSe2 crystals selected from
the same batch as those used for TR-ARPES measurements. The shape of the curve is
typical for this compound across the measured temperature range of (300 - 4) K with overall
metallic behaviour. At 473 K, the first-order CCDW transition is expected where there is a
sharp increase in the resistance upon cooling i.e from the ICCDW to the CCDW state [1].
By analysing the first derivative of resistance, dR/dT in Fig. S2(b), there are no obvious
signatures of phase transitions occurring in this range and the sample remains metallic to 4
K. This is in stark contrast to the clear metal-insulator transition (MIT) observed by TR-
ARPES, whereby a significant gap of ∼ 260 meV below EF develops upon cooling from 300
K to 77 K, as discussed in the main text. This MIT was also observed by full-wavevector
ARPES (hν = 21.2 eV) and shows that the entire Fermi surface (FS) is gapped at 40 K [see
Fig. S5(f)] evidenced by a loss of intensity across the Brillouin zone (BZ). Following such
a substantial loss of FS, one would expect a large increase in the resistance near the MIT
onset temperature [T ≈ (220 - 260) K [2]], and possibly a switch to insulating behaviour.
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The contrasting results between these techniques could provide support for the hypothesis
of Perfetti et al. [2] that the MIT in 1T -TaSe2 is only a surface effect, since we are sensitive
to this in ARPES (surface probe) but not in the electronic transport measurements (bulk
probe).
The residual resistance ratio (RRR), R300K/R4K allows an estimation of the crystal quality
(specifically the scattering of carriers with defects and/or impurities). We find a range of
RRR ≈ (14 - 16) within the batch, which indicates reasonable purity compared to previous
reports [1]. The inset of Fig. S2(a) shows that there is no upturn at low temperatures which
one would expect if there was a significant defect scattering.
RAMAN SPECTROSCOPY
In order to determine the CCDW phase transition and to monitor the temperature depen-
dence of phonon modes in 1T -TaSe2, Raman spectroscopy was performed in the range (77
- 486) K as shown in Fig. S3. The low temperature data (77 - 270 K) was measured on a
bulk crystal mounted inside a flow cryostat under vacuum. Instead, the high temperature
data (298 - 486 K) was acquired from a sample mounted on a heating plate in air. To avoid
oxidation at high temperature in the latter case, the 1T -TaSe2 sample was encapsulated
in hexagonal boron nitride (h-BN). A bulk-like 1T -TaSe2 flake was obtained by exfoliation
from single crystals (> 20 layers based on optical contrast) which was then encapsulated
between two flakes of h-BN (2D-semiconductors.com) on a Si/SiO2 substrate using a dry
transfer technique [3] in an oxygen-free environment (< 0.5 ppm). The final result is shown
in the inset of Fig. S3(a). Measurements were made using a Renishaw InVia Raman spec-
trometer operating in backscattering geometry. The laser excitation wavelength was 532 nm
and the grating was 1800 l/mm. A long working-distance 50x objective lens (N.A. = 0.5)
was used. The overall spectral resolution was better than 1 cm−1. The laser power was kept
sufficiently low to minimize heating effects, and was measured to be (65 ± 1) µW on the
sample.
Similar to the other TMDs with trigonal (1T ) structure, 1T -TaSe2 has only two Raman-
active modes in the normal phase (undistorted lattice) with Ag and Eg symmetry. In the
CCDW phase, the distorted structure is triclinic and there are 114 optical modes in total of
which 57 are Raman-active with Ag symmetry [4]. Shown in Fig. S3(a) is a high signal-to-
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FIG. S3: Temperature dependence of phonon modes in 1T -TaSe2 measured by Raman spec-
troscopy. (a) Raman spectrum at room temperature (298 K). The inset shows a bulk-like 1T -
TaSe2 flake encapsulated between sheets of h-BN which was used to measure the high-temperature
range (298 - 486) K. (b) Temperature dependence of the A1g 67 mode in the range (77 - 486) K.
(c) Raman spectra near the expected CDW phase transition (TCDW ≈ 473 K). (d) Frequency of
the A1g 67 mode near the expected phase transition. Error bars are the standard deviation from
the Voigt fitting only. (e) Intensity of the A1g 187 mode above the background level. The error
bars represent the magnitude of the background noise in the spectra near A1g 187.
noise ratio spectrum of 1T -TaSe2 in the CCDW phase at room temperature (298 K). From
this data, it is possible to identify 12 individual modes. Two particular modes are labelled
according to their peak centre at room temperature, namely A1g 67 and A1g 187.
In Fig. S3(b), the frequency of the A1g 67 (∼ 2 THz) mode is shown as a function of tem-
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perature. This mode is very strongly temperature-dependent and shifts > 7 cm−1 between
77 K and 470 K. By contrast, the frequency of the A1g 187 mode is almost temperature
independent. Shown in Fig. S3(c) are the Raman spectra near the expected CCDW phase
transition (TCDW ≈ 473 K). Here, there is a sudden change in the spectrum upon heat-
ing between 472 and 478 K. A loss of definition of all the modes occurs and only a broad
background remains below 100 cm−1, which is similar to previous reports and indicates the
sample has passed from the CCDW to ICCDW phase [5]. We note also that this behaviour
is similar to 1T -TaS2 when passing from the CCDW to the NCCDW [6]. A sudden loss
of CDW order across a narrow temperature range is characteristic of a first-order phase
transition in these compounds [1, 4, 5]. By contrast, other 1T -TMDs such as 1T -TiSe2
and 1T -VSe2 exhibit softer development of the CDW phase (i.e. second-order) whereby the
phonons of the distorted lattice are only well-resolved far below the transition temperature
(60 - 80 K < TCDW) [7, 8]. Fig. S3(d) and (e) show the temperature dependence of the
A1g 67 frequency and the A1g 187 intensity respectively over the range (400 - 500) K. The
sudden change near 473 K (red vertical line) confirms the expected phase transition tem-
perature in our samples. In Fig. S3(d), the dashed line joining the data points above and
below TCDW indicates that the plotted frequency is the peak of the well-defined A1g mode
below TCDW, whereas it is the peak of the broad feature above TCDW, which can no longer
be unambiguously identified as the same mode.
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Prior to TR-ARPES measurements, a low-energy electron diffraction (LEED) pattern of
the 1T -TaSe2 sample was acquired in order to determine the orientation of the crystal
with respect to the lab frame as shown in Fig. S4. This allowed an estimation of the
measured momentum direction, k|| which is aligned with the lab horizontal as illustrated by
the dashed line. Based on this, we obtained TR-ARPES spectra approximately along the
M-Γ-M direction.
The hexagonal symmetry (red sketch) of 1T -TaSe2 is clearly visible from the diffraction
spot pattern. On each of the corners of this main feature, weak secondary spots were
observed with the same symmetry (blue sketch). The ratio of the spot separation between
these features gives 720 pxl / 200 pxl = 3.6 ≈
√
13. The secondary feature is also rotated
by ∼ 13◦ with respect to the primary. Hence, the secondary spots come from the
√
13a0 x√
13a0 superlattice structure with 13
◦ rotation as expected for the CCDW phase [10, 11, 14].




FIG. S4: Low-energy electron diffraction (LEED). The pattern is from the 1T -TaSe2 single crystal
mounted in the analysis chamber prior to TR-ARPES measurements.
7
















തΓ ഥKഥMഥM ഥMഥK തΓഥM
Ta-5d
FIG. S5: Full-wavevector ARPES at 40 K using He-Iα radiation (hν = 21.2 eV). (a) - (c) ARPES
images at specific binding energies (indicated). Panel (a) includes a sketch of the BZ (black
hexagon) and an outline of the Ta-5d derived electron pockets (grey dashed ellipse). The labelled
high-symmetry points are a projection onto the experimental kz. Directions of the momentum
cuts through the BZ for the data in panels (d) - (f) are indicated by the red and green dashed
lines. (d) Dispersion along the M-Γ-M direction (e) Dispersion through the centre of the electron
pocket along the K-M-K direction. The CDW and MIT gap is indicated. (f) Same data as panel
(a) displayed in a alternative colour scale in order to highlight the MIT gap.
Due to the photon energy of the probe in TR-ARPES (∼ 6 eV), there is a limited access
to momentum space of k|| ≈ ± 0.2 Å−1. Therefore, to study the electronic structure at
larger momenta, we performed ARPES measurements of 1T -TaSe2 single crystals using He-
Iα radiation (hν = 21.2 eV) at the NanoESCA facility, Bristol. Here, the instrument is
capable of obtaining full-wavevector ARPES images (simultaneous kx and ky) at a given
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binding energy. A scan in the range E - EF = (-1.2 − 0.1) eV with 12.5 meV step size was
made using 25 eV pass energy and an overall energy resolution of ∼ 50 meV. The sample
temperature was maintained at 40 K.
Fig. S5(a) - (c) shows the full-wavevector ARPES images at specific binding energies.
At (EF - 0.5) eV in panel (a), the electronic structure of 1T -TaSe2 is clear and a sketch of
the hexagonal BZ is overlaid with the high-symmetry points labelled. There is an obvious
similarity to other group-V TMDs with 1T symmetry such as 1T -VSe2 [12]. On the edges of
the BZ around the M-point, the elliptical electron pockets originating from the Ta-5d states
are seen. At 40 K, far below the CCDW temperature (473 K), there is a loss of intensity
on the parallel arms of these pockets where the CDW gap is excepted to occur. At the BZ
centre (Γ-point), a weak spot is visible which originates from the top of the Se-4p derived
hole pocket. In addition, there is a broad pancake feature which extends across a large
portion of the BZ from the centre to the inner corners of the electron pockets. At (EF - 0.3)
eV in panel (b), the electronic structure is still clearly visible however at the Fermi level,
EF in panel (c), there is almost a complete loss of intensity. This provides evidence that the
entire FS is gapped at 40 K as a result of the metal-insulator transition (MIT).
Panel (d) shows the dispersion along the M-Γ-M direction [red dashed line in panel (a)]
and the key features are highlighted, including the Ta-5d and Se-4p derived bands. Overall,
our results are most similar to the low temperature data from Perfetti et al. [2]. We are
not able to resolve the separate Ta and Se bands at Γ in this data, although we note
that they have been observed previously from high energy resolution (<10 meV) ARPES
measurements [13]. Instead, we observe only a broad feature where the Ta-5d band flattens
and merges with Se-4p band. The dispersion through the electron pocket along the K-M-
K direction is shown in panel (e) where the CCDW gap is expected to occur. Here, there
is a loss of intensity which extends ∼ 0.7 eV below EF which we suggest is the CCDW
gap enhanced by the MIT. Panel (f) highlights the MIT gap across the entire BZ in that
direction. In particular, we note that near the Γ-point, the Ta- and Se-derived bands are
shifted considerably below EF (∼ 250 meV) which can only be explained by a gap opening
due to the MIT as the CCDW is not expected to have any influence on states near Γ since
the CDW q-vector is believed to only link parallel portions of the electron pocket at the
M-point [14].
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ANALYSIS OF BAND EDGE DYNAMICS
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FIG. S6: TR-ARPES dynamics at 300 K and 77 K. Normalized EDCs at Γ for select pump-probe
delays in the CCDW phase (300 K) and CCDW + MIT phase (77 K). The horizontal line is the
0.55 intensity level which corresponds to the nodal point of all spectra at 300 K.
Fig. S6 shows the dynamical evolution of the TR-ARPES spectra at 300 and 77 K. A nodal
point is identified between all spectra at 300 K (0.55 normalized intensity), indicated by
the red horizontal arrows, and occurs close to the experimentally determined Fermi level,
EF. At positive delay, there is a noticeable broadening of the photoemission intensity across
the Fermi level due to the out-of-equilibrium electron distribution created by the pump.
However there is no upshift in the band edge (0 eV) or band peak (∼ -0.3 eV), which is
expected since Γ is far away from the development of CDW order near the M-point and is
therefore not gapped. At 77 K however, the equilibrium (-300 fs) band edge is ∼ 260 meV
lower in energy compared to 300 K as a result of a gap opening due to the MIT. Upon
pumping, there is a positive shift of the band edge along the 0.55 intensity line as indicated
by the blue horizontal arrows. This region was used for the band edge dynamics analysis
presented in the main text.
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FIG. S7: Long-lived coherent oscillations in the MIT phase of 1T -TaSe2. Comparison of the VB
shift (TR-ARPES) and transient reflectivity (TRR) up to 20 ps.
Fig. S7 demonstrates the weak damping of coherent oscillations in the MIT phase (77 K)
of 1T -TaSe2. The data presented here is the same as the main text. Oscillations of the
VB edge from TR-ARPES are fitted with a damped single-frequency sine function which
gives a period, T = (457 ± 2) fs or frequency, f ∼ 2.19 THz. This is in close agreement
with the 72.4 cm−1 mode (2.17 THz) with A1g symmetry at 77 K found by temperature-
dependent Raman spectroscopy [see Fig. S3(b)]. Although the data only extends up to 6
ps, extrapolation of the fit reveals that the oscillations are extremely long-lived with only a
very weak damping. By 15 ps, the amplitude of the fit is ≤ 2 meV. Comparison with the
time-resolved reflectivity (TRR) data (blue line) confirms that the oscillations can last to 20
ps. Although in the latter case, the signal is comprised of multiple frequencies as discussed
in the main text.
∗ Corresponding author: c.j.sayers@bath.ac.uk
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and M. Grioni, Spectroscopic Signatures of a Bandwidth-Controlled Mott Transition at the
Surface of 1T -TaSe2, Phys. Rev. Lett. 90, 166401 (2003).
[3] A. Castellanos-Gomez, M. Buscema, R. Molenaar, V. Singh, L. Janssen, H. S. J. van der Zant
and G. A. Steele, Deterministic transfer of two-dimensional materials by all-dry viscoelastic
stamping, 2D. Mat. 1, 011002 (2014).
[4] S. Sugai, K. Murase, S. Uchida, and S.Tanaka, Comparison of the soft modes in tantalum
dichalcogenides, Physica. B+C 105, 405 (1981).
[5] J. C. Tsang, J. E. Smith Jr., M. Shafer and S. F. Meyer, Raman spectroscopy of the charge-
density-wave state in 1T - and 2H − TaSe2, Phys. Rev. B. 16, 4239 (1977).
[6] J. E. Smith, Jr. J. C. Tsang, and M. W. Shafer, Raman spectra of several layer compounds
with charge density waves, Solid. State. Comms. 19, 283 (1976)
[7] J. A. Holy, K. C. Woo, M. V. Klein and F. C. Brown, Raman and infrared studies of super-
lattice formation in TiSe2, Phys. Rev. B. 16, 3628 (1977).
[8] H. Hedayat, C. J. Sayers, D. Bugini, C. Dallera, D. Wolverson, T. Batten, S. Karbassi, S.
Friedemann, G. Cerullo, J. van Wezel, S. R. Clark, E. Carpene, and E. Da Como, Excitonic and
lattice contributions to the charge density wave in 1T -TiSe2 revealed by a phonon bottleneck,
Phys. Rev. Research. 1, 023029 (2019).
[9] J. A. Wilson, F. J. Di Salvo, and S. Mahajan, Charge-density waves and superlattices in the
metallic layered transition metal dichalcogenides, Adv. Phys. 24, 117 (1975).
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[11] P. Aebi, T. Pillo, H. Berger and F. Lévy, On the search for Fermi surface nesting in quasi-2D
materials, J. Electron. Spec. Rela. Phenom. 117, 433 (2001).
[12] A. J. H. Jones, C. J. Sayers, M. Cattelan, L. S. Farrar, S. J. Bending, N. A. Fox, E. Da
Como, and J. Laverock, Charge Density Wave Gap in 1T -VSe2: Momentum and Temperature
Dependence, Unpublished.
[13] F. Clerc, M. Bovet, H. Berger, L. Despont, C. Koitzsch, O. Gallus, L. Patthey, M. Shi, J.
12
7.3. Publication entitled: “Selective electron-phonon coupling in the insulating phase of
1T -TaSe2”
179
Krempasky, M. G. Garnier, P. Aebi, Spin–orbit splitting in the valence bands of 1T -TaS2 and
1T -TaSe2, J. Phys: Condens. Matter. 16, 3721 (2004).
[14] J. A. Wilson, F. J. Di Salvo, and S. Mahajan, Charge-density waves and superlattices in the
metallic layered transition metal dichalcogenides, Adv. Phys. 24, 117 (1975).
13
Chapter 7. Interplay between the charge density wave and metal-insulator transition in
1T -TaSe2
180
7.4. Discussion & concluding remarks
7.4 Discussion & concluding remarks
The work in Section 7.3 presented measurements of the low temperature phase (77 K) of
1T -TaSe2. A combination of TR-ARPES and TRR was used to investigate the response
of the system following perturbation from an intense laser pulse in an attempt to further
the understanding of the metal-insulator transition (MIT) and its interplay with CDW
order.
Between 300 K and 77 K, a large gap of ∆MIT ≈ 260 meV was found to open at
the Γ-point in TR-ARPES, evidenced by a lowering of the valence band (VB) edge below
EF in good agreement with the metal-insulator transition observed previously [167]. This
was confirmed by full-wavevector ARPES (hν = 21.2 eV) of the full BZ which revealed
that the entire FS is removed at 40 K. This observation is in contrast to bulk-sensitive
electronic transport measurements which show metallic behaviour at all temperatures.
Therefore it seems plausible that the MIT occurs only at the surface as suggested previ-
ously [167,168,170]. Using moderate-high pump fluence, it was found that the gap, ∆MIT is
only weakly perturbed and there is no evidence for collapse of the MIT phase. Instead,
the pump triggers extremely strong and long-lasting coherent oscillations which manifest
as a modulation of the VB binding energy. The oscillations appear to be comprised of a
single frequency belonging to the CDW amplitude mode [197] with A1g-symmetry (∼ 2.2
THz), similar to that observed in time-resolved studies of 1T -TaS2 [175–177]. In order to
investigate the coherent oscillations in more detail, complimentary TRR and Raman spec-
troscopy measurements were performed as a function of temperature. The optical pump
in TRR was also found to trigger strong oscillations which last up to ∼ 20 ps. However,
in stark contrast to the single-frequency VB modulation in TR-ARPES, the ∆R/R signal
was clearly comprised of multiple frequencies (∼ 1.8, 2.2 and 2.9 THz). A comparison
of the fourier transform amplitude of oscillatory signals from the different experimental
techniques showed an excellent agreement between TRR and Raman spectroscopy, sug-
gesting that the optical pump triggers many of the Raman-active phonons of the distorted
lattice. Since TR-ARPES and TRR experiments utilise similar optical pump pulses, it is
likely that multiple phonons are also triggered in TR-ARPES. However, the clear single-
frequency CDW amplitude mode modulations of the VB binding energy, related to the
order parameter (∆MIT), suggests a selective electron-phonon coupling in the MIT phase.
In addition, a comparison between temperature-dependent Raman spectroscopy and TRR
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measurements reveal an induced metastable state in 1T -TaSe2 related to CDW order.
Above room temperature, it was found that the amplitude mode can be suppressed by
the optical pump and displays a softer temperature dependence (i.e. second-order), whilst
the phonons of the distorted lattice remain robust until the first-order transition at TCDW,
similar to Raman spectroscopy measurements.
These results shed light on the interplay between CDWs and the MIT in the 1T Ta-
based TMDs, a class of materials which exhibit highly-diverse and rich strongly correlated
behaviour. As suggested previously, 1T -TaSe2 is the better suited compound to investigate
this phenomenon because of its reduced complexity compared to 1T -TaS2 [174]. Since the
6 eV photon energy only provides access to a narrow region of momentum space around
Γ, an important extension to this work could be investigate the electron dynamics in the
low-temperature phase using TR-ARPES at higher momenta. In this way, the dynamics of
the CDW gap at the M-point could be monitored simultaneously in the same experiment
as the MIT gap at Γ. It would also be interesting to test the limit of perturbation required
for the complete collapse of either the MIT or CDW phase.
Aided by recent developments in the field of 2D materials, future studies of 1T -TaSe2 in
the monolayer limit may also help to elucidate the origin of the MIT. If there in fact a Mott
insulating state only at the surface [167], reducing dimensionality may have a profound
effect as the ratio of surface to bulk increases. The growth of monolayer materials by in-situ
molecular beam epitaxy (MBE) systems has already demonstrated strong enhancements
or modifications to existing properties in TMDs [103], including the emergence of Mott
phases [198] in systems which do not exhibit such behaviour in the bulk.
More generally, these results contribute to the understanding of ultrafast phase switch-
ing in these materials, the establishment of metastable states [79,132,182] and the possibil-
ity of unlocking usually hidden phases [179]. The orders-of-magnitude change in resistivity
between the CDW and insulating phases of the Ta-based TMDs has already been suggested
as a potential use in so-called memresistive devices [162] which could be manipulated using




This thesis has presented a study of charge density wave (CDW) phenomena in the metal-
lic transition metal dichalcogenides (TMDs) [2, 16]. Within this class of materials, there
is an ongoing debate about the physical origin of CDWs and various scenarios have been
proposed for the dominant driving mechanism in each compound [20]. Specifically in
this work, the isostructural selenium-based compounds with trigonal (1T ) symmetry were
investigated, namely; 1T -TiSe2, 1T -VSe2 and 1T -TaSe2. The only physical difference be-
tween these materials is the transition metal (Ti, V or Ta), yet they exhibit vastly different
CDW properties including; transition temperature, distorted lattice periodicity and com-
mensurability. As such, the expectation was that the underlying driving mechanism may
be fundamentally different in each case. Given their nearly identical physical structure,
these compounds provided an ideal platform with which to compare these key differences
in CDW phenomena.
Multiple experimental and theoretical techniques were used in each case to study sig-
natures of CDW formation in both the electronic and lattice structure of these materials.
Primarily, angle-resolved photoemission spectroscopy (ARPES) and variants thereof were
used to search for gaps, ∆ in the electronic band dispersion and identify their location on
the Fermi surface (FS). The evolution of these electronic features with temperature and
their response to external perturbation, together with the behaviour of phonons belonging
to the distorted crystal lattice, enabled a likely CDW mechanism to be proposed in each
case.
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8.1 Summary of the main findings
Chapter 3 provided a detailed description of the methods to grow high quality single crys-
tal TMDs by chemical vapour transport (CVT), which was used to produce all of the
samples studied in this thesis. The influence of crystal growth conditions on the CDW
properties of TMDs was then investigated in Chapter 4 by electronic transport measure-
ments of 1T -VSe2. Specifically, six different crystal batches were produced by CVT with
growth temperatures in the range Tg = (550 - 700)
◦C. Resistance measurements were
used to determine the CDW transition temperature, TCDW and the residual resistance
ratio (RRR), which is related to the density of defects or impurities in metals. Overall,
it was found that both TCDW and RRR were reduced with increasing growth tempera-
ture. The samples were characterised mainly by synchrotron-based XPS and exhibited
a rigid shift of Se-3d core levels to deeper binding energies, which correlated with the
transport behaviour. This effect was attributed to an overall effective electron doping
as 1T -VSe2 becomes Se-deficient at elevated temperatures, and thus the relative amount
of V to Se increases. Although this doping effect is in general agreement with previous
studies of 1T -VSe2 and related compounds [42, 87, 89], the presence of metal interstitials
was not observed. Instead, the defects were determined to be predominately Se vacancies.
By optimising the crystal growth conditions, 1T -VSe2 samples were produced with un-
precedented purity (RRR ≈ 49) and an increased transition temperature of TCDW = (112
- 113) K compared to the typically reported value of ∼ 110 K.
In Chapter 5, ultrafast spectroscopy techniques were used to investigate the photo-
induced CDW suppression and recovery dynamics in 1T -TiSe2 in order to disentangle
the contribution of excitons and phonons, which are both believed to be important in
driving the phase [131, 132]. Time- and -angle resolved photoemission spectroscopy (TR-
ARPES) was used to directly track the dynamics of the valence band maximum close
to the Γ-point, related to the CDW gap, ∆CDW. It was found that perturbation of
the CDW order occurs on relatively short timescales (≤ 200 fs) and nearly complete
suppression is achieved at low fluence, suggestive of a primarily exciton driven CDW
mechanism [42, 146, 147] as free carriers promoted by the pump pulse rapidly screen the
coulomb potential and reduce the exciton binding energy [28]. A detailed pump fluence
dependence over the range (31 - 250 µJ cm−2) revealed several different out-of-equilibrium
regimes. At low fluence, the CDW gap, ∆CDW was able to recover completely to its initial
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condition within ∼2 ps. However, above a threshold fluence of Fth = 60 µJ cm−2, the
recovery was impeded and the valence band remained up-shifted within the experimentally
explored time window. The observation of coherent oscillations of the CDW gap in TR-
ARPES at low fluence, related to the A∗1g CDW amplitude mode (∼ 3.4 THz) [136],
became absent above Fth which promoted further investigation. As such, detailed time-
resolved reflectivity (TRR) was performed over a similar fluence range and utilised the
same pump pulse as TR-ARPES. A progressive switching of the dominant oscillation
frequency from the A∗1g CDW mode to the A1g mode of the normal phase structure was
found to occur precisely at the threshold fluence, Fth, revealing the important role of
phonons. Simulations of the quasiparticle dynamics using a modified Rothwarf-Taylor (R-
T) model [78, 141] were performed to gain further insight into the interaction of excitons
with strongly coupled phonons, SCPs. Excellent agreement with experiments were found
across the entire fluence range and a crossover to the bottleneck regime [78] was found
beyond Fth, related to the exciton dissociation rate and the anharmonic decay of SCPs to
the thermal bath.
In Chapter 6, the role of electronic instabilities in 1T -VSe2 was investigated by ac-
quiring high resolution full-wavevector ARPES images of the FS. These measurements
revealed a quasi-2D FS topology with notably large parallel portions along the arms of
the V-3d electron pockets centred at the M-point. Based purely on symmetry arguments
with regards to the FS images, the length of the expected in-plane wavevector, qCDW =
1/4a0 [48] effectively links parallel portions of FS at the M-point as discussed previously
in the group-V TMDs [2]. A maximum gap of ∆CDW(30 K) = 10 meV was found to open
along these central portions of FS. Further analysis of the momentum-dependence of the
gap showed that the gap varies continuously around the elliptical pocket and is minimum
at the apex, where the FS separation becomes ≤ qCDW. Hence, these measurements rep-
resent a direct observation of CDW order in 1T -VSe2, and is highly suggestive of a FS
nesting type scenario. This hypothesis was supported by a comparison of the experimen-
tal results with DFT calculations of the electronic susceptibility, χ0(q) which showed a
divergence near qCDW = (1/4a0, 0.314c0), thus agreeing closely with the nesting vector
identified in ARPES. Signatures of two phase transitions at Tc1 = 110 K and Tc2 =83 K
were observed in electronic transport and Raman spectroscopy measurements, similar to
that reported from previous electron [107] and x-ray [48] scattering measurements. Sur-
prisingly, the gap in ARPES was found to open at Tc2, and not the well-known transition
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at Tc1. This unexpected behaviour was investigated further by considering the effect on
the electronic susceptibility, χ0(q) of separate 3q and 2q CDW states corresponding to the
transitions at Tc1 and Tc2 according to Eaglesham et al. [107]. From this, it was found that
2q is responsible for gapping the majority of states on the FS for which the 3q competes.
In Chapter 7, the interplay between the metal-insulator transition (MIT) and the CDW
in 1T -TaSe2 was investigated using complementary TR-ARPES and TRR measurements.
It was found that a large gap at the Γ-point opens between 300 K and 77 K on the
order of ∆MIT ≈ 260 meV, reminiscent of a MIT in this compound. Full-wavevector
ARPES showed that there is an entire loss of FS (40 K) as a result of this transition.
Comparing this insulating behaviour observed in surface-sensitive ARPES measurements
to the metallic behaviour seen in bulk-sensitive electronic transport suggests a MIT which
occurs only at the surface, as mentioned previously [167,168]. The MIT phase is extremely
robust and ∆MIT was only weakly perturbed at the highest laser fluence (1.16 mJ cm
−2).
Instead, the pump triggered extremely strong and long-lasting coherent oscillations of
the VB edge comprised of a single frequency belonging to the CDW amplitude mode
with A1g symmetry (∼ 2.2 THz) [197]. By contrast, the TRR signal, ∆R/R was clearly
modulated by multiple frequencies belonging to phonons of the distorted lattice. Since
both experiments utilised similar optical pump pulses, it is likely that multiple phonons
were also triggered in TR-ARPES. Since they were not observed in the VB modulations,
it was determined that the MIT may be selectively coupled only to the CDW amplitude
mode. In addition, measurements of the coherent oscillations by TRR as a function of
temperature above 300 K showed that the CDW amplitude mode can be suppressed by
the optical pump, whilst the distorted lattice structure remains in a metastable state up
to TCDW.
8.2 Implications for the understanding of CDW formation
in TMDs
The primary motivation for this thesis was to further the understanding of CDW for-
mation in bulk metallic TMDs, driven by the ongoing research into 2D materials and
high-temperature superconductivity as outlined in Section 1.1.1. Therefore, the following
briefly discusses the implications of the work summarised in Section 8.1 with regards to
this effort.
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Since 1T -TiSe2 belongs to the group-IV TMDs, it possesses small closed elliptical
electron pockets, and therefore a nesting type mechanism can be ruled out because of
the complete absence of parallel portions of FS [21]. Instead, there has been increasing
support [146–148] for the excitonic insulator scenario [28, 42], which has culminated in
recent evidence for exciton condensation in this material [27]. In general, the results in
Chapter 5 are in agreement with a primarily exciton-driven CDW in 1T -TiSe2 based on
the response to perturbation from a laser pulse. However, the lattice has also been shown
to be important based on the role of CDW phonons in the recovery dynamics, whereby the
maximum CDW order parameter, ∆CDW is only established when both excitonic correla-
tions and lattice order are present [79]. To determine these contributions unambiguously
may require novel experimental or theoretical approaches, or perhaps information can
be gained by studying other potential excitonic insulator systems [200–202]. The com-
plimentary ultrafast spectroscopy techniques of TR-ARPES and TRR could be used to
disentangle important processes in other CDW systems since typically both electronic and
structural signatures are present, and appear concomitantly when studied by the majority
of experimental probes.
1T -VSe2 belongs to the group-V TMDs and therefore possesses larger open elliptical
electron pockets with considerable portions of parallel quasi-2D FS which historically has
been related to nesting instabilities [2, 50–52]. On the other hand, the predictions of a
relatively weak response of the electron subsystem in such a high-dimension scenario has
led to the belief than FS nesting may not be applicable to anything other than strictly 1D
systems [22,23], including TMDs [21]. However, the combination of ARPES measurements
and calculations of the electronic susceptibility in Chapter 5 strongly suggest a FS nesting
scenario in this compound, evidenced by a divergence in both the real and imaginary
parts of χ0(q, k) [22,23,33] near the expected CDW wavevector which agrees closely with
symmetry arguments from experiment. Thus, these results reaffirm the importance of
electronic instabilities in the group-V TMDs [2]. Given the resemblance of the FS in
1T -VSe2 to 1T -TaSe2, a similar mechanism may be responsible for the CDW in the
latter [2], and could be investigated using a similar approach [100, 122]. However the
high temperature of the ICCDW-CCDW phase transition, TCDW = 473 K [49] may be
problematic for ARPES studies due to excessive thermal broadening of bands, whilst
the normal-ICCDW phase transition is completely inaccessible experimentally since an
interpolytypic transformation (1T → 3R) occurs first.
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8.3 Looking ahead
8.3.1 Growth of TMDs
It is well known that TMDs produced at the lowest growth temperatures (Tg ≤ 600◦C)
typically exhibit the highest CDW transition temperatures, TCDW [42, 87, 89]. This effect
is related to the presence of defects which results in an overall electron doping as shown
in Chapter 4. The lower limit explored in that work was comparable to previous studies
at Tg = 550
◦C [89]. However, it was shown that the RRR, related to the crystal purity,
seemed likely to continue increasing for samples prepared at even lower temperatures. It is
anticipated that there will be a critical temperature below which there will be insufficient
energy for crystallisation to occur or the required growth time would become impractically
long. However given the possible gain in crystal purity, it would be interesting to explore
this lower limit.
Doping TMDs with metals or chalcogens [88, 91] allows manipulation of their proper-
ties, such as induced superconductivity [10], commensurability effects [125], and control
over the entire phase diagram of strongly-correlated behaviour [203,204]. Hence, doping is
a promising route to further understand the CDW driving mechanisms in these materials.
Since early experiments of 1T -TiSe2, there has been questions surrounding the origin of
the anomalous transport behaviour [42,135] whereby there is an insulator-like region of in-
creasing resistivity which onsets far above TCDW, followed by a steep increase at the phase
transition, before peaking around ∼ 165 K and returning to metallic-like behaviour down
to the lowest temperatures (see Section 5.3.3). In the excitonic insulator scenario, it would
be expected that 1T -TiSe2 should become completely insulating for all temperatures be-
low TCDW. This anomalous behaviour has been explained by the seemingly unavoidable
electron doping [42] in 1T -TiSe2 crystals and in-situ grown films, such that there are al-
ways small regions of FS (electron pockets) remaining after CDW formation. The close
proximity of band edges to EF has resulted in a debate about whether 1T -TiSe2 is either
a semiconductor [142, 143] or a semimetal [42, 144], and it is likely that this material is
extremely sensitive to the delicate balance between electron and hole carrier densities [42].
Based on this knowledge, research efforts to produce pure (stoichiometric) or slightly hole-
doped 1T -TiSe2 could be extremely enlightening with regards to its CDW formation. As
of yet, there are no obvious routes with which to achieve this aim. However, recent ob-
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servations of an intrinsic insulating ground state have been made in 1T -TiSe2 crystals
grown under high gas pressure, and ARPES measurements show complete removal of the
electron pockets from the FS in the CDW phase [205].
8.3.2 2D materials
Recent advances in the preparation of 2D materials by dry transfer of exfoliated flakes [206]
or in-situ growth of films by MBE [102, 207] and CVD [208, 209] has already allowed an
investigation into the effects of dimensionality on the properties of TMDs at the monolayer
limit, including CDW systems. The in-situ growth of metallic TMD films in UHV is
important since their properties are particularity sensitive to oxidation. Studying these
materials with probes of the electronic structure such as STM and ARPES has already
led to important discoveries of dramatically enhanced charge order [102], control of the
distorted lattice periodicity by strain [207] and emergent phases of matter which are not
normally found in their bulk counterparts; such as CDWs [198], ferromagnetism [105] and
Mott insulating states [198], amongst numerous others. A dramatic enhancement of the
CDW transition temperature, TCDW has been observed in monolayer samples of many
metallic TMDs; including 1T -TiSe2 [210], 1T -VSe2 [103] and 2H -NbSe2 [211], where the
latter is ≥ 4 times its bulk value.
With regards to the origin of the MIT in 1T -TaSe2 (see Section 7.4), the suggested
Mott phase [167] has not only been found to persist in 2D [212] but is also enhanced in the
monolayer limit [213]. Future investigation of the unusual orbital ordering [171–173, 213]
is required to fully understand the complex phase diagrams of the Ta-based TMDs.
The next challenge will be the preparation of van der Waals heterostructures [39]
in which stacks of 2D materials are organised in a particular fashion to achieve desired
properties. The first step will be identifying the strength and types of interactions be-
tween layers in these devices. Thus far, significant hybridisation of the electronic structure
between layers of semiconducting TMDs has already been observed [214] and recently su-
perconductivity has been discovered in twisted bilayer graphene at the so-called magic
angle of ∼1.1◦ [215,216]. Similarly, it will be interesting to study the possible interaction
between layers of different CDW-bearing TMDs. Suitable candidates could be systems
with similar CDW wavevectors such as 2H -NbSe2 and 2H -TaS2 [217]. Another possibility
is a combination of 1T and 2H compound layers which should lead to an inversion sym-
metry breaking and has previously introduced anomalies in experiments of 2H -TaSe2 [218]
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for example. Finally, it is plausible to think that, given sufficient interlayer coupling, a
rotation of two identical layers with strong nesting characteristics (e.g. 1T -VSe2) may
allow an engineering of the lattice periodicity at particular angles as the size of the CDW
wavevector varies. In the same way, it may be possible to induce nesting between pockets
of FS in systems which do not usually normally support this behaviour (e.g. 1T -TiSe2).
8.3.3 Importance of CDWs to superconductivity
Although this thesis has not directly focused on the interplay between CDWs and super-
conductivity, the relationship between other correlated states [183] and forms of electronic
and lattice order [79] has been investigated by utilising intense ultrashort laser pulses
to suppress charge order. If CDWs are in competition with superconductivity in TMDs
[10, 14, 15], then an understanding of the suppression of charge order could help in the
search for high temperature superconductivity in other systems such as the cuprates [8,9].
In TMDs, future investigation into CDW incommensurability effects and the presence of
superconductivity close to domain walls may provide further insights [125,219,220].
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