Abstract This article explores Bayesian joint models of event times and longitudinal measures with an attempt to overcome departures from normality of the longitudinal response, measurement errors, and shortages of confidence in specifying a parametric time-to-event model. We allow the longitudinal response to have a skew distribution in the presence of measurement errors, and assume the time-to-event variable to have a nonparametric prior distribution. Posterior distributions of the parameters are attained simultaneously for inference based on Bayesian approach. An example from a recent AIDS clinical trial illustrates the methodology by jointly modeling the viral dynamics and the time to decrease in CD4/CD8 ratio in the presence of CD4 counts with measurement errors to compare potential models with various scenarios and different distribution specifications. The analysis outcome indicates that the time-varying CD4 covariate is closely related to the first-phase viral decay rate, but the time to CD4/CD8 decrease is not highly associated with either the two viral decay rates or the CD4 changing rate over time. These findings may provide some quantitative guidance to better understand the relationship of the virological and immunological responses to antiretroviral treatments.
Introduction
Many studies aim at exploring the relationship between a time-to-event outcome and a longitudinal marker. For example, the relationship of HIV viral suppression and immune restoration after a treatment has received great attention in HIV/AIDS research (e.g., Acosta et al. 2004) . One is often interested in simultaneously studying the HIV dynamics and immune restoration, which may be characterized by the time to CD4/CD8 ratio decline (e.g., Pawitan and Self 1993). Relatively little has been published about statistical analysis for the particular association of HIV viral dynamics and time trend in CD4/CD8 ratio in the presence of CD4 covariate process, with few notable exceptions such as Wu et al. (2010) . The research was motivated by the AIDS study (Acosta et al. 2004 ) to understand within-subject patterns of change in viral load or CD4 cell count, and to study the relationship of features of viral load and CD4 profiles with time to decrease in CD4/CD8 ratio.
Joint analysis of event times and longitudinal measures has recently attracted great attention. There have been a considerable number of statistical approaches in the literature. However, most of the published methods assume that the error terms in the models for the longitudinal response or for the measurement errors in covariates follow normal distributions due to mathematical tractability and computational convenience. This requires the variables to be "symmetrically" distributed. A violation of this assumption could lead to misleading inferences. In fact, observed data in HIV studies are often far from being "symmetric": measurement errors in covariates often arise and asymmetric patterns of observations usually occur. This motivated our development of a Bayesian joint model for non-normally distributed data with imperfectly measured covariates. Although the proposed approach applies quite generally, this article focuses on joint modeling of HIV dynamics and time to the decline of the CD4/CD8 ratio after treatment was initiated, using CD4 counts over time as a covariate process.
We employ a general Bayesian framework for joint modeling of longitudinal response and time-to-event in the presence of covariates with measurement errors, to accommodate a large class of data structures with various features. In particular, we consider an accelerated failure time (AFT) model for the time to the decline of CD4/CD8 ratio using the nonparametric Dirichlet process (DP) prior as a distribution (Ferguson 1973; Ishwaran and James 2002) . The semiparametric nonlinear mixedeffects (SNLME) model with skew-elliptical (SE) distributed random errors is used for HIV dynamics. The skew-elliptical distributions include the skew-normal (SN) and skew-t (ST) distributions as special cases. We model the CD4 process with the linear mixed-effects (LME) model with SE distributions to account for the potential measurement errors. The modeling is motivated by the following two considerations: (1) often, one may not be confident in specifying a parametric model for event times, and (2) normal distributions are not always appropriate for the outcomes of interest.
It is noted that the ST distribution is approximate to the SN distribution when its degrees of freedom approach infinity. Thus, we use an ST distribution to develop joint models and associated statistical methodologies, as it can be easily extended to other SE distributions such as the SN distribution. We consider multivariate ST and SN distributions introduced by Sahu et al. (2003) , which are suitable for a Bayesian inference and briefly discussed in the Appendix. The rest of this paper is organized as follows. Notation and joint model setup are introduced; associated simultaneous Bayesian inference procedures for estimating all parameters of the joint models are presented in Sect. 2. In Sect. 3, we describe the data set that motivated this research, discuss the specific models for viral load response, CD4 covariate process and time to decline of CD4/CD8 ratio that are used to illustrate the proposed methodologies, and report the analysis results. We conclude the paper with a discussion in Sect. 4.
Bayesian joint models with skew distributions
Figure 1 presents the trajectories of HIV viral load, CD4 cell count and CD4/CD8 ratio of three randomly selected subjects from a recent AIDS clinical trial (Acosta et al. 2004) . While the data indicate a close association of the longitudinal viral load, CD4 cell count and CD4/CD8 ratio, the data show a large variation in the association across subjects and over time within each subject. This observation together with the published researches in the area (e.g., Wu and Ding 1999; Liu and Wu 2007; Wu 2009 ) led us to propose the following joint models for the three components of concern.
Measurement error models with a skew-t distribution
Various covariate mixed-effects models were investigated in the literature (Carroll et al. 2006; Liu and Wu 2007) . In this section we briefly discuss covariate mixed-effects models with random errors to have an ST distribution. For simplicity, we consider a single time-varying covariate. Let z ik be the observed covariate value for individual i at time s ik (i = 1, . . . n; k = 1, . . . , m i ). We allow the covariate measurement times s ik to differ from the response measurement times t i j ( j = 1, . . . , n i ) for each individual. In the presence of covariate measurement errors, we consider the following covariate LME model with an ST distribution
where 
; this is the case to be considered for data analysis in Sect. 3. We assume that a i iid ∼ N r (0, a ), where a is the unrestricted covariance matrix. Note that model (1) may be interpreted as an ST covariate measurement error model.
Skew-t semiparametric nonlinear mixed-effects models for response process
We now present models for response process in general forms, also appropriate in other applications. Denote the number of subjects by n and the number of measurements on the ith subject by n i . For the response process, we consider a general SNLME model with an ST distribution and incorporate possibly mis-measured time-varying covariates. Let y i j be the response value for individual i at t i j , g(·), d
† (·) and v(·) be known parametric functions, w(t) and h i (t) be unknown nonparametric smooth fixedeffects and random-effects functions, respectively, with h i (t) being iid realization of a zero-mean stochastic process. Consider
where
is s 3 × 1 vector of random-effects, the vector of random errors e i = (e i1 , . . . , e in i ) T follows a multivariate ST distribution with degrees of freedom ν 2 , variance σ 2 2 and n i ×n i skewness diagonal matrix (δ e i ) = diag(δ e i1 , . . . , δ e in i ) with the n i ×1 skewness parameter vector δ e i = (δ e i1 , . . . , δ e in i ) T . In particular, if δ e i1 = · · · = δ e in i= δ e , then (δ e i ) = δ e I n i and δ e i = δ e 1 n i . In model (2), we assume that the individual-specific parameter β † i j depends on the true (but unobserved) covariate z * i j rather than the observed covariate z i j , which may be measured with substantial errors. The ST-SNLME model (2) reverts to a parametric NLME model when the nonparametric parts w(t) and h i (t) are constants. To fit model (2), we may apply the regression spline method for nonparametric functions. The working principle is briefly described as follows and more details can be found in Wu and Zhang (2002) .
The main idea of regression spline is to approximate w(t) and h i (t) by using a linear combination of spline basis functions. For instance, w(t) and h i (t) can be approximated by a linear combination of basis functions p (t) = {ψ 0 (t), ψ 1 (t), ..., ψ p−1 (t)} T and q (t) = {φ 0 (t), φ 1 (t), ..., φ q−1 (t)} T , respectively. That is,
where μ p and ξ iq (q ≤ p) are the unknown vectors of fixed and random coefficients, respectively. Based on the assumption of h i (t), we regard ξ iq as iid realizations of a zero-mean random vector. For our model, we consider natural cubic spline bases with the percentile-based knots. To select an optimal degree of regression spline and number of knots, i.e., optimal sizes of p and q, the Akaike information criterion (AIC) or the Bayesian information criterion (BIC) is often applied (Wu and Zhang 2002) . Substituting w(t) and h i (t) by their approximations w p (t) and h iq (t), we can approximate model (2) as follows.
T are fixed-effects and random-effects, respectively, and d(·) is a known but possible nonlinear function. By doing so, the randomness of the nonparametric mixed-effects is transferred to the randomness of the associated coefficients, whereas the nonparametric feature is represented by the basis functions. Thus, for given p (t) and q (t), we approximate the ST-SNLME model (2) by the following ST-NLME model.
being a known nonlinear function, and b is an unstructured covariance matrix.
2.3 Time-to-event models with an unspecified distribution
Various accelerated failure time (AFT) models for time-to-event were investigated in the literature (DeGruttola and Tu 1994; Tsiatis and Davidian 2004; Wu et al. 2010 ). However, the common assumption of distributions for model errors is log-normal and this assumption may lack the robustness and/or may violate the agreement with observed data. Thus, statistical inference and analysis with normal assumption may lead to misleading results. We consider AFT models with random errors to have a nonparametric prior distribution, which follow a DP prior. The event time i is likely related to the longitudinal response and covariate processes. This association is of much interest in many practical situations. We specify the association by assuming that, conditional on the random-effects a i and b i , the event time is related to the longitudinal processes through the random-effects that characterize the individualspecific effects Wu et al. 2010) . Particularly, we consider the following AFT model.
T are the random-effects from models (1) and (5). We assume that c i are independent of ε i , and ε i follows an unspecified distribution G(·) that is the DP prior (Ferguson 1973; Ishwaran and James 2002) with the concentration parameter η and the base measure G 0 following a distribution and a specified normal distribution, respectively. Note that the parameter G 0 is the prior mean of G(·) and represents a guess; the other parameter of the DP prior, η, reflects the degree of closeness of G(·) to the prior mean G 0 . Large values of η make G(·) very close to G 0 , while small values of η allow G(·) to deviate from G 0 . This nonparametric Bayesian analysis of specifying the distribution of ε i is robust to misspecification of the distributional assumptions about the model error.
The AFT model (6) for time-to-event, which can be written as i = exp(γ T c i ) exp(ε i ), reduces to the AFT model considered in Wu et al. (2010) if η = ∞, a lognormal distribution conditional on the random-effects c i . Model (6) may be a good choice when the event times are thought to depend on individual-specific longitudinal trajectories, such as initial intercepts and slopes, or summaries of the longitudinal trajectories, and it is closely related to so-called shared parameter models (DeGruttola and Tu 1994) . As pointed out in the studies (Wu et al. 2010; Tsiatis and Davidian 2004) , in some practical situations, the event times cannot be observed but are only known as being contained in some time intervals, i.e., being interval-censored. In the AIDS study mentioned previously, for example, given that CD4 and CD8 were collected at a finite number of times, we can only know that the time to the first occurrence of CD4/CD8 decrease in a subject is between two data collection time points. The observed event time data are then . . . , n, where (u i , v i ] is the smallest observed interval containing i . We take u i as the subject's latest time in the study and v i = ∞ if the i th subject did not experience the event of interest during the whole study period.
Simultaneous Bayesian inference for parameter estimation
In a longitudinal study, the longitudinal response and covariate processes, and the timeto-event are usually connected physically or biologically. As discussed previously, they can be jointly modeled through the shared random-effects. This joint modeling is often biologically meaningful. Statistical inference on all of the model parameters can then be made simultaneously. Thus, the underlying association can be fully addressed or captured and the uncertainty is incorporated from the estimation.
Denote the observed data by
is the smallest observed interval containing the event time i . According to the properties of ST distribution, in order to specify models (1) and (5) for MCMC computation it can be shown by introducing two random vectors w e i = (w e i1 , . . . , w e in i ) T and w i = (w i1 , . . . , w im i ) T based on the stochastic representation for the ST distribution (see Appendix in detail) that z i and y i with respective random-effects a i and b i can be hierarchically formulated in conjunction with model (6) as follows.
where Let
. . , n} be the collection of unknown population parameters in models (1), (5) and (6). Under Bayesian framework, we still need to specify prior distributions for all unknown parameters in the three models as follows.
where s 5 = s 2 + p, s 6 = 1 + s 4 + r , the mutually independent Inverse Gamma (IG), Normal (N ), Exponential (E x p) and Inverse Wishart (IW ) prior distributions are chosen to facilitate computations. The super-parameter matrices posterior distributions. The joint posterior density of θ based on the observed data can be given by
In general, the integrals in (9) are of high dimension and do not have closed form. Analytic approximations to the integrals may not be sufficiently accurate. Therefore, it is prohibitive to directly calculate the posterior distribution of θ based on the observed data. As an alternative, MCMC procedures can be used to sample based on (9) using the Gibbs sampler along with the Metropolis-Hastings (M-H) algorithm. An important advantage of the above representations based on the hierarchical models is that they can be very easily implemented using the freely available WinBUGS software (Lunn et al. 2000) and the computational effort is equivalent to the one necessary to fit the normal version of the model. Note that when using the WinBUGS software, it is not necessary to specify the full conditional distributions explicitly or proportional functions of the density functions of full conditional distributions for parameters. Although their derivations are straightforward by working the complete joint posterior, some cumbersome algebra will be involved. Thus, we omit those here to save space.
An AIDS clinical study
The aforementioned HIV/AIDS clinical trial (Acosta et al. 2004 ) consisted of 44 HIVinfected patients, who were treated with a potent antiretroviral regimen. HIV RNA viral load was measured in copies/mL at study days 0, 7, 14, 28, 56, 84, 112, 140 and 168 of follow-up. Covariates such as CD4 and CD8 cell counts were also measured throughout the study on a similar scheme. The nucleic acid sequence-based amplification assay was used to measure RNA viral load, with a lower limit of quantification of 50 copies/mL. The RNA viral load measures below this limit are not considered reliable. Therefore, we replaced them by 25 copies/mL as in Acosta et al. (2004) . The exact day of viral load measurement (not predefined study day) was used to compute study day in our analysis. We present below an application of the proposed approach in Sect. 2. The natural logarithmic transformation of HIV RNA copies is used in the analysis.
Model specifications
Viral dynamic models can be formulated through a system of ordinary differential equations (Huang et al. 2006; Wu and Ding 1999) . Based on biological and clinical arguments, a biphasic model with both the first-and second-phase viral decay rates as constants can be approximately offered to describe HIV viral dynamics (Wu and Ding 1999) . The first-and second-phase viral decay rates may represent the minimum turnover rate of productively infected cells and that of latently or long-lived infected cells, respectively. It is of particular interest to estimate these two viral decay rates because they quantify the antiviral effect and, hence, can be used to assess the efficacy of the antiviral treatment. In estimating these decay rates, only the early segment of the viral load trajectory data have been used (Wu and Ding 1999) . Since the viral load trajectory may change to different shapes in the late stages, it may not be reasonable to assume that the second-phase decay rate remains constant during long-term treatment.
To model the long-term viral load responses, a semiparametric biexponential model can be constructed as follows (Wu and Zhang 2002) .
where V (t) is the plasma HIV-1 RNA levels (viral load) at time t; λ 1 and λ 2 (t) are called the first-and second-phase viral decay rates, respectively. The secondphase decay rate λ 2 (t) is an unknown smooth function. Model (10) reduces to that considered by Wu and Ding (1999) and when λ 2 (t) is constant. Intuitively, model (10) is more reasonable because it assumes that the decay rate can vary with time as a result of drug resistance, pharmacokinetics, drug adherence and other relevant clinical factors. Therefore, all data observed during antiretroviral treatment can be used to fit model (10). This is a semiparametric model because of the mechanistic structure (two-exponential) with constant parameters (λ 1 , p 1 , p 2 ) and a time-varying parameter (λ 2 (t)) to capture the various viral load trajectories including viral load rebound over a long period. This semiparametric model preserves compartmental mechanistic interpretation of the original parametric model under the biexponential form. In particular, the turnover rate of productively infected cells, λ 1 , can still be estimated. In fact, by including long-term viral load data, the estimate of λ 1 can be more accurate and reasonable compared with those obtained in previous studies such as Wu and Ding (1999) and among others, after excluding long-term viral load data for modeling and analysis by some ad hoc rules (that is, the screening and inclusion of viral load data are quite arbitrary). The estimate of λ 2 (t) provides not only an approximate turnover rate over time of long-lived/latently infected cells at the early stage of treatment as in the standard parametric model, but more importantly, it describes how it may change over a long treatment period as driven by, presumably, drug resistance, non-compliance and other clinical determinants. Most importantly, the semiparametric model is capable of modeling long-term viral load data of which the trajectory may vary substantially among different patients. Models for the covariate process are needed in order to incorporate measurement errors in covariates. CD4 measures are known with nonnegligible errors and ignoring covariate measurement errors can lead to severely misleading results in a statistical inference. In this AIDS study, CD4 measurements may be missed at viral load measurement times due mainly to a different CD4 measurement scheme as designed in the study (for example, CD4 measurements were missed at day 7 displayed in Fig. 1 ).
Thus, we assume that the missing data in CD4 are missing at random (MAR) in the sense of Rubin (Rubin 1976) , such that the missing data mechanism may be ignored in the analysis. With CD4 measures collected over time from the AIDS study, we may model the CD4 process to partially address the measurement errors (Liu and Wu 2007; . However, the CD4 trajectories are often complicated. To model the covariate CD4 process, given the absence of a theoretical rationale for the CD4 trajectories, we consider empirical polynomial LME models for the CD4 process, and choose the best model based on AIC and BIC values. Specifically, we consider the covariate model (1) .08), respectively. Thus, we adopted the following quadratic polynomial ST-LME model for the observed CD4 covariate process.
In addition, in order to avoid too small or large estimates which may be unstable, we standardize the time-varying covariate CD4 cell counts (each CD4 value is subtracted by 375.46 and divided by 228.57) and rescale the original time t (in days) such that the time scale is between 0 and 1.
Because viral load is measured on each subject repeatedly over the study period, the measurements obtained from the same subject may be correlated, but they are assumed independent between patients. One powerful tool available to handle such longitudinal data is NLME modeling, in which within-subjects and between-subjects variations are both considered. In the present context of semiparametric model, it is natural to introduce the ST-SNLME model in conjunction with the HIV dynamic model (10) as follows.
where y i j is the natural logarithmic transformation of the viral load for the ith subject at time t i j (i = 1, 2, . . . , n, j = 1, 2, . . . , n i ) and e i = (e i1 , . . . ,
T is individual parameters for the ith subject at time t i j . Note that the ln-transformation of the viral load is taken here to stabilize the variation of measurement errors and to speed up estimation algorithm. Model (12) is a natural extension of model (10) that accommodates time-varying covariate CD4 into the first-phase decay rate and specifies unknown nonparametric smooth function for the second-phase decay rate for capturing long-term viral load trajectories with different shapes including viral load rebound.
We employ the linear combinations of natural cubic splines with percentile-based knots to approximate the nonparametric functions w(t) and h i (t). Following studies in (Liu and Wu 2007; Wu and Zhang 2002) , we set ψ 0 (t) = φ 0 (t) ≡ 1 and take the same natural cubic splines in the approximations (3) with q ≤ p. The values of p and q are determined based on the AIC/BIC which suggest the following function for β i j4 (t) with p = 3 and q = 1 in the model (12) below.
Thus, we have population parameter vector β = (β 1 , β 2 , . . . , β 7 ) T and individual random-effects
Let i be time to the first decline in the CD4/CD8 ratio for the ith subject. We are interested in the association of time to immune suppression of the individual-specific initial viral decay rates and the true CD4 trajectory, which are characterized by the random-effects in the viral load response and CD4 covariate models. We may view the (unobservable) random-effects as error-free covariates in time-to-event models. The associated inference can be computationally challenging when joint models consist of (nonlinear) longitudinal models and the semiparametric Cox proportional hazards model for time-to-event, a commonly used failure time model (Tsiatis and Davidian 2004) , especially when the event times are interval censored. To focus on the primary issues discussed in the article, we consider the following AFT model for time to first decline of the CD4/CD8 ratio.
where c i = (1, a i1 , a i2 , b i2 , b i4 ) T with unknown coefficients γ = (γ 0 , γ 1 , γ 2 , γ 3 , γ 4 ) T and we assume ε i follows an unspecified distribution G(·). In model (14), the randomeffects b i2 and b i4 represent individual variations in the first-and second-phase viral decay rates, respectively, so they may be predictive for event times. While b i1 and b i3 represent variations in the baseline viral loads, they do not appear to be highly predictive of event times, so they are excluded from the model to reduce the number of parameters. The random-effects a i1 and a i2 capture the main features of individual CD4 trajectories (such as initial intercept and slope) and thus, are included in the model. Model (14) is a parametric AFT model with random-effects as covariates and appears to fit the current dataset reasonably well. It offers the advantages of easy interpretation and robustness against neglected covariates (Wu et al. 2010; Hougaard 1999) . Model (14) offers the following advantages: (1) the random-effects in the covariate model summarize the history of the covariate process, with individual-specific intercepts and rates of change, and the summary quantities are likely better predictors than the covariates at several particular times; (2) the random-effects in the response model summarize individual variations in the first-and second-phase viral decay rates to predict time to immune suppression; (3) the link between the three models is made clear by the shared random-effects; (4) the model error is assumed to be more flexible and unspecified distribution that has DP prior; (5) it is easy to implement. Given the CD4 and CD8 evaluation scheme, the times to the CD4/CD8 decrease in the analysis were interval-censored. The median of the observed interval length was 15 days, while three of forty-four subjects in the study did not experience a CD4/CD8 decrease.
Data analysis
In this section, we analyze the AIDS data set described in Sect. 3.1 to illustrate our methodologies in conjunction with the three models (11), (12) and (14) for the specified prior distributions (8). As discussed previously, the viral load (in ln scale) and (standardized) CD4 cell count in this data set clearly indicate their asymmetric nature.
Thus, it appears adequate fitting models with a skew distribution to the data set. With this information, the following three statistical models with different specification of distributions for the model errors based on both the SNLME response model (12) for viral load response and the LME covariate model (11) for CD4 process in conjunction with the AFT model (14) with an unspecified distribution for the time to CD4/CD8 decline are employed to compare their performance.
-Model I: A model with independent multivariate ST distributions of random errors for both the response model (12) and the covariate model (11). -Model II: A model with independent multivariate SN distributions of random errors for both the response model (12) and the covariate model (11). -Model III: A model with independent multivariate normal distributions of random errors for both the response model (12) and the covariate model (11). We will investigate the following three scenarios. First, since a normal distribution is a special case of the SN distribution when skewness parameter is zero, while the ST distribution reduces to the SN distribution when the degrees of freedom approach infinity, we will investigate how an asymmetric (SN or ST) distribution for model error contributes to modeling results and parameter estimation in comparison with a symmetric (normal) distribution. Second, we estimate the model parameters by using the 'naive' method, which does not separate the measurement errors from the true CD4 values. On other words, the 'naive' method (denoted by NM) only uses the observed CD4 values z i j rather than true (unobserved) CD4 values z * i j in the response model (12), and we use it as a comparison to the joint modeling (JM) method proposed in Sect. 2. This comparison attempts to investigate how the measurement errors in CD4 influence modeling results. Third, we investigate the JM approach based on the parametric NLME model (denoted by PJM), obtained by setting w(t i j ) = β 5 + β 6 z * i j and h(t i j ) = b i4 in model (12), to evaluate how the semiparametric NLME model (12) contributes to modeling results in comparison with the parametric NLME model.
In order to carry out the Bayesian inference, we must specify the values of the hyperparameters in the prior distributions. In the Bayesian analysis, we only need to specify the priors at the population level. We take weakly informative prior distribution for the parameters in the models. In particular, (1) fixed-effects were taken to be independent normal distribution N (0, 100) for each component of the population parameter vectors α, β and γ . (2) For the variances σ 2 1 and σ 2 2 we assume a limiting noninformative inverse gamma prior distribution, I G(0.01, 0.01) so that the distribution has mean 1 and variance 100. (3) The priors for the variance-covariance matrices of the random-effects a and b are taken to be inverse Wishart distributions I W (Ω 1 , ρ 1 ) and I W (Ω 2 , ρ 2 ) with covariance matrices Ω 1 = diag(0.01, 0.01, 0.01), Ω 2 = diag(0.01, 0.01, 0.01, 0.01) and ρ 1 = ρ 2 = 4, respectively. (4) The degrees of freedom parameters ν 1 and ν 2 follow truncated exponential distribution with ν 10 = ν 20 = 0.5. (5) For each of the skewness parameters δ e and δ , we choose independent normal distribution N (0, 100), where we assume that δ e i = δ e 1 n i and δ i = δ 1 m i to indicate that we are interested in skewness of both overall viral load data and overall CD4 cell count data. (6) The hyper-parameters for the DP prior are assigned by η 10 = 0.5, η 20 = 0.01, ζ 0 = 0 and σ 2 0 = 100. The MCMC sampler was implemented using WinBUGS software (Lunn et al. 2000) , and the program codes are available from the authors upon request. In particular, the MCMC scheme for drawing samples from the posterior distributions of all parameters in the three joint models is obtained by iterating between the following two steps: (1) Gibbs sampler is used to update α, β, γ , σ 2 1 , σ 2 2 , a , b , ν 1 , ν 2 , δ and δ e ; (2) we update b i and a i (i = 1, 2, . . . , n) using the M-H algorithm. After collecting the final MCMC samples, we are able to draw statistical inference for the unknown parameters. Specifically, we are interested in the posterior means and quantiles. See the articles (Lunn et al. 2000; Huang et al. 2006) for detailed discussions of the Bayesian modeling approach and the implementation of the MCMC procedures, including the choice of the hyper-parameters, the iterative MCMC algorithm, the choice of proposal density related to M-H sampling, sensitivity analysis and convergence diagnostics. When the MCMC implementation is applied to the actual clinical data, convergence of the generated samples is assessed using standard tools within WinBUGS software such as trace plots and Gelman-Rubin (GR) diagnostics (Gelman and Rubin 1992; Ntzoufras 2009 ). Figure 2 shows the dynamic version of GR diagnostics as obtained from the WinBUGS software for the representative parameters where the three curves are given: the middle and bottom curves below the dashed horizontal line (indicated by the value one) represent the pooled posterior variance (V , green color) and average within-sample variance (W , blue color), respectively, and the top curve represents their ratio (R, red color), which is associated with the potential scale reduction factor (Gelman and Rubin 1992; Brooks and Gelman 1998) . Note that in WinBUGS, these measures of posterior variability are estimated based on the widths of the 80 % posterior credible intervals (see Ntzoufras 2009 in detail) . It is seen thatR tends to 1, and V and W will stabilize as the number of iterations increase indicating that the algorithm has approached convergence. With the GR convergence diagnostics observed, we propose that every 20th MCMC sample is retained from the next 200,000 after an initial number of 50,000 burn-in iterations of a single chain of length 250,000. Thus, we obtain 10,000 samples of targeted posterior distributions of the unknown parameters for statistical inference. Along with this sampling procedure, a sensitivity analysis has been performed to ensure that the data, rather than priors, dominate the posterior estimates (see Sect. 4 for details). We also check the k-lag serial correlation of the samples for each parameter to diagnose independence of MCMC samples. We graphically checked the last 500 samples drawn from MCMC sampling scheme for each parameter (plot not shown here) and found that the consecutive samples move randomly towards different directions, indicating that MCMC is not "sticky" and MCMC samples are independent for each parameter, suggesting the convergence to the stationary distribution. 
Analysis results
The Bayesian SNLME joint modeling approach in conjunction with the three models for the viral load response, the CD4 covariate process and the time to first decline of CD4/CD8 ratio with different specifications of model distribution was used to fit the data. From the model fitting results, we have seen that, in general, all the models provided a reasonably good fit to the observed data for most patients in our study, although the fitting for a few patients was not completely satisfactory due to unusual data fluctuation patterns for these patients, particularly in Model III. To assess the goodness-of-fit of the proposed models, the diagnosis plots of the observed values versus the fitted values (top panel) and ST, SN and normal Q-Q plots (bottom panel) from Models I, II and III are presented in Fig. 3 . It was seen from Fig. 3 (top panel) that the model where the random error is assumed to have ST and SN distributions gave a similar performance, but they provided a better fit to the observed data, compared with the model where the random error is assumed to have normal distribution. This result can also be explained by examining the Q-Q plots of the residuals (bottom panel) that all plots show the existence of outliers, but it is clearly seen that Models I and II only have few negative outliers and thus, provide a better goodness-of-fit to the data than Model III. Further, Model I betetr accounts for heaviness in the tail as well as skewness. This finding is further confirmed by their standardized residual sum of squares (RSS), which are 219.8 (ST random error), 309.3 (SN random error) and 410.4 (normal random error). The population posterior mean (PM), corresponding standard deviation (SD) and 9 % credible interval for fixed-effects parameters based on Models I, II and III with two methods (joint modeling approach and naive method) are presented in Tables 1  and 2 . The following findings are observed for estimated results of parameters.
In the response model (12), the findings, particularly for the fixed-effects (β 2 , β 3 ) which are coefficient parameters of the first-phase viral decay rate λ 1 , show that these estimates are different from zero for all three models since the 95 % credible intervals do not contain zero. Nevertheless, for the coefficient of CD4 covariate β 3 , its estimate is significantly positive. That means CD4 has a positive effect on the first-phase viral decay rate, suggesting that the CD4 covariate may be an important predictor of the first-phase viral decay during treatment. Further, the estimate of β 3 based on Model I is larger than those based on Models II and III. There are marked differences in posterior means of the variance parameter σ 2 2 across these Models considered, which are 0.01, 0.07 and 1.25 for Models I, II and III, respectively. The estimated values of the Table 1 A summary of the estimated posterior mean (PM) of population (fixed-effects) parameters, as well as the corresponding standard deviation (SD) and lower limit (L C I ) and upper limit (U C I ) of 95 % equal-tail credible interval (CI) based on the naive method (NM) and the joint modeling (JM) approach for semiparametric NLME (SJM) model and parametric NLME model(PJM) Method Table 2 A summary of the estimated posterior mean (PM) for the parameters of variance, skewness and degrees of freedom, and corresponding standard deviation (SD) and lower limit (L C I ) and upper limit (U C I ) of 95 % equal-tail credible interval (CI) as well as SSR values based on the naive method (NM) and the joint modeling (JM)
approach for semiparametric NLME model (SJM) and parametric NLME model(PJM) Method variance in both Model I and Model II are much smaller than that of Model III because the former models take into account skewness of the data while the latter does not. Furthermore, Model I has the least estimate of σ 2 2 since it considers heaviness in tails as well as skewness. That is, the standard error of Model I is smaller than that of Model II, indicating that Model I with longer tails seems to produce more accurate posterior estimate than Model II. Thus, Model I, which is based on ST distribution for the model error, is the most preferred model to use in modeling viral load responses. The estimates of the skewness parameter (δ e ) of Models I and II are 1.17 with 95 % credible intervals (1.00, 1.43) and 1.87 with 95 % credible intervals (1.58, 2.12), respectively. This finding suggests that there is a positive and significant skewness in the data and confirms the fact that the distribution of the original data is skewed even after taking the ln-transformation. Thus, incorporating skewness parameter in modeling the data is recommended. Furthermore, the estimate (1.17) of the skewness parameter based on Model I with ST distribution is less than that (1.87) of Model II with SN distribution. This may be due to the fact that an additional parameter, the degrees of freedom ν 2 , for heaviness in the tails was estimated to have 3.28 trading-off the effect of skewness.
For parameter estimates of the CD4 covariate model (4), the estimate of the coefficient α 2 in Model I is slightly smaller than that in Model II. Its estimate is significantly different from zero with a positive value. This finding suggests that there is a positively linear relationship between CD4 cell count and measurement time, and this result may be explained by the fact that CD4 cell count may increase during treatment, and in turn, indicates an overall improvement of AIDS progression in this AIDS trial study. There are differences in the posterior means of the variance σ 2 1 , which are 0.05, 0.07, and 0.13 for Model I, II and III, respectively. The estimated values in both Models I and II are much smaller than that in Model III because the former models take into account skewness of the data while the latter does not. Furthermore, Model I has the least estimate of σ 2 1 since it considers heaviness in tails as well as skewness.
The estimates for the parameters in the AFT model (14) do not directly show that time to CD4/CD8 decrease is highly associated with either the two viral decay rates or the CD4 changing rates over time, which is different from what was anticipated. This finding is consistent with the study by Wu et al. (2010) .
For comparison, we employed the NM based on Model I to estimate the model parameters presented in Tables 1 and 2 using the observed CD4 and ignoring the CD4 measurement error in model (12). The difference between the naive estimates and the joint modeling estimates, depending on whether or not to ignore potential CD4 measurement error in conjunction with model (12), indicates that CD4 measurement error can not be ignored in the analysis.
We also considered the joint modeling approach for a parametric NLME model, denoted by PJM, in comparison with the semiparametric NLME model developed in this paper. We find that the parametric model may lead to possibly underestimates and/or overestimates (see, e.g., estimates of β 2 , β 3 , β 5 and β 6 ). Thus, the semiparametric model offers possibly more reliable estimates of some parameters, which may lead to better understanding of the HIV viral dynamics and the treatment efficacy. 
Concluding discussion
We present a Bayesian joint modeling for three components (response, covariate and time-to-event processes) linked through the random-effects that characterize the underlying individual-specific longitudinal processes. We consider SNLME models with an asymmetric (ST or SN) distribution in comparison with a symmetric (normal) distribution. The approach is applied to jointly model HIV dynamics and time to decrease in CD4/CD8 ratio in the presence of the CD4 covariate process with measurement error to provide a tool to assess antiretroviral treatment and to monitor disease progression. Among the models considered in the application, Model I with ST distribution for model error was found to be favorable. The estimated results presented in Table 1 based on (best) Model I indicate that the population CD4 trajectory may be approximated by the quadratic polynomial z(t) = 228.57(−0.10 + 0.52t − 0.14t 2 ) + 375.46, whereẑ(t) is in the original CD4 scale. Figure 4 shows the estimated first-and second-phase rates (λ 1 andλ 2 (t)) of change in viral load based on Model I. Thus, the population viral load process may be approximated byV (t) = exp(6.09 −λ 1 t) + exp(2.13 −λ 2 (t)t). Since the first-phase viral decay rate (λ 1 ) is closely associated with the true CD4 values (due to significant estimate of β 3 ), the viral load change V (t) may be highly associated with the true CD4 values. The simple approximation considered here may provide new scientific insights into the true association.
The analysis results indicate that the first-phase and second-phase time varying viral decay rates are always positive and negative in counterpart. The results in Fig. 4 indicate that the first-phase (the second-phase) decay rate increases (decreases) at the early stage before approximately day 80 and then decreases (increases) at the late stage. This finding is biologically meaningful and may reflect viral load trajectory on the rapid decay phase and then a slow growth phase on population level. The true CD4 process has a significantly positive effect on the first-phase viral decay rate; this finding confirms that the CD4 covariate may be a significant predictor of the firstphase viral decay rate during the treatment process. More rapid increases in CD4 cell count may be associated with faster viral decay in the early stages. This may be explained by the fact that higher CD4 cell counts suggest a higher turnover rate of lymphocyte cells, which may cause a positive correlation between viral decay and CD4 cell count. In addition, the estimate of within-subject variance (σ 2 2 ) across the three models considered is 0.01 for Model I, 0.07 for Model II and 1.25 for Model III; it indicates that a gain in significant efficiency for the skew model relative to the normal model is observed for its estimation. This is expected because high variability, heaviness of the tails and skewness are interrelated to a certain extent.
For viral load response, the skewness parameter δ e and the degrees of freedom ν 2 based on Model I are estimated as 1.17 and 3.28. This confirms the positive skewness with heavy tail of the viral load. It may suggest that accounting for significant skewness and heaviness in the tails be required to model the data when data exhibit skewness with heavy tails. For the covariate model, the estimate of skewness parameter δ and the degrees of freedom ν 1 based on Model I are 0.13 and 3.25 indicating slightly positive skewness but not significant since the 95 % credible interval contains zero. This may be explained by the fact that an additional parameter ν 1 for heaviness in the tails was estimated to have 3.25 lessening the effect of skewness. In addition, the estimated results of the parameters in the time-to-event model (14) based on (best) Model I suggest that the time to first decline of CD4/CD8 ratio is not highly associated with either the two viral decay rates or the CD4 changing rates over time. This finding is consistent with that in the study by Wu et al. (2010) in which further explanations are provided. It is worth noting, given that the complex structure of the models is considered, there is the potential for overfitting due to the relatively small number of subjects involved in this study.
In order to examine the sensitivity of parameter estimates to the prior distributions, we conducted a limited sensitivity analysis using the uniform prior distribution U (0, 100) or the half-Cauchy prior distribution with scale parameter of 25 for standard deviation scales σ 1 and σ 2 (Gelman 2006 ) instead of inverse gamma prior distribution (used in this paper) for variance parameters σ 2 1 and σ 2 2 ; and we refitted data based on Model I. The results are summarized in Tables 1 and 2 . It was shown from the results of sensitivity analysis that the conclusions with different prior distributions are in agreement. Thus, the findings from our analysis remain unchanged.
Modeling skewness by modifying well-known distributions is a topic that has received much attention over the past years. In the presence of skewness in the longitudinal data and measurement errors in covariates, we propose a robust Bayesian approach to an SNLME joint model based on the ST distribution as a powerful tool to handle time-to-event data and longitudinal data with asymmetric and discrepant behaviors in repeated measurements. The proposed methods enhance the modeling flexibility and allow practitioners to analyze longitudinal and event time data in a wide variety of considerations. In addition, the proposed joint modeling approach can be easily implemented using the publicly available WinBUGS package. This makes our approach quite powerful and accessible to practicing statisticians in the field. It is noted that further analysis to simply use the unreliable observations (actually observed values) below limit of quantification or to adopt more advanced imputation methods, instead of such values imputed by half of limit of quantification, may be conducted for inference, but results of parameter estimates may be interpreted differently. In addition, there are certain limitations to note in our study. For example, the current study is not intended to consider nonignorable missing data and data with detection limit problems. These complicated problems are beyond the focus of this article, but a further study may be warranted. A final issue to note is that in our application, both time-to-event and NLME response models are related to CD4 cell count, but CD4 cell count was incorporated into these two models for different purposes. NLME response models accommodate time-varying CD4 cell count as a covariate into the first-phase decay rate to predict viral trajectories in the early period, while the CD4 cell count was used to determine time to first decline in the CD4/CD8 ratio which served as an outcome in the time-to-event model. Since time to decrease in the CD4/CD8 ratio is closely associated with HIV viral rebound, it is thus related to a long-term antiviral response in the later period.
where A = + 2 (δ), we denote the m-variate t distribution with parameters μ, A and degrees of freedom ν by t m,ν (μ, A) and the corresponding pdf by t m,ν ( y|μ, A) henceforth, U follows the t distribution t m,ν+m (·). We denote this distribution by ST m,ν (μ, , (δ) ). In particular, when = σ 2 I m and (δ) = δ I m , equation (15) 
It is noted that when δ = 0, the ST distribution reduces to the usual t distribution. In order to have a zero mean vector, we should assume the location parameter μ = −(ν/π ) 1/2 ((ν−1)/2) (ν/2) δ, which is what we assume in the paper. In order to better understand the shape of an ST distribution, plots of an ST density as a function of the skewness parameter with δ = −3, 0, 3 are shown in Fig. 5a .
By the proposition of Sahu et al. (2003) , the ST distribution of Y has a convenient stochastic representation as follows.
where X 0 and X 1 are two independent random vectors following t m,ν (0, I m ). Note that the expression (18) provides a convenient device for random number generation and for implementation purposes. Let w = |X 0 |; then w follows an m-dimensional standard t distribution t m,ν (0, I m ) truncated in the space w > 0 (i.e., the standard half-t distribution). Thus, a hierarchical representation of (18) 
where ω = (ν + w T w)/(ν + m).
Density function f(t)
Time ( 
where U ∼ N m { (δ) A −1 ( y − μ), I m − (δ) A −1 (δ)}, and φ m (·) is the pdf of N m (0, I m ). We denote the above distribution by S N m (μ, , (δ) ). An appealing feature of equation (20) 
where φ(·) and (·) are the pdf and cdf of the standard normal distribution, respectively. The mean and covariance matrix are given by E(Y ) = μ + √ 2/π δ, cov(Y ) = + (1 − 2/π ) 2 (δ). It is noted that when δ = 0, the SN distribution reduces to usual normal distribution. In addition, the SN distribution is a special case of the ST distribution. That is, the ST distribution reduces to the SN distribution when the degrees of freedom ν → ∞. In order to have a zero mean vector, we should assume the location parameter μ = − √ 2/π δ. In order to better understand the shape of an SN distribution, plots of an SN density as a function of the skewness parameter with δ = −3, 0, and 3 are shown in Fig. 5b .
According to Sahu et al. (2003) , if Y follows S N m (μ, , (δ) ), it can be expressed by a convenient stochastic representation as follows.
where X 0 and X 1 are two independent random vectors with N m (0, I m ). Let w = |X 0 |; then, w follows an m-dimensional standard normal distribution N m (0, I m ) truncated in the space w > 0. Thus, a two-level hierarchical representation of (22) 
