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Resumen: Sea {uij} i,j  = 0,1,…  una secuencia de números reales. El problema de momentos de Hausdorff bidimensional 
(PMHB) consiste en hallar una función f(x,y) en L2 (I) con  I = (0,1) x (0,1) tal que   
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Si la secuencia {uij} i,j  = 0,1,…,N  es finita se tiene el PMHB finito. 
 
        En este trabajo se plantea el PMHB pero en una región ( ) ( )2211 ,, babaI ×=  y generalizamos un resultado sobre la 
estimación de la inexactitud de la solución f(x,y) conociendo: el error en los datos,  cierta información a priori de f(x,y), y 
el número de momentos N. Damos una cota específica para la inexactitud de la estimación f(x,y) en los diferentes casos 
que se presentan según cómo sea la región ( ) ( )2211 ,, babaI ×= . 
 
Palabras claves: problema de momentos, densidad bi-dimensional, estabilidad de la solución, exactitud de la solución 
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1. INTRODUCCIÓN 
El problema de momentos bidimensional consiste en recobrar una función ),( yxf dados sus momentos      
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Cuando el intervalo soporte ( ) ( )2211 ,, babaI ×=  es tal que 2211 y    ,  ,  , baba  son finitos tenemos el problema 
de momentos de Hausdorff bidimensional.  
 
        El caso donde el intervalo soporte es ( ) ( )1,01,0 ×=I  fue estudiado en relación con el fenómeno de con-
ducción del calor por Ang y colaboradores [1]. Además aunque Ang estudia el problema de momentos en una 
región genérica nRI ⊂  sus resultados son muy generales, de manera tal que algún trabajo adicional es nece-
sario para que ellos sean útiles desde un punto de vista computacional. 
 
        En este trabajo damos un teorema de estabilidad y un algoritmo para el problema de momentos finito 
bidimensional que consiste en hallar una función ),( yxf  a partir de sus momentos  
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        Son presentadas  cotas explícitas para la norma de ),( yxf y un algoritmo para aproximar la solución al 
correspondiente problema finito con el espíritu del trabajo de Talenti [2]. Los datos { }ijμ  de la ecuación (2) 
podrían contener algún error. 
        Consideramos soluciones para este problema que pertenecen a ( ) ( )[ ]22112 ,, babaL × . 
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        Asumimos que el error en los datos tiene una magnitud estimada y que la solución ),( yxf de interés 
tiene una derivada estimada. 
         Específicamente formulamos el problema de la siguiente manera. Dado un conjunto finito { }
Njiij ,...,2,1,0, =μ  de números reales y dados dos números positivos ε  y E, encontrar una función absolutamen-
te continua ),( yxf  en el intervalo ( ) ( )2211 ,, babaI ×=  tal que  
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        Funciones verificando (3) y (4) existen para cierto rango de números N, ε  y E. La ecuación (3) es una 
medida del error en los datos, mientras que la ecuación (4)  da información a priori sobre ),( yxf . 
         
        Deseamos establecer estabilidad para el problema definido por las ecuaciones (3) y (4). Sin pérdida de 
generalidad podemos tomar Njiij ,...,1,0,   0 =∀=μ . 
 
2. TEOREMA DE ESTABILIDAD 
 
Teorema 1 Supongamos que la función ),( yxf definida en ( ) ( )2211 ,, babaI ×=  verifica para algún  N, ε  y E 
las condiciones dadas por las ecuaciones (3) y (4)  (con Njiij ,...,1,0,   0 =∀=μ ). Entonces 
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4º) si )2    1   (     0   ;   0 ===< rorconba rr  entonces es análogo al anterior caso. 
 
3. ALGORITMO 
 
La solución al problema (3) y (4) puede ser aproximada resolviendo 
(5)       
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Considerando las proyecciónes ortogonales sobre los subespacios de ( ) ( )[ ]22112 ,, babaL × : el generado por { } Njiji yx ,...,1,0, = y el conjunto de las funciones de cuadrado integrable cuyos momentos { } Njiiju ,...,0, = son cero 
entonces la solución al problema (5) debe ser un polinomio en las variables x e y . Por lo tanto  
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Además ijc es el coeficiente de jx  en )(xLi  y está dado por 
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Entonces siguiendo una demostración paralela a la dada para el Teorema 1 se llega al siguiente  
 
Teorema 2 Sea ),( yxp  dada por (6) , (7) y (8) y supongamos que ),( yxf es una solución para el problema 
(3) y (4), entonces 
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        El Teorema 2 da estimadores de la estabilidad y exactitud del algoritmo (6), (7), (8).  La desigualdad (9) 
da una idea sobre la estabilidad de la aproximación ),( yxp con respecto a { }
Njiiju ,...,0, = , mientras que la des-
igualdad (10) da idea sobre la exactitud.  Se observa que la estabilidad estimada  empeora a medida que N 
aumenta. En cuanto a la exactitud estimada se observa que manteniendo 
2
2
E
ε
 fijo e incrementando N de cero a 
infinito, primero mejora hasta alcanzar un valor mínimo y luego empeora notablemente. En la siguiente tabla 
se evalúa la expresión  
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ε para los valores especificados de Eε  y N 
 
      En esta tabla se consideró un error en los datos del orden 
de 510− . 
      
     Para chequear el funcionamiento del algoritmo (6), (7), (8) 
se generaron momentos de la función 
( )( )22 4/1),( ysenxkyxf +=  ,(donde k es la constante de 
normalización),  en ( ) ( )5,15,1 ×=I . Se adicionó a los datos un 
error aleatorio del orden de 510− , y se calculó ),( yxp  me-
diante el algoritmo (6), (7), (8).  
      
     En las figuras 1, 2 y 3 se grafican simultáneamente las 
funciones  f(x,y) y p(x,y)  para  N = 2,  N =  4, y N = 8 donde la 
exactitud se calcula según (10). 
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0.0000182316 1 0.25
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0.0000546949 3 0.125008
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0.000145853 8 9.40391
0.000164085 9 47.2953
0.000182316 10 232.328
0.000200548 11 1119.6
0.00021878 12 5310.35
0.000237011 13 24852.4
0.000255243 14 114987.
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         fig. 2: N = 4   Exactitud= 0.014518 
                  p(x,y)           f(x,y)
fig. 1: N = 2   Exactitud= 0.0367649 
                     p(x,y)           f(x,y) 
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Resumen: En este trabajo se consideran regularizaciones de tipo Tikhonov-Phillips obtenidas utilizando combina-
ciones lineales de penalizantes diferenciales. Se demuestra la convergencia de estas soluciones regularizadas en el
caso de reglas de eleccio´n de para´metro vectoriales radiales y se caracteriza la solucio´n de mı´nimos cuadrados lı´mite.
Finalmente se presenta un ejemplo de aplicacio´n a un problema de restauracio´n de ima´genes.
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1. INTRODUCCIO´N
En este artı´culo consideraremos me´todos de regularizacio´n para problemas inversos de la forma
Tx = y, (1)
donde T : X → Y es un operador lineal, acotado y de rango no cerrado entre los espacios de Hilbert
X , Y e y es un dato supuesto conocido, quiza´s con algu´n grado de error. Es bien sabido ([2]) que bajo estas
condiciones el problema (1) es mal condicionado en el sentido que T †, la inversa generalizada de Moore-
Penrose de T , no es continua. Por esta razo´n la inversio´n en (1) resulta entonces en un proceso inestable y
el problema debe ser regularizado antes de cualquier intento por aproximar una solucio´n x de (1). Una de
las formas ma´s usuales y conocidas de regularizar un problema mal condicionado es mediante los me´todos
de regularizacio´n de Tikhonov-Phillips. Estos me´todos pueden formularse como el siguiente problema de
optimizacio´n:
mı´n
x∈D(L)
‖Tx− y‖2 + α‖Lx‖2, (2)
donde L : D(L) ⊂ X → Z (aquı´ Z es tambie´n un espacio de Hilbert) es un operador adecuadamente
elegido, usualmente un operador diferencial ([3]) y α es el para´metro de regularizacio´n ([2]). De aquı´ en
ma´s supondremos que L es cerrado, densamente definido, sobreyectivo y satisface la siguiente “condicio´n
de complementacio´n”:
∃ γ > 0 tal que ‖Tx‖2 + ‖Lx‖2 ≥ γ‖x‖2 ∀ x ∈ D(L). (3)
Observar que (3) es equivalente a la condicio´n de que el operador T ∗T + L∗L sea estrictamente positivo.
Definimos XL .= (D(L), 〈·, ·〉T,L) donde 〈x1, x2〉T,L .= 〈Tx1, Tx2〉 + 〈Lx1, Lx2〉. Puede probarse que XL
ası´ definido es un espacio de Hilbert. Sea T0 la restriccio´n del operador T al nu´cleo de L y denotemos con
T †0 , T
†
L, L
†
T a las inversas generalizadas de Moore-Penrose de T0, T y L, respectivamente, cuando e´stos
son considerados como operadores en XL. Se sabe que bajo estas hipo´tesis, x†L
.= T †Ly es la solucio´n de
mı´nimos cuadrados del problema (1) en D(L) que satisface ‖Lx†L‖ < ‖Lx˜‖ para cualquier otra solucio´n
de mı´nimos cuadrados de (1) x˜ ∈ D(L) (ver [2], Teorema 8.2). Con el objetivo de construir me´todos de
regularizacio´n que permitan hallar de manera estable soluciones aproximadas de la solucio´n exacta x†L,
consideramos una familia parame´trica de funciones {gα}α∈(0,α0), gα : [0,+∞) → R para α ∈ (0, α0)
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que satisface las siguientes hipo´tesis: (H1) para todo α ∈ (0, α0), gα(λ) es continua por tramos para
λ ∈ [0,+∞) y continua por derecha en los puntos de discontinuidad; (H2) existe una constante C > 0
(independiente de α) tal que |λgα(λ)| ≤ C para todo λ ∈ [0,+∞), para todo α ∈ (0, α0); (H3) para
todo λ ∈ (0,+∞), l´ım
α→0+
gα(λ) = 1λ . Puede probarse que la familia de operadores {Rα}α∈(0,α0) definida
por Rα
.= T †0 + L
†
T gα(B
∗B)B∗, donde B .= TL†T , es una regularizacio´n de T
†
L, es decir las soluciones
aproximadas (regularizadas) Rαy convergen a la solucio´n exacta x†L cuando el para´metro de regularizacio´n
α tiende a cero (ver [2], Teorema 8.7). Adema´s, se puede probar que para cada para´metro α fijo, la solucio´n
regularizada Rαy obtenida con la familia de funciones gα(λ)
.= (λ + α)−1, asociada al me´todo cla´sico de
Tikhonov-Phillips, coincide con la solucio´n del problema de optimizacio´n (2) (ver [2], Ejemplo 8.11).
2. RESULTADOS PRINCIPALES.
La introduccio´n del te´rmino penalizante en (2), por un lado permite inducir estabilidad y por otro, aproxi-
mar x†L de manera tal que las soluciones aproximadas compartan con la solucio´n exacta ciertas propiedades
o caracterı´sticas que uno presume, de antemano, que aquella posee. En consecuencia, es razonable suponer
que una eleccio´n adecuada de dicho penalizante, basada en el conocimiento de cierto tipo de informacio´n
“a-priori” acerca de la solucio´n exacta, resultara´ en soluciones aproximadas que reflejen apropiadamente
tales caracterı´sticas.
De igual modo, es razonable suponer que la utilizacio´n simulta´nea de dos o ma´s penalizantes de distinta
naturaleza permita, de alguna manera, capturar distintas caracterı´sticas de la solucio´n exacta. Este tipo de
problemas surge y es de particular intere´s, por ejemplo, en problemas de restauracio´n de ima´genes, en los
cuales se sabe “a-priori” que la imagen original posee regiones muy regulares y otras muy irregulares,
por ejemplo ima´genes de tipo “blocky”. A continuacio´n introduciremos un andamiaje matema´tico que nos
permitira´ abordar este problema y adema´s echar luz sobre las propiedades que poseen las soluciones aproxi-
madas correspondientes. A tal efecto sean X ,Z1,Z2, ...,ZN espacios de Hilbert,D un subespacio denso de
X , Li : D −→ Zi , i = 1, 2, ..., N , operadores cerrados y sobreyectivos. Supongamos adema´s que existe
i0, 1 ≤ i0 ≤ N , tal que Li0 satisface la condicio´n de complementacio´n (3). A continuacio´n presentamos dos
resultados de convergencia y caracterizacio´n de las soluciones regularizadas del problema (1) cuando en (2)
se considera un penalizante de la forma
∑N
i=1 αi‖Lix‖2, es decir queremos resolver el siguiente problema
de optimizacio´n:
mı´n
x∈D
‖Tx− y‖2 +
N∑
i=1
αi ‖Lix‖2 , (4)
donde cada αi es no negativo. Para ello sean ~α
.= α~η, donde α ∈ R+ y ~η .= (η1, η2, . . . , ηN )T ∈ RN es un
vector unitario con ηi ∈ R+ ∀ i. Definamos Lη .=
(√
η
1
L1,
√
η
2
L2, . . . ,
√
η
N
LN
)T y Bη .= TL†η.
Teorema 1 La familia R˜α,~η
.= T †0,Lη + L
†
ηgα(B∗ηBη)B∗η es una regularizacio´n para T
†
Lη
; luego para todo
y ∈ D(T †Lη), l´ımα→0+ R˜α,~η y = T
†
Lη
y.
Prueba. Observar que
‖Tx− y‖2 +
N∑
i=1
αi‖Lix‖2 = ‖Tx− y‖2 +
N∑
i=1
αηi‖Lix‖2 = ‖Tx− y‖2 + α‖Lηx‖2.
Claramente Lη tiene las mismas propiedades que el operador L, es decir es cerrado y sobreyectivo. Adema´s
Lη satisface la condicio´n de complementacio´n. En efecto,
‖Tx‖2 + ‖Lηx‖2 .= ‖Tx‖2 +
N∑
i=1
ηi ‖Lix‖2 ≥ mı´n{1,mı´n{ηi}}
(
‖Tx‖2 +
N∑
i=1
‖Lix‖2
)
≥ γη ‖x‖2 ,
donde la u´ltima desigualdad se sigue del hecho queL satisface la condicio´n de complementacio´n. Ası´ hemos
probado que R˜α,~η
.= T †0,Lη + L
†
ηgα(B∗ηBη)B∗η es una regularizacio´n para T
†
Lη
y por lo tanto, para todo
y ∈ D(T †Lη), l´ımα→0+ R˜α,~η y = T
†
Lη
y. ¤
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Nota 1 Observar que x†η
.= T †Lηy es la mejor solucio´n aproximada de Tx = y para x ∈ D, es decir, x
†
η
es la solucio´n de mı´nimos cuadrados del problema Tx = y con x ∈ D que satisface
∥∥∥x†η∥∥∥
T,Lη
≤ ‖x˜‖
T,Lη
para cualquier otra solucio´n de mı´nimos cuadrados x˜.
A partir del teorema anterior se puede probar el siguiente resultado.
Corolario 1 Eligiendo ~α y ~η como en el Teorema 1 (~α = α~η), para cada ~α fijo la solucio´n del problema de
optimizacio´n: mı´n
x∈D
J~α(x), donde J~α(x)
.= ‖Tx−y‖2+
N∑
i=1
αi‖Lix‖2 coincide con la solucio´n regulariza-
da obtenida mediante el me´todo de Tikhonov - Phillips generalizado con penalizante ‖Lηx‖2 y para´metro
de regularizacio´n α, i.e. arg min
x∈D
J~α(x) = R˜α,~η y.
Del Teorema 1 y la Nota 1 vemos que si la regla de eleccio´n de para´metro vectorial ~α se elige “radialmente”,
i.e. ~α = α~η (con ~η ∈ RN fijo), entonces las soluciones regularizadas R˜α,~η y convergen, para α → 0+ a
la solucio´n de mı´nimos cuadrados del problema (1) que minimiza ~η · (‖L1x‖2, ‖L2x‖2, . . . , ‖LNx‖2)T .
Observar que definiendo ~α(α) .= α~η se tiene que d~αdα(0
+) = ~η. Creemos que el resultado de convergen-
cia del Teorema 1 se puede obtener para reglas de eleccio´n de para´metro vectoriales ma´s generales (no
necesariamente radiales) derivables por la derecha en 0. Aunque este caso ma´s general requiere redefinir
adecuadamente la familia R˜α, hay suficientes razones para creer que es la derivada de la regla de elec-
cio´n de para´metro vectorial en 0+ la que “selecciona” una solucio´n de mı´nimos cuadrados particular a la
cual convergera´n las soluciones regularizadas. Ma´s precisamente, conjeturamos que si α∼(α) es una regla de
eleccio´n de para´metro y existe
dα∼
dα (0
+) = ~η, entonces las soluciones regularizadas Rα∼ y (adecuadamente
definidas) convergen, para α→ 0+ a T †Lηy.
3. APLICACIONES A RESTAURACIO´N DE IMA´GENES.
En la Figura 1 se muestran los resultados obtenidos en una aplicacio´n a un problema de restauracio´n de
ima´genes. Como podemos observar el me´todo cla´sico de Tikhonov-Phillips de orden cero (TP0) es apropi-
ado para restaurar regiones regulares (Fig. 1(c)) mientras que el uso de penalizacio´n por variacio´n acotada
(BV) ([1]) es ma´s adecuado para restaurar regiones donde existen discontinuidades y resulta apropiado
en problemas de deteccio´n de bordes (Fig. 1(d)). Las figuras Fig. 1 (e), (f) y (g) muestran los resultados
obtenidos con tres diferentes aproximaciones radiales (ver Fig. 1(b)) del me´todo “hı´brido” aquı´ propuesto.
Estas figuras muestran que una adecuada combinacio´n lineal de ambos penalizantes permite retener los
beneficios individuales de cada penalizante.
4. CONCLUSIONES.
En este trabajo se consideraron regularizaciones del tipo Tikhonov-Phillips obtenidas utilizando combi-
naciones lineales de penalizantes diferenciales. Se probo´ la convergencia de estas soluciones regularizadas
en el caso de reglas de eleccio´n de para´metro “radiales” y se caracterizo´ la solucio´n de mı´nimos cuadrados
lı´mite. Se presento´ un ejemplo de aplicacio´n a un problema de restauracio´n de ima´genes.
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(a) Imagen distorsionada (dato del
problema inverso).
(b) Direcciones radiales.
(c) Restauracio´n con el me´todo
TP0.
(d) Restauracio´n con el me´todo BV.
(e) Restauracio´n con el me´todo
hı´brido TP0-BV con ~η3 ‖ (5, 1).
(f) Restauracio´n con el me´todo
hı´brido TP0-BV con ~η1 ‖ (1, 5) .
(g) Restauracio´n con el me´todo
hı´brido TP0-BV con ~η2 ‖ (1, 1).
(h) Imagen original.
Figura 1: (a):Imagen distorsionada, dato del problema inverso; (b): direcciones radiales de restauracio´n con el penal-
izante generalizado hı´brido TP0-BV; (c): regularizacio´n obtenida con el me´todo de Tikhonov-Phillips de orden cero;
(d): regularizacio´n por variacio´n acotada; (e), (f), (g): regularizaciones obtenidas con el me´todo hı´brido TP0-BV para
diferentes direcciones radiales; (h): imagen original.
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