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Ce travail. entièrement de simulation. a pour objectifs d'implanter une stratégie de 
contrôle adaptatif sur un réacteur de blanchiment en utilisant le contrôleur adaptatif à 
moddes pondtirés et de difinir certaines règles pour aider au choix des paramètres 
particuliers au contdcur  à rnadL:Ics pùnclirij  (XIU'AC j. 
Le modile utilisi pour reprCscnter le rtiactsur de blanchiment utilise les concepts de 
convection. de dispersion et de reaction chimique pour représenter 1Vcoulement de In 
pâte de bois composée majoritairement d'eau. de fibres de bois. de lignine et d'agent de 
blanchiment. Ic dioxyde de chlore (CIO?). Le modde est obtenu par bilan de masse sur 
une section d'2paisseur infinidsimale du rkacteur pour ces deus demiéres substances. II  
est composC de deus iquations diErcntisl1ss partielles non lineaires i cause de 
cinétiques de reaction d'ordrc trois. Un tel systérne. dit parabolique. requiert deux 
conditions aux limites. lesquelles sont donnÇcs par les conditions de Danckwerts dont la 
condition de sortie. un gradient nul des concentrations. est adéquate pour le système 
simuIk. 
Ce type de modde requiert une mCtliode de simulation adaptée aux systimes à 
paramtitres répartis. La méthode de collocation orthogonale a permis des simulations 
rapides du système dors que la méthode par différences finies. plus lourde mais plus 
fiable. a et6 utilisée pour obtenir les résultats finaux. 
La littérature abondante sur les technologies de blanchiment permet d'identifier les 
sources des perturbations. La perturbation principale est la variation de la concentration 
de lignine i l'entrée. qui varie de façon appréciable selon l'origine de la matière 
première. La réaction entre la lignine et le CIO2 est aussi affectée par la température et 
par la composition de la pîte. Dans le modèle utilisé. ce type de perturbation se traduit 
par des variations sur les constantes cinétiques. Enfin. le débit de pîte peut être abaissé 
... 
Vlll  
grandement pour satisfaire les besoins de la production. ce qui a un effet important sur 
le retard associé au procede. Le débit est de pàte est donc consideré comme une 
variable susceptible de subir des variations. 
Le réacteur de blanchiment est contrdé à l'aide du contrôleur adaptatif a modèles 
pondérés (M WAC). Cc contrôleur utilise une somme pondérk de modt;lrs Jr premier 
ordre avec retard pour représenter Ic prodde. Dans le cas CtudiC ici. seuls les 
paramétres de retard et de gain sont üdnptis alors que la constante de temps demeure 
constante. Les vrileurs des gains et des retards candidats sont diterminées a prion selon 
les conditions ophtoires possibles du qstemt.. 
Le contrôleur adaptatif utilise l'inverse de In norme euclidienne de l'erreur entre les 
ditTérents modèles de premier ordre iivec retard ct le procidti pour assigner ilne 
ponderation i chaque modèle. Ccttc nomc est n f i c t C c  d'un facteur d'oubli pour donner 
plus d'importance aux donnees récentes. Dr plus. I'c.uposnni dr la nome  de l'erreur 
peut etre augmenté pour accentuer plus rapidement les difftrcnces entre les 
pondintions accordCes à chacun des moddes. Finalement. un seuil d'adaptation 
calculé d'après les valeurs des pondirations permet de dicider s'il y aura adaptation. Le 
calcul de ce seuil pour les systemes non lin6aires comprend un paramthe facilitant 
l'adaptation en le ramenant vers sa valeur d'origine. 
L'erreur intégrale au carre a itC utilisée comme critère de performance pour la recherche 
de valeurs adéquates attribuées aux trois panmétres précédents. De cette analyse. il  
ressort que le facteur d'oubli a une grande influence sur Ir retard idrntitié. Le seuil 
d'adaptation a. quant I lui. une influence sur les valeurs tinalrs des pondintions. 
Plusieurs approches ont été utilisées pour effectuer le contrôle du réacteur de 
blanchiment. dans chacune d'elles. la variable manipulke etait le dioxyde de chlore à 
l'entrée. Le contrôleur adaptatif a d'abord Cté utilisé dans une approche entrée-sortie où 
la variable contrôlée est la lignine en sortie. Cette approciie. comme toutes les 
approches entrée-sortie utilisées pour tins de comparaisons. souffre d'un problème 
majeur: le retard du procédé empèche de rejeter rapidement les perturbations sur le 
système. De plus. la perturbation principale requiert une période de retard complète 
avant d'être seulement ditectée. puis il faut une deuxiCme période de retard pour que la 
premiere action de contrdc rtisultantc ne soit dtitectée. 
Suivant l'hypothèse selon laquelle i1 n'y a qu'une seule sonde disponible situer en sortie. 
deux autres techniques de contrôle ont titC utiliskes: le contrôleur de Dahlin et le 
contrôleur par matrice dynamique. Les résultats de simulation montrent que le 
contrfileur i modélrs pondérés offre de meilleures pertonnances de contrüle pour 
rejeter des perturbations de grandes amplitudes. Dr: plus. i l  semble plus robiisic face o 
des perturbations sur le dibit et sur les constantes cinétiques. 
Finalement. pour le cas où deux sondes sont disponibles. le XlWAC a iitilisé 5 
l'intérieur de configurations en cascade et par anticipation. Ces deux approches ont 
comme principal avantage de reduire de beaucoup le temps requis pour le rejet de 
perturbation. ce qui permet de réduire l'amplitude des dkviaiions maximales. Les 
meilleurs résultats de rejet de perturbation de la lignine ont Cté obtenus en utilisant la 
commande par anticipation augmentée d'une boucle de rktroaction reliant I'entrée et la 
sortie du riacteur afin d'annuler l'erreur causée par d'autres types de perturbations. 
METRACT 
The objectives of this work were to implement an adaptive control strategy on a 
bleac hing reactor using the Mode1 Weighted Adaptive Controller (MW AC) and olso to 
develop techniques to tune the parameters of the algorithm. 
The model selected to represent the bleaching reactor involves convection. dispersion 
and chernical reaction to model the tlow of wood pulp. cornposed rnainly of water. 
cellulosic fibres. lignin and bleaching agent (CIO?). The dyncimic mode1 is obtained by 
performing a mnss balance on a thin layer of the reactor for the 1 s t  two substances. 
The model obtained is a system of two non-linear partial difrerential equations with the 
reaction kinetics term being non-linear. Such a system is said to b r  parabolic and 
requires two boundary conditions. The Dmc kwerts boundan; conditions. whic h impose 
a zero spatial gradient on the esiting concentrations. are used. 
This type of rnodel rcquires a simulation method adapted to distributcd parameters 
systems. The orthogonal collocation method allowed fast simulations whereas the 
tïnite differences method is much slower but more reliable for dynamic simulations. 
This last method was used to provide the final results presented here. 
From the abundant literature on bleaching technologies the main disturbance source 
was identified as the variation of rntering lignin concentration. These variations are 
due to the natural variability of lignin in wood. The rcaction involving lignin and CIOz 
is also affected by temperature and pulp composition. These disturbances are sirnulated 
by varying the reaction kinetic constants in the model. Finally. since pulp flow c m  be 
reduced to meet production needs. the flow parameter is also considered to show 
variations. 
The bleaching reactor was controlled using the CIWAC. This controller uses û 
weighted sum of tint order plus dead tirne models to represent the process. In the case 
studied. only the gain and delay parmeters were adapted. leaving the process tirne 
constant unchmged. AI1 possible values of the gain md del- parameters were 
drtermined a priori and form a fmily of plant candidate models that cover al1 possible 
operat ing conditions. 
The adaptive controller uses the inverse of the 2-nom of the prediction error between 
each candidate model and the process to assign a weight to a particular model. This 
norm is calculritrd using a forgctting factor to give more importance to recent data. The 
prediction rrror norm rnay also be raiseci to a higher eaponent to discriminate the 
diffsrent models faster. Finally. an adaptation threshold drtermined from the weights is 
used to indicate when adaptation should occur. For non-linear systems. the calculûtion 
of this threshold is affected by a drift parameter to ailow casier adaptation. 
The integral of squarçd srror was used as performance criterion to select values for 
these three parrimeters. Because of the non-linear response's s hape. the forgetting 
factor seems to have a great influence on the apparent time delay. [t was also seen that 
the adaptation threshold has an influence on the weights' final values. 
Several approaches have been tested to control the bleaching reactor. Each of hem 
used the entering CIO? ris the manipulated variable. The adaptive controller was t h t  
used in an input-output configuration in which the controlled variable was the exiting 
lignin concentration. This approach. as well as al1 input-output approaches. is severely 
hmdicapped by the presence of a long process del. in the system. In frict. the 
disturbance on the entering lignin concentration requires a Full delay period before it is 
detected ruid then another delay period for the tira resulting control rnove reachrs the 
exit sensor. 
xii 
Assurning that only one sensor is available, two other input-output techniques were 
used: the Dahlin controller and the Dynamic klatrix Controller. Simulation results 
show that the adaptive controller is more robust when disturbances occur on reaction 
kinrtics and pulp flow. The adaptive controller also shows better results for large 
disturbances entering the reactor. 
Finally. in the event that two sensors are wailable. the MWAC algorithm was used in a 
cascade and a feedfonvard configurations. Thesr two approaches have the main 
advantage of avoiding the long time delay associatrd to the reactor before rejecting 
disturbances. thrrrfore reducing the controlled variable dcviations from the srtpoint. 
The best control results were obtained using the feedfonvard configuration ridded to the 
original feedback loop to reject disturbances other than lignine concentration. 
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CHAPITRE 1: INTRODUCTION 
La qualité première d'un papier aux yeux d'un consommateur est d'abord et avant tout sa 
couleur ou plutôt son absence apparente de couleur: sa blancheur. L'obtention d'une 
blancheur acceptable est la consiquence d'une suite d'opérations visant soit à masquer 
la couleur naturellement présente dans le bois, dans le cas des pâtes mécaniques, soit à 
retirer le principal élément à l'origine de la couleur: la lignine, dans le cas des pâtes 
chimiques. 
Le procédé par lequel la majeure partie de  la lignine est retirée du bois, la mise en pàte, 
colore fortement la lignine et la faible quantité restante sufit à colorer les fibres d'une 
manière indésirable. Cette lignine colorée demeurée avec les fibres après la mise en 
pàte est de plus très difficile à retirer et des réactifs plus spécifiques mais plus chers 
doivent être employés pour y aniver sans détériorer les fibres elles-mêmes. 
C'est précisément de l'enlèvement de cette lignine dont il sera question dans ce travail. 
De plus, ce problème permettra de mettre en évidence les caractéristiques d'un 
contrôleur adaptatif à modèles pondérés appelé MWAC pour (( Mode1 Weighted 
Adaptive Controler N, développé par Sylvain Gendron (1997). L'objectif principal de 
ce travail est de fournir des outils permettant de choisir au mieux les différents 
paramètres du contrôleur. Le second objectif est de contrôler une étape importante du 
blanchiment, appelée traditionnellement la chlorination, à l'aide du MWAC. 
L'application d'une stratégie de contrôle améliorée par l'utilisation du MWAC vise deux 
buts: réduire la variabilité de la blancheur en présence de perturbations et minimiser la 
quantité de produits de blanchiment utilisés dans le procédé. Cette dernière motivation 
vient bien sûr du fait que ces produits ont un coût intrinsèque mais aussi du fait que les 
règles enïironnementalrs sont toujours plus stnctes vis 3 vis des rejets de produits 
chlorés. 
Le contrôleur h modèles pondtirés comprend des panmktres permettant d'ajuster la 
vitesse d'adaptation. l'importance accordée aux données les plus récentes et le seuil 
d'adaptation. La recherche d'une méthode de riplage vise i d6trrminrr rapidement des 
ïdeurs satisfaisantes pour ces paramZtres en s r  basant sur les çnrüctCristiques di1 
systkmr ou de son modèle. 
Cr travail utilise un rnodt'le Je  réacteur Iaisrint appcl aux phthwmL:ncs de çonvcçtion. de 
diftusiuri et de réaction chimique. il ü et6 propoX par Prrrier dans Ir rapport annuel du 
groupe de recherche en science et ingënieric: dii papier ( IL)l)5) et rcpris par Ciendton 
dans sa proposition de recherche riuprks de l'institut canadien de recherche en pites et 
papiers du Canada (1905). Ce modde <i porrirnGtrcs repartis doit Cire associt: i des 
conditions aux limites dont le chois doit retliter les criractCristiqucs du susteme. De 
plus. In simulation d'un tel systkrne nicessite I'iiti l kat ion de inethodes nornGriques qui 
peuvent avoir une importance diterminante sur In qmlitti de la sirnuhion. 
Les procédés de génie chimique comptent bon nombre de procédés tbrtement non 
linéaires ou mal modélisés dont le contrôle pourrait bPnC ficier d'une composante 
adaptative. Les procédés de pàtes et papiers constituent justement un domaine où cette 
affirmation est particulitirement vrai. 
Ce travail. entierement de simulation. présente d'abord les caractéristiques du procédé 
au cœur du probleme de contr6le. Cette démarche a polir but de comparer les 
performances du modèle a u  observations relatées dans ln littkrature. J'identitier les 
perturbations les plus important-s et de déterminer les ressources csistantes pour 
effectuer le contrôle. Le modele utilisé pour reprcsenter le procédé est ensuite introduit 
et deus techniques nécessaires 3 la simulation des systèmes à paramètres répartis sont 
detaillées. Ces méthodes sont des approximations et comportent toutes deus des 
inconvénients et des avantages complémentaires qui justifient leur double emploi: l'une 
est rapide mais peu précise alors que l'autre est d'une prticision et d'une tiabilité 
beaucoup plus grande mais requiert un temps de simulation important. 
Le contr6lcur adaptatif à moddes ponderés (h.IW.-\C) est ensuite prescnté en dtitnils. 
Ensuite. la &marche ayant permis le choix des parametres pour les simulations 
montrées plus loin est présent& suivi de l'analyse de l'influence de ses pnram2trrs sur la 
performance de contrôle et d'adaptation 
Pour terminer. les résultais de simulation en boucle fermfe du systL;me a paramt'tres 
distribués sont prksenttis. Les rksultats sont prkwntes selon le nombre de sondes 
disponibles pour effectuer Ir contrde. Les rtisiiltats de simulation du b I W X  sont 
çornpari-s au contrijlrur par matrice dynamique (DIIC). au çontrdeur de Dahlin. 
Finalement. deus approches par anticipation et en cascade faisant intervenir le h.1LV.X 
sont présentées et comparées i une approche en cascade utilisant une variable contrdée 
combinant le chlore et ln lignine en sortie. 
CHAPITRE 2: LE PROBLÈME DE CONTRÔLE 
La résolution du problème de contrôle du réacteur de blanchiment débute par la 
compréhension. la modélisation et la simulation du système. La mise en contexte du 
réacteur comme suite de l'opération de mise en pâte et comme première étape de la 
séquence de blanchiment permet de mieux comprendre la source des perturbations au 
système ainsi que le but et les contraintes de la stratégie de contrôle. Ce chapitre 
présente d'abord une description sommaire des opérations de mise en pâte et de 
blanchiment. Ensuite, le modèle du réacteur est développé et deux méthodes de 
simulations utilisées lors de ce projet sont présentées. 
2.1 La préparation de la pate 
Cette section présente quelques caractéristiques de la matière première, le bois, ainsi 
que les variables mesurables et mesurées qui sont utilisées pour le contrôle du 
blanchiment. Viennent ensuite les descriptions sommaires des opérations de mise en 
pâte et de blanchiment. 
La matière première traditionnelle de l'industrie des pâtes et papiers est le bois. Le bois 
est surtout constitué de cellulose, d'hémicellulose et de lignine, mais en des proportions 
variables selon les espèces utilisées. Les substances utiles du bois pour la fabrication 
du papier sont deux polymères naturels : la cellulose et I'hémicellulose. La cellulose 
constitue environ 45 % du bois, tous types confondus: l'hémicellulose constitue 35 % 
des bois durs et 25 % des bois mous. La lignine, quant à elle, compte pour 21 % des 
bois durs et pour 25 % des bois mous. On retrouve aussi de 2 à 8 % de substances telles 
des acides gras, des acides résineux et des phénols que ['on regroupe sous le nom 
d'extractibles qui sont pour la plupart enlevés durant la mise en pâte (Smook. 1992). 
La cellulose est lin long polymére 3 structure linéaire constitué d'anhydroglucosc 
(CoHioOs)Np. Elle est caractérisée par un degr6 de polymérisation (Np) de 3500 
monomères à l'état naturel et de 1000 à 1500 après mise en piite par le procedé Kraft. 
La cellulose est relativement stable mais devient hcilemcnt hydrolysable en milieu 
acide d cause des groupes hydroxyles situes le long de sa chaine de carbone. Lc degré 
de polymérisation est un des hcteurs de qualité reliés i la force du papier: il importe de 
le consencr 1s plus e 1 a . C  possible (Dence. 1996). 
LthCmicçllulose est un copolymkre i base de plusieurs monomkres ayant de cinq à sis 
carbones sur leur chaîne principale. Cr polymkre a iinc structure comportant des 
réticulations et est ccirûcdrisi par un degrC de polymérisation beaucoup plus faible que 
la cellulose. soit de 50 i 300 monomires 3 Mat natiircl. On retrouw aussi des groupes 
acides et ac6tyles substitués sur la çhaine de carbone. En milieu alcalin. les groupes 
acides sont neutralisis et les chaines 13térdt's sont k~cilernent h~~drolysies. 
L'htimicellulose est aussi plus hcilrrnent oxydée en milieu acide et est plus thcilement 
soluble en milieu alcalin à cause de son poids mol~culairr plus faible. 
La lignine est un copolymkre à structure tridimensionnelle qui agit comme ciment entre 
Ies îïbres de cellulose du bois. Elle doit i'tre dissoute pour permettre la séparation des 
fibres. Les monomères constituant la lignine comportent des groupes phénols. Certains 
de ces phCnols sont oxydés pour former des quinones qui sont les composés 
chromophores responsables d'une bonne partie de la couleur de la piite. Certains ions 
métalliques tonnent aussi des composés colorés en réagissant avec ces groupes phénols 
(Smook 1992). Pour terminer. il Faut mentionner que la lignine est m e  très grosse 
molécule comportant de nombreux groupes fonctionnels dont les nombreuses 
fonctionnalités ernpechent une modélisation addéquate. 
2.1.1 Le blanchiment 
Une des qualités premières du papier est sans contredit sa blancheur. En effet. dans 
beaucoup de ses usages domestiques. le papier ou la fibre de cellulose en général. est 
npprPciCe par le cnnwmrnriteur pour Fa blanchwr. Cette cnractérktiquc de !? pdte est 
obtenue différemment selon que Ir procedé de production soit mkcaniqur ou chimique. 
On appelle pite mCcanique 13 pdte issue d'un procede au cours d~iqurl les tibres de 
cr.ilulose sont sGparérs mknniquement soit par une meulc. dans le cas Je billots de 
bois. soit par un raffinr~ir dans Ie cas de copeaux. Dans le procédé rliimique les tibres 
sont skpar6rs chimiquement par dissolution de I'ilthent qui les lie : la lignine. Le bois 
est utilisti sous la forme de copeaux et IfopCration chimique consiste typiquement à cuire 
ces copeaux dans une solution d'hydroxyde de sodium et de su1 titr de sodium ci un p tI 
supirieur 3 11 pour une période de 0.5 à 3 heures et h une températ~ire de 160 à 1 Y O O C .  
Dans les deus cas. on appelle cette ktape de sCparation des fibres 13 mise en prite. 
Le rtisiiltat de In mise en pdte chimique est un mélange rendu fonci. par la lignine qu'elle 
contient. tortemtmt colortir par l'opération. La pâte est ensuite Irivér et on retire ainsi 
une liqueur noire contenant surtout de la lignine et les risidus de la riaction de mise en 
pâte. Ln pite ri alors une blancheur ISO de 62 "o alors qu'cille etait Je 20 % avant la 
mise en pite. 
L'opération suivant la mise en pite a pour but d'augmenter la blancheur de 13 cellulose : 
c'est l'étape du blanchiment. Paur ce qui est des pites mécaniques. la blancheur est 
obtenue en masquant les composés colorés du bois. grâce à une faible coloration par la 
lignine. Dans le cas des pâtes chimiques. 13. lignine est soumise i différents agents 
réducteurs durant le procédé de mise en pàte et acquiert une couleur foncée indksirable. 
La lignine résidurIIci est alors impossible à masquer et i l  Faut plutôt l'enlever. Cette 
opération s'appelle le blanchiment 
L'snl2vcment de  la lignine encore présente après la mise en pite se fait en plusieurs 
Ctapes qui constitiirnt le procidé de blanchiment. On distingue deus sous-sections 3 ce 
proçidti : en premier lieu In ddignitication qui a pour but de réduire la qucintitk de 
lignine dans Iri püte et le brightening dont Ir but est d'augmenter la blancheur de la pâte. 
Les variables çontrJl6es sont donc 13 lignine. durant la délignification et la blancheur 
dorant le brightening. 
La tigi~re 2. I montrc Lin atelier de blanchiment typique selon les statistiques cornpilies 
clans ilne &ide de I'Assoçintion Canadienne des Pdtes et Papiers (CPPA) (Pryke 1997). 
On y prisente une s6quence de 5 rhctcurs prCcd2s d'un resen-oir j. haute consistance 
et d'un petit riscnvir de mdnnpt.. La pitc est soumise en alternmcr üiir operations 
cl'oxydrition nu diosydr dc chlore ( D) et d'extraction i I'hydrosyde Je sodium (El. 
riuqiicl il est parfois ajoute de I'oxygknr (E.,). Le résenoir de stockage à haute 
consistance est pri.cL:de par I'opCrntion de mise en pite. Ln p3te sortant de la s6qurnce 
de blanchiment est diri@<: vers In machine d papier ou bien elle peut Ptre vendue 
directement sous forme de pâte. 
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Figure 2.1 Séquence de blanchiment DEoDED. 
Sur le procédé montré à ln figure 2.1. la délignificntion est effectuie dans le premier 
réacteur avec du dioxyde de chlore. Notons qu'il existe parfois une étape de 
déligniftcation à l ' o x y g h  située avant ce réacteur. Une telle étape permet de réduire 
les coîits iissociL'-s aux produits chimiques car le diosyie de chlore (CIO?) est beaucoup 
plus dispendieux que I'osygknr pour un mSme pouvoir oxydant. 
Le blanchiment se fait en plusieurs citapes car la lignine est d'autant plus difkicile Û. 
retirer que sa concentration baisse. Pour In retirer de façon efficace. il faut procéder à 
une extraction en milieu alcalin nprh traitement par un oxydant comme le CIO?. I I  est 
&iden t que Ir pro bkme du blanchiment en est un d'optimisation d'iinr séquence 
d'opérations sous des contraintes dc nature physique (limites d'operation de 
I1&pipernent 1. chimique (cint-tiqiies de rtktion) et &xmomiques (coût des rhctifs ). 
2.1.2 Les variab!zs mesurées 
Pour retirer efficacement la lignine de 13 püte. i l  hut pouvoir la quantitier. Deux 
substances sont mesurées pour cmtrôler la concentration de lignine : in lignine elle- 
même et les produits de blanchiment : les r&idiiels chimiques. La mesure de la lignine 
se fait de plusieurs faqons et les tchelles permettant de représenter le contenu en lignine 
sont elles aussi nombreuses. De plus. puisque le critere de qualité du papier n'est pas 
directement son contenu en lignine mais bien sa blancheur. on utilise aussi un test 
standard pour mesurer la blancheur du papier plutôt que le contenu en lignine. 
Le contenu en lignine est obtenue de manitire indirecte en observant la consommation 
d'un oxydant par un Gchmtillon de pite. I I  existe plusieurs mesures selon le test choisi : 
le nombre de Kappa. le nombre K. Ir nombre de Roe. le nombre C et Ir nombre de 
Klason entre autres. Dans tous les cas. ces tests requièrent un temps d'analyse 
relativement long et sont pour la plupart standardisis par la (( Technical ..\ssociation of 
the Pulp md Paper Industq » (TAPPI). 
Les nombres de Kappa (test 'TAPPI T236) et L sont obtenus par un test dont l'oxydant 
est le permanganate de potassium alors qtie Ics tests permettant de calculer les nombres 
de Roe (TAPPI 202. retiré) et C (TAPPI 3 3 )  utilisent le çhlorc. Le nombre de Klûson 
(TAPPI T222) est yiiant i lui une mitliodr ~_rnvirnitrique seryrint i diteminsr le résidu 
obtenu aprks l'hydrolyse totale des hydrocrirboncs du bois. Ce test n'est pas d'usage 
routinier contrairement ~ U X  autres mcntionnth préçdttrnment. mais est plutd utilise en 
laboratoire. Le  nombre de Klnson est en tüit une mesure directe Ju contenu en lignine 
(Biermann 1996). 
La blancheur est une mesure de In retlectivite de 13 pdtr en des conditions spicitiques. 
t a  blancheur est d i h i e  comme la ciit't'tkence entre la rtitlèctivit6 d'un tkliantillon ct 
cclle d'une surf;ice standard Cclrtirée par une source lumineuse dont In longueur d'onde 
est de 457 nm. Encore une fois. plusieurs tests sont iitilis&. les principales dilferences 
Ctant la nature de la surface standard. i'nnglc d'illumination ct In mesure de la iumikre 
rétlichie (Dence 1996). Les Jiffirentes mcsiires de blmcheiir sont la blancheur GE 
(TAPPt T-152) et la blancheur ISO (ISO 2469 et CPPA Methoci E l  ). 
La mesure de la lignine est un problkme majeur car Ics tests de concentration de la 
lignine prennent plusieurs minutes ce qui  ajoute lin retard signiticatif j. celui du 
procédé. Lcs résiduels chimiques sont quant i eux obtenus par des sondes 
voltamétriques dont le résultat est disponibles de fqon continue. 
Dans ce travail. les difficultés rissociirs à une trop basse fréquence de mesure ont i ié  
contournées en assumant des mesures de lignine et de résiduels chimiques i chaque 
période d'échantillonnage. De plus. la concentration de lignine est toujours utilisée 
comme variable contrôlee. ce qui suppose une relation fiable entre la concentration de 
ln lignine et la blancheur. 
2.1 -3 Les perturbations attendues 
Les effets des perturbations attendues sur le systkrne seront consider& sur quatre 
variables du modkle. D'abord la perturbation principale est attendue sur la 
concentration de la lignine à l'entr~e du reacteur. Les variations attendues sont de 
l'ordre de plus ou moins 10 pour cent. Cette limite a Ctk tisCr après d'üprks les 
variations retrouvées sur une serie de donnees provenant d'un proç&Ie de blanchiment. 
Deus autres parûmktres sur lesquels des variations sont iittrnducs suni I r s  constanies 
cin6tiques. I I  cst mrntionn2 dans III 1itti.rature que les constantes cint.rirprs Ju 
processus de ddignitication peuvent varier du simple au double pour un changement de 
1 0  drgres Celsius et qu'elles sont aussi affectt;çs par la composition de Iri pdtr. Par 
contre. une boucle de régulation de trmpGnture est gthiralement c'n place pour 
contrder la température du réacteur. On assumera donc des \*ririütions masimales de 
l'ordre de 20 96 dues 1 la composition. Les variations importantes des constantes 
cinétiques servent aussi d représenter t'incertitude qui entoure la réaction entre la 
lignine et Ir CIO?. Cette réaction est en effet très complexe et aucun mod& réactionnel 
n'est disponible pour predire des pénomènes tels la ré\-enion de la couleur. 
Ensuite. le débit peut varier en fonction des besoins de la production de l'usine à papier. 
Les augmentations possibles de production sont Faibies. I'equipement fonctionnant 
typiquement près de sa capacité maximum. Par contre. des diminutions de ['ordre de 
25% parfois sont considérées pour tenir compte des baisses de la production. 
Enfin. notons que des perturbations sur la concentration de ClOz sont possibles. En 
effet. si la mise en pâte a été incomplkte. des morceaux de copeaux et autres 
contaminants non dÇgradis peuvent subsister et consommer une partie du CIO:. 
diminuant de la sorte la quantité disponible pour réagir avec la (ignine. 
2.2 Le réacteur de délignification 
Lü section qui suit porte sur le rtiacteur de dt-lignification au dioxyde de çlilorc. D'abord 
ltr.mplacement des sondes sur le réacteur est prt-srnté. Lr modde iitilisti pour 
repr6sentt.r le réacteur est ensuite dÇwloppé. Entin. Ics methodes utilisties pour simuler 
le rthctcur sont prt5enttit.s. 
Une part du probleme de contrôle du réacteur de blanchiment est la disponibilit6 des 
sondes autour du réacteur. On retrouve géniralcmrnt des sondes prks de I'rntrér et 
après la sortie du réacteur. La tigure 2.2 montre la disposition possible des sondes prks 
du réacteur de blanchiment. 
Sondes 3 






Figure 2.2 Réacteur de délignification. 
Les sondes prks de  l'entrée du reacteur peuvent Cire si tuées soit un peu avant Ir rCactrur 
(sondes 1 ). soit sur lin tube dëchmtillomapr (sondes 31 pour augmenter le temps de 
rkaction avant 1'CchmtilIonnage. On retrouve niissi dans certains cas des sondes situées 
après le réacteur ( sondrs 3 )(Brewster. 1 993: Dence. 1 '196). Dans ci l  travail. on assiirnc 
la présence de sondes en position 1.2 et 3. 
2.2.1 Modèle du réacteur 
Le réacteur de blanchiment peut hre modélisé de plusieurs façons en vue d'obtenir un 
modèle dynamique. Barrette et Pemer (19953 ont utilisé 5 réacteurs parfaitement 
mélanges en sét% pour représenter le réacteur non-idéal. Tessier (1993) ri utilisé une 
série de C S R  suivie d'un réacteur piston puis suivis d'une autre ~ C r k  de CSTR pour 
reproduire ndéquaternent la distribution de temps de séjour expérimentnle d'un réacteur 
de blanchiment. II est aussi possible d'utiliser un modèle non-structuré basé sur des 
fonctions de Laguerre tel que proposé par Dumont ( 1  990). Perrier ( 1995) propose 
d'utiliser un mod4e incluant la convection. Ia diffusion ainsi que In réaction des 
compos6s chimiques. 
Le modéle par combinaison de CSTR est unc approximation en cinq points du profil de 
concentration du réacteur. Ce rnodklr n'a pas les memes propriétés frequentielles et 
n'rst pas basé sur un phCnom6nr physique. Le modt'le non-stnicturé ii base de 
polynômes quant i lu i  souffre de cette m2me lacune en plus de n'associer i ces 
paramètres aucun parrimitre physique. Le modèle utilise est celui admettant les 
phknomènes de diffusion. de convection et de réaction chimique. I I  est obtenu par bilan 
sur une section du reacteur. 
La tigre 2.3 montre une section 
laquelle on peut faire un bilan de 
intinitCsirnalt: du rcriçtsiir de Jdigniticati«n autour de 
masse pour chaque cornposç. 
Figure 2 3  Section infinitésimale du réacteur. 
Les hypothèses formulées au sujet du système sont les suivantes (Levenspiel. 1999) : 
4. l'écoulement dans le réacteur peut ètre décrit par les phénomènes de 
convection et de difhision axiale. La dispersion radiale est négligeable: 
O la dispersion axiale peut Stre décrite par une loi similaire 6 13 loi de Fick: 
*:+ la section d'ticoulement est constante. 
Ces h y p o t h k s  permettent d'ecrire Ir bilan suivant sur In lignine ( L )  et sur Ir dioxyde 
cis chlore : 
OU F est It: debit wlurnique. t\ ln section dtécou1ment. dz la longueur de I'dCment de 
section ;\ et ri ( L.C) In çin2tique de la reaction consommant In lignine. 
La cintitique de la réaction a CtC Ctudiér par Gendron ( 1997a) et les termes cinetiques 
ont la forme suivante : 
Après simplifications et en remplaçant les termes cinetiques dans l'equation. on obtient 
les bilans suivants pour chacun des constituants : 
où L indique Iri lignine et C indique ie dioxyde de chlore. 
Le systéme ( 1.3) constitue un système de deux Cquations différentielles partielles non 
lineaires de type parabolique. La résolution de ce systéme demande la spécitication de 
conditions aux limites. qui feront l'objet de la prochaine section. 
2.2.2 Choix des conditicns aux limites 
Le modélr: esposi. j. la scction picédente ne serait pas complet sans l'ajout de 
conditions aux limites. Le systPme dtCquations clifErentirIles Ctant de de~ixihne ordre. 
i l  requiert dcus c»nditi»ns aux limites par equation de bilan. 
I I  esiste plusiccirs conditions nus limites applicables au système dont le choix est dicté 
par des considthions prûtiqiies et thCoriques. Bien plus que les difficultés 
d1implnntati»n :issocii.es i certaines techniques de simulation. le choix des conditions 
aux limites doit rctl2ter ce qui se passe aux extrémités du rtiactrur le pliis tidèlrment 
possible. LAS &LIS types de conditions aux limites utilisies dans ce travail sont celles 
de D,uick~vt.rts ( 1953 ) et de Srilmi et Romanainen ( 1994). 
Conditions de Danckwerts 
La condition a l'entrée de Danckwerts permet d'exprimer un changement des conditions 
du systéme lors de son ctntrke dans le réacteur: elle caractérise le gradient spatial de la 
concentration i l'entrée. Elle fait intewenir la concentration avant et i l'entrée ainsi 
qu'un indicateur adimensionnel: le nombre de Péclet. Ce nombre représente le ratio du 
transport par convection sur Ir transport par diffksion. C'est un indicateur très utile de 
l'importance relative de la diffusion et permet de déterminer si elle peut Stre négligée. 
où les diffirrnts paramtitres ont les signi ticcitions suivantes: 
P r  : Le nombre de P6clcit. donni par ( N D ) .  
Lin : Concentration de Io lignine xan i  I 'enirk dans Ic riactcur. 
L(0.t : Concentrriiion de la lignine il I'cntree du réaçtcur ( z  = 0). 
La condition de sortic porte elle niissi sur un gradient spatial. Elle impose en fait un 
gradient nul de çonccntrritions d Io wrtic. cc c p i  constitiie souwnt une approximation 
raisonnable. mais qui n'est thAwiquemrnt jamais vraie. 
Les concentrations dans un réacteur tubulaire ne peuvent en thiorie pas ètre constantes 
en sortie. d'ob un gradient spatial non-nul. Par contre. i l  amve très souvent que la 
réaction soit suffisamment avancée i la sortir du réacteur pour que Iton puisse la 
considérer terminée sans commettre une grande erreur. L e  Facteur a considérer pour 
admettre que l'approximation du gradient nul est acceptable est Ir nombre de Péclet. 
II est important de mentionner que les conditions de Dnnckwerts ont Lin comportement 
asymptotique conforme avec les deux cas limites représentes par les rcacteurs idéaux 
Lorsque Pe + O (D = x). on obtient les conditions d'lin réacteur parfaitement mélangé 
alors que lorsque Pe + cc (D = O). on obtient les conditions d'un réacteur piston. Les 
problkmes peuvent survenir lorsque le systcme i I'Gtude se situe entre ces deux 
conditions. c'est-à-dire lorsque le rtiactrur est trop coiin ou lorsytie In ri-action est 
inachevk en sortie. 
Conditions de Safmi et Romanainen 
La condition 5 I1entrS.e de Salrni et Romanaincn (Siilmi. lC)94) cst la m2mc quc çcllc. de 
Danckwens. L'intirCt pour ces conditions vient plut& Je Iri sortit.: elle est esprirnie 
sous la forme d'une gquation difirentirllr. Elle n'est pas derivt;r d'une condition sur le 
système comme le gradient de sortie nul dans Ir cas d e  Dançkwens. Elle tente plutdt 
dlÇtablir un compromis cintre les deus comportements asymptotiques Jriji mentionnés 
en interpolant entre un comportement parfaitement rndangti (gradient nul) et un 
comportement piston défini par : 
La condition de sortie est donnie par: 
ûii la fimîtion dc PCslci gPe) csi und Fhctiuii xiiii-empirique d'iiiirrpciiüiion dom ict 
comportement asymptotique demeure correct: Pe + O (D = 12 donne lieu i f(Pe i = O et 
i l'opposé: P r  = = (D = O) donne lieu aux conditions d'un r6octciir piston. 
Salmi et Romanainen proposent deux structures possibles pour cette fonction : 
f(Pe) = e-"fle ( 2.8 ) 
Salmi et Romanainen proposent une valeur typique de I O  pour le prirarnCtrt. a qui 
definit la forme de la courbe car elle donne en ginéral de bons Rsultrits. 
2.2.3 Influence des conditions limites 
L'analyse de I'intluence des conditions limites devrait nous renseigner quant à la plage 
de validité des conditions de Dmckwerts. En effet. ces conditions ne sont valides que 
pour une dispersion suffisante. il serait intéressant de délimiter cette plage à l'aide d'un 
indicateur fiable tel le nombre de Péclet. Cette dimarche permettra aussi de voir sous 
quelles circonstances les conditions de Salmi et Romanainen seront les plus utiles. 
Lorsque la dispersion est suffisamment faible. le systéme peut être modélisé par un 
écoulement piston. Ir terme dispersif n'y étant plus. le système d'équations 
différentielles est dors de premier ordre et seule une condition à l'entrée est nécessaire. 
Les ço~irbes suivantes montrent la portion du réacteur située près de la sortie pour 
ciiffikentes valeurs du nombre de Péclet simulGes avec les deux types de conditions 
limites. On peut voir sur la figure 7.4 que pour les systèmes très peu dispersit's. les 
profils ne présentent pas de grandes diffgrences. seule Iri region de sortie est affecter. 
U n  kar t  siyniticritif est bien visible pour une valeur de Pc = 10' comme le montre la 
figure 1.5. Un système plus fortement piston 
totalement diffirents comme on le voit sur la figure 
montre quand à lui deux profils 
2.6. 
Figure 2.4 Profils spatiaux obtenus avec les deux types de conditons frontières 
pour un nombre de Péclet Pe = 10'. 
Figure 2.5 Profils spatiaux obtenus avec Ics deux types de conditons frontières 
pour un nombre de Péclet Pe = 10'. 
i 
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Figure 2.6 Profils spatiaux obtenus avec les deux types de conditons frontières 
pour un nombre de Péclet Pe = 10'. 
La plage pour laquelle les conditions de Salmi et Romanainen sont utiles peut donc Stre 
située entre Pr  = 10' et Pe = oc. tout en sachant que lorsque Pe est suffisamment grand, 
le système pcut ètre considéré piston et qu'alors la question des conditions limites en 
sortie ne se pose plus. 
2.3 Simulation du système 
Deus méthodes ont i t i  iitilistes pour simuler Ir systémct d'iquations diffircntirlles 
partir llrs non-lineaires représentant le ri.actrur de blanchiment. I l  s'agit de la méthode 
par collocrition orthogonale et de la méthode par diffihences finies. La première a 
comme principal avantage d'&e rapide. mais demande un certain doigti dans 1s choix 
de ses paramktrrs. La seconde est beaucoup plus lenie mais facile i mcttrc en euvre et 
ses resuitats sont faciles B interpréter. 
La mgthodc par collocation. ou des rCsidus pondkrks. pcut Stre utilisCe pour des 
simulations exploratoires otant donnee sa rapidid. Par contre. ln prkcision obtenue n'est 
pas toujours tividentr j. Cvaluer ei la methode doit Ctre validée par un algorithme plus 
sùr. Cette volidrttion peut Gtre effectuée avec une simulation par diffirences finies. 
Dans ce travail. les résultats de simulation présentés sont. j. moins d'avis contraire. 
obtenus avec le rnodde par différences tinies. Les deus méthodes seront maintenant 
présentges. 
2.3.1 Méthode des résidus pondérés 
La méthode des résidus pondérés est une méthode d'approximation fonctionnelle. Elle 
a pour but de transformer un système d'iquntions aux dérivées partielles en un système 
d'iqiiations différentielles ordinaires de dimension finie. La forme de l'approximation 
de y. notée y'sera: 
oii les f1,(2) sont des tonçtions de base connues i l'avance. 
Soit un systéme reprksenté par l'opérateur matriciel différentiel bI et une entrée u. 
La mi.tliodr. consiste i projeter le risidu dom6 par: 
six N fonctions de pondération oi(z) par les i produits intérieurs suivants: 
Le r6suItat de cette operation est un système de 2(N+2) Cquûtions permettant de calculer 
les coefficients ai(t) dans Ifexpression 5.1 (N est le nombre de points intérieurs de 
collocation). Le choix des fonctions de pondération détermine le type particulier de la 
méthode. par exemple la méthode de collocation par points dans le cas traité ici. Cette 
méthode est décrite dans la section suivante. 
Méthode de collocation par points 
Cette rnCthode est une classe piirticulié.rr de Iri méthode des résidus pondérés. Elle se 
distingue par sa facilité d'exécution due au choix des fonctions de pondPration. Celles- 
ci. des fonctions de Dirac. simplifient de beaucoup le calcul du produit intCrirur et ont 
mlu son nom ri la methode. 
Les fonctions de pond6ration dant d2ji  diteminées. la collocation par points requiert la 
rL;soluticin de trois probl~rnrts: Ic. chois des fonctions dc base. la position des points de 
collocation ct leur nombre. 
Le chois des fonctions de base est ditenninant pour la stabilité numérique de la 
mtithode. i l  est possible de choisir une structure polyn6mirile et ces polyn6me.s devront 
etre orthogonaux pour Cviter d'obtenir un systime numiriquement mal conditionné. 
Les polyn6mes d'interpolation utilisCs par la mtithode sont ceux de Lagrange tels que 
présentés par Villadsen ( 1975). Si de plus. les points de collocation et d'interpolation 
sont confondus. la méthode porte le nom de collocrition orthogonale. Les valeurs des 
fonctions de base aux points de collocation est alors donnée par: 
Étant donné la forme de I'ûppro?timation. la solution approchee sera donnée directement 
par les coefficients ai(t): 
La prochains Ctapr dans la mise en ceuvre d'une méthode par collocrition orthogonale 
est alors le chois de l't.mplacemrnt des points de collocation. 
Villadsen ( 1978) mentionne aussi qu'il existe unc solution (< optimale » au probkme de 
positionnement des points de coll«cation. i l  s'agit de placer les points aus zCros de 
polyniirntts orthogonaiis. Le p»lyn<imt. utilik lors de cc trn\.nil est celui de Jacohi. doni 
l'usage semble &ci iisscz rtipnndu. Ces pl>-nùmrs ont la t0me suivonte: 
oii u et p permettent la répartition des points dans les regions d'intérèt. Le. comportant 
les non-linkarités les plus importantes. 
Le nombre de points de collocrition est un dément difficilement prévisible. II existe un 
indicateur basé sur le d6veloppement en série de ln solution en régime permanent 
appelC paramètn: de réduction d'ordre ( B a b q .  19%). 
La dimarche poursuivie dans ce travail a Cté de partir d'un nombre raisonnable de 
points et d'augmenter ce nombre jusqu'j l'obtention d'une solution satisfaisants. Cette 
dimarche a été rendu.: possible Ctmt donné Irs résultais disponibles concernant des 
problkmes similaires. Pour chaque nombre de points Je collocation. i l  a fallu essayer 
plusieurs dispositions en jouant sur les paramktres a r i  p. 
Cette section montre comment les Gquations diffiirentielles pürtie1lt.s sont transfomtks 
par la rnCthode de collocation. Les r6suItats sont donnes pour les conditions aux limites 
de Sslmi et Romanainen. 
Une bis ln methode appliquk üii systkrne d't'qimtions di ff~rentielles partiel les. on 
retrouve le systémc de 1 ( N + 2 )  Cquations dittërenticllcs ordinüircs siiii-antes où N est le 
nombre de points interieurs de collocation. Pour J ~ s  raisons pratiqiies. la vxiablr 
spatiale a étC normalisée. d'oi~ le facteur I:, rippürciissünt pour choque dtiriuie spütialc 
du système suivant : 
Les paramètres hij et pîj sont respectivement les dérivées premières et secondes des 
polynômes de Lagrange aux points de collocation. Leur calcul se fait facilement par le 
méthode donnée par Villadsen ( 1978). Les indices i et j indiquent la position du point 
de collocation. 
Les conditions aux limites de Salmi et Romanainen sont transfomkes d'une façon 
similaire poiir l'entrée : 
et la sortie : 
2.3.2 La méthode par différences finies 
La méthode par différences finies est de loin la plus facile j. mettre en aeuvre. Elle 
consiste à approximer les dérivées spatiales par des équations aux différences. ce qui 
Quivaut 3 diviser le réacteur en une suite de petits réacteurs de longueur suffisamment 
petite pour que ~'approximiition soit bonne. Cela permet de transfomer le systéme 
d'équations diffkrentielles partielles en un système d'eyuations différentielles ordinaires 
( Hanna. 1995). 
Si la variahlc Y zqt I'npprmimntion de 1:i vnlriir de In lisnine (1 1. Ics Cqiintions niiu 
clifErences utilistlcs pour iipprosimrr les LfirivCrs premieres et secondes sont 
respectivement : 
où Az est la longueur d'un é1Cment du réacteur et z est un indice donnant Iri position 
cians le réactetir. 
Ces approximations transforment Ir: systkme de deux iquations aux &rivées pcinirlles 
en un systtirnr de 2N Cquations différentielles ordinaires. ou N est le nombre d'titages en 
lesquelles le réacteur original a Cté divisC. Le système devient donc aprks 
transformation : 
Les conditions aux limites sont elles aussi transformées par difftirencrs finies. La 
transformation appliquée aux conditions de Danckwens à l'entrée donne : 
Les conditions de sortie sont donnees par : 
Le principal désavantage de cette méthode est sa lenteur d'esécution Ctant donné le 
grand nombre d'équations. Par contre. sa stabilité et sa convergence sont relativement 
faciles a analyser. 
Les comparaisons avec les simulations par differences finies ont aussi mis en évidence 
Ies differences entre les profils transitoires des deux methodes. Sous cet aspect. des 
différences importantes esistent. La figure suivante montre les profils temporels 
obtenus par chacune des méthodes lors d'un changement de consigne. Le profil montré 
est celui obtenu à la sortie du réacteur. 
temps 
Figure 2.7 Profils temporels pour deux méthodes de simulation 
différentes. 
On peut clairement voir In diffirence entre les deus reponses. la rnCthode par 
collocation introduit une dynamique apparente non voulue qui affectera les 
performnnces du contrôleur implanté sur Ir système simule. Cette dynamique sera 
d'autant plus importante que le nombre de points de collocrition sera devé. 
Tous les résultats présentés dans ce rapport ont été obtenus par simulation par 
differences finies. Les valeurs des difftirents paramktres du moddr: à paramètres 
répartis simulé par diffiirences h i e s  sont montrées au tableau 1.1. 
Tableau 2.1 Paramètres du procédé en régime permanent 
parmetre vaieur nominde 
t 
t (variable manipulCe) 1 
lignine à l'entrée (Lin)  
coefficient de dispersion (D) i 0.1 m'lmin 
2 + d l  
1 Longueur du rençteur ( l ' )  / 16.65 m 
1 
constante cinetique de la 1 5.7'-7 m''min-' [CIO?]"[ligninc 1' 
constante cint;tiyue dii Cl02 (k,) 
Variables de sortie du réacteur 
5 . j e 4  m"rnin'l [cl02 1"(lignine]-' 
(variable contrôlée) 
4 
lignine ê la sortie (L,,,,,) 
Les conditions initiales des protils de concentrations ont la forme montrée à la tigure 
2.5. 
1.1225 g,/l 
CIOl i la sortie (C,,,,,) 15 .35  041 
r I I I I 
20 - - 
'O ib 20 30 40 SO 60 70 80 90 100 
longueur normalisee du reacteur 
Figure 2.8 Profil initiaux dc cnnccntrations 
Ce chnpitre n ti'nbord pcrmis dr  sc familinriser nwc les opPrations de mist. m pdtr rt  dr 
hlanchimcnt. Lrs perturbations sur it: debit. lrs constantes cinCtiques et la 
concentrations de la lignine en entree du reactcur ont pu m &re deduites. Lc modele 
utilise pour reprisentcr le r k t e u r  a rnsuitc etC presente : le modde convection- 
diffusion-reaction. Avec ce modele. deus Opes de conditions nux limites ont CtC 
presentis rt les conditions dr Dmckwens ont Ctk retenues. Enfin. deux methodes de 
simulation du systemc ont CtC presentees : la collocation orthogonnle ct les differences 
tinies. La mithode de collocation prksente ['avantage d'ttre tres rapidr mais donne 
part'ois des r6suInts inacceptables. Les differences tinies seront plut6t utiliskes pour 
obtenir les rcsultats presrntes dam ce rapport. 
CHAPITRE 3: TECHNIQUES DE CONTRÔLE 
La première étape de la résolution d'un problème de contrôle est la représentation du 
système à contrôler sous une forme suffisamment fidèle aux phénomènes réels. 
L'aîteinte d'une fidélité sufisante se fait souvent au prix d'un modèle plus complexe: 
d'ordre supérieur, a réponse inverse ou non-linéaire. 
Un procédé représenté par un modèle plus complexe mais encore linéaire peut être 
traité par les méthodes classiques du contrôle des systèmes linéaires. Un modèle à non- 
minimum de phase (à réponse inverse) se distingue déjà par l'impossibilité d'inverser le 
modèle pour obtenir une loi de commande. Deux caractéristiques des systèmes a non- 
minimum de phase sont fréquemment présentes dans les procédés chimiques: la réponse 
inverse et le retard. Le premier pouvant être traite comme le second. Il existe plusieurs 
techniques efficaces pour traiter les procédés affublés d'un retard imponant 
(Ogunnaike, 1 994). 
Les systèmes non-linéaires posent quant a eux un problème qu'il faut approcher avec 
plus d'attention. Si les non-linéarités du système sont assez faibles, le problème peut 
être traité comme un problème linéaire, avec toutefois un compromis sur les 
performances de contrôle. Si les non-linéarités ont un effet plus important, d'autres 
techniques doivent être utilisées sans quoi une déviation trop importante des conditions 
nominales d'opération pourrait déstabiliser le système. 
Ce chapitre présente les différentes techniques utilisées dans ce mémoire pour le 
contrôle des systèmes a retard et des systèmes non-linéaires car ces deux dificultés du 
contrôle des procédés chimiques sont présentes dans le réacteur de blanchiment. En ce 
qui concerne le contrôle des systèmes à retard, le contrôleur de Dahlin ainsi qu'un type 
de commande prédictive appelCe commande par matrice dynamique seront présentés. 
Deux stnictures de con tde  un peu plus complexes seront aussi présentés : la 
commande par anticipation et la commande en çnscadr. Suivront ensuite les techniques 
utilisées pour le contrôle des systèmrs non-linéaires: la modulation de gain ou « gain- 
scheduling » et la commande adaptative. 
3.7 Lessystèmes à retard 
Les deux techniques traditionnelles les plus utilisées pour Ic contrde des systèmes i 
retard sont Ir prédicteur de Smith (1957) et Ir contrùleur de Dahlin (1968). une autre 
approche populaire quoique plus complexe est l'approche prdictive. Celte section 
presente deux de ces techniqucs de compensation du retord : Ir çontri>lrur dc Dnhlin et 
Ir contrde par matrice dynamique. Les con ti yurations cn çnscnde et par mticipations 
seront présenttics pour terminer. 
3.1.1 Le contrôleur de Dahlin 
Une méthode trtis utilisée pour contrder un systtims ayant un retard important est 
l'algorithme de Dahlin (1968). Cette technique consiste i poser un comportement en 
boucle Fermée de premier ordre avec retard ci la conception du contrôleur se fait 
aisément par synthèse directe. Son développement sera présenti sous sa forme discrète. 
de sorte que les similitudes apparaîtront plus facilement lors du devrloppement du 
contrôleur adaptatif dans le prochain chapitre. 
L'équation ( 3.1 ) présente une trajectoire de premier ordre sous sa forme discrète awc  
blocqueur d'ordre zéro. 
oii d est le nombre entier de périodes d'ichantillonnage. At. contenu dans le retard . r est 
la constante de temps de la trajectoire en boucle fermée et z" est l'opérriteur retard 
unitaire. 
Par synthèse directe. on obtient un contrôleur e a n t  la forme suivante. où q(z-') est la 
trajectoire en boucle fermée et G(z- ' )  est It: procCde en boucle ouverte. 
Si le proc6di est rnoddisi par une i.quation de premier ordre avec retard. alors le 
çontr6lrur de Dahlin est donni par I'iquation ( 3.3 ) uii l'indice r idrnti tir Iü tnijectoirc: 
de référence et l'indice p le proctidç: 
Le meilleur choix possible pour le retard de la trajectoire d,. donc la plus petite valeur 
possible. est dp. Ir retard du procédé. car on ne peut s'en affranchir. Le paramètre de 
réglage de ce contrôleur est donc sa constnnte de temps en boucle témie r,. Comme Ir 
montre l'équation ( 3.3 ). l'inversion du proctidé est nécessaire dans la conception de la 
loi commande. cela peut causer certains problèmes. 
Par exemple. il est impossible d'utiliser cette technique avec les systimes à réponse 
inverse car tout zéro hors du cercle unitaire deviendrait un pôle instable une fois le 
modèle inversé. La modification apportée pas Vogel et Edgar (1980) pour régler ce 
probléme consiste à simplifier les zéros du procedé inversé en les ajoutant à la 
trajectoire de réf'rence. 
3.1.2 Contrôle prédictif par matrice dynamique 
Une méhode plus complexe mais des plus utilisées en gCnie chimique est la commande 
prédictive (Ciitler. 1 979). Ln prédiction du comportement du procédé permet 
l'optimisation d'une séquence de commande sur un horizon plus ou moins long. La 
commande appliqiiie nu proctidé n'est g6nCralemcnt que la premit.re de la séquence et le 
scilcul d'optimisation est ri.ptitç h chaque itthtion. 
La commande prCdiçtivc est un domaine de recherche oii la littératlire abonde. On peut 
trouver d'importantes revues des diffiirentrs tecliniques utilisics. Garcia et al. ( 19Sc1) 
ainsi que Qin et Bdgwell ( lc)97a) ont eft'xtu6s une rente des techniques prtidictives 
linéaires dans Ilindustrie chimique. Qin et Badywell ( 1 W7h) présentent aussi une renie 
des applications au domaine non-lineaire de l'approche prt'dictiw alors que bforari et 
Lee ( 1989) discutent de It6volution de Iri technique. 
II est possible d'implanter cette commande sous plusieurs formes (Carnacho. i995). 
celle utilisée dans ce travail est connue sous le nom de contrôle par matrice dynamique 
(DMC). Elle tire son nom du fait que la dynamique du procédC est représentée sous 
Forme matricielle pour le calcul de la commande. 
Cette matrice. montrée 6 I1iquûtion ( 3.4 ) est composée des cocfikients P(t) de la 
réponse à un Cchelon unitaire tels que montrés par la tigure 3.1 où K et le gain en 
régime permanent du procédé. 
Rtiponse ii I'Gchelon unitaire 
4 
temps 
Figure 3.1 Coefficients de In réponse h l'tichelon. 
Si la vNiable y,(k) représente Ir Comportement du p r o c W  affecté seulement par les 
commandes p a s i e s  (l'indice k reEre au temps présent) et que cotk) est un estime de 
l'erreur de modélisation. alors la prédiction du procédç 6 I'instnnt k+ 1 est : 
C'est-à-dire le procédé tel qu'il Cvoluenit sans changement à la commande i,(k) 
auquel on ajoute le changement à la commande multiplié par le premier coefficient de 
la réponse i l'échelon P(l)Au(k) ainsi qu'un estimé de l'erreur de modélisation. celle 
observée à l'instant précédent. 
Ceci permet d'établir la prédiction sur tout l'horizon de hçon matricielle par : 
où ~ ( k  + 1) est un vecteur contenant les p prkdictions et U ( k )  est un vecteur de 
longueur m contenant les commandes. 
Dans sa forme classique. la résolution du problemi: de commande passe par la 
minimisation de la cfifferencr entre le vecteur consigne Y*(k + 1 )  et le vecteur du 
proc&.ie iit'fefectC seulement par les actions passies Y~ (k t l ) . incluant I'srrciir de 
rndClisatiun i:, (k + I ) . 
On titi tinit Jonc l'erreur comme : 
e(k + 1); y*(k + 1 ) -  [i,(k)+ (k t I)] 
On obtient que : 
L'horizon de prédiction P doit Ztre supérieur à l'horizon de contrdr rn de sorte que le 
système soit surdéfini et que la solution au probléme de contrôle soit donnée par un 
problème d'optimisation. 
Si on minimise la norme Euclidienne de ln différence entre e(k + I ) et B A  u(k). 
on obtient la commande suivante : 
.:\ cette commande. on ajoute souvent lin ternir d'inhibition de In commande pour Cviter 
~lu't.llc ne soit c.sccssiw et tisse osciller ou d6stribilisr.r Ir systkmr. Le terme inhibiteur 
csr njoutti de Iû. façon siiivnnte: 
Gendron (1999) propose de moditier la fonction objectif dans les cas ou l'objectif de 
çontrde est de maintenir la variable contrôlée près d'une valeur de consigne. sans la 
dépasser. I I  propose pour cela une fonction objectif asymétrique par rapport au signe de 
l'erreur et qui a l'avantage de Fournir iinr expression analytique au problème de 
minimisation. 
On remplace la tonction objectif par: 
EL, 1 
O 
où ET-, est une mesure de l'erreur cntre la consigne et la prédiction. NF est sa longueur. 
1 est un vecteur contenant des 1 de longueur NE et u est le seul paramètre de réglage. 
Cet algorithme a pour but de faire converger la variable conrdke ii une certaine distance 
de la consigne. Ce biais permet de s'approcher de la consigne sans la franchir en 
pr2sc .n~~  des uri,îtiaiis tùniinuslles qu'cin rctraiivc cri iiid~stri~t. 
Le priramktre Ni; contient en toit deus pürrimi.tres. Ni et N:.qui permettent de définir 
iinr ti.nGtre siir Ici proçidti. dans laq~iellc l'optimisation sera t.ffeçtut;r. .-\utrcmrnt dit. 
ces deux indiccs permettent d'utiliser les d6rncnts NI h N2 du vecteur d'erreur. 
L'r.spression de la commande prend 13 fome suivrintc : 
Cette technique sera plus tard utilistic en sirnulrition. 
3.1.3 Le contrôle par anticipation et en cascade 
Les contrôle~irs imples comme les PID et le contrôleur de Dahlin peuvent etre utilisés 
dms des contigurations qui  tirent avantage des caract&istiqurs de système pour 
résoudre des problkmes de contrôle plus cornpleses. Ainsi. ionqu'il est possible 
d'obtenir un rnodde de ln perturbation. que celle-ci n'est pas beaucoup plus rapide que 
le procédé et qui: sa source peut ttre mesurée. i l  est possible d'utiliser la commande par 
anticipation. Lorsqu'un procédé avec une dynamique lente peut etre subdivisé en deux 
sous-procédés imbriqués et que le procédé le plus lent chapeaute Ir plus rapide. la 
commande en cascade est une option intiressant pour s'afinnchir d'un long retard dans 
le contrde du procédé. 
Le schéma gCnCral de la commande par anticipation augmente d'une boiicle de 
r6tronction est mnntrP h In tÏgiirr 7 7 O n  idetititic' p:~r CiJ I:I h n c t i o n  de trnncfen 
reprcsrntant la perturbation et par d In source Je cette perturbation. Le contrdrur et Ir 
procCdé sont respectivement designes par les lettres Ci, et G,. 
Figure 3.2 Schéma de commende par anticipation. 
La tonction de transfert GW a Iri h r m e  suivante : 
Puisque la perturbation Gd apparaît au dinominateur. le retard associé d la perturbation 
doit &re plus court que Ir retard associé nu procédç. le contraire conduirait à un retard 
positif. c'est-à-dire demanderait une valeur friture de In source de la perturbation. ce qui 
ne peut être réalisé en pratique. 
Cette commande a \'avantage de permettre ilne action de contrôle des que la 
perturbation est détectée. Pour un modèle parfait du procCdC. la perturbation est 
annulée après une période d'échantiliomage. Puisqutil est impossible d'obtenir un 
modèle parfait. l'ajout d'une boucle de rétroaction est nécessaire pour amver i une 
srreiir en régime permanent nulle. 
Le schima gCnCral de la commande en cascade est prC-sente h la tigurc 3.3. le procide y 
est reprksent2 en deux pûnies GPI et GPI. Les blocs Cic+! et Cic2 sont des contrOleurs. La 
boucle portant l'indice I est la plus rapide et est interne i la boucle 2. 
Figure 3.3 schéma de commande en cascade. 
La boucle 1 est dite externe et envoie à la boucle interne une consigne basée sur son 
erreur de commande. Cette technique permet de contrôler de façon serrert la partie 
rapide d'un procédé tout en gardant une erreur en régime permanent nulle sur 
l'ensemble du procédé pour la partie lente. 
3.2 Les systèmes non linéaires 
Le çontrdle des sys3mes non linCaires peut se faire par des techniques trcs diffirentes 
selon l'approche choisie. Les approches prksrntées dans cette section sont les 
technique< de rnndiilnrion de p i n .  p l w  connue  w ~ s  w n  nom nno_lnphnnt. de i l  gain 
scheduling ». et la commande adaptative. Ccttr dsmiére englobe plusieurs techniques 
plus ou moins diftiirentes mais elles peuvent toutes &re cornparies sur I i i  hase de 
composantes communes : un modele. iin estimateur et un çontr6leur. 
3.2.1 La modulation de gain 
La modulation de gain est. comme son nom l'indique. l'adaptation du gain d'un 
contrdrur en fonction de la plage d'opération. donc en fonction d'un ou plusieurs 
paramitres du procd6 mais sans se baser sur un signal d'erreur. L'adaptation peut se 
faire en calculant des valeurs tixes dans une table d'assignation (hlarlin. 1995) en 
fonction de la plage d'opération. Une autre favon d'adapter le gain est d'obtenir une 
relation entre une variable mesurir et le gain. 
U n  avantage de la méthode de modulation du gain est que l'adaptation du gain est 
péninlement lente comparée à la dynamique du système. de sorte qu'on peut le 
considérer invariant et utiliser les outils d'analyse de stabilito du domaine linéaire. De 
plus. puisque les gains possibles sont tixés à priori. ils ne peuvent tendre vers des 
valeurs incongrues et ainsi causer I'instabilitC du système. Px contre. fixer les gains h 
l'avance ne permet pas une adaptation fine basée sur un signal d'erreur et demande de 
déterminer toutes les conditions d'opérations possibles. ce qui peut demander un travail 
substantiei. 
La modulation de gain peut tire considérée comme un type de commande adaptative en 
boucle ouverte car l'adaptation ne se fait que sur la base de mécanismes déterminis à 
priori. sans utilisation de la retroaction pour decider de la valeur du paramktre à adapter. 
3.2.2 La commande adaptative 
La modulation de gain telle que discutt'r prect'demment est une technique de contrôle 
baser: uniquement sur l'information obtenue it priori oii In decision d'adapter un 
paramitre n'&ait Fonction que des conditions d'opération. Les techniques adaptatives 
telles le contriilt. adaptatif j. modC.le de rkference (MRhC) et les contrôleurs adaptatifs 
auto-riplants (STR) (<( self-tuning regulators n. i ne pas confondre avec Ies (< auto- 
tuning controlers »)  sont des techniques iidaptatiws en boucle femiCc car l'adaptation se 
fait sur la base d'une erreur entre un rnodde et Ir proctidk (Astrorn et Wittcnmark. 1989). 
Le schtima gtinirnl d'un type de commande i1daptati1.r. dite indirecte est presenté l la 
figure 3.4. On y voit les composantes génernirrnsnt présentes dans ce type d'approche 
adaptative : l'estimation des paramitres d'un moddc. la mCthode de mise h jour des 
paramktres du contrdcur appelée « design » et Ir: choix du contrôleur. Une etopci de 
supervision de l'algorithme est aussi prisente car les hypothèses sur lesquelles repose la 
stabilité de l'algorithme ne sont pratiquement jamais toutes rencontrkes dans lin rnèrnr 
problème (Clauberg. 1992). 
Il supervision I 
I t / Design 1.71 Estimation 
-=+ 7 ~ ~ i t r ô l e u r  Procédé 
Figure 3.4 Schf ma général de Ia commande adaptative indirecte. 
DifErentes approches seront decrites selon iinr classiticrition «il on distingue les 
approches appelers explicite ou indirecte. des approches implicites ou directes. 
L'approche directe inclue aussi une catégorie appelGe « bf odri Re frrence Xdaptive 
Control » (blR;\C) souvent présentées separément pour des raisons historiques (.+"strom 
et Wittenrnsirk, 1989). 
L'approche indirecte 
Les contr6leurs auto-regulants sont souvent obtenus 5 partir de l'hypothèse que les 
parmètres du procédé sont inconnus mais constants. Dans chacunes des approches 
mentionnées ici. les paramètres obtenus par adaptation sont utilises comme s'ils étaient 
les vrais. c'est ce qu'on appelle le (( principe d'équivalence certaine )>. Ils sont classés en 
deux cattigories selon que la procédure d'estimation du procédé montrée i la figure 3.4 
soit explicite ou  non. 
Les contrôleurs auto-régulants indirects. ou encore explicites. sont caractérisés par une 
dissociation marquie du processus de design et du processus d'estimcition. Le nom 
comme l'approche ont i té  proposés par Kalman (1958) avec comme mithode 
d'adaptation des paramètres le tiltre du mème nom. Les méthodes d'adaptation des 
pcirmknes sont nombreuses. i l  peut mssi s'agir dr m&hcdcs d'estirnzticn rétursi~es 
comme les moindres carrés décrits par Wang et al. (1997) et propos& par Astrom et 
Wittenmark ( i 973 ). 
Une m&hode adaptative indirecte qui fait intervenir une technique d'estimation 
diftërcnte est celle à moddes multiples (Mhl.4C) (hlurray-Smith et Johansen. IW7). 
Dans cette ripprochc. I'idcntiticrition du prockié revient i ponderer un somme de 
modkfes. parmi une banque tixr. pour dkcrire au mieux le procédé ii ?in moment donne. 
L'approche est tond& sur les fonctions de densité de probabilité données par la regle de 
Bayes selon laquelle la probabilit; dc hi sachant Bi est donmie par : 
Ln ligure 3.5 montre Io configuration de l'approche à modèles multiples présentie par 
Sçhott et Bcquette ( 1997). 
Figure 3.5 Schéma du iCIkIAC. 
L'cipproclic &moiide de conc rw i r  N tiltrrs de Kiilmnn (pour chacun Jes moddes sur la 
figure 3.5) permettant de çnlciiltx Iri prohabilite que Iii sortie de chaque moddr est la 
\.rai valeur dit procCd6 en rissumant un comportement Ga~issittn des fonctions de densi té 
de prohahilitti. 
Cette probnbilit6 conditionnelle prend la forme de I'Cquation ( 3.1 j ) lorsque ri,i, est 
!'erreur entre 13 prédiction et le procedé et que Sisi, est la matrice de covariance 
correspondante. 
La. cornmnndr en\-oyte au proçédC est obtenue en Faisant la somme ponderie des 
commandes génirées individuellement par N contrdeurs correspondant ai~u N modèles. 
Les pondintions sont données par Ics probabilités pi.k normalisées. où k réfère au 
temps : 
Cette ripproclit. miilti-moddes comporte toiitcihis lin probkme majeur : piiisque Ir 
calciil des prohabilitth est rtiçursit: Linr ibis qu'iinr prohahilit2 atteint la viileur zéro. elle 
y est bloquée. ce qui empCchr potentiellement I';ilprithmt: de sdectiunncr le modele 
correspondant meme si un changement Je conditions d'ophtions en fait le meilleur 
modèle. Pour remédier ri cela. Schott et Beqiiette proposent de Iixer un seuil minimum 
au probabihés. L'amplitude de ce seuil minimum (i pour r fk t  de maintenir 
artiticiellement de rendre pliis ou moins facile le changement des poids. donc le 
changement du modélr. Les auteurs suggkrent aussi que l'ajout du seuil de probabilitk 
n'empéche pas l'algorithme de choisir Ir bon modèle lorsqu'ii est dans la bruique mais 
peut affecter In qunlitC de l'estimation obtenue par la combinaison de moddes. 
Parmi les nppliations de l'approche rnulti-modèles. on note trois champs d'applications 
majeurs : le contrde des avions ct des structures spatiales (Athans et al.. 1977). le 
contrde de debit de médicaments aux patients (Kaufman et Roy. 1986) et l'industrie 
chimique (Scott et Bequette. 1995). 
Dumont et al. (Dumont. 1989) comparent les performances d'un contrôle~ir prédictif 
adaptatif indirect a un contrdeur réglé nutomatiquement i I'aide de fonctions de 
Laguene pour le contrôle d'un réacteur de blanchiment. Leur étude montre que Ir 
contrôleur adaptatif gère mieux les changements de production Gtant donne sa capacite 
ii estimer le dilais. 
L'attrait de l'approche miil ti-modeles pour Ic contrde de l'acheminement de 
médicaments vient du caractete borne de ln comrnantk et du besoin de contr8lsr 
l'acheminement des substances mal@ un tris grande variabilit2 de la riponse des 
patients aux mcidicaments.( Yu et al.. 1993 rapportent une application du Mh tr\C pour 
le contrôle de la pression artCriclIr en ajustant Ir: debit de rntklicamcnts. Leurs r&ultrits 
montrent un bon contrde et un contrcileur esernpt de çhiingcments de modGles trop 
fréquents. Les auteurs font aussi remarquer que I'objectifdu çontrClr n'est pris dans ce 
cas l'obtention de paramhes précis rrpri-sentant bien les çaracttiristiqiies du patient 
mais plut6t l'obtention d'tint. structure de contrde trks tÏahlr. Ils font tiussi remarquer 
que la performance de l'dgorithmr iidaptütif devrait ;ire t;\.riluk par In performance de  
contrôle et non par le comportement des pondGrations car des perhrmanccs de contrôle 
similnires peuvent Stre obtenues avec ou sans changements rapides des pondtintions 
(modrl-switching). 
Le contrdeur adaptatif i modèle pondéré ( Mode1 Wrighting .-\dûptivc control. MW AC) 
présenté par Gendron et al. (1993) fait partie de l'approche multi-modeles et comporte 
des ressemblances de forme avec le M M K .  Par contre. le iL1W.W est basé sur une 
approche déterministique et la méthode utilisée pour combiner Ics rnoddrs en facilite 
beaucoup Ir développement. Le MWAC s e n  présenté en details au chapitre suivant. 
Pour terminer. on trouve aussi des applications industrielles basges sur des contrôleun 
simples ou des corrélations sont utilisées pour estimer les panmètres du contrôleur ou 
d'autres encore où un système expert capable de reconnaître certains patrons de réponse 
en boucle fermée agit sur les paramètres d'un PID selon une logique préetablie (Hang. 
1993 ). 
Dans ce chapitre. les techniques de contrde titilisCes dans ce memoire ont i té  
prisentkes. Les contrdeurs de Dahlin et par matrice dyniimiqiie ont d'abord Cté 
présentés suivis des approches en cascade et par anticipation. Les deux contrôleurs 
présentés ont comme désavantage majeur une perte de performance lorsque le modèle 
qu'ils contiennent représente mal le procédé. Les approches en cascade et par 
anticipation permettent une action de contrdr avant Ir long retard associe nu r k t e u r  
lorsque le contrôleur utilisé en est un par r6troaction seulement. Ccs approches 
n6crssitent par contre la prisence de plus d'une sonde. Enfin. Ia commande adaptative 
indirecte par modkles pondtirés est prCsent6e. C r  type de commande demande d'kaluer 
l'esrictitudc: de plusieurs modeles contenus dans iinr banque prénlablcrnent titablie. Les 
rntithodes utilisGes pour cette 6valuntion sont diverses. une de ccs methodes (MU.-\C) 
est celle utilisant la regle de Bayes pour le calcul Je probiibilitc's condit io~ellcs ct le 
filtre de Knlrnan comme contrdeurs. Cette approche comporte toutefois iinr difticultC 
majeure: il doit y avoir autant de contrôleurs qu'il y n de moddcs car la sortie des 
contrôleurs est pondirée et sommée pour obtenir la commande cinvoyk au proc6dG. 
CHAPITRE 4: LE CONTR~LEUR ADAPTATIF A MODELES 
PONDÉRÉS (MWAC) 
Le problème du contrôle des systèmes non linéaires requiert souvent des outils plus 
efficaces que ceux qu'offre ia théorie des syaèrnes linéaires invariants. En effet, les 
systèmes nori linéaires, s'ils sont représentés sous une forme linéarisée, ont alors des 
propriétés changeantes en fonction des conditions d'opération et ces changements 
peuvent causer de grandes diminutions de performance, voir même l'instabilité du 
système en boucle fermée. 
11 existe plusieurs moyens de contourner ce problème: la commande non linéaire et la 
commande adaptative en sont deux exemples très performants. Celui qui sera présenté 
dans ce chapitre appartient au domaine du contrôle adaptatif et porte le nom de 
a contrôle adaptatif à modèles pondérés N ou MWAC de son acronyme anglais pour 
Mode1 Weighting Adaptive Control n. Cette technique de contrôle est présentée en 
détails dans Gendron (1 997). 
Les mécanismes d'adaptation du MWAC coinportent des paramètres Sectant la facilité 
et la rapidité d'adaptation de l'algorithme alors que d'autres définissent les bornes fixées 
a cette adaptation. Le choix de ces bornes doit être dicté par la connaissance du procédé 
et des variations possibles de son fonctionnement. La section qui suit présente le 
contrôleur et ses paramètres importants. La deuxième section portera sur quelques 
observations faites sur le comportement du MWAC sur un système linéaire. Le choix 
des paramètres du contrôleur fera l'objet d'une discussion dans la troisième section de 
ce chapitre. 
4.1 Le fonctionnement du MWAC 
La première itapr dans la conception d'un algorithme MWhC consiste à choisir un 
modèle simple pour représenter un procédé plus complexe. Il Faut ensuite définir un 
rnienihk de va!.rlirs p@oiib!er pour chaque pnrunktre que !'m crut 1d3pter. Le c x  
présent6 par Gendron est celui d'un modkle du premier ordre avec retard où i l  choisit 
d'adapter le gain et le retard sans adapter In constante de temps. 
Le choix de ne pas adapter la constante de temps est dû en pmir  au fait que 
pratiquement. il  est facile de bien l'identifier et aussi que Ir gain de performance obtenu 
par son adaptation ne Ir justifie pas dans tous les cas. Si la situation l'exige. i l  est 
toutefois possible de l'adapter quoique In forme du rnodéle prktc dors i une 
prksentation plus complexe. 
La formulation du contrdeur ;tant hite dans le domaine discret. tes moddes seront 
donc aussi presentCs en discret. Le moddc: choisi est du premier ordre avec retard : 
dont les paramètres sont: 
K : le gain: 
d : le nombre entier de périodes dtechanti1lomage contenu dans le retard du procédé: 
$ : le pôle en discret. 
Les paramètres de gain et de retard sont ensuite remplacés par des ensembles de points 
couvrant les valeurs possibles de ces paramètres : 
Ki = [ Kmin, K?. K3 ..... Km, ] vûnt L, Cléments. 
Dj = [ Dmin. D2.D3 ..... Dm;Lx ] ayant Ld éltirnents. 
La combinaison de chacun des déments de ces ensembles permet d'obtenir Ld*Lg - 
modéles de premier ordre avec retard : 
Ces modkles sont utilisés dans la boucle de contrde adaptative composée du contrôleur. 
du procédt: ( incluant les actionneurs) et d'un bloc permettant l'identification d'un 
modde ou Ir çdcul d'un critcrc d'adaptation. ( tigure 4.1 ) 
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La flèche grise et plus épaisse représente une relation plus lente que les traits noirs et 
tins. Le bloc d'adaptation est appele ici a modeles D car dans le cas du bLWAC. il sert à 
evaluer chaque modèle donne par la combinaison des éléments discrets des ensembles 
de gain et de retard. I l  est alors possible de calculer une pondCration pour chacun des 
rnoddrs en sr basant sur l'erreur avec le procidé (erreur de prédiction). 
Une fois ces pondhiions ktriblics. on obtient lin modéls global du procide qui est la 
somme ponderie de chriciin des modéles. Le mocide s'écrit alors sous ln forme 
suivante: 
ou sous une lbrme plus pratique : 
t, L, 
oc 7 ,  = 1 u ,,K, et = 1 y ,  est Ir gain en régime permanent du rnodéle. 
Une fois ce modéle Ctabli. on peut concevoir le contrôleur par synthèse directe. La 
trajectoire en boucle fermée du systéme contrôlé est spécifiée par : 
ol l  Ic terme de sommation est présent pour le cas ou Ie modèle P,(z-') aunit des d ros  
en dehors du cercle unitaire. B est le pôle en boucle fermtie. 
1.e contrdeur obtenu par syntlikse directe est : 
Cette technique rappelle celle ~itilisir pour dCvelopper le contrôleur de Dahlin au 
chapitre 3. E n  fait. dans le cas oii i l  n'y a qu'un seul modele. c'est 1'2quivûlent d'un 
contr6leur de Dalilin. 
Le rnodde h n t  dobli et Ic conir~leur Mini. i1 reste 5 Ctablir une regle d'adaptation des 
pondirritions. Pour ce faire. l'crreur de prédiction entre les modèles et le procidé est 
utilis2c. Puisqiie I'identiticrition se fait en temps ret.1. il t'riut aussi choisir les données B 
partir drsquelles calculer I'erreiir. La norme euclidienne avec un facteur d'oubli est 
uti lisir. I'cspression ghirals de cette ncrme est : 
oh (p est l'exposant de la nome euclidienne et i. Ir facteur d'oubli. 
Le but de la loi d'adaptation est de donner In plus grande pondération au modèle dont 
l'erreur est la moindre. Le calcul des pondérations est donc défini comme l'inverse 
normalisé de la mesure d'erreur oij : 
Le terme de sommation au dtinornintlteur sert i normntiser 
Puisqu'on utilise l'iniwse de l'erreur. i l  est possihlr. si 
les pondérations. 
l'erreiir est nulle, d'avoir une 
division par zéro. Gendron (1997) propose deus mithodes pour contourner ce 
prob1L:rnr. la plus simple est d'ajouter une quantitC intime i chacun des dthominateurs. 
In seconde a pour but de considirer comme nulle la \.iilt.iir d'erreur a inftirieurr à un 
seiiil correspondant x i  bniit du systeme et h lu i  substitiier une valeur minimale p qui 
tienne compte du nivenu dc bruit du s).stht ' .  L3 prrmitrc option a th6 retenue Jans ce 
travai 1. 
Enfin. Gendron propose un systtimc dc siipenision de l'adaptation ~ i i l ~ u k  i prirtir des 
pondkrations et qui permet de d6çider si une adaptation doit rivoir lieu. Ce critère tente 
en fait de juger Je  In qiialiti rlr I'inforrnation sur Iiiqiiellti I'nlgorithme doit se baser pour 
calculer les nouvelles valeurs des paramt;tres du modde. Nous appellerons cette 
variable le fricteur d'applanissement des pondtirations. note W(t) et dont le calcul se fait 
par : 
où N = Ld*Lc - est Ie nombre total de modèles. 
DT(t) possède comme mxximurn la racine carrée du nombre de modèles: c'est le cas où 
tous les modèles sont pondérés Cgalement donc le cas où on ne peut discerner les 
meilleurs. Le minimum est donné par le cas où un seul modèle représente parfaitement 
le procédé. Une pondération de 1 lui est associée alors que tous les autres modéles sont 
affectes d'une pondération nulle. Dans le cris des systèmes linéaires. le facteur 
d'applanissernent est une fonction dCcroissante monotone et l 'kdution de W(t) conduit 
i une pondération de I associke nu meilleur modklr s'il est dans la banque. 
Pour les systèmes lininires. la règle d'adaptation est dors lit siiivnnte: tant que le facteur 
d'applanissement decroît. l'int'ormntion sur laquelle est bask le ciilc~il des pondérations 
permet de mieux discriminer les mod21es entre eus et donc l'évolution des paramtitres 
est permise. Si In valeur du hctcur d'applrinissçment rtugmcnte. cela indique nu 
contraire que le signal ne contient pas d'inFormiition pertinente permettant de faire 
Cvoluer les pondirations. 
Dans le cas des systkmes non lininires. i l  faut moditier Iü regle d'adaptation. Ln 
modification proposCe par Gendron consistc i ramener artiticirllemrnt vers le haut la 
valeur de W(t) pour permettre une adaptation plus facile des paramktres : 
Si on dénote par W(t)rnin Iû valeur minimale de W(t). durs 13 regle de mise ii jour du 
critère d'adaptation devient : 
( f - 1 )  si W ( t )  Z?F,,,,,,(f) 
où X ( r )  = 
?Y([) si ( )  < ? ( ) et i l  y ri adaptation. 
et où Tlet est une constante de temps h déterminer par I'usager selon la vitesse de la 
variation des paramètres du procédé. Plus ces changements sont rapides. plus Tl,,k est 
petite. 
I.ec hcteciri ct ( 1-ki2ak). tous deus cnntenuc entre 0 et !. peuvent aussi 2tre vus 
comme des pourcentages dont I'importûnce est fonction de la capacitC du modele a 
reproduire le prockdi. rk l .  Plus le modélti est susceptible de bien reproduire le proctidti. 
plus le pourccntags reprksent6 par kl,,k est important. 
Cette section visait j. mettre en Cvidence I r s  parcimetres dont &pend I'rilgorithrne du 
MWAC. La prochaine section montre le comportement de l'algorithme dans le cas 
linéaire et pour un nombre restreint de modèles. Elle servira d'introduction d Iü 
troisième section ou l'on discutera du choix des parrimktrcs. 
4.2 Contrôle d'un système linéaire avec le MWAC 
Cette section a pour but de mettre en Cvidence Ir fonctionnement du b1W.K en 
présentant les résultats de contrôle d'un système linéaire. Le contrôleur est utilisé pour 
contrder un procidé du premier ordre avec retard. c'est-h-dire un procidé dont i l  peut 
reproduire exactement le comportement. 
Les paramètres du procéd6 et du contrdeur qui seront utilisés comme exemple sont 
présentés au tableau 4.1. Le choix de ces paramètres pour une application réelle sera 
motivé à la prochaine section. 
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La tigure 4.2 montre. en lignes continues. les variables controlee et manipulée pour un 
changement de consigne effectue sur le systéme en boucle krmk avec Ic EVIWAC. Li 
titre de comparaison. la prrbmancr du contrdleur de Dahlin correspondant (c'est-h- 
dire pour un seul rnodkle représentant parfaitement le procédk) est montrée en traits 
pointillés. 
Dahlin -
-30'1 * I 1 + 1 
O 50 100 150 200 250 100 350 400 
temps 
Figure 4.2 Système du premier ordre avcc retard. contr0Ié par lc MWAC 
ct le contrôIeur de Dahlin. 
Les ponderations associées aux 30 rnodkles utilises pour cet c s rmple  sont présentées j. 
la figure 4.3. On peut y voir que le modèle correspondant au procede est rapidement 
pondéré par la valeur 1.  toutes les autres pondérations évoluant vers une valeur nulle. 
é/olution des pondécations 
Figure 4.3 Évolution des pondérations pendant un échelon sur Ir consigne pour 
un procédé linéaire. 
La figure 4.1 présente l'évolution du facteur d'applanissement pendant un échelon. La 
valeur de Tiea est fixée à O puisque le procédé est linéaire et invariant dans le temps. 
La variable W(t) atteint sa valeur minimale après 120 minutes. 
Les instants ou I'adaptation des paramètres est possible sont indiqués par des croix sur 
un a r e  du temps sous le graphique d e  W(t). Dans le cas étudie ici. I'adaptation se fait 
entièrement entre I 17 et 120 minutes. 
Figure 4.1 Évolution de W(t) pour un échelon sur la consigne 
Évolution de W pour un échelon 
On peut voir sur la figure 4.2 que la performance du contrôleur adaptatif est supérieure 
à celle du contrdeur de Dahlin. En effet. si on considère le temps requis pour miver a 
1% de la valeur en régime permanent. le MWAC est plus performant. Mais cette 
comparaison ne devrait pas conduire à une conclusion génorale sur la performance de 
çontrdc car i l  est possible d'obtenir le résultat inverse avec un autre choix de la plage 






La réponse moins agressive initiale du MWAC durant les premières 20 minutes est due 
a la période d'adaptation des paramètres car la commande est alors calculée en se basant 
sur un gain et un retard mal identifiés. La variation de ces paramètres dans le temps est 
montrée à la tigure 4.5. On peut entres autres y constater l'adaptation rapide des 
paramètres. On note aussi que l'adaptation débute 17 minutes après le changement de 
consigne soit une pkriode d'échantillonnage après le plus petit retard de la banque de 
modèles. Ce comportement s'explique facilement par le Fait que le premier signal 
d'erreur contenant l'information nécessaire a l'adaptation est disponible seulement après 
ce retard. 
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Le mOme raisonnement permet aussi d'expliquer pourquoi le enin est adapté deu't 
minutes après le retard sur la figure 4.5 : l'information sur le gain n'est disponible 
qu'après Ir retard réel du procédé. La valeur du gain avant identification est de -0.0332. 
ce qui correspond à la moyenne de la plage de enin car les p i d s  crnt !cus inithlement 13 
mémr valeur. Cela veut dire en pratique que le gain du procidé est. dans ce cas. sur- 
2valui. ce qui conduit i sous-&aluer aussi Ie gain du contrôleur. Cette sous-Çvriluation 
explique le manque initial Je performance du contrôleur et la (( cassure N autour de 120 
minutes sur les courbes du MWAC de la tigure 4.2. Le retard a quant à lui une valeur 
initiale de 18.5 minutes et atteint so valeur finale de 18 minutes aprés vingt périodes 
d'Cchantil1onnngt.s. soit une ptiriode ûprés rivoir cornpari des retards inftirieurs et 
supérieurs 5 In mlrur réelle. 
eJoIution du retard et du gain identifig dans le temps 
Figure 4.5 Paramètres identifiés par le MWAC 
Le comportement des paramktres identifies améne i réfléchir sur la capacité de 
l'algorithme à bien contrôler un système lors d'un changement important de conditions 
opkatoires. Si pour une raison quelconque Ir gain di1 procedé augmente de façon 
importante et brusque. Ies commandes seront momentanément basées sur une 
estimation du gain qui est faussement basse. au moins durant les premiers instants Je 
l'adaptation. I I  serait donc possible de destabiliser le système. Fait a noter. cette 
situation n'est apparue dans aucune des simulations effectuées pour ce travail. I I  se 
peut donc que les changements soient suftisrimnient lent ou dors trop peu importants 
pour dkstabil iser le systtime. 
De plus. puisque le EvlWAC conduit i un seul modklr et demande ainsi i ne placer 
qu'un seul pile. ce qui tàcilite grandement sa mise en fmne. on doit s'assurer que Ir 
pôle en boucle krrnée est choisi de telle sorte que le systkmr demeure stable pour les 
conditions les plus exigeantes que le système peut assumer. Le chois de deteminer un 
modèle global et de construire lin seul contrdsur peut donc causer une perte dc 
performance pour des raisons de robustesse. C'est une ciifErence majeure avec le 
MMAC (PvI~irny-Smith. 1997) qui exige de ri-& autrint de contrôleurs qu'il y a de 
modèles dans la banque. 
Il est bien évident que le Fait de ne rtigler qu'un seul contrôleur a l'avantage inorme de 
ne pas limiter le nombre de modèles pour cause de temps de réglage excessif et de 
permettre des modifications faciles et rapides aux banques de modèles. De plus. 
certains domaines d'application de l'approche MMAC exigent des performances de 
contrôle élevées justifiant le surplus de travail et possèdent des modèles bien connus 
pour différentes conditions d'opération par exemple le contrôle du vol des avions de 
chasse. 
Dans le cas d'un réacteur de blanchiment. les conditions opératoires pruwnt varier de 
façon graduelle sans qu'on puisse déterminer des points dg Opéntion intermédiaires et se 
baser sur eux pour pa r t i t io~er  le gain et le retard. Le h1W.K permet de suivre 
l'evolution des paramtitres selon les conditions dOopCrritions. 
Comme il a Ctç mentionnk ci-dessus. le MWhC est &pivalent au contrdcur de Dahlin 
lorsqu'il ne comporte qu'un seul modde. son comportcmsnt tend rilissi vers ce dernier i 
mesure qu'on réduit le nombre de modèles dans la banque. I I  hut  mentionner de plus 
que la performance attribuée ici au contrfileur de Dahlin n'est jamais atteinte en 
pratique. Faute d'rivoir uri modèle parfait. Ce contrôleur est en effet sensible aiix erreurs 
de mod~lisation (Ogunnaike. 1994). On peut donc considi.rcr la performance di1 
contrôleur de Dahlin comme un indicateur approximatif de la performance que l'on peut 
obtenir 5 l'aide du cmtr6leur adaptatif 5 rnodtiles ponderes pour uni: mZmc constante de 
temps en boucle fermoe. Cette constatation peut Gtre utile pour choisir iinr valeur 
initiale du pole du systimi: contrôlé. I I  faut toutefois garder i l'esprit que la composante 
adaptative de l'algorithme rend le contrôleur non linthire. Pour cette raison. le p81e en 
boucle k m i e  n'est plus le seul indicateur de la performance du systéme. 
Cette section avait pour but d'illustrer le bnctionnernent du contr6leur adaptatif à 
modèles pondérés pour une application simple. La section qui suit porte sur le choix 
des paramètres du MWAC pour le contrde d'un systemt. à paramètres répartis. 
4.3 Choix des paramètres du contrôleur pour le réacteur de blanchiment 
Les panmètres à déterminer pour utiliser le CIWAC sont rappelés au tableau 4.2. Les 
méthodes évoquées pour déterminer chacun d'eux sont celles utilisées pour le cas du 
réacteur décrit par le système d'équations aux dérivées partielles présenté au chapitre 2. 
Tableau 4.2 Paramètres du MWAC 
- 
K = plage de gain 
- 
m = plage de retard 
r = constante de temps estimée du procidé 
cp = exposant de la norme de l'erreur 
Tleîk = paramètre d'évolution du critère d'adaptation 
h, = facteur d'oubli 
p = pde  en boucle fermée 
4.3.1 Les paramètres du procédé 
La discrétisûtion des plages de pain et de retard pose deux problémes : celui du chois 
des bomes supirieures et intërieures et celui de la partition de chaque plage. L e  chois 
des bornes doit se faire essentiellerncnt à partir des variations attendues sur le procédti 
et de l'incertitude j. l'égard de celles-ci. Les limites de l'equipement où des conditions 
d'opérations peuvent être utiles pour établir les bomes qui coun-iront toutes les 
situations possibles. Par contre. cela peut conduire j. un très grand nombre de modèles 
et représenter un temps de calcul important à chaque itçration. 
Le choix de la constante de temps et des bornes de la plage de gain et de la plage de 
retard a eté effectué d'abord en identifiant le procédé par un modèle du premier ordre 
avec retard aux conditions nominales d'opération. 
En l'absence de bruit. on sait que la discrétisation du gain donne de meilleures 
performances lorsqu'rlle est plus fine. Le niveau de bruit permet d'en Ctablir une limite 
infirieure. En rfiet. si plusieurs modèles sont trop semblables et que le procédé bruité 
peut correspondre à plus d'un modele. la discrimination entre ceux-ci ne pourra se faire 
et la quantite W(t). le facteur d'applanissement. demeurera plus i-lsvee. Or. Gendron 
(1997) nous apprend que le facteur d'applanissemrnt doit etre m e n é  Ir plus prPs 
possible de sa valeur minimale de I pour diminuer l'effet du bruit sur I'identification. 
Dans le cas d u  retard. Gendron (1997) propose de discrktiser la plage en fonction de la 
pCnode dlÇchantillonnage pour obtenir les meilleurs résultats. ce choix constituant la 
discrétisûtion la plus fine qu'un modkle discret puisse utiliser. Des simulations pour des 
discrktisations plus prossikrtis de la plage de retard ont demontré une diminution 
mnrquie des performances de contrdlr et d'adaptation et donc 13. partition de la plage de 
retard a i-tk fixée comme etant la periode d'~chantillonnage. 
Gendron a Ctabli qu'il est possible de discriminer les modtles ayant des délais 
incorrects si la partition de la plage de gain est suffisamment fine. Ceci implique aussi 
que si les « vrais » paramètres du procédé sont inclus dans les plages. alon ils seront 
identitiés. Par contre. l'unicité de cette solution n'est pas démontrée et il est probable 
qu'rlle ne soit pas verifiie. La conséquence de ceci est que plusieurs modéles linéaires 
peuvent correspondre à un meme procédé non linéaire sur un intervalle de temps donné. 
c'est-à-dire donner la même erreur de prédiction spécialement si la constante de temps 
est aussi adcptée. Ceci aurait pour effet de garder élevée la valeur de W(t). Dans le 
même ordre d'idée. si plusieurs modèles linéaires sont suffisamment proches du 
procédé non linéaire. la valeur de W(t) est aussi maintenue élevé. Le contrôleur étant 
d'autant sensible au bruit que W(t) est élevé. cette situation n'est pas souhaitable et la 
partition de la plage de gain devrait être revue dans un tel cris. 
Les idées énoncées plus haut sous-entendent que l'on cherche à identifier un procédé 
variant dans Ir temps autour de conditions nominales. On peut tàcilement imaginer une 
situation où le but de l'adaptation n'est pas de suivre les variations subtiles des 
paramètres d'un procCdC mais de s'adapter a diffirentes conditions d'opérations très 
différentes les unes des autres. La méthode pour obtenir les déments discrets des 
plages serait alors d'identitier les paramktres du procidé pour ces différentes conditions 
opératoires. I l  est alors probable d'avoir à insrrer des valeurs intermédiaires pour 
partitionner plus h r m e n t  les gammes et obtenir de mril leurs résultats durant 
l'adaptation des pararnktres. en accord avec Gendron. ( 1997). 
Le tableau 4.3 présente les résultats des essais qui ont permis de diterminer les bornes 
des plages de gain et de retard pour un modklr du premier ordre avec retard du réacteur 
de blanchiment simulé par dift'krences finies selon le rnodde dunnt au chapitre 2. Le 
système a 6tC identifié pour des changements sur la lignine et le dioxyde de chlore à 
I'entree. sur It: débit et sur les deux constantes cinétiques kt. et kç. Le systt.me simulé 
est celui clkcrit au tabteau 2.1. 
Tableau 4.3 Résultats d'identification du système perturbé 
Nominal 








On s'aperqoit entre autres que Ir retard ne varie qu'en fonction du débit (le coefficient 
de dispersion est considéré constant ici). c'est en effet le seul paramètre d'écoulement du 
système qui a varié ici. 
Le gain est par contre affecté par toutes les perturbations introduites. L'influence du 
débit s'explique facilement par la variation du temps de résidence dans le réacteur. Un 
débit plus faible implique un temps de résidence plus long et donc une réaction plus 
complète. d'où augmentation du gain. Cela signifie aussi que. aux conditions normales 
d'opéntion. la rtiaction n'est pas complète à la sortie du réacteur. ce qui est nécessaire 
pour empêcher 111 réversion de la couleur. 
L'augmentation de la lignine i l'entrée favorise aussi l'augmentation du gain. Cela 
s'explique par le hit que le taux de consommation de la lignine et du CIO: suivent une 
cinitique au cube par rapport h 13 lignine mais que la constante cinétique de la lignine 
est plus devie. L a  consommation de la lignine est donc favoris6e. Rappelons que le 
gain est donnC par Ir ntio de In lignine consommée sur le dioxyde de chlore ajouté. Ce 
comportement est conforme avec les observations rapportées par Dence (1996) et 
Grüce( 198% selon Iesc~uelles la lignine est d'autant plus di fficilr à enlever qu'elle est en 
petite quantite dans le système. 
De Io m h t :  façon. on peut espliquer la baisse du sain lorsqu'on ajoute du dioxyde de 
chlore. Pour une mcmr quantité de lignine ü l'entrée et un mZme temps de résidence. le 
surpliis de lignine consommCr sera moins important h cause de la faible vitesse de 
réaction en tin de réacteur reprtisentée par 13 cinetique au cube. 
L'augmentation di1 gain pour une diminution de la constante cinétique du CIO2. k, 
s'explique par la plus faible quantité de dioxyde de chlore consommé conséquente à une 
diminution de sa constante cinétique. Le même raisonnement explique l'augmentation 
du gain en réponse 3 I'augrnentation de la constante cinetique de la lignine kL. 
On note aussi que Iri constante de temps du procédé r est affectée par un changement de 
débit. Puisque le changement de débit est connu. il est possible de moduler ce 
paramètre en fonction du débit. On peut aussi choisir d'ignorer cette variation de la 
constante de temps et laisser une combinaison de modkles représenter le système 
sachant qu'il y a une erreur sur l'estimation de ce parmètre. c'est le cas pour ce travail. 
Les données du tableau 4.3 ont permis de montrer l'ampleur de l'effet des perturbations 
sur le système tel que rcpresenté par un modele de premier ordre avec retard. En se 
servant des conclusions tirées sur l'effet de la variation des paramétres du systi-me à 
paramkires repartis et en posant l'amplitude mauirnale de ces variations comme celles 
mentionnees au tableau précident. on peut dtiterminer les bornes des plages de pain et 
de ddais. Les bornes des plages de gain et de retard sont montrées au tableau 4.4. 
Tableau 4.4 Bornes des plages de gain et de retard 
I 
Retard 1 1 5 . 2 6  1 
Tout en 
ont et6 
consenant les rncrnes bornes. 4 discrktisations diffiirentes de la plage de gain 
testees pour tin de comparaison. Ces tests ont porté sur le contrôle des 
perturbations sur la lignine diirant 1 1 O0 minutes. Tous les autres paramètres de 
simulation ont 6t6 gardés constants. Les 4 plages testées sont rapportées au tableau 4.5. 
Tableau 4.5 Plages de gain et de retard 
Fine 
Très tine -0.006 -0.007 -0.008 -0.0084 -0.0085 -0.0056 -0.0087 -0.0088 - 
0.0089 -0.009 -0.0091 -0.0093 -0.0093 -0.0094 -0.0095 -0.0096 - 
l 
0.0 1 -0.0 1 1 -0.0 12 -0.0 13 
1 Normale ] -0.006 -0.007 -0.008 -0.009 -0.0 1 -0.0 I 1 -0.0 12 -0.0 13 
1 Grossière I -0.006 -0.008 -0.0 1 -0.0 12 -0.0 13 
1 retard 1 ! 
Les diErences majeures entre ces quatre discretisations sont Ir nombre de modiiles 
impliqués et In discrétisation de la portion -0.0084 j. -0.0096 de Iü plage. là où la 
majoritC des variations sont observées. 
Pour Ir plage dite (( très tint: )). la discretkation correspond i dcs variations d'environ 
2.joh des conditions d'opiration. Elles sont d'environ 5% pour cri qui  est de la plage 
<( t h e  )) . Les plages (( normales » et (( grossikrcs )) sont des discrtitisntions avec 
intervalle tixe respectif de 0.001 ci 0.002 qui n ' m i  pas de correspondancc avec une 
quelconqiie perturbation atirnduc sur I t :  systtme. 
Les résultats de simulation pour ces quatre plages de gain sont présentes 5 13 tigure 4.6 
pour les perturbations sur la lignine montrees à la ligure 4.7. On peut voir sur la tigure 
1.6 que I'amplitudc des variations reste ii toute lin pratique inchmgCe peu importe In 
plage. 
Résultats de simulations pour 4 plages de gain 
1 -3 1 1 l r I I 
temps 
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Figure 4.7 Perturbations sur la lignine à t'entrée 
On remarque aussi que la simulation de la plage « grossiére » comme celle de la plage 
(( très tine » montrent une légère perte de performance sur la convergence vers la 
consigne et sur les dépassements qui suivent. 
Les simulations pour les plages « tine » et « normale » montrent les meilleures 
résultats. d'ailleurs sensiblement tes memes. Les deux courbes ne sont distinctes 
qu'aux environs de 100. 775. 450 et 650 minutes. Cc risultat montre qu'il existe iine 
discrétisation qui  mauiinise les pertormances de contr6le. Dnns ce cas. i l  s'agit de Iri 
plage de gain dite n normale » et sa partition ne reflète pas les variations attendues sur 
le systkme mais couvrent unitormément les valeurs possibles des gains. 
L'b.olution des gains rstimis pour les quatre plages est montrée ii In tigiire 4.8. ainsi 
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Figure 4.8 Évolution des gains identifiés pour les quatre plages 
temps 
Figure 4.9 Évolution des retards identifiés pour les quatre plages 
On remarque d'abord des changements radicaux lors des changements de conditions 
opératoires. De plus. l'amplitude des variations des gains est très différente selon 
chaque plage. Ainsi. la discrétisation très tine présente des variations de faible 
amplitude qui augmentent pour les cas (( h e  N et (( normale ». Curieusement. ces 
amplitudes sont réduites dans le cas de Iri simulation avec la plage (( grossière ». Ceci 
semble indiquer qu'il est possible d'avoir une bonne pertônnance de contrôle meme si 
les paramètres identitlés dimontrent des variations d'amplitude importante mais de 
courte durée. 
Enfin. on peut voir que l'adaptation des paramètres se fait pratiquement sur les mêmes 
périodes. Durant ces instants. les valeurs du gain et du retard passent par un maximum 
avant de tendre vers les valeurs finalement identitiies. qu'on reconnait aux plateaux 
d'environ 50 minutes après chaque changement de conditions d'ophtions. 
Le retard identifié est aussi affecté mais dans une moindre mesiire car les parmètres 
identifies tendent rapidement vers une zone dont l'amplitude est de moins d'une minute 
alors que Ia période dYchantil1onnage est d'une minute. 
Tint de similitudes portent a croire que les deux plages de gain utilisées ne sont en tàit 
pas significativement différentes. Dans ce cas. il est inutile d'utiliser la discrtitisation 
plus tine car elle n&xssite plus de calculs. Ln plage de gain utiliskr pour le cas 
(( normal » sera donc celle utilistk pour les simulations i venir. 
Les panmctres suivants sont prksentes dans l'ordre ou ils ont 2t6 s6lectionnés lors de 
leur recherche. La prcmikre itapr ii Gté de stabiliser le susteme en utilisant un 
çontrdeur de Dahlin autour du point d'operation. La constante de temps en boucle 
km& a titi choisir de manière i stabiliser le système sans dipassement pour des 
changements de consigne et des perturbations de 5 ?/o sur la lignine. La periode 
d'Gchantillonnage ri et6 choisie ailparavant pour Ctre suftisaniment plus petite que la 
plus petite constante de temps du procédé. La constante de temps du proddé retenu 
&nt de 9 minutes. Une pé~~de~béchantillonnage de 1 minute a ite choisie. 
4.3.2 Le facteur d'oubli 
Le facteur d'oubli a pour but. comme son nom I'indique. d'oublier la contribution 
d'événements passés pour calculer la norme de l'erreur pour accorder une plus grande 
importance à la situation présente. Landau (1998) rapporte que les valeurs habituelles 
du hcteur d'oubli sont généralement comprises entre 0.9 et 1 et qu'un facteur d'oubli 
trop faible peut causer des instabilités pour des algorithmes de moindre carré récursif. 
Ce facteur permet de mesurer la nonne de l'erreur sur un intervalle temporel d'interèt. 
Plus le Fxtcteur d'oubli est faible. plus le nombre d'déments ayant un poids significatif 
dans le calcul de la norme de l'erreur est faible. En pratique. une diminution du facteur 
d'oubli a comme effet d'accorder une pondkration plus grande aux derniers ÇlCrnents de 
Iü réponse du procdti et de favoriser les moddes liniaires dont l'erreur de prédiction est 
la plus tiible dans cette « knetre d'observation ». On assiste dors i I'identiticrition des 
pûrûmétrrs pour une région donnee des conditions d'op2ration. et cette region doit Ctre 
necessairement plus petite que celle couverte par la réponse i l'échelon ou la 
perturbation affectant le procédé. 
Trois \.aleurs de facteur d'oubli ont d é  utilistks pour tin de comparaison. Ic but ultime 
&an( de trouwr une fenetre d'observation acceptable. Les conditions de simulation 
ainsi que la nleur  du çritkre d'erreur quadratique intCgroIe sont présenters en annexe A. 
Les rtkiltnts de simulations seront présentés nprcs les discussions sur I'exposant de la 
norme de l'erreur et la paramtitre Tlcar- 
4.3.3 L'exposant de la norme de l'erreur 
Le chois de l'exposant de la norme de l'erreur permet de discriminer avec plus ou moins 
de npidiii le ou les modéles adéquats. Porté Q sa limite on obtient la nome intinie qui 
conduit ii la silection du meilleur modèle à chaque itération. Les facteurs qui 
empêchent d'augmenter la valeur de l'exposant sont l'amplitude du briit de mesure et 
les disparités entre le modele du premier ordre avec retard et ie procédé réel. En 
l'absence de bruit. plus l'exposant de la norme est élevé. meilleure est la discrimination 
entre les modkles. En présence de b ~ t .  ou encore lorsque le modèle de premier ordre 
n'est pas sutrisamment semblable au comportement du procédé. un exposant trop élevé 
peut mener à ln sélection temporaire d'un modklc inadéquat. L'influence de l'exposant 
de In nonne de I'erreur sera montrée par simulation. en conjonction avec le facteur 
d'oubli et le paramktre Ti,,,, un peu plus loin. 
4.3.4 Le paramètre Tleak 
Le paramètre Ti,,,k est présenté par Gendron (1997) comme une construite de temps û 
ajuster en tonciion de la vitesse de changement de la dynamique du procédé. ..\insi plus 
la dynamique du procGdi varie lentement. plus Ticai, doit Ctre grand de faqon à ce que 
lkdripiation des parametres se Ckse plus lentement. 
Comme cc paramtitre 'Ti,:,k ripparait toujours à I'intirieur d'une r'tponentiellr. i l  est aussi 
pussiblc dc le considcrer comme iinr 1:qon d'rissigncr un pourcentage de confiance au 
moddr iitilisti De cette I'aqon. au lieu de decider de I'amplitudr: de Ti,;,k. on peut aussi 
bien fixer In valeur de Li,,k entre O et 1. Plus le procédti se comporte comme le modèle 
du premier ordre mec retard. plus on peut accorder d'importance au terme hi,,k dans 
I'6quation (4.10). 
Pour determiner ce parrimétre. des simulations ont CtC effectuées pour plusieurs valeurs 
de facteur d'oubli et d'exposant de la norme de l'erreur. Le cntkre utilisé pour 
sélectionner la meilleure valeur est encore une fois I'erreur quadratique intégrale. De 
plus. le dépassement maximal admissible pour une perturbation de 10% sur la lignine 
est tixdr à 5?/0 de I'amplitudr initiale de cette perturbation. Les figure 4.10 à figure 
4-12 montrent la valeur de l'erreur intégrale pour des simulations ou le système est 
perturbé par des changements sur la concentration de lignine a l'entrée du réacteur. 
Les conditions de simulations ainsi que les rCsultnts sous forme de tableau sont 
présentés en annese A. La valeur du facteur d'oubli est fix& pour clinqur tigtire. elle 
est de 0.95 pour la figure 4.10. de 0.9 pour 13 figure 4. I 1 et de 0.85 pour la tigure 4.12. 
Pour chaque figure. le panmitre Li,,L (et non  TI,,^) et I'cxposant de la n o m e  de l'erreur 
sont représentés sur Ic plan horizontal. L'axe wticril rrpresente ln valeur de l'erreur 
quadratique integrale associie h la simulation. L'erreur y est représentte par une 
surface pour mettre cii Çvidence une valeur minimale si elle existe. Tous les autres 
paramktres sont maintenus constants. 
facteur d'oubli = 0.95 
Lieak exposant 
Figure 4.10 Errcur intégrde pour lambda = 0.95 
Sur cette figure. les valeurs minimales de l'erreur correspondent polir toutes les valeiirs 
de l'exposant de In norme de l'erreur. au mCmr paramètre Licak qui est de 0.98. Cela 
suggère que le minimum serait obtenu en accordant encore plus d'importaiicr ail 
modele lintkire et donc que le modèle linCaire est trks proche du modéle non linéaire. 
Supposant que ce n'est pas le cas. une autre sirie de simulations n été çfti~ttitict p ~ u r  
une valeur différente du facteur d'oubli : 0.9 i.r. pour laquelle l'erreur est calcultir en 
accordant moins d'importance aux valeurs plus anciennes ou encore quc la triiGtrc 
d'obsenation du procédé est réduite. Le but de cette nouvelle série de sinidritions est 
de  trouver des conditions (esposmt. frictriir d'oubli. L ) .  si elles rsistei~t. pour 
lesquelles une voleur minimale de I'erreur int2yrrilr peut Gtre identifiée. Lc tiugre 4. I I 
montre le rksultat de ces sirnulritions. 
facteur d'oubli = 0.9 
Figure 4.1 1 Erreur intégrale pour lambda = 0.9 
Sur cette figure. les minimums associés à chaque exposant sont indiques sur la surface 
d'erreur par un triangle. Les minimums ont aussi kt6 reproduits. avec une legère 
translation au dessus de la surface pour permettre de voir les positions respectives des 
minimums. On constatc donc quc pour i c s  coiiJitiuiis. i l  e ~ i s t e  un iniiiiniiim du critère 
de performance. le minimum global est marqué d'un astérisque. II correspond j. Tical = 
0.56 et exposant = 6. 
Enfin. une autre série dé simulations avec un facteur d'oubli de 0.85 ;i etc! et'féctutie. La 
fiugre 4.12 en montre les résultats. 
facteur d'oubli = 0.85 
Figure 4.12 Erreur intégrale pour larnbdn = 0.85 
Sur ce graphique. on peut apercevoir que le minimum est atteint h l'exposant -1 mais 
qu'il est encore en décroissance pour une valeur de Lieai; de 0.70. Par contre. les 
simulations faites I partir de ces parmètres montrent souvent des dépassements 
inacceptables et la recherche d'un minimum pour ce facteur d'oubli n'est pas poussée 
plus loin. Par contre. i l  faut noter que I'rtupwan! 1 domx !es meilleurs resulnts tout cn 
ayant une faible valeur de 
L'cinalyse des trois dernières figures révèle des moyens de rejeter les plus mauvaises 
combinaisons de paramétres (Facteur d'oubli. exposant et Li,,k). Rappelons d'abord. 
l'erreur inti-grale est utilisCe pour comparer entre elles les combinaisons accrptabies 
tandis que Ir critkrc sur le depassement permet de rejeter celles qui ne le sont pas. 
Che premiére constatation permet de rejeter les combinaisons ayant un facteur d'oubli 
trop olrvti. On sait que Ir facteur d'oubli permet d'observer le prockdé sur un intendle 
plus ou moins long. Si cet intervalle est trop long. aucun modéle linciriire ne sera 
capable de reproduire suffisamment bien le procedé et le modtile sélectionné sera le 
moins mauvais. c'est-3-dire un modde variant peu mais avec l'erreur moyenne la plus 
faible. Cela permet j. I'optimum de correspondre 3 une valeur de Li,,k près de I qui 
n'est pas consistante avec un susteme non linéaire. 
Le paramètre h a donc un effet considérable sur le modélr retenu car i l  a la propriété de 
pondérer l'erreur. La figure 4.13 montre la réponse à un Gchelon de IO?% du C102 du 
procédé non linéaire et deux réponses du premier ordre avec retard de 16 et 18 minutes. 
II est i-vident que dans la premiere partie de la réponse. jusqu'a 27 minutes. le modele 
avec retard de 18 minutes ressemble plus au procédé alors que le modèle avec retard de 
16 minutes semble plus indiqué pour le reste de la réponse. Étant donné la forme de la 
réponse du réacteur. un facteur d'oubli trop faible aura tendance à sous estimer le retard 
du procédé. 
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Figure 4.13 Comparaison de la réponse du procédé à deux modèles linéaires 
En obsenant le retord estime pendant un changement de consigne. il cst possible dr 
choisir h de hqon i ce que le retard estime soit situé dans In région voulue. La wleur 
de À = 0.9 donne le retard estime présente 3 la figure 4.14 pour des changements de 
consigne de f l O% et 9 0 %  sur In lignine i In sortie. Comme on peut le constater. à 
chaque changement de consigne correspond une région où le retard est ivalué à IS 
suivie d'une région où i l  est estimé à 16. 
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Figure 4.11 Retard estimé pour ?, = 0.9 
Le pornmktre Li& procure une capacité d'tkolution nii modt:lc. h h i r t . .  Plus cette 
qurintiti est I'aible. plus le pourcentage affecté i X(t) dans I'Cyuation ( 4.1 O ) est faible et 
donc plus W(t) est rnmeni vers sa valeur initiale. permettant ainsi unc adaptation plus 
facile. Pour L = 0.9 et h = 0.85. la plupart des valeurs les plus faibles de l'erreur 
yiiadrritique sont atteintes pour une faible valeur de Li,. .-lussi l'exposant -I semble le 
plus indiqui pour ces deux valeurs du Facteur d'oubli car polir de faibles valeurs de 
LI,&. c'est h l'exposant 4 que les minimums d'erreur sont atteints. Une valeur de 0.74 
sera donc utilisée pour les simulations. ce qui représente une constante de temps de 3.3 
ou encore que l'on accorde un taux de confiance limité au modèle linéaire. L'exposant 
sera fise i 4. 
Pour résumer. le choix des trois paramètres à l'étude dans cette section : le facteur 
d'oubli. l'esposant de la norme de l'erreur et Li,ak. est arrêté aux valeurs suivantes : 
Tableau 1.6 Paramètres retenus 
1 tjcteur d'oubli - 0.9 
Le but de ses trois series de simulations Ctait de rechercher des conditions pour 
lesq~ielles un crit6rc de performance est minimis&. Les plages de gain et de retard ainsi 
qiic le pole cn boucle fermt:r sont restés inchangis durant ces simulations. Les résultais 
pr&entt-s ici ne sont valides que pour ces conditions. Dr  plus. I'sffei di1 bniit n'a pas 
Ct6 pris cn compte dans Ir choix C I'rxposünt. cc chois devra :ire revise en fonction du 
niveau de bniit du procC.de. Pour continuer ce travail. les conditions mentionnées nu 
tableau 4.6 qui visent à minimiser les criteres de performance utilisgs ici sont jugées 
siiftisnmment près des conditions idkales. Ces valeurs seront utiliskes pour les 
simulations prkentçes au chapitre suivant. Dans ce chapitre. les résultats de simulation 
pour dXErentes conîiguntions de contrde seront présentés dans le but de contrôler le 
réacteur de blanchiment pour diwrses perturbations et des changements de consigne sur 
In lignine à la sortie Jii réacteur. 
CHAPITRE 5: RÉSULTATS DE SIMULATION 
Ce chapitre présente les résultats de simulations du réacteur de blanchiment contrôlé 
par différentes techniques et pour trois arrangements de sondes. Les conditions 
d'opération sont d'abord énoncées puis les résultats de simulation sont présentés pour 
des tâches d'atteinte de consigne et de rejet de perturbation. Les résultats de l'approche 
ne comportant qu'une seule sonde située à la sortie sont d'abord présentés, suivis des 
résultats des approches comportant deux sondes. 
Pour chaque simulation, le procédé est initialement en régime permanent correspondant 
aux profils de concentrations montrés à la figure 2.8 du chapitre 2 
Les valeurs des différent paramètres du procédé correspondant à ce régime opératoire 
sont rapportées au tableau 2.1. Les conditions de sortie du réacteur sont aussi 
indiquées. Pour toutes les simulations, la variable manipulée est la concentration de 
CIO2 à l'entrée du réacteur et la variable contrôlée est la lignine en sortie. Rappelons 
qu'il serait possible d'utiliser le débit de pâte pour contrôler le système mais que cette 
variable est en pratique toujours réservée aux besoins de la production. 
Le tableau suivant montre les paramètres de réglage des différents contrôleurs dont les 
résultats de contrôle sont montrés ici. Ces paramètres ont été choisis pour donner les 
meilleures performances pour le rejet des perturbations sur la lignine. Bien entendu ces 
paramètres demeurent inchangés pour toutes les simulations. 
Tableau 5.1 Paramètres de réglage des contrôleurs 
contrôleur pararnktre valeur 
compensateci l-- 
MWAC 
Dahl i n 
retard 
horizon de prediction 
horizon cle commmde 
facteur dc suppression de la commande 
parümktre de la commande modiEc 
P 
p31e de 13 boucle interne 
pile de In boucle externe 
gain Je la boucle interne - 
min de 13 boiicle esttirne - 
p61e en boucle tèrmée 
La position et 13 disponibiliti des sondes h n t  une part importante du probléme 
1 
contrôle du réacteur de blanchiment. les r6siiltats de simulation seront presentés selon 
leurs disponibilitis. La prochaine section montre les resultats de simulation pour Ir cas 
où une seule sonde est disponible en position s3 sur la figure 5.1. La section 5.2 
présente ensuite les rksultats de simulation impliquant la présence de deux sondes 
situées près de l'entrée. Cquivalentes aus positions s l et s?. 
Figure 5.1 Position des sondes le long du riacteur. 
5.1 Cas pour une sonde située à la sortie 
Cette section présente les risultats de contrdle du réacteur de blrincliirnent pour le cris 
où une seule sonde sitiiee en sortie est disponible. Les rCsultats de çontr6le du systtimc 
pour des changements de consigne sont d'abord prt;sentCs suivis tles rtisiiltats de 
contrôle pour les rejets de perturbations. 
5.1.1 Atteinte de consigne 
Le MWAC a Çtk utilisC pour contrôler le rticicteur de blanchiment dans une 
configuration où la concentration de lignine et de CIO: sont analysés à la sortie du 
réacteur seulement. La variable mmipulçe est le CIO? ajouté B l'entrée. La ligure 5.2 
présente les résultats de simulation pour des changement de consigne d'amplitudes et de 
signes différents. On y voit les courbes de la lignine en sortie. du diosyde de chlore à 
l'entrée et du dioxyde de chlore en sortie notée. 
contrôle par le MWAC 
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Figure 5.2 Système contrôlé par le MW.-\C, changements de consignes 
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La figure 5.2 montre la lignine qui subit des changements de çonsignr positih ct 





(relatif a I'mplitude du changement de consigne) pour les cliangements de consigne de 
1046 et des dtipassernents masimums de IO0& pour les changements de consigne de 
70%. Ces depassements maximums surviennent toujours lorsque 13. concentration de 
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lignine augmente. situation qui correspond à une augmentation du gain du procCdC. Le 
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gain estimé est alors mcmrntanément trop faible et l'action de contrôle trop importante. 
Après quelques itérations. le système est mieux identifie ri les oscillations sont 
rapidement atténuees. 
Le contrôleur a eté réglé pour rejeter les perturbations sur la concentration de lignine 
car c'est la source majeure des perturbations attendues et donc la tîche la plus 
importante. Les changements de consigne ne sont pas une opération très courante 
puisque la consigne est en fait le minimum de lignine en sortie et ne devrait jamais 
changer. Par contre. i l  peut Ptre utile d'observer la performance du contrôleur adaptatif 
pour ce type d'opération. II  est intéressnnt de constater que les réglages obtenus pour le 
rejet de perturbation permettent aussi le changement de consigne sans trop 
d'oscillations. 
La tigure 5.3 montre l'évolution du gain a du retard identitiés lors des changements de 
consigne. On peut y voir qu'aprks chaque changement de consigne. les deux paramétres 
identifiés subissent une variirtion brusque d'une amplitude élevée mais de très courte 
durée. Ces variations surviennent aprks une période de retard. car il est bien sûr 
impossible d'observer les changements au procedé avant cette période. Les paramétres 
idcntitiks tendent alors vers des wleurs stables. 
On note sur 13. figure 5.3 que chaque augmentation de concentration de lignine est 
suivie d'une augmentation du gain estima. ce qui  est attendu de cc système tel que 
mentionné au chapitre 2. Le retard estimé varie entrc 16 et 18 minutes mais ces 
variations sont dues au processus d'adaptation et ne retletent pas les changement du 
procédi. Le retard estimé tend en effct toujours vers la meme valeur de 16 minutes. 
é/olution du gain estimé 
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Figure 5.3 Évolution du gain et du retard 
La figure 5.4 montre les ponderations rissociies 1 cinq t!limrnts de la plage de retard. 
On peut y voir que le retard recevant la plus grande pondération est 15. Les autres 
retards candidats reçoivent des pondérations beaucoup plus petites mais le retard cstimk 
par la somme pondtirée des retards candidats est de 16. Cette valeur est plus faible que 
celle obtenue par moindres crurés sur des echelons du méme ordre. la régression par 
moindres carres donne en effet une valeur du retard de 18 et un gain sensiblement le 
Si le retard estimé est sous-évalué. comme il appanit ici. cela peut entraîner des 
oscillations dans I i i  réponse. voir même déstabiliser le système. On peut voir par contre 
sur la figure 5.3 qu'après chaque changement de consigne. le retard estimé passe 
toujours par 18 minutes avant de baisser vers la valeur 16. La période durant laquelle Ir 
retard est estimé à 18 minutes correspond au moment où le procédé est le plus perturbé 
donc le moment où il est possible d'obtenir le plus d'information sur sa dynamique. Les 
valeurs finales des parmètres correspondent à un gain surévalué et un retard sous- 
évalue car ce sont ces paramitres qui minimisent l'erreur de prédiction sur I'intewalle 
o bsen;e. 
pond6ations associ&s aux retards candidats 
Figure 5.4 Pondération associée nus retards candidats 
La figure 5.5 montre le résultat de simulations pour differents contrôleurs. On y 
retrouve Iç MWAC. le contrôleur de Dahlin ainsi que le contrôleur par matrice 
dynamique. 
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Figure 5.5 Diffkrentcs approches de contrôle pour des changements de consigne 
On peut voir que le MWAC et Ic contrôleur de Dahlin ont des résultais proches l'lin de 
I r .  Les pôles respectifs de ces deux contrôleurs sont de 0.96 pour le MWAC et de 
0.9 pour le contrôleur de DahIin. ce qui Cquivaut a des constantes de temps de 24.5 et 
de 9.5 minutes en continue. L'adaptation des paramktres de gain et de retard permet 
d'aiigmenter la perbrrnance du contrôleur en terme d'oscillations et de temps de montée 
mais rend l'appréciation du pôle en boucle fermé plus difficile. Le contrôleur a en effet 
un comportement non linthire qui n'est pas sniicrement défini par Ir pôle. 
Le çontr6Ieur prdictif par matrice dynamique (DMC) quant à lui procure une aneinte 
plus rapide de la consigne. Plusieurs facteurs peuvent expliquer cette meilleure 
performance: la pridiction. le modèle utilisé ou encore la structure du contrôleur. Les 
deus contrdsurs utilisent en effet un modèle du procédé qui tient compte du retard dans 
le calcul de la commande mais celle générée par Ic contrôleur par matrice dynamique 
est aussi affectk par une prédiction du comportement du procédé. De plus le modèle 
du procede utilise par la methode DMC est la courbe de réponse à l'khelon du procédé 
alors que Ir modklc: utilisi par Ir MWAC est de premier ordre avec dklais. Il apparaît 
clairement que le rnodéls utilisé par la méthode DMC est meilleur pour une région 
d'opération donnée mais dans le cas de non linenrites importantes cet avantage devrait 
2tre insuilisant pour obtenir de bonnes performances de contrôle en présence de 
variations importantes dcs pürrimt:trcs du procéde. Une expliccition possible est que les 
non linkarités du pioct-dti ne soient pas assez importantes pour que l'approche 
adaptative soit suptirirure à l'approche prkiictive. 
On peut voir sur la tigure 5.6 les diffiirences cntre deux modéles du premier ordre avec 
retard utilisk par le bILVAC et Iü reponse h lt6chelon utilisée par la m2thode DMC. Le 
moddr obtenu par la reponsr ü l'khelon est nettement diffirent entre l5 et 20 minutes 
car la rkponse de premier ordre passe obligatoirement par une pente non nulle alors que 
ce n'est pas Ir. cas pour les rnodt;les non 1int;aires ou d'ordre suptirirurs. E n h  on peut 
aisement constater que selon la portion étudiée de la courbe. l'un ou l'autre des modèles 
de premier ordre avec rctrird reprtisentr mieux le procidé. Ceci explique le retard 
estimé montre i In tigrirct 5.3 Ctnnt donni. 1s chois de TI,k et du facteur d'oubli. 
courbe de riponse 
- - - - retard = 18 -- retard = 16 
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Figure 5.6 Réponse du procédé et de modéles linéaires. 
L'hypothèse qu'un meilleur modéle du procédé est une cause majeure de la performance 
du contrdeur DblC est renforcée par le peu de performance obtenue par cette approche 
avec I1iitilisnti«n d'un rn~dèle de premier ordre rixe :enrd pour constïuirs la niairitx 
dynamique (résultats non prbsentés). bEme avec I'ndaptation des paramètres du 
modde. les perhrmiuices demeurent infcrieures 1 celles montrées à la figure 5.5 pour la 
méthode DMC çlassiqur. 
Entin. la structure des contrdeurs peuvent Gtrr rniscs en cause. L e  M W h C  est une 
somme pondtir& de çontrdeurs de Dahlin et ce dernier consiste ti annuler le procide en 
un moment donnL; en utilisant son inverse et i forcer une dynamique en bouclc fermée. 
Cette stratkgir hnçtionne bien seulement lorsqiir Ir rnoddri représente fiddemrnt Ir 
procédC. Le contrdeur par mntncc dynamique consiste quant 3 lui ri minimiser un 
critère d'erreur quadratique sur un horizon de pridiction. 
Bien que les deux contrôlrurs puissent Gtre Gqiiivalents sous certaines conditions. i l  est 
possible que la minimisation de l'erreur par I i i  matrice dynamique soit une stratCgie 
supérieure 1 celle utilisée par Ir contrôleur de Dahlin. II faut toutefois observer le 
comportement des deux contrôleurs en rejet de perturbation avant de conclure. La 
section suivante porte sur les résultats de simulation pour des tdches de rejet de 
perturbation dont la principale est la lignine. 
5.1.2 Rejet de perturbation 
Les perturbations attendues sur le système ont été mises en évidence au chapitre 2. Les 
sources de ces perturbations sont au nombre de quatre : Iû. concentration de lignine. le 
débit de pàte cr les constantes cinétiques ki et b. Les résultats de contrôle du réacteur 
de blanchiment sont présentés pour chacune de ces perturbations et ces resultats sont 
ensuite comparés avec d'autres techniques de contrôle. La lignine étant la premikre 
source de perturbations attendue. ir contrdeur a Cté régie pour rejeter ce type de 
perturbation. 
Perturbations sur la lignine 
Les perturbations sur la concentration de la lignine entrant dans le rtiacteur est le 
principal problème de contrôle du procédk de blanchiment. En effet. la math-ti 
premiére. le bois. comporte de grandes variations de contenu sn lignine selon les 
saisons et les essences. Le contrôleur adaptatif doit pouvoir nssiircr une concentration 
constante du contenu en lignine d la sortie du rcticteiir rnalgri- ces perturbations 
importantes. 
Les perturbations Ctudiées ici sont de type tkhelon. clles sont donc subites et de grande 
ampli tude en comparaison des perturbations réelles nusquel les le systCme est soumis. 
Par contre. l'adaptation des paramktres est plus bcile pour ce genre de perturbation 
eiant donné I'absencr de bruit sur les mesures de lignine et de CIO2. 
La figure 5.7 montre les concentrations de lignine et de C102 en sortie du rkcteur pour 
des changements de concentration de lignine à l'entrée. Les changements de lignine de 
+10% et de P O %  ainsi que la commande associée pour Ie contrdeur adaptatif à 
modèles pondérés sont montrés à la figure 5.8. 
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Figure 5.7 Sortie du réacteur pour des perturbations sur Iü lignine 
Le contrdeur nrrite ci rejeter les perturbations cn 70 minutes pour les d&iritions les 
plus importantes. Cr  laps de temps inclue un retard d'environ IS  minutes aprês lequel 
les effets de la perturbations sont ressenties à la sortie du réacteur et le meme retard 
pour que les changements sur la variable manipulie ne soient ressentis j. la sortir. Cr 
retard d'environ 36 minutes correspond a l'amplitude mmimalr des diïiations de la 
variable contrôlée. La variable manipulCe est ensuite ramenie à 5 96 de la consigne en 
30 i 33 minutes. soit entre 3 et 4 constantes de temps. 
La uriable manipulée montrée à la figure 5.8 ne subit pas de variations bnisques et de 
grande amplitude. De plus. la commande atteint des pl rite au^ sans grands 
C 
dépassements. ce qui exclue l'utilisation de quantités excessive de produit de 
b lanchiment qui détériore rapidement la cellulose. La concentration de lignine j. 
l'entrée. la perturbation au système. est aussi montrée sur cette figure. 
variations de la perturbation et de la commande 
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Figure 5.8 Profils de commande et de perturbation sur la lignine 
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La figure 5.9 montre les résultats de simulation pour diffërents algorithmes de contrele. 
On remarque d'abord la similitude des courbes données par le MWAC et le contrôleur 
de Dahlin. Dans les deux cas. les perturbations atteignent un maximum après deux 
périodes de retard et sont ensuite ramenees vers Iri consigne avec une meilleure 
performance pour le klWAC. Pour les perturbations de 10% sur la lignine. le MWAC 
permet <ie s'approcher 5 1% de la consigne entre 6 et 20 minutes avant le contrôleur de 
Dahlin alors que ce temps est de 25 6 32 minutes dans le cas des déviations de 220%. 
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Le contrôleur par matrice dynamique montre des résultats très npides pour toutes les 
perturbations sur la concentration de lignine mais montre un début d'oscillation même 
pour de faibles perturbations. Pour les variations de 10% de la concentration de lignine. 
le DMC amve à ramener la variable contrôlée à la consigne huit minutes avant le 
- f 
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MWAC alors que pour les perturbations de 2006. le bWAC est plus performant de 17 
minutes en moyenne. 
Figure 5.9 Différentes approches de contrôle pour des perturbations sur la lignine 
contrôleurs pour des perturbations sur la concentration de lignine i l'entrée du réacteur. 
La section suivante montre les résultats de simulation pour des perturbations sur débit. 
Perturbations sur le débit 
La fgure 5.10 montre les résultats de simulation en boucle fermée pour le contrôle suite 
à des perturbations sur le débit. Les courbes de concentration de lignine et de ClOz à la 
sortie du réacteur y sont montrées. La commande et les perturbations sont présentées à 
la figure 5.1 1. Les amplitudes des variations sont faibles en comparaison des 
perturbations sur la lignine et sur les constantes cinktiques. Les courbes sont donc 
présentées avec des axes diffërents des autres graphiques de rksultat. 
L'influence majeure d'un changement de débit est la modification du temps de séjour 
dms le réacteur. Pour le modèle de premier ordre avec retard. cela implique ?ine 
modification du retard. S i  Ir réacteur est operii près de son dCbit ma.,imum comme on 
peut le supposer. les changements de &bit importants seront des diminutions dictées 
par les besoins de la production. Si le débit baisse. le temps de sÿour (le retard) 
augmente et i l  en risuite une plus grande consommation de lignine pour une même 
quaniiti Je CIOl ajoutée i l'entrée. Du point de vue du contrôle. cela s ign ik  que Ir 
retard sera sous estime. ce qui degrade la commande. 
Par contre. les profils de concentration à la figure 7.8 du chapitre 2 montrent bien que Iü 
majeure partie de la rkction a lieu près de l'entrée du ri-rictr~ir et que I rs variations de 
concentration sont faibles pris de la sonie. cela implique que le gain est faible dans 
cette partit: du rtiacteur. Les variations du temps de sejour çausCrs par les changements 
de debit auront donc lin effet limité sur la concentration finale de In lignine. ce qui 
esplique Ir: faible changement de concentration de CIO: a l'entrée. 
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Figure 5.10 Sortie du réacteur pour des perturbations sur le débit 
:\ussi. le debit est une variable dont I'etfet est directement présent sur tout le réacteur. 
c'est-à-dire que In perturbation nssocitie d une variation du dibit ne comporte pas de 
retard. Ceci (i pour consCquence pratique qu'il est possible de dktecter cette variation 
d rus  fois plus rapidement qu'une perturbation sur ln lignine. comme le montre la courbe 
de la commande sur la tigure 5.1 1 ou l'on voit apparaître des variations dans la 
commande immédiatement après chaque perturbation. 
variations de la perturbation et de la commande 
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Figure 5.1 1 Profils de commande et de perturbation sur le débit 
L3 figure 5.1 2 montre les rCsuitrits de contrdr pour diftërentes approches de contrôle. 
Les perturbations sont les mrme que celles montrées i la figure 5.1 1. On peut y voir 
que Ici MWAC donne. en sent-riil. de meilleurs res~iltats que le contrôleur de Dahlin 
sauf aux environs de t = 590 ou le dipassement minimum est donne par le contrôleur de 
Dahlin. À ce moment. le gain du systéme est sous estimé par tous les contrôleurs. celui 
de Dlihlin &nt réglé moins ngressiwmcint. il  évite un dépassement important. 
I I I I I I r r r - 
La commande par matrice dynamique arrive i de meilleurs résultats pour des petites 
variations de débit mais perd son avantage lorsque les perturbations sont trop Clrvées. 
Pour ces conditions. le modélr utilisé par le contr61eur n'est plus adéquat. en partie car 
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Figure 5.12 Différentes approches de contrôle pour des perturbations sur le débit 
Cette section montrait la performance dc contrde obtenue par le b I W X  et cieux autres 
contrôleurs pour des perturbations sur Ir dCbii. L;i section suivante montrc les r6sultats 
de simulation pour des perturbations sur les constantes cinCtiques k~ et k,. 
Perturbations sur les cinétiques de réaction 
La figure 5.13 montre les courbes de concentration de la lignine et du CIO2 j. la sortie 
du réacteur pour une simulation en boucle tèrmtk en présence de perturbations sur la 
constante cinétique ki. La commande et les perturbations sont présentées a la figure 
5.14. 
Comme dans le cas du débit. les variations des constantes cinétiques sont détectées dès 
leur application car selon le modèle ces variables affectent le réacteur sur toute sa 
longueur. Les variables de sortie ne montrent que de hiblrs dépassements lors du 
retour i la consigne. 
I 4 I I 1 I r I I 1 
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Figure 5.13 Sortie du réacteur pour des perturbations sur kl. 
variations de la perturbation et de  la commande 
temps 
Figure 5. L - l  Profils de commande et de perturbation sur kl. 
.i la vue des dçpassements observis sur ln courbe de la lignine i la figure 5.15. on 
remarque que les perturbations sont plus difticiles i rejeter lorsque la constantes 
cinétiques augmentent. Ce type de constatation aurait pu etre amener pour chacun des 
résultats de simulation présentés plus haut mais les risultats obtenus pour les 
perturbations sur les constantes cinétiques mettent plus clairement cc phénomène en 
ividence. 
Étant donné sa dépendance sur les constantes cinétiques. le gain du systemc augmente 
lorsque k, augmente ou lorsque ki diminue. Ceci a pour conséquence qu'en ces 
conditions. Ir gain du système est sous-estimé par les contrdeurs linkaires et la 
commande ainsi générée est trop forte. d'où les oscillations. 
Les raisonnements inverses permettent 
lignine est en plus forte concentration. 
d'expliquer les réponses plus lentes lorsque la 
Pour ce qui est du contdeur adaptatif. puisque le gain et le retard sont adaptés après 
quelques itérations. Ir comportement de la réponse en boucle krmée devrait présenter 
moins de variations car le pôle en boucle krmét: est tisC. Par contre. I'identitïcation de 
ces paramétres se fait avec une cenaine dynamique. ce qui expliquc les dépassements 
visibles sur la courbe du M W X  mais rapidement atténués. 
MWAC - - - -  
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Figure 5.13 Différentes approches de contrôle pour des perturbations sur W. 
La figure 5.16 montre les résultats de simulation pour les mêmes perturbations m i s  sur 
Ki cette fois. Pour cette simulation. il est clair que le contrôleur par matrice dynamique 
est incapable de rejeter les perturbations adéquatement. les dépassements sont en effet 
inacceptables même pour les perturbations de 10% de la constante cinétique. Ce 
résultat montre bien qu'en présence de variations importantes du gain. un contrôleur 
linéaire est incapable de contrôler le procédé avec les mêmes performances. Le 
contrôleur adaptatif par contre. par l'adaptation de ses paramétres arrive à rester stable 
et à conserver la performance désirée en boucle fermée. 
sortie 
1 .O5 
100 200 300 400 500 600 700 800 900 1000 1100 
temps 
Figure 5.16 Différentes approches de contrôle pour des perturbations sur kc. 
Cette section montrait la performance de contrôle obtenue par le MWAC et deux autres 
contrdrurs pour des changements de consigne et en présence de perturbations. La 
section suivante montre les rkwltats de simulation pour Ir cas oii deux sondes sont 
disponibles. 
5.2 Cas pour deux sondes 
Dans le cas où deux sondes sont présentes dans le réacteur. il  est possible d'obtenir les 
concentrations de CIO2 et de lignine bien avant la sortie et donc de prendre une action 
de contrôle avant que les perturbations n'aient cause de grandes déviations de la 
variable contrôlée. 
Cette section prisente les risultats de simulation du réacteur de blanchiment contrôlé 
par une technique appclie (( cornpensated briehtness ». par Ir i\.lWAC utilise d'abord 
dans la bo~icle interne d'une configuration en cascade et ensuite dons une configuration 
par anticipation. augmentGe d'une boucle de rétroaction. Ces techniques exigent la 
presencr d'une sonde prks de l'entrée du réacteur. soit en position s3 de la figure 5.1 
pour les approches par (( compensated brightness » et cascade et en position s l  pour 
I'approc he par anticipation. 
Les résultats de l'approche par anticipation sont d'abord présentis. suivis des rtisultats 
de la mdhode en cascade. Pour terminer. ces deux mCthodcs seront cornparties j. 
Ilapproche par {( cornpensaicd brightnrss » . 
5.2.1 Approche par anticipation 
Comme i l  a GtC mentionne plus haut l'approche par anticipation est possible si une 
sonde est placée avant l'entrée du réacteur. De plus. i l  est possible d'utiliser une forme 
adaptative de cette technique en modifiant légèrement Ic: modele de l'algorithme 
M W K .  La tigure 3.2 du chapitre 3 montrait un schéma de contrde par anticipation 
faisant intenenir une fonction de transfert représentant ie procédé G, et une autre 
représentant la perturbation Gd pour obtenir le terme d'anticipation GR de la commande. 
Dans le cas du réacteur de blanchiment. le procédé est la relation entre la concentration 
de lignine à la sortie et le CIOl à l'entrée tandis que la perturbation est la relation entre 
la concentration de lignine à l'entrée du réacteur et celle à la sortie. L'équation décriant 
la variable contrôlée peut s'écrire sous la fome: 
LIU l'indice cl r6ft:re i la. perturbaiion et l'indice p au procédC. 
Si l'on dçsirc que Ics paramètres Kd. Kp. rnd et mp soient adaptés. la loi de commande 
par anticipation avec rtitroaction où uff = -Gd/Gp devient: 
Les indiccs i.j.m et n riferent aux elernents des gammes de gain et de retard. 
L'rxprcssion de In partie ri.iroaction de la commande demeure inchmgCr. 
La figure 5.17 présente les résultats de simulation pour des perturbation sur la lignine. 
les memes que celles montrées à la figure 5.8. La concentration de lignine est notée 
y(t) ct la commande u(t). De plus. les axes sont diffirents des autres graphique de la 
concentration de lignine en sortie car les variations sont plus faibles. 
La commande montrée à la figure 5.1 7 est la somme de la commande résultant de 
l'anticipation. utl(t) et celle résultant de la rétroaction. um(t). Ces deux composantes de 
la commande sont montrées à la figure 5.18. Seul le résultat pour la lignine est montré 
car les autres cas Gtudiés jusquiici correspondent au cas où seul le MWXC est présent. 
Les courbes de la tigure 5-17 montrent qu'il est possible de réduire l'incidence de 
perturbations sur la lignine à l'entrée sur la concentration finale en utilisant 
l'information disponible à l'entrée du réacteur. Cette approche permet de s'affranchir du 
retard du système avant pour prendre une action correctrice et permet ainsi de réduire 
l'amplitude et la durée des variations de la mriable contrdée. 
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Figure 5-17 variables contrôlée et manipulées pour le contrôle par anticipation et 
par rétroaction. 
Si l'on considère Ir procide en dehors de ses spécifications lorsque Iri concentration de 
lignine est Çloignée de plus de 19'0 de la consigne. alors Ic réacteur contrôlé par le 
MWAC entre 100 et 1 100 minutes a la figure 5.7 est hors specification durant 3 18 
minutes. Le méme réacteur contrôlé avec une commande piu anticipation est hors 
spécification durant 249 minutes seulement. De plus. l'erreur intégrale correspondant 
a w  conditions hors des spécifications est de 23-35 lorsque le MWAC est utilisé mais de 
seulement 5.92 lorsque la commande par anticipation est ajoutée. Pour terminer. le 
principal avantage de la commande par anticipation est de diminuer l'amplitude des 
déviations mmimales de moitié. 
La variable contrdée montre parfois un comportement oscillatoire dû i Iû commande 
par rétroaction. Cette composante est tniitchis nCcçsînire pour rejeter !es autres 
perturbations sur Ir système pour lesquelles Iri composante par anticipation est nulle. 
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Figure 5.18 Composantes de Ir commande u(t):par anticipation (un) et par 
rétroaction ( u ~ )  
Cette section montrait les résultats de simulation de l'approche n e c  commande par 
anticipation pour le contrôle du réacteur de blanchiment lors de perturbations sur la 
lignine. II est apparu que cette technique permet de réduire de moitié l'amplitude des 
déviations de In variable contrôlée par comparaison avec les résultats obtenus dans la 
section précédente où seule une sonde à la sortie était disponible. La prochaine section 
montre les résultats de simulations pour l'approche en cascade. 
5.2.2 Approche en cascade 
Si une sonde est disposée près de l'entrée du réacteur. légèrement en aval. i l  est possible 
de tirer profit de la grande vitesse de la rgaction d u s  cette region et pour contrôler le 
réacteur avec une contiguration en cascade. 
La figure 3.3 du chapitre 3 montrait un arrangement en cascade de deux contrôleurs 
dans lequel la boucle externe. plus lente. fournissait la consigne h la boucle interne. plus 
rapide. La stratégie avait pour but de contrOlrr rapidement les perturbations aymt 
surtout lieu dans la boucle interne et de contrder par la boucle esteme les perturbations 
moins importantes arrivant plus tard dans le systéme. Les contrôleurs utilistis pour cette 
configuration sont un MWXC dans la boucle interne et un çonrrôleur de Dahlin dans la 
boucle externe. La raison pour laquelle le contr61,leur adaptatif est situt. dans la boucle 
interne est que la majoriti des variations du gain y sont présentes. Lü boucle interne 
titant située à ZOO6 de In longueur du rtkcteur. 86% de la réponse en rtigime permanent 
est dCveloppC ii ce point et le retard y est de 4 minutes. Ccttc confipurrition a donc 
comme avantage de réduire sensiblement le retard du systéme contrdC par la bouclt: 
interne tout en conservant 56% du gain. il est donc possible de r6gler plus 
agressivement le contrôleur. Par contre. la boucle externe opère sur un systkme dont le 
retard est de 14 minutes ri le gain de 15% du gain total du réacteur. La performance de 
cette boucle sera donc limitée. 
La tigure 5.19 montre les résultats de simulation du réacteur de blanchiment en 
présence de perturbations sur la lignine. On peut voir que la concentration de lignine 
subi des variations moins importantes que dans la configuration où une seule sonde est 
présente mais supérieures à celles observees pour l'approche par anticipation. Cette 
performance moyenne est en partie due à la boucle externe. lente. qui fixe la consigne 
de la boucle interne avec une certaine dynamique. La boucle interne. plus rapide réagit 
ensuite. 
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Figure 5.19 Profils de concentration à la sortie du réacteur. 
La tigire 5.20 montre la concentration de lignine à la sortie de la boucle interne. notée 
yi(t) avec la consigne fournie par la boucle externe en trait discontinu. La commande et 
le protil de perturbation sont ensuite montrés. On peut voir que la consigne donnée à 
yi(i) comporte le retard du procodti en entier alors que yi(t)  réagit après seulement 4 
minutes. 
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Figure 5.20 Profils des commandes et des perturbations. 
I l  apparaît que cette approche permet de réduire la variabilité de la variable contrôlCe 
pour des perturbations sur la  lignine. La figure 5 . 3  montre les rtisultats de simulation 
pour Ir cas de perturbations sur la constante cinétique ki. CI: type de perturbation 
pourrait en effet poser un problème supplémentaire puisque qu'elles ont lieu sur toute la 
longueur du réacteur en même temps. donc autant dans la boucle interne qu'externe par 
opposition aux perturbations sur la lignine qui ont lieu en un seul point du réacteur: I 
l'entrée. 
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Figure 5.21 Profils de concentration $ la sortie du réacteur. 
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La commande associie es t  montrée i la tigurc 5.22 ou l'on peut voir les diviations 
subites de yi(t)  lors des perturbations sur ki et la commande. notée u(t). rtiajustér avec 
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Figure 5.22 Profils de commande et  de perturbrtions 
De facon g2n2ralr. I i i  commande en cascade permet de diminuer l'importance des 
dsviations de la \.anable contrdée mais etant donné la lenteur du retour à la consigne à 
cause de In boiiclr rsterne dont on ne peut obtenir beaucoup de perfomances. l'erreur 
intégrale demeure klevér même en comparaison de l'approche avec une seule sonde. Si 
l'on considère encore que la consigne est atteinte lorsque le procédé en est à moins de 
1%. l'erreur intégrale pour des perturbations sur la lignine est de 28.65 alors qu'elle 
n'&ait que de 1 3 . 3  avec le contrdeur adaptatif avec une seule sonde. Des résultats 
similaires sont obtenus pour Ir rejet de perturbation. 
La tigure 5.23 montre Ies résultats de simulation des approches en cascade et par 
anticipation en plus d'une approche faisant intervenir deux contrôleurs PI en cascade. 
l'approche dite par « compensated brightness ». Les réglages des contrôleurs sont 
présentés au tableau 5.1. 
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Figure 5.23 différentes approches de contrôle utilisant deux sondes 
L'approche piir cinticipcition se rtivL;Ie In mieux adaptée pour la tache de rejet des 
pctrt~irbûtions sur Iri concentration de lignine malgr6 de ligéres oscillations. Ces 
oscillntions proviennent de la boucle de retroaction dont la commande est ajoutée 3 
celle de 1û boucle d'anticipation. La figure 5.23 montre le wsultat de simulation pour le 
mime réglage de contrdeur que dans la contiguration avec rétroaction et une seule 
sonde en sortie. Cette approche s'nvérernit particulikrcment ai-antûgeuse si Ir réglage 
du contrôleur en boucle fermée pouvait Ctre ralenti. c'est-à-dire si I r s  autres 
perturbations se rivèlent moins importantes que celles sur la lignine. 
Les approches en cascade et par << compensated brightnrss » sont incapables de réduire 
l'amplitude des variations en dessous d'une certaine limite qui est fixée par le retard 
dans la boude interne. L'amplitude des dkviations montrées pour I'approche par 
anticipation est due quant à elle aux différences entre le modèle et le procédé. 
Enf n. l'approche par « compensnted bri ghtness » montre facilement des oscillations 
dues elles aussi aux diffirencrs modklr-procédé. Ces oscillations pourraient facilement 
devenir instable pour des perturbations conjuguees sur les constantes çinktiques et la 
lignine par exemple. Pour iviter ces oscillntions. le.; cmtrfileuri dew-ient 2trc rÇglés 
moins agressivement. ce qui limiterait encore la pcrt'ormance de contrôle. 
Cr  chapitre a permis de montrer les performances du contrOleur adaptatif i modèles 
ponderés et de les comparer avec d'autres approches de contriilr connues. Les résultats 
de sirniilation ont et6 prt'sentés pour dit'Erentes approches de contrde du reûcteur de 
blanchiment pour des tâches d'atteinte de consigne et de rejet de penurb9t' r ion. 
Dans le cas ou une setile sondc etait utilisk. la pcrformancr de çontrdr Ctüit limite<: par 
le retard du procPdi. Les çmtr6ie~irs utilisCs rirri\nicnt tous 3 contr6lt.r Ic systcmr 
rapidement mais au pris d'un reglrige plus lent pour I<: contrdleur de Drililin et des 
oscillations stable pour le contrdeur par matrice dymmiquri. Le contrGlrur adaptatif 
modéles pondéres cimvait i çontrOler Ir s~stkrne rnt.rnr pour d'importantes perturbations 
sur les constnntes cinétiques. le débit et In lignine en permettant des d6passements 
Pour s'affranchir de la difficulté posée par Ir retard. l'utilisation d'une sonde à l'entrée 
du réacteur a Cté étudiée. L'emplacement de la sonde avant l'entrée du rgacteur a permis 
d'utiliser la commande par anticipation qui a donné les meilleurs résultats de contrôle 
pour le rejet de perturbation sur la lignine. Elle permettait de réduire l'amplitude et la 
durée des perturbations pour une erreur intkgnlr de près de 4 fois infkieure à celle 
obtenue par l'approche n'utilisant qu'une seule sonde. La commande en cascade a 
permis elle aussi de réduire l'amplitude des perturbations mais a 6tC incapable de 
diminuer efficacement le critère d'erreur intégrale. 
CHAPITRE 6: CONCLUSIONS ET RECOMMENDATIONS 
6.f Conclusions 
L'implantation d'une stratégie de contrôle sur un équipement d'usine tel un réacteur de 
blanchiment requiert logiquement les étapes de modélisation, de simulation et 
d'implantation des contrôleurs sur le modèle avant sa mise en service en usine. Ce 
travail, qui a consisté en la réalisation de ces trois étapes, avait comme objectifs 
d'implanter une stratégie de contrôle adaptatif sur un réacteur de blanchiment en 
utilisant le contrôleur adaptatif à modèles pondérés et de définir certaines règles pour 
aider au choix des paramètres particuliers au contrôleur à modèles pondérés (MWAC). 
L'opération de blanchiment est située entre I'étape de mise en pâte et la machine à 
papier. Elle vise à retirer de la pâte sa couleur brune causée par la lignine, par réaction 
de celle-ci avec un agent de blanchiment, le CIO*. La lignine varie de façon 
appréciable selon l'origine de la matière première et constitue la perturbation principale 
au système. Des perturbations sont aussi attendues sur le débit de pâte et sur les 
cinétiques de réaction entre la lignine et l'agent de blanchiment. La réaction entre la 
lignine et l'agent de blanchiment est principalement affectée par la température et par la 
composition de la pâte. Les perturbations sur le débit sont dues aux besoins de 
production des machines à papier et ont comme effet majeur d'augmenter le temps de 
réaction. 
Le modèle utilisé pour représenter le réacteur de blanchiment utilise les concepts de 
convection, de dispersion et de réaction chimique pour représenter I'écoulement de la 
pâte. Les principaux avantages du modèle sont qu'il est basé sur des phénomènes 
physiques auxquels on peut associer des paramètres et qu'il a des propriétés 
fréquentielles plus proches d'un vrai réacteur si on le compare à un modèle polynomial 
ou a un modèle de premier ordre avec retard. 
Le modèle doit de plus être simulé à l'aide de techniques telles les diffirences finies ou 
la collocation orthogonale. La première est peu rapide car elle exige la division du 
réacteur en de nombreuses sous-unités dans lesquelles les concentrations sont 
considérées constantes et auxquelles on associe deux équations diffirentielles 
ordinaires. La collocation orthogonale a aussi été utilisée. cette technique est une 
approximation fonctionnelle qui permet de réduire sensiblement la durée des 
simulations en transformant le système d'équations différentielles partielles en un 
système d'iquations difErentieiles ordinaires de dimension réduite. Par contre. sa mise 
e n  œuvre pose cenains probltmes dans un contexte dynamique et ses résultats doivent 
Ztre contre-vtkitiés. Les résultats tinaux ont tous ité obtenus par différences h i e s  en 
raison de la plus grande fiabilité di: la méthode. 
Le r k t r u r  de blanchiment a tté contrdi 6 l ' d e  du contrdeur adaptatif 3 modèles 
pondérés (M WAC). Dans le cas titudié ici. l'adaptation avait lieu sur le retard et le gain 
alors que la constante de temps demeurait inchangée. Les valeurs des candidats 
possibles pour le gain et le retard ont été dkterminées par simulation. d'abord pour en 
tixer les bornes puis pour en tiner le nombre. 
Le contrôleur adaptatif utilise l'inverse de la norme de l'erreur entre les différents 
modèles de premier ordre avec retard et le procédé pour assigner une pondération à 
chaque modèle. Cette nonne est affectée d'un facteur d'oubli pour domer plus 
d'importance aux données les plus récentes. De plus. Iû nonne de l'erreur peut Gtre 
portée à un exposant plus élevé pour accentuer plus rapidement les différences entre les 
pondérations accordées à chacun des modèles. Finalement- un seuil d'adaptation 
calculé d'après les valeurs des pondérations est calculé pour décider de l'adaptation. Le 
calcul de ce seuil pour les systèmes non linéaires comprend un paramètre facilitant 
l'adaptation en le ramenant vers sa valeur d'origine (maximale). 
L'intégrale de l'erreur au carré a été utilisée comme critère de performance pour la 
recherche de valeurs adéquates attribuées aux trois paramètres précédents. De cette 
analyse. i l  ressort que le Facteur d'oubli a une grande influence sur le retard identifié. 
Le seuil d'adaptation a. quant à lui. une influence sur les valeurs finales des 
pondérations: si l'adaptation s'effectue trop difticilernrnt. le modele retenu lors de la 
première adaptation ne pourra pas être modifié. 
Les valeurs retenues pour ces trois pa-am6tres sont de: quatre pour l'exposant de la 
norme de l'erreur. de 0.9 pour le Facteur d'oubli et de 0.74 pour le tàcteur Lieai, 
permettant d'augmenter Iri valeur du seuil d'adaptation. Ces paramètres sont demeurés 
inchangés lors de ce travail. 
Plusieurs approches ont i té  utilisées pour effectuer le contrdc du réacteur de 
blanchiment et. dans chacune d'elles. la variable manipulée etait Ir dioxyde de chlore à 
l'entrée. Les cas où une seule sonde &ait disponible en sortir du réacteur et où deux 
sondes etaient disponibles à l'entrée et h la sortie ont d é  étudiés. L'approche avec une 
seule sonde. comme toutes les approches entrée-sortie utilisCes pour fins de 
comparaisons. souffre #un manque de performmce causé par le retard du procédé qui 
empêche de rejeter rapidement les perturbations sur le système. La variable contrôlée 
est la lignine en sortie du réacteur ce qui fait que la perturbation principale requiert une 
période de retard complète avant d'être seulement détectée. 
Suivant l'hypothèse selon laquelle il n'y a qu'une seule sonde disponible située en sortie. 
deux autres techniques de contrôle ont été utilisées: le contr6leur de Dahiin et le 
contrôleur par matrice dynamique. Les résultats de simulations montrent que le 
contrôleur à modèles pondérés est plus efficace pour rejeter les perturbations de grandes 
amplitudes. De plus. il semble plus robuste face à des perturbations sur le débit et sur 
les constantes cidtiques. 
Pour le cas où deux sondes sont disponibles. Ir MWAC a été utilisé 6 l'intérieur de 
configurations en cascade et par anticipation. Ces deux approches ont comme 
principal avantage de réduire de beaucoup le temps requis pour le rejet de perturbation. 
ceci permet de réduire lFmplitude des deviations maximales. Ces approches ont e n h  
été comparées i une technique appelée (( compensated brightness )) qui consiste en un 
assemblage en cascade de deux contrôleurs Pl. La variable contrôlée est alors une 
variable hybride qui est une somme pondirée da deux variables de sortie: le CIOz et la 
lignine j. la sortie du réxteur. Les meilleurs résultats de rejet de perturbation de la 
lignine ont Cté obtenus en utilisant la commande par anticipation augment& d'une 
boiicle de r6troaction reliant l'entrée et la sortie du riacteur atln d'annuler l'erreur causée 
par J'nutres types de perturbations. Lés rEglagcs de ia boucle de rétroaction sont 
demeunis les mêmes que pour l'approche entrée-sortie. 
6.2 Recommandations 
Un modele plus complexe ainsi que le bruit de mesure et les contraintes de toute sorte 
sont des caractéristiques qui permettent de rendre la simulation d'un systkme plus près 
des conditions réelles d'utilisation et de minimiser les difticultés une fois rendu à 
I'irnplnntation. 
Dans ce travail. toutes les perturbations effectuées pour les simulations etaient de type 
diteministe. La suite logique du travail de simulation serait donc de passer à des 
perturbations plus réalistes c'est-à-dire de type stochastique pour mettre I'algorithme 
d'adaptation 3. l'épreuve et vCrifier l'effet de l'augmentation de l'exposant de la norme 
de l'erreur en présence de bruit. Cet ajout permettra aussi de vérifier le choix des 
élCments discrets des plages de gain et de retard. 
De plus. puisque Irs données sur la lignine ne sont disponibles qu'i des intervalles de 
plusieurs dizaines de minutes i cause du délais d'analyse. il serait bon d'observer l'effet 
de ce manque de données sur les performances de contrôle du système. Si les rissultats 
n'&aient pris satisfaisants. on pourrait alors envisager de considérer l'information 
disponible sur le pH. la température ou autre pour tenter de prédire les perturbations. 
Cela impliquerait de mieux connaître ou du moins d'utiliser plus d'information sur les 
phénomènes en cause dans la réaction de la lignine avec le CIO2. réaction qui constitue 
une zone d'ombre non négligeable dans les connaissmces du système. Pour l'instant. on 
ne peut qu'espérer l'apparition d'un test de lignine fiable et rapide pour augmenter In 
fréquence d'acquisition de cette donnée. 
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Annexe A 
Valeurs des critères d'erreur intégrale lors des simulitions visant ii choisir les 
paramètres du bIWAC 
Conditions de simulation 
1 p6le du contrôleur 0.965 1 
I 
temps de simulation 600 min 
Facteur d'oubli = 0.95 
' constante de temps 
piriocle cl'&liaiitilluluuge 
plage de gain 
plage de retard 
exposant de l'erreur 1 
9 min 
i min 
-0.006 -0.007 -0.008 -0.009 -0.0 I -0.0 I 1 -0.0 12 -0.0 13 
15,16,17 ...26 
Série 2 
facteur d'oubli = 0.9 
exposant de l'erreur 
Série 3 
facteur d'oubli = 0.85 
r exposant de l'erreur 1 

