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We study the two-dimensional t-J model on a square lattice using infinite projected entangled
pair states (iPEPS). At small doping, multiple orders, such as antiferromagnetic order, stripe order
and superconducting order, are intertwined or compete with each other. We demonstrate the role
of spin symmetry at small doing by either imposing SU(2) spin symmetry or its U(1) subgroup in
the iPEPS ansatz, thereby excluding or allowing spontaneous spin-symmetry breaking respectively
in the thermodynamic limit. From a detailed comparison of our simulations, we provide evidence
that stripe order is pinned by long-range antiferromagnetic order. We also find that SU(2) iPEPS,
which enforces a spin-singlet state, yields a uniform charge distribution and favors d-wave singlet
pairing.
Introduction. The discovery of high-temperature su-
perconductivity has triggered intense research on the
properties of the one-band t-J model on a square lattice,
which has been argued to capture essential low-energy
properties of cuprate materials [1]. Despite many an-
alytical and numerical works, full consensus regarding
the competing low-energy states with different charge,
spin and superconducting orders of the t-J model has not
yet been reached. One category includes so-called stripe
states, featuring spin-density waves and charge-density
waves [2–23], where some of these states also exhibit co-
existing d-wave superconducting order. Another poten-
tial candidate for the ground state of the hole-doped t-J
model is a superconducting state with uniform hole den-
sity [24–26]. Recently, Corboz et al. [23], using infinite
projected entangle pair states (iPEPS), demonstrated the
energetically extremely close competition of the uniform
state and the stripe state, even for the largest accessi-
ble numerical simulations. Similar work on the Hubbard
model also pointed towards a striped ground state [27–
33]. Nevertheless, the underlying physical mechanism
causing these intriguing ground-state properties remains
illusive, and refined work in this direction is clearly nec-
essary.
In this Rapid Communication, we focus on the so-
called λ5 stripe state, featuring spin and charge modula-
tions with a period of λ = 5 lattice spacings, which has
been previously shown to be energetically favorable near
hole doping δ ∼ 0.1 at J/t = 0.4 [23, referred to as W5
stripe therein]. We use iPEPS (i) to study the evolution
of λ5 stripe order from its optimal doping δ ∼ 0.1 into the
spin and charge uniform phase; and (ii) to provide insight
into the the relation between stripes and long-range an-
tiferromagnetic (AF) order in the thermodynamic limit.
In particular, we show that by implementing either
U(1) or SU(2) spin symmetry in the iPEPS ansatz, the
relevance of long-range AF order can be directly ex-
amined. Our analysis complements the finite-size scal-
ing often used in density matrix renormalization group
(DMRG) and Quantum Monte-Carlo (QMC) simula-
tions, thereby addresses the question of “the fate of the
magnetic correlations in the 2D limit“ raised in Ref. 34.
Moreover, we show that the SU(2) iPEPS ansatz which,
by construction, represents a spin singlet state, possesses
d-wave singlet pairing order. Such SU(2) iPEPS can
be interpreted as a generalized resonating valence bond
(RVB) state [35–39], and in this sense our finding of d-
wave pairing for the SU(2) iPEPS is reminiscent of An-
derson’s original RVB proposal [40–42].
Model and Methods. The t-J Hamiltonian is given by
Hˆ = −t
∑
〈ij〉σ
(
c˜†iσ c˜jσ+H.c.
)
+J
∑
〈ij〉
(Sˆi · Sˆj− 14 nˆinˆj), (1)
with the projected fermionic operators c˜iσ = cˆiσ(1 −
cˆ†iσ¯ cˆiσ¯), spin operators Sˆi, spin label σ ∈ {↑, ↓}, and 〈ij〉
indexing all nearest-neighbor sites on a square lattice.
We set t = 1 as the unit of energy and use J/t = 0.4,
throughout.
We use iPEPS to obtain an approximate ground state
for Eq. (1). The iPEPS ground state is a tensor net-
work state consisting of a unit cell of rank-5 tensors, i.e.,
tensors with 5 indices or legs, repeated periodically on
an infinite square lattice [23, 43–50]. Each rank-5 tensor
has one physical index and four virtual indices (bonds)
connecting to the four nearest-neighboring sites. The ac-
curacy of such a variational anstaz is guaranteed by the
area law, and can be systematically improved by increas-
ing the bond dimension D.
Using the QSpace tensor network library [51], we can
simply switch between exploiting either U(1) or SU(2)
spin symmetries for our iPEPS implementation [50]. This
allows us to use sufficiently large bond dimensions to ob-
tain accurate ground state wave functions. With SU(2)
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FIG. 1. U(1) and SU(2) iPEPS results for the t-J model at J/t = 0.4. (a) The energy per hole, eh, as a function of hole
doping δ for 5×2 and 2×2 unit cells. (b-d) Spin, hole and singlet pairing amplitude profiles at δ ∼ 0.1, 0.2 and 0.3, obtained
using U(1) iPEPS yielding striped states(upper left), and using SU(2) iPEPS yielding uniform states(5× 2: upper right, 2× 2
lower right). Detail: the arrow height is proportional to the local magnetic moment, the radius of each red dot to the onsite
hole density, and the bond thickness to the singlet pairing amplitude, with two colors indicating opposite signs.
iPEPS, we push the reduced bond dimension D∗ up to
8, where D∗ is the number of kept SU(2) multiplets per
virtual bond, which corresponds to a full bond dimension
of D ≈ 13 states. To optimize the iPEPS wavefunctions
via imaginary time evolution, we use full-update and fast
full-update methods [23, 45, 47, 52, 53]. The contraction
of the 2D infinite lattice is evaluated approximately by
the corner transfer matrix (CTM) method [23, 54–57],
which generates so-called environment tensors with an
environment bond dimension χ. For SU(2) iPEPS, the
environment bond dimensions used here are χ∗ = 144
(χ ≈ 300) for D∗ = 6 (D ≈ 11) or χ∗ = 128 (χ ≈ 270)
for D∗ = 8 (D ≈ 13). For U(1) iPEPS, the environment
bond dimensions are χ = 256 for D = 8 or χ = 200 for
D = 10.
Energetics. In Fig. 1(a), we show the energy per hole,
eh(δ) ≡ (es − e0)/δ, as a function of hole doping δ, ob-
tained from various iPEPS simulations (plots of es(δ) vs.
δ are shown in Ref. 58, Fig. S3). Here es is the average
ground state energy per site, and e0 = −0.467775 is the
numerically exact value for the AF phase at zero dop-
ing taken from Ref. 59. Using U(1) iPEPS on a 5 × 2
unit cell, we find that the onset of λ5 stripe order oc-
curs at δ ∼ 0.1, as previously reported [23]. Increasing
the bond dimension from D = 8 to D = 10 improves
the ground state energy consistently for every doping δ
considered here. On the other hand, using SU(2) iPEPS
(D∗ = 6), we obtain a spin-singlet state with no stripe
feature on a 5 × 2 unit cell. Moreover, the ground state
energy is almost independent of the shape of unit cells
(cf. 5×2 and 2×2 data). We further improve the ground
states using D∗ = 8 on the 2 × 2 unit cell. Overall, for
δ <∼ 0.2 in Fig. 1(a), we see that the U(1) λ5 stripe state
yields a substantially lower ground state energy than the
spin-singlet state, while the latter lies below the former
for δ >∼ 0.25. From a technical perspective, our calcu-
lations show that for the non-symmetry-breaking phase
favored at δ >∼ 0.25, SU(2) iPEPS benefits from the full
utilization of the spin-rotational symmetry, even though
U(1) iPEPS has a larger number of variational parame-
ters when D > D∗.
Next, we take a close look at each individual iPEPS for
three values of doping. The stripe states obtained using
U(1) iPEPS, shown in the upper left parts of Figs. 1(b-d),
exhibit modulation of charge and spin densities along the
y direction. At δ ∼ 0.1, we find hole doping to be maxi-
mal along the top row, implying a site-centered stripe, in
agreement with previous work [23]. Note that the spins
in the two rows on either sides of the top row (row 2
and 5) are ordered antiferromagnetically (implying a so-
called pi phase shift across the top row), thereby reducing
the energy of transverse hole hopping along the domain
wall [9, 10, 16]. At δ ∼ 0.2, we find hole doping to be
maximal between two rows (the 1st. and 2nd.), implying
a bond-centered stripe, as frequently observed in DMRG,
DMET and QMC calculations [9, 27]. Finally, at δ ∼ 0.3,
the hole densities are roughly equal across all sites, with
residual charge and spin modulation. Overall, the stripe
states we find here are in consensus with previous stud-
ies, which concluded that in the t-J model stripe forma-
tion is predominantly driven by the competition between
the kinetic energy and the exchange energy [2, 3, 8, 12].
However, the same mechanism can also induce the pair-
ing formation [11, 25, 26, 60]. Therefore, it is a priori
unclear that under what circumstances the system will
favor stripe order or pairing at small doping. To clarify
3this issue, we now turn to our SU(2) iPEPS results.
In contrast to the U(1) iPEPS results, switching on
spin-rotational symmetry on the 5 × 2 unit cell by us-
ing SU(2) iPEPS suppresses the AF order and, hence,
the spin modulation, as shown in the upper right parts
of Figs. 1(b-d). The resulting state no longer shows any
spin stripes and instead has the same structure as the
uniform state obtained on a 2 × 2 unit cell at similar
doping (see the lower right parts of Figs. 1(b-d)). In
addition, enforcing SU(2) symmetry also makes charge
modulations completely disappear as well. This observa-
tion suggests that in the t-J model charge density waves
(CDW) are strongly tied to spin stripes.
SU(2)
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FIG. 2. Averaged singlet pairing amplitude as a function
of doping using SU(2) iPEPS. The error bar shows the mean
absolute deviation of the pairing amplitudes among all bonds.
For the 5 × 2 unit cell, the error bars are smaller than the
symbols.
We have also examined d-wave superconducting or-
der by computing the singlet paring amplitude, 〈∆ij〉 =
1√
2
〈c˜i↑c˜j↓ − c˜i↓c˜j↑〉. For the U(1) iPEPS λ5 stripe states
in Fig. 1(b-d), we cannot directly identify a d-wave pair-
ing character, in contrast to Refs. [23, 27], which found
opposite signs for the amplitude of the bonds along the
x- and y-axis. However, a word of caution is necessary in
reading this result when the ground state spontaneously
breaks SU(2) spin symmetry, because even a trivial term,
such as 〈c˜i↑c˜j↓〉, could yield a non-zero contribution to
〈∆ij〉. For a more rigorous diagnosis, one should explic-
itly study the pair correlation function [34, 61–63], which
goes beyond the scope of this work. Hence, our results
do not exclude the possibility that stripes and d-wave
superconducting order could coexist.
On the other hand, the SU(2) iPEPS is a spin-singlet
state, by construction. It takes into account short-
range spin correlations but excludes long-range AF order,
which breaks spin-rotational symmetry in the thermody-
namic limit (see Supplementary Information for details).
This rules out the aforementioned ambiguity, and the
singlet pairing amplitude becomes a robust measure. As
shown in Figs. 1(b-d), a d-wave pattern appears on both
5 × 2 and 2 × 2 unit cells. Fig. 2 shows the averaged
singlet pairing amplitude, ∆ = 1N
∑
〈ij〉 f(rij) 〈∆ij〉 as a
function of doping, where N is the number of sites in the
unit cells, rij ≡ rj − ri, and f(r) is a d-wave form fac-
tor, which takes the values f(±yˆ) = −1 and f(±xˆ) = 1,
respectively. The error bar indicates the mean absolute
deviation of the pairing amplitudes among all bonds. In
the 2 × 2 case, the pronounced deviation is mostly at-
tributed to the difference in pairing amplitudes along the
x and y directions. A similar phenomenon has also been
observed in a recent large-scale DMRG calculation [34],
and an almost equal mixture between d-wave and s-wave
singlet paring amplitude has been suggested. Upon in-
creasing the bond dimension D∗ from 6 to 8, the d-wave
pairing order increases. This is different from the previ-
ous analysis of charge uniform states using U(1) iPEPS,
where pairing is suppressed with increasing D [23]. Fur-
thermore, the 5 × 2 case also shows a rather uniform
d-wave pattern. All in all, our SU(2) iPEPS results pro-
vide direct evidence that the doped t-J model exhibits
d-wave superconductivity in the thermodynamic limit.
Influence of stripes on antiferromagnetic order. In
the previous section we have shown that stripes can be
stabilized as ground states using the U(1) iPEPS at dop-
ing 0.1 <∼ δ <∼ 0.2 on a 5 × 2 unit cell. By contrast, the
SU(2) iPEPS shows no signature of any spatial modula-
tions of spin and charge density. This suggests that the
stripes and the AF order are intimately related. While
such a viewpoint has been discussed extensively both the-
oretically and experimentally since the discovery of the
so-called 18 anomaly [64–67], a direct understanding of
how AF order coexists with stripes is still lacking.
To address this, we have computed the staggered spin-
spin correlation functions for the ground state,
C(i) = (−1)
x+y
3
4 (1−δ)N
∑
j∈unit cell
〈
Sˆj+i · Sˆj
〉
, (2)
with i = (x, y). The prefactor normalizes the same-site
correlator to unity, C(0) = 1, given (1 − δ)N spins per
unit cell. This facilitates the comparison of different unit
cells and doping. In the following, we analyze C(i) along
the long (y) and short (x) directions of the unit cell.
First, we study the staggered spin-spin correlations on
a 5×2 unit cell at doping δ = 0.1, 0.2 and 0.3, using U(1)
iPEPS. In Fig. 3(a), we can clearly identify λ5 stripe
order at δ = 0.1 and 0.2, with staggered spin-spin cor-
relations oscillating around zero, reflecting the pattern
already seen in the left panels of Figs. 1(b,c). The stag-
gered magnetic order undergoes a phase shift of pi across
the length of the 5× 2 unit cell, resulting in a period of
λm = 10. At doping δ = 0.3, the correlations decay much
more rapidly, with weak residual oscillations remaining
at large distances. Given its higher variational energy
compared to its SU(2) counterpart, this reflects the nu-
merical inefficiency of using a broken-symmetry ansatz
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FIG. 3. Normalized staggered spin-spin correlation func-
tions, computed on a 5×2 unit cell along the long (y) direction
(left column) and the short (x) direction (right column), using
U(1) iPEPS (top row) and SU(2) iPEPS (lower two rows), on
linear and semilogarithmic scales, respectively. [Filled sym-
bols indicate the variational state (U(1) or SU(2)) having the
lower energy for a given δ.]
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FIG. 4. Comparison of normalized staggered spin-spin corre-
lation functions for δ ' 0.2 using U(1) iPEPS at D = 8 along
the long (y) direction and the short (x) direction on L × 2
unit cells for L = 2, 3, 4, 5 in (a-d), respectively. Inset of (b)
is a λ4 stripe state obtained from different initialization.
to simulate a spin singlet when many low-energy states
are nearly degenerate.
By contrast, Fig. 3(b) shows that the correlations along
the “short” direction decrease with doping, but remain
positive at large distances, indicating long-range AF or-
der, i.e., C(|i| → ∞) 6= 0, yet attenuated with increasing
δ. Therefore, Figs. 3(a,b) suggest that stripes along the
long direction go hand in hand with long-range AF order
along the short direction.
To further elucidate this point, we turn our attention
to the SU(2) iPEPS. Again, we have computed the stag-
gered spin-spin correlations on a 5 × 2 unit cell using
SU(2) iPEPS. In Figs. 3(c,d), the correlations along the
long and short directions are nearly identical and rapidly
decay to zero, showing no sign of either stripes or the
long-range AF order. Note that for SU(2) iPEPS, the
instability of a given state towards AF order can be de-
tected by the increase of correlation length when increas-
ing χ∗. (We illustrate this for the Heisenberg model in
Ref. [58] Sec. SI). However, this tendency is not observed
at δ = 0.1 (see Figs. 3(e,f)). In short, we conclude that
stripes only emerge in the presence of long-range AF or-
der.
To strengthen our previous statement, we further con-
sider L × 2 unit cells with L = 5, 4, 3, 2 at δ ∼ 0.2 using
U(1) iPEPS (D = 8). Those could host spin stripes of
periods λ = L, or an AF ordered state for L = 2. A pre-
vious iPEPS study has shown a very close competition
between a λ5 stripe state and an AF state with uniform
charge distribution (L = 2) at δ ∼ 0.1 [23]. As the
preferred stripe period decreases with increasing doping
[30], here we focus on stripe periods λ ≤ 5 at δ ∼ 0.2.
For a 2 × 2 unit cell [Fig. 4(a)], the spin-spin correla-
tions along both long and short directions quickly decay
to nearly zero, showing that AF order is weak at δ ∼ 0.2
if a charge-uniform state is assumed. The same charge-
uniform state is also favored for a 4×2 unit cell: we obtain
this by initializing the 4× 2 unit cell of a full-update op-
timization using two copies of the 2× 2 unit cell of panel
(a), which yields a slightly lower energy than a λ4 stripe
sate [inset of (b)] initialized from simple-update results.
By contrast, 3× 2 and 5× 2 unit cells show a clear stripe
feature along the long direction, together with non-zero
long-range AF order along the short one [Figs. 4(c,d)],
and slightly lower ground state energy than those of 2×2
and 4× 2. However, the bond dimension D used here is
not large enough to conclusively resolve the close compe-
tition between the different states. Overall, by plotting
the correlations along both short and long directions in
the same panel, we see that the amplitude of the stripe
modulation is the same as that of attenuated long-rage
AF correlations. This further confirms that the stripes
and the long-range AF order are indeed tied to each other
at finite doping.
Summary. We have studied the doped t-J model with
J/t = 0.4 using U(1) and SU(2) iPEPS. For doping
0.1 <∼ δ <∼ 0.2, λ5 striped charge and spin order with
U(1) symmetry is energetically favorable compared to a
spin-singlet state with SU(2) symmetry. By contrast,
for δ >∼ 0.25, the latter is favored. By studying the
spin-spin correlations, we find a close link between stripe
order and long-range AF order. At small doping, the
U(1) iPEPS shows that spin stripes emerge along one
spatial direction, while attenuated long-range AF order
5persists along the other spatial direction. Upon increas-
ing doping, the strength of stripe order decreases hand in
hand with long-range AF order. By contrast, the SU(2)
iPEPS, which does not break spin rotational symmetry,
excludes long-range AF order and, hence, stripe forma-
tion, but yields d-wave superconducting order at finite
doping. Our study demonstrates the utility and impor-
tance of being able to turn on and off the SU(2) spin-
rotational symmetry at will – it gives direct insights into
the interplay between regimes with spontaneously broken
symmetries and where SU(2) invariance remains intact.
Acknowledgments. The Deutsche Forschungsgemein-
schaft supported BB, JWL and JvD through the Ex-
cellence Cluster “Nanosystems Initiative Munich” and
the Excellence Strategy-EXC-2111-390814868, and AW
through WE4819/2-1. AW was also supported by DOE-
DESC0012704.
[1] F. C. Zhang and T. M. Rice, Phys. Rev. B 37, 3759
(1988).
[2] D. Poilblanc and T. M. Rice, Phys. Rev. B 39, 9749
(1989).
[3] J. Zaanen and O. Gunnarsson, Phys. Rev. B 40, 7391
(1989).
[4] K. Machida, Physica C: Superconductivity 158, 192
(1989).
[5] H. Schulz, Journal de Physique 50, 2833 (1989).
[6] V. J. Emery, S. A. Kivelson, and H. Q. Lin, Phys. Rev.
Lett. 64, 475 (1990).
[7] V. Emery and S. Kivelson, Physica C 209, 597 (1993).
[8] C. Nayak and F. Wilczek, Phys. Rev. Lett. 78, 2465
(1997).
[9] S. R. White and D. J. Scalapino, Phys. Rev. Lett. 80,
1272 (1998).
[10] S. R. White and D. J. Scalapino, Phys. Rev. Lett. 81,
3227 (1998).
[11] S. R. White and D. J. Scalapino, Phys. Rev. B 60, R753
(1999).
[12] S. R. White and D. J. Scalapino, Physical Review B 61,
6320 (2000).
[13] H. Eskes, O. Y. Osman, R. Grimberg, W. van Saarloos,
and J. Zaanen, Phys. Rev. B 58, 6963 (1998).
[14] L. P. Pryadko, S. A. Kivelson, V. J. Emery, Y. B. Bazaliy,
and E. A. Demler, Phys. Rev. B 60, 7541 (1999).
[15] S. R. White and D. J. Scalapino, Phys. Rev. B 61, 6320
(2000).
[16] A. L. Chernyshev, S. R. White, and A. H. Castro Neto,
Phys. Rev. B 65, 214527 (2002).
[17] A. Himeda, T. Kato, and M. Ogata, Phys. Rev. Lett.
88, 117001 (2002).
[18] C.-P. Chou, N. Fukushima, and T. K. Lee, Phys. Rev.
B 78, 134530 (2008).
[19] K.-Y. Yang, W. Q. Chen, T. M. Rice, M. Sigrist, and
F.-C. Zhang, New Journal of Physics 11, 055053 (2009).
[20] P. Corboz, S. R. White, G. Vidal, and M. Troyer, Phys.
Rev. B 84, 041108 (2011).
[21] S. Sorella, G. B. Martins, F. Becca, C. Gazza, L. Capri-
otti, A. Parola, and E. Dagotto, Phys. Rev. Lett. 88,
117002 (2002).
[22] W.-J. Hu, F. Becca, and S. Sorella, Phys. Rev. B 85,
081110 (2012).
[23] P. Corboz, T. M. Rice, and M. Troyer, Phys. Rev. Lett.
113, 046402 (2014).
[24] C. S. Hellberg and E. Manousakis, Phys. Rev. Lett. 83,
132 (1999).
[25] M. Raczkowski, M. Capello, D. Poilblanc, R. Fre´sard,
and A. M. Oles´, Phys. Rev. B 76, 140505 (2007).
[26] C.-P. Chou, N. Fukushima, and T. K. Lee, Phys. Rev.
B 78, 134530 (2008).
[27] B.-X. Zheng, C.-M. Chung, P. Corboz, G. Ehlers, M.-P.
Qin, R. M. Noack, H. Shi, S. R. White, S. Zhang, and
G. K.-L. Chan, Science 358, 1155 (2017).
[28] E. W. Huang, C. B. Mendl, H.-C. Jiang, B. Moritz, and
T. P. Devereaux, npj Quantum Materials 3, 22 (2018).
[29] K. Ido, T. Ohgoe, and M. Imada, Phys. Rev. B 97,
045138 (2018).
[30] A. S. Darmawan, Y. Nomura, Y. Yamaji, and M. Imada,
Phys. Rev. B 98, 205132 (2018).
[31] H.-C. Jiang and T. P. Devereaux, Science 365, 1424
(2019).
[32] B. Ponsioen, S. S. Chung, and P. Corboz,
arXiv:1907.01909 .
[33] M. Qin, C.-M. Chung, H. Shi, E. Vitali, C. Hu-
big, U. Schollwck, S. R. White, and S. Zhang,
arXiv:1910.08931 [cond-mat.str-el] (2019).
[34] H.-C. Jiang, Z.-Y. Weng, and S. A. Kivelson, Phys. Rev.
B 98, 140505 (2018).
[35] L. Wang, D. Poilblanc, Z.-C. Gu, X.-G. Wen, and F. Ver-
straete, Phys. Rev. Lett. 111, 037202 (2013).
[36] D. Poilblanc and M. Mambrini, Phys. Rev. B 96, 014414
(2017).
[37] D. Poilblanc, N. Schuch, D. Pe´rez-Garc´ıa, and J. I. Cirac,
Phys. Rev. B 86, 014404 (2012).
[38] J.-Y. Chen and D. Poilblanc, Phys. Rev. B 97, 161107
(2018).
[39] D. Poilblanc, P. Corboz, N. Schuch, and J. I. Cirac,
Phys. Rev. B 89, 241106 (2014).
[40] P. W. Anderson, G. Baskaran, Z. Zou, and T. Hsu, Phys.
Rev. Lett. 58, 2790 (1987).
[41] G. Kotliar, Phys. Rev. B 37, 3664 (1988).
[42] P. W. Anderson, Science 316, 1705 (2007).
[43] F. Verstraete and J. I. Cirac, eprint arXiv:cond-
mat/0407066 (2004), arXiv:cond-mat/0407066.
[44] F. Verstraete, M. M. Wolf, D. Perez-Garcia, and J. I.
Cirac, Phys. Rev. Lett. 96, 220601 (2006).
[45] J. Jordan, R. Oru´s, G. Vidal, F. Verstraete, and J. I.
Cirac, Phys. Rev. Lett. 101, 250602 (2008).
[46] C. V. Kraus, N. Schuch, F. Verstraete, and J. I. Cirac,
Phys. Rev. A 81, 052338 (2010).
[47] P. Corboz, R. Oru´s, B. Bauer, and G. Vidal, Phys. Rev.
B 81, 165104 (2010).
[48] B. Bauer, P. Corboz, R. Oru´s, and M. Troyer, Phys.
Rev. B 83, 125106 (2011).
[49] C. Hubig, SciPost Phys. 5, 47 (2018).
[50] B. Bruognolo, J.-W. Li, J. von Delft, and A. Weichsel-
baum, to be published (2019).
[51] A. Weichselbaum, Ann. Phys. 327, 2972 (2012).
[52] Z. Y. Xie, H. C. Jiang, Q. N. Chen, Z. Y. Weng, and
T. Xiang, Phys. Rev. Lett. 103, 160601 (2009).
6[53] H. N. Phien, J. A. Bengua, H. D. Tuan, P. Corboz, and
R. Oru´s, Phys. Rev. B 92, 035142 (2015).
[54] R. J. Baxter, Journal of Statistical Physics 19, 461
(1978).
[55] T. Nishino, K. Okunishi, and M. Kikuchi, Phys. Lett. A
213, 69 (1996).
[56] T. Nishino and K. Okunishi, Journal of the Physical So-
ciety of Japan 65, 891 (1996).
[57] R. Oru´s and G. Vidal, Phys. Rev. B 80, 094403 (2009).
[58] See Supplemental Material.
[59] A. W. Sandvik, Phys. Rev. B 56, 11678 (1997).
[60] S. R. White and D. J. Scalapino, arXiv:cond-
mat/0006071 [cond-mat.supr-con] (2000).
[61] E. Dagotto, A. Moreo, F. Ortolani, D. Poilblanc, and
J. Riera, Phys. Rev. B 45, 10741 (1992).
[62] E. Dagotto, J. Riera, Y. C. Chen, A. Moreo,
A. Nazarenko, F. Alcaraz, and F. Ortolani, Phys. Rev.
B 49, 3548 (1994).
[63] C. Cheng, R. Mondaini, and M. Rigol, Phys. Rev. B 98,
121112 (2018).
[64] J. M. Tranquada, B. J. Sternlieb, J. D. Axe, Y. Naka-
mura, and S. Uchida, Nature 375, 561 (1995).
[65] S. A. Kivelson, I. P. Bindloss, E. Fradkin, V. Oganesyan,
J. M. Tranquada, A. Kapitulnik, and C. Howald, Rev.
Mod. Phys. 75, 1201 (2003).
[66] M. Vojta, Advances in Physics 58, 699 (2009).
[67] N. J. Robinson, P. D. Johnson, T. M. Rice, and A. M.
Tsvelik, arXiv:1906.09005 .
Supplementary Material – iPEPS study of spin symmetry in the doped t-J model
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In this Supplementary Material, we include discussions
of the 2D Heisenberg model, phase separation, and addi-
tional details of our simulations.
Correlations of the 2D Heisenberg model
In the main text, we point out the difference between
U(1) iPEPS and SU(2) iPEPS in the doped t-J model.
Here, we further illustrate that for δ = 0. It is known
that, at zero doping, the t-J model reduces to the an-
tiferromagnetic Heisenberg model, and the ground state
exhibits spontaneous symmetry breaking. At this criti-
cal point, we show that the U(1) iPEPS has finite AF
magnetization, and hence rigid long-range order. In con-
trast, the SU(2) iPEPS can not have long-range order in a
given ground state, even though the paramagnetic phase
is unstable and the criticality can be inferred by the slow
decay of the staggered spin-spin correlation function.
In Tabel I we summarize our results for the 2D AF
Heisenberg model obtained from U(1)-symmetric and the
SU(2)-symmetric iPEPS calculations, using J = 1 as unit
of energy. Our U(1) iPEPS variational energy per site,
e0 = −0.6693, agrees well with the best estimate from
QMC [59], namely −0.6694. The SU(2) simulations, by
construction, represent a symmetrized state and hence
cannot gain energy from spontaneously symmetry break-
ing. Therefore they yield a slightly higher energy, con-
sistent with previous works [36, 49].
Next, we study how symmetry affects the real-space
spin-spin correlations. Fig. 5(a) shows the staggered
TABLE I. Comparison of the ground state energy per site
e0, and the square of the local magnetization m
2
stag, for the
2D Heisenberg model between U(1) and SU(2) iPEPS results.
We report values obtained at the largest possible CTM envi-
ronment in the measurement, for U(1) D = 4 and 8, χ = 512
and, for SU(2) D∗ = 4, χ∗ = 128.
e0 m
2
stag
U(1)D=4 −0.6686 0.1271
U(1)D=8 −0.6693 0.1141
SU(2)D∗=4 (D=12) −0.6686 —
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FIG. 5. (a) Staggered spin-spin correlation functions (b)
The inverse of correlation length 1/ξR extracted from the
asymptotic large-distance behaviors C(r) ∼ C0e−r/ξRvs χ∗
for SU(2) iPEPS (c) C0 vs 1/χ
∗ for SU(2) iPEPS
spin-spin correlations for both U(1) and SU(2) symme-
try, for several values of χ, on a semilogarithmic scale.
For the U(1) iPEPS, the correlations quickly saturate
to a nonzero value with increasing distance, resulting
in a finite magnetization lim
r→∞C(r) = m
2
stag, and re-
main almost the same upon increasing χ from 64 to
512. This suggests that these CTM simulations are al-
ready well converged with respect to χ for the given finite
value of D. The subleading spin-spin correlations on top
of this AF background can be extracted by computing
δCij = 〈Sˆi · Sˆj〉 − 〈Sˆi〉 · 〈Sˆj〉 (not shown), which decay
exponentially with r ≥ 5 lattice spacings.
For the case of SU(2) iPEPS, on the other hand, it
holds by construction that 〈Sˆj〉 = 0. Therefore, C(r)
itself decays exponentially at sufficiently large distance
r. In either case, δC for U(1) or C for SU(2) here, this
implies finite gaps induced by the finite bond dimensions
D and the finite environment dimensions χ. However,
for the case of SU(2), the slope of the exponential decay
has a strong dependence on χ. The correlation length
increases with increasing χ, and no sign of saturation is
found up to χ∗ = 128 (χ ≈ 500), as expected for a critical
state with no gap (see Fig. 5(b,c)).
Recently, it has also been pointed out that SU(2)
2A
A
B
B
 
u
l
d
r
FIG. 6. A pictorial representation of an iPEPS on a 2 × 2
lattice with an ABBA tiling pattern. σ, l, u, d, r represents
the physical index and four virtual indices at left, up, down
and right directions, respectively.
iPEPS is capable of capturing the critical phase in
the study of the J1-J2 Heisenberg model [36]. How-
ever, we notice a subtle difference regarding the issue of
symmetry-breaking between our simulations and theirs.
In their SU(2) iPEPS simulations for D∗ = 4, the CTM
approximation at finite χ induces symmetry breaking,
and the resulting spurious staggered magnetization only
vanishes when χ → ∞. In contrast, no such observa-
tion of symmetry-breaking appears in our SU(2) iPEPS
calculations. We suspect the difference comes from the
different setup of the PEPS ansatz. In Ref. 36, a single-
site PEPS with C4v rotational symmetry is assumed, and
the virtual multiplets occuring in the ansatz are manually
preselected. For D∗ = 4, they are fixed to {0, ( 12 )3} (here
the superscript specifies the multiplicity, i.e., the num-
ber of multiplets in a given symmetry sector, resulting in
D = 1 + 3 · 2 = 7 states total).
Instead, we use a 2 × 2 unit cell with 4 independent
tensors, and we allow the quantum numbers at virtual
legs to fluctuate during optimization. In our setup, the
converged 2 × 2 PEPS shows an ABBA tiling pattern
(see Fig. 6). The variationally selected virtual space for
D∗ = 4 leads to the multiplets {0, 12, 2} (i.e., D = 1 + 2 ·
3 + 5 = 12) for three virtual legs, and {( 12 )2, ( 32 )2} (i.e.,
D = 2 · 2 + 2 · 4 = 12) for the fourth one. This seems
to break the translational and rotational symmetry for a
single site. However, all bonds have the same total bond
dimension of D = 12 states. (Note that, if the local state
space has half-integer spin, it is not possible to have all-
integer or all half-integer spins on all virtual bonds. Of
course, the iPEPS tensors could be symmetrized to have
a linear combination of integer and half-integer spins on
each of the virtual bonds. But a priori, having the above
configuration with half-integer spins on only one virtual
leg in the SU(2) iPEPS does not necessarily imply that
the state is physically anisotropic.)
In short, we have addressed the key difference be-
tween U(1) and SU(2) iPEPS for the 2D AF Heisenberg
model. U(1) iPEPS (D = 8) exhibits long-range AF or-
der, breaking spin rotational symmetry, and the quantum
fluctuations are short-ranged. In contrast, SU(2) iPEPS
(D∗ = 4) is critical: at any finite χ, there is no long-
range AF order, but the AF spin fluctuations are strong
and slowly decaying. Taking χ→∞, we find a diverging
correlation length ξR, as expected for quantum criticality.
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FIG. 7. (a,b) Energy per site, es, as a function of hole doping
δ for U(1) and SU(2) iPEPS. (c,d) Same data, but subtracting
the linear slope by adding f(δ) = 0.63 δ+ 0.25 to improve the
visibility of the curvature.
Comments on phase separation
The energy per hole eh(δ) has often been used to detect
the stability of a given phase at small doping relative to
the AF phase at the zero doping. [6, 15, 22, 23]. It has
been argued that if eh(δ) = (es(δ)−e0)/δ has a minimum
at δc, the region δ <∼ δc is unstable, with a tendency
towards phase separation.
Here we point out that this argument is only valid
at the dilute limit, i.e, δ  1. For a system to phase
separate, the energy per site, es, must have a negative
curvature, e′′s (δ) < 0, or, equivalently, e
′′
s = (δ · eh +
e0)
′′ = 2e′h + δe
′′
h < 0. Now, for sufficient small doping
and assuming that e′′h is bounded, the second term δe
′′
h
becomes negligible, so that e′′s ≈ 2e′h. In this case, phase
separation (e′′s < 0) implies e
′
h < 0, so that a minimum in
eh at δc (i.e., a sign change in e
′
h from > 0 to < 0 indeed
implies phase separation. However, this is no longer the
case if δ becomes sizable. Indeed, consider Fig. 7, where
we have replotted the data for eh(δ) vs. δ from Fig. 1(a)
of the main text, but now showing es(δ) vs. δ. In the
simulated doping range, we find e′′s ≥ 0, i.e., no indication
of phase separation, even though the SU(2) results for eh
shows a clear minimum near δ ∼ 0.2.
Further symmetry and filling related technicalities
In this section, we document the details of our iPEPS
simulations for the doped t-J model with J/t = 0.4. In
our setup, the total particle number is not conserved, and
Z2 parity symmetry is used in the charge sector. The
average number of holes is controlled by the chemical
potential µ. In order to ensure that at µ = 0 the system
half-filled, we add an additional term, 2t
2
J
∑
i(nˆi − 12 ),
to the t-J model [61]. This term is similar to the one
3used in the Hubbard model, U2
∑
i(nˆi − 12 ), to make the
Coulomb interaction particle-hole symmetric. The spin
sector, as discussed in the main text, has either U(1) or
SU(2) symmetry.
Further figures
For reference, Tables II-III depict detailed numerical values for the iPEPS states shown in Fig. 1(b-d), and several
related states.
TABLE II. U(1) iPEPS with D = 8 and D = 10 at doping δ ∼ 0.1, 0.2 and 0.3. The left (right) column of numbers give hole
densities (local moments), averaged (in terms of absolute value) over the two sites in a row.
δ D = 8 D = 10
0.1
0.172
0.132
0.049
0.034
0.094
0.049
0.195
0.309
0.323
0.262
Ekin=-0.134 Epot=-0.173
0.158
0.147
0.074
0.045
0.087
0.090
0.131
0.271
0.304
0.258
0.2
0.255
0.251
0.180
0.127
0.187
0.069
0.081
0.226
0.296
0.213
0.260
0.252
0.172
0.123
0.193
0.058
0.087
0.222
0.285
0.200
0.3
0.333
0.334
0.264
0.316
0.262
0.083
0.079
0.204
0.034
0.212
0.345
0.347
0.295
0.344
0.298
0.076
0.073
0.155
0.073
0.148
4TABLE III. SU(2) iPEPS with D∗ = 6 and D∗ = 8 at doping δ ∼ 0.1, 0.2 and 0.3. The left column of numbers gives hole
densities averaged over the two sites in a row. The number on each bond is the singlet pairing amplitude.
δ D∗ = 6 D∗ = 6 D∗ = 8
0.1
0.094
0.095
0.094
0.094
0.094
1.2×10-4
4.8×10-5
7.1×10-5
4.8×10-5
8.9×10-5
1.2×10-4
7.5×10-5
1.6×10-5
1.1×10-4
1.5×10-4
-1.2×10-4-1.2×10-4
-1.9×10-4
-1.4×10-4
-1.2×10-4
-9.5×10-5
-1.7×10-4
-1.5×10-5
-7.2×10-5
-9.2×10-5
0.115
0.115
1.0×10-3 2.1×10-3
2.4×10-3 0.7×10-3
-1.2×10-3 -0.1×10-3
-0.3×10-3 -1.5×10-3
0.2
0.199
0.199
0.199
0.199
0.199
2.6×10-3
2.6×10-3
2.5×10-3
2.7×10-3
2.6×10-3
2.6×10-3
2.5×10-3
2.6×10-3
2.5×10-3
2.6×10-3
-2.6×10-3-2.6×10-3
-2.6×10-3
-2.6×10-3
-2.5×10-3
-2.6×10-3
-2.6×10-3
-2.5×10-3
-2.6×10-3
-2.5×10-3
0.212
0.212
3.6×10-3
6.8×10-3
6.9×10-3
3.8×10-3
-1.8×10-3 -1.1×10-3
-1.2×10-3 -1.9×10-3
0.205
0.205
-3.7×10-3
-5.2×10-3
-5.2×10-3
-3.8×10-3
2.9×10-3 2.5×10-3
2.5×10-3 2.9×10-3
0.3
0.299
0.299
0.299
0.299
0.299
4.8×10-3
5.0×10-3
4.6×10-3
5.0×10-3
4.8×10-3
4.9×10-3
4.7×10-3
5.0×10-3
4.7×10-3
4.9×10-3
-4.8×10-3-4.8×10-3
-4.7×10-3
-4.9×10-3
-4.6×10-3
-4.9×10-3
-4.9×10-3
-4.6×10-3
-4.9×10-3
-4.7×10-3
0.296
0.296
1.6×10-3 2.3×10-3
2.5×10-3 1.4×10-3
-4.2×10-3 -4.2×10-3
-3.9×10-3 -3.9×10-3
0.302
0.303
-4.1×10-3 -4.2×10-3
-4.4×10-3 -3.7×10-3
5.3×10-3 4.4×10-3
4.5×10-3 4.8×10-3
