abstract. Given a domain Ω of R m+1 and a k-dimensional non-degenerate minimal submanifold K of ∂Ω with 1 ≤ k ≤ m − 1, we prove the existence of a family of embedded constant mean curvature hypersurfaces which as their mean curvature tends to infinity concentrate along K and intersecting ∂Ω perpendicularly.
Introduction
Let Ω be an open bounded subset of R m+1 , m ≥ 2, with smooth boundary ∂Ω. Recall that the partitioning problem in Ω consists on finding, for a given 0 < v < meas (Ω), a critical point of the perimeter functional P( · , Ω ) in the class of sets in Ω that enclose a volume v. Here P( E , Ω ) denotes the perimeter of E relative to Ω.
It is clear that whenever such a surface exits will meet ∂Ω orthogonally and will have a constant mean curvature, see Section 2.3.1. In the light of standard results in geometric measure theory, minimizers do exist for any given volume and may have various topologies (see the survey by A.Ros [17] ). Actually, up to now the complete description of minimizers have been achieved only in some special cases, one can see for example [1] , [16] , [19] and [21] . However, the study of existence, geometric and topological properties of stationary surfaces (not necessarily minimizers) is far from being complete. Let us mention that Grüter-Jost [4] , have proved the existence of minimal discs into convex bodies; while Jost in [6] proved the existence of embedded minimal surfaces of higher genus. In the particular case of the free boundary Plateau problem, some rather global existence results were obtained by M. Struwe in [22] , [23] and [24] . In [2] , the first author proved the existence of surfaces similar to half spheres surrounding a small volume near nondegenerate critical points of the mean curvature of ∂Ω. Here we are interested in the existence of families of stationary sets E ε for the perimeter functional relative to Ω having small volume meas E ε proportional to ε. Our result generalizes to higher dimensional sets the one obtained by the first author in [2] . Before stating it some preliminaries are needed. We denote by V the interior normal vector field along ∂Ω. For a given smooth set E ⊂ Ω with finite perimeter, let Σ := ∂E ∩Ω satisfy ∂Σ ⊂ ∂Ω and denote by N its exterior normal vector field. For a smooth vector field X in R m , the flow of diffeomorphism {F t } t∈(0,t * ) of X in Ω induces a variation {E t = F t (E)} t of E. Set A(t) = P(E t , Ω); V (t) = meas(E t ) and
It is well known that by the first variation of the perimeter and volume functional, one has (1.1)
where H Σ is the mean curvature of Σ, N its exterior normal vector field andN the exterior normal to ∂Σ in Σ. A variation is called normal if ζ = ω N for a smooth function ω, admissible if both F t (intΣ) ⊂ Ω and F t (∂Σ) ⊂ ∂Ω and volume-preserving if V (t) = V (0) for every t.
Since for any smooth ω satisfying Σ ω dA = 0 there exits a volume-preserving admissible normal variation of E with ζ = ω N , then E is stationary for the perimeter functional (A ′ (0) = 0) for any volume-preserving admissible normal variation of E, if and only if mH Σ ≡ const. in Σ andN (σ) ⊥ T σ ∂Ω for every σ ∈ ∂Σ.
Up to a change of variable, we can reformulate our question to the following free boundary problem: for a given real number H, find a hypersurface Σ ⊂ Ω ε satisfying the following conditions (1.3)
where Ω ε := ε −1 Ω and V ε the interior normal vector field on ∂Ω ε . If K is a k-dimensional smooth submanifold of ∂Ω, we let n := m − k and define K ε := ε −1 K. Consider the "half"-geodesic tube contained in Ω ε around K ε of radius 1 S ε (K ε ) := {q ∈Ω ε : d(q, K ε ) = 1}, with d(q, K ε ) := |dist ∂Ωε (q, K ε )| 2 + |q −q| 2 whereq is the projection of q on ∂Ω ε and dist ∂Ωε (q, K ε ) = inf length(γ) : γ ∈ C 1 ([0, 1]) is a geodesic in ∂Ω ε ; γ(0) ∈ K ε ; γ(1) =q .
By the smoothness of ∂Ω and K, the tube is a smooth, possibly immersed, hypersurface provided ε is sufficiently small. This tube by construction meets ∂Ω ε perpendicularly. Furthermore the mean curvature of this tube satisfies (see also § 3.0.5)
as ε tends to zero and hence it is plausible under some rather mild assumptions on K that we might be able to perturb this tube to satisfy (1.3) with mH ≡ n. It turns out that this is not known to be possible for every (small) ε > 0 but we prove the following theorem : • We emphasize that our argument provides also a stationary area separating of R m+1 \Ω when considering the lower hemisphere parameterized by the stereographic projection from the north pole over the unit ball see Section 3.
• Notice that the surfaces we obtained might have interesting topology. In fact as far as ε tends to zero, our solutions concentrate along K hence inherit its topological structure. Furthermore we cite that some existence result of various minimal immersions were obtained in [9] and [20] . We believe that the minimality condition on K should also be necessary to obtain a result in spirit of Theorem 1.1 see the last paragraph of [15] To prove the theorem, following [10] , [15] and [25] , we parametrize all surfaces nearbyS ε (K ε ) having boundaries in ∂Ω ε by two parametric functions Φ : K → R n and w :
: |x| = 1 and
This yields a perturbed tube S ε (w, Φ). A standard computations show that the mean curvature H(w, Φ) of S ε (w, Φ) is constant, with the right boundary conditions, is equivalent to solve a system of nonlinear partial differential equations where the principal part is the Jacobi operator about a hypersurface close toS ε (K ε ). The solvability is based on the invertibility of this linear operator depending on ε (small parameter). As we will see later, it turns out that this is possible only for some values of ε tending to zero. Once we have the invertibility our problem becomes readily a fixed point problem that we can solve provided our approximate solution is accurate enough. Our method here is similar in spirit to the one in [10] . It goes back to MalchiodiMontenegro in [13] (see also [11] , [12] and [14] , for related issues).
To begin the procedure, we construct first an approximate solution in the following way: let (
The nearby surfaces ofS ε (K ε ) are parameterized (locally) by
where F ε is defined in (2.12) is "an almost isometry" parameterizing a neighborhood of K ε in Ω ε , B n 1 is the unit ball centered at the origin and Θ is the stereographic projection from the south pole. Call the image of this map S ε (w, Φ), so in particular
Notice that since Θ n+1 ∂B n 1 = 0, it follows that all these surfaces close to S ε (K ε ) parameterized in this way have boundaries on ∂Ω ε .
Using standard arguments, we compute the mean curvature of S ε (w, Φ), in § 3.0.5. The linearized mean curvature operator aboutS ε (K ε ) splits into some linear operators on w and Φ, given by
where J is the Jacobi operator about K in the supporting surface ∂Ω, see § 2.2;
and L 1 , L(w, Φ) are second order differential operators, see § 2.5, here h (resp. Γ) is the second fundamental form of ∂Ω (resp. K) and h : Γ = h ab Γ ab , where summation over repeated indices is understood. The quadratic part of the mean curvature is given by
Finally the boundary condition reads
where η = −E n+1 is the normal vector field of ∂S n + in S n + . The method adopted requires to find an approximate solution as accurate as possible. For that, letting r ≥ 1 be an integer and settinĝ
we solve
This leads to an iterative scheme. The term of order O(ε) appearing in the expansion of the mean curvature ( § 3.0.5) depend linearly on the tangential curvature of K which is in the kernel of ∆ S n + + n and normal curvature K which is perpendicular to this operator. Consequently by Fredholm theorem, we can kill these terms by w (1) provided K is minimal. Now to annihilate the higher order terms with suitable couples (
we project on the kernel ∆ S n + + n, there appears only J (the Jacobi operator about K) acting on Φ (d−1) because when we project, the term J 1 Φ (d−1) disappear by oddness. Moreover neither the nonlinear terms appearing in the expansion of H(w, Φ) nor the perpendicularity condition will influence the iteration as well. Therefore nondegenerency of K is sufficient for this procedure at each step of the iterative scheme. In this way for any integer r ≥ 1 we will be able to have (1.6) yielding good approximate solutions. We notice that it is more convenient to use the operator ∆ S n + + n+ J,Θ to accomplish this task because it is invertible in L 2 (S n + × K). Unfortunately one cannot use it for full solvability of the problem because w may not gain regularity. We refer to Section 4 for more details. The final step (see § 5) is more delicate and consists of the invertibility of the Jacobi operator about S ε (ŵ (r) ,Φ (r) ) which we call L ε,r . Let us mention that at this level all terms in the expansion depend on r except the model operator −L ε w − ε J Φ,Θ . At first glance one sees that the operator L ε,r is not so close to the model one in the usual Sobolev norms because of the competition between the operators J Φ,Θ and L 1 r . This is due to fact that if one consider a tube of radius ε in a manifold M with boundary sitting on the boundary ∂M, the mean curvature expansion makes appear terms of order ε depending on the second fundamental form of ∂M. On the contrary, dealing with manifolds without boundary, as in [10] , it turns out that in this case the first error terms are of order ε 2 and thus also in the expansion of the mean curvature of there perturbed tube, there cannot appear terms like εL, see [10] Proposition 4.1. Having bigger error terms than those in [10] , we need more accurate approximate solutions and different spaces the spectral analysis. Since our operator L ε,r acts on the couple (w, Φ) almost separately, to tackle this it is natural to adjust the norms used for w and Φ. For any v ∈ L 2 (S As mentioned above the existence of families of CMC surfaces only for a suitable sequence of intervals with length decreasing to zero and not the whole ε is related to a resonance phenomenon peculiar to concentration on positive dimensional sets and it appears in the study of several class of (geometric) non-linear PDE's. Concentration along sets of dimension k = 1, . . . , n − 1 has been proved here, and analogous spectral properties hold true. By the Weyl's asymptotic formula, if solutions concentrate along a set of dimension d the average distance between those close to zero is of order ε d . The resonance phenomenon was taken care of using a theorem by T. Kato, see [7] , page 445, which allows to differentiate eigenvalues with respect to ε. In the aforementioned papers it was shown that, when varying the parameter ε, the spectral gaps near zero almost do not shrink, and invertibility can be obtained for a large family of epsilon's. The case of one dimensional limit sets can be handled using a more direct method based on a Lyapunov-Schmidt reduction, indeed in this case the distance between two consecutive small eigenvalues, candidates to be resonant, is sufficiently large and working away from resonant modes one can perform a contraction mapping argument quite easily. Here instead the average distance between two consecutive eigenvalues becomes denser and denser, to overcome this problem one needs to apply Kato's Theorem constructing first good approximate eigenfunctions.
Preliminaries
Let K be a k-dimensional submanifold of (∂Ω, g) (1 ≤ k ≤ m − 1) and set n = m − k. We choose along K a local orthonormal frame field ((E a ) a=1,···k , (E i ) i=1,··· ,n ) which is oriented and call V the interior normal field along ∂Ω and V |K = E n+1 . At points of K, R m+1 splits naturally as T ∂Ω ⊕ RE n+1 with T ∂Ω = T K ⊕ N K, where T K is the tangent space to K and N K := N K ∂Ω represents the normal bundle in ∂Ω, which are spanned respectively by (E a ) a and (E j ) j .
Fermi coordinates on ∂Ω near K
Denote by ∇ the connection induced by the metric g and by ∇ ⊥ the corresponding normal connection on the normal bundle. Given q ∈ K, we use some geodesic coordinates y centered at q.
This yields the coordinate vector fields X a := f * (∂ȳa ). We also assume that at q the normal vectors (E i ) i , i = 1, . . . , n, are transported parallely (with respect to ∇ ⊥ ) through geodesics from q, so in particular
In a neighborhood of q, we choose Fermi coordinates (y, ζ) on ∂Ω defined by
Hence we have the coordinate vector fields
By our choice of coordinates, on K the metric g α,β := X α , X β splits in the following way
We denote by Γ b a (·) the 1-forms defined on the normal bundle of K by
We will also denote by R αβγδ the components of the curvature tensor with lowered indices, which are obtained by means of the usual ones R σ βγδ by
When we consider the metric coefficients in a neighborhood of K, we obtain a deviation from formula (2.10), which is expressed by the next lemma, see Proposition 2.1 in [10] for the proof. Denote by r the distance function from K.
Lemma 2.1 In the above coordinates (y, ζ), for any a = 1, ..., k and any i, j = 1, ..., n, we have
Here R istj are computed at the point q of K parameterized by (0, 0).
The boundary of the scaled domain
Hence we have the induced coordinate vector fields
By construction, X α|ε −1 q = E α and V ε (ε −1 q) = E n+1 . From Lemma 2.1 it is evident that the metric g on (∂Ω ε , g) has the expansion given by the
Lemma 2.2 In a neighborhood of K ε the following hold
We can now parameterize tubular neighborhood of
where
We denote by h the second fundamental form of ∂Ω so that:
The Jacobi operator about K
The linearized mean curvature operator about K is given by (2.14)
where the normal Laplacian ∆ ⊥ is defined as
with ∇ ⊥ denoting the connection on the normal bundle of K in ∂Ω. While B is a symmetric operator defined by
where Γ is defined in (2.11) and R ⊥ :
where (·) ⊥ denotes the orthogonal projection on N p K. Finally, we recall that the Ricci tensor is defined by
First and second variation of area for capillary hypersurfaces
Let Σ be a smooth hypersurface in an (m + 1)-dimensional Riemannian manifold (M, g) with smooth, nonempty boundary ∂M . Suppose that ∂Σ ⊂ ∂M so that M is separated into two parts, call Λ the boundary of one of these parts in ∂M .
First variation of area
Let F t be a variation of Σ with variation vector field
A variation is called admissible if both F t (intΣ) ⊂ M and F t (∂Σ) ⊂ ∂M . Let N be a unit normal vector along Σ; H Σ its mean curvature and υ (respectivelyῡ) be the unit exterior normal vector along ∂Σ in Σ (respectively in Λ). An admissible variation induces hypersurfaces Σ t and Λ t . Let A(t) (respectively T (t)) be be the volume of Σ t (respectively Λ t ) and V (t) the signed volume bounded by Σ and Σ t . For a given angle γ ∈ (0, π), we consider the total energy
It is well known (see for example [18] ) that
A variation is called volume-preserving if V (t) = V (0) for every t. Σ is called capillary hypersurface if Σ is stationary for the total energy (E ′ (0) = 0) for any volume-preserving admissible variation. Consequently if Σ is capillary, it has a constant mean curvature and intersect ∂M with the angle γ in the sense that the angle between the normals of υ andῡ is γ or equivalently the angle between N and V is γ, where V is the unit outer normal field along ∂M . Physically, in the tree-phase system the quantity cos(γ) T (0) is interpreted as the wetting energy and γ the contact angle while cos(γ) is the relative adhesion coefficient between the fluid bounded by Σ and Γ and the walls ∂M . Here we are interested in a configuration in the absence of gravity. A more general setting including the gravitational energy and works on capillary surfaces can be found in the book by R. Finn [3] .
2.3.2
The Jacobi operator about Σ We denote by Π Σ and Π ∂M the second fundamental form of Σ and of ∂M respectively. Assume that Σ is a capillary hypersurface. Recall that the Jacobi operator (the linearized mean curvature operator about Σ) is given by the second variation of the total energy functional E. For any volume-preserving admissible variation, we have (see [18] Appendix for the proof)
Since for any smooth ω with Σ ωdA = 0 there exits an admissible, volume-preserving variation with variation vector field ω N as a normal part, we have now the Jacobi operator about Σ that we define by duality as 
The stereographic projection
We will denote by p : R n → S n the inverse of the stereographic projection from the south pole.
with conformal factor given by
We often use the projection of p on R n and denote it by
We collect in the following lemma some properties of the function p which will be useful later on, we omit here the proof which can be obtained rather easily with elementary computations Lemma 2.3 For every i, j, l = 1, . . . , n, there holds
Recall that the Laplace operator on S n can be expressed in terms of the Euclidean one by the formula
Moreover, it is easy to verify that ∆ S n p + np = 0.
It is clear that for any 0 < r ≤ 1 the restriction of p on B n r parametrizes a spherical cap S n (r), where B n r is a the ball centered at 0 with radius r. Given γ ∈ (0, π), if we let r 2 = 1−cos(γ) 1+cos(γ) , the image by p of B n r is the spherical cap S n (γ) which intersects the horizontal plane R n + cos(γ) E n+1 and makes an angle γ with it. In particular we denote (henceforth define)
: |x| = 1 and x n+1 > 0 .
For any 0 < r ≤ 1, denote by τ r the unit outer normal vector of ∂B n r , the normal field (not unitary) of ∂S n (r) in S n (r) expressed as follows
1+cos(γ) , the unit normal in S n (γ) of ∂S n (γ) is given and denoted by
while the unit normal of ∂S n (γ) in the plane
Observe that the angle between the two normalsΘ
Consider the eigenvalue problem, u :
It is well known that the only solutions to the interior equation are the degree one homogeneous polynomials on S n + , spanned by the n + 1 components of p. By (2.21) the boundary condition is satisfied only by Θ i (γ), i = 1, · · · , n.
Notations
In the following, expressions of the form L(w, Φ) denote linear operators, in the functions w and Φ j as well as their derivatives with respect to the vector fields ε X a and X i up to second order, the coefficients of which are smooth functions on S n + × K bounded by a constant independent of ε in the C ∞ topology (where derivatives are taken using the vector fields Xā and X i ). Alsō L(w, Φ) are restrictions of expressions like L(w, Φ) on ∂S n + × K with L(w, Φ) contains only one derivative of w or Φ with respect to the vector fields ε X a and X i .
Similarly, expressions of the form Q(w, Φ) denote nonlinear operators, in the functions w and Φ j as well as their derivatives with respect to the vector fields ε X a and X i still up to second order, whose coefficients of the Taylor expansion are smooth functions on S n + × K which are bounded by a constant independent of ε in C ∞ topology (where derivatives are taken using the vector fields X a and X i ). Moreover, Q vanish quadratically in the pair (w, Φ) at 0 (that is, its Taylor expansion does not involve any constant nor any linear term). AlsoQ(w, Φ) are restrictions of expressions like Q(w, Φ) on ∂S n + × K with Q(w, Φ) contains only one derivative of w or Φ with respect to the vector fields ε X a and X i . 
Geometry of tubes
We derive expansions as ε tends to 0 for the metric, second fundamental form and mean curvature ofS ε (K ε ) and their perturbations.
Perturbed tubes
We now describe a suitable class of deformations of the geodesic tubes (in the metric induced by F ε on R m+1 )S ε (K ε ), depending on a section Φ of N K ε and a scalar function w on the spherical normal bundle (SN K ε ) + in ∂Ω ε . We recall that (
1 ) are the local coordinate variables on K ε (resp. on S n + ). Letting Φ : K → R n and w :
The nearby surfaces ofS ε (K ε ) is parametrized (locally) by
The image of this map will be called S ε (w, Φ). In particular
It will be understood that for any fixed point p = F ε (0, 0) ∈ K ε , Φ(ε y) ∈ N K ε ⊂ T p ∂Ω ε and Θ(z) ∈ S n + ⊂ N K ε ⊕ RE n+1 are in the tangent space at p of R m+1 endowed with the metric induced by F ε . For more convenience we introduce the following notations Notation: On K ε we will consider
For simplicity, we will write
It is easy to see that the tangent space to S ε (w, Φ) is spanned by the vector fields
The first fundamental form
In this subsection we expand the coefficients of the first fundamental form of S ε (w, Φ). Using the expansions in Lemma 2.2, one can easily get (3.24)
These together with the fact that R(Θ,Θ) = 0 imply
Using similar arguments, and the fact that Υ, Υ = 1 on K ε yields
Now, by (3.23) we have that
We are now in position to expand the coefficients of the first fundamental form of S ε (w, Φ). We have Proposition 3.1 For any a, b ∈ {1, · · · , k} and i, j ∈ {1, · · · , n}, we have that
(3.32)
The normal vector field
In this subsection we expand the unit normal to S ε (w, Φ). Define the vector field
it is the outer normal field along S ε (w, Φ) if we can determine α j and β c so thatÑ is orthogonal to all of the Z b and Z i . This leads to a linear system for α j and β a .
We have the following expansions
These follow from (3.24) together with the fact that Υ, Z a = 0 and Υ, Z j = 0 on K ε .
Using Proposition 3.1, and some algebraic calculations, one can obtain
and
Using these and the fact that Θ j , Θ i = µ 2 δ ij , a straightforward computations imply
The unit normal to the perturbed geodesic tube is then given simply by N =Ñ |Ñ | . We summarize this in the following lemma 
The lemma now follows since Θ n+1 j = −µΘ j = −µ 2 z j and µ ∂B n 1 = 1.
The second fundamental form
In this subsection we expand the coefficients of the second fundamental form. Recall that ∇ is the Levi-Civita connection on ∂Ω and h its second fundamental form, the derivation for vector fields on ∂Ω yields
Proposition 3.3 The following expansions hold
Proof : The proof is similar in spirit to the one of Proposition 3.3 in [10] . So we will be sketchy here referring to the aforementioned paper for more details. We have that
and for i = j
Recalling the expansions, see Lemma 2.1 in [10] .
(3.40)
We will also need the following expansion which follows from the result of Lemma 2.2 in [10] (with obvious modifications).
These implies in particular
On the other hand we have that
Using these together with (3.35), (3.36) and Lemma 2.2, the first estimate follows at once. For the other estimates one can proceed similarly.
The mean curvature of perturbed tubes
Collecting the estimates of the last subsection we obtain the expansion of the mean curvature of the hypersurface S ε (w, Φ). In the coordinate system defined in the previous sections, we get
Here we have used the formulas in Lemma 2.3, the fact that
and the notation A : B = A st B st for two linear operators A and B. Where summation over repeated indices is understood. We first define the following operators appearing in the above expansion
and the quadratic term
and the Jacobi operator about K in (∂Ω,ḡ), see § 2.2
Recall that (see § 2.4) the outer unit normal to the boundary of ∂S
Using these definitions, we obtain the following result :
Assume that K is a minimal submanifold, then the mean curvature of S ε (w, Φ) can be expanded as
where L 1 is defined in (3.43), J 1 is given in (3.44) while Q 1 is a quadratic term defined in (3.45) . Moreover, the orthogonality condition is equivalent to the following boundary condition on the function w:
Proof : The expression of the mean curvature can be obtained rather easily taking into account the above definitions (with obvious modifications) and the minimality of K which implies
With these notations finding w and Φ such that the equation m H = n and N, V ε = 0 hold is equivalent to solve (3.47)
4 Adjusting the tubeS ε (K ε )
In this section we annihilate the error terms (O(ε)) appearing in (3.47) at any given order. The non-degeneracy of the submanifold K will play a crucial role in such a construction. We denote by Π the L 2 projection on the subspace spanned by the Θ i , i = 1, · · · , n. We setŵ
Construction of w (1) : We first want to kill the term O(ε). This is equivalent to having
This gives the following equation in w
By the result from § 2.4 (with γ = π 2 ) and Fredholm alternative theorem, the solvability of (4.49) is possible provided
which is the case by oddness, here dθ denotes the volume element on S n + . Notice that the variableȳ is being considered as a parameter so that w (1) is as smooth as the right hand side in this variable.
Constructing w (2) : We turn now to the term of order ε 2 . We have
Since the terms involving Φ in Q 1 (εw (1) , εΦ (1) ) are ε 3 L(Φ (1) ) and Q(Φ (r) ,Φ (r) ), (4.50) yields a system in w (2) and Φ (1) given by (4.51)
Note that Π J 1 = 0 and Π Q(Φ (1) , Φ (1) ) = 0 so (4.51) is solvable if and only if
where dθ and dθ are the volume elements on S n + and ∂S n + respectively. This gives an equation on Φ
(1) which can be solved using the non degeneracy of the submanifold K, once this is done, the solvability on w (2) follows at once.
Constructing w (r) : We want to construct an approximate solution as accurate as possible, and to do so we will use an iterative scheme. Suppose the couple (w (r−1) , Φ (r−2) ) is already determined. To find (w (r) , Φ (r−1) ), it suffices to check that when we project on the Kernel of L 0 , the operator involving Φ (r−1) should be only the Jacobi operator J. This is the case since the only term that can bring Φ (r−1) at this iteration step is Q By induction, in the same argument, for every r ∈ N, we can find (
and that [11] , where a more explanation is given.
We are left to find w and Φ such that
We define the linearized mean curvature operator about
The index r appearing in the constant, linear and quadratic terms means that they depend on the iteration step but keep there properties. We Notice that L ε,r is not precisely the usual Jacobi operator because we are parametrizing this hypersurface as a graph over S ε (ŵ r ,Φ r ) using the vector field −Υ rather than the unit normal N .
Using Remark 2.1 (γ = π 2 ), suppose that Σ = S ε (ŵ r ,Φ r ) andN = −Υ. From (4.52) and Proposition 3.2 we have N,
Furthermore, from Proposition 3.1 and (4.52), the volume forms of the tubes S ε (ŵ r ,Φ r ) and
We define δ ε,r > 0 by
Multiplying by δ ε,r , the system (4.53) will change the terms L 1 r , L r ,L r , the constant and quadratic terms will keep there properties and there will be a new linear operatorL 
We will try to invert the linear operator on the left hand side and this will lead us to study the spectrum of the operator by selfadjointness.
Spectral analysis
Function space: Fix
It will be understood that
is given, we associate to it v as in (5.56).
Later we will often decompose (5.57) w = w 0 + w 1 where w 0 is a function on K and w 1 has zero mean value with respect to the angular integrals.
The volume element of (SN K) + = S n + × K will be denoted by dθ dȳ. As it will be apparent later, we will be considering the following weighted Hilbert subspaces of
We also define
We define ̺ n := |S n + | n+1 . With these definitions in mind we redefine L ε,r by duality as follows
We associate to L ε,r its quadratic bilinear form
and the associated quadratic form Q ε,r (v) := C ε,r (v, v).
As mentioned in the first section, following [11] , we want to find the values of ε for which the operator L ε,r is invertible. By selfadjointness this leads to find the values of ε for which the eigenvalues of the form Q ε,r are bounded away from zero. Such techniques requires first that our form should be very close to a model one that we can characterize its spectrum (just the small eigenvalues). Secondly, to understand the behavior of small eigenvalues seeing as "set" valued functions in ε. We will estimate the Morse index of Q ε,r and prove the monotonicity of its small eigenvalues. The former can be done using Weyl's asymptotic formula and the latter can be obtained by applying a result by Kato. We shall do this in the remaining of this section.
We define the model form, by duality, as
and the associated quadratic form Q 0 (v) := C 0 (v, v).
Proposition 5.1 There exists a constant c > 0 (independent of r) such that
Proof : First of all we notice that in L 1 r (w) may appear expressions of the forms w, ε∂ y a w,
Nevertheless after integrating by parts and using Hölder inequality there holds
, and by definition of the H 1 ε norm
involves terms of the form w, ε∂ y a w, ε ∂ y a ∂ y b w, ∂ z j w, ∂ z j ∂ z j ′ w and also Φ j , ∂ y a Φ j and ∂ y a ∂ y b Φ j , in any case after integration by parts and using Hölder inequality,
The result follows at once.
The Morse index of Q ε,r : Define the two quadratic forms
From (5.58), if γ > 0 is sufficiently large and ε small enough, then
so that the index of Q ε,r is bounded by those of Q + and Q − .
Given any function w defined on (SN K) + , we set
and finally,
With these definitions in mind, we have
if we decompose v = ε 1−2s w + Φ,Θ and further decompose w = w 0 + w 1 as usual. Following Section 6.3 in [10] it is easy to see that if (1 ± γ ε s ) > 0 then the index of D ± is the index of K. Moreover the index of D ± 1 is equal to zero if 2 (n + 1) (1 − γ ε s ) − (n + γ ε s ) > 0 because Π w 1 = 0 and
This shows that the asymptotic behavior of the index of Q ε,r should be determined by D ± 0 . It is the case since its index is given by
where λ j are the eigenvalues of −ε 2 ∆ K counted with multiplicities. Now using Weyl's formula one obtain its index,
Collecting these estimates, one obtains the following Approximate eigenfunctions: In order to apply Kato's theorem [7] we need to characterize the eigenfunctions (eigenspaces) corresponding to small eigenvalues. We prove In addition, (5.58) gives (5.59)
Step 1 : Let Φ ′ = 0 and w ′ = w 1 to get
However, since Π w 1 = 0 and Variation of small eigenvalues with respect to ε: To understand the behavior of small eigenvalues of the symmetric quadratic form Q ε,r , we need to apply a result by Kato, see [7] . Considering the eigenvalues σ(ε) as differentiable multivalued function in ε. The result states that
In order to obtain some informations about the spectral gaps of the linearized operator when the parameter ε is small, one can look at its small eigenvalues as differentiable function on ε, differentiate them with respect to ε and estimate their derivatives. This is indeed given in the following Lemma.
Lemma 5.3
There exist constants c 1 , c > 0 such that, if σ is an eigenvalue of L ε,r with |σ| < c 1 , then ε ∂ ε σ ≥ 2 n − c ε s , provided ε is small enough.
Proof :
We have just to provide bounds for the set on the right of (5.61) using the above remark. Assume that L ε,r v = σ v, but rather than normalizing the function v by v L 2 = 1, assume instead that v L 2 ε = 1. In order to compute ∂ ε L ε,r , recall that w = ε −1+2s Π ⊥ v and that JΦ,Θ = Π v, so we can write
Since Π and Π ⊥ are independent of ε, we have
where the operatorL r varies from line to line but satisfies the usual assumptions. This now gives For p ∈ N and 0 < α < 1, we denote by C p,α the usual Hölder spaces on the closure of (SN K) + . By standard elliptic regularity theory, there exists c > 0 (depending on r) such that the following Hölder estimate holds ε 2+α v C 2,α ≤ c ε 2 f C 0,α + c ε
From these last two inequalities, we can choose R > 3k 2 + q + α + 1 + s.
We end the proof of the main theorem by finding a fixed point for the mapping Since by definition, Q r andQ r are (at least) quadratic we have Now we fix r > 2 R + 2 − 2 s. By Lemma 6.2 and the above inequalities, for every ε ∈ I q , T ε,r (v) maps the ball {v ∈ C 2,α : v C 2,α ≤ C ε r+1−R } into itself moreover it is a contraction. Therefore it has a unique fixed point v = ε
