The lifetime of many software systems is surprisingly long, often far exceeding initial plans and expectations. During software evolution and maintenance, developers and managers frequently gain or lose confidence in software artifacts, especially when existing uncertainties are relieved or when new ones are encountered. Fluctuations in developers ' confidences may in turn aflect process actions or decisions, for instance determining the impact of change, whether regression testing is needed, or when to stop testing. I n this paper, we present an approach that allows for de ve lo pers ' confidences or "be lie f s " regarding software components to be modeled and updated directly. This approach is part of an overall strategy that calls for explicit modeling of software uncertainties using a known uncertainty modeling technique called Bayesian Belief Networks. Initially, we present several kinds of software uncertainty and how they may be modeled. This is followed b y introducing Bayesian Belief Networks and how they may be used to either confirm, evaluate or predict software uncertainties. We discuss our experiences in constructing Bayesian-network models f o r an existing software system under development at Beckman Instruments. Once constructed, these models m a y be used b y developers and managers in future software understanding, evolution, and maintenance activities. W e also list several factors that may affect confidence as identified in conjunction with the Beckman study. Finally, we describe the design and implementation of a Java program that allows software systems and associated beliefs to be modeled explicitly.
Introduction
Development of complex software is fraught with uncertainties. These uncertainties in turn lead to various software defects, symptoms of the "software cris?s," and occasionally to harmful failures such as reported for the Therac-25 medical radiation device [LT93] and the Ariane-5 missile launch disaster [JM97]. Significant efforts in software engineering research are aimed at relieving and minimizing uncertainties, though removing them entirely is generally impossible. Despite many research contributions, practical software development, including requirements specification, coding, testing and mainte-
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University of California, Irvine Irvine, CA 92697-3425 nance activities, is still performed in an ad hoc fashion, especially when restricted by budget constraints, availability of resources, and time-to-market pressures. In many real-life projects, software testing is often carried out after coding is complete, does not consider original requirements, and does not provide for adequate coverage nor proper partitioning of the input domain. Due to inevitable uncertainties, developers are seldom entirely confident in their software artifacts. Instead, they typically retain, at least intuitively, some degree of confidence in those artifacts. Developers' confidence levels tend to fluctuate during development and maintenance, especially when existing uncertainties are relieved or new uncertainties are introduced. Key software process decisions, such as "Are requirements specified accurately and completely?" and "When to stop testing?", are at least partially based on developers' confidences in requirements and test artifacts, respectively. During maintenance, key questions include, among others, "Will this change adversely affect other system functionality?" and "Has this modification been adequately tested?".
In this paper, we contend that software managers and developers would benefit immensely from explicit modeling of their confidences in software artifacts. Specifically, we propose that confidence levels be captured using established techniques for uncertainty modeling. This follows an earlier statement that software uncertainties exist, are ubiquitous, are relevant to development steps and process decisions, yet are rarely managed and modeled explicitly [Ziv97a] . Our approach calls for software uncertainties to be modeled as probability values using the technique of Bayesian belief networks (originally described by Pearl [PeaSS] ). This approach requires that program source code, along with related specifications, designs and test information, are known and available, and that initial confidence levels can be determined. Confidence levels are obtained either objectively, for instance based on statistical or historical data, or subjectively, for instance by interviewing domain experts. Littlewood, Strigini, and their colleagues have used a similar Bayesian approach in modeling and reasoning about software reliability, dependability, and related human judgment [DMS97, NLF96, LS931 . We therefore contend that, in its most general form, the Bayesian approach, specifically the use of Bayesiannetwork models, is applicable to software situations where uncertainty is present and its modeling deemed beneficial. This paper emphasizes testing uncertainties but also discusses how these uncertainties affect maintenance to the extent that testing is required to support the maintenance process.
To facilitate future construction of Bayesian models, we have implemented Bayesian-network capabilities for software systems. We describe our design and implementation of a Java program that allows software systems to be defined as networkscalled Software Belief Networks or simply SBNsof interrelated artifacts with associated belief values. After initial construction, a SBN becomes subject to Bayesian updating, as defined by Pearl [Pea@] . To afford Bayesian updating, we employ an existing system, also implemented in Java and available on the WWW, called JavaBayes [Coz97].
We describe several Bayesian models of developers' confidences in software artifacts, constructed for a system currently under development at Beckman Instruments in Fullerton, California. This system, called CEquencer, controls and communicates with hardware devices used by biologists, chemists, and other scientists to separate laboratory specimens into molecular constituents to help determine their DNA sequences. Key characteristics of the CEquencer development process include end-to-end object-oriented analysis, design and implementation, and significant reuse and adaptation of earlier designs and implementations of similar systems. This paper is organized as follows: First, relevant aspects of uncertainty modeling in software engineering are presented, followed by detailed discussion of software requirements and testing uncertainties. This is followed by a brief introduction to Bayesian Belief Networks and how they can be used to either confirm, evaluate, or predict software uncertainties. Specific examples of Bayesian-network construction are provided for Beckman's CEquencer system. We also introduce the notion of Confidence Factors (CFs) which may influence developers' confidences in software artifacts; seven such factors were identified specifically for CEquencer requirements. Finally, we describe our design and implementation of a Java program that supports the construction of Bayesian-network models of software systems.
Software Engineering Uncertainties 2.1 Uncertainty Modeling in Software
We claim that uncertainty abounds in software development, stated succinctly as the Maxim of Uncertainty in Software Engineering (MUSE):
Engineering

Uncertainty is inherent and inevitable in software development processes and products
We also propose, as a corollary to MUSE, that software uncertainties should be modeled and managed explicitly, preferably using an established uncertaintymodeling technique such as Bayesian belief networks. This is followed by identifying three broad categories of applying uncertainty modeling to software engineering tasks, as follows:
1.
2.
3.
2.2
Confirmation: Certain characteristics or behaviors of software systems would seem reasonable to most developers and are therefore expected to hold. For instance, confidence in the correct behavior of a program is expected to increase if no defects are detected by test case execution and decrease otherwise. Uncertainty modeling can be used to confirm such expectations (In [Ziv97a] , for example, a Bayesian-network model is used for confirmation in a unit test scenario . For purposes of confirmation, Bayesian mode 1 s are relatively easy to construct, yet correspondingly are limited in their value to developers.
Evaluation: Of more interest is evaluation of whether desirable software qualities or properties are indeed present. One may have, for instance, created regression test suites based on one or more test adequacy criteria, such as described in [CPRZ89]. Uncertainty still exists, however, regarding true defect-detection abilities of those regression test suites (cf. [FW93] ). This uncertainty may be modeled using uncertaintymodeling techniques. The resulting model, be it Bayesian or otherwise, may be used to evaluate the test suite's defect detection ability.
Prediction: Predicting certain properties of development activities or artifacts is typically most difficult but also most beneficial to developers. Consider, for example, the following change management scenario: Given new system requirements and designs, one ultimately wishes to predict the quality of resulting code. Project managers, for example, would like to know in advance which code segments are likely to be more timeconsuming or error-prone. This prediction task may be accomplished by means of uncertainty modeling.
Requirements Analysis Uncertainty
Successful software development is often hindered by the generally poor state of most requirements descriptions. Software requirements analysis typically includes learning about the problem and problem domain, understanding the needs of potential users, and understanding the constraints on the solution. Investigations of the software crisis indicate that poor up-front definition of requirements is one of the major causes of failed software efforts [Pre92]. This hindrance to successful software development is captured eloquently in Humphrey's requirements uncertainty principle [Hum95]: "For a new software system, the requirements will not be completely known until after software analysts will do well to record requirements uncertainties explicitly, rigorously, and accurately. the users have used it." In this paper, we suggest that Examples of software requirements uncertainties include, among others: "Who are the real system users?", "What precisely are users' needs and expectations?", and "How well are they represented in the requirements document?". Additional uncertainty is then introduced in the transition from requirements specification through design to coding and system integration. Development of complex software often requires the system to be represented at multiple levels of abstraction, including requirements specifications, architectural and other design models, and source code implementations. Transitioning between different levels of abstraction, however smooth, often introduces uncertainties, including, among others: "How well does the design model correspond to the requirements analysis model?" , ('HOW well does the implementation correspond to the design?", "How many of the specified requirements are indeed met?".
Uncertainty related to requirements arises during maintenance as well, for instance, "How will system design and implementation be affected by requirements changes?", "How will maintainability be affected by future source code modifications?" and "Have we ensured that requirements are still met after carrying out a maintenance activity?".
Software Testing Uncertainty
Uncertainty is abundant in software testing due primarily to the the inherent inability to completely determine correctness by testing. Testing requires both planning and enactment, where enactment includes test selection, test execution, and test result checking. Test enactment is inherently uncertain, since only exhaustive testing in an ideal environment guarantees total confidence in the testing process and its results. This ideal testing scenario is infeasible for all but the most trivial software systems. Instead, multiple factors exist that introduce software testing uncertainties.
Test Planning
We identify three aspects of test planning where uncertainty is present: the artifacts under test, the test activities planned, and the plans themselves. Software systems under test include, among others, requirements specifications, produced by requirements elicitation and analysis; design representations, produced by architectural and detailed design; and source code, produced by coding and debugging. Since uncertainty permeates these processes and products, plans for their testing will inevitably carry those uncertainties forward. In section 3, we show that Bayesian modeling of testing uncertainties supports their forwarding by way of Bayesian updating.
Software testing introduces its own uncertainties, largely because it is so human intensive. Thus, in addition to uncertainties associated with the development process itself, testing uncertainties may in turn affect development artifacts and should be accounted for in the test plan. Many testing activities, such as test result checking, are highly routine and repetitious and thus are likely to be error-prone if done manually, which introduces additional uncertainty. Test planning activities are carried out by humans at an early stage of development, thereby introducing uncertainties into the resulting test plan. Also, test plans are likely to reflect uncertainties that are, as described above, inherent in software artifacts and activities. In summary, we wish to highlight that it is quite likely for test plan uncertainties to affect developed artifacts as well as, simultaneously, for artifact uncertainties to affect the test plans. We believe that the subtlety and complexity of intertwined uncertainties can be captured by direct modeling of those uncertainties.
Testing during maintenancei.e., regression testingrequires testing each modification and ensuring that the system has not regressed such that anything that previously functioned properly is no longer functional. Thus, along with maintenance plans, which include change management , there must: be regression test planning, which, being a largely .human activity, introduces uncertainty into the resulting test plan. Likewise, the uncertain nature of modifications made to the system will affect the uncertainty of the regression test plan and vice versa.
Test Selection
Test selection is the activity of choosing a finite set of elements (e.g., requirements, functions, paths, data) to be tested out of a typically infinite number of elements. Test selection is often based on an adequacy or coverage criterion that is met by the elements selected for testing. The fact that only a finite subset of elements is selected inevitably introduces a degree of uncertainty regarding whether all defects in the system can be detected. In addition, the results of test selection may not accurately reflect the operational profiles of real users or real usage scenarios.
Substantial efforts in software testing research have been devoted to defining testing techniques and later evaluating their relative merits in detecting software defects. These efforts can be classified roughly into experimentation, simulation, and analysis, including evaluation and analysis of random testing During maintenance, regression test selection must choose the set of elements to be tested to ensure that the unmodified portions of the software system continue t o function as before. This could be done by a retest-all approach, but this may be prohibitively expensive since time for testing during maintenance is limited. A better approach for regression test selection is a selective retest approach, which takes into account the ramifications of the change and tests software affected by the change. Several research efforts have addressed this problem [RH93, RH94, LW91, CRV941.
As before, one can associate a level of confidence or uncertainty with the accuracy or inaccuracy, respectively, of the regression test process, based on how well selective retest performs in selecting tests that adequately test modified and affected portions of the system.
Path Selection Testing Criteria
To model uncertainty in test criteria, we associated confidence levels with the path selection criteria in [CPRZ89] . There, the authors present a subsumption hierarchy that suggests a partial order of data flow path selection criteria regarding their ability to provide adequate coverage of a given program. Subsumption implies relative strength of test criteria, which may be recast as confidences, as follows: If criterion A subsumes criterion B , then A is viewed as' superior to B with respect to defect detection. As a result, a higher level of confidence would typically be associated with A's defect detection abilities than those of B. Note that, as discussed in [CPRZ89 , even if A subsumes B , uncertainty still remains w h ether A is in fact better than B , since demonstrating A's superior defect detection abilities would require that empirical data be collected to substantiate the graph theoretic proofs of subsumption. This is discussed further in [FW93], where it is shown that subsumption does not necessarily guarantee superior defect detection abilities.
Confidence in defect detection abilities of a given testing criterion may be quantified by means of a probabilistic belief value between 0 and 1. We use "belief" rather loosely here, but later we distinguish between "confidence", referring to a subjective, typically from a human perspective, measure, and "belief," referring to terminology used specifically in Bayesiannetwork modeling. A plausible assignment of probabilistic confidence values to a dozen path selection criteria from [CPRZ89], based on input from a domain expert, is given in Table 1 . These confidence values were used to confirm developers' expectations for an example software system [ZivWa] .
Noticeably, in this example, confidence values assigned to path selection criteria are relatively low. Low confidence values indicate that even "strong" path selection criteria do not necessarily incur high degree of confidence in their defect detection abilities. This is because, in addition to subsumption uncertainties discussed above, path selection does not take into account, for instance, data value selection. Some defects are only revealed by certain data values, but not by others. Low confidence values for path selection criteria therefore reflect the criteria's inability to guarantee superior defect detection capabilities.
Test Execution
Test execution involves actual execution of system code on some input data. Test execution may introduce uncertainty since the system under test may be executing on a host environment different from the target execution environment. In addition, in cases 
Test Result Checking
Test result checking is likely to be error-prone, inexact, and uncertain. Generally, a Bayesian belief network offers a graphical presentation of causal, probabilistic relationships among variables. The graphical depiction is a Directed Acyclic Graph (DAG), where graph nodes represent variables whose values come from discrete or "enumerated" domains. In the following, we use "nodes" when discussing structural aspects of Bayesian networks and "variables" when discussing probabilities.
Directed edges between nodes represent causal influence. Associated with each edge is a probability matrix indicating one's beliefs in how each value of the cause i.e., parent) variable affects the probability of each vaue \ of the effect (i.e., child) variable. The structure of a Bayesian network as well as its probability values are unique the application domain and the modeling purpose. Probability values can be either estimated by experts or else compiled from statistical studies. An important assumption of Bayesian networks is variable independence: a variable depends (in the probabilistic sense) only on its parents.
Bayesian updating occurs whenever new evidence arrives. Here, we follow Pearl's original updating algorithm [Pea88], based on a message passing model, where probability vectors are sent as messages between network nodes. Bayesian updating proceeds by repeatedly sending messages, both "up" the network from a child node to its parent and "down" the network from a parent node to its child, until all nodes are visited and their belief values, if needed, revised. As discussed in section 5 , this message-passing updating scheme is conducive to distributed implementation.
A Bayesian belief network is defined formally as a triplet ( N , E , P ) , where N is aset of nodes, E 2 N x N a set of edges, and P a set of probabilities. Each node in N is labeled by a random variable v i , where 1 5 i 5 IN[. Each variable vi takes on a value from a discrete domain and is assigned a vector of probabilities, labeled Bel(vi) (for B e l i e f ( v i ) ) . Each probability in Bel(vi represents belief that vi will take on a particular va ue. D = ( N , E ) is a DAG such that a directed edge e =< si,tj > E E indicates causal influence from source node si to target node ti. For each node t i , the strengths of causal influences from its parent si are quantified by a conditional probability distribution p(tilsi), specified in an m x n edge matrix, where m is the number of discrete values possible for t i and n is the number of values for s,. For complete coverage of Bayesian networks, their definition and use, updating algorithms, and complexity analysis, see [Pea88, Nea90, HMW951.
Modeling Software Uncertainties
There are many compelling reasons for using Bayesian networks for modeling software uncertainties: First, Bayesian networks offer a mathematicallysound computational model for uncertain reasoning. Also, the network representation of causal relationships among related variables seems appealing and relevant to the interdependent nature of software uncertainty as discussed earlier. Pragmatically, one should be able to construct a Bayesian model of a software system by annotating software artifacts with belief values that represent developers' confidences and, cor-respondingly, causal relationships among those confidence levels with conditional probability matrices (as is done here and in [Ziv97a] ). Note that the resulting network has to be sensible and sound (in the probabilistic sense), i.e., one should be able to interpret software relations as causal relationships among software artifacts. We also note that the notion of Bayesian belief corresponds to our earlier notion of degree of confidence. In the following, we use "belief" specifically to refer to a Bayesian value, whereas "confidence" is used more generally to indicate subjective assessment of a software entity.
It should also be noted that software artifacts, relations, and associated beliefs change frequently in all but the most trivial development processes. Bayesian networks may prove instrumental in capturing the dynamics of software change (with respect to confidence and uncertainty) by means of Bayesian updating. Furthermore, one's beliefs in software artifacts are typically influenced by many factors. This is easily accommodated in Bayesian networks since evidence from multiple sources can be combined to determine the probability that a variable has a certain value. Thus, Bayesian networks allow developers' confidences to be continuously updated during software maintenance.
Finally, we believe that by using Bayesian networks one can address real problems of software engineering, including, among others, effective hypertext navigation of large software spaces [ZR97, 20951 and determining ultrahigh dependability of systems [LS93 .
does not preclude the application of other techniques for modeling uncertainties. Instead, other approaches, including fuzzy, monotonic and non-monotonic logics, should be investigated and their relative strengths and weaknesses compared against those of Bayesian networks. A preliminary survey of approaches to uncertainty modeling can be found in [Ziv97a] .
Example: The CEquencer System
Requirements Uncertainty Modeling
In the following, we present the results of eliciting confidence levels or "belief values" from requirements analysts for the CEquencer system. To this end, the following steps were carried out:
Our choice of Bayesian networks, however justifie d , First we studied the CEquencer requirements documentation [Bec97], Though the requirements were determined and specified prior to our study, we found the documentation commensurate with a REquirements Building process we have been using in research and classroom situa- Additional levels of decomposition exist, but space does not permit their inclusion here. For a complete and detailed description of the CEquencer requirements DAG, see [Ziv97a] .
e Upon capturing the structure of requirements elements, probabilistic "belief values" for those elements were established. This was accomplished by interviewing the requirements analyst for CEquencer in order to record her confidence levels in CEquencer requirements. Her confidences are captured in detail in [Ziv97a] . Here, we note that, in addition to capturing confidence levels, the interview included discussion and elicitation of possible causes or factors that may have influenced and contributed to each belief. The notion of influential factors is elaborated further next.
Confidence Factors
In interviewing CEquencer's requirements analyst, it became apparent that several factors affect her levels of confidence in requirements elements. We identify seven such Confidence Factors (CFs) below. Before listing the CFs, we make the following observations:
CFs vary in degree of objectivity. For example, the analyst typically has more confidence in requirements that have already been addressed successfully in the past (e.g., in previous versions of CEquencer or similar Beckman projects). Based on this prior experience, the analyst more objectively obtains a higher level of confidence. On the other hand, when a requirements is less familiar, confidence levels regarding whether this requirement is likely to change or to be difficult to implement are attained more subjectively.
CFs may increase or decrease developers' confidences. For example, a more complex requirement or one that is likely to change would tend to decrease confidence. On the other hand, the analyst would typically be more confident of requirements that are constrained, for instance, by the laws of physical and biological sciences.
Multiple CFs may influence a single requirement, for instance, when a requirement is perceived as complex, likely to change, and restricted by laws of nature. The analyst's confidence level in this case is influenced by multiple factors and would decrease or increase accordingly.
We have identified the following kinds of Confidence
Incomplete or ambiguous requirements.
Developer or expert confidence in a requirements artifact tends to decrease if there exist concerns regarding the artifact's completeness (i.e., whether all aspects of the requirement are captured fully) and/or ambiguity (i.e., whether the requirement description is ambiguous).
Anticipated changes.
CEquencer requirements, like those of most ongoing software projects, are in constant flux and undergo many changes. In cases where changes are anticipated or imminent for one or more requirements artifacts, expert confidence in those artifacts is, expectedly, reduced.
Factors in association with CEquencer requirements:
Prior experience with a required capabil-
ity. Similar to most other systems, CEquencer designs and code modules are not developed from scratch. Rather, CEquencer improves upon as well as reuses elements of previously developed software. When existing components are reused, especially ones for which past experiences have been favorable, developer confidence is high.
Conversely, when little or no experience exists, the degree of uncertainty increases and, correspondingly, confidence drops.
Real world concerns and constraints.
These are problem domain issues that exist in the real world, specifically in CEquencer's physical operational environment. Generally, when laws of nature restrict operational behavior, expert confidence tends to increase.
5.
Hardware and firmware interface uncertainties. These uncertainties typically arise at points of interface to hardware and firmware elements. An example is sending and receiving information to hardware components; this typically reduces confidence due to hardware uncertainties and, most importantly, interface uncertainties.
6. Perceived complexity. Requirements whose provision appears trivial or at least straightforward tend to increase developer confidence. Conversely, confidence is reduced for requirements that specify complex behaviors or interactions.
7. Derived versus directly available data. Is the information readily obtained from, for example, a device or an instrument, versus getting the information through some additional transfer and/or mathematical computation. There is typically additional uncertainty caused by computations and levels of indirection.
Bayesian Models of CEquencer Artifact Uncertainties
This section includes an example Bayesian network for two requirements elements, two test suites, and -Run, FsmConfig, FsmStatus, FsmData, Fs-mDirCtrl, FsmCmdResp, and Fsm VxDIf against the same two requirements elements. 0 In addition to confidence levels for CEquencer requirements elements, discussed earlier, confidence levels for code modules, elicited from several CEquencer developers, as well as their relationships to requirements were also collected; they are summarized in Table 2 . Graphical depictions of CEquencer requirements and code-module artifacts, their relationships, and associated belief values can be found in [Ziv97a] . Graphical depictions were provided using a Java applet, described in more detail in section 5, and made available on the WWW [Ziv97b] . An example screenshot of the applet is shown in Figure 1 . This applet was reviewed by CEquencer developers to elicit and confirm the network structure and related confidence levels, solicit developer feedback and, ultimately, enhance their understanding of and insight into CEquencer artifact relationships. The inheritance hierarchy of our model is arguably simple and may be elaborated further. A new class Directed Graph may be inserted between Graph and Belief Network, Also, class Software Artifact may be further specialized into kinds of software artifacts, such as requirements specifications, designs, test cases and test results; class Software Relation may be similarly specialized. These extensions, albeit useful, are beyond the scope of this paper; for our purposes, the model in Figure 2 is sufficient. Our design model is further simplified by a single-inheritance implementation. Multiple inheritance, though conceptually sound, may lead to implementation difficulties, including, among others, name clash resolution (cf. [Str94]). Indeed Java, the programming language chosen for implementation, allows multiple inheritance of interfaces only, but not of classes. Our Java program therefore implements a single inheritance scheme, from Graph to Software System t o Software Belief Network. Java was Our implementation allows for software artifacts, relations, and associated belief values, to be defined and entered. Bayesian updating, as implemented in JavaBayes, is then used for accepting new evidence and for propagating revised belief values throughout the software network. SoftBayes was used to define and model software belief networks for requirements, coding and testing uncertainties for CEquencer software. Additional details and examples of using the Bayesian approach and SoftBayes for software uncertainty modeling can be found in [Ziv97a] .
4.3
Artifact Run Sample
Summary and Conclusions
In this paper we presented three related concepts: lMultiple threads are not supported in the current implementation.
M U S E The Maxim of Uncertainty in Software
Engineering, stating that uncertainty is abundant and inevitable in software development.
SBNs: Software Belief Networks, combining software systems with Bayesian networks by annotating software artifacts and relations with belief values representing developers' confidences.
CFs: Confidence Factors, which may decrease or increase developers' levels of confidence in software artifacts and relations. This paper supported the three concepts above by listing several examples of software uncertainties, describing the construction of an example SBNand an accompanying Java programfor the CEquencer system, and documenting seven confidence factors that are likely to affect confidence in software requirements. Several impediments and limitations of our approach were observed, including the upfront cost of obtaining prior belief values, the need to ensure that software belief networks retain causality and variable independence, and the assumption that software developers, domain experts, and related project information are available and accessible. More encouragingly, however, our preliminary experience with the Bayesiannetwork approach indicates that: e The conceptual view of both software systems and Bayesian networks as interrelated "webs" of nodes and links seems to offer a convenient metaphor that also maps well into subsequent design and implementation. Specifically, early depictions of CEquencer artifact webs were developed as Java applets and placed on the World Wide Web (see [Ziv97b] ); these applets were then viewed and reviewed by Beckman developers for accuracy and relevancy. 0 The CEquencer system substantiates our initial observation and expectation that software is fraught with uncertainty. In particular, we encountered several, often subtle, problem domain uncertainties, including uncertainties stemming from laws of physics and chemistry in the software's operational environment as well as from vaguely defined boundaries between software versus hardware components.
e Finally, and most pleasingly, our notions of software uncertainties, confidence levels, and the need for their modeling were well received by Beckman developers. This enabled us to elicit required probabilities successfully and, subsequently, conduct a detailed study as reported in [Ziv97a] . The Beckman requirements team is currently incorporating uncertainty modeling into its requirements capture process. This acceptance increased our confidence in the Bayesian approach as well as in our ability to model and manage additional uncertainties in the future. We believe that Bayesian-network modeling of software uncertainty is particularly beneficial during evolution and maintenance, where uncertainties are most abundant. Many additional software belief networks can b e constructed to model a n d reason about requirements change, regression testing, and maintaining long-term consistency between system requirements, designs, and implementations. We are especially interested in exploring how Bayesian-network models may affect and guide process decisions a n d development steps.
