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Introduction
The desire to describe phase transitions analytically and numerically has
long been a strong motivating force in the Materials Science community,
as trying to understand materials systems merely by experimental studies
requires a great deal of effort, time, and resources. Earlier attempts of de-
scribing solidification processes used so-called sharp interface formulations,
which are derived from phenomenological observations [24] and treat the
boundary between phases as a line of infinite thinness. A typical sharp in-
terface formulation uses a diffusion equation for the bulk of the material, the
Gibbs-Thomson relation for the local equilibrium near the interface, and the
Stefan condition for the conservation of mass and energy at the interface [2].
However, while such approaches have been successfully used for numerical
simulations, they suffer from several drawbacks [24] - as they need to track
a moving interface line over a discretized grid describing the temperature
and/or concentration field, the exact local conditions at the interface need to
be interpolated, which is a likely source for numerical errors. Furthermore,
as the number of discretization points describing the path of the interface
varies from time step to time step, it is difficult to introduce parallelization
techniques for simulating complex problems. Finally, this approach is diffi-
1
2 Introduction
cult to extend to three dimensions, as that would require a constantly moving
surface instead of just a one-dimensional line.
The logical next step in modeling phase transitions was therefore a diffuse
interface formulation - the so-called phase-field method. First developed by
Langer [44], it has become a powerful tool for numerical simulations of phase
transitions in the past two decades [11, 25, 41, 44, 72] and no longer tracks
the interface directly. Instead, it treats the interface as a diffuse boundary
of finite, but not infinitely small thickness, and derives the model equations
from an energy functional describing the total energy of the examined sys-
tem. Thus, it is no longer necessary to work out the precise parameters
for the sharp interface formulation for numerical simulation. However, it is
possible to derive the sharp interface formulation from the phase-field model
equations via an asymptotic analysis by expanding and matching the model
equations both in the bulk and near the interface (in the latter case via a
coordinate transformation in which the width of the interface is approaching
zero) - which is a useful tool for making quantitative statements about the
kinetics of solidification phenomena [24, 74]. Still, as the dynamics of phase
transitions are usually highly nonlinear, numerical simulations are usually
required for deeper understanding. In general, the phase-field method has
proved to be a powerful tool for studying front evolution problems under
multiphysical influences [23, 28], oftentimes accompanied by the formation
of several distinct phases [28, 62] or grains of multiple orientations [3, 35] and
interactions of different governing mechanisms over several time and length
scales [17, 26].
When the phase-field method initially became established for modeling
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and simulating solidification processes, it was primarily used for pure material
systems [40] and binary systems [74]. Generic phase-field model descriptions
for a variable number of phases only arrived years later [66]. The delay is no
coincidence, for while it may have been possible to create accurate phase-field
model descriptions for complex material systems earlier, the computational
power available at the time simply was not sufficient to simulate such systems,
as there is little point in using a model that can describe multiple phases if
simulations running for plausible time periods are forced to use simulation
grids which are so small that they cannot display solids of all the phases
possible according to the model. This was exacerbated by the fact that multi-
phase phase-field models (such as the one described by Tiaden et al. in [66])
are significantly more computationally demanding than pure material and
binary systems, as they usually involve a greater number of partial differential
equations which have to be computed for every time step.
However, these restrictions are falling away rapidly. As Moore so fa-
mously discovered in 1965 [47] (which was later popularized in the so-called
“Moore’s Law”), the number of transistors on state-of-the-art computer pro-
cessors doubles within less than two years, with a corresponding increase in
computational power. With these technological advances, complex models
are becoming increasingly easy to implement, and even three-dimensional
simulations are becoming feasible thanks to parallelization techniques.
Phase-field models describing not truly different phases, but different ge-
ometrical orientations of the same crystal type have appeared in the same
time period as the models for large numbers of phases, starting with Tikare
et. al. in 1999 [67]. This is not surprising, as they require comparable com-
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putational effort. However, as material systems consisting of multiple grains
of the same basic type represent one of the most common forms of materi-
als, these types of models have a vast range of applications and need to be
explored and expanded further to make them suitable for a large range of
different applications.
This work strives to build on the body of knowledge in this field by
examing three different models using such approaches and their different
applications via extension of their basic models, analysis of their kinetics, and
numerical simulations (see the Figure below). It is hoped that these studies
will provide the foundation for future examinations of growth phenomena
involving multiple orientations across different scales and for a large number
of different applications.
In the first chapter, we examine a combined phase-field/Monte Carlo
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approach first developed by Assadi [3], discuss its limitations, and propose a
way to solve them. The expanded model is then modified in order to simulate
the growth of vein microstructures which form over geological time scales,
but the same model approach can be used to describe polycrystalline growth
in general and thus has a vast range of applications.
The second chapter describes an extension of a model for solutal growth
first proposed by Wheeler et al. [74]. This variant adds the effects of a
short-range electrical field generated by the growth of metal nanoparticles
within an ionic liquid and examines the effects of this field on the kinetics
of an isotropic particle analytically. The third chapter uses this model for
numerical simulations and compares the analytical values with the simula-
tion results. Finally, the model is combined with the Monte Carlo algorithm
discussed in Chapter 1 for anisotropy and multiple crystal simulations, and
a further study examines the impact of the electrical field on the growth of
multiple nanoparticles with different orientations. The result is a powerful
tool for describing nanoparticle growth in ionic liquids which can be adjusted
to different types of metal nanoparticles (including anisotropic ones) in dif-
ferent types of ionic liquids and which should be able to accurately model the
large spread of different nanoparticle sizes usually found within a particular
experiment.
The last chapter examines grain growth using an entirely different branch
of phase-field models - the phase-field crystal (PFC) approach recently pro-
posed by Elder et al. [21]. In it, we observe and measure the impact of
statistical noise on the size and number of grains growing during the simu-
lations, and make suggestions for generalizing and expanding this study to
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predict nucleation range at different absolute temperatures and relative un-
dercoolings. This in turn could help with establishing the noise parameter
used for spontaneous nucleation in Chapter 1, as well as the noise parameter
required for future studies of nanoparticle nucleation suggested in Chapter 3.
Finally, we conclude with a summary and an outlook discussing the parallels
between the models as well as the combined knowledge gained from them
and potential expansions and future studies based on them.
Chapter 1
A Phase-field Model for
Crystal Growth with Multiple
Orientations
Several possible models exist for crystal growth with multiple orienta-
tions. The approach taken by Tikare et. al. [67] describes the different
orientations by using a separate order parameter for each distinct orienta-
tion. More recent approaches described by Warren et al in [73] and Gra´na´sy
et al. in [31] only use a single phase-field variable φ to distinguish between
solid and liquid areas, but introduce a separate orientation field θ which keeps
track of the evolution of the local crystal orientation. This evolution of the
orientation field is calculated via a partial differential equation derived from
the energy functional of the system.
In this chapter, I will examine a third approach initially developed by As-
sadi [3, 35], and subsequently propose an expansion which will reduce lattice
7
8effects. Subsequently, I will use this model to investigate the evolution of
vein microstructures, and then conclude with an outlook discussing possible
further applications of this approach.
1.1 The Basic Model
The approach taken by Assadi also introduces an orientation field θ, but
uses a Monte-Carlo algorithm approach based on a Potts model [12, 34]. The
evolution of the phase-field variable φ and the temperature field variable T
are derived from the following energy functional:
F =
∫
[g(φ, T ) +
1
2
ǫ2|∇φ|2 + 1
2
ν2φ2G(|∇θ|)]dV, (1.1)
where ǫ and ν are constant values, G is an operator depending on the local
symmetries of the crystal, and g(φ, T ) is the local energy density, represented
by a fourth-order polynomal function (see [3] for details).
From this energy functional, the model equations for the phase-field and
the temperature field are derived as partial differential equations (see [75]):
∂φ
∂t
= −Mφ δF
δφ
, (1.2)
∂T
∂t
= ∇MT∇δF
δT
. (1.3)
Furthermore, ǫ uses four-fold anisotropy via the following equation:
ǫ(θ) = ǫ0(1− ǫ4 cos(4∆θ)), (1.4)
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where ∆θ represents the angle between the orientation of the observed
grain and the growth direction of the interface. The 1 − ǫ4 cos 4θ part of
the above equation is the anisotropy function, and in this form represents
one of the most simple and common types used in modeling the growth of
crystals with four-fold anisotropy. The basic shape of the resulting crystal
(in the absence of diffusion and other influences) depends on the Wulff shape
(see [69] for examples of Wulff shapes and how to construct them, as well as
alternate anisotropy functions). The simple form of this anisotropy function
makes it easy to use and calculate in simulations, and depending on the
value of ǫ4 chosen the Wulff shape can vary from a perfect circle (ǫ4 = 0) to a
near square with somewhat rounded edges (high ǫ4 values). This anisotropy
function is only one possible example - different anisotropy functions can be
used to represent a large range of different crystal symmetries and shapes as
they can be observed in veins.
In contrast to φ and T , the orientation values θ can only be given one of
a finite number of different orientation values. Initially, each solid nucleus
is assigned a specific crystal orientation. Each liquid cell in the simulation
grid is assigned a random orientation θ out of a finite number of possible
equidistant orientations. In each calculation step, a new random orientation
θnew is chosen, again out of the same finite number of possible orientations.
Then a probability p is calculated which determines if the orientation θold
switches to θnew:
p =MGB(1− e
Emis(θnew)−Emis(θold)
kT
+ξ), (1.5)
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where MGB is a general grain boundary mobility factor for the solid-
liquid boundary. ξ is a “noise” term representing thermal fluctuations. The
mismatch energy Emis is calculated as follows:
Emis =
∑
i
(F (θ)− F (θnew)). (1.6)
Since only θ changes, only the 1
2
ν2φ2G(|∇θ|) part of the energy functional
remains. The equation thus can be written as:
Emis =
∑
i
1
∆ri
1
2
ν2φ2i [sin(|θNew − θi|)− sin(|θOld − θi|)]. (1.7)
The reason why the number of possible orientations θ must be limited
when using this algorithm is that when simulating the growth of grains with
a particular orientation, the algorithm must find the “correct” orientation of
the bulk of the grain for the growth region near the interface as fast or faster
than the interface moves through the region of the simulation grid, or else
smaller grains of the “wrong” orientation will appear in the interface region
and solidify. Thus, a number of possible crystal orientations which is too
high will result simulation errors. If a high number of different orientations
is needed, then other simulation parameters may have to be adjusted, such
as the length of the time step dt or the grain boundary mobility factor MGB.
This basic model was successfully used by Assadi to simulate crystal
growth, including coarsening and spontaneous grain growth from an under-
cooled liquid.
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1.2 Eliminating Lattice Effects
However, as Fig. 1.1 demonstrates, this basic model proved insufficient for
directional growth. It could be observed in simulation runs that boundaries
align themselves with the computational grids, and boundaries not aligned
to the grid rapidly changed their course until they were aligned with it.
a) b)
Figure 1.1: Initial simulation studies for directional growth. Black represents
the liquid areas, while the differently colored areas represent solid grains
with different crystal orientations. a) Intial seeds. b) Grain growth. The
alignment of the simulated grains with the computational grid can be clearly
seen.
Such lattice effects were already observed in the underlying Potts model
[34], but they deserve further explanation here. Let us first view the Monte
Carlo algorithm independently of the phase-field model for the purposes of
understanding the lattice effects. If we assume that φ = 1, then whether
or not the probability p from (1.5) is greater than 0 depends on whether
12
the new, randomly chosen θNew value has a greater number of neighboring
cells with the same or a similar orientation than the current value θOld (more
distant cells are adjusted for their distance in this calculation). With bound-
aries between two grains with different orientations, this means that the cell
is likely to switch orientation if the new orientation is identical to the orienta-
tion of a greater number of neighbors than the current orientation. Given the
existence of thermal fluctuations represented by ξ, the cell can even switch
if the number of neighboring cells with the “old” orientation and the “new”
orientation is exactly the same.
This leads to a the existence of “stable” and “unstable” configurations,
as shown in Fig. 1.2. These, in turn, explain the observed “wavering” effect -
any solid-solid grain boundaries in an unstable configuration changed course
until they reached one of the stable configurations (i.e. either aligned parallel
to one of the grid axes, or aligned in a 45 angle with them).
a) b) c)
Figure 1.2: Lattice effects: a) and b) stable configurations, c) unstable con-
figuration of solid-solid grain boundaries. The grey dotted line represents the
grain boundary.
Merely increasing the neighborhood - the radius in which grid cells would
be taken into account for the purposes of eq. (1.5) - proved to be insufficient
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for permitting a greater range of boundary angles, and the same held true
for “fixing” the orientation values of any “solidified” cells which had reached
a sufficiently high phase-field value.
However, a solution could be found by looking at the problem from a
different perspective. Eq. (1.5) could also be seen as a method for finding
the boundaries between two grains A and B with orientation values θA and
θB. Based on the values for θOld, θNew, and the resulting value for p, the
following four cases are possible:
θOld θNew p Crystal
θA θB p > 0 B
θA θB p <= 0 A
θB θA p > 0 A
θB θA p <= 0 B
While this is accurate for the standard grid coordinates, it becomes prob-
lematic for theoretical, interpolated coordinates not positioned in the center
of the grid cells. As can be seen in Fig. 1.2c, the orientation field assumes
that the same orientation holds true for the area of the entire grid cell - even
when the grain boundary should run through the cell, instead of along the
grid corners. As these orientation values are used for calculating eq. (1.5),
the entire probability calculation becomes distorted by this lattice effect. To
counteract this, the cells through which the “true” interface passes need to
be “weighted” less in the calculation of the Monte Carlo algorithm, as they
do not represent “pure” cases of cells with a particular θ.
Looking at eq. (1.7), one could assume that the φ2 factor in the equation
14
would be sufficient for weighting those cells. Indeed, according to [3] φ should
be reduced to 0 at the precise location of the interface. However, as Fig. 1.3
shows this turns out to be not the case - φ stops well short of 0, with the exact
minimum value depending on the two different orientation values involved.
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 0  5  10  15  20  25  30  35  40  45
φ
Grid Cells
Figure 1.3: Sample plot of φ along a solid-solid interface.
A simple solution for this problem can be found in introducing an addi-
tional variable η, which is described in [41]:
(ηcosθ, ηsinθ) =
1
N
N∑
i
(cosθi, sinθi). (1.8)
This variable is an order parameter for the degree of crystalline orienta-
tion, where η = 1 represents a completely oriented state and η = 0 represents
a completely disordered state (i.e. a liquid). For our purposes, η is useful
because it will reach its minimum value at an interpolated boundary curve,
and thus can be used for weighting purposes in eq. (1.7) instead of φ. Thus,
the equation becomes:
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Emis =
∑
i
1
∆ri
1
2
ν2η2i [sin(|θNew − θi|)− sin(|θOld − θi|)]. (1.9)
This variant has successfully been tested for spontaneous grain growth in
an undercooled liquid (see Fig. 1.4). In this simulation, the whole system
is submitted to a constant cooling rate which extracts heat from all cells at
the same rate. The noise term ξ is set sufficiently high to cause the initial
growth of grains, and the continuing cooling process eventually causes the
entire system to solidify.
1.3 Phase-field Modelling of Vein Formation
A further study using this expanded model was used to examine the
process of vein formation and the resulting microstructures (see Fig. 1.5).
Although various models for describing the growth of crystals in veins exist
and produce rather natural-looking microstructures, most are fairly simple
and do not take many of the basic thermophysical and continuum mechanics
into account which govern the mechanics of solidification in veins [36]. There-
fore, the phase-field method represented a logical candidate for describing the
evolution of vein microstructures, and a first qualitative study based on the
above model was carried out.
As described above, the phase-field model used for this study uses a phase-
field variable φ and an orientation order parameter θ. However, since vein
growth represents solutal growth, the energy functional is rewritten to use a
concentration value C instead of T to describe the energy density:
16
a) b)
c) d)
Figure 1.4: (a)-(d) Evolution of spontaneous crystal growth in an undercooled
liquid.
F =
∫
[g(φ,C) +
1
2
ǫ2|∇φ|2 + 1
2
ν2φ2G(|∇θ|)]dV. (1.10)
Thus, the model equations become:
∂φ
∂t
= −Mφ δF
δφ
, (1.11)
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Figure 1.5: Schematic picture of the main processes of vein formation.
Source: [36]
∂C
∂t
= ∇MC∇δF
δC
. (1.12)
Additionally, the phase-field variable is prevented from decreasing once
a specific computational cell reaches solidification. This represents the irre-
versible nature of the simulated physical processes (at least within the context
of the conditions I want to examine).
Figs. 1.6 and 1.7 show the results of a first qualitative study of grow
competition. A number of grains with random orientations were seeded at
the bottom of the calculation field consisting of 400x400 cells. These grains
were then allowed to grow into a solute. The surface anisotropy function
was chosen such as to produce a square single crystal with slightly rounded
corners when growing in a free fluid. The diffusion coefficient was chosen to
be very high, to allow the formation of strong facets.
As can be seen in Fig. 1.6, the individual grains with different orien-
tations have partly rounded and partly faceted morphology, go through a
process of growth competition and develop curved grain boundaries under
18
the influence of capillary, kinetic, and long-range forces.
Fig. 1.7 shows the concentration distribution in the liquid. For this
simulation, I have set DC to identical values for liquid and solid, but this
does not need to be the case - the diffusion constants can be set to differ
between liquid and solid, and diffusion could also be switched off for the
solid entirely, depending on what kinds of phenomena and growth processes
the simulation is intended to model. Here, the high diffusion constant coupled
with the equal diffusion constants result in low concentration values at the
most pronounced tips, as the imbalances in the concentration field caused by
the solidification can quickly diffuse away into the liquid at these locations.
While this study was quantitative, it represents the growth of crystals
with random orientation in real vein formation processes quite well. In con-
trast to the comparatively fast solidification processes more commonly ex-
amined in phase-field simulations, a significantly higher diffusion constant
was used here - which represents the fact that over the long process duration
of vein formation the solute will be throughly mixed, resulting in few spa-
tial variations of the solute concentration. These results in the only slightly
rounded tips of the growing crystals (compare with the strongly rounded tips
visible in Figs. 5 and 6 in [23]). Crystals growing in veins are usually strongly
faceted. Achieving such tips through simulation should be possible by using
more complex (and thus, more computationally intensive) anisotropy func-
tions whose Wulff shapes have strongly pronounced tips (see [69] for an ex-
ample) and even higher diffusion constants, better representing the extremely
long time spans involved in this type of crystallization process.
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As can be seen here, the individual grains with different orientations
go through a growth competition which takes place in the bulk under the
influence of capillary, kinetic, and long-range forces. The crystals whose
anisotropy are more closely aligned with the direction facing the saturated
liquid ultimately grow faster and crowd out the crystals whose anisotropy is
less advantageously aligned.
1.4 Discussion
Here I have expanded a combined phase-field/Monte Carlo model used
for describing crystal growth with multiple orientation to reduce its lattice
effects which cause solid-solid grain boundaries to align themselves with the
computational grid. I have further examined its possible use for the investiga-
tion of the dynamics of vein microstructure evolution, which will eventually
allow us to understand the basic mechanisms of vein formation in full detail.
Several expansions to the model, such as the removal of diffusion in the
solid, a higher-complexity anisotropy function which will permit more pro-
nounced tips (see [18] for an example), and chosing even higher diffusion
constants are expected to model crystal growth processes in veins even more
accurately and can be added with relatively little programming effort (though
they will require significantly more computational time to complete simula-
tion runs). Solid walls of matter to represent the rock surrounding the gap
can also be added to more accurately portray the local environment in vein
formation processes without adding much complexity to the model. Likewise,
simulating the growth of crystals from two different directions to represent
20
the sealing of fractures is mostly a matter of using different initial conditions
for the program.
The main drawback of phase-field models like this one when compared
to other vein-growth models such as those described by [42, 51] or [7] is that
they are comparatively computationally resource-intensive. The requirement
to simulate the local values for the phase field, temperature field, and orienta-
tion field at a resultion high enough to discretise the tips of the microstructure
places significant demands on computational power. For example, the phase-
field simulation shown in this chapter took 6 days to compute on an AMD
Opteron CPU with 1.4 Ghz. Nevertheless, the flexibility of phase-field mod-
els and the ease of extending them for different physical phenomena makes
them well-suited as a tool worth exploring in this community. For example,
further modifications to the model based on existing phase-field models can
include hydrodynamic convection [27, 61], as well as stress and deformation
[17]. Additionally, it is possible to extend the phase-field method from two to
three dimensions [39], though doing so represents a significant increase in the
required computational time. Furthermore, by using approptiately chosen
parameters, the method can relatively easily adopted to model microstruc-
ture evolution during crystal growth from magma, or during metamorphic
reactions.
But the value of a model capable of accurately simulating large numbers of
crystal orientations has many uses beyond geology as well, such as simulating
growth competition of silicon grains used in solar cells [13] as well as beta-SiC
films used in semiconductors [77]. Beyond that, this approach can be used
to develop models for the vast field of polycristalline growth, including most
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metals (including the nanoparticles described in Chapter 2 and 3) as well as
ceramics.
Furthermore, this model does not have the problem of the Warren model
where additional orientations appear at the interface regions for anisotropy
values of ǫ4 > 1/15, as reported by Chen et al. [13] - as long as the number of
possible orientations, MGB, and dt are set appropriately, the Monte-Carlo al-
gorithm will find the “correct” orientation value for any given simulation cell.
Therefore, it is eminently suitable for modeling highly anisotropic growth of
polycrystals.
22
(a) (b)
(c) (d)
(e) (f)
Figure 1.6: Phase-field simulations of vein formation (qualitative) after 0,
50,000, 100,000, 150,000 and 200,000 time steps. Colors represent different
orientation of the crystals as shown in the color bar. Black area is solute.
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(a) (b)
(c) (d)
(e)
Figure 1.7: The corresponding concentration field after 0, 50,000, 100,000,
150,000 and 200,000 time steps. The blue regions represent high saturation,
while the red regions represent low saturation.
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Chapter 2
A Model for Nanoparticle
Growth - Analysis
Metal nanoparticles have been the subject of intensive scrutiny and inter-
est in recent years, as they have numerous applications in material science -
including uses as catalysts [6, 8, 49], semiconductors [6, 8, 45], photolitogra-
phy [6], and nanowires [8]. Their properties depend on their sizes, and thus
being able to stabilize their size at particular diameters is essential for the
custom creation of nanoparticles for particular uses [16]. A popular method
of stabilizing nanoparticles at small sizes is to grow them within an ionic liq-
uid. This has been demonstrated with irridium [16, 29, 52], rhodium [29, 48],
platinum [59], and palladium [9, 14].
However, precisely how ionic liquids stabilize nanoparticles at small par-
ticle sizes is still ill understood [52]. One possibility is that the electrical
field generated by the growing particle with its environment is responsible
for slowing down its growth. According to this hypothesis, the positively
25
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charged ionic liquid causes free electrons in the nanoparticle to migrate to
its surface - where in turn they attract kations from the liquid (see Fig. 2.1).
Over time, the nanoparticles attract a “protective shell” of cations which
impede the growth of the particle, and eventually cause it to stop growing.
This explanation, the so-called Derjaugin-Landau-Verwey-Overbeek (DLVO)
theory [50], implies that the precise composition of the ionic liquids should
be able to control the final size of the nanoparticles via the electrical field
generated by their interaction.
Figure 2.1: Silver nanoparticle in an ionic liquid.
Controlling the size of nanoparticles via an electrical field has been at-
tempted before, such as the electric field-enhanced flame synthesis conducted
by Zhao et al. [78]. However, in the case of ionic liquids the precise strength
of the electrical field is not known, as it is not externally applied but gener-
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ated internally. Experimentally measuring it is not possible due to the length
scales involved. Thus, a modeling approach is needed to attain a greater un-
derstanding of the processes involved. The exact electrical field strength
generated by the nanoparticle and the ionic liquid needs to be derived from
ab-initio calculations, such as those using Density Functional Theory (DFT)
simulations [32]. However, this is insufficient for understanding the system
as a whole, as DFT simulations can only be conducted over atomistic length
scales. Therefore, the results of DFT simulations need to be coupled with a
different model approach at larger length scales to attain.
While there have been attempts to describe aspects of nanoparticles via
phase-field models before, such as the polarization of ferroelectric nanoparti-
cles [71], to the best of our knowledge there have been no attempts to describe
nanoparticle growth in ionic liquids with phase-field models so far. In this
chapter, I therefore aim to establish and analyze a phase-field model for the
growth of metal nanoparticles in an ionic liquid. On the surface, the growth
of such nanoparticles is comparable to other solidification processes using
supersaturation as the driving force, and thus can be described analogously
to phase-field models describing such processes. However, the electrical field
and its growth-inhibiting effect represents another factor which needs to be
taken into account in the model equations. To establish such a model, I
take an existing approach - the model proposed by Wheeler, Boettinger, and
McFadden in [74] - and expand it to include the effects of the electrical field.
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2.1 The Energy Functional
The energy functional is based on [74], which describes a model for the
growth of an alloy with two components A and B (for our purposes, the
metallic component will be component B):
F (c, φ) =
∫
Ω
(f(φ, c) + u(φ) +
ǫ2
2
(~∇φ)2 + D
2
(~∇c)2)dV, (2.1)
with Ω being the volume occupied by the system, c the (mole fraction)
concentration of Ag, and ǫ > 0 the coefficient of the gradient energy phase-
field and D the diffusion coefficient of the solvent.
The free energy density f(φ, c) is exactly as in [74]:
f(φ, c) = cfB(φ) + (1− c)fA(φ) + RT
Vm
[c ln c+ (1− c) ln(1− c)], (2.2)
were R is the universal gas constant, T the temperature of the system,
and Vm the molar volume of the system.
The free energies of the pure materials fA(φ) and fB(φ) are:
fA(φ) = WA
∫ φ
0
p(p− 1)[p− 1
2
− βA(T )]dp, (2.3)
fB(φ) = WB
∫ φ
0
p(p− 1)[p− 1
2
− βB(T )]dp, (2.4)
or
fA(φ) = WA
∫ φ
0
p(p− 1)[p− 1
2
− βA(T )]dp, (2.5)
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fB(φ) =WB
∫ φ
0
p(p− 1)[p− 1
2
− βB(T )]dp, (2.6)
whereWA andWB are the energy densities of the components and βA(T )/βB(T )
the segregation coefficients for A and B.
u(φ) is an additional term representing the energy density of the electrical
field generated by the nanoparticle. In formulating the electric potential UE,
I make the following assumptions:
• The electrical field generated by the free electrons in the particle and
the cations in the ionic liquid is a short-range phenomenon - it is only
generated close to the interface region and can thus be ignored in the
bulk regions of both the solid and the liquid.
• The accumulation of cations which inhibits the growth of the particles
also is limited to regions close to the interface. This implies that it is
not necessary to track their distribution as a separate field variable.
• The potential energy of the electric field UE of the particle is propor-
tional to the volume VP of the particle, as a larger particle allows for a
larger accumulation of charges along its surface.
I incorporate the UE through u(φ), which must fulfill the following con-
ditions:
• It must be zero (and at a minimum) at φ = 0
• It must be at a maximum at φ = 1
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The following term fulfills these conditions:
u(φ) = WU
∫ φ
0
p(p− 1)2dp. (2.7)
2.2 The Model Equations
The model equations are (analogous to equations (15)-(18) in [74]):
∂φ
∂t
=Mφ
(
ǫ2∇2φ− ∂f
∂φ
− ∂u
∂φ
)
, (2.8)
∂c
∂t
=Mc~∇(c(1− c)~∇∂f
∂c
), (2.9)
or:
∂φ
∂t
=Mφ
(
ǫ2∇2φ− (c∂fB
∂φ
+ (1− c)∂fA
∂φ
− ∂u
∂φ
)
)
, (2.10)
∂c
∂t
=Mc~∇ · [c(1− c)~∇(fB − fA)] +D∇2c, (2.11)
Mφ and Mc are the mobility terms for the phase field and the concen-
tration field. D = McRT vm is the diffusivity of the solute. fA and fB
are:
fA(φ) = WA
∫ φ
0
p(p− 1)[p− 1
2
− βA(T )]dp
= WA
∫ φ
0
[p3 − (3
2
+ βA(T ))p
2 + (
1
2
+ βA(T ))p]dp
= WA[
1
4
φ4 − 1
3
(
3
2
+ βA(T ))φ
3 + (
1
4
+
1
2
βA(T ))φ
2], (2.12)
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fB(φ) = WB
∫ φ
0
p(p− 1)[p− 1
2
− βB(T )]dp
= WB[
1
4
φ4 − 1
3
(
3
2
+ βB(T ))φ
3 + (
1
4
+
1
2
βB(T ))φ
2], (2.13)
The energy density u of the electric field is constructed analogously:
u(φ) = WU
∫ φ
0
p(p− 1)[p− 1
2
−m]dp
= WU [
1
4
φ4 − 1
3
(
3
2
−m)φ3 + (1
4
+
1
2
m)φ2], (2.14)
This ensures that u(0) = 0, u(1) = 1, u′(0) = 0, and u′(1) = 0. To
ensure that there is a local maximum at u(1) (or rather, the maximum of the
function is turned into a saddle point - it is important that u(φ) < u(φ+ h)
for any 0 ≤ φ < φ+ h ≤ 1), I set m = 1/2. Thus:
u(φ) = WU
∫ φ
0
p(p− 1)2dp
= WU [
1
4
φ4 − 2
3
φ3 +
1
2
φ2], (2.15)
I set u(1) = UE
VP
(the potential energy of the electric field per unit volume).
Thus, we get:
UE
VP
= WU [
1
4
− 2
3
+
1
2
]
= WU
1
12
, (2.16)
WU = 12
UE
VP
, (2.17)
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2.3 Interface Kinetics
Equation (2.8) is transformed into a one-dimensional equation with a
frame moving with constant velocity vn, analogous to eq. (29) in [74]:
ǫ2
dφ
dx2
+
vn
Mφ
dφ
dx
− ∂f
∂φ
− ∂u
∂φ
= 0, (2.18)
or:
ǫ2
d2φ
dx2
+
vn
Mφ
dφ
dx
−cWBφ(φ− 1)[φ− 1
2
− βB(T )]
−(1− c)WAφ(φ− 1)[φ− 1
2
− βA(T )]
−WUφ(φ− 1)2 = 0, (2.19)
ǫ2
d2φ
dx2
+
vn
Mφ
dφ
dx
+[(c− 1)WA − cWB −WU ]φ3
−[(c− 1)WA(3
2
+ βA(T ))− cWB(3
2
+ βB(T ))− 2WU)]φ2
+[(c− 1)WA(1
2
+ βA(T ))− cWB(1
2
+ βB(T ))−WU ]φ = 0. (2.20)
Furthermore, we require that φ→ 1 as x→ −∞ and φ→ 0 as x→ +∞.
The following solution for φ is possible:
φ(x) =
1
1 + eax
, (2.21)
with
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a =
√
(1− c)WA + cWB +WU
2ǫ2
, (2.22)
and its derivations are:
d
dx
φ(x) =
−aeax
(1 + eax)2
= −aeaxφ2, (2.23)
d2
dx2
φ(x) = −a
2eax(1+eax)+aeax(2aeax+2ae2ax)
(1+eax)4
= (−a2eax 1
φ2
+ 2a2e2ax 1
φ
)φ4
= −a2eaxφ2 + 2a2e2axφ3. (2.24)
This turns eq. (2.20) into:
ǫ2(−a2eaxφ2 + 2a2e2axφ3) + vn
Mφ
(−aeaxφ2)
+[(c− 1)WA − cWB −WU ]φ3
−[(c− 1)WA(3
2
+ βA(T ))− cWB(3
2
+ βB(T ))− 2WU)]φ2
+[(c− 1)WA(1
2
+ βA(T ))− cWB(1
2
+ βB(T ))−WU ]φ = 0. (2.25)
At the interface φ = 0.5, we have:
d2
dx2
φ(x) = ǫ2(−a2eaxφ2 + 2a2e2axφ3) = 0. (2.26)
This leaves us with:
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ǫ2(−0.25a2e0.5a + 0.25a2ea) vn
Mφ
(−0.25aea)
+0.125[(c− 1)WA − cWB −WU ]
−0.25[(c− 1)WA(3
2
+ βA(T ))− cWB(3
2
+ βB(T ))− 2WU)]
+0.5[(c− 1)WA(1
2
+ βA(T ))− cWB(1
2
+ βB(T ))−WU ] = 0, (2.27)
or
ǫ2(−0.25a2e0.5a + 0.25a2ea) + vn
Mφ
(−0.25aea)
+((c− 1)WA)(0.125− 3 ∗ 0.125− 0.25βA(T ) + 0.25 + 0.5βA(T ))
−(cWB)(0.125− 3 ∗ 0.125− 0.25βB(T ) + 0.25 + 0.5βB(T ))
+WU(0.125 + 0.5− 0.5) =
0.25ǫ2a2(−e0.5a + ea) + vn
Mφ
(0.25− aea)
+((c− 1)WA)(0.25βA(T ))− (cWB)(0.25βB(T ))− 0.125WU = 0,
(2.28)
vn =Mφ
−(c− 1)WAβA(T ) + cWBβB(T ) + 0.5WU
−aeax . (2.29)
Since I set the interface at x = 0, we get:
vn =
Mφ
a
(−(c− 1)WAβA(T ) + cWBβB(T ) + 0.5WU). (2.30)
However, this equation is insufficient for estimating the overall dynamical
behavior of the interface, as the growth of the interface will alter the local
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concentration field and thus cause changes in the propagation speed and
shape of the solidification front. We can expect it to be the most accurate
for uniform concentration values of c = 0 and c = 1 (representing pure ma-
terials), but for a more complete picture we require an extended asymptotic
analysis.
2.4 Asymptotic Analysis
For the asymptotic analysis, I define the interface region as:
Γ(t) = x ∈ Ω : φ(t, x) = 0.5, (2.31)
with Ω being the total region the model applies to.
Now I establish a new coordinate system based on Γ(t). r(x, y, t) shall
be the distance from (x, y) to Γ(t), with the addition that r shall be positive
into the direction φ→ 0 (i.e. liquid) and negative into the direction of φ→ 1
(i.e. solid). Additionally, s(x, y, t) is a measure of arc length from a fixed
point so that (r, s) can be used as a local coordinate system.
Additionally, in the immediate neighborhood to Γ I have |∇r| = 1 (as
long as r is a lot smaller than the scale of any local curves in Γ) and ǫr = K.
2.5 The Outer Expansion
For the outer expansion, I expand φ, c, r and s:
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φ(x, y, t, ǫ) = φ0(x, y, t) + ǫφ1(x, y, t) + ǫ2
1
2
φ2 · · · , (2.32)
c(x, y, t, ǫ) = c0(x, y, t) + ǫc1(x, y, t) + ǫ2
1
2
c2 + · · · , (2.33)
r(x, y, t, ǫ) = r0(x, y, t) + ǫr1(x, y, t) + ǫ2
1
2
r2 + · · · , (2.34)
s(x, y, t, ǫ) = s0(x, y, t) + ǫs1(x, y, t) + ǫ2
1
2
s2 + · · · , (2.35)
To expand (2.8), I first need to calculate ∂fA
∂φ
, ∂fB
∂φ
, and ∂u
∂φ
(for the expan-
sions of φ, φ2, and φ3, see the Appendix):
∂fA
∂φ
= WA[φ
3 − (3
2
+ βA(T ))φ
2 + (
1
2
+ βA(T ))φ]
= WA[(φ
0)3 + 3ǫ(φ0)2φ1 + ǫ2(3φ0(φ1)2 +
3
2
(φ0)2φ2) + · · ·
−(3
2
+ βA(T ))((φ
0)2 + 2ǫφ0φ1 + ǫ2((φ1)2 + φ0φ2))
+(
1
2
+ βA(T ))(φ
0 + ǫφ1 + ǫ2
1
2
φ2) + · · ·
= WA[(φ
0)3 − (3
2
+ βA(T ))(φ
0)2 + (
1
2
+ βA(T ))φ
0]
+ǫWA[3(φ
0)2φ1 − 2(3
2
+ βA(T ))φ
0φ1 + (
1
2
+ βA(T ))φ
1]
+ǫ2WA[(3φ
0(φ1)2 +
3
2
(φ0)2φ2)
−(3
2
+ βA(T ))((φ
1)2 + (
1
2
+ βA(T ))
1
2
φ2)] + · · · ,
(2.36)
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∂fB
∂φ
= WB[(φ
0)3 − (3
2
+ βB(T ))(φ
0)2 + (
1
2
+ βB(T ))φ
0]
+ǫWB[3(φ
0)2φ1 − 2(3
2
+ βB(T ))φ
0φ1 + (
1
2
+ βB(T ))φ
1]
+ǫ2WB[(3φ
0(φ1)2 +
3
2
(φ0)2φ2)
−(3
2
+ βB(T ))((φ
1)2 + (
1
2
+ βB(T ))
1
2
φ2)] + · · · ,
(2.37)
∂u
∂φ
= WU [(φ
0)3 − 2(φ0)2 + φ0]
+ǫWU [3(φ
0)2φ1 − 4φ0φ1 + φ1]
+ǫ2WU [(3φ
0(φ1)2 +
3
2
(φ0)2φ2)− 2((φ1)2 + 1
2
φ2)] + · · · .
(2.38)
The O(1) terms give us
cWB[(φ
0)3 − (3
2
+ βB(T ))
(φ0)2 + (
1
2
+ βB(T ))φ
0] + (1− c)WA[(φ0)3
−(3
2
+ βA(T ))(φ
0)2 + (
1
2
+ βA(T ))φ
0]
WU [(φ
0)3 − 2(φ0)2 + φ0] = 0, (2.39)
or
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c0WB[φ
0(φ0 − 1)(φ0 − 1
2
− βB(T ))]
(1− c0)WA[φ0(φ0 − 1)(φ0 − 1
2
− βA(T ))]
WU [φ
0(φ0 − 1)2] = 0. (2.40)
Thus, φ0 = 1 and φ0 = 0 are possible solutions for this equation.
The O(ǫ) terms are:
c0WB[3(φ
0)2φ1 − 2(3
2
+ βB(T ))φ
0φ1 + (
1
2
+ βB(T ))φ
1]
+c1WB[φ
0(φ0 − 1)(φ0 − 1
2
− βB(T ))]
+(1− c0)WA[3(φ0)2φ1 − 2(3
2
+ βA(T ))φ
0φ1 + (
1
2
+ βB(T ))φ
1]
−c1WA[φ0(φ0 − 1)(φ0 − 1
2
− βA(T ))]
+WU [3(φ
0)2φ1 − 4φ0φ1 + φ1] = 0.
(2.41)
For φ0 = 0 this reduces to:
c0WB[(
1
2
+ βB(T ))φ
1]
+(1− c0)WA[(1
2
+ βB(T ))φ
1]
+WU [3(φ
0)2φ1 − 4φ0φ1 + φ1] = 0,
(2.42)
and for φ0 = 1
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c0WBφ
1[3− 2(3
2
+ βB(T )) + (
1
2
+ βB(T ))]
+(1− c0)WAφ1[3− 2(3
2
+ βA(T )) + (
1
2
+ βB(T ))]
+WUφ
1[3− 4 + 1] = 0.
(2.43)
In both cases, it is required that φ1 = 0 to solve the equation. Thus,
φ = 0 and φ = 1 are stable solutions for the outer expansion.
2.6 The Inner Expansion
As described in [74], I “stretch out” the variable r and define two new
variables
r = ǫρ, (2.44)
τ = ǫt. (2.45)
For the Inner Expansion, I define:
c = c0(ρ, s, t, τ) + ǫc1(ρ, s, t, τ) +O(ǫ2), (2.46)
φ = φ0(ρ, s, t, τ) + ǫφ1(ρ, s, t, τ) +O(ǫ2). (2.47)
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I know from the outer expansion that φ = 1 as ρ → −∞ and φ = 0 as
ρ→ +∞.
∆φ = Φrr +∆rΦr + |∇s|2Φss +∆sΦs, (2.48)
and
φt = Φt + rtΦr + stΦs. (2.49)
The expansions of the various orders for the model equation for the con-
centration field (2.9) are identical to the description in [74].
2.6.1 Leading Order
For the leading order (O(1)) of the phase-field equation (2.8) I get:
rtφ
0
ρ =Mφ[φ
0
ρρ − fφ(c0, φ0)− uφ(φ)]. (2.50)
Furthermore, I define the modified energy density F (c0, φ0) as
F (c0, φ0) = f(c0, φ0) + u(φ0)− A(s, t, τ)c0 ≡ E(φ0). (2.51)
However, as the elecrical energy density term does not appear in Fc, the
derivation for the concentration curvature g0 is identical to that found in eqn.
(65) in [74]. This ultimately gives us the equations
Vn =
Mφ[E(0)− E(1)]
Γ0
, (2.52)
where
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Γ0 =
∫
∞
−∞
(φ0ρ)
2dρ. (2.53)
As explained in [74], the interface motion is driven by the energy dise-
quilibrium between the two phases, and φ0, c0, and Vn depend on the time
dependence of the solute field outside the interfacial layer. However, unlike
in the original model the electrical field energy density in the solid u(1) also
influences the interface motion - and it can be expected that it will likewise
influence the solute field, as any solutal imbalances close to the interface will
have more time to diffuse away into the solute.
2.6.2 First Order
Again, the first order terms (O(ǫ)) for the concentration field are identical
to [74]. The first order terms for the phase-field equation are:
φ0t + rτφρ = Mφ[φ
1
ρρ +
1
MφVnφ1ρ
−[fφφφ1 + uφφφ1 + fcφc0] +∇2rφ0ρ]. (2.54)
This does not change the solvability condition
c1(0+)
(
c0(0+)− c0(0−)
c0(0+)[1− c0(0+)]
)
+Γ0(
Vn
M
+K) = 0. (2.55)
However, as pointed out above, the introduction of u(φ) will change the
dynamics of the interface as it will tend to even out localized imbalances in
the solutal field.
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Of special interest to us is the case of Vn = 0, in which case the above
equation reduces to the classical Gibbs-Thomson equation - and represents
the situation where the particles stop growing. As we can see from the
equation, such situations depend on the energy density terms fA and fB,
the electrical field density term WU , the curvature K of the particle, and the
concentration gradient between the solid and liquid phases. Various scenarios
of such cases will be explored in the next chapter.
2.6.3 Discussion
In this chapter I have extended a classical phase-field model [74] to in-
clude the effects of an electrical field generated by free electrons in a metal
nanoparticle and free-floating cations in an ionic liquid. From an analysis of
the model equations, I have derived estimates for the velocity of the interface
movement and concluded that an electrical field should impede the growth
of the particles. Furthermore, it should reduce imbalances within the solutal
field over time.
However, these relationships alone are insufficient to understand nanopar-
ticle growth, as they only describe the growth of a single particle, whereas real
nanoparticle growth involves large numbers of particles with a wide spread of
particle sizes [16]. Considering eq. (2.55), a likely cause of this are differences
in the local concentration distribution, as well as limitations of the available
physical space in the area surrounding a particle. Nethertheless, this ba-
sic model should be sufficient to accurately describe isotropic nanoparticle
growth at length scales involving multiple particles once exact values for WU
become available from DFT simulations.
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For a better understanding of the dynamics caused by the effects of the
electrical field on nanoparticle growth, I will continue with numerical studies
in the next chapter.
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Chapter 3
A Model for Nanoparticle
Growth - Numerical
Simulations
In the previous chapter, I have derived a phase-field model for describing
the growth of nanoparticles in an ionic liquid. In this chapter, I present sev-
eral parameter studies examining the influence of the electric field generated
by the particles in detail. As a set of parameters accurately describing real
nanoparticles could only be derived from extended Density Functional The-
ory studies [32] describing such particles and their ionic liquid environment,
these studies are necessarily only of a qualitative nature. Nevertheless, useful
information about the model and its behavior can be gleaned from them.
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3.1 Particle Growth with Infinite Reservoir
In the first numerical study, the growth of a single isotropic particle within
an infinite solutal reservoir was studied. The infinite reservoir was modeled
by giving the 400x400 simulation grid fixed concentration values as boundary
conditions. A single initial grain with a radius of 10 cells was placed in the
center of the grid. The following dimensionless simulation parameters (based
on example values used in [74] were used: dx = 0.01, Mφ = 40.0, MC = 1.0,
Mθ = 1.0, ǫ = 0.01, DC = 1.0, WA = 10.0, WB = 10.0, WU = 0.0, βA = −0.1
and βB = 0.1. The initial concentration value for the entire grid c0, as well
as the identical boundary condition concentration value ci, were varied from
0.0 to 0.3. The evolution of the grain was then observed over time (see Fig.
3.1).
a) b)
Figure 3.1: Growth of a single grain at ci = 0.2 at (a) t = 0 and (b) t = 0.6.
The resulting velocities at t = 0.6 depending on ci were measured and
plotted in Fig. 3.2. The corresponding velocities deriving from the analysis
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in the last chapter (see eq. (2.30)) were plotted as well. The difference
between the two plots can be explained that the interface kinetics equation
was derived for a planar interface and assumed constant concentration values,
while the simulated grain had a curved surface, and a dynamically changing
solutal distribution.
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Figure 3.2: Interface velocity Vn depending on the concentration field. Both
simulated and analytically derived velocities are shown.
While this study did not yet include the effects of the electrical field, it
did provide us with a baseline for further studies. In a subsequent study, the
boundary concentration value was fixed at ci = 0.2, and the electrical field
energy density was varied from WU = 0.0 to WU = 0.5. The results can be
seen in Fig. 3.3.
Again, there is a discrepancy between derived and analytical values. At
WU > 0, the interface velocity is even significantly below that of the analyt-
ically derived value. Possible explanations for this behavior are significant
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Figure 3.3: Interface velocity Vn depending on the electrical field densityWU .
Both simulated and analytically derived velocities are shown.
differences in the gradient of the the concentration field or the much higher
curvature K. A plot of a cut through the concentration field close to the
interface (see Fig. 3.4) reveals that while a higher electrical field density
decreases the concentration value along the length of the interface, it does
so uniformely and thus does not affect the overall dynamics of the interface.
Thus, the smaller than predicted velocities at higher WU are the result of
the overall smaller size of the particle, and thus the higher curvature. This
is consistent with eq. (2.55).
Furthermore, the behavior of φ close to the interface was investigated. In
all cases (taking minor variations due to the discretization of the grid into
account), the cut through the interface resulted in the plot seen in Fig. 3.5.
Using eq. (2.21) as the basis for a fit:
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Figure 3.4: Concentration field values c close to the interface for varyingWU .
φ(x) =
1
1 + eax
, (3.1)
we can calculate a fit parameter of a = 153.947. This is different from the
value of a = 223.607 we would expect from eq. (2.22), though not drastically
so, and the difference can be explained from the concentration gradient that
develops in the simulation. Interestingly, despite what eq. (2.22) would
suggest the value of WU does not influence the curve φ along the interface -
the reason for this is that while highWU values change the local concentration
values, they do not change the concentration gradient, which in turn ensures
that the shape of the interface stays the same.
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Figure 3.5: Phase field values φ close to the interface.
3.2 Particle Growth with Periodic Boundary
Conditions
In the previous section, I discussed the growth of a single particle in an in-
finite solutal reservoir. However, real nanoparticle growth does not normally
occur in the form of single grains, but as a large number of them growing
from the same solution. Thus, the concentration imbalances caused by the
growth of the particles cannot normally diffuse away into an infinite reservoir,
but cause lasting concentration changes which affect the growth of nearby
particles. To examine this phenomenon, a further parameter study was im-
plemented which included periodic boundary conditions in all directions -
representing the idea that nearby grains will likewise cause lasting concen-
tration changes which affect particle growth. The parameters chosen for this
study are identical to those in the previous section, with the exception of the
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concentration field mobility which was set to MC to heighten the changes in
the concentration field. Again, WU vas varied to examine the impact of the
electrical energy density on particle growth.
Unlike in the previous simulations, here the grains eventually reach a
maximum size. The maximum size the grains reach in each simulation run
was noted and plotted over WU in Fig. 3.6.
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Figure 3.6: Maximum Grain Size depending on WU .
As can be seen, higher electrical energy densities have a direct and inverse
relationship with the maximum grain size.
3.3 Particle Growth with Multiple Orienta-
tions
For the final study, the model was extended to include four-fold anisotropy
and multiple crystal orientations, as described in Chapter 1. As the anisotropy
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terms only apply to the gradient term ǫ2∇2φ, the energy density terms f(φ)
and u(φ) term remains unaffected. The addition of the orientation value θ,
the order parameter η, and the Monte Carlo algorithm describing the evo-
lution of θ evolution likewise required no deeper alterations to the model
beyond those.
The numerical simulations were implemented on a 400x400 grid with
periodic boundary conditions. 10 circular grains with a radius of 10 × dx
with random orientations were scattered randomly across the grid. The same
parameters as in section 1 were used, with the addition ofMθ = 1.0, ǫ4 = 0.05
and ξ = 0.0 (no thermal noise fluctuations). WU was varied in different
simulation runs from WU = 0.0 to WU = 1.0. As seen in Fig. 3.7, the grains
develop anisotropic shapes and grow larger over time (with the exception of
the case of WU = 1.0). Furthermore, the electrical energy density WU has as
expected a significant impact on the grain size (see Fig. 3.8).
a) b)
Figure 3.7: Grain growth with multiple orientations and WU = 0.0 at (a)
t = 0 and (b) t = 1
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a) b)
c) d)
Figure 3.8: Grain growth with multiple orientations at t = 2.5 andWU = 0.0
(a), WU = 0.2 (b), WU = 0.4 (c), and WU = 0.6 (d)
The evolution of the volume fraction of the solid particles over time de-
pending on WU is shown in Fig. 3.9. As can be seen, the solid fraction
initially increases exponentially, but as the particles increase in size, the
growth of the solid fraction becomes linear in time.
Furthermore, I have plotted the concentration profiles of the simulation
grid at the same time step in Fig. 3.10. As can be seen, the lower growth rates
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Figure 3.9: Volume fractions of the solid over time forWU = 0.0 toWU = 1.0
at higher WU values cause a higher oversaturation (represented by the lower
C values). The stronger oversaturation and the larger amount of available
physical space implies that there would be more opportunity for additional
nanoparticles to grow. This could be implemented by carefully calibrated
parameters - including a sufficiently high noise parameter ξ - but was not
implemented in this first study for the sake of better comparableness between
the different simulation runs.
3.3.1 Discussion
In this chapter I have have implemented numerical simulations and pa-
rameter studies based on the model described in Chapter 2. While increasing
the electrical field density strength reduces the growth speed and maximum
particle size as expected, I have learned that varying WU will change nei-
ther the concentration gradient nor the curvature of the phase-field variable
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a) b)
c) d)
Figure 3.10: Concentration profiles of the simulation shown in Fig. 3.8 at
t = 2.5 and for WU = 0.0 (a), WU = 0.2 (b), WU = 0.4 (c), and WU = 0.6
(d). White represents high C values, while black represents low C values.
at the interface. Furthermore, I have extended the model to take four-fold
anisotropy into account, based on the model approach described in Chapter
1.
Based on these first studies, it does appear that this model approach is
able to qualitatively describe the observed phenomena of metal nanoparticle
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growth. Quantitative studies will have to wait until a full set of parameters
can be derived with the aid of Density Functional Theory [32] simulations,
but once such parameters are available, it should be possible to accurately
model the phenomena described by (DLVO) theory [50] and the correlations
between the type of the ionic liquid and nanoparticle size recently derived
experimentally by Redel et al. [56, 57]. Furthermore, by implementing spon-
taneous grain growth as described in Chapter 1 it should be possible to
account for the full spread of nanoparticle sizes observed by Dupont et al.
[16]. Finally, it is possible to account for anisotropic growth using this model,
which is often an important factor for the material properties of the particle
[33, 60, 63] - although the precise anisotropy function (see eq. (1.4) would
have to be adjusted to the precise shape of the particle in question (see [69] for
possibilities). Thus, this model could serve as a powerful tool for predicting
the shape, size, and distribution of nanoparticles grown in ionic liquids.
Chapter 4
Multiple Crystal Orientations
Using the Phase-Field Crystal
Method
In the previous chapters, I have looked at variations of conventional phase-
field models to describe crystal growth with multiple orientations, but these
are not the only possible approaches. The phase-field crystal method (PFC)
has recently been introduced [21] as a novel variant of the established phase-
field method for describing nucleation processes on the atomistic scale by
using a free energy functional which is minimized by a periodic hexagonal
state. While this method, like Molecular Dynamics (MD) simulations, is used
for investigating processes at the atomistic scale, it has the advantage of re-
solving the atomic-scale structure of polycrystalline materials at the same
time averaging out the fluctuations which are inherent in MD simulations
[46]. This model has proven highly useful for describing elastic effects, multi-
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ple orientations, and the formation and movement of dislocations [5, 21, 20],
and has even been extended to binary alloys as well [22].
Due to the novelty of the phase-field crystal method, not all of its aspects
and elements are completely understood. One element which is frequently
included in such models is a stochastic noise term representing thermal fluc-
tuations. However, the precise effects of these fluctuations has generally been
neglected and not yet examined in simulation studies in depth [22, 30, 46] -
in some studies even removing the noise term entirely to ensure that it does
not randomly distort the results of the parameter studies [65]. Normally,
in such studies initial crystal seeds are set at the start of the simulations,
and in such studies it may be acceptable to ignore the effect of noise on
the results. However, for one type of study the inclusion of thermal noise is
essential: The study of homogenous nucleation, where thermal fluctuations
trigger spontaneous nucleation from a homogenous material (such as a liq-
uid). The influence of thermal noise on nucleation has been of considerable
interest to material scientists for decades [4, 68, 70], and it has been studied
via Monte Carlo approaches [76, 15, 43, 37], and via the phase-field method
[10, 38] before. Moreover, nucleation processes have also been studied with
density functional theory (DFT) [53, 58], however to the best of our knowl-
edge not yet with the PFC method. This appears to not yet fully exploit the
potential of the PFC method, which operates on diffusive time scales and
atomic length scales and thus allows for computations which are a factor of
106 to 108 faster than other atomic approaches [19]. This implies that it is an
excellent method to study the initial stages of solidification from nucleation
to microstructure formation coherently with one single method. Here I will
4.1 Underlying Simulation Approach 59
demonstrate this by presenting a study which investigates via PFC simula-
tions the influence of thermal noise on nucleation rates and average grain
sizes in a homogenously nucleating system.
In this chapter, I first explain the model approach which were employed
in our simulation studies. Afterwards, I discuss the numerical simulations
themselves and their results, and finally conclude with a summary and an
outlook.
4.1 Underlying Simulation Approach
Our simulations are based on the PFC model formulation originally in-
troduced by [21]. It empoyes the following free energy functional:
F =
∫
d~r{Ψ[(q20 +∇2)2 − ǫ]Ψ/2 + Ψ4}, (4.1)
where Ψ represents the mass density field. The lattice constant of the
strucures described by the system is equal to 2π/q0 [1]. ǫ is a constant
representing the undercooling of the system.
A dimensionless equation of motion can be derived from the functional
according to:
∂Ψ/∂t = ∇2(δF/δΨ) + η, (4.2)
where η is a noise term of the form < η(~r, t)η(~r′, t′) >= −G∇2δ(~r −
~r′)δ(t− t′). The square of the noise amplitude is linearly proportional to the
temperature [21].
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For two-dimensional study I present in the following, the parameter q0,
which determinines the length of the periodic state of the system, is set
to 1 (thus, the lattice constant of the system is equal to 2π unit lengths,
which in this case were set to be equal to the grid spacing of the simulation).
The undercooling ǫ was set to 1 as well, the maximum value for this q0
which still yields a stable periodic solution (see eq. (24) in [19]), and which
represents undercooling so strong that even the smallest disturbance from
the equilibrium of the liquid results in nucleation. A calculation grid with a
size of 400 x 400 individual cells and a cell spacing of ∆x = 1 is chosen. The
mass density Ψ was initialized with a uniform value of Ψ = 0.07. This choice
of ǫ and the resulting average mass density Ψ ensured that the simulation
results stayed within the hexagonal, equiaxed nucleation regime.
In order to examine grain size distributions, an algorithm was developed
which identified individual grains. This was done by first identifying all
calculation cells which were recognizable as part of a crystal structure (which
was the case when Ψx,y > Ψmax/2), and then identifying groups of such cells
by going from neighboring cell to neighboring cell checking the above criterion
category until no further connecting cells could be found. In this way, it was
possible to track the evolution of grain sizes over time.
4.2 Numerical Simulations
4.2.1 Simulation Set-up and Numerical Results
In our study, I varied the noise amplitude G over the following val-
ues: G = 0.02, 0.04, 0.08, 0.1, 0.15, 0.2, 0.25, 0.3, 0.325, 0.35, 0.375, 0.4. Using
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Figure 4.1: Sample simulation result for G = 0.35.
smaller noise amplitudes than G = 0.02 would not have yielded useful re-
sults in this study, as the average grain size would have been larger than the
size of the calculation grid could have encompassed. Noise amplitudes larger
than 0.4, on the other hand, generally resulted in a large number of grain
“fragments” instead of standard grains with recognizable hexagonal patterns.
The resulting grain sizes were evaluated at t = 900, as the number of
grains as well as the grain size had stabilized after this time period for all
grain sizes. After the calculation of the individual grain sizes, the average
grain size was derived as well - though “grains” below the size of 30 cells
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were discarded for this, as these do not form a complete hexagonal shape
and represent merely minor dislocations instead of true grains.
As depicted in Fig. 4.2 (representing the simulation at G = 0.02), the
number of grains is initially high after the nucleation process, but gradually
decreases over time until it reaches a steady state. Minor fluctuations in the
form of grain fragments persist at the boundaries due to the noise term, but
the overall number of grains remains fairly stable.
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Figure 4.2: Plot of the number of grains over time for G = 0.02.
To examine the impact of the noise amplitude on grain formation, the
number of grains at which the simulation runs stabilized at t = 900 was
examined. This number was plotted over G in Fig. 4.3. The grain num-
ber clearly increases with higher noise amplitudes, with the exception of the
value for G = 0.3. Upon closer examination of the development of the sim-
ulation run, I discovered that three of the grains forming during the initial
nucleation process had nearly identical grain orientations. This resulted ’ac-
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cidentally’ in a scenario where they connected with each other and turned
into a single large crystal. Thus, the respective data point can be considered
an aberration when evaluating our results for general trends to understand
underlying mechanisms.
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Figure 4.3: Plot of the number of grains depending on noise amplitude.
4.2.2 Analysis and Interpretation of our Results
Analysing our results we can at first sight identify three regimes of dif-
ferent slope - one at low noise amplitudes with G ≤ 0.2, where dN
dG
= 93.72,
at high noise amplitudes with G ≥ 0.325, where dN
dG
= 3400, and an interme-
diary regime at 0.2 < G < 0.325. However, as I have discussed above, the
value for G = 0.3 can be considered anomalous and should be ignored for
fitting purposes. Thus two regimes remain (“low” and “high”), which can be
fitted linearly as indicated in Fig 4.3. The fits are:
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Nlow = 6.154 + 93.73×G (4.3)
Nhigh = −1013 + 3400×G (4.4)
This is equivalent to the nucleation rate.
Another value of interest is the average grain size, which is similar to the
nucleation rate as it also depends on the number of grains growing as each
grain reduces the available space for others, but not identical as higher noise
values result in a larger number of dislocations and incomplete grains at the
grain boundaries. The relationship between the noise term and the average
grain size can be found in Fig. 4.4. The data points can be approximated
by the following exponential equation:
A¯Grains = −408.8 + 10505.2× e−7.4G (4.5)
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Figure 4.4: Plot of the average grain size depending on noise amplitude.
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If we now turn back to Fig. 4.3 and try to derive a mechanism based un-
derstanding of the regimes we can identify, it appears that the average grain
size is not the only measurement of interest. Another important indicator
for the underlying mechanisms is given by the distribution of grain sizes. As
Fig. 4.5 reveals, at the lower noise amplitudes (a) the grains consist of a sin-
gle large grain and a number of very small grains, inside the grain boundary
region. At higher noise amplitudes, larger and larger grains become evident
(b), until no grains exist in the formerly largest grain category. This oc-
curs at noise amplitudes of G > 0.3 ((c) and (d)), starting with G = 0.325.
This noise amplitude represents a “break point” in the development of the
grains. These results reveal that it makes sense to assume two regimes for
the development of specific grain sizes from stochastically induced nucleation
governed by the two different above scenarios (a) and (b).
As in classical nucleation theory and experiments (see eq. (1) in [54]), the
nucleation rate is higher at high temperatures (assuming the same amount of
relative undercooling), though the classical equation for the nucleation rate
converges towards a relatively constant value for high temperatures while eq.
(4.4) increases rapidly with high G values. At first glance, the result might
seem surprising - after all, the square of G is linearily proportional to the
temperature. However, while the noise amplitude is temperature-dependent,
the main driving force of nucleation processes is the undercooling of the liq-
uid - which was left constant in this study. One can therefore conclude that
while a low undercooling (that is, a comparably high temperature) will re-
sult in a low nucleation rate, the thermal fluctuations caused by the same
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high temperatures will counterbalance this effect to some degree. Thus, ne-
glecting the noise amplitude in nucleation studies may skew the final results,
depending on the observed system. The different regimes observed also sug-
gest that the magnitude of this effect will be different for studies at different
temperatures - it may be possible to neglect it at low temperatures, but at
high temperatures (small undercoolings) it will likely be large enough to be
noticeable.
Finally, I carried out a series of simulation runs with successively smaller
noise amplitudes, down to G = 2.0× 10−16 (which was the smallest possible
value permitted by the numerical accuracy of the simulation code) to inves-
tigate whether I could find a threshold for nucleation or not. As mentioned
above, these noise amplitude values were too small to deliver useful mea-
surements of grain size and numbers at t = 900. Therefore I first assumed
that there might indeed be a threshold for the noise amplitude below which
nuclation would not be triggered. To address this question I carried out
longer simulations with the following results: While nucleation took longer
to start the smaller the noise amplitude was chosen, eventually all simulation
runs showed evidence of nucleation. Thus, unlike with conventiona phase-
field models [55], identifying a finite threshold for nucleation was not possible
with our approach. This is in line with eq. (25) in [19], which states that a
periodic solution A with an amplitude q exists for the model if
√
q20 −
√
ǫ < q <
√
q20 +
√
ǫ. (4.6)
For our parameter values - q0 = 1 and ǫ = 1 - this means
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0 < q <
√
2. (4.7)
Thus, any disturbance of the initial equilibrium state of Ψ = 0.07 will
result in a periodic regime with a non-zero amplitude which will quickly
propagates throughout the system.
4.3 Summary and Outlook
In this chapter, I presented a study examining the influence of noise on
the nucleation process with simulations using the phase-field crystal method.
As could be demonstrated, the average grain size decreased as the noise
amplitude increased, with the correlation between the two values falling into
two distinct regimes: The first is a regime dominated by a single large grain,
which is surrounded by a number of smaller ones inside the grain boundary
region. The second regime is characterized by the vanishing of individual
outstanding large grains at large noise amplitudes. Furthermore, a relation
between the noise amplitude and the nucleation rate was derived as given by
eqs. (4.3) and (4.4).
The metastable nature of the system defined by the chosen parameters
suggests that this represents a system with a great relative undercooling.
Thus, it is suggested future studies examining thermal fluctuations via the
phase-field crystal method should repeat equivalent noise parameter varia-
tions for a range of undercooling values of 0 ≤ ǫ ≤ 1. In this way, it should be
possible to make quantitative statements about nucleation rates depending
on both absolute temperature (represented by the noise parameter η) and rel-
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ative undercooling (ǫ). Once this approach is validated via comparison with
experimental data, this will help immensely with fine-tuning grain sizes of
tailor-made materials by making it possible to pre-calculate the undercooling
required for specific nucleation rates.
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Figure 4.5: Grain size distribution for G = 0.02 (a), 0.25 (b), 0.325 (c), and
0.4 (d).
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Summary and Outlook
In this work we have examined solidification processes of crystals with
multiple crytal orientations under a range of different points of view. First,
we expanded a combined phase-field/Monte Carlo algorithm by Assadi [3]
to reduce lattice effects distorting the course of solid-solid grain boundaries.
This was done by calculating an additional variable η describing the degree
of crystalline order, and using it to adjust the input values for the Monte
Carlo algorithm. This expanded model was then used for a qualitative study
of microstructure growth in veins.
Next we present a phase-field model for the growth of metal nanoparticles
in ionic liquids. This model includes the effect of a short-range electrical field
generated in the interface region by the free electrons in the nanoparticles
and the cations in the ionic liquid, which in turn attracts a layer of cations
which inhibit the growth of the particle. The kinetics of the model and the
influence of the electrical field on them were first analyzed mathematically
and then in a series of numerical studies. Finally, the model was extended
with the Monte Carlo algorithm discussed in Chapter 1 for anisotropy and
multiple grain orientations, and a parameter study compared the speed of
the growth of the solid volume fraction over time with the strength of the
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electrical field at the interface and showed that an increasing electrical field
strength results in decreasing growth rates.
Finally, we examine the influence of noise on the atomistic scale using the
new phase-field crystal model first described by Elder et al. [21]. We observe
that with increasing noise amplitudes the number of grains increases, while
both the average grain size and the maximum grain size decrease, and identify
several distinct regimes of growth.
While these three models may seem diverse, there is significant over-
lap between them. Both growth competition of crystals in veins and metal
nanoparticle growth require models capable of describing multiple crystal
orientations for numerical simulations which can show the full range of dy-
namics involved. Furthermore, the simulation of spontaneous nucleation as
shown in Chapter 1 requires the use of a noise term to trigger the nucleation
- something that will also have to be used in future studies based on the
model for nanoparticle growth examined in Chapter 2 and 3. The study of
noise-induced nucleation via the phase-field crystal method as first discussed
in Chapter 4 will help with finding appropriate noise parameters for different
material systems at different temperatures and undercoolings.
As all three models represent first steps in those directions in their re-
spective fields, all three models have ample room for further study and in-
vestigation. The field of microstructure formation on geological time scales
especially is virgin ground as far as phase-field modelling is concerned, as
most phase-field models have been more concerned with solidification pro-
cesses occurring over short time periods. Techniques which are already well-
established in the phase-field community - hydrodynamic convection [27, 61],
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stress and deformation [17], and extension to three dimensions [39] - could be
adapted for geological processes with comparable ease. Furthermore, this ba-
sic approach can be used for a vast range of different applications for growth
competition and polycrystalline growth, especially since it does not have any
inherent difficulties with high anisotropy values, unlike the ones described by
Chen et al. [13] for the model by Warren et al. [73].
The phase-field model described in chapters 2 and 3 likewise is worthy
further study, although validation of the basic concept of the model requires
input parameters derived from Density Functional Theory studies [32] which
were unfortunately not available at the time of this writing. Once such infor-
mation becomes available, it can be compared with experimental values (such
as those in [9, 14, 16, 29, 48, 52, 59]) to determine what, if any, adjustments
need to be made.
For the study of the impact of noise on nucleation using the phase-field
crystal method, further studies should focus on varying the strength under-
cooling and examining the effect of the noise amplitude under these con-
ditions. In this way, it should be possible to predict the nucleation rates
for specific materials based on both absolute temperature (expressed via the
noise amplitude) and relative undercooling - in a much speedier fashion than
it would be possible with the significantly slower other atomistic simulation
approaches [19].
As outlined above, none of these models exist in isolation - all benefit
from modelling techniques of and experiences with the other. As available
computational resources grow, the numerical study of complex policrystalline
growth and other material systems with multiple orientations is likely to
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intensify. Thus, it is vital that solid foundations for future studies in this
field are established now, and it is hoped that this work was able to contribute
to them.
Appendix
Expansions for φ:
φ2 = (φ0 + ǫφ1 + ǫ2
1
2
φ2) + · · ·
= (φ0)2 + 2ǫφ0φ1 + ǫ2((φ1)2 + φ0φ2) + · · · (4.8)
φ3 = (φ0 + ǫφ1 + ǫ2
1
2
φ2)((φ0)2 + 2ǫφ0φ1 + ǫ2((φ1)2 + φ0φ2)) + · · ·
= (φ0)3 + 3ǫ(φ0)2φ1 + ǫ2(3φ0(φ1)2 +
3
2
(φ0)2φ2) + · · · (4.9)
φ4 = (φ0 + ǫφ1 + ǫ2
1
2
φ2)((φ0)3 + 3ǫ(φ0)2φ1 + ǫ2(3φ0(φ1)2 +
3
2
(φ0)2φ2)) + · · ·
= (φ0)4 + 4ǫ(φ0)3φ1 + ǫ2(6(φ0)(φ1)2 + 2(φ0)3φ2) + · · · (4.10)
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Kurzfassung
Numerische Simulationen von Kristallen mit multiplen Orientierungen
sind im letzten Jahrzehnt zum Gegenstand intensiven Interesses der Indus-
trie geworden, da eine große Bandbreite von industriellen Materialien - von
Polykristallen bis zu Nanopartikeln - in diese Kategorie fallen. In dieser Ar-
beit stelle ich mehrere detaillierte Studien vor, die das Potential von drei
verschiedenen Phasenfeldmodellen fu¨r die Beschreibung solcher Systeme un-
tersuchen. Als erstes erweitere ich einen existierenden gekoppeltes Phasen-
feld/Monte Carlo-Ansatz [H. Assadi, A Phase-Field Model for Crystalliza-
tion into Multiple Grain Structures, in Solidification and Crystallization
(2004), ed. von D. Herlach], um Gittereffekte zu eliminieren und verwende
diesen Ansatz in Kombination mit dem zuvor entwickelten erweiterten Monte
Carlo-Algoritmus, um Kristall-Wachstumswettbewerb in Gesteinskluften zu
beschreiben. Anschliessend stelle ich ein neues Modell fu¨r das Wachstum von
metallischen Nanopartikeln in ionischen Lo¨sungen vor, welches auf einem
klassischen Phasenfeldmodell basiert [Wheeler et al., Phys. Rev. A 45
(1992) 7424] und verwenden es fu¨r erste qualitative Studien. Danach ver-
wende ich die neue Phasenfeld-Kristall-Methode [K. R. Elder et al., Phys.
Rev. Lett. 88 (2002) 235702-2 ] um die Korellation zwischen thermalem
91
92 Kurzfassung
Rauschen und Nukleationsraten zu untersuchen, was fu¨r zuku¨nftige Nuk-
leationsstudien von Nutzen sein wird - inklusive dem zuvor beschriebenen
Wachstum von Nanopartikeln. Zuletzt diskutiere ich die Parallelen zwischen
den drei verschiedenen Modellen, und wie das durch sie erlangte Wissen in
zuku¨nftigen Studien nichtlinearer Systeme verwendet werden kann.
Abstract
Numerical simulations of crystals with multiple crystal orientations have
become the subject of intense interest in the last decade, as a vast range
of industrial materials - from polycrystals to nanoparticles - falls into that
category. In this work, I present several detailed studies which examine the
potential of three different phase-field models for such systems. First, I ex-
pand an existing coupled phase-field/Monte Carlo approach [H. Assadi, A
Phase-Field Model for Crystallization into Multiple Grain Structures, in So-
lidification and Crystallization (2004), ed. by D. Herlach] to eliminate lattice
effects and use it to simulate crystal growth competition in veins. Secondly,
I propose a new model for the growth of metal nanoparticles in ionic liquids
based on a classical phase-field model [Wheeler et al., Phys. Rev. A 45 (1992)
7424] and use it in combination with the extended Monte Carlo algorithm
developed earlier for some first qualitative studies. Next, I use the newly
introduced phase-field crystal method [K. R. Elder et al., Phys. Rev. Lett.
88 (2002) 235702-2 ] to investigate the correlation between thermal noise and
nucleation rates, which will be of use in future nucleation studies - including
the nanoparticle growth described earlier. Finally, I discuss the parallels be-
tween the three different models and how to combine the knowledge gained
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from them in future studies of nonlinear systems.
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