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Abstract
Independent Component Analysis (ICA) is a technique for unsuper-
vised exploration of multi-channel data widely used in observational sci-
ences. In its classical form, ICA relies on modeling the data as a linear
mixture of non-Gaussian independent sources. The problem can be seen
as a likelihood maximization problem. We introduce Picard-O, a pre-
conditioned L-BFGS strategy over the set of orthogonal matrices, which
can quickly separate both super- and sub-Gaussian signals. It returns the
same set of sources as the widely used FastICA algorithm. Through nu-
merical experiments, we show that our method is faster and more robust
than FastICA on real data.
Keywords : Independent component analysis, blind source separation,
quasi-Newton methods, maximum likelihood estimation, preconditioning.
1 Introduction
Independent component analysis (ICA) [1] is a popular technique for multi-
sensor signal processing. Given an N × T data matrix X made of N signals of
length T , an ICA algorithm finds an N × N ‘unmixing matrix’ W such that
the rows of Y = WX are ‘as independent as possible’. An important class of
ICA methods further constrains the rows of Y to be uncorrelated. Assuming
zero-mean and unit variance signals, that is:
1
T Y Y
> = IN . (1)
The ‘whiteness constraint’ (1) is satisfied if, for instance,




∗P. Ablin works at Inria, Parietal Team, Université Paris-Saclay, Saclay, France; e-mail:
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alexandre.gramfort@inria.fr
1
and the matrix O is constrained to be orthogonal: OO> = IN . For this reason,
ICA algorithms which enforce signal decorrelation by proceeding as suggested
by (2) —whitening followed by rotation— can be called ‘orthogonal methods’.
The orthogonal approach is followed by many ICA algorithms. Among them,
FastICA [2] stands out by its simplicity, good scaling and a built-in ability to
deal with both sub-Gaussian and super-Gaussian components. It also enjoys an
impressive convergence speed when applied to data which are actual mixture
of independent components [3, 4]. However, real data can rarely be accurately
modeled as mixtures of independent components. In that case, the convergence
of FastICA may be impaired or even not happen at all.
In [5], we introduced the Picard algorithm for fast non-orthogonal ICA on
real data. In this paper, we extend it to an orthogonal version, dubbed Picard-
O, which solves the same problem as FastICA, but faster on real data.
In section 2, the non-Gaussian likelihood for ICA is studied in the orthog-
onal case yielding the Picard Orthogonal (Picard-O) algorithm in section 3.
Section 4 connects our approach to FastICA: Picard-O converges toward the
fixed points of FastICA, yet faster thanks to a better approximation of the Hes-
sian matrix. This is illustrated through extensive experiments on four types of
data in section 5.
2 Likelihood under whiteness constraint
Our approach is based on the classical non-Gaussian ICA likelihood [6]. The
N×T data matrix X is modeled as X = AS where the N×N mixing matrix A is
invertible and where S has statistically independent rows: the ‘source signals’.
Further, each row i is modeled as an i.i.d. signal with pi(·) the probability
density function (pdf) common to all samples. In the following, this assumption
is denoted as the mixture model. It never perfectly holds on real problems.









It is convenient to work with the negative averaged log-likelihood parametrized
by the unmixing matrix W = A−1, that is, L(W ) = − 1T log p(X|W
−1). Then,
(3) becomes:





where Ê denotes the empirical mean (sample average) and where, implicitly,
[y1, · · · , yN ]> = Y = WX.
We consider maximum likelihood estimation under the whiteness constraint (1).
By (2) and (4), this is equivalent to minimizing L(OW0) with respect to the
orthogonal matrix O. To do so, we propose an iterative algorithm. A given
iterate Wk = OkW0 is updated by replacing Ok by a more likely orthonormal
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matrix Ok+1 in its neighborhood. Following classical results of differential ge-
ometry over the orthogonal group [7], we parameterize that neighborhood by
expressing Ok+1 as Ok+1 = e
EOk where E is a (small) N ×N skew-symmetric
matrix: E> = −E .
The second-order Taylor expansion of L(eEW ) reads:
L(eEW ) = L(W ) + 〈G|E〉+ 1
2
〈E|H|E〉+O(||E||3). (5)
The first order term is controlled by the N × N matrix G = G(Y ), called
relative gradient and the second-order term depends on the N × N × N × N
tensor H(Y ), the relative Hessian. Both quantities only depend on Y = WX
and have simple expressions in the case of a small relative perturbation of the
form W ← (I+E)W (see [5] for instance). Those expressions are readily adapted
to the case of interest, using the second order expansion exp(E) ≈ I + E + 12E
2.
One gets:
Gij = Ê[ψi(yi)yj ]− δij , (6)
Hijkl = δilδjkÊ[ψi(yi)yi] + δik Ê[ψ
′
i(yi)yjyl] . (7)




is called the score function.
This Hessian (7) is quite costly to compute, but a simple approximation is
obtained using the form that it would take for large T and independent signals.
In that limit, one has:
Ê[ψ′i(yi)yjyl] ≈ δjl Ê[ψ′i(yi)]Ê[y2j ] for i 6= j, (8)
hence the approximate Hessian (recall Ê[y2j ] = 1):
H̃ijkl = δilδjkÊ[ψi(yi)yi] + δikδjl Ê[ψ
′
i(yi)] if i 6= j. (9)
Plugging this expression in the 2nd-order expansion (5) and expressing the result
as a function of the N(N − 1)/2 free parameters {Eij , 1 ≤ i < j ≤ N} of a










where we have defined the non-linear moments:
κ̂i = Ê[ψi(yi)yi]− Ê[ψ′i(yi)] . (11)
If κ̂i+κ̂j > 0 (this assumption will be enforced in the next section), the form (10)
is minimized for Eij = −(Gij −Gji)/(κ̂i + κ̂j): the resulting quasi-Newton step
would be
Wk+1 = e






That observation forms the keystone of the new orthogonal algorithm described
in the next section.
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3 The Picard-O algorithm
As we shall see in Sec. 4, update (12) is essentially the behavior of FastICA
near convergence. Hence, one can improve on FastICA by using a more accurate
Hessian approximation. Using the exact form (7) would be quite costly for large
data sets. Instead, following the same strategy as [5], we base our algorithm
on the L-BFGS method (which learns the actual curvature of the problem from
the data themselves) using approximation (10) only as a pre-conditioner.
L-BFGS and its pre-conditioning: The L-BFGS method keeps track of the
m previous values of the (skew-symmetric) relative moves Ek and gradient dif-
ferences ∆k = (Gk − G>k )/2 − (Gk−1 − G>k−1)/2 and of auxiliary quantities
ρk = 〈Ek|∆k〉. It returns a descent direction by running through one backward
loop and one forward loop. It can be pre-conditioned by inserting a Hessian
approximation in between the two loops as summarized in algorithm 1.
Stability: If the ICA mixture model holds, the sources should constitute a
local minimum of L. According to (10), that happens if κ̂i+ κ̂j > 0 for all i < j
(see also [8]). We enforce that property by taking, at each iteration:
ψi(·) = sign(ki)ψ(·) (13)
where ki = Ê[ψ(yi)yi] − Ê[ψ′(yi)] and ψ is a fixed non-linearity (a typical
choice is ψ(u) = tanh(u)). This is very similar to the technique in extended
Infomax [9]. It enforces κ̂i = |ki| > 0, and the positivity of H̃. In practice, if
for any signal i the sign of ki changes from one iteration to the next, L-BFGS’s
memory is flushed.
Regularization: The switching technique guarantees that the Hessian ap-
proximation is positive, but one may be wary of very small values of κ̂i + κ̂j .
Hence, the pre-conditioner uses a floor: max((κ̂i + κ̂j)/2, κmin) for some small
positive value of κmin (typically κmin ' 10−2).
Line search: A backtracking line search helps convergence. Using the search
direction Dk returned by L-BFGS, and starting from a step size α = 1, if
L(exp(αDk)Wk) < L(Wk), then set Ek+1 = αDk and Wk+1 = exp(Ek+1)Wk,
otherwise divide α by 2 and repeat.
Stopping: The stopping criterion is ||G−G>|| < ε where ε is a small tolerance
constant.
Combining these ideas, we obtain the Preconditioned Independent Compo-
nent Analysis for Real Data-Orthogonal (Picard-O) algorithm, summarized in
table 2.
The Python code for Picard-O is available online at https://github.com/
pierreablin/picard.
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Algorithm 1: Two-loop recursion L-BFGS formula
Input : Current gradient Gk, moments κ̂i, previous El, ∆l, ρl
∀l ∈ {k −m, . . . , k − 1}.
Set Q = −(Gk −G>k )/2;
for l=k-1,. . . ,k-m do
Compute al = ρl〈El|Q〉 ;
Set Q = Q− al∆i ;
end






for l=k-m,. . . ,k-1 do
Compute β = ρl〈∆l|D〉 ;
Set D = D + El(al − β) ;
end
Output: Descent direction D
Algorithm 2: The Picard-O algorithm
Input : Initial signals X, number of iterations K
Sphering: compute W0 by (1) and set Y = W0X;
for k = 0 · · ·K do
Compute the signs sign(ki) ;
Flush the memory if the sign of any source has changed ;
Compute the gradient Gk ;
Compute search direction Dk using algorithm 1 ;
Compute the step size αk by line search ;
Set Wk+1 = exp(αkDk)Wk and Y = Wk+1X ;
Update the memory;
end
Output: Unmixed signals Y , unmixing matrix Wk
4 Link with FastICA
This section briefly examines the connections between Picard-O and symmetric
FastICA [10]. In particular, we show that both methods essentially share the
same solutions and that the behavior of FastICA is similar to a quasi-Newton
method.
Recall that FastICA is based on an N × N matrix C(Y ) matrix defined
entry-wise by:
Cij(Y ) = Ê[ψi(yi)yj ]− δijÊ[ψ′i(yi)] . (14)
The symmetric FastICA algorithm, starting from white signals Y , can be seen
as iterating Y ← Cw(Y )Y until convergence, where Cw(Y ) is the orthogonal
matrix computed as





In the case of a fixed score function, a sign-flipping phenomenon appears leading
to the following definition of a fixed point: Y is a fixed point of FastICA if Cw(Y )
is a diagonal matrix of ±1 [11]. This behavior can be fixed by changing the score
functions as in (13). It is not hard to see that, if ψ is an odd function, such a
modified version has the same trajectories as the fixed score version (up to to
irrelevant sign flips), and that the fixed points of the original algorithm now all
verify Cw(Y ) = IN .
Stationary points : We first relate the fixed points of FastICA (or rather
the sign-adjusted version described above) to the stationary points of Picard-O.
Denote C+ (resp. C−) the symmetric (resp. skew-symmetric) part of C(Y )
and similarly for G. It follows from (6) and (14) that
C = C+ + C− = C+ +G−
since C− = G− = (G−G>)/2.
One can show that Y is a fixed point of FastICA if and only if G(Y ) is
symmetric and C+(Y ) is positive definite. Indeed, at a fixed point, Cw(Y ) = IN ,
so that by Eq. (15), one has C(Y ) = (CC>)1/2 which is a positive matrix
(almost surely). Conversely, if G(Y ) is symmetric, then so is C(Y ). If C(Y ) is
also positive, then its polar factor Cw(Y ) is the identity matrix, so that Y is a
fixed point of FastICA.
The modification of FastICA ensures that the diagonal of C(Y ) is positive,
but does not guarantee positive definiteness. However, we empirically observed
that on each dataset used in the experiments, the matrix C+(Y ) is positive
definite when G−(Y ) is small. Under that condition, we see that the stationary
points of Picard-O, characterized by G−(Y ) = 0 are exactly the fixed points of
FastICA.
Asymptotic behavior of FastICA : Let us now expose the behavior of Fas-
tICA close to a fixed point i.e. when Cw(Y ) = exp(E) for some small skew-
symmetric matrix E .






Denote by Ĥ the linear mapping Ĥ : E → −C+E+EC+2 . When FastICA perform
a small move, it is (at first order) of the form W ← eDW with D = −Ĥ−1(G−).
It corresponds to a quasi-Newton step with Ĥ as approximate Hessian.
Furthermore, under the mixture model assumption, close from separation
and with a large number of samples, C+ becomes the diagonal matrix of coeffi-
cients δij κ̂i and Ĥ simplifies, giving the same direction D given in (12).
In summary, we have shown that a slightly modified version of FastICA (with
essentially the same iterates as the original algorithm) has the same fixed points
as Picard-O. Close to such a fixed point, each of FastICA’s iteration is similar to
a quasi-Newton step with an approximate Hessian. This approximation matches
the true Hessian if the mixture model holds, but this cannot be expected in
practice on real data.
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5 Experiments
This section illustrates the relative speeds of FastICA and Picard-O. Both al-
gorithms are coded in the Python programming language. Their computation
time being dominated by score evaluations, dot products and sample averages,
a fair comparison is obtained by ensuring that both algorithms call the ex-
act same procedures so that speeds differences mostly stems from algorithmics
rather than implementation.
Figure 1 summarizes our results. It shows the evolution of the projected
gradient norm ||G−G>|| versus iterations (left column) and versus time (right
column). The 4 rows correspond to 4 data types: synthetic mixtures, fMRI
signals, EEG signals, and image patches. FastICA and Picard-O speeds are
compared using ψ(·) = tanh(·). The signals are centered and whitened before
running ICA.
Experiments are repeated several times for each setup. The solid line shows
the median of the gradient curves and the shaded area shows the 10 %− 90 %
percentile (meaning that half the runs completed faster than the solid line and
that 80% have convergence curves in the shaded area).
Synthetic data We generate N = 50 i.i.d. sources of length T = 10000.
The 25 first sources follow a uniform law between −1 and 1, the 25 last follow
a Laplace law (p ∝ exp(−|x|)). The N × T source matrix S is multiplied by
a random square mixing matrix A. This experiment is repeated 100 times,
changing each time the seed generating the signals and the mixing matrix.
fMRI This is functional MRI data processed by group ICA [12]. The datasets
come from ADHD-200 consortium [13]. The problem is of size N = 60, T =
60000, and the experiments are repeated over 20 datasets.
EEG ICA is applied on 13 publicly available1 electroencephalography datasets [14].
Each recording contains N = 71 signals, of length T ' 75000.
Image patches We use a database of 80 different images of open country [15].
From each image, T = 10000 patches of size 8× 8 are extracted and vectorized
to obtain N = 64 signals, before applying ICA.
Results. FastICA is slightly faster than Picard-O on the simulated problem, for
which the ICA mixture model holds perfectly. However, on real data, the rate
of convergence of FastICA is severely impaired because the underlying Hessian
approximation is far from the truth, while our algorithm still converges quickly.





In this paper, we show that, close from its fixed points, FastICA’s iterations
are similar to quasi-Newton steps for maximizing a likelihood. Furthermore,
the underlying Hessian approximation matches the true Hessian of the problem
if the signals are independent. However, on real datasets, the independence
assumption never perfectly holds. Consequently, FastICA may converge very
slowly on applied problems [16] or can get stuck in saddle points [17].
To overcome this issue, we propose the Picard-O algorithm. As an extension
of [5], it uses a preconditioned L-BFGS technique to solve the same minimiza-
tion problem as FastICA. Extensive experiments on three types of real data
demonstrate that Picard-O can be orders of magnitude faster than FastICA.
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Figure 1: Comparison between FastICA and Picard-O. Gradient norm vs itera-
tions (left column) and vs time (right column). From top to bottom: simulated
data, fMRI data, EEG data and image data. Solid line corresponds to the
median of the runs, the shaded area covers the 10%− 90% percentiles.
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