Recently, high-dimensional heterogeneous data have attracted a lot of attention and discussion. Under heterogeneity, semiparametric regression is a popular choice to model data in statistics. In this paper, we take advantages of expectile regression in computation and analysis of heterogeneity, and propose the regularized partially linear additive expectile regression with nonconvex penalty, for example, SCAD or MCP for such high-dimensional heterogeneous data. We focus on a more realistic scenario: the regression error is heavy-tailed distributed and only has finite moments, which is violated with the classical sub-gaussian distribution assumption and more common in practise. Under some regular conditions, we show that with probability tending to one, the oracle estimator is one of the local minima of our optimization problem. The theoretical study indicates that the dimension cardinality of linear covariates our procedure can handle with is essentially restricted by the moment condition of the regression error. For computation, since the corresponding optimization problem is nonconvex and nonsmooth, we derive a two-step algorithm to solve this problem. Finally, we demonstrate that the proposed method enjoys good performances in estimation accuracy and model selection through Monto Carlo simulation studies and a real data example. What's more, by taking different expectile weights α, we are able to detect heterogeneity and explore the entire conditional distribution of the response variable, which indicates the usefulness of our proposed method for analyzing high dimensional heterogeneous data.
Introduction
High dimensional data have been increasingly frequent in nowadays scientific areas like genomics, economics, finance and so on. The past two decades have witnessed the rapid development of high dimensional statistical analysis, most of which usually assume homogeneity on the data structure, for example, assuming a sequence of i.i.d. errors in regression framework(see, Bühlmann and Van De Geer (2011)) . Recently, however, National Research Council (2013) points out that due to multi-sources data collection technology and error accumulation in data preprocessing, high dimensional data display an opposite feature "heterogeneity". There has been much evidence for the existence of heterogeneity in high dimensional data, for example, Daye et al. (2012) identified the presence of heteroscedasticity in the eQTLs data which are usually associated with gene expression variations and demonstrated directly the necessity of considering heteroscedasticity in the modeling; Wang et al. (2012) used regularized quantile regression to investigated genetic variation relevant to human eye disease and also detected heterogeneity in this gene data; other references, see Gu and Zou (2016) , Zhao et al. (2018) . Buja et al. (2014) pointed out that when some covariates indeed cast nonlinear effects on the response, a blind use of linear approximations may lead to misunderstanding in data mining. From this point of view, it needs to incorporates the nonparametric effect in the modelling process in some circumstances. Semiparametric regression absorbs the simplicity of a linear form and the flexibility of nonparametric models so that it has been widely used to model heterogeneous data in statistics and econometrics, see, Rigby and Stasinopoulos (1996) and Horowitz (1999) . Meanwhile, when building up the model, additivity is often assumed on the nonparametric part to circumvent the curse of dimensionality (Hastie and Tibshirani (1990) , Györfi et al. (2006) ). Thus, a partially linear additive model is often applied as an intermediate strategy to make the analysis more reliable and flexible. Under this framework, Sherwood and Wang (2016) proposed the regularized partially linear additive quantile regression to analyze high-dimensional heterogeneous data. However, the non-differential characteristic of the quantile loss function may impose restriction on the computation efficiency in high dimension. Besides, quantile regressions at different levels are needed to account for heterogeneity. So crossing problems may happen and cause misunderstanding when B-spline approximation is introduced in the nonparametric part of semiparametric regression. These observations motivate us to use expectile regression proposed by Aigner et al. (1976) and Newey and Powell (1987) to deal with heterogeneity. Expectile regression uses the asymmetric squares loss function φ α (·) defined below, Note that 1/2-th expectile is exactly the mean. Expectile regression shares good properties. Firstly, its differentiable loss function can alleviate the computation burden and further leads to a more amenable theoretical process under the high dimensional setting. Furthermore, assigning different weights onto squared error loss according to the positive and negative error respectively, we can infer a complete interpretation of the conditional relationship between covariates and response variable, see Newey and Powell (1987) . What's more, Waltrup et al. (2015) conclude from their simulation results that expectile regression seems less vulnerable for crossing problems than quantile regression and brings some kind of robustness in nonparametric approximation. Due to these good properties, expectile regression has great potential to analyze heterogeneity in semiparametric framework. Meanwhile, most of the existing studies in the literature assume that regression errors follow the gaussian or subgaussian distribution. For example, under this assumption, Gu and Zou (2016) proposed the linear expectile regression model to analyze heteroscedasticity in high dimension. However, this is a relatively stringent assumption and more and more evidence is against it, especially in genetics and finance, where regression errors do not have the tail of exponential decreasing rate (Fan et al. (2017) ) or even worse is heavy-tailed with only finite moments (Zhao et al. (2018) ).
In this article, we develop the methodology and theory for the partially linear additive expectile regression with general nonconvex penalty function for high-dimensional heterogeneous data. As suggested in Schumaker (2007) , the linear part of our model incorporates most variables of the data set and its dimensionality p = p(n) can be much larger than the sample size n. As for the nonparametric part, it contains some explaining variables, like some clinical or environmental variables used for describing their possible nonlinear effects and its dimensionality d is fixed. To account for heterogeneity, we adopt the so-called variance heterogeneity in Rigby and Stasinopoulos (1996) and let regression errors allow for either nonconstant variances or other forms of covariate effects. More importantly, in our framework, unlike the classical gaussian or sub-gaussian errors distribution, we make a less stringent and more realistic assumption that regression errors only have finite moments. Theoretically, we derive the asymptotic oracle properties for the optimal estimator of our proposed regularized expectile regression framework and figure out how heavy-tailed moment condition affects the dimensionality of covariates our model can handle. For computation, since the corresponding optimization problem is nonconvex and nonsmooth, we make full use of the structure of our induced optimization problem and seperate it into the penalized linear part and the nonparametric part, and propose a two step algorithm. In each step, we take full advantage of expectile regression with its differentiability to reduce computation burden.
2
This article is organized as follows. In Section 2, we introduce our penalized partially linear additive expectile regression with nonconvex penalty functions like SCAD or MCP penalty and provide an efficient algorithm for the optimization problem. In Section 3, we propose the oracle estimator as a benchmark and build up its relation with our induced optimization problem, i.e., the so-called oracle property. In Section 4, we carry out the Monte Carlo simulation to investigate performances of the proposed method under the heteroscedasticity setting. In Section 5, we apply our model onto a genetic microarrays data set to analyze the potential inducement for low infant birth weights. The proofs of theoretical results and lemmas needed are included in the Appendix.
Methodology

Partially linear additive expectile regression
Semiparametric regression incorporates most variables of the data set into the linear part, and contains some explaining variables like some clinical or environmental variables in the nonparametric part to describe possible nonlinear effects casted on responses. Let us begin with the notation and statistical setup. Suppose that we have a high-dimensional data sample {Y i , x i , z i }, i = 1, . . . , n, where x i = (x i1 , . . . , x ip ), i = 1, . . . , n are independent and identically distributed p-dimensional covariates along with the common mean 0 and z i = (z i1 , . . . , z id ), i = 1, . . . , n are d-dimensional covariates. Consider the data are from the following partially linear additive model,
. In consideration of data heterogeneity, here we allow for the so-called "variance heterogeneity" from Rigby and Stasinopoulos (1996) in their "mean and dispersion additive model". For example, i can take the following form,
where σ(x i , z i ), conditional on x and z, can be nonconstant, linear form (Aitkin (1987) , Gu and Zou (2016) ), nonparametric form (Rigby and Stasinopoulos (1996) ).
In addition to heterogeneity, { i } n i=1 are assumed to be mutually independent and satisfy m α ( i |x i , z i ) = 0 for some specific α. Thus, by m α ( i |x i , z i ) = 0, the αth conditional expectile of Y i given covariates
So β * and g 0 (·) actually minimize the conditional
For identification purpose, without loss of generality, each g 0 j is assumed to has zero mean, i.e., g 0 (z) ∈ G, where
so that the minimizer (β * , g 0 (z)) of the population risk is unique for convenience. In this article, d, the dimensionality of the nonparametric covariates z, is fixed. The nonparametric components g 0 j (·), j = 1, . . . , d in this model are approximated by a linear combination of B-spline basis functions. Before that, we first give out the following definition:
Definition 2.1. Let r ≡ m + ν, where m is a positive integer and ν ∈ (0, 1]. Define H r as the collection of functions h(·) on [0, 1] whose mth derivative h (m) (·) satisfies the Hölder condition of order ν. That is, for any h(·) ∈ H r , there exists some positive constant C such that
Assume the nonparametric component g 0 j (·) ∈ H r for some r ≥ 1.5. Let π(t) = (b 1 (t), . . . , b k n +l+1 (t)) denote a vector of normalized B-spline basis functions of order l + 1 with k n quasi-uniform internal knots on [0, 1] . Then g 0 j (·) can be approximated using a linear combination of B-spline basis functions in the Π(z i ) = (1, π(z i1 ) , . . . , π(z id ) ) . Then there exists ξ 0 = (ξ 00 , ξ 01 , . . . , ξ 0d ) ∈ R D n , where Stone (1985) , Schumaker (2007) . For ease of notation and simplicity of proofs, we use the same number of basis functions for all nonlinear components in model (2.1), but in practice, such restrictions are not necessary.
The dimensionality of x, p = p(n), follows high-dimensional setting, and is much larger than n. One leading way to deal with this high dimension setting is to assume that the true parameter β * = (β * 1 , . . . , β * p ) is sparse. Let A = { j : β * j 0, 1 ≤ j ≤ p} be the active index set and its cardinality q = q(n) = |A|. Sparsity means that q < n and all the left (p − q) coefficients are exactly zero. Generally, due to heterogeneity, β * , A and |A| can change for different expectile level α and for simplicity in notation, we omit such dependence when no confusion arises. Without loss of generality, we rewrite β * = ((β * A ) , 0 ) where β * A ∈ R q and 0 denotes a (p − q) dimensional vector of zero. Let X = (x 1 , . . . , x n ) be the n × p matrix of covariates. Denote X j the jth column of X and define X A the submatrix of X that consists of its first q columns and denote by X A i the ith row of X A .
Under sparsity assumption, regularized framework has been playing a leading role in analyzing high-dimensional data in the past two decades. There are different lines of choices for the penalty function P λ (t) . The L 1 penalty, the well-known Lasso (Tibshirani (1996) ), is a popular choice for penalized estimation since it induces a convex optimization problem such that it brings convenience in theoretical analysis and computation. However, the L 1 penalty is known to over-penalize large coefficients, tends to be biased and requires strong irrepresentable conditions on the design matrix to achieve selection consistency. This is usually not a concern for prediction, but can be undesirable if the goal is to identify the underlying model. In comparison, an appropriate nonconvex penalty function can effectively overcome this problem; see Fan and Li (2001) . So throughout this paper, we assume that the regularizer P λ (t) is a general folded concave penalty function, for examples, the SCAD or MCP penalty;
• SCAD, Fan and Li (2001) . The SCAD penalty is defined through its first order derivative and symmetry around the origin. To be specific, for θ > 0,
where a > 2 is a fixed parameter. By straight calculation, for θ > 0,
• MCP, Zhang (2010) . The MCP penalty has the following form: 6) where b > 0 is a fixed parameter and sgn(·) is the sign function.
From the definition above, the SCAD or MCP penalty function is symmetric,non-convex on [0, ∞) , and singular at the origin. a = 3.7 and b = 1 are suggested as a practical choice for the SCAD or MCP penalty respectively for good practical performance in various variable selection problems.
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The proposed estimators are obtained by solving the following optimization problem,
where L(β, ξ), the penalized expectile loss function for our model, is
The centering above is just the sample analog of the identifiability assumption
Algorithm
For the optimization problem (2.7), note that there is no penalty on the nonparametric coefficients ξ. So instead of taking (β, ξ) as the whole optimization parameters, we decompose the optimization problem into two parts respectively: the fixed dimensional unpenalized nonparametirc part and the high dimensional penalized linear part. An iterative two-step algorithm is proposed by us.
To be specific, in the first step, we obtain the nonlinear part's parameters by minimizing an unpenalized objective function in D n dimension with the parameters from the linear part valued at its previous-iteration result. Note by Lemma 6.1 that, the expectile loss function φ α (·) is differentiable and strongly convex, this optimization problem can be easily done by convex analysis. Then after solving the nonparametric optimization problem, in the second step, we obtain the linear part's parameters by minimizing a penalized expectile loss function. Due to the non-convexity of the penalty, we have to deal with a non-convex optimization problem in high dimension. Here we take use of Local Linear Approximation (LLA, Zou and Li (2008) ) strategy to approximate the penalized optimization problem into a convex one, due to its computational efficiency and good statisitical properties, see Fan et al. (2014) . The detailed algorithm is as follows, Algorithm 1 The two-step algorithm for the nonconvex optimization problem (2.7) 1: Initialize β (0) = β initial . 2: For t = 1, 2, . . ., repeat the following iteration (a) and (b) until convergence (a) The nonparametric part: At t-th iteration, based on the previous solution β (t−1) , ξ (t) is obtained by minimizing the following function
(b) The linear part: Then next, at t-th iteration, β (t) is obtained by the following procedure, (b.1) At t-th iteration, calculate the corresponding weights based on the current solution
The initial value β (0) can be chosen as the estimator from the penalized expectile regression without the nonparametric part. In each step, the involved optimization problems in the algorithm above are convex after modification, and taking full advantage of expectile regression with its differentiability, there are many powerful programs to solve them. For example, to solve problem (b.3), we can apply the proximal gradient method, and use CVX, a Matlab package for specifying and solving convex programs; see Michael and Stephen (2008) , .
Asymptotic theory
Oracle Study
If we could know what variables were significant in advance, Fan and Li (2001) proposed the so-called oracle estimator as a performance benchmark. Following their idea, we fisrt introduce the oracle estimator for partially linear additive model, denoted by (β * ,ξ * ) withβ * = (β * A , 0 p−q ) through the following optimization problem:
The cardinality q n of the index set A is allowed to change with n so that a more complex statistical model can be fit when more data are collected. This setup violates with the classical scenario (Hastie and Tibshirani (1990) ) where the cardinality is fixed. So we need to investigate the asymptotic property of the oracle estimator above.
Denote by the derivative of φ α (r) as ψ α (r), i.e.,
Notice that φ α (r) does not have second-order derivative at r = 0, thus we define an analog second-order derivative as ϕ α (r) as
where c 1 min{α, 1 − α} and c 2 max{α, 1 − α}. For theoretical study purpose, let
and we consider the following weighted projetion from x onto z,
This projection strategy is commonly used in the semiparametric analysis, see, Robinson (1988) , Donald and Newey (1994) and Liang and Li (2009) 
is a weighted projection from m j (z) to G∩H r under L 2 norm, where the weights w i accommodate for possilbe heterogeneity. Then we define
q n and the matrix ∆ n = (δ 1 , . . . , δ n ) ∈ R n×q n . Thus, X A = H + ∆ n . Before we give out our results, we need some technical conditions. Condition 3.1. There exists a positive constant C such that E 2k i |x i , z i < C < ∞ for all i and some k ≥ 1.
Condition 3.2. There exists positive constants M 1 and M 2 such that
There exist finite positive constants C 1 and C 2 such that with probability one
The dimension of the spline basis k n satisfies k n ≈ n
Condition 3.1 does not require the error sequences follow i.i.d. assumption, and what's more, the imposed moment condition on the random error is more relaxed than the classical Gaussian or sub-Gaussian tail condition. This condition is also used in Kim et al. (2008) , Zhao et al. (2018) . Condition 3.2 is about the behavior of the covariates and the design matrix under the oracle model, which is not restrictive. Condition 3.3 is typical for the application of B-splines, which guarantees the approximation accuracy and convergence rate ofĝ(·), see Stone (1985) . Condition 3.4 is about the sparsity level and standard for linear models with diverging number of parameters.
Theorem 3.1. Assume conditions 3.1-3.4 hold. Then the oracle estimator obtained by the optimization problem (3.1) satisfies
Differencing Convex procedure
Since we introduce the nonconvex penalty to achieve estimation bias reduction and model consistency in our regularized framework, the objective function L(β, ξ) is nonconvex. Furthermore, although the asymmetric least squares loss φ α (r) defined in (1.1) is differentiable ∀r ∈ R, φ α (r) is not smooth due to non-existence of its second order derivative at the point r = 0. So the classical KKT condition appears not applicable in this situation to analyze the asymptotic properties of the penalized estimator from the optimization problem (2.7).
Suppose the SCAD penalty is used. Note that L(β, ξ) can be decomposed into the difference of two convex functions,
where the two convex functions are given below,
, where
Moreover, H λ (θ) is differentiable everywhere,
Tao and An (1997) studied such nonconvex optimization problem where the objective function can be expressed as the difference of two convex functions and gave out the sufficient condition for the local minimizer, see Lemma 6.10 for detail. Therefore, this result in Tao and An (1997) provides us an available approach to exploring the sufficient condition for the local minimizer of the nonconvex optimization problem induced by regularized partially linear additive expectile regression. Before doing this, we introduce some notations. Denote by the unpenalized empirical loss function,
is differentiable with respect to β and ξ. Denote by for j = 1, . . . , p,
is not differentiable due to the L 1 penalty. Define the subdifferential of k(θ) at θ = θ 0 as follows:
Therefore, ∂k(β, ξ) = κ = (κ 1 , . . . , κ p+D n ) ∈ R p+D n has the following expression,
where l j = sgn(β j ) if β j 0 or l j takes value in [−1, 1] if β j = 0. And ∂l(β, ξ) = µ = (µ 1 , . . . , µ p+D n ) ∈ R p+D n has the following expression,
Consider the subgradient of L n (β, ξ) at the oracle estimator (β * ,ξ * ). Actually, Lemma 6.12 shows that under the Conditions 3.1-3.4 and the following so-called Beta-min condition, Condition 3.5 (Beta-min condition). There exist positive constants C 4 and C 5 such that C 3 < C 4 < 1 and
for the oracle estimator (β * ,ξ * ),
Define E(λ) be the set of local minima of L(β, ξ) with the tuning parameter λ. The following theorem builds up the relationship between the oracle estimator and the penalized nonconvex optimization problem (2.7): with probability tending to one, the oracle estimator (β * ,ξ * ) is a local minimizer of L(β, ξ). 
k , then we have that with probability tending to one, the oracle estimator (β * ,ξ * ) lies in the set E(λ) consisting of local minima of L(β, ξ), i.e.,
By the constraints on λ, we can see that p = p(n) = o(n C 4 k ). So the moment condition and the signal strength directly influence the dimensionality our proposed method can handle. We should address that if the regression error is heavy-tailed and has only finite polynomial moments, p can be at most a certain power of n. If i has all the moments, this asymptotic result holds when p = O(n τ ) for any τ > 0 since E(
What's more, if the error follows gaussian or sub-gaussian distribution, it can be shown that our method can be applied to ultra-high dimension .
Simulation
In this section, we assess the finite sample performances of the proposed regularized expectile regression. For the choice of the general folded concave penalty function P λ (t), here we use the SCAD penalty as an example 3 . For convenience, denote the penalized partially linear additive Expectile regression with the SCAD penalty by E-SCAD for short.
We adopt a high-dimensional partially linear additive model from Sherwood and Wang (2016) . In this data generation procedure, firstly, the quasi-covariatesx = (x 1 , . . . ,x p+2 ) is generated from the multivariate normal distribution
The same procedure can be carried out with the MCP penalty or other penalties belonging to the general folded nonconvex penalty function 9 the cumulative distribution function of the standard normal distribution and √ 12 scales x 1 to have standard deviation 1. Furthermore, let z 1 = Φ(x 25 ) and z 2 = Φ(x 26 ), x i =x i for i = 2, . . . , 24 and x i =x i+2 for i = 25, . . . , p. Then the response variable y is generated from the following sparse model, y = x 6 β 6 + x 12 β 12 + x 15 β 15 + x 20 β 20 + sin(2πz 1 ) + z where β j = 1 for j = 6, 12, 15 and 20 and is independent of the covariates x. To figure out how the proposed method performs when the error shares heavy-tailed distributions or not, we consider the following 2 scenarios,
(1) Standard normal distribution N(0, 1);
(2) Standard t-distribution with degrees of freedom 5, t 5 .
As expected, when i are an i.i.d. sequence, i.e., the homogeneous case, the simulation results (not summarized here for simplicity) show that our proposed method shares good performances in coefficient estimation, nonparametric approximation accuracy and model selection. Now let us focus our attention to the heteroscedastic case. Here we assume = 0.70x 1 ς where ς is independent of x 1 and follows the two distributions above. In this situation, besides parameter estimation and model selection, we also want to test whether the proposed method can be used to detect heteroscedasticity. From this data generation procedure above, we can see that the true coefficients in linear part are sparse and only includes 4 informative variables. x 1 should also be regarded as the significant variable since it plays an essential role in the conditional distribution of y given the covariates and results in heteroscedasticity.
For comparison purpose, in this simulation, we also investigate the performance of the Lasso-type regularized expectile regression (E-Lasso for short). One may use L 1 -penalty instead of SCAD penalty in penalized expectile regression and solve the following optimization problem, arg min
We aim to show the differences when we use L 1 -penalty or the SCAD penalty in regularized expectile regression and furthermore tell the reason why we choose the folded concave penalty instead of L 1 -penalty in this article. Besides, we introduce the oracle estimator (3.1) as the benchmark of estimation accuracy. We set sample size n = 300 and p = 400 or 600. For expectile weight level, by the results in Newey and Powell (1987) , positions near the tail seem to be more effective for testing heteroscedasticity, so we consider two positions: α = 0.10, 0.90. Note that when α = 0.50, expectile regression is exactly the classical ordinary least squares regression, so we also consider the position α = 0.50 so as to show our proposed method can be used to detect heteroscedasticity when α 0.50. Given the expectile weight level α, there are two tuning parameters in SCAD penalty function, a and λ. We follow the suggestion proposed by Fan and Li (2001) and set a = 3.7 to reduce the computation burden. For the tuning parameter λ, we generate another tuning data set with size 10n and choose the λ that minimizes the prediction expectile loss error calculated on the tuning data set. For the nonparametric components, we adopt the cubic B-spline with 3 basis functions for each nonparametric function.
We repeat the simulation procedure 100 times and evaluate the performance in term of the following criteria:
• AE: the average absolute estimation error defined by
• SE: the average square estimation error defined by
• ADE: the average of the average absolute deviation (ADE) of the fit of the nonlinear part defined by
• Size: the average number of nonzero regression coefficientsβ j 0 for j = 1, . . . , p. Given the role of x 1 , the true size of our data generation model supposes to be 5.
• F: the frequency that x 6 , x 12 , x 15 , x 20 are selected during the 100 repetitions. • F1: the frequency that x 1 is selected during the 100 repetitions. Table 1 and Table 2 summarize the simulation results, corresponding to p = 400 and p = 600 respectively. In general, compared to E-Lasso, E-SCAD has a much better estimation accuracy and tends to select a much smaller model, and its performances are much closer to that of the oracle estimator. So we may tend to use the SCAD penalty instead of the Lasso penalty in practise. As for further performances of E-SCAD, first note that in our simulation setting m α=0.5 ( |x, z) = 0, then Theorem 3.2 tells that, at this moment, E-SCAD has better performances in estimation accuracy and model selection than those with other weight levels α = 0.1 or 0.9, justified by the "AE","ADE" and "SE" results in Table 1 and Table 2 . However, the variance heterogeneity does not show up in m α=0.50 (y|x, z) so that at this situation E-SCAD can not pick x 1 , the active variable resulting in heteroscedasticity. Expectile regression with different weights can actually help solve this problem. We can see that at α = 0.1 and 0.9, x 1 can be identified as the active variable with high frequency. On the other hand, from Table 1 to Table 2 , as p increases, we can see that the performances of E-SCAD get a little worse, and this change is more obvious in t 5 case. We have to say that the dimensionality our proposed method can handle is influenced by the heavy-tailed characteristics of the error. Our theoretical study indicates that if the regression error has only finite moments like in the t 5 case( E 4+δ < ∞a for δ ∈ (0, 1)), p can be at most a certain power of n.
Real Data Application
Low infant birth weight has always been a comprehensive quantitative trait, as it affects directly the post-neonatal mortality, infant and childhood morbidity, as well as its life-long body condition. Thus, on purpose of public health intervention, scientists have long put considerable investigation onto the low birth weight's determinants, see Kramer (1987) , who investigated 43 potential determinants and used a set of priori methodological standards to assess the existence and magnitude of the effect from potential factor to low birth weight. And Turan et al. (2012) used gene promoter-specific DNA methylation levels to identify genes correlated to low birth weight, with cord blood and placenta samples collected from each newborn. Votavova et al. (2011) collected samples of peripheral blood, placenta and cord blood from pregnant smokers(n = 20) and gravidas(n = 52) without significant exposure to cigarettes smoke. Their purpose was to identify the tobacco smoke-related defects, specifically, the transcriptome alterations of genes induced by the smoke. As the infant's birth weight was recorded along with the age of mother, gestational age, parity, maternal blood cotinine level and mother's BMI index, we consider using this data set to depict the infant birth weight's determinants. With a total of 65 observations contained in this genetic set, the gene expression profiles were assayed by Illumina Expression Beadchip v3 for the 24, 526 genes transcripts and then normalized in a quantile method.
To investigate the low birth weight of infant, we apply our partially linear additive penalized expectile regression model onto this data set. We consider to include the normalized genetic data, clinic variables parity, gestational age, maternal blood cotinine level and BMI as part of the linear covariates. And we take the age of mother as the nonparametric part to help explain nonlinear effect, according to Votavova et al. (2011) . For sake of the possibly existing heteroscedasticity of these data and to dissect the cause of low infant birth weight, the analysis is carried out under three different expectile levels α = 0.1, 0.3 and 0.5. And in each scenario, feature screening methods could be used to select the top 200 relevant gene probes, see Fan and Lv (2008) and He et al. (2013) . Here in our data analysis, we choose to use the SCAD penalty (see Example 2.1) in our regularized framework and denote it by E-SCAD for short. Other nonconvex penalty functions like MCP penalty function could also be applied with our model, for which we don't give unnecessary details. For comparison purpose, we also consider penalized semiparametric regression with L 1 norm penalty, i.e., the Lasso-type regularized framework, named as E-Lasso. As recommended in Fan and Li (2001) , the parameter a in the SCAD penalty is set to be 3.7 in order to reduce computation burden. As for the tuning parameter λ, here we adopt the five-folded cross validation strategy to determine its value for both E-SCAD and E-Lasso.
First, we apply our proposed E-SCAD method to the whole data set at three different expectile levels α = 0.1, 0.3 and 0.5. And for each level, the set of selected variables in the linear part of our model is denoted byÂ α , along with its cardinality |Â α |. Taking the possibly existing heteroscedasticity into consideration, we also display the number of overlapped selected variables under different expectile levels, denoted by |Â 0.1 ∩Â 0.5 | and |Â 0.3 ∩Â 0.5 |. The number of selected variables and overlapped variables are reported in Table 3 . Next, we randomly partition the whole data set into a training data set of size 50 and a test set of size 15. Then, E-SCAD is used on the training set to obtain regression coefficientsβ, and the estimated coefficients are used to predict the responses of 15 individuals in the test set. We repeat the random splitting process 100 times. The variable selection results under random partition scenario are also shown in Table 3 . We also report the mean absolute error L 1 = 1 24 i∈test set |y i − x iβ |, and the mean squared error, L 2 = 1 24 i∈test set (y i − x iβ ) 2 for prediction. Also, a boxplot of those two error values has been displayed in Figure 1 . Table 3 : Numeric results at three expectile levels As shown in Figure 1 , the underlying models selected under three expectile levels α = 0.1, 0.3, 0.5 all lead 13 to a relatively small prediction error. In Table 3 , the selected genes and corresponding cardinalities are different for different weight levels, which means that different levels of birth weight are influenced by different genes, an indication of heterogeneity in the data. Table 4 tells us more about this fact. Gestational age is the most frequently selected covariate under all three scenarios, explaining the known fact that premature birth is usually accompanied by low birth weight. Besides, SLCO1A2, LEO1, FXR1 and GPR50 appear frequently in all three cases. Furthermore, an interesting observation arises that the scenarios α = 0.1 and α = 0.5 perform similarily while the scenario α = 0.3 displays some different characteristics. Gene SLCO1A2 is selected with higher frequencies when α = 0.1 and α = 0.5. This gene is known to have resistance against drug use and moreover, according to Votavova et al. (2011) , exposure to toxic compounds contained in tobacco smoke can be strongly associated with low birth weight. Gene EPHA3 is more frequently selected under the scenario α = 0.3 compared with other two cases. As shown in Lv et al. (2018) , EPHA3 is likely to contribute tumor growth in human cancer cells, which may make pregnant women more sensitive to chemical compounds contained in cigarette smoke. And the study of Kudo et al. (2005) concludes that EPHA3's expression at both the mRNA and protein level is a critical issue during mammalian newborn forebrain's development. These results can well account for our analysis under different expectile values and may furthermore, arise more our attention upon the α = 0.3 expectile value case, due to its specially selected results and potentially underlying biomedical meaning.
6. Appendix
Explanation Materials before the proof.
We are going to use the theoretically centered B-spline basis functions to simplify the proof. Notify B-spline basis functions b j (·) in Section 2 can be centered as
We denote a vector of centered basis functions as w(
, where J n = d(k n + l) + 1 and the n × J n matrix W = (W(z 1 ), . . . , W(z n )) . According to Schumaker (2007) , there exists a vector γ 0 ∈ R J n J such that sup
Same to Section 3, we write γ = (γ 0 , γ 1 , . . . , γ d ) with γ 0 ∈ R and γ j ∈ R k n +l , for j = 1, . . . , d. We define the estimators for those nonparametric functions in this new way asg j (z i ) = w(z i j ) γ j , j = 1, . . . , d and the estimator for
It should be notified thatĉ * A =β * A , that is the centered B-spline basis functions do not alter the linear part, according to Sherwood and Wang (2016) . Also, it has been shown that the original estimator of nonparametric functions can be derived from the new ones asμ =μ +
Notation.
Throughout the proofs, we denote C a positive constant which does not depend on n and may vary from line to line. For a vector θ, ||θ|| refers to its L 2 norm. For a matrix X, ||X|| = λ max (X X) denotes its spectral norm. Also, we introduce the following notations.
Furthermore, we have following notations throughout the appendix.
Under the new notation system, the objective loss function can be displayed as
and the transformed minimizers are
6.3. Lemmas and Theoretical Proof of Theorems. First, we are going to show some properties for the B-spline basis vectors and design matrices.
Lemma 6.1 (Properties of Loss Function). The loss function φ α (·) is defined in (1.1) and we set c 1 min{α, 1 − α} and c 2 max{α, 1 − α}. Thus, φ α (·) satisfies:
(1) φ α (u) is continuous differentiable. Moreover, for any r, r 0 ∈ R, we have
is Lipschitz continuous, which means for any r, r 0 ∈ R, we have
is uniformly bounded away from zero.
Proof. Details for (1) and (2) can be found in Gu and Zou (2016) . From the definition of ϕ α (u), the third result is obvious. 2
Lemma 6.2 (Properties of Spline Basis Functions).
Here are some properties for centered basis function vectors.
(1) max i E||W(z i )|| ≤ m 1 , for some positive constant m 1 for a sufficiently large n;
(2) There exists positive constants m 2 and m 2 such that for n sufficiently large m 2 k 
Proof. The proof for (1) and (2) can be found in Sherwood and Wang (2016) . As for (3), we only need to show that
. Through the definition of W B , we have
where the last inequality follows from the second result in this lemma. As for (4), we have
And this finishes the proof. 2
Lemma 6.3 (Properties of Design Matrix).
We show some properties for after-projection new design matrix X * :
(1) λ max (n −1 X * X * ) ≤ C with probability one, where C is a positive constant;
Proof. First, we show that n −1/2 ||H − PX A || = o p (1). Notice that X * is a weighted projection from design matrix X A to the space conducted by spline basis matrix W's column vectors. In other words, we set ν j ∈ R J n as ν j = arg min
2 . Thus, according to the result of weighted least square regression, we have
where the second last equality follows from Stone (1985) . Then the following proof is similar to Lemma 3 in Sherwood and Wang (2016) . 2
Lemma 6.4 (Bernstein Inequality). Let ξ 1 , ξ 2 , . . . , ξ n be independent mean-zero random variables, with uniform bounds |ξ i | ≤ M and v ≥ Var( n i=1 ξ i ). Then for every positive t,
Proof. Details are in Lemma 2.2.9 of van der Vaart and Wellner (1996) .
2
Lemma 6.5. If Conditions 3.1-3.4 hold, then we have
where d n = q n + k n .
Proof. Define
where a n refers to a sequence of positive numbers. And we notify
Here we first show that ∀η > 0, there exists an L > 0 such that
which implies with probability at least 1 − η that there exists a local minimizer in the ball
. By Taylor Expansion, we have
and there exists 0 < ξ i < 1 s.t.
Notice that apply Lemma 6.1, then
For Σ 3 , define D i (a n ) = r i (a n ) − E s [r i (a n )], we are going to show
Notify F n1 as the event {max i ||s i || ≤ α 1 √ d n /n}. By Lemma 6.2 and the fact max i ||x i || = O( q n /n), it implies that P(F n1 ) → 1. And for some positive constant α 2 set F n2 as the event {max i |u ni | ≤ α 2 k −r n }, then P(F n2 ) → 1 according to Schumaker (2007) .
Notice that D i are independent random variables satisfying ED i = 0 and
Thus,
We have
Applying Bernstein Inequality in Lemma 6.4, for any positive constant ,
It is sufficient to show that for any > 0, P(|ϕ
Then, through Taylor Expansion, it follows that
where C is some positive constant and the last second equation applies Lemma 6.2 and Lemma 6.3.
Hence, Σ 2 is dominated by Σ 1 for sufficiently large L, thus (6.3) holds.
Then from ||θ|| = O p ( √ d n ) and notice the definition of θ, we have
2 Lemma 6.6. Assume Conditions 3.1-3.4 hold. Setθ
Proof. From the definition ofθ 1 and Lemma 6.3, we havẽ
And D n,i are independent random variables satisfying Eθ 1 = 0 and
where the second last inequality follows from the fact
Thus, we have
Lemma 6.7. Assume Condition 3.1-3.4 hold, then for any positive constant C,
Proof. Partition the left side of the equation into two parts.
Consider I 2 ,
where the second last equation follows from Lemma 6.2 and max i |u ni | = O(k −r n ). As for I 1 , set for v i , i = 1, . . . , n as
which are independent mean-zero random variables satisfying
Then apply Bernstein Inequality in Lemma 6.4, for any > 0
Lemma 6.8. Assume Condition 3.1-3.4 hold, then for any finite positive constants M and C,
and
Proof. For the first part, notice that
where the last inequality follows from the fact max i ||x i || = O( q n /n). Consider the second part
Notice that max i ||x i || = O( q n /n) and use Lemma 6.6,
Thus, apply Lemma 6.7, we have
Lemma 6.9. Assume Condition 3.1-3.4 hold, then
Proof. DefineQ
We first show that for any positive constants C and M,
Considering the expectation part, we are going to show that
Through Taylor Expansion,
Then applying Lemma 6.8, we have
under the set {(θ 1 , θ 2 ) : ||θ 1 −θ 1 || ≤ M, ||θ 2 || ≤ C √ d n }, for any positive constants M and C, where the last equation follows the fact that E[φ α ( i )] = 0, ∀i = 1, . . . , n. And this implies
Next we introduce
Through Taylor Expansion, there exits 0 < ξ i,θ 1 , ξ i,θ 1 < 1 satisfying
where last inequality follows from the fact max i ||x i || = O( q n /n) and Lemma 6.6. Hence, under the set {(θ 1 , θ 2 ) :
where the second last equality uses Lemma 6.8 and the last equality follows by the fact E[ψ α ( i )] = 0, ∀i = 1, . . . , n. And this shows
Notice the definition ofθ 1 and Lemma 6.3, it follows that
Then, by using the result
we have
which means
Thus from Condition 3.2, for any θ 1 satisfying ||θ 1 −θ 1 || ≥ M > 0, we have
which implies (6.4) holds. Thus, the result follows. 2 Proof of Theorem 3.1.
(1) For the first part (11), from the results of Lemma 6.6 and Lemma 6.9, we can show ||ĉ *
Hence through the fact thatĉ * A =β * A , our first result can be proved.
(2) For the second part (3.4), we have shown thatĝ(z i ) =g(z i ), thus by Lemma 6.5, the second result holds.
2 Lemma 6.10. Suppose the objective function L(θ) can be decomposed as the difference of two convex functions k(θ) and l(θ), i.e.,
with the corresponding subdifferential functions ∂k(θ) and ∂l(θ) respectively. Let dom(k) = {θ : k(θ) < ∞} be the effective domain of k(θ) and θ * be a point that has neighbourhood U such that ∂l(θ) ∩ ∂k(θ * ) ∅, ∀ θ ∈ U ∩ dom(k). Then θ * is a local minimizer of f (θ).
Proof. The proof is available in Tao and An (1997) . 2 Lemma 6.11. Denote {X i } n i=1 a sequence of independent real valued random variables with EX i = 0 and S n = n i=1 X i . Then for r ≥ 2, the following inequality holds:
where C r is some constant only depending on r.
Proof. Details can be found in Chung (2008) . 2
Lemma 6.12. Assume Conditions 3.1-3.5p are satisfied. The tuning parameter λ = o n
For the oracle estimator (β * ,ξ * ), with probability tending to one,
Proof.
(1) Proof for (6.5). For j = 1, . . . , q n or j = p + 1, . . . , p + D n , by the first order necessary condition of the optimal solution,
(2) Proof for Inequality (6.6). It's sufficient to prove that
By Theorem 3.1 and Condition 3.4,
Also, Condition 3.5 shows n Thus, we can show that P max q n+1 ≤ j≤p |I j21 | > λ/4 → 0.
Now Consider I j22 , we define η i = * i |I( * i ≤ 0) − α|, which is independent and satisfies E (η i |x i ) = 0. By Condition 3.1 we have E η 2k i |x i < ∞. Also, x i j is bounded because of Condition 3.2, thus by Lemma 6.11, we have EI We take use of Lemma 6.10 to prove our theorem. Consider any (β , ξ ) in a ball B(λ) with the center (β * ,ξ * ) and radius λ/2. It is sufficient to show that for any (β , ξ ) ∈ B(λ), with probability tending to one, ∂l(β, ξ) ∩ ∂k(β * ,ξ * ) ∅.
Define the event E 1 = {|β * j | ≥ (a + 1/2)λ, 1 ≤ j ≤ q n }. Then by Lemma 6.12, P(E 1 ) → 1, as n → ∞. For j = 1, . . . , q n , on the event E 1 , for any (β , ξ ) ∈ B(λ), So H λ (β j ) = λsgn(β j ), i.e., µ j = ∂l(β,ξ) ∂β j = λsgn(β j ). At the same time, κ j = s j (β * ,ξ * ) + λl j , for j = 1, 2, . . . , q n . By convex optimization theory or Lemma 6.12, s j (β * ,ξ * ) = 0. Then on the event E 1 , if sgn(β * j ) = sgn(β j ), we have that κ j = ∂k(β * ,ξ * ) ∂β j = µ j . In fact, if sgn(β * j ) sgn(β j ), then on the event E 1 , |β * j − β j | = |β j * | + |β j | ≥ (a + 1/2)λ, which causes contradition with that (β , ξ ) ∈ B(λ). Define the event E 2 = {|s j (β * ,ξ * )| ≤ λ, q n + 1 ≤ j ≤ p}. For j = q n + 1, . . . , p, by the construction of the oracle estimator, we haveβ * j = 0. Then for any (β , ξ ) ∈ B(λ), So in this situation, µ j = ∂l(β,ξ) ∂β j = 0. On the other hand, κ j = s j (β * ,ξ * ) + λl j with l j ∈ [−1, 1]. On the event E 2 = {|s j (β * ,ξ * )| ≤ λ, q n + 1 ≤ j ≤ p}, there exists l * j , j = q n + 1, . . . , p such that s j (β * ,ξ * ) + λl * j = 0 = µ j . For j = p + l, l = 1, . . . , D n , by convex optimization theory or Lemma 6.12, κ j = s j (β * ,ξ * ) = 0. Note that µ j = ∂l(β,ξ) ∂ξ l = 0. So for j = p + l, l = 1, . . . , D n , κ j = µ j .
