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In this paper, we present an overview of different types of random walk strategies with local
and non-local transitions on undirected connected networks. We present a general approach to
analyzing these strategies by defining the dynamics as a discrete time Markovian process with
probabilities of transition expressed in terms of a symmetric matrix of weights. In the first part, we
describe the matrices of weights that define local random walk strategies like the normal random
walk, biased random walks, random walks in the context of digital image processing and maximum
entropy random walks. In addition, we explore non-local random walks like Le´vy flights on networks,
fractional transport and applications in the context of human mobility. Explicit relations for the
stationary probability distribution, the mean first passage time and global times to characterize
the random walk strategies are obtained in terms of the elements of the matrix of weights and its
respective eigenvalues and eigenvectors. Finally, we apply the results to the analysis of particular
local and non-local random walk strategies; we discuss their efficiency and capacity to explore
different types of structures. Our results allow to study and compare on the same basis the global
dynamics of different types of random walk strategies.
PACS numbers: 89.75.Hc, 05.40.Fb, 02.50.-r, 05.60.Cd
I. INTRODUCTION
Since their introduction as an informal question posted
in the journal Nature in 1905 by Rayleigh, random walks
have had an important impact in science with applica-
tions in a broad range of fields like biology, physics, chem-
istry, economy, computation, among many others [1, 2].
The success of random walk models in different applica-
tions lies in their simplicity, typically defined as a walker
in a particular space that moves randomly without mem-
ory of its previous path, making this characteristic a good
candidate in the description of processes like the diffusive
transport, chemical reactions, fluctuations in the econ-
omy and even the foraging of some animal species [1–6].
Despite the mentioned simplicity in the definition, the
consequences of the dynamics of a random walker are
non-trivial and continue to surprise us with new results
and with all the complexity that emerges from its simple
rules.
In recent years, much of the interest in random walks
have migrated to the study of complex systems described
through networks [7–9]. In this context, the interplay be-
tween the topology of the network and the dynamical pro-
cesses taking place on this structure are of utmost impor-
tance [7, 10, 11]. In particular, random walk strategies
that allow transitions from one node to one of its near-
est neighbors on the network constitutes a paradigmatic
case and are the natural framework to study diffusive
transport [10, 12–14], navigation and search processes in
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networks [15–18], multiplex networks [19], with applica-
tions in a variety of systems like the propagation of epi-
demics and spreading phenomena [20, 21], the dynamics
on social networks [22], the analysis of information [23],
human mobility [24], among others [2, 10].
On the other hand, in different cases full or partial knowl-
edge of the network structure is available to define a ran-
dom walk capable to use this information to increase the
capacity to visit nodes with hops to the nearest neighbors
but also long-range transitions beyond this local neigh-
borhood. In Fig. 1 we illustrate local and non-local
transitions in a network. In this case, the walker can
visit one of the nearest-neighbors with a local transition
Local
Non-local
FIG. 1. (Color online) Two types of transitions of a random
walker on a network. The walker can hop from i to the node
j that is one of the three nearest-neighbors available for a
local transition. Also can make a non-local transition to reach
the node k. In the non-local displacement, the length of the
shortest path is three as indicated by the dashed line.
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2but also there is the option of a non-local transition. By
using this long-range dynamics the random walker can
contact directly long-distance nodes without the inter-
vention of intermediate nodes and without altering the
topology of the network. As we will see, some non-local
random walk strategies consider the shortest path con-
necting two nodes whereas others include quantities that
contain all the possible paths between nodes.
In addition, it is important to mention that random walks
with a non-local character have been explored in the liter-
ature. This is the case of Le´vy flights on networks where
random transitions occur to non-nearest neighbors with
a probability that decays as a power law of the distance
separating two nodes [25]; the capacity of this strategy
to explore networks has been studied in [25–31]. Le´vy
flights on networks were generalized by Estrada et. al.
by using a random multi-hopper model defined in terms
of decaying functions of the shortest-path distances; this
approach is explored in detail in [32]. Furthermore, we
also found non-local dynamics in the fractional transport
on networks defined in terms of the fractional Laplacian
of a graph [33]. In this case, long-range displacements
on the network emerge from a formalism that is intro-
duced as the equivalent of the fractional diffusion equa-
tion on networks [33, 34]. This strategy is studied in the
context of transport in networks and lattices [33–39], in
connection with information analysis [40] and quantum
transport on networks [41]. The fractional transport is
a particular case of a series of strategies that can be de-
fined in terms of functions of the Laplacian of a network
[42]. In general, the study of random walks with long-
range displacements on networks opens several questions
regarding the way in which these large displacements can
appear or be induced in different applications. Moreover,
it is necessary the introduction of new methods and quan-
tities that allow us to compare in the same background
the efficiency to visit the nodes of a network through ran-
dom walk strategies.
In this paper, we explore different types of local and non-
local random walks on networks. We present a general
approach to study these processes on the same basis by
using the information contained in a symmetric matrix
of weights used to define the probability of transition be-
tween nodes. We model the dynamics as a discrete time
Markovian process. In the first part, we describe the ma-
trices of weights that define local random walk strategies:
traditional random walks, biased random walks, random
walks in the context of digital image processing and, max-
imum entropy random walks. In the same way, examples
of non-local random walks are described: Le´vy flights
on networks, fractional dynamics and applications in the
context of human mobility. In all these cases, explicit re-
lations for the stationary probability distribution of the
random walker are obtained in terms of the elements of
the matrix of weights that defines each strategy. After
analyzing the transition matrix for these different pro-
cesses, in a second part of the paper, a general formalism
to calculate the mean first passage time and global times
to characterize the dynamics is presented. Analytical ex-
pressions in terms of eigenvalues and eigenvectors of the
transition matrix are obtained for all these quantities.
Finally, we apply the results to the analysis of local and
non-local random walk strategies to discuss and compare
their efficiency and capacity to explore networks.
II. RANDOM WALKS ON WEIGHTED
NETWORKS
In this section, we introduce different concepts about
random walks on weighted networks and the notation
implemented to describe this process. We introduce a
general random walker with probabilities of transition
defined in terms of a network and a matrix of weights,
the respective temporal evolution is modeled as a discrete
time Markovian process for which we find an analytical
result for its stationary probability distribution.
We consider undirected weighted networks with N nodes
i = 1, . . . , N . The topology of the network is described
by an adjacency matrix A with elements Aij = Aji = 1
if there is an edge between the nodes i and j and Aij = 0
otherwise; in particular, Aii = 0 to avoid lines connect-
ing a node with itself. The degree of the node i is the
number of neighbors that this node has and is given by
ki =
∑N
l=1Ail. Additionally to the network structure,
we have a N × N symmetric matrix of weights Ω with
elements Ωij = Ωji ≥ 0 and Ωii = 0. The matrix Ω can
include information of the structure of the network or
incorporate additional data describing characteristics of
links and nodes. By definition, the strength of the node i
is given by Si =
∑N
l=1 Ωil and represents the total weight
of the node i.
In the following, we study discrete time random walks
on connected weighted networks with transition proba-
bilities between nodes determined by the elements of the
matrix of weights Ω. The occupation probability to find
the random walker in the node j at time t starting from i
at t = 0 is given by Pij(t) and obeys the master equation
[12, 43]
Pij(t+ 1) =
N∑
m=1
Pim(t)pim→j , (1)
where the transition probability pii→j between the nodes
i and j is given by
pii→j =
Ωij∑N
l=1 Ωil
=
Ωij
Si
. (2)
The transition matrix Π, with elements pii→j , in the gen-
eral case is not symmetric; however, as a consequence of
Eq. (2) and the symmetry of the matrix Ω, we obtain
Sipii→j = Sjpij→i, a result that establishes a connection
between the transition probabilities pii→j and pij→i. On
3the other hand, iterating the master equation (1), the
probability Pij(t) takes the form
Pij(t) =
∑
j1,...,jt−1
pii→j1 · pij1→j2 · · ·pijt−1→j (3)
and, using Eq. (3), we obtain
Pij(t) =
∑
j1,...,jt−1
Sj1
Si
. . .
Sj
Sjt−1
pij→jt−1 . . . pij1→i
=
Sj
Si
Pji(t). (4)
In this way, the detailed balance condition
SiPij(t) = SjPji(t) (5)
is deduced as a direct consequence of the symmetry of Ω.
The relation in Eq. (5) allows to obtain the stationary
probability distribution P∞j = limt→∞ Pij(t), that gives
the probability to find the random walker in the node j
when t→∞. We have
P∞i =
Si∑N
l=1 Sl
, (6)
showing that the stationary distribution P∞i of the node
i is directly proportional to its strength Si. The station-
ary distribution P∞i in Eq. (6) is a general result that
characterizes the global behavior of the random walker.
As we will see in the next section, this quantity allows to
rank and classify the nodes of the network with a measure
that combines the topological characteristics of the net-
work structure with their capacity of transport modeled
by the master equation (1) and the transition matrix Π.
Furthermore, it is well known in the context of Markovian
processes that the value 1/P∞i is the average number of
steps required for the random walker to return for the
first time to the node i [44, 45].
III. RANDOM WALK STRATEGIES
Diverse types of random walk strategies can be ex-
plored in terms of the matrix of weights formalism de-
scribed before. The only restrictions to this approach
are the symmetry of the elements of the matrix of weights
Ωij = Ωji, the condition Ωij ≥ 0 and Ωii = 0. In this
section, we present particular cases of navigation strate-
gies that can be described by using this method. We
divide our discussion into local strategies, for which the
transitions of the random walker are restricted to adja-
cent sites on the network, and long-range strategies, for
which the walker can hop with displacements beyond its
nearest neighbors.
A. Local random walks
In local random walk navigation strategies, the ran-
dom walker always hops from a node to one of its near-
est neighbors on the network. As a consequence, the
elements of the matrix of weights take the form Ωij =
gijAij , where, as we explain in the following part, the
value gij is related to quantities assigned to each node or
to the weight of the link that connects the nodes i and j.
1. Normal random walk
In this case, the weights coincide with the elements of
the adjacency matrix; therefore Ωij = Aij . As a conse-
quence, from Eq. (2), the transition matrix is given by
[15]
pii→j =
Aij
ki
. (7)
By definition, the normal random walker hops with equal
probability from a node to one of its nearest neighbors
in the network. In addition, from Eq. (6), the station-
ary distribution is P∞i =
ki∑N
l=1 kl
. Normal random walks
have been extensively studied in different contexts with
applications in diverse types of networks; in particular,
lattices [12, 43], general graphs [13, 46], complex net-
works [17, 47–49], fractal and recursive structures [50],
among others [23].
2. Preferential navigation
In the preferential navigation strategy, a random
walker hops with transition probabilities pii→j that de-
pend of the quantity qi > 0 assigned to each node i of
the network. The value qi can represent a topological
feature of the respective node (e.g., the degree, the be-
tweenness centrality, the eigenvector centrality, the clus-
tering coefficient, among other measures [7]) or a value,
independent of the network structure, that quantifies an
existing resource at each node. We define preferential
random walks with local information by means of the
weights Ωij = (qiqj)
βAij , where the exponent β is a real
parameter. Then, from Eq. (2), we have
pii→j =
Aijq
β
j∑N
l=1Ailq
β
l
. (8)
In Eq. (8), β > 0 describes the tendency to hop to neigh-
bor nodes with large values of q, whereas for β < 0 this
behavior is inverted and the walker tends to hop to nodes
with lower values of q. On the other hand, for β = 0 the
normal random walk is recovered. By means of Eq. (6),
the stationary distribution for the preferential random
walk is
P∞i =
∑N
l=1(qiql)
βAil∑N
l,m=1(qlqm)
βAlm
. (9)
As we will see in the next part, the general preferential
strategy defined by Eq. (8) determines different types
of local random walks depending of the election of the
quantities qi.
43. Degree biased random walks
This type of random walk is a particular case of the
preferential navigation with qi = ki in Eq. (8). The re-
sulting strategy is known as degree biased random walks
[16, 51]. For this particular case, the stationary distribu-
tion P∞i takes the form
P∞i =
∑N
l=1(kikl)
βAil∑N
l,m=1(klkm)
βAlm
. (10)
Degree biased random walks have been studied exten-
sively in the literature in different contexts as varied as
routing processes [51], chemical reactions [52], extreme
events [53, 54], among others [16, 55, 56]. Addition-
ally, mean field approximations have been explored for
diverse cases [16, 52, 57]. For example, in networks
with no degree correlations is valid the approximation
P∞i ≈ k
β+1
i∑N
l=1 k
β+1
l
. In Fig. 2 we present the values of
the stationary distribution P∞i for degree biased random
walks on an Erdo¨s-Re´nyi network (ER) and, a scale-free
network (SF) of the Baraba´si-Albert type, in which each
node has a degree that follows asymptotically a power-
law distribution p(k) ≈ kγ [7, 10]. We calculate the sta-
tionary distribution by direct evaluation of the Eq. (10)
and we depict P∞i as a function of the degree ki. The
results reveal that in the ER network is valid the mean-
field approximation whereas in a SF network, this is only
valid for nodes with high degrees [16].
4. Maximal entropy random walks
Maximum entropy random walks (MERW) are a par-
ticular strategy derived from Eq. (8) for which the ran-
dom walker uses information of the neighbor nodes. In
this case, the transition probability is defined in terms
of the components of the eigenvector centrality ξi of the
node i. The value ξi is determined by the i-th compo-
nent of the normalized eigenvector ~ξ of the adjacency ma-
trix A that satisfies A~ξ = χ~ξ, where χ is the maximum
eigenvalue of A. In the study of topological features of
networks, the components ξi of the eigenvector centrality
quantify the global influence of the node i in the whole
structure [7].
In this way, MERW are defined in the formalism of
weighted networks with the election of weights Ωij =
ξiξjAij . Then, the value of the strength Si is
Si =
N∑
l=1
Ωil =
N∑
l=1
ξiξlAil = ξi
N∑
l=1
Ailξl = χξ
2
i , (11)
where the last result is a consequence of the relation∑N
l=1Ailξl = χξi that satisfy the components of the
eigenvector centrality. In this way, by using Eq. (2),
the transition rule pii→j is given by
pii→j = Aij
ξiξj
χξ2i
= Aij
ξj
χξi
, (12)
relation that defines a maximal entropy random walk
[58]. Additionally, by using the Eq. (6), the stationary
distribution of the maximal entropy random walk is
P∞i =
χξ2i∑N
l=1 χξ
2
l
= ξ2i . (13)
It is worth to mention that, the MERW defined by the
transition probabilities in Eq. (12) maximizes the en-
tropy rate production h of the process given by [58]
h = −
N∑
i=1
P∞i
N∑
j=1
pii→j log pii→j . (14)
Combining this expression with Eqs. (12) and (13), h =
logχ [58]. In this case, the trajectories that follow the
random walker are maximally random [58, 59]. Diverse
variations of the MERW and applications of this process
have been explored in [59–62].
5. Random walks for image segmentation
An important application of random walks on networks
emerges in the context of the processing and segmenta-
tion of digital images [64]. In this case, the statistical
description of the diffusive transport from seed regions
to specific pixels allows to detect and differentiate ob-
jects and structures in a digital image [64]. The network
is a square lattice where each node represents a pixel and
the normalized intensity Ii of i is a quantity associated to
the norm of the vector ~pi that contains the values RGB
(red, green, blue) of the respective pixel, 0 ≤ Ii ≤ 1. In
terms of a matrix of weights Ω, a local random walker is
defined by [64]
Ωij = exp
[−(Ii − Ij)2/σ2]Aij . (15)
Here, the real parameter σ satisfies σ > 0 and the values
Aij give the elements of the adjacency matrix of a square
lattice associated to the pixels positions and interactions
between nearest neighbors. The resulting random walker
follows a strategy given by Eq. (2) to visit the pixels;
this transition probability gives high probability to the
pass to pixels with the same intensity and σ determines
the interaction between the pixels establishing a charac-
teristic scale for the differences of intensity in the model
controlling the capacity to hop to sites with a different
color. In Fig. 3 we plot the strength Si for each pixel,
this quantity is proportional to the stationary probabil-
ity distribution for a random walker in a digital image
that follows a strategy determined by the weights given
by Eq. (15). It is observed how with this strategy, Si
5FIG. 2. (Color online) Stationary distribution P∞i as a function of ki for degree biased random walks. The values are obtained
by direct evaluation of Eq. (10). We use three values of the parameter β and we study two types of networks with N = 5000
nodes. (a) An Erdo¨s-Re´nyi network (ER) with an average degree 〈k〉 = 50; the dashed lines represent the results obtained by
the mean field approximation. (b) A scale-free network (SF) with 〈k〉 = 6.
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FIG. 3. (Color online) Strength Si for random walks in
the context of image segmentation. The values are obtained
evaluating the sum Si =
∑N
l=1 Ωil with the weights given by
Eq. (15). In (a) we present the original image (#3096 from
the Berkeley segmentation database BSD300 [63]). In (b)-
(d) we present the obtained results for different values of the
parameter β, the colorbar denotes the scale of values for Si.
Regions with Si = 4 present little variations in the intensity of
a pixel in relation with its nearest neighbors, in these regions
the random walker behaves as a normal random walker.
takes high values in regions with uniform color and low
values in the boundaries of the object. In this way, the
random walker propagates uniformly in regions with the
same color and with low probability passes through the
boundary of the object. This property makes this type
of weights good candidates for image segmentation algo-
rithms.
In addition to the local strategy mentioned before, it is
worth mentioning that exists different variations of these
models; this is the case of the topological biased random
walks for which Ωij = e
βyijAij [65], where the quantity
yij describes the properties of the edge that connects i
with j. A similar idea is explored for image segmentation
in [66], showing the vast applicability of random walks in
different scenarios.
B. Non-local random walks
Non-local random walks on networks are motivated by
the possibility of hopping from one node to sites on the
network beyond the neighbor nodes in cases where the
total structure of the network is available. Random walk
strategies with long-range displacements have shown an
unprecedented applicability in the context of web search-
ing. The PageRank introduced to classify pages on the
Web [67] and variations of this non-local strategy have
been explored to rank the importance of nodes in a broad
range of systems. In the following part, we present di-
verse non-local strategies on undirected networks that
can be expressed in terms of a matrix of weights that
includes information about the whole structure of the
network to define the dynamical process. As particular
examples of this case we have the Le´vy flights on net-
works [25], the fractional diffusion on networks [33, 34],
the dynamics of agents moving visiting specific locations
in a city [24] and different strategies in the context of the
random multi-hopper model [32]. The study and possi-
ble applications of non-local dynamical processes on net-
works are relatively new and open questions related with
the exploration of the effects that non-locality introduces
as well as the search of global quantities that allow us to
compare the performance of non-local against local dy-
namics.
61. Le´vy flights on networks
The term Le´vy flights makes reference to a random
walk with displacements of length l that appear with a
probability distribution K(l) that asymptotically is de-
scribed by an inverse power-law relation [68, 69]. For
Le´vy flights in the n-dimensional space Rn, K(0) = 0 and
K(l) ∼ 1ln+2γ if l 6= 0 for 0 < γ < 1. With this definition,
the variance of the displacements diverges; this character-
istic differentiates Le´vy flights from the Brownian motion
for which the variance is finite [43]. In Fig. 4 we present
Monte Carlo simulations for Brownian motions and Le´vy
flights in a plane. Le´vy flights have a fractal behavior
consisting of trajectories that alternate between groups
described by local movements (similar to the observed in
the Brownian motion) interrupted by long-range jumps;
this structure is repeated at all levels. In this way, Le´vy
flights combine local movements, that appear with high
probability, with long-range displacements that emerge
with low but non-null probability. These characteristics
are illustrated in Fig. 4(b). Le´vy flights constitute an
active area of research in different complex systems. For
example, Le´vy flights are encountered in the modelling
of animal dynamics and foraging [5, 6, 70–72], human
mobility [73–75], among many others [68, 69, 76].
In the context of networks, Le´vy flights are introduced
in reference [25]. In this case, the transitions are defined
in terms of the distance dij that gives the number of
lines in the shortest path connecting the nodes i and j.
All the information about the distances between nodes is
(a)
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FIG. 4. (Color online) Monte Carlo simulations of two differ-
ent types of random walks on a plane. (a) Brownian motion.
(b) Le´vy flights. We depict 104 steps for each realization of
the dynamics. The colorbar codifies the number of each step
that in this case is a measure of a discrete time.
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FIG. 5. (Color online) Frequencies ν(dij) of the non-null
distances dij in the entries of the distance matrix D. We
analyze networks with N = 5000. (a) Square lattice with
dimensions 50×100. (b) Tree. (c) Erdo˝s–Re´nyi network with
probability of connection p = logN
N
. (d) Scale-free network
of the Baraba´si–Albert type. The results are expressed as a
fraction of the value N(N − 1)/2 that gives the total number
of different non-null entries in the distance matrix D.
contained in the distance matrix D with elements dij for
i, j = 1, 2, . . . , N . The distance matrix D contains more
information about the structure of the network than the
adjacency matrix A, but D can be calculated efficiently
from A using different algorithms [7]. In Fig. 5 we depict
the relative frequency of distances in the entries of the
matrix D for large-world networks (square lattice and
tree) and small-world networks (Erdo˝s–Re´nyi network
and scale-free network of the Baraba´si-Albert type). The
histograms reveal the marked difference between the dis-
tances in these two types of structures.
Le´vy flights on networks can be described in terms of
the weights Ωij = d
−α
ij for i 6= j and Ωii = 0. Here α
is a real parameter in the interval 0 ≤ α < ∞. For the
elements of the transition matrix, we have pii→i = 0 and
by using Eq. (2) for i 6= j is obtained [25]
pii→j =
d−αij∑
l 6=i d
−α
il
. (16)
The dynamics inspired in Le´vy flights allows long-range
transitions on the network. For a finite non-null value of
α, the transitions to the nearest neighbors appear with
high probability, but hops beyond these nodes are al-
lowed generalizing the dynamics observed in the normal
random walker in Eq. (7). In the limit α → ∞ we
have limα→∞ d−αij = Aij , then pii→j =
Aij
ki
and the Le´vy
strategy recovers the normal random walk. Another in-
teresting limit case is obtained when α→ 0, in this case
limα→0 d−αij = 1 if i 6= j and the dynamics induces the
possibility to reach with equal probability any node of
the network [25].
Once defined Le´vy flights in terms of the elements Ωij =
d−αij for i 6= j; for this particular model we denote the
strength Si =
∑N
l=1 Ωil as D
(α)
i =
∑
l 6=i d
−α
il and by us-
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FIG. 6. (Color online) Stationary distribution P∞i in terms of the degree ki for Le´vy flights on networks with N = 5000. The
strategies with α = 1 and α = 2 use long-range displacements in the network. The result for the normal walker (limit α→∞)
is also depicted.
ing the Eq. (6) we obtain for the stationary distribution
P∞i =
D
(α)
i∑N
l=1D
(α)
l
=
∑
l 6=i d
−α
il∑
l 6=m
∑
m d
−α
lm
. (17)
This result establishes that P∞i is proportional to the
quantity D
(α)
i . In addition, the value D
(α)
i , can be ex-
pressed as [25]
D
(α)
i =
N−1∑
l=1
1
lα
n
(l)
i = ki +
n
(2)
i
2α
+
n
(3)
i
3α
+ . . . , (18)
where n
(l)
i is the number of nodes at a distance l of the
node i; in particular, n
(1)
i = ki. In this way, by means
of the expression in Eq. (18) we observe that D
(α)
i is
a generalization of the degree ki that combines all the
information about the structure of the network. This
long-range degree emerges from the study of Le´vy flights
on networks and was introduced in [25].
In Fig. 6 we depict the stationary distribution obtained
from the analytical result in Eq. (17) for an Erdo˝s Re´nyi
network and a scale-free network. Also calls the attention
that, compared to the normal strategy, Le´vy flights repre-
sent a democratic strategy in the sense that the probabil-
ity of visiting sites with many connections decreases and
for sites with a lower degree, this probability increases.
Being able to easily reach any node on the network can
offer advantages if the goal is the exploration of the entire
structure. This aspect is discussed in detail later when
the efficiency of the random walker is analyzed.
Different aspects of Le´vy flights and their capacity to
explore networks have been studied in [26–29], as well
as in the context of multiplex networks [30]. A general
approach to study the random walker in Eq. (16) and
other strategies defined in terms of a function of the dis-
tances in a network are analyzed in detail by Estrada
et.al. in [32]. In this context is introduced the expo-
nential strategy that in terms of our matrix of weights
formalism is defined by Ωij = e
−sdij for i 6= j and using
s > 0. By following a similar approach to the presented
in Eqs. (17)-(18), can be deduced analytical expressions
for the stationary probability distribution of the expo-
nential strategy.
2. Gravity law, spatial networks, and human mobility
In diverse situations networks are embedded in a met-
ric space, then, spatial locations are assigned to each
node. This is the case of spatial networks that describe
several real systems like social networks, airports and
transportation networks, among others [27, 77, 78].
On the other hand, it has been suggested that migration
and human movements are well described in terms of a
“Gravity Law” that models the number of trips from a
location i to the location j as gij = C pipj/l
α
ij . Here pi
and pj denote the population of the respective locations,
lij is the geometric distance between the nodes i, j, C is
a constant and α > 0 is a free parameter. This type of
model suggests a similar algorithm for a random walker
on networks described by the weights
Ωij =
qiqj
dαij
(19)
for i 6= j. Here the value qi is a quantity associated to
the node i in the network and dij is the topological dis-
tance in the network. The general formalism in terms of
weighted networks also applies to the model presented in
Eq. (19), but with geometric distances lij . In this model,
the structure of the network is absent and it is assumed
8as a complete graph.
In the gravity law model, the resulting random walker
contains characteristics of the biased random walks de-
termined by Eq. (8) and the Le´vy flights on networks
with transition probabilities given by Eq. (16). The ran-
dom walk defined in Eq. (19) has been explored in order
to characterize co-occurrences of words on web pages [79].
In addition, there are different variations of the gravity
law in spatial networks (see [77] and references therein).
Some of these models are described in the weighted net-
work approach by weights Ωij proportional to a positive
function of the distance f(dij) [77].
As an example of random walks that take place in a con-
tinuous space but can be modeled with the formalism of
random walks defined in terms of a matrix of weights, in
reference [24] is introduced a strategy to visit randomly
specific locations in a spatial region modeling character-
istics of human mobility in urban settlements. In this
case, N points are located in a 2D plane and integer
numbers i = 1, 2, . . . , N label each location. In addition,
the coordinates of the locations are known and we denote
as lij the distance between the places i and j. The dis-
tance lij = lji ≥ 0 can be calculated by different metrics;
for example, in some applications could be appropriated
the use a Euclidean metric, whereas, in other contexts, a
Manhattan distance could be more useful. In order to de-
fine a discrete time random walker that at each step visits
one of the locations, the transition probability pi
(α)
i→j(R)
to hop from site i to site j is given by [24]
pi
(α)
i→j(R) =
Ω
(α)
ij (R)∑N
m=1 Ω
(α)
im (R)
, (20)
where the weights Ω
(α)
ij (R) are defined by the relation
[24]
Ω
(α)
ij (R) =
{
1 for 0 ≤ lij ≤ R,
(R/lij)
α
for R < lij.
(21)
Here α and R are positive real parameters. The radius
R determines a neighborhood around which the random
walker can go from the initial site to any of the loca-
tions in this region with equal probability; this transi-
tion is independent of the distance between the respec-
tive sites. That is, if there are S sites inside a circle of
radius R, the probability of going to any of these sites
is a constant. Additionally, for places beyond the local
neighborhood, for distances greater than R, the transi-
tion probability decays as an inverse power law of the
distance and is proportional to l−αij [24]. In this way, the
parameter R defines a characteristic length of the local
neighborhood and α controls the capacity of the walker
to hop with long-range displacements. In particular, in
the limit α → ∞ the dynamics becomes local, whereas
the case α → 0 gives the possibility to go from one lo-
cation to any different one with the same probability. In
this limit, we have pi
(0)
i→j(R) = N
−1. This model is then
a combination of a rank model [80–82] for shorter dis-
tances and a gravity-like model for larger ones [78, 83].
It is important to mention that in the strategy defined
by the weights in Eq. (21), we choose Ω
(α)
ii (R) 6= 0, in
this way the walker also can stay in the node i with non-
null probability. All the results presented are also valid
for this case whenever the value of R is such that the
random walker can reach any of the N sites used in the
definition of the transition matrix.
In Fig. 7(a) we illustrate the model for the random strat-
egy introduced in Eq (20). In Fig. 7(b), we present
Monte Carlo simulations of the random walker described
by Eqs (20)-(21). We generate N random locations
(points) on a 2D plane on the region [0, 1] × [0, 1] in R2
FIG. 7. (Color online) A schematic illustration of the ran-
dom walk strategy as defined in Eq (20). In (a) we depict
random locations on the plane (represented by triangles); the
probability to go from location i to a different site is deter-
mined by two types of transition probabilities: First, to a site
j inside a circular region of radius R centered in the location
i, pi
(α)
i→j(R), which is a constant; and second, a transition to a
site k outside the circle of radius R, pi
(α)
i→j(R) that considers
long-range transitions with a power-law decay proportional to
l−αik , where lik is the distance between sites i and k. In (b)
we show Monte Carlo simulations of a discrete-time random
walker that visits N = 100 specific locations in the region
[0, 1] × [0, 1] in R2 following the random strategy defined by
the transition probabilities in Eq (20), with R = 0.17. We
depict the results for α→∞ and α = 4. The total number of
steps is t = 200 and the scale in the color bar represents the
time at each step.
9and, for different values of the exponent α, we depict
the trajectories described by the walkers. In the case of
α → ∞, it is observed how the dynamics is local and
only allows transitions to sites in a neighborhood deter-
mined by a radius R = 0.17 around each location. In
this case, all the possible trajectories in the limit t→∞
form a random geometric graph [84, 85]; we can identify
features of this structure in our simulation. On the other
hand, finite values of α model spatial long-range displace-
ments such as the dynamics illustrated in Fig. 7(b) for
the case α = 4. We observe how the introduction of the
long-range strategy improves the capacity of the random
walker to visit and explore more locations in comparison
with the local dynamics defined by the limit α→∞ [24].
3. Fractional transport
The fractional transport on networks is defined in
terms of a power of the Laplacian matrix L with ele-
ments given by Lij = δijki − Aij , where δij denotes the
Kronecker delta; in particular, Lii = ki . The Laplacian
matrix is introduced in graph theory and in the modeling
of dynamical processes on networks [10, 14, 86–92]. In
addition, the matrix L is interpreted as a discrete form of
the Laplacian operator (−∇2) [7, 88, 89]. In the context
of the fractional diffusion on networks is introduced the
fractional Laplacian matrix Lγ , where γ is a real number
(0 < γ < 1). The resulting process models the fractional
dynamics on general networks [33, 34].
Since the Laplacian matrix L is a symmetric matrix, by
using the Gram-Schmidt orthonormalization of the eigen-
vectors of L, we obtain a set of eigenvectors {|Ψj〉}Nj=1
that satisfy the eigenvalue equation L |Ψj〉 = µj |Ψj〉
for j = 1, . . . , N and 〈Ψi|Ψj〉 = δij , where µj are the
eigenvalues, which are real and nonnegative. For con-
nected networks, the smallest eigenvalue is µ1 = 0 and
µm > 0 for m = 2, . . . , N [11]. We define the matrix
Q with elements Qij = 〈i|Ψj〉 and the diagonal ma-
trix Λ = diag(0, µ2, . . . , µN ). These matrices satisfy
L Q = Q Λ, therefore L = QΛQ†, where Q† denotes
the conjugate transpose of Q. Therefore [93]
Lγ = QΛγQ† =
N∑
m=2
µγm |Ψm〉 〈Ψm| , (22)
where Λγ = diag(0, µγ2 , . . . , µ
γ
N ). It is worth noticing
that the diagonal elements of the fractional Laplacian
matrix defined in Eq. (22) introduce a generalization of
the degree ki = (L)ii to the fractional case. In this way,
the fractional degree k
(γ)
i of the node i is given by [33]
k
(γ)
i ≡ (Lγ)ii =
N∑
m=2
µγm〈i |Ψm〉 〈Ψm| i〉. (23)
The fractional random walk is the random walk associ-
ated to the fractional diffusion in networks [33]. In the
formalism of weighted networks is defined by the elements
Ωii = 0 and, for i 6= j
Ωij = −(Lγ)ij (24)
with 0 < γ ≤ 1. On the other hand, the elements of
the Laplacian matrix satisfy ki = −
∑
l 6=i Lil and, in the
fractional case we have k
(γ)
i = −
∑
l 6=i(L
γ)il. As result
the strength of the node i is given by
Si =
N∑
l=1
Ωil = −
∑
l 6=i
(Lγ)il = k
(γ)
i , (25)
then, by using Eq. (2), the transition probability pii→j is
given by
pii→j = δij − (L
γ)ij
k
(γ)
i
. (26)
In the limit γ → 1, the normal random walk strategy is
recovered. In addition, by using the Eq. (6), the station-
ary distribution is
P∞i =
k
(γ)
i∑N
l=1 k
(γ)
l
. (27)
This is a generalization of the result P∞i ∝ ki for normal
random walks discussed before and recovered from Eq.
(27) when γ = 1.
The fractional random walk is the process associated to
the fractional diffusion on networks and the transition
probabilities in Eq. (26) define a navigation strategy with
long-range displacements on the network [33]. The case
of infinite n-dimensional lattices with periodic bound-
ary conditions has been addressed in different in contexts
[35–37, 94, 95]. For this type of periodic structures, it is
obtained the analytical relation [36]
pii→j ∼ d−n−2γij for dij  1. (28)
The result in Eq. (28) establishes a connection between
Le´vy flights on networks [25] and the fractional strategy
defined by Eq. (26). On the other hand, in networks
with constant degree k, the fractional Laplacian can be
expressed as [34]
(Lγ)ij =
∞∑
m=0
(
γ
m
)
(−1)mkγ−m(Am)ij (29)
where
(
x
y
) ≡ Γ(x+1)Γ(y+1)Γ(x−y+1) and Γ(x) denotes the
Gamma function [96]. The result in Eq. (29) relates
the fractional Laplacian matrix with the integer powers
of the adjacency matrix Am for m = 1, 2, . . . for which
the element (Am)ij is the number of all the possible tra-
jectories connecting the nodes i, j with m links [97]. In
this way, the fractional strategy defined by the transi-
tion matrix with elements pii→j in Eq. (26) incorporates
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FIG. 8. (Color online) Monte Carlo simulation of a discrete-time fractional random walker on a tree with transition probabilities
given by Eq. (26). The dynamics starts at t = 0 from an arbitrary node. We show three discrete times t = 25, 50, 100 for
three values of the parameter γ = 1, 0.75, 0.5. The case γ = 1 corresponds to a normal random walker whereas the cases with
γ = 0.75, 0.5 correspond to a fractional random walk leading to anomalous transport. We represent with different colors the
unvisited nodes, visited nodes and the position of the random walker at time t.
global information about all the possible trajectories con-
necting the nodes i and j [34].
In order to illustrate the effect of the fractional dynamics
of a random walker on a network, in Fig. 8 we present
Monte Carlo simulations of discrete-time random walks
on a tree. The discrete time t denotes the number of
steps of the random walker as it moves from one node to
the next node on the network. Given the topology of the
network, we calculate the adjacency matrix and the cor-
responding Laplacian matrix L of the network. Then we
obtain its eigenvalues and eigenvectors that allow us in
turn to get the fractional Laplacian matrix Lγ . Finally,
using Eq. (26), we determine the transition probabili-
ties for different values of the parameter γ. The dynam-
ics starts at t = 0 from an arbitrary node. We show
three discrete times t = 25, 50, 100 for three values of the
parameter γ = 1, 0.75, 0.5. Here, we depict one repre-
sentative realization of a random walker as it navigates
from one node to another randomly. The case γ = 1
corresponds to normal random walk leading to normal
diffusion. In this case, the random walker can move only
locally to nearest neighbors and, as can be seen in the
figure, the walker revisits very frequently the same nodes
and therefore the exploration of the network is redundant
and not very efficient. The cases with γ = 0.75, 0.5 corre-
spond to a fractional random walk leading to anomalous
diffusion. In this case, the random walker can navigate in
a long-range fashion from one node to another arbitrarily
distant node. This allows us to explore more efficiently
the network since the walker does not tend to revisit the
same nodes; on the contrary, it tends to explore and nav-
igates distant new regions each time. All this can be seen
in the figure for different times, and allow us to make a
comparison between a random walker using regular dy-
namics and a fractional dynamics [34]. A detailed anal-
ysis of the fractional Laplacian of graphs and its relation
with long-range navigation on networks and applications
is presented in references [33–39, 94].
The introduction of the fractional random walks is mo-
tivated by the search of an equivalent on networks of
the fractional diffusion and its relation with Le´vy flights.
Recently, other types of functions of matrices with lo-
cal information have shown interesting properties associ-
ated with long-range dynamics and the global structure
of networks; this is the case of the concept communica-
bility [91] and the accessibility random walk introduced
in [98]. Particular functions of matrices can be used to
define different types of long-range strategies and char-
acterized with the formalism reviewed in this work.
As a generalization of Eq. (26), other functions of the
Laplacian g(L) can be applied to define random walk
strategies on networks. The functions g(x) to define ran-
dom walk strategies should satisfy the following condi-
tions [42]
• Condition I: The matrix g(L) must be positive
semidefinite, i.e., the eigenvalues of g(L) are re-
stricted to be positive or zero. In this way, the
property of the Laplacian eigenvalues µi ≥ 0 for
i = 2, . . . , N is preserved by the function g(x).
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• Condition II: The elements of the matrix g(L)
denoted as gij(L), for i, j = 1, 2, . . . , N , should sat-
isfy
N∑
j=1
gij(L) = 0. (30)
Therefore, the function g(x) maintains the prop-
erty
∑N
j=1 Lij = 0 associated to the elements of
the Laplacian matrix.
• Condition III: All the non-diagonal elements of
g(L) must satisfy
gij(L) ≤ 0. (31)
For this type of functions, transition probabilities are de-
fined by the relation
pii→j = δij − gij(L)Ki , (32)
where we use the generalized degrees Ki defined by the
diagonal elements of g(L) that satisfy [42]
Ki = gii(L) = −
∑
l 6=i
gil(L). (33)
Examples of functions that satisfy the conditions I-III
are the fractional Laplacian of a graph g(L) = Lγ with
0 < γ < 1, the logarithmic function g(L) = log (I+ αL)
for α > 0 and the function g(L) = I−e−aL with a > 0. In
all these cases is observed that the random walker hops
with long-range displacements on the network [42].
In terms of the formalism of the matrix of weights, the
generalized random walk strategy in Eq. (32) can be an-
alyzed by using the weights Ωij = −gij(L) for i 6= j and
Ωii = 0. In this way, as a consequence of the condition in
Eq. (31), the weights satisfy Ωij ≥ 0; also, the strength
of each node is given by the generalized degree Ki allow-
ing us to write the stationary probability distribution of
the process as
P∞i =
Ki∑N
l=1Kl
. (34)
In the general case described in Eq. (32), the values of
gij(L) can be obtained by using the spectral methods
described before for the fractional Laplacian (see [42] for
details).
We conclude this section with a compilation of the types
of random walk strategies represented by specific types of
weighted networks. In Table I we summarize the matrices
of weights that define the local and non-local strategies
analyzed in this section. Each model is presented with
the respective parameters that define the random walker
and key references to works analyzing these strategies.
IV. MEAN FIRST PASSAGE TIME AND
GLOBAL CHARACTERIZATION
Once described a general formalism that allows us to
define different types of local and non-local random walks
strategies on networks and analytical results for their re-
spective stationary distributions; in this section, we ex-
plore the mean first passage time (MFPT) [3], that gives
the average number of steps needed by the random walker
to reach a specific node for the first time. We also study
global times to quantify and compare the capacity of lo-
cal and non-local random walks to explore different types
of networks.
A. MFPT
In order to calculate the MFPT for strategies defined in
terms of weighted networks, we use a similar approach to
the formalism presented in [12, 15] where normal random
walks are studied. We start representing the probability
Pij(t) in the master equation in Eq. (1) as
Pij(t) = δt0δij +
t∑
t′=0
Pjj(t− t′)Fij(t′) . (35)
The first term in Eq. (35) represents the initial condi-
tion and Fij(t) is the probability to start in the node i
and reach the node j for the first time after t steps, by
definition Fij(0) = 0. Now, by using the discrete Laplace
transform f˜(s) ≡∑∞t=0 e−stf(t), the relation in Eq. (35)
takes the form
F˜ij(s) = (P˜ij(s)− δij)/P˜jj(s) . (36)
By definition, using the quantity Fij(t), the MFPT 〈Tij〉
for a random walker that starts in the node i and reach
for the first time the node j is given by [12]
〈Tij〉 ≡
∞∑
t=0
tFij(t) = −F˜ ′ij(0). (37)
Now, by means of the moments R
(n)
ij of the probability
Pij(t) defined as
R
(n)
ij ≡
∞∑
t=0
tn {Pij(t)− P∞j }, (38)
the expansion in series of P˜ij(s) is
P˜ij(s) = P
∞
j
1
(1− e−s) +
∞∑
n=0
(−1)nR(n)ij
sn
n!
. (39)
Introducing this result in Eq. (36), the MFPT is obtained
〈Tij〉 = 1
P∞j
[
R
(0)
jj −R(0)ij + δij
]
. (40)
12
LOCAL STRATEGIES
Strategy Weights Ωij , i 6= j. Parameters References
1. Normal random walk Aij [12, 13, 15]
2. Biased random walk (qiqj)
βAij β ∈ R, qi > 0
3. Degree biased random walk (kikj)
βAij β ∈ R [16]
4. Maximal entropy random walk ξiξjAij [58, 59, 62]
5. Random walks for image segmentation e
− 1
σ2
(Ii−Ij)2Aij σ > 0 [64]
6. Topologically biased random walk eβyijAij β ∈ R, yij = yji [65, 66]
NON-LOCAL STRATEGIES
1. Le´vy Flights d−αij 0 ≤ α <∞ [25, 26, 32, 99]
2. Exponential strategy e−sdij s > 0 [32]
3. Gravity Law qiqj/l
α
ij 0 ≤ α <∞ [77, 79, 100]
4. Fractional Diffusion −(Lγ)ij 0 < γ < 1 [33, 34]
5. General functions of the Laplacian −gij(L) [42]
6. Communicability (e−βA)ij β > 0 [91, 101]
TABLE I. Diverse types of random walks described in terms of a symmetric matrix of weights Ω with transition probabilities
pii→j defined by Eq. (2). For all the random walk strategies Ωii = 0 and, the non-diagonal elements are presented in the table
with a short description of the quantities and parameters involved in the definition. The detailed description of each random
walk strategy is presented in Section III.
In Eq. (40) there are three different terms: the mean
first return time 〈Tii〉 = 1/P∞i , the quantity
τj ≡ R(0)jj /P∞j , (41)
which is a time independent of the initial node and the
time R
(0)
ij /P
∞
j that depends on i and j. Furthermore,
from the detailed balance condition is obtained
R
(n)
ij
P∞j
=
R
(n)
ji
P∞i
, as consequence
〈Tij〉 − 〈Tji〉 = τj − τi, (42)
relation that describes the asymmetry of navigation [15].
The time τi is interpreted as the average time needed to
reach the node i from a randomly chosen initial node of
the network; on the other hand, the quantity Ci ≡ τ−1i is
the random walk centrality introduced for the analysis of
random walks with local information [15]. The centrality
Ci combines information of the network and the random
walk strategy implemented to visit nodes and gives a high
value to nodes easy to reach and small values to nodes for
which the random walker takes, in average, many steps
to hit the node for the first time starting from any node
of the network [15, 25].
Additional to the times 〈Tij〉 and τi, from Eq. (40) we
have
N∑
j=1
〈Tij〉P∞j =
N∑
j=1
R
(0)
jj −
N∑
j=1
R
(0)
ij + 1 =
N∑
j=1
R
(0)
jj + 1 .
(43)
The quantity K ≡∑Nm=1R(0)mm in the context of stochas-
tic processes is denominated Kemeny’s constant [102,
103]. As result of the relation in Eq. (43)
K =
N∑
m=1
R(0)mm =
∑
j 6=i
〈Tij〉P∞j , (44)
equation that establishes a connection between the Ke-
meny’s constant of Markovian processes and the global
time obtained by averaging the mean first passage times
〈Tij〉 weighted with the stationary distribution P∞j .
B. Linear algebra approach
Once defined general quantities that characterize the
performance of a random walk strategy to explore a net-
work, it is important to have an algorithm that allows us
to calculate these values by using the information con-
signed in the transition probability matrix Π in Eq. (2),
defined in terms of the matrix of weights Ω and that
essentially contains all the information about the ran-
dom walker. Therefore, in the following part we deduce
expressions for the MFPT 〈Tij〉, the time τi and the Ke-
meny’s constant K in terms of the eigenvalues and eigen-
vectors of the transition matrix Π.
In order to calculate τi and 〈Tij〉 is necessary to find
Pij(t). We start with the matrical form of Eq. (1)
~P (t) = ~P (0)Πt . (45)
Here ~P (t) is the probability vector at time t. Using
Dirac’s notation
Pij(t) = 〈i|Πt |j〉 , (46)
where {|m〉}Nm=1 represents the canonical base of RN .
Due to the existence of a detailed balance condition, the
matrix Π can be diagonalized and its spectrum has real
values [4]. For right eigenvectors of Π we have Π |φi〉 =
λi |φi〉 for i = 1, .., N , where the set of eigenvalues is
ordered in the form λ1 = 1 and 1 > λ2 ≥ .. ≥ λN ≥ −1.
On the other hand, from right eigenvectors we define a
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matrix Z with elements Zij = 〈i|φj〉. The matrix Z is
invertible, and a new set of vectors
〈
φ¯i
∣∣ is obtained by
means of (Z−1)ij =
〈
φ¯i|j
〉
, then
δij = (Z
−1Z)ij =
N∑
l=1
〈
φ¯i|l
〉 〈l|φj〉 = 〈φ¯i|φj〉 (47)
and
I = ZZ−1 =
N∑
l=1
|φl〉
〈
φ¯l
∣∣ , (48)
where I is the N ×N identity matrix.
In different cases, especially when it is necessary to calcu-
late numerically the eigenvalues and eigenvectors of the
transition matrix, it is convenient to use the symmetry
of the matrix of weights Ω. In this way, the eigenvec-
tors |φl〉 and
〈
φ¯l
∣∣ can alternatively be deduced from the
analysis the symmetric matrix M with elements
Mij = Ωij/
√
SiSj . (49)
From an orthonormal set of eigenvectors |ϕl〉 that sat-
isfy M |ϕl〉 = λl |ϕl〉 for l = 1, . . . , N , it is obtained
|φl〉 = S−1/2 |ϕl〉 and
〈
φ¯l
∣∣ = 〈ϕl|S1/2 where S is the
N ×N diagonal matrix S = diag(S1, . . . , SN ).
Once obtained the spectrum and the left and right eigen-
vectors of the transition matrix, we can deduce differ-
ent analytical expressions for quantities that character-
ize the random walker. By using the diagonal matrix
∆ ≡ diag(λ1, . . . , λN ) is obtained Π = Z∆Z−1, there-
fore Eq. (46) takes the form
Pij(t) = 〈i|Z∆tZ−1 |j〉 =
N∑
l=1
λtl 〈i|φl〉
〈
φ¯l|j
〉
. (50)
From Eq. (50), the stationary probability distribution
P∞j = 〈i|φ1〉
〈
φ¯1|j
〉
, where the result 〈i|φ1〉 = constant
makes P∞j independent of the initial condition. Now, by
means of the definition of R
(0)
ij , we have
R
(0)
ij =
N∑
l=2
1
1− λl 〈i|φl〉
〈
φ¯l|j
〉
. (51)
Therefore, the time τi is given by
τi =
N∑
l=2
1
1− λl
〈i|φl〉
〈
φ¯l|i
〉
〈i|φ1〉
〈
φ¯1|i
〉 , (52)
and, for i 6= j in Eq. (40), the MFPT 〈Tij〉 is
〈Tij〉 =
N∑
l=2
1
1− λl
〈j|φl〉
〈
φ¯l|j
〉− 〈i|φl〉 〈φ¯l|j〉
〈j|φ1〉
〈
φ¯1|j
〉 , (53)
whereas 〈Tii〉 = (〈i|φ1〉
〈
φ¯1|i
〉
)−1. Finally, from Eqs. (44)
and (51) is obtained the Kemeny’s constant
K =
N∑
m=1
N∑
l=2
1
1− λl
〈
φ¯l|m
〉 〈m|φl〉 = N∑
l=2
1
1− λl (54)
result that only depends on the eigenvalues of the tran-
sition matrix Π.
C. Global characterization
In this part we define global times that quantify the
capacity of a random walk to reach any site of the net-
work; by using these global times is possible to compare
the efficiency of the different strategies defined through
Eq. (2). Global quantities like entropy rates [58, 104],
the global mean first passage time [17], and the cover
time [10, 12] have been used to study random walks on
networks. We use the global quantity [25]
τ ≡ 1
N
N∑
i=1
τi , (55)
that gives an estimate of the average time to reach any
site of the network. The values τi can present a huge dis-
persion due to the fact that in some irregular networks
there are nodes easily accessible to the random walker
and other sites that are hardly reached; despite this fact,
the mean value of the times τi is an important quantity
that characterize the capacity of a random walker to visit
the nodes of a network. In the following section we ex-
plore the time τ for different random walk strategies.
On the other hand, in the particular case of random walks
on weighted networks for which the value Si =
∑N
l=1 Ωil
is constant, the stationary distribution given by Eq. (6)
is P∞i = 1/N . In this type of regular cases, using Eqs.
(52) and (55) we have for the global time τ
τreg =
1
N
N∑
i=1
R
(0)
ii
P∞i
=
N∑
i=1
R
(0)
ii =
N∑
l=2
1
1− λl . (56)
Then, in regular cases τreg is equal to the Kemeny’s con-
stant. Examples of this simplification are the normal ran-
dom walks on a complete graph. This case illustrates the
best scenario for the exploration of a network by means of
normal random walks since all the nodes are connected.
For a complete graph Aij = 1 − δij and pii→j = 1−δijN−1
[11]. The eigenvalues of the matrix Π are λ1 = 1 and
λ2 = . . . = λN = −(N − 1)−1, then the Kemeny’s con-
stant given by Eq. (56) for unbiased random walks on a
complete network is
τ0 =
(N − 1)2
N
, (57)
this is the lowest value that the time τ can take.
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FIG. 9. (Color online) Time τi vs. ki for degree biased random walks on networks obtained using Eq. (52). (a) Erdo¨s-Re´nyi
(ER) network with N = 5000 and 〈k〉 = 50. (b) Scale-free (SF) network with N = 5000 〈k〉 = 6. We use three values of the
parameter β.
V. EFFICIENCIES OF PARTICULAR
STRATEGIES
In this section, we apply the results in Eqs. (52)-(54)
that allow to calculate exact values of 〈Tij〉, τj and K for
random walks on weighted networks. In particular, we
analyze the global time τ and the Kemenys constant for
the preferential navigation, the Le´vy flights on networks,
the fractional transport and the model in Eq. (20). All
these are defined in terms of a matrix of weights through
the approach presented in Section III. Similar methods
can be implemented to study different types of random
walks described in Table I.
A. Preferential navigation
The preferential navigation defined in Eq. (8) can rep-
resent different types of local random walkers; in par-
ticular, degree biased random walkers with transitions
described in Section III A 3. In order to characterize this
process, in Fig. 9 we depict the values of the time τi for
two different networks, the respective stationary distri-
bution was presented in Fig. 2. The obtained values of
τi give the average number of steps needed by a degree
biased random walker to reach the node i from a random
site in the network for different values of the parameter β.
In the ER network is observed the validity of the result
τi ≈ 1/P∞i obtained by a mean field approximation [16].
On the other hand, in the SF network is not valid this
approximation and it is observed that, compared with
the case β = 0 that recovers the normal random walk,
any degree biased random walk is a bad strategy to reach
efficiently nodes with a lower degree in the SF network.
Our findings also reveal that, in comparison with the re-
sult for β = 0, in the ER network the value β = −2
reduces the number of steps needed to reach nodes with
few connections, whereas the parameter β = 2 reduces
the value of τi in nodes with large degree ki.
Now, we calculate the global time τ for different cases of
the preferential navigation defined by Eq. (8). We start
generating the network and obtaining the transition ma-
trix Π for specific values of the parameter β using the
definition in Eq. (8). Once obtained Π we calculate the
respective left and right eigenvectors
〈
φ¯l
∣∣ and |φl〉 by the
method described in Section IV B. Then, we use the Eq.
(52) to calculate the values of τi and finally, the mean
value of the times τi gives τ . In a similar way, the Ke-
meny’s constant is obtained from the spectrum of Π by
means of Eq. (54). This process is repeated for different
types of local strategies. We study cases for which the
value qi in Eq. (8) is determined by common quantities
used to describe the role of the node i in each network,
we explore the effect of the following qi choices given by:
• The node degree ki, therefore, the dynamics is the
degree biased random walk explored in Figs. 2 and
9.
• The average degree of the neighbors of i given by
k
(nn)
i = (
∑N
l=1Ailkl)/ki. In this case, the transi-
tion probabilities pii→j depend on the average de-
gree of the first neighbors of the node j.
• The closeness centrality gi of the node i given by
gi = (
∑
j 6=i dij)
−1 where dij is the distance between
i and j [7].
• The eigenvector centrality ξi of the node i. For
the particular case β = 1, the probabilities pii→j
are determined by Eq. (12) that defines a maximal
entropy random walk.
From the quantities ki, k
(nn)
i , gi, ξi, we analyze the
global time τ for the preferential strategy with different
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FIG. 10. (Color online) Preferential random walks on a scale-free network (SF) of the Baraba´si-Albert type with N = 5000
nodes. (a) Global time τ vs. β for different types of random walks defined by Eq. (8) with qi given by the node degree ki, the
average degree of neighbors k
(nn)
i , the closeness centrality gi and the eigenvector centrality ξi; in the inset we plot the values of
the Kemeny’s constant K vs. β. The continuous lines are used as a guide. In (b) and (c) we present Monte Carlo simulations
of the number of visited sites Nv as a function of time for node biased random walks with β = −2 and β = 2. The average of
the number of visited nodes 〈Nv〉 is obtained from 1000 different realizations of the random walker, the results are expressed
as a fraction of the total number of nodes multiplied by 100.
values of the parameter β that modules the biased ran-
dom walk. From the numerical value of τ we can compare
the efficiency of the strategies to visit the nodes on the
network. In Fig. 10 we analyze each of these strategies
in a scale-free network. In Fig. 10(a) we depict the time
τ as a function of β. In this case, we observe that un-
biased random walks (β = 0) have the lowest values of
τ . In addition, for the random walk with qi = gi the
values of τ do not change significantly with variations of
the parameter β. In addition, it is observed that, for a
given value of β, the strategy defined by qi = ξi has the
largest values of τ making this method to visit the nodes
of the network inefficient to reach easily any node of the
structure. In addition, the results reveal that, in com-
parison to the unbiased case, some node biased random
walks need much more time to explore the network.
Furthermore, we are interested in the values of K and τ
as a measure of the efficiency of the random walker to
explore sites on the network. In this way, we use Monte
Carlo simulations of each preferential random walk with
the values β = −2 and β = 2. We depict the obtained re-
sults in Figs. 10(b)-(c) for the average number or visited
nodes 〈Nv〉 as a function of time. Based on our findings
for τ , we know that in some cases, for example when
qi = ki or qi = ξi, the average time τ is much bigger for
β = 2 than the result obtained for β = −2. These results
and the behavior observed in the Monte Carlo simula-
tions are in agreement with the predictions that τ gives
for the different orders of magnitude of the time needed to
visit any node on the network. In contrast, the Kemeny’s
constant (presented in the inset in Fig. 10(a)) does not
describe the results obtained with Monte Carlo simula-
tions. In this way, we can infer that for the preferential
navigation, the eigenvectors of the transition matrix Π
contain relevant information about the efficiency of the
processes, by considering only the spectrum of Π this in-
formation is lost. This does not apply in regular cases for
which P∞i = 1/N , where τreg = K, and as a consequence
important information to describe the efficiency of the
process is contained in the spectrum of Π.
All the analysis discussed for the preferential random
walk in Fig. 10 reveals that the time τ is a measure
that describes appropriately the global efficiency of ran-
dom walk strategies. On the other hand, the Kemeny’s
constant is a useful simplification to analyze only regular
cases when the strength Si =
∑N
l=1 Ωil is constant.
B. Le´vy flights
In this part, we analyze the efficiency of Le´vy flights
to explore a network. We use the formalism introduced
in Section IV B valid for all the strategies represented
in terms of the matrix of weights Ω. In this way we
have exact analytical values that allow us to evaluate
the mean first passage time 〈Tij〉, the time τi and the
global quantity τ by using Eqs. (52)-(55). In Fig. 11
we present the results obtained for τi as a function of ki
for an Erdo˝s–Re´nyi network and a scale-free network. In
a similar way to the results observed for the preferential
random walk in Fig. 9; we obtain that for Le´vy flights
on these small-world networks R
(0)
ii ≈ 1 and, as a conse-
quence τi ≈ 1/P∞i .
On the other hand, the efficiency of Le´vy flights can be
explored with the quantity τ . In networks for which the
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FIG. 11. (Color online) Time τi vs. ki for Le´vy flights on networks; the quantities are obtained evaluating numerically Eq.
(52). We use three values of the parameter α and we study two types of networks with N = 5000. (a) Erdo¨s-Re´nyi network
(ER) at the percolation limit p = (logN)/N . (b) Scale-free (SF) network with 〈k〉 = 6. Dashed lines denote the value τ0
obtained for α = 0.
long-range degree D
(α)
i is a constant for all the nodes on
the network, the stationary distribution is P∞i =
1
N , i.e.
each node has the same probability to be visited in the
limit t → ∞. This is the case of some regular networks
like rings, square lattices with periodic boundary condi-
tions, complete graphs, among others. For this type of
networks τ is the Kemeny’s constant given by Eq. (54),
result that only depends on the spectrum of the transi-
tion matrix Π with elements given by Eq. (2). In the
following part we calculate analytically the value of τ for
Le´vy flights on rings and we explore numerically the ef-
ficiency in other structures.
First, we study Le´vy flights on a ring. In this particular
case, the matrix of weights Ω and the transition matrix
Π are circulant matrices [11]. The eigenvalues and eigen-
vectors of circulant matrices are well known [11, 105] and,
in this way, we can obtain exact analytical expressions for
the different quantities presented in Section IV. For ex-
ample, for a ring with an even number of nodes N , the
spectrum of the transition matrix Π is
λl =
2
∑N/2−1
n=1 n
−α cos [nθl] +
(
N
2
)−α
cos
[
N
2 θl
]
2
∑N/2−1
n=1 n
−α +
(
N
2
)−α , (58)
with θl = 2pi(l−1)/N . In a similar way, for an odd value
of N , we have
λl =
∑(N−1)/2
n=1 n
−α cos [nθl]∑(N−1)/2
n=1 n
−α
. (59)
Introducing the eigenvalues in Eqs. (58) and (59) in the
relation in Eq. (56), we obtain analytically the value of
τ for Le´vy flights on a ring. In particular, when α→∞
we deduce τ for normal random walks on a ring
τ =
N∑
l=2
1
1− cos [ 2piN (l − 1)] . (60)
In Fig. 12 we analyze the values of τ for Le´vy flights
on finite rings. In Fig. 12(a) we present the result for
τ/τ0 as a function of the ring size N for different values
of α. From the obtained results, we observe that in the
limit α→∞, the time τ behaves as τ/τ0 ∼ N , therefore
τ ∼ N2. In a similar way, the reduction of the parameter
α gradually changes τ to τ ∼ N1+δ, where δ takes values
in the interval 0 < δ < 1 for 0 < α < ∞. Finally, in
the limit α → 0, we have τ ∼ N . In addition, in Fig.
12(b) we depict the results for τ/τ0 as a function of α
for different values of the ring size N . In this case, it is
observed how the relation τ/τ0 maintains a similar be-
havior for different values of the number of nodes N . In
the interval 0 < α < 2 is observed that τ/τ0 are close to
the value τ0 obtained in the limit α→ 0 or in a complete
graph. Moreover, in the range 2 < α ≤ 5, τ/τ0 presents
an increase that can be of several orders. For α > 6, the
results are again constant and close to the limit α → ∞
given by Eq. (60).
Once analyzed the Le´vy flights on rings, for which the
eigenvalues of the transition have the analytic form pre-
sented in Eqs. (58) and (59), it is important to explore
the value of τ for other structures. In Fig. 13, we present
the results obtained for the average number of steps τ as
a function of the parameter α for Le´vy flights on dif-
ferent types of networks. In regular networks (ring and
square lattice), the value of τ is obtained from Eq. (56).
For the tree, the ER and the SF networks, the results
are calculated using Eqs. (52) and (55). The obtained
values for τ suggest that, compared with the normal ran-
dom walker, in large-world networks the average number
17
100 101
α
100
101
102
103
τ
/τ
0
(b)
N = 10
N = 102
N = 103
N = 5× 103
N = 104
101 102 103 104
N
100
101
102
103
τ
/τ
0
(a)
α = 1
α = 2
α = 3
α→∞
FIG. 12. (Color online) Global time τ for Le´vy flights to
reach any site of a finite ring. The results are expressed in
terms of the value τ0 = (N − 1)2/N obtained for a complete
graph. The values are calculated using the analytical expres-
sions for the spectra in Eqs. (58)-(59) and the Eq. (56). In
(a) the time τ is presented as a function of N for α = 1, 2, 3
and the limit case α→∞; these results are complemented in
(b) where the time τ is plotted as a function of α for Le´vy
flights with different values of N .
of steps required to reach any node in the network is
lower for the Le´vy flight strategy. In small-world net-
works, the differences are smaller, but even in this case,
the Le´vy strategy improves the results obtained for the
normal random walker. This result is reasonable due to
the fact that in large-world networks, Le´vy flights define
a dynamics that induces small-world property. In the
case of small-world networks, the nodes in the network
are separated by short distances and, in this way, Le´vy
flights and the normal random walk explore the network
with efficiencies of the same order of magnitude [25].
C. Fractional transport
In this part we apply the approach described before for
preferential random walks and Le´vy flights to the case
of the fractional transport on networks with transition
probabilities between nodes given by the Eq. (26). In
the case of rings with N nodes, the eigenvalues of the
transition matrices can be obtained analytically [34, 42].
For this regular structure, the fractional degree in Eq.
(25) is a constant k(γ) given by [42]
k(γ) = (Lγ)ii =
1
N
N∑
l=1
(
2− 2 cos
[
2pi
N
(l − 1)
])γ
(61)
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FIG. 13. (Color online) Global time τ that gives the average
number of steps needed for Le´vy flights to reach any site of
the network in different structures; the results are expressed
in terms of the value τ0 = (N − 1)2/N . In figures (a) and
(b) we depict the time τ for different values of α in networks
with N = 5000. We calculated the values numerically using
the Eqs. (52) and (55) for large-world networks (ring, tree,
and a square lattice of size 50 × 100 and periodic boundary
conditions) and small-world networks (Erdo˝s–Re´nyi network
(ER) in the percolation limit and a scale-free network (SF) of
the Baraba´si–Albert type).
and the eigenvalues {λi}Ni=1 for the transition matrix Π,
with elements in Eq. (26), are
λi = 1− 1
k(γ)
(
2− 2 cos
[
2pi
N
(i− 1)
])γ
. (62)
Now, as a consequence of the results in Eqs. (61) and
(62), the time τ that characterizes the global performance
of the random strategy in Eq. (26) to explore a ring
coincides with the Kemeny’s constant and is given by
[42]
τ = k(γ)
N∑
m=2
1
(2− 2 cosφm)γ , (63)
where φi ≡ 2piN (i− 1).
In Fig. 14 we represent the numerical values of the global
time τ/τ0 obtained for the fractional transport on rings.
The results are calculated by direct evaluation of the re-
sult in Eq. (63). We explore the parameter γ that defines
the fractional strategy for different values of the size of
the ring N . In Fig. 14 we observe that the dynamics
with 0 < γ < 1 always improves the capacity to explore
the ring in comparison with a normal random walk re-
covered in the case γ = 1. This effect is observed in
the reduction of the quantity τ/τ0 for γ = 0.25, 0.5 and
γ = 0.75. On the other hand, in the limit γ → 0 the
dynamics is equivalent to a normal random walker on a
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FIG. 14. Global time τ as a function of the number of nodes
N for the fractional transport on rings. We obtain the results
for the time τ by direct evaluation of the Eq. (63). We express
the time τ in relation to τ0 = (N − 1)2/N for different values
of the parameter γ that defines each strategy. Solid lines are
used as a guide.
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FIG. 15. Global time τ for the fractional transport on con-
nected networks with N = 5000 nodes: a tree, random net-
works generated from the Watts-Strogatz (WS) model with
rewiring probabilities p = 0.01, p = 0.05, p = 0.1, a scale-free
(SF) network of the Baraba´si-Albert type and a random net-
work of the Erdo˝s-Re´nyi (ER) type at the percolation limit
p = logN/N . We obtain the results for the time τ by numer-
ical evaluation of the Eqs. (52) and (55). We express τ in
relation to the value τ0 = (N − 1)2/N . Solid lines are used as
a guide.
fully connected network allowing, with the same proba-
bility, transitions from one node to any site of the ring
[34]. A similar behavior to this limit is also observed for
the case γ = 0.25 for all the values of N analyzed.
Through the evaluation of the global time τ we can an-
alyze the fractional dynamics in different types of large-
world and small-world networks. Unlike the previous
cases explored for rings, other types of networks have
not the same fractional degree k
(γ)
i for all the nodes
i = 1, 2, . . . , N . In this way, the efficiency or global per-
formance of the random walker is quantified by the time
τ given by the average of the times Eq. (52) that depends
on the eigenvectors and eigenvalues of the transition ma-
trix Π with elements given by Eq. (26).
In Fig. 15 we show the global time τ for networks with
N = 5000 nodes. We analyze a deterministic tree created
by an iterative method for which an initial node ramifies
with two leaves that also repeat this process until the
size N , the final structure is a large-world network with
average distances 〈d〉 between nodes that scale as the size
of the network. On the other hand, we analyze random
networks generated with the Watts-Strogatz model for
which an initially regular network is generated and then
rewired uniformly randomly with probability p; for val-
ues of p → 0 this random network has the large world
property of the original lattice; however, the rewiring in-
troduces shortcuts that reduce the average path lengths
with the increasing of p [106]. In addition, small-world
networks generated with the Erdo˝s-Re´nyi model and a
scale-free (SF) network of the Baraba´si-Albert type are
explored [107, 108]. We observe that the generalized dy-
namics defined in terms of the fractional Laplacian Lγ
with 0 < γ < 1 always improves the efficiency to explore
the networks, the effects are marked in large-world net-
works with a significant change in the value τ/τ0, but
the dynamics also improves the results for small-world
networks.
As we discussed in Section III B 3, the random walk de-
fined in terms of the fractional Laplacian Lγ is a particu-
lar case of non-local strategies expressed using functions
of the Laplacian g(L). The same approach presented
here applies to other types of strategies [42]; for example,
when we use weights defined in terms of the logarithmic
function log (I+ αL) for α > 0 and the function I−e−aL
with a > 0.
D. Random walks to visit specific locations
We end this section with an application of the formal-
ism developed in terms of a matrix of weights but now for
a model in the context of human mobility that not nec-
essarily requires the definition of a network. We analyze
the random walk strategy with transition probabilities
defined by Eqs. (20)-(21) to visit specific locations in
a region. In this case, the matrix of weights with ele-
ments Ω
(α)
ij (R) depends on the characteristic length R,
that defines a local neighborhood, and the parameter α
that controls a dynamics with similar characteristics to
the Le´vy flights on networks but now to visit the loca-
tions. In order to quantify the capacity of the random
walker to visit the N locations in space, we use the time
τ (α)(R), that gives the average number of steps needed
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FIG. 16. (Color online) Global time to visit N locations.
The value τ (α)(R) gives the average number of steps needed
to reach any of the N sites, independently of the initial condi-
tion; we use N = 100 random sites in the region [0, 1]× [0, 1]
in R2. The results are obtained from the analytical expres-
sions in Eqs (52)-(55) and the numerical evaluation of the
eigenvectors and eigenvalues of the transition matrix with el-
ements w
(α)
i→j(R).
to reach any of the N sites independently of the initial
condition by numerical evaluation of the Eqs. (52) and
(55). In Fig. 16 we present the time τ (α)(R) for differ-
ent values of the parameters α and R to visit N = 100
random locations on the plane. The values are obtained
using the exact analytical results in terms of the eigen-
vectors and eigenvalues of the transition matrix defined
by Eq (20). It is observed how, for α >> 1, different
values of R define diverse ways to visit the N sites in
the plane; in particular, R << 1 characterizes a local
strategy that requires many steps to reach the locations.
Strategies with α ≤ 1 are optimal and in this interval the
results are independent of the parameter R. The results
observed with the help of the global time τα(R) suggest
that long-range strategies always improve the capacity of
the random walker to reach any of the N locations [24].
VI. CONCLUSIONS
In this work, we presented a general approach to ex-
amine different random walk strategies on undirected
networks described as a discrete time Markovian pro-
cess with transition probabilities defined in terms of a
symmetric matrix of weights. This formalism is explored
for different types of random walks with transitions re-
stricted to nearest neighbors in the case of local strate-
gies and hops from one node to any site of the network in
the case non-local strategies. We obtained the stationary
probability distribution and other quantities that charac-
terize the capacity of each random walk strategy to reach
the nodes of the network like the mean first passage time
and average times to reach a specific node. All these
quantities are obtained in terms of the eigenvectors and
eigenvalues of the transition matrix Π; in a similar way,
we calculate global quantities like the Kemeny’s constant
and the average time to reach any site of the network τ .
We explore in detail these quantities for the preferential
random walk, the Le´vy flights and the fractional trans-
port on networks. For these cases, we conclude that the
value of τ is a good measure that allows comparing the
performance of random walk strategies since it quantifies
the efficiency of the random walker to explore new sites
on the network. On the other hand, the Kemeny’s con-
stant is a useful simplification that depends only on the
spectrum of the transition matrix and describes correctly
the efficiency of random walk strategies with a constant
stationary probability distribution.
Finally, it is worth mentioning that the formalism intro-
duced here can be implemented to the study of other
processes described in terms of a matrix of weights. An
application in a context different from the field of net-
work science is presented for the analysis of a random
walk introduced in the context of human mobility and
implemented to visit locations in the plane. In this case,
the global time τ help us to understand how strategies
that combine local and non-local displacements improve
the capacity of the exploration of specific locations in a
region in the plane.
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