Abstract. Li & Racine (2004) have proposed a nonparametric kernel-based method for smoothing in the presence of categorical predictors as an alternative to the classical nonparametric approach that splits the data into subsets ('cells') defined by the unique combinations of the categorical predictors. Li, Simar & Zelenyuk (2014) 
1. Introduction Li & Racine (2004) have proposed a nonparametric kernel-based local-linear method for smoothing in the presence of categorical predictors as an alternative to the classical nonparametric approach. The classical approach first splits the data into subsets ('cells') defined by the unique combinations of the categorical predictors, and then conducts standard nonparametric regression using only the continuous predictors in each cell (hereafter the 'split' estimator using Li et al.'s (2014) terminology). In a recent paper, Li et al. (2014) critique the approach of Li & Racine (2004) (hereafter the 'simple' estimator using Li et al.'s (2014) terminology) and propose an alternative method (hereafter the 'complete' estimator using Li et al.'s (2014) 
terminology).
Briefly, Li et al.'s (2014) complete estimator is a kernel-based regression method that uses different bandwidths for each continuous predictor for each unique combination of the categorical predictors, whereas Li & Racine (2004) instead use 1 bandwidth per predictor. So, if we wished to model a dataset with 2 continuous predictors, 2 categorical predictors, and there were, say, 5 outcomes for each categorical predictor (the categorical predictor might be, e.g., choices on a 5 point Likert scale), then there would be 25 unique combinations of the categorical predictors. Hence, this would amount to 25 bandwidths for each of the continuous predictors plus 2 for each of the categorical predictors, so 52 bandwidths in all to be selected by cross-validation. For the approach of Li & Racine (2004) , there would be 4 bandwidths, 1 for each predictor, to be selected via cross-validation. To those familiar with kernel methods, it would be fairly obvious that Li & Racine's (2004) approach would likely be the estimator of choice on both MSE and computational grounds in these types of settings.
However, Li et al. (2014, Page 2) promote their complete estimator as one that will "generalize and improve the commonly used smoothing methods [split and simple]" ([. . . ] inserted for clarity), and point out that since their complete estimator "encompasses both the non-smoothing [split] approach and the simple-smoothing [simple] technique as special cases, we can expect more robust performance of the complete-smoothing approach" (Li et al. 2014, Page 3) . They present theoretical results stating that their estimator will dominate the simple estimator on MSE grounds (Li et al. 2014 , Corollary 2, Page 6). They offer simulation evidence comparing their proposed complete approach to the two existing approaches (Li et al. 2014 , Table 1, Table 2 ). And they state that their simulations "confirm the expected theoretical performance of our complete-smoothing approach over the simple-smoothing approach" (Li et al. 2014, Page 6) . The authors conclude "The more robust complete-smoothing approach proposed in this paper is indeed a generalization of the seminal work by Racine and Li (2004) , but at a cost of slightly more computational complexity" (Li et al. 2014, Page 14) .
Unfortunately, none of the substantive claims made by the authors withstand scrutiny, their estimator does not perform as advertised, and it is important for practitioners to realize that this is the case before they dismiss the existing split and simple estimators. In particular:
(1) In their simulations, the authors appear to place ad hoc restrictions on the search space that distort the relative performance of their proposed estimator in its favour. (2) The authors' simulation setup is extremely fragile -reversing two parameters in their simulation uncovers a completely different picture from that painted by the authors. (3) The authors do not venture beyond the simplest possible setting (one binary categorical predictor) -doing so reveals a fundamental weakness in their proposed estimator. (4) The claim that the complete estimator generalizes and improves upon the existing split and simple estimators does not withstand scrutiny. (5) Extensive simulations reveal that their estimator appears to be inadmissible (an existing estimator [split] always has significantly lower MSE than their proposed method). (6) The authors' empirical application clarifies why the simple estimator would be preferable to the split and complete estimators, and not vice versa as they argue. (7) As a practical matter, their estimator is not feasible in general multivariate multinomial settings.
We address each of these issues below in order to provide practitioners with a more balanced assessment of the relative performance of the complete method proposed by the authors and the existing split and simple approaches.
Constrained and unconstrained optimization and estimator performance.
We begin by replicating the finite-sample behaviour of the complete estimator using the simulation setup that appears in Li, Simar & Zelenyuk (2013) and the optimization procedure that is described in both Li et al. (2013) and Li et al. (2014) .
1 Li et al. (2013) contains a more comprehensive set of simulations than those presented in Li et al. (2014) , but the two simulations that remain in Li et al. (2014) are identical to those in their working paper. Results in the left portion in Table 1 below compare the median value of the objective function ('Median CV') reported by the authors (column 'Author') to the median value based on a replication of their results using the procedure that is described in Li et al. (2014) (column '(0, ∞] ') for all five simulations appearing in Li et al. (2013) . In particular, column ' (0, ∞] ' presents results where the initial search values for the bandwidths for the continuous predictor in each cell, i.e. h 1 and h 2 , were random draws from a uniform random variable on [0.5, 1.5 ] multiplied byσ z c n −1/5 , while the initial search value for the bandwidth for the binary predictor, i.e. λ, was a random draw from a uniform random variable on [0, 0.5] , and search takes place on (0, ∞] for h 1 and h 2 and on [0, 0.5] for λ. In all replications that follow, we consider M = 10000 Monte Carlo replications (the authors used M = 500) and 10 calls to the optimizer using different random initial bandwidths, and retain the bandwidths that are associated with the lowest value of the objective function. We also compare 1 The authors define the cross-validation function, CV (h(1), h(2), λ), and immediately below they state "[ĥ(1),ĥ(2),λ]
are the values which minimize CV (h(1), h(2), λ)." (Li et al. 2014, Page 5, Equation (10) ). Since h(1) ≥ 0, h(2) ≥ 0 and λ ∈ [0, 0.5] , optimization naturally occurs on (0, ∞] for (h(1), h(2)) and on [0, 0.5] for λ. the associated mean AMSE for these two cases in the right portion of Table 1 .
2 Bear in mind that, since the authors use only M = 500 Monte Carlo replications, their results will exhibit more simulation noise than when more extensive replications are considered. A comparison of columns 1 and 3 in the left portion in Table 1 (i.e., columns 'Author' and '(0, ∞]') reveals that the median value of the objective function for the complete estimator (Median CV) is systematically lower when replicating minimization of Li et al. (2014, Equation (10) ) than that 2 AMSE is simply the pointwise MSE averaged over all sample realizations, so it is synonymous with MSE.
reported by the authors (lower by roughly 2% for n = 50). There also appear to be substantial and systematic distortions present in the mean AMSE for the complete estimator reported in Li et al. (2013) and Li et al. (2014) . Replication reveals that the mean AMSE of the complete approach appears to be substantially higher than that reported by the authors (roughly 10-30%), and the distortion is more pronounced for smaller sample sizes. Distortions such as these could reflect a failure to conduct exhaustive search during optimization, though they might also be an artifact of constrained optimization being conducted rather than the procedure that is described in Li et al. (2014) (by 'procedure that is described' I mean search over the natural domain (0, ∞] for the continuous predictor bandwidths, not on [LB, U B] for ad hoc LB ≫ 0 and U B ≪ ∞).
Some background might be in order. After being sent an unsolicited early draft 3 of their paper, I requested code from the authors because I was unable to replicate their simulation results, even though a footnote in their paper described standard cross-validation with bandwidth search on (0, . . . ] . In their code, I was surprised to come upon ad hoc constraints placed on the bandwidth search process that appeared to distort and lower the apparent mean AMSE of their estimator relative to its peers (both lower and upper bound constraints were in place). I questioned the authors about their use of this ad hoc device and eventually received an unsolicited updated draft that contained tables identical to those in Li et al. (2014) along with the statement "We redid also all the simulations [. . . ] without the bounds in searching the bandwidths". Table 1 includes a column ('[LB, U B]') that reports simulations with ad hoc lower bound constraints placed on the authors' procedure using 10 restarts of the optimizer and M = 10000 Monte Carlo replications.
4 A comparison of columns 1 and 2 for the mean AMSE results presented in Table 1 ('Author' and '[LB, U B]') reveals that the mean AMSE values reported by the authors in Li et al. (2013) and Li et al. (2014) are remarkably similar to values obtained when imposing ad hoc constraints on the procedure that is described in Li et al. (2014) . In fact, there does not appear to be any statistically significant difference between the mean AMSEs reported in columns 1 and 2 ('Author' and '[LB, U B]'), while differences between columns 2 and 3 are significant at all conventional levels (ditto for columns 1 and 3 in the same table).
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As the authors' results are based on M = 500 Monte Carlo replications and the ones reported here on M = 10000, the former are going to be somewhat noisier. Since there is no significant difference between results in columns 1 and 2 ('Author' and '[LB, U B]') and since columns 2 and 3 are based on M = 10000 Monte Carlo replications, it is fair to compare these two columns. Realize that both column 2 and 3 ('[LB, U B]' and '(0, ∞]') involve 10 calls to the optimizer so the influence of local minima is not likely to explain any differences between them. Notice that the median value of the cross-validation function falls consistently when we remove the constraints 3 I would like to point out that Li was not an author in these early drafts nor was he involved in the simulations -he came on board afterwards and provided the theoretical results appearing in Li et al. (2013) and Li et al. (2014) . 4 The constrained replications use lower bounds for the continuous predictor bandwidths of LBj = (i.e., moving from column '[LB, U B]' to '(0, ∞]'), which suggests that it is the constraint underlying column 2 ('[LB, U B]') that is driving the lower mean AMSE values reported by the authors. It could still be possible that the authors' reported results do not reflect the presence of underlying ad hoc constraints but, instead, reflect either simulation noise or the presence of local minima arising from less than rigorous optimization. To address both of these possibilities, results based on M = 500 and M = 10000 replications but only 1 call to the optimizer are presented in Appendix B. The same systematic patterns appear, however, so simulation noise and the presence of local minima appear to be ruled out as explanatory factors. The similarity between columns 1 and 2 ('Author' and '[LB, U B]') in Table 1 would therefore appear to support the presence of ad hoc constrained optimization underlying the authors' reported results, while column 3 ('(0, ∞]') appears to reflect the finite-sample performance of the procedure that is described in Li et al. (2014) .
Below we will consider more detailed replications of all simulation results presented in Li et al. (2013) and Li et al. (2014) using the procedure that is described in their paper (i.e., search on (0, ∞] for the continuous predictor bandwidths). It will be seen that the relative performance and ranking of the split, simple, and complete estimators changes systematically. These replications indicate that the simulations presented by the authors are quite fragile, appear to distort the relative precision of the simple and complete estimators in favour of the latter, and mask cases where the MSE of the simple estimator is, in fact, lower than that of the complete estimator. R code underlying the replications is presented in Appendix A.
3. Relative MSE Performance of the split, simple, and complete estimators Li et al. (2014) compare the performance of their proposed complete estimator with that of two existing estimators, the classical split estimator and the simple estimator of Li & Racine (2004) . Li et al. (2014, Corollary 2, Page 6) state that their complete estimator dominates the simple estimator on MSE grounds, and generalizes and improves on both the split and simple estimators. Simulations reported in Li et al. (2014, Table 1, Table 2 ) are verbatim copies of two of the five examples reported in the working paper of Li et al. (2013) . We now investigate the relative performance of the three approaches.
3.1. Does the complete estimator improve upon the split estimator? In Li et al. (2014, Table 1, Table 2 ), the astute reader might notice that the split estimator has lower mean AMSE than the complete estimator 100% of the time, and that 5/8 of the differences are statistically significant at the 10% level (reproduced below in Table 2 and Table 5 ).
6 Nowhere do the authors recognize or acknowledge the superior performance of the classical split estimator over their complete estimator. Simulations reported in Li et al. (2014) therefore suggest that if the choice is between the existing classical split estimator and their complete estimator, the split estimator must be chosen because a) the split estimator is far simpler, and b) the split estimator has lower MSE than their proposed estimator (the complete estimator therefore appears to be inadmissible).
In the results that follow, a comprehensive replication of Li et al. (2013, Table 1 -Table 5 ) is undertaken using the procedure that the authors describe (i.e., search on (0, ∞] for h 1 and h 2 ), which reveals that the mean AMSE of the split estimator is significantly lower than that of the complete estimator 100% of the time at all conventional levels. Furthermore, simulations that reverse two of their parameters while otherwise leaving their setup untouched leads to the same conclusion. Therefore, this appears to be a fairly robust result that confirms the potential inadmissibility of the complete estimator
In short, the simulation evidence reported in Li et al. (2014) and the more extensive replications of all five simulations in Li et al. (2013) indicates that the existing classical split estimator uniformly outperforms the complete estimator on MSE grounds. As the classical split estimator is an existing smoothing method, the claim that the complete estimator generalizes and improves upon existing smoothing methods appears to be false, even if one restricts attention to only the simulations reported by the authors themselves in Li et al. (2014) . The complete estimator proposed by Li et al. (2014) appears to be inadmissible as it seems to be dominated by an existing estimator on MSE grounds, and so cannot in good faith be recommended to practitioners on the basis that it generalizes and improves upon existing methods. (18) with more different choices of parameters can be found in the working paper version of Li et al. (2013a) . As those results are similar, we omit them from the paper to save space." The two tables in Li et al. (2014, Table 1, Table 2 ), reproduced below as Table 2 and Table 5 , present 8 cases. In 8/8 of these cases, the complete estimator has lower MSE than the simple estimator, which is consistent with their theoretical claim.
7 The tables omitted from Li et al. (2014) , which are present in Li et al.
(2013, Table 3 , Table 4 , Table 5 ), reproduced below as Table 8, Table 11 and Table 14 , present 12 cases. In 6/12 of these cases, the complete estimator has higher MSE than the simple estimator, which contradicts their theoretical claim. It also turns out, upon closer inspection, that the simulation results presented by the authors are extremely fragile, and claims of MSE dominance do not appear to hold water, even when using the authors' own setup. As will be seen, when we simply reverse two parameters in their simulation (P(Z d = 1), the proportion of observations for which the discrete predictor is 1, and the relative error variance across the 0/1 regimes), a completely different picture from that painted by the authors emerges.
More comprehensive replications using the approach that is described by the authors reveal that, in 40% of the cases (8/20) using the simulation setup in Li et al. (2013) , and in 90% of the cases (18/20) obtained by simply reversing two of the authors' parameters but otherwise leaving their setup intact, the simple estimator has significantly lower MSE than the complete estimator. This 7 The authors provide a proof, a corollary of which is "MSE(ĥ(1),ĥ(2),λ) ≤ MSE(ĥ,λ)" (Li et al. 2014 , Corollary 2, Page 6), where MSE(ĥ(1),ĥ(2),λ) is that for the complete estimator and MSE(ĥ,λ) that for the simple estimator. not only contradicts Li et al.'s (2014) theoretical claim but also suggests that the estimator of choice would be the simple estimator, if it came down to a choice between these two (in 26/40 cases the simple estimator has significantly lower mean AMSE). Furthermore, when we go beyond the simplistic binary categorical predictor setting, the simple estimator's inherent advantages over the complete estimator will be immediately apparent and, 100% of the time, the simple estimator appears to have lower MSE than either the split or complete estimators. And it might be of interest to practitioners to note that not once does the complete estimator have lowest MSE of all three methods in any simulation provided by the authors or those replicated below.
For clarity, in the tables that follow, the estimator with smallest MSE is highlighted in boldface. As in Li et al. (2014) , all tables report the mean AMSE over all M Monte Carlo replications ('AMSE') along with the standard error of this mean ('SD'). Median bandwidth and objective function values across all M draws of each experiment are also reported. The results appearing in Li et al. (2013) and Li et al. (2014) are reproduced for comparison purposes. In each subsection, there are three simulation results presented, the top for the results reported by the authors, the middle a replication of their results using the exact procedure that they describe, and the bottom a replication in which the authors' setup is maintained but two of their parameters are reversed.
The simulation setup engineered by the authors is given by
where
and ε i is Gaussian with standard deviation
i . The proportion of observations for which Z d i = 1 is set according to P(Z d = 1) = 0.75, and the variance switches between 1 and 4 across the two regimes, making it 400% larger in one cell than in the other. Tables 2-4 . Example 1 is the most extreme case simulated by the authors. There are only two regimes, and in each regime, the functional form differs dramatically across cells (in one cell the relationship is a periodic sine wave, while in the other it is linear).
Example 1 (Linear versus Periodic
): a 1 = 1, a 2 = −1, b 1 = 1, b 2 = .1, b 3 = 0, b 4 = 0, b 5 = 2, σ i = 2 − Z d i , P(Z d = 1) = 0.75. Example 1 is summarized in
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Consider Table 2 which presents results of one of the two simulations reported in the published paper (Li et al. 2014 , Table 1), the other being Table 5 , which reproduces Li et al. (2014, Table  2 ). Notice that the mean AMSE of the split estimator dominates that of their proposed complete estimator 4/4 times (efficiency loss of the complete versus the split estimator ranges from 5-12%). Furthermore, the more extensive replication in Table 3 that follows the procedure that is described by the authors reveals that the split estimator always has significantly lower MSE than the complete 8 Li et al. (2014) consider the case of a local linear estimator, hence when the data generating process (DGP) is in fact linear, the appropriate bandwidth (h) is ∞ for all n, while when the DGP is the sine function, the appropriate h is small and goes to 0 as n → ∞. The same holds for their example 2 (linear versus quadratic). But of course, even when the DGP is linear, the local linear estimator is consistent for any h (it is unbiased for any h when the DGP is linear, but larger h will reduce variance). Table 4 . Example 1, Reverse estimator. Meanwhile, in Table 4 , the simple reversal of the authors' simulation parameters, keeping their simulation otherwise intact, again produces an identical result. Consider Table 4 , which uses the authors' setup but simply reverses two parameters. It is interesting to note that the simple estimator dominates the complete estimator on MSE grounds 2/4 times and is quite close otherwise, yet we retain starkly different degrees of curvature in the functions across regimes and therefore starkly different degrees of optimal smoothing for the split estimator, so the authors' simulations seem to be quite fragile. This would appear to run counter to their claims of MSE superiority of the complete over the simple estimator or, at minimum, indicate that their theoretical claims may not reflect actual performance in finite-sample settings.
Comparing their complete estimator to the simple estimator, Li et al. (2014, Page 6) write "the gain in precision may be substantial in practice." In Table 2 , for n = 50, the authors report their complete estimator having mean AMSE of 0.4707 versus 0.6958 for the simple estimator, yet when replicated (Table 3) , these become 0.5627 and 0.6678, respectively. Thus a reported 48% gain in precision of the complete versus the simple estimator is a much lower 19% gain in precision. And in Table 4 , which uses the authors' setup, the loss in precision of the complete versus the simple estimator for n = 50 is 14% and is statistically significant.
The authors' claim of superior MSE performance of their complete estimator over the simple estimator is evidently not true. Note as well that not once does their complete approach have the lowest MSE of the three approaches in any of the above simulations and always has higher MSE than the split estimator, so the claim that their approach generalizes and improves upon existing smoothing methods appears to be false. And this is the most extreme case offered by the authorsin what follows, we see time and time again that their claims are simply at odds with the evidence, even evidence they themselves have provided (see, e.g., Example 3 below). Tables 5-7 . Table 7 . Example 2, Reverse In Table 5 , for n = 50, the authors report AMSE of the simple estimator being 0.3979 versus 0.3727 for their complete estimator. But when replication is undertaken, we observe a mean AMSE of 0.4266 for the simple estimator and 0.4513 for the complete estimator (Table 6 ). So a reported 7% gain in precision of the complete versus the simple estimator becomes in fact a 6% loss in precision when replicated.
Example 2 (Linear versus Quadratic
Furthermore, a trivial reversal of the authors' parameters (Table 7) reveals their setup to be quite fragile with the simple estimator having lowest mean AMSE 4/4 times, and reveals that the simple estimator can outperform its peers even when the cross-validated bandwidths for the split estimator differ dramatically across cells (for the linear case, using the local linear estimator, a bandwidth of ∞ is optimal, while for the quadratic case, a small bandwidth would be optimal).
For this example, the authors' claims of superior MSE performance of their complete estimator over the simple estimator appear to be false. Note that, as was the case for the authors' results reported in Table 2 , the authors' own simulations reveal that the split estimator dominates the complete estimator 4/4 times ( Table 5 ). The authors report only these two tables in Li et al. (2014, Table 1, Table2) , so by the evidence they themselves provide, the astute reader would recognize that their estimator is potentially inadmissible.
The next three examples appeared in Li et al. (2013) but the authors said they were omitted from Li et al. (2014) to save space, on the grounds that they were similar to the two examples they retained (recall that in Li et al. (2014, Table 1, Table2) , the complete estimator is reported to have lower MSE than the simple estimator 8/8 times, which is in accordance with the authors' theory).
3.5. Example 3 (Linear versus Very Similar Quadratic): Tables 8-10 . In this case, the authors' MSE claims fail to hold even for the authors' results reported in their working paper since 100% of the time, the simple estimator has lower MSE than the complete estimator and the differences are significant at all conventional levels (see Table 9 ). Note also that the authors report, for n = 50, mean AMSE of the simple estimator being 0.2256 versus 0.2470 for their complete estimator. But when replication is undertaken, for n = 50, we observe a mean AMSE of 0.2589 for the simple estimator and 0.3726 for the complete estimator. So a reported 10% loss in precision of the complete versus the simple estimator becomes in fact a 44% loss in precision when replicated.
For this example, the authors' claims of superior MSE performance of their complete estimator over the simple estimator again appear to be false. Here, the authors' results (Table 11 ) are mixed; 2/4 times, the simple estimator is better than the complete estimator, while the other 2/4 times, the reverse is true. But when replication is undertaken (Table 12) , the simple estimator outperforms the complete estimator 4/4 times. And in this example, a simple reversal of the authors' parameters (Table 13 ) reveals that the MSE dominance of the complete over the simple estimator again fails to hold. So in this case, replication of the authors' simulations yields an outcome in which the simple estimator is preferred to the proposed complete estimator 100% of the time. Once again, the authors' claims of superior MSE performance of their complete estimator over the simple estimator appear to be false.
3.7. Example 5 (Quadratic versus Periodic): Tables 14-16 . It is similar in spirit to Example 1 and presents extremely different functional relationships across cells.
In this example, the efficiency gain that the authors report is much greater than can be replicated following the procedure that they describe. It is interesting that, only for the authors' Example 1 and 5, is the simple estimator systematically less efficient than the split and complete estimators using their exact setup, and this requires starkly different functional forms, error variances, and proportions of 0/1 observations across cells. Even though these examples are quite extreme, a simple reversal of the error variance and the proportion of 0/1 observations reveals that the MSE dominance of the complete over the simple fails to hold (see tables 4 and 16). Again, this underscores the fragile nature of their results and the amount of tinkering apparently required to engineer such a reversal in estimator performance. MSE dominance of the complete over the simple estimator appears therefore to be somewhat elusive. In this example, once again the authors' claims of superior MSE performance of their complete estimator over the simple estimator appear to be untrue.
3.8. Example 6, New Example (Same Regime for Z = 1, 0): (Li et al. 2014, Page 3) . If this is the case, and in light of their MSE claims, one would expect the two methods to have very similar performance in this setting. In this example, the function does not change across regimes -here we would expect the simple estimator to pool across regimes by selecting a large value for λ.
Tables 17-18 are telling in this case. The performance of the complete estimator is much worse than that of the simple estimator, and deteriorates in relative terms as n increases. The loss in efficiency for the complete relative to the simple estimator is roughly 30% for n = 50, 45% for n = 100, 60% for n = 200, and 70% for n = 400. And given that the relative efficiency loss is increasing in n, it is doubtful that their MSE claims would bind in this case, no matter how large n is, which is curious indeed. Thus, the authors' claims of superior MSE performance of their complete estimator over the simple estimator do not appear to be true for this example. As this is not a simulation engineered by the authors, I will exclude these results from the discussion below.
3.9. Discussion. In simulations reported in Li et al. (2013) and Li et al. (2014) , the authors appear to employ an ad hoc device that artificially lowers the reported mean AMSE of their proposed complete estimator relative to the existing split and simple estimators. In replications using the simulation framework and procedure that is described in Li et al. (2013) and Li et al. (2014) , the complete estimator never once has the lowest mean AMSE, 11/20 times has the second highest mean AMSE, and 9/20 times has the highest mean AMSE. Maintaining this simulation framework, while simply reversing the error variance in each cell and the proportion of observations in each cell, produces a situation where the complete estimator has the highest overall mean AMSE 18/20 times and never once has the lowest. A fair amount of tinkering appears to be required in order to engineer a series of simulations in which Li et al.'s (2014) proposed complete estimator does not perform abysmally. Li et al. (2014) appears to be nothing more than an exercise in trying to engineer cases in which the split estimator is more efficient than the simple estimator, albeit in an extremely narrow setting involving only one binary categorical predictor.
9 Even in this contrived setting adopting the authors' simulation framework, replications using the technique described by the authors indicate that the edge goes to the simple estimator -22/40 times the simple estimator has lowest overall mean AMSE (the complete estimator has lowest overall mean AMSE 0/40 times). Furthermore, as will be demonstrated shortly, when we include situations that go beyond the simplistic binary categorical predictor setting, the simple estimator would obviously be the estimator of choice since it totally dominates both the split and complete estimators in more general conditions that are commonplace in applied settings. With the lowest mean AMSE values highlighted in boldface, one can scan any of the above tables, the authors' included, and immediately see that not once does the complete estimator have the lowest overall mean AMSE. Furthermore, replications of simulations in Li et al. (2013) and Li et al. (2014) using the procedure that is described in these papers reveals that their approach is beaten by the existing classical split estimator 100% of the time. Anyone can generate artificial settings that make one estimator appear to be less efficient than another. The real challenge is to propose an estimator that actually generalizes and improves upon existing approaches. Ideally, the proposed method should be no worse and often better than existing methods in a broad range of settings, or perhaps occasionally worse but often better -often worse and never better doesn't cut it, and always worse clearly has zero merit. But consider a more typical setting with q = 2, r = 2, and c 1 = c 2 = 5 (i.e., 2 continuous and 2 categorical predictors where the discrete predictors might be choices on a 5-point Likert scale). Even under this very simple scenario, Li et al.'s (2014) approach would involve 52 bandwidths, Li & Racine's (2004) 4, and the split estimator 50.
10 Hence, this would involve 52-dimensional optimization of the cross-validation function for the complete estimator, 4-dimensional optimization for the simple estimator, and 2-dimensional optimization for the split estimator (undertaken 25 times). As Li et al. (2014, Page 3) delicately put it, there could be "numerical difficulties involved" with their approach and preface their claims with the qualifier "whenever it is numerically doable" (it is unclear what that means). This would appear to be at odds with their concluding statement that the "complete-smoothing approach proposed in this paper is indeed a generalization of the seminal work by Racine and Li (2004) , but at a cost of slightly more computational complexity" (Li et al. 2014, Page 14) . The phrase "slightly more computational complexity" is perhaps a bit of an understatement -as a practical matter, this estimator would be infeasible in general settings involving multiple continuous and multiple multinomial categorical predictors. Plus, the implication that this is the only cost associated with adopting their allegedly improved estimator appears to be highly suspect.
How realistic are extremely dissimilar functional relationships across cells?
The important thing to bear in mind is that we are modeling the conditional mean of the same variables in each cell (X and Y don't morph into different variables across cells). That is, in each cell we are modeling, say, a wage equation (e.g., log-wage versus experience) for males and females, married and non-married, and so forth. Li et al. (2014) would have us believe that the wage profile (i.e., the functional form of the conditional mean) for married males may potentially be periodic with derivatives changing sign multiple times, while that for unmarried females is linear, and it is therefore necessary to adopt their complete estimator.
11 And it is worth recalling that extreme functional variation across cells is not sufficient; see tables 4 through 16 where a trivial tweak reveals that one also needs starkly differing variances and the ratio of the number of observations in each cell to be just so. In most settings that practitioners are likely to encounter, it seems reasonable to presume that there will be some common shape across cells, rather than shape that morphs dramatically across cells. Furthermore, when modeling, say, a wage equation, there are typically many categorical predictors (gender, marital status, race, number of dependants, etc.) and multiple continuous predictors (tenure, experience, age, etc.) . Even when there is indeed extreme functional variation across cells, when we go beyond the overly-simplistic one-binary-categorical-predictor setting, the simple estimator outperforms the split and complete estimators (see Table 19 below). And moving further beyond the one-continuous-predictor setting would additionally amplify the relative performance of the simple approach. Given that the simple estimator handily outperforms the split and complete estimators in elementary settings with one continuous and one multinomial categorical predictor, even when there exists extreme functional variation across cells, it seems foolhardy to dismiss the simple estimator outright and follow Li et al.'s (2014) recommendation to adopt their allegedly improved generalization of Li & Racine's (2004) method. And of course, given that every single simulation appearing in Li et al. (2013) and Li et al. (2014) clearly reveals that the choice is between either the split or the simple estimator (never once is their complete estimator the best performer), it is a trivial (but perhaps tedious) matter for the practitioner to construct the simple estimator and assess whether using the split approach in its stead affects the outcome of the study. In any event, the reader is reminded that both approaches are consistent, with the split estimator always having the higher variance between the two. 6. The complete and split estimators are beaten by the simple estimator in non-trivial settings.
Li & Racine (2004) present theoretical underpinnings for a fully general multivariate nonparametric estimator with q continuous and r categorical predictors, and present simulations for a fairly typical case involving r = 4 categorical predictors and q = 2 continuous predictors, while Li et al. (2014) consider the simplest possible case (q = 1, r = 1, and a binary discrete predictor, i.e. c = 2). It is curious then that Li et al. (2014) venture only to the simplest possible case with one continuous predictor and one binary categorical predictor, and on the basis of this extremely narrow investigation, appear confident to recommend their estimator as a general replacement for the existing simple estimator. Surely one would subject one's approach to more careful scrutiny, at the very least venturing to consider perhaps two categorical predictors, or one multinomial predictor, or two continuous predictors. Had the authors done so (and they were indeed encouraged to do so), the limitations of their approach would have surfaced and they would have been confronted with even more evidence demonstrating that their proposed method is in no way a sound replacement for the simple estimator as they claim.
We now go beyond the simplistic binary categorical predictor setting (though we stick with one continuous predictor to underscore the message). It is known that as the number of cells increases, the relative performance of the simple versus the split estimator can only improve.
12 Given that the complete and split estimators perform similarly in the simulations presented in Li et al. (2014) , it will be interesting to see whether they perform similarly in the multinomial categorical predictor setting. And it will be interesting for the practitioner to assess whether the performance of the simple estimator will improve relative to the complete estimator as the number of cells increases (it cannot if the asserted MSE superiority of the complete estimator over the simple estimator holds). We consider the same setup as in Li et al. (2014 , Table 1 ) with the mean function being sin(πz c ) when z d = 0. When the discrete predictor takes on values j = 1, 2, 3, . . . , c − 1 the DGP is (z c ) j . So, when c = 2, we are back to a sine function and a linear function, as in Li et al. (2014, Table 1 ). But when c = 4, we have a sine, linear, quadratic, and cubic relationship in each cell, and so on. In the reported simulations, we hold the signal-to-noise ratio constant by first computing the DGP, dividing by its standard deviation, then adding a Gaussian error term. We simulate a binomial discrete predictor Z d with probability of success 0.5, and we consider 1-9 trials (hence there are c = 2-10 outcomes). The continuous predictor Z c is uniform U [−1, 1]. Here, I have attempted to engineer a situation that should be favourable to the split and complete estimators and a worst-case scenario for the simple estimator -a different functional form in each cell, one extreme is a linear 12 See, by way of illustration, Li & Racine (2010, Table 2 ) for varying coefficient models with only discrete predictors, and so forth (each of these estimators holds the degree of smoothing constant across the continuous predictors, just like the simple estimator). function, the other extreme is a sine function as per the authors' simulation design, and a high signal/noise ratio (σ 2 = 0.25, so an expected coefficient of determination of 80%). Table 19 reveals a known feature of the simple estimator, namely that as the number of cells increases, its performance continues to improve relative to the split estimator. But performance improves relative to the complete estimator as well. So by focusing on the simplest possible situation with c = 2 and the degree of smoothing being starkly different across cells, Li et al. (2014) appear to present their estimator in the best possible light. Here we have an artificially extreme situation that should be most favourable to the split and complete estimators. And indeed, it appears that when the number of cells is small, the split and complete estimators display lower MSE than the simple estimator while the split estimator appears to once more dominate the complete estimator. But moving beyond the simplest possible case (i.e., c = 2) it becomes evident that the simple estimator is the estimator of choice. Bear in mind that this is still one of the simplest possible settings, as there is only one continuous and one categorical variable involved, yet the simple estimator emerges as the estimator with lowest MSE once the number of cells starts to rise. So, for real-world settings with multinomial and multivariate predictors, it should come as no surprise to those familiar with the literature that both the split and the complete estimators' performance relative to the simple estimator will tend to deteriorate rather quickly as the number of cells increases.
7. Li et al.'s (2014) empirical application showcases the simple estimator. Li et al. (2014) consider an empirical application that purports to reveal the shortcomings of the simple estimator in a setting involving one continuous predictor and one binary predictor. They make use of data from Kumar & Russell (2002) and model the relationship between GDP growth, GDP levels, and OECD membership. In this instance, the authors seem to be relying on a single observation to support their case for favouring the split and complete estimators, which coincide in this illustration. The observation is that for Turkey, which has both low growth over and a level of GDP in 1965 that lies well-below the bulk of the remaining OECD data in the X-direction, making it an outlier in the X-direction; this makes it a leverage point. There are 21 OECD countries in this dataset and n = 57 observations in total (to be considered, the country had to be an OECD member in 1965). Figures 1 and 2 correspond to the respective estimators with and without the observation for Turkey. In the context of M -estimators, robustness is said to hold when an estimator is insensitive to the presence of a small number of outliers. Figures 1 and 2 reveal that the split and complete estimators are dramatically affected by the presence of one influential observation, that for Turkey (the leftmost observation in the upper right panel which pulls the split and complete estimators for OECD countries down sharply). In fact, closer inspection reveals that the split and complete Growth estimators are so strongly influenced by this one observation that their estimates pass right through this one outlying point (surely not a desirable trait). However, the simple estimator is much less sensitive to its presence. From this perspective, the simple estimator is more robust than the complete estimator. It is curious that the authors offer this illustration in support of their "robust" estimator when in fact the exact opposite appears to be the case -if the addition or removal of a single observation dramatically affects one's estimate and distorts slopes from negative to positive, the procedure is anything but robust. Practitioners ought to be aware that the complete estimator may be less statistically robust than the simple estimator it seeks to replace. This is a fundamental drawback of cell-based estimators such as the split and complete estimators that allow the degree of smoothing to differ in each cell -having a small number of observations in a cell means that any single observation can exert an overly-large influence on the resulting estimate.
To continue, the authors make much of this one observation, arguing that their complete estimate "may suggest an important economic implication." But the authors present only point estimates. In Figure 3 , we plot the fitted complete relationship for OECD countries and include nonparametric 95% coverage bootstrap interval estimates. Note that the error bounds include growth rates of -2% and 6%, both of which lie outside the range of the observed data. That is, the bootstrapped error bounds clearly reveal that Turkey is a influential outlier and that the true relationship may in fact be monotonically decreasing for OECD countries -not, as the authors argue, first increasing and then decreasing. The authors' illustrative application, if anything, reveals that the simple estimator is more robust to the presence of one influential observation than the complete estimator. Moreover, their claim that the changing slope associated with the one outlying observation is noteworthy is anything but.
Summary
Li et al. (2014) proposed an estimator that they claim dominates that of Li & Racine (2004) on MSE grounds and provide simulation evidence to that effect. They recommend their 'complete' approach as a simple generalization that will improve both Li & Racine's (2004) 'simple' approach and the classical nonparametric 'split' approach. They base their claims on the simplest possible case, one continuous and one binary categorical predictor, and never venture beyond this setting even though Li & Racine's (2004) approach applies generally to cases with multivariate continuous and multinomial categorical predictors. Unfortunately, these claims do not withstand scrutiny, even in this simplest of possible settings. Moreover, when we move beyond this simple setting, the performance of the complete estimator appears to be substantially worse than that of Li & Racine's (2004) estimator. Note that this all takes place in a setting engineered by Li et al. (2014) that, if anything, ought to favour their complete estimator if their MSE claims are to be taken seriously. Even in the simplest possible setting involving only one binary categorical predictor and one continuous predictor, replications indicate that the edge goes to Li & Racine's (2004) 'simple' estimator; 22/40 times the simple estimator has lowest overall mean AMSE, 18/40 times the classical split estimator has lowest overall mean AMSE, while the complete estimator proposed by Li et al. (2014) has lowest overall mean AMSE 0/40 times.
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The simulations reported in Li et al. (2013) and Li et al. (2014) appear to rely on ad hoc restrictions on the parameter space that distort relative MSEs in favour of their approach. In particular, the only way I am able to replicate results comparable to those reported by the authors is by placing ad hoc restrictions on the procedure that is described in Li et al. (2014) ; doing so generates results that are virtually identical to those reported by the authors. Otherwise, the mean AMSE of their estimator appears to be anywhere from roughly 10-30% higher than they report. The assertion that the MSE of the complete estimator dominates that of the simple estimator (Li et al. 2014, Corollary 3 .2) does not appear to hold in a wide range of finite-sample settings, including those reported by the authors in their working paper , Example 3, Example 4) that were omitted from the published version (Li et al. 2014 ). More extensive simulations performed here, following the procedure that is described by the authors, reveal that their assertions on this matter are likely false. Furthermore, the simulation design in Li et al. (2013) and Li et al. (2014) is quite fragile; a simple reversal of two of their simulation parameters uncovers a completely different picture from that painted by the authors.
As a practical matter, given the complexity of the optimization problem that it entails, Li et al.'s (2014) proposed approach is not a serious candidate for nonparametric regression in realworld settings involving multinomial and multiple categorical predictors. Furthermore, in every simulation that is reported in Li et al. (2014) and the more extensive simulations contained herein, their proposed estimator is outperformed by the existing classical sample-splitting nonparametric estimator, which raises serious questions about what exactly Li et al.'s (2014) proposed estimator has to offer to practitioners.
write(c("h1","h2","lambda"),file="bw_complete.out",ncol=3) write(c("h1","h2","lambda"),file="bw_complete_constrained.out",ncol=3) write(c("h1","h2","lambda"),file="bw_simple.out",ncol=3) write(c("h1","h2"),file="bw_ll_split.out",ncol=2) write(c("complete","complete.constrained","simple","split"),file="cv. 
for(m in 1:M) { ## DGP taken from Li, Simar and Zelenyuk ## If the simulation halts with an error message, this is probably ## because a replication has 1 or fewer zeros or ones for the ## binomial predictor z, and the split estimator will halt with ## error (nonparametric estimation on 1 observation is not exactly ## sound). To avoid this, uncomment the lines following the ## generation of the data (this code simply checks for 2 or more ## unique observations for the zeros and ones, and if there are ## fewer, it generates a new sample) x <-runif(n,-2,2) z <-rbinom(n,1,p.z) dgp <-a1 + a2*z + b1*x + b2*z*x + b3*x^2 + b4*z*x^2 + b5*z*sin(pi*x) y <-dgp + rnorm(n,sd=2-z) ## while(any(as.numeric(table(z))<2)) { ## z <-rbinom(n,1,p.z) ## dgp <-a1 + a2*z + b1*x + b2*z*x + b3*x^2 + b4*z*x^2 + b5*z*sin(pi*x) ## y <-dgp + rnorm(n,sd=2-z) ## } ## Sample splitting -for this we simply use the np package ## presuming the controls are comparable on average -this is a very ## simple 1 dimension optimization problem so not as concerned about ## performance differences across optimizers model.ll. Appendix B. Replication of Table 1 with 1 call to the optimizer   Tables 20 and 21 consider replications undertaken to assess whether simulation noise or lack of rigorous search might explain differences between the authors' reported versus the replicated results. Table 20 is based on the same number of Monte Carlo replications used by the authors (M = 500) and 1 call to the optimizer. Table 21 is based on M = 10000 Monte Carlo replications and 1 call to the optimizer. If either simulation or optimization noise are potential explanatory factors underlying the differences between the authors' reported results and the replications, then there should be no systematic patterns present in these tables. Table 20 . Comparison of median CV (median value of the cross-validation function after minimization) and mean AMSE. Authors' reported results appear column 'Author', replication using ad hoc bounds in column '[LB, U B]', replication as described in Li et al. (2014) in column '(0, ∞]', percentage apparent distortion between the authors' reported results (column 'Author') and the unconstrained replication (column '(0, ∞]') in column '∆ Table 21 . Comparison of median CV (median value of the cross-validation function after minimization) and mean AMSE. Authors' reported results appear column 'Author', replication using ad hoc bounds in column '[LB, U B]', replication as described in Li et al. (2014) in column '(0, ∞]', percentage apparent distortion between the authors' reported results (column 'Author') and the unconstrained replication (column '(0, ∞]') in column '∆ (0,∞] Author ', and percentage distortion between the replicated constrained results (column '[LB, U B]') and the unconstrained replication (column '(0, ∞]') in column '∆ (0,∞] [LB,U B] '. Authors used M = 500 Monte Carlo replications, we use M = 10000, so any simulation noise will be more pronounced in the authors' results. Replication results are based on 1 call to the optimizer. 
