Abstract-We present a procedure for the generation of cost-mini- Mia 
A. The Problem available in three different grades, the product can be realized in 3N ways, as illustrated by the 3N dots. The designer is only interested in Suppose a designer has decided upon the topology of his the cost-minimized implementations, illustrated by points on the heavy circuit or system (hereafter called product) and knows the cost line.
and quality of the possible choices for each component or stated: How can the designer find the optimal implementasubsystem (hereafter called component). Assume, for the moment, that each component is available in three grades: tn without evaluating the C and R of all, or at least high, medium, and low. For example, a 1OO-f2 resistor in the design can be realized in hardware by resistors having 1, 5, or 10 percent tolerances, the lower grades presumably having B. The Organization of the Paper lower costs than the higher grades. When by a scalar, e.g., the grade of the electrical components can be intersection of two convex regions ANFGDHKMA and assessed by their tolerance. The scalar has the following two EPFBKQE. If we insist that the process reliability should be at properties: a) the higher the g value, the worse the component, least R3, and we then try to minimize the product cost, the and b) all g values must be greater than zero. region will shrink first to the convex region LGDHL and then Assumption 2: gj can be varied in infinitesimal steps degenerate to the point D. D represents the least expensive G between the highest grades (gi)min and the lowest grades value with which R aR3 canbe realized, i.e.,R =R3 atD At (gi)max. The case where the steps are finite will be treated D the tangents to the C3 curve and the R3 curve coincide due later.
to Assumption 3; thus their gradients have the same direction.
Assumption 3: C and R are both differentiable functions Due to the assumption of convexity, the limiting case for of gi in the region of interest.
the convex intersection was one point D and not two or more Assumption 4: If we determine the locus of points in G separate points; two or more separate points clearly do not with the same C value, we obtain a family of convex [11 constitute a convex region. By repeating the procedure, we can curves,1 are illustrated in Fig. 2 . The curves are convex since generate a string of optimal implementations A, B, L, D, E, the very best grades cost dramatically more. The radius of etc. The curve through the points is the locus of cost-minicurvature at any point is positive; the gradient, in Fig. 2 , is in mized implementations that interest the designer. The (C, R) the first quadrant.
values for the points on the curve are the ones indicated by a Assumption 5: If we determine the locus of points in G heavy line in Fig. 1 . The curve does not meander much since with the same R value, we obtain a family of convex curves, the tangent to the curve is always in the first quadrant.
as illustrated in Fig. 2 assumptions, and on the geometrical fact that the concept of
Step 1: The first member of S is { (g90min I for which C and convexity remains valid for N> 2 [1] .
R both are maximized (Cmax, Rmax).
E. The Optimal Policy
Step 2: Evaluate (C, R) for the N implementations obtained by reducing the grade g;, j = 1, -*, N, by one rating, while We can now, under the stated assumptions, formulate an maintaining the (N -1) other grades at maximum level. The answer to the question that was propounded in Section I-A. result is called ( C, i R) . The locus of cost-minimized implementations is obtained by:
Compute the N values of the fraction 'F defined by 1) starting with the implementation that combines maximum process reliability and maximum cost, and 2) changing the N IF= (Cmax -1C)I(Rmax iR).
(1) grades in such a manner that the cost gradient and the reliability gradient always are proportional; when the gradient The value j* that maximizes IF is determined and the vectors have the same direction, we obtain maximum cost corresponding reduction of gj* by one rating is made savings as we gradually reduce the yield. The locus ends at the permanent; the implementation is called 1D. ID is included in implementation that combines minimum yield and minimum S which by now consists of two implementations. The cost.
corresponding value of (I C, *R) is renamed (IC, IR)-
Step 3: Starting with 1D, repeat Step 2 and obtain
Ill. N Grades that Can be Changed Only in Finite Steps implementation 2D which is included in S. (C, R) forD2 is named (2C, 2R). A. Suboptimal Designs
Step 4. By repeating the procedure we will arrive at the When the N grades can be changed in finite steps only, the design ( mgi)rax } for which (C, R) = (Cmin, Rmin (4) (R2 -R 1 ) was worth the cost saving (C2 -C1). This question can only be answered after a study of the particular case.
In practical cases Emax is much less than the total number To test the suggested policy, we decided to try it out on a belong to S*, and Ca > Cb, then it is also true that Ra1 > Rb. product of reasonable complexity, i.e., the electronic amplifier 2) Among the admissible implementations S*', select the one illustrated in Fig. 4 and described in [4] . It satisfies the five that seems best for other reasons, e.g., marketing.
mild assumptions mentioned earlier.
The component values Clearly, the above procedure is unrealistic because it listed in Tables I and II were selected to achieve a gain A, involves computing and comparing a horrendous number of 19.5 . A < 22.5 and a 3-dB bandwidth B exceeding 84.5
MHz.
2Allsums and products in this section are from =i=to N A preliminary study of the effect of component grade Fig. 4 . The product. The three-transistor amplifier was used to test the suggested policy. either settle for one of the "good" implementations or use the When we compare the encircled points in Fig. 5 with the "good" set as a starting point in a search for a more suitable remaining points, it is evident that the suggested policy results implementation. in a small but a "good" set S of M implementations. What makes the set S "good" is that any member of S* equals, or is "Calmost inferior" to, some member of S, the only noticeable
