We present a novel approach to shape similarity estimation based on distance transformation and ordinal correlation. The proposed method operates in three steps: object alignment, contour to multilevel image transformation, and similarity evaluation. This approach is suitable for use in shape classification, content-based image retrieval, and performance evaluation of segmentation algorithms. The two latter applications are addressed in this paper. Simulation results show that in both applications our proposed measure performs quite well in quantifying shape similarity. The scores obtained using this technique reflect well the correspondence between object contours as humans perceive it.
INTRODUCTION
Shape representation techniques are generally characterized as being boundary-based or region-based. The former (also known as contour-based) represents the shape by its outline, while the latter considers the shape as being formed of a set of two-dimensional regions. The human visual system itself focuses on edges and ignores uniform regions [1, 2] . This capability is hardwired into the retina. Connected directly to the rods and cones of the retina are two layers of the neurons that perform an operation similar to the Laplacian. This operation is called lateral inhibition and helps us to extract boundaries and edges. Therefore, in this paper we focus on this aspect of the shapes and not on the regions they may contain. Object contours however, will have intrinsic intraclass variations. Moreover, object boundary deformation is expected in most imaging applications due to the varying imaging conditions, sensor noise, occlusion, and imperfect segmentation.
Estimating the similarity between objects shapes can be described in a simplistic way in two steps: shape features extraction and feature comparison. Each of these two steps however represents a difficult problem by itself. Selecting a set of features to characterize a shape for a certain application is not easy, since one must take into consideration the variability of the shapes and the application domain specificity. Feature comparison can be understood as a way of quantifying the similarity/dissimilarity between their corresponding objects. This is a very difficult problem since it tries to mimic the human perception [2] .
Several shape features have been proposed in the literature for shape characterization [3] . Many of these techniques however, cannot be used for content-based indexing and retrieval due to their complexity or because they have no (a) (b) Figure 1 : (a) The original bird contour before the alignment step, (b) the contour after alignment using three universal axes.
obvious counterpart in the human vision. Therefore, techniques based on simple and visually meaningful shape features have been used in several content-based indexing and retrieval (CBIR) systems, for example, QBIC [4] , MUVIS [5, 6] such as high curvature points [7, 8, 9] , polygonal approximation [10] , morphological and topological features and others [3, 11] .
In this paper, we introduce a novel boundary-based approach to shape similarity estimation. This technique is applied to two problems: shape-based image retrieval and performance evaluation of segmentation algorithms. The rest of the paper is organized as follows: Section 2 presents an overview of the proposed method, followed by a detailed description of each step. Experimental results for both applications are presented in Section 3, using a subset of the MPEG-7 shape test data and the segmentation masks obtained by the COST Analysis Model (COST AM) [12, 13] segmentation algorithm. In Section 4, conclusions are drawn.
THE PROPOSED METHOD
Images in the target applications are representing either: a single object outline or a segmentation mask. Therefore, we will not discuss how to obtain the contour or the segmentation masks. Our goal is to compute a similarity score between any two shapes or two segmentation masks. The proposed method operates in three steps: alignment, boundary to multilevel image transformation, and similarity evaluation. The alignment step is not needed in the case of the segmentation performance evaluation, since we are comparing segmentations masks corresponding to the same image.
Once the boundaries are aligned, the binary images containing the boundaries are transformed into multilevel images through distance transformation [3] . The obtained images are then compared using the ordinal correlation measure introduced in [14, 15] . This ordinal measure estimates the similarity between the two shapes based on the correlation of their corresponding transform images. In the rest of this section we give detailed description of each one of the steps mentioned above.
Object alignment based on universal axes
The alignment is performed by first detecting three universal axes [16] (those with the largest magnitude) for each shape, then orienting the shape in such a way that these axes are aligned in a standard way for all the objects to be compared. We use the same notation as in [16] .
In this implementation of the universal axes determination algorithm we use the version number µ = 2l. The steps of the alignment algorithm are detailed below.
Step 1. Translate the coordinate system so that the origin becomes the center of gravity of the shape S.
Step 2. Compute
and using normalized counterpart (called Universal Axes (UA))
Step 3. Compute the polar angle Θ µ ∈ [0, 2π] so that
with R µ being the magnitude of |x
µ |. l 1 is the number of axes needed to align an object.
Step 4. Compute the directional angles of the l 1 universal axes of the shape S as follows:
In our implementation we used l 1 = 3, see Figure 1 , since for l 1 = 2 the two universal axes orientation will verify θ 2 = θ 1 + π. Therefore, they cannot be used alone to determine if an object is flipped around the direction they define or not.
Step 5. Once the three universal axes are determined, rotate the contour so that the most dominant UA (UA with the largest magnitude) will be aligned with the positive x-axis, see Figure 1 .
Step 6. Then, if the y-component of the second most dominant UA is positive, flip the contour around the x-axis.
To illustrate the alignment performance we applied it to the set of contours in Figure 2 . The results of the alignment are presented in Figure 3 . It can be noticed that this alignment scheme solved both problems of rotation and mirroring. 
Boundary to multilevel image transformation
Let S be a shape represented by its contour C in a binary image. The binary image is transformed into a multilevel (grayscale) image G using a mapping function φ, such that the pixel values in G, {G 1 , G 2 , . . . , G n }, depend on their relative position to the contour pixels C 1 , C 2 , . . . , C p :
where C k is the position of the contour pixel k in the image G. It should be observed that several transformations satisfy this requirement, including any distance transform [3] . As a result of this mapping the information contained in the shape boundary will be spread throughout all the pixels of the image. Computing the similarity in the transform domain will benefit from the boundary information redundancy in the new image. We expect that there is no single optimal mapping; different mappings will emphasize different features of the contour. We distinguish however two special cases:
• the first is defined as follows:
for i = 1, 2, . . . , n and V 0 > 0 is the value assigned to the pixels on the boundary. The larger the distance d(P i , C) from the contour points is, the smaller the new pixel value will be. This mapping function emphasizes the details on the boundary; • the second mapping is when V 0 = 0 and
using a geodesic distance [17] . When this mapping is applied inside the contour only, the emphasis is on the shape skeleton which is a very important feature of a shape, see Figure 4 . Applying the distance mapping inside and outside the contour can lead to a better evaluation of segmentation results. One can even assign different weights inside and outside of the contours.
In this work, we implemented the second mapping based on the geodesic distance. The metric is integer and its application is done through an iterative wave propagation process [18] . The contour points are considered as seeds during the construction of the distance map. The distance map can be generated inside and/or outside the contour, as stated earlier.
The values can increase or decrease starting from the contour and can be limited. The pixel values in the distance map can be therefore written as follows:
where, V 0 is the value on the contour and d(P i , C) is the distance from any point P i in the image to the contour C. Figure 4a represents an example of a distance map generated only inside the contour of a bird contour. Figure 4b shows a 3D visualization of this distance map.
Similarity evaluation
The evaluation of image similarity is based on the framework for ordinal-based image correspondence introduced in [14] . Figure 5 gives a general overview of this region-based approach.
Suppose we have two images, X and Y , of equal size. In a practical setting, images are resized to a common size. Let {X 1 , X 2 , . . . , X n } and {Y 1 , Y 2 , . . . , Y n } be the pixels of images X and Y , respectively. We select a number of areas {R 1 , R 2 , . . . , R m } and extract the pixels from both images that belong to these areas. Let R X j and R Y j be the pixels from images X and Y , respectively, which belong to areas R j , with
The goal is to compare the two images using a regionbased approach. To this end, we will be comparing R where
As can be seen, slice S X k corresponds to pixel X k and is a binary image of size equal to image X. Slices are built in a similar manner for image Y as well.
To compare regions R X j and R Y j , we first combine the slices from image X, corresponding to all the pixels belonging to region R X j . The slices are combined using the operation OP 1 (·) into a metaslice M X j . Figure 6 shows an illustration of the slices and metaslices creation for a 4 × 4 image and blocks of 2 × 2. The four slices S 1 , S 2 , S 5 , and S 6 shown in this figure are computed for the four pixels in block B 1 . The operation used in this illustration to create the metaslice M 1 is OP 1 
We thus construct a set of metadifferences D = {D1, D2, . . . , Dm}. The final step is to extract a scalar measure of correspondence from set D, using operation OP 3 (·). In other words, λ = OP 3 (D). It was shown in [14] that this structure could be used to model the well-known Kendall's τ and Spearman's ρ measures [19] .
The image similarity measure used in this paper is an instance of the previously mentioned framework. This measure has been analyzed more extensively by Cramariuc et al. [15] . Following is a short description of the operations OP k (·), k = 1, 2, 3 adopted for this measure. Operation OP 1 (·) is chosen to be the component-wise summation operation; that is, metaslice M j is the summation of all slices corresponding to the pixels in block j or in other words,
Next, operation OP 2 (·) is chosen to be the squared Euclidean distance between corresponding metaslices. That is, One advantage of this approach over classical ordinal correlation measures is its capability to take into account differences between images at a scale related to the chosen block size.
EXPERIMENTAL RESULTS
The proposed technique is applied to two important problems: content-based retrieval of shape images and performance evaluation of segmentation algorithms. The experiments performed are presented and their results analyzed in the rest of this section.
Shape similarity estimation
The shape similarity estimation experiments were conducted on two sets of 20 images. The two sets are taken from the MPEG-7 CE Shape test set B, which contains 1400 images grouped in 70 categories. These test sets are chosen in such a way as to assess the performance of our technique in estimating the object similarity within a single category (intracategory) and between contours from different categories (inter-category). Therefore, the first test set contains all the samples in the bird category of the MPEG-7 Shape test set B, see Figure 2 . While, the second set contains 20 objects taken from four different categories, see Figure 7 . In both experiments, the similarity score λ is computed for all the pairs
The general framework for ordinal correlation of images. of shapes in the set. The similarity scores obtained are presented in Tables 1 and 2 . All the scores are multiplied by 10 3 when they are presented in the tables and the figures. The distance maps were generated inside the objects only with V 0 = 50. This setting emphasizes the shape skeleton and gives less importance to contour pixels. The distance transformed images are resized to 32 × 32 pixels and blocks of size 4 × 4 were used. Larger images can be used if more precision is needed, this would imply the creation of more slices and therefore more computational power would be needed. Figure 8 represents a surface plot of the similarity scores in Table 1 . It shows that within the same category, the scores have small values, which means that they are quite similar according to our measure. It is worth noticing that the scores on the diagonals are zero which means that each object is identical to itself, so there is no bias in the similarity scores. It is worth noticing that the scores obtained between the "bird-3," "bird-4," "bird-5," "bird-6," and the rest of the birds in this category are larger than the rest of the scores. This can be explained by the fact that these four birds have much shorter tails and have a more circular contours compared the rest of the birds. The similarity scores are low between themselves, moreover, the scores for the pairs (bird-3, bird-4), (bird-5, bird-6), (bird-7, bird-8), and (bird-9, bird-11) are very small. By visual inspection one can verify that each pair of contours represent the same bird contour rotated or rotated and scaled. Therefore, we can safely say that our measures have a 0.5% error, which can be explained by the small contour variation introduced by rotation and the size reduction of the distance maps. Lower error can be obtained by increasing the size of the distance map images and reducing the block size used for the metaslices creation. Dark blue regions in Figure 8 represent very low scores (close to zero), which shows that there are quite many objects in this category which are very similar or even identical.
To find out which are the most similar contours to a given contour in Figure 7 we sort the scores on the raw corresponding to this contour in Table 2 . Using Figure 9 , one can easily estimate which are the most similar objects within this category, based on the clustered dark blue cells. Figure 9 shows that similarity scores between subjects from the same category are low, while those obtained for subjects from different categories are relatively high. Therefore, sorting the scores in ascending order will yield the most similar object first. The inter-category scores obtained by our similarity estimation technique are larger than the inter-category ones. Therefore, this technique can be used as a shape classification technique. Moreover, it is sensitive to intra-category shape variations thus it can be used in a content-based retrieval system. 
Segmentation quality evaluation
The objective evaluation of the performance of segmentation algorithms is an important problem [20, 21, 22] . Even when a reference mask is available, comparing two segmentation masks is still a difficult problem. Several factors make such evaluation difficult, among the most important factors is the difficulty to discriminate between many small distributed error segments and few larger error segments.
Our shape correspondence technique proposed in Section 2, discriminates easily between the two cases of segmentation errors. The geodesic distance transformation is applied inside each segment of the mask. Therefore, small regions yield small distances inside them and therefore will generate pixels with low gray values. In this experiment, the segmentation masks resulting from the COST AM versions 5.0 and 5.1 [12, 13] , are compared against a reference mask. The plot in Figure 10 , shows the segmentation performance scores obtained by our technique, for the frames 4-49 of "Erik" sequence. The plots in Figures 11 and 12 , show quantitative measures of the errors in number of pixels from both COST AM versions 5.0 and 5.1, respectively. Three different numbers are computed for each frame:
• number of pixels of the background segmented as foreground pixels, • number of pixels of the foreground segmented as background pixels, • sum of the two previous numbers.
For illustration we present the colored segmentation masks for frames 15 and 20 from "Erik" sequence in Figures  13, 14, 15 , and 16. The frame pixels are colored as follows:
• black represents the background, • white is the region where the reference and estimated masks overlap, • green represents the areas of the background segmented as part of the object, • purple represents the regions from the object merged with the background. It can be easily seen that our segmentation performance scores in Figure 10 , correlate very well with the variation of the total number of pixel errors. Moreover, it reflects the variation in both types of segmentation errors. Our measure inherently resolves the case of many small errors and the case of a single large error region.
CONCLUSIONS AND FUTURE WORK
In this paper, we proposed a contour correspondence measure, based on distance transformation and ordinal correlation. The similarity scores obtained are in line with the visual perception of the similarity between shapes. We showed that the proposed measure can be used in two applications: shape similarity estimation in the context of content-based image retrieval, and for performance evaluation of segmentation algorithms. Simulation results were presented for both applications using images from the MPEG-7 shape test set B for the first application, and 50 frames from "Erik" sequence for the second. The proposed technique produced encouraging results in both experiments. Further study is needed to optimize the proposed technique in order to select appropriate parameters for the application at hand. Finally, further analysis of the behavior of the proposed technique may identify new applications. He is co-author of over 150 publications. Dr. Gabbouj was the prime investigator in two ESPRIT projects, 1 HCM project and several Tempus projects. He also served as Evaluator of IST proposals, and Auditor of a number of ACTS and IST projects on multimedia security, augmented and virtual reality, image and video signal processing.
