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Abstract— Since most of fuel cell models are generally non-
linearly parameterized functions, existing modeling techniques
rely on the optimization approaches and impose heavy com-
putational costs. In this paper, an adaptive online parameter
estimation approach for PEM fuel cells is developed in order to
directly estimate unknown parameters. The general framework
of this approach is that the electrochemical model is first
reformulated using Taylor series expansion. Then, one recently
proposed adaptive parameter estimation method is further
tailored to estimate the unknown parameters. In this method,
the adaptive law is directly driven by the parameter estimation
errors without using any predictors or observers. Moreover,
parameter estimation errors can be guaranteed to achieve
exponential convergence. Besides, the online validation of re-
gressor matrix invertibility are avoided such that computation
costs can be effectively reduced. Finally, comparative simulation
results demonstrate that the proposed approach can achieve
better performance than least square algorithm for estimating
unknown parameters of fuel cells.
Index Terms— PEM Fuel Cell, nonlinearly parameterized
system, online parameter estimation.
I. INTRODUCTION
Fuel cells have been considered a promising and
environmental-friendly energy source in recent years [1].
Through the chemical reaction between hydrogen and oxy-
gen, fuel cells can directly convert the chemical energy into
water, electricity and heat [2]–[5]. Based on this chemical
principle, there are various advantages of fuel cells, such
as high efficiency, zero pollutant emission, and flexible
installation, etc.
Extensive research has been carried out on modelling dy-
namic characteristics of fuel cells. On this topic, there exists
three major ideas: i) physical models that are based on the
material property, physical structure and chemical reaction,
i.e., lumped models [6], [7], hierarchical models [8], three-
dimensional models [9]–[11]; ii) data-driven models which
consider the fuel cell as a black box modelling by artificial
intelligence-based approaches, i.e., Neural Network [12]; iii)
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semi-empirical models that combine some physical charac-
teristics with partially empirical variables [13]. However,
most of those models are complex, nonlinear and strongly
coupled where it is very difficult to apply control techniques
and optimization algorithms. Besides, some parameters in
the fuel cell model are not practically feasible to directly
measure, and some parameters can suddenly change when
fuel cells operate under degradation condition. Thus, the
parameter estimation approaches for fuel cells are very
helpful to understand the operation process.
The lumped or semi-empirical models of fuel cells can
be considered as a nonlinearly parameterized system, which
is hard to directly apply well-recognized estimation ap-
proaches. In order to address this problem, some optimization
techniques are used to estimation parameters of fuel cells.
In [14], [15], recursive least square (LS) algorithms were
proposed to estimate parameters in a semi-empirical model.
However, these approaches assume that noise or disturbance
is uncorrelated and independent of the regression vector.
In [2], [16], genetic algorithm combined with curve fitting
procedure was used to estimate fuel cell parameters. Never-
theless, there are still some drawbacks for genetic algorithm,
such as low speed. Wenyin et al. [17] proposed an adaptive
differential evolution algorithm to estimate parameters in the
electrochemical model.
In this paper, we tailor the adaptive parameter estimation
approach for a polymer electrolyte membrane (PEM) fuel
cell and present a modified adaptive estimation method based
on our recent work [18], [19], which proposed a novel adap-
tive parameter estimation framework for linearly parameter-
ized systems. Since unknown parameters to be estimated are
embedded in the nonlinear function of fuel cells, those pa-
rameters are first extracted by using Taylor series expansion.
In this way, the nonlinearly parameterized system can be
reformulated into a linearly parameterized system. Then the
proposed adaptive law driven by parameter estimation errors
is used to estimate unknown parameters in the electrochemi-
cial model of the PEM fuel cells. The estimation error can
be guaranteed exponential convergence under the persistent
excitation condition. Moreover, the online validation of the
invertibility of the regressor matrix can be avoided such that
the online estimation and faster convergence are achieved.
Compared to existing parameter estimation methods for fuel
cell [14]–[17], the proposed adaptive parameter estimation
approach does not need the recursive computation and avoids
designing any observer/predictor. Finally, comparative sim-
ulations between the proposed method and the LS method
demonstrate the estimation efficacy of the proposed method
for fuel cells.
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Fig. 1. Schematic diagram of the fuel cell
II. FUEL CELL MODEL
Fig. 1 depicts the open-cathode fuel cell that will be used
in this work. Its modelling and experiment validation have
been addressed in our earlier work [20], [21].
Before we introduce the model, the following assumptions
are required:
Assumption 1: All gases are the ideal gasses.
Assumption 2: The temperature for the whole fuel cell is
uniformly distributed.
Assumption 3: The heat capacity of gases is negligible.
The PEM fuel cell polarization curve can be written as
[3]:
vfc = ncell · (Ener − vact − vcon − vohm) (1)
where ncell is the number of cells in the fuel cell stack; Ener
is the Nernst voltage; vact represents the activation losses;
vcon is the concentration losses; and vohm represents the
ohmic losses.
The Nernst voltage can be approximately expressed as a
function of gas partial pressure and temperature. In order to
predict the net fuel cell voltage, vfc, the Nernst voltage is
thus very necessary to be estimated.
In practice, the open circuit potential of fuel cells is
significantly lower than the theoretical potential voltage.
There are three typical potential losses in the fuel cell which
are activation losses, vact, ohmic losses, vohm, concentration
losses, vcon. Since concentration losses only happen due to
the diffusion of reactants and products, it has less impact on
potential losses. Thus, concentration losses are not consid-
ered in this paper.
The activation potential loss is the energy that reactants
must overcome in the chemical reaction. It usually occurs
at each electrode-electrolyte interface. The activation loss at
the cathode channel is governed by the Tafel equation [22]:
vact =
RTfc
αnF
· f (Tfc, ifc) (2)
where ifc is the stack current; Tfc is the stack temperature;
α is the charge transfer coefficient; R and F represent
gas constant and Faraday’s constant, respectively. Function
f (Tfc, ifc) is expressed as:
f (Tfc, ifc) = ln
(
ifc
AcliAECD0
)
(3)
where Acl is the surface area of the catalyst layer. The
apparent exchange current density iAECD0 is obtained as:
iAECD0 = i
ref
0 · ECSA ·
(
PO2
Pref
)0.5
e
− EcaRTfc
(
1− TfcTref
)
(4)
where iref0 is the initial exchange current density of cathode
catalyst layer at the atmosphere condition (Tref = 25◦C
and Pref = 1 atm); Eca is activation energy in the cathode
catalyst layer; ECSA represents the electrochemical active
surface area; PO2 is partial pressure of oxygen.
The ohmic loss is expressed as:
vohm = rohmifc (5)
where rohm is the ohmic resistance.
The thermal energy balance in the fuel cell can be ex-
pressed as:
mfcCp,fc
dTfc
dt
= H˙tot − H˙cool (6)
where mfc and Cp,fc are the mass and the heat capacity of
fuel cell, respectively. The total exothermic heat flow, H˙tot,
is made up of exothermic thermal heat flow and electrical
power. Specifically, the exothermic thermal heat flow can
be approximately calculated by thermoneutral voltage. And
H˙cool represents the heat transfer between the produced heat
and the ambient air. Thus, the total exothermic heat flow and
cool heat flow can be represented as follows:
H˙tot = ncellEthifc − vfcifc (7)
H˙cool = ρairAeffvairCp,air (Tfc − Tref ) (8)
where Eth is the thermoneutral voltage; ρair is air density;
Aeff represents the effective inlet area of cathode channel;
Cp,air is specific heat capacity of air; vair represents the
velocity of air flow.
III. PARAMETER ESTIMATION ALGORITHM
In this section, some parameters of the electrochemical
model are selected to be estimated. As analyzed in Section II,
the Nernst voltage, Ener, is necessary to be estimated since
it affects the net voltage of fuel cell. Moreover, the charge
transfer coefficient, α, in the activation loss is usually a
empirical value. And the electrochemical active surface area,
ECSA, highly depends on the changes of water saturation,
which is very difficult to be measured in the experiment.
Besides, the ohmic resistance, rohm, is possible to change
under different operation condition. Thus, the parameters to
be estimated in this paper are set as:
θ =
[
Ener rohm
1
α
1
ECSA
]T
(9)
From (1) to (4), the lumped electrochemical model is a
highly nonlinear function. Especially, the unknown parame-
ter, 1ECSA (corresponding to θ4), is embedded in the non-
linear function f (Tfc, ifc), which increases extra difficulties
in the parameter estimation algorithm design.
Considered the nonlinear parameterized function
f (Tfc, ifc), the electrochemical model (1) of PEM
fuel cells can be reformulated in a general notation as
follows:
y = f (x,u,θ) (10)
where x ∈ Rp×1 is the system state vector; u ∈ Rn×1 is
the system input vector; y ∈ Rn×1 is the output vector; θ ∈
Rm×1 defines the vector of unknown constant parameters;
f (x,u,θ) ∈ Rn×1 is a nonlinearly parameterized function
where unknown parameters are embedded.
Our objective is to propose a parameter estimation al-
gorithm which allows to estimate the unknown parameter,
θ, through using the measurable input and output. For this
purpose, the parameter estimation algorithm requires the
following assumptions:
Assumption 4: The system states, x, the system input, u
are bounded and measurable. And the unknown parameters,
θ, are also bounded constants.
Assumption 5: The nonlinear function f (x,u,θ) is a con-
tinuously second-order differentiable function with respect
to θ.
In order to extract the unknown parameter θ from the
nonlinear function f (x,u,θ), the Taylor series expansion is
performed. Thus, the nonlinear system (10) is reformulated
as
y = f
(
x,u, θˆ
)
+
m∑
i=1
θ˜i
∂
∂θi
f
(
x,u, θˆ
)
+ δ
(
θ˜
)
(11)
where θ˜ = θ − θˆ is the estimated parameter error; θˆ
represents the estimated parameter; δ(θ˜) is the Lagrange
remainder term of the Taylor series expansion, which is
considered as a bounded disturbance.
To facilitate the parameter estimation algorithm, the re-
gressor matrix is defined and then the system of (11) can be
represented as:
y = Φ
(
x,u, θˆ
)
θ +ϕ
(
x,u, θˆ
)
+ δ
(
θ˜
)
(12)
where
Φ
(
x,u, θˆ
)
=

∂f1(x,u,θ)
∂θ1
∣∣∣
θ=θˆ
· · · ∂f1(x,u,θ)∂θm
∣∣∣
θ=θˆ
...
. . .
...
∂fn(x,u,θ)
∂θ1
∣∣∣
θ=θˆ
· · · ∂fn(x,u,θ)∂θm
∣∣∣
θ=θˆ
 ∈ Rn×m
is the known regressor matrix which is based on inputs u
and states x; ϕ
(
x,u, θˆ
)
= f
(
x,u, θˆ
)
−Φ
(
x,u, θˆ
)
θˆ can
be updated online.
Remark 1: Applying the first order Taylor series expan-
sion, the unknown parameters, θ, are extracted from the
nonlinear function f (x,u,θ). The high-order term of Taylor
series expansion δ(θ˜) will be vanished when the convergence
of parameter estimation is achieved.
Following the process above, we will use the Taylor series
expansion to extract the parameter θ4. For brevity, we first
define that
f1 =
ncellRTfc
nF
f2 =
ifc
Acli
ref
0
(
PO2
Pref
)0.5
e
− EcaRTfc
(
1− TfcTref
)
The term f1θ3 ln
(
f2θˆ4
)
is added and subtracted in the
completed form of the lumped electrochemical model from
(1) to (5). Then the Taylor series expansion is used to extract
θ4. Thus, the regressor matrix is represented as:
Φ =
[
ncell −ncellifc −f1 · ln
(
f2θˆ4
)
−f1 · θˆ3|θˆ4|
]
(13)
And the residual term in (12) is derived as: ϕ = f1θˆ3.
Before developing the parameter estimation approach, the
maximum and minimum matrix eigenvalues are denoted as
λmin {·}, λmax {·} for brevity.
In order to estimate unknown parameters, auxiliary matrix
P ∈ Rm×m and vector q ∈ Rm×1 are defined as:{
P˙ = −`P + ΦTΦ, P (0) = 0
q˙ = −`q + ΦT
(
y −ϕ
(
x,u, θˆ
))
, q (0) = 0
(14)
where ` > 0 is a constant value. It can considered as a
forgetting factor which guarantees the boundness of P and
q.
Lemma 1 ( [18], [19]): If the regressor matrix
Φ
(
x,u, θˆ
)
satisfies the persistent excitation (PE) condition
(when T > 0 and ε > 0,
∫ t+T
t
ΦT (τ) Φ (τ) dτ ≥ εI, ∀t ≥
0), the matrix P (t) defined in (14) is positive definite
(λmin (P (t)) > ρ > 0, ∀t > 0).
Proof: A detailed proof of the above lemma can be
found in our previous work [18], [19], and thus it will not
be presented here.
Then another auxiliary vector w ∈ Rm×1 can be defined
as:
w = Pθˆ − q (15)
Lemma 2: From the auxiliary vector w given in (15), we
can obtain that
w = −Pθ˜ +ψ (16)
where ψ (t) = − ∫ t
0
e−`(t−τ)ΦT (τ) δ (τ)dτ is a bounded
residual error, since δ is bounded, such that ‖ψ‖ ≤
‖Φ‖ ‖δ‖ /` = µ, ∀µ > 0.
Proof: In order to prove Lemma 2, the equation (14)
can be derived as:{
P (t) =
∫ t
0
e−`(t−τ)ΦT (τ) Φ (τ) dτ
q (t) =
∫ t
0
e−`(t−τ)ΦT (τ)
(
y −ϕ
(
x, u, θˆ
))
dτ
(17)
From (12), we can reformulate that y − ϕ = Φθ + δ and
then verify that q = Pθ+ψ, which are substituted into (15).
Finally, the equation (16) can be derived and proved.
The adaptive law for updating θˆ is defined as:
˙ˆθ = −Γw (18)
where Γ > 0 is a constant diagonal matrix.
Theorem 1: Considering system (12) with unknown pa-
rameter θ, the adaptive law (18) is used. If the regressor
matrix Φ is satisfied PE condition, then the estimation error
θ˜ converges to a small compact set given by:∥∥∥θ˜∥∥∥ ≤
√
2β/η + e−ηtλmax
{
Γ−1
}‖θ˜(0)‖2
λmin
{
Γ−1
}
where the matrix P is positive definite (λmin (P) > ρ >
0, ∀t > 0); the residual error is bounded (‖ψ‖ ≤ µ); and
n > 1/2ρ is a positive constant.
Proof: The Lyapunov function is considered as
V =
1
2
θ˜
T
Γ−1θ˜ (19)
Then we can calculate the derivation of (19) along (16) and
(18) as
V˙ = θ˜
T
Γ−1 ˙˜θ = −θ˜TΓ−1 ˙ˆθ = θ˜Tw = θ˜T
(
−P θ˜ + Ψ
)
(20)
By applying Young’s inequality aTb ≤ aTa/2n + nbTb/2
with a positive constant n > 0, we can further derive that
V˙ ≤ −ρ
∥∥∥θ˜∥∥∥2 + θ˜TΨ ≤ −(ρ− 1
2n
)∥∥∥θ˜∥∥∥2 + n‖Ψ‖2
2
≤ −ηV +β
(21)
where η = 2 (ρ− 1/2n) /λmax
{
Γ−1
}
, β = nµ2/2 both are
positive constants for n > 1/2ρ. Moreover, the solution of
(21) is V (t) ≤ e−ηtV (0) + β/η. Based on the definition of
(19), it can be derived that
∥∥∥θ˜∥∥∥ ≤√2V (t) /λmin {Γ−1} ≤√
2(β/η + V (0) e−ηt)/λmin
{
Γ−1
}
. Therefore, the estima-
tion error θ˜ will exponentially converge to a small compact
set as defined in Theorem 1.
Remark 2: The ultimate size of estimation errors θ˜ de-
pends on the excitation level ρ and the learning gain Γ
as shown in Theorem 1. A higher excitation level ρ and a
higher gain Γ can increase the convergence speed. Moreover,
a larger filter constant ` can reduce the residual error as
shown in Lemma 2. However, the larger filter constant ` may
produce a larger DC gain, and then reduce the amplitude of
the learing gain Γ so as to decrease the convergence rate.
Thus, the filter constant ` should be chosen small practically.
Remark 3: From Lemma 2, the estimation error Pθ˜ in-
volved in the auxiliary matrix w is used to drive the new
adaptive law (18) and thus there is no need to use observers
in the classical parameter estimation scheme.
Remark 4: The sufficient condition to prove the conver-
gence of the proposed adaptive law (18) is that the regressor
matrix Φ satisfies the PE condition. However, there is still
an open problem to online validate the PE condition. In
this paper, we provide a feasible method to online test this
condition for the proposed parameter estimation framework,
as shown in Lemma 1.
IV. THE LEAST SQUARE ALGORITHM
In this section the least square (LS) algorithm with a
variable forgetting factor [23] is represented.
The tracking error e is calculated as follows:
e = y − yˆ = y −Φθˆ −ϕ = δ(θ˜) + Φθ˜. (22)
For LS method with variable forgetting factor [23], the
adaptive law is driven by the tracking error e as follows:
˙ˆθ =
HΦTe
m2
(23)
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Fig. 2. The input current of fuel cell stack without disturbance
TABLE I
FUEL CELL MODEL PARAMETERS
Parameter Value
Acl, surface area of catalyst layer 2.5 × 10−3 [m2]
Aeff , effective area of cathode channel 8.5 × 10−3 [m2]
Cp,air , heat capacity of air 1005 [J·kg−1·K−1]
Cp,fc, heat capacity of stack 1200 [J·kg−1·K−1]
Eca, activation energy of cathode channel 7 × 104 [J·mol−1]
ECSA, electrochemical active surface area
Ener , Nernst voltage 1.16 [V]
Eth, thermoneutral voltage 1.23 [V]
F , Faraday’s constant 96485 [C·mol−1]
iref0 , exchange current density 5 × 10−3 [A·m−2]
mfc, stack mass 0.3 [kg]
n, number of electrons 2
ncell, number of cells 24
PO2 , partial pressure of oxygen 2.1 × 104 [Pa]
Pref , atmosphere pressure 105 [Pa]
rohm, ohmic resistance 0.7 [Ω]
R, gas constant 8.314 [J·mol−1·K−1]
Tref , atmosphere temperature 298 [K]
vair , input air velocity [m·s−1]
α, charge transfer coefficient 0.28
θ, effective contact angle 91 [◦C]
ρair , air density 1.205 [kg·m3]
where m2 = 1 + ΦTΦ is a normalizing factor; H is a
learning gain which is updated as:
H˙ = −HΦ
TΦH
m2
+ K (I− α1H) H (24)
where the boundness of initial learning gain is manually
defined as 0 < 1χI ≤ H (0) = H0 = HT0 < 1α1 I; and
K > 0 is a constant diagonal matrix. Thus, the estimation
error of LS algorithm is derived as:
˙˜θ = − ˙ˆθ = −HΦ
Te
m2
(25)
In (22), the observer error e includes estimation errors θ˜
and the Lagrange remainder term from Taylor series expan-
sion. Thus, the boundness of estimated parameter error may
depend on the amplitude of this remainder term. Moreover,
the LS algorithm have a potential possibility in producing the
drifting and bursting phenomena. Besides, the convergence
of estimation error could not be claimed without online
verifying the PE condition even though the estimation error
converges to zero.
V. SIMULATION RESULTS
In this section, the proposed parameter estimation method
is validated by simulations using the proposed fuel cell
model. In practice, the fan is used to remove the heat of fuel
cell and simultaneously increase the amount of oxygen in the
cathode channel. Thus, the air velocity can be fixed adjusting
Fig. 3. Proposed method parameter estimation results.
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Fig. 4. The auxiliary matrix w evolution in the proposed method
the pulse-width-modulation (PWM) duty cycle signal of a fan
[20]. The value of PWM duty cycle is 90% in this simulation.
Moreover, the physical parameters of fuel cell are set as the
same with the H-100 fuel cell parameters in [20], [21], which
are summarized in TABLE I. The stack current are set as
depicted in Fig. 2.
The parameters used in (14) and (18) are set as ` = 3,
Γ = diag
([
750 36 2400 2.15
])
. Due to the parameter
θ4 in the natural logarithm, the initial value of θ4 cannot
equal to zero. Thus, the initial values of unknown parameters
are set as θ0 =
[
0.464 0.28 1.4286 0.0138
]T
.
Simulation results of the estimated parameter profiles are
depicted in Fig. 3. It is shown that the estimated parameters
converge to their true values and the adaptive law can achieve
accurate estimation. The auxiliary matrix w converges to
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Fig. 5. Minimum eigenvalue of matrix P(t)
zero as depicted in Fig. 4. In practice, we can online check
whether the auxiliary matrix w converges to zero in order
to make sure that the estimated parameters converge to the
true value. Moreover, Fig. 5 illustrates that the minimum
eigenvalue of matrix P is larger than zero such that the
regressor vector satisfies the PE condition. This provides a
feasible method to online test the PE condition.
In order to further reveal the merit of the proposed
approach driven by the estimation error, the LS algo-
rithm (23) with a variable forgetting factor (24) in Sec-
tion IV is used to estimate the unknown parameters θ.
The parameters used in (23) and (24) are set as K =
diag
([
9000 2500 6000 2
])
, χ = 1 and α1 = 10−5.
Fig. 6 shows the parameter estimation results of LS
method in (23) and (24). And the reconstructed output by
the estimated results, the input of current and air velocity are
depicted in Fig. 7. It is shown that the unknown parameters
cannot be accurately estimated by LS method even though
the observer errors converges to zero. Hence, the proposed
adaptive method (18) can achieve better estimation results
than the LS method (23).
VI. CONCLUSIONS
In this paper, an online parameter estimation approach
for a nonlinearly parameterized system of fuel cells has
been developed. The nonlinearly parameterized system is
reformulated by the Taylor series expansion. Then, one
recently developed adaptive parameter estimation method
is tailored to achieve parameter estimation for fuel cells.
The adaptive law in this method is directly driven by the
parameter estimation errors. Moreover, this new estimation
framework provides a feasible method to online test the
required PE condition to guarantee the error convergence.
The convergence of the estimation error has been proved in
terms of Lyapunov method. Comparative simulation results
illustrate the efficacy of the proposed estimation parameter
method. Future work will focus on extending the proposed
parameter estimation approach to the unknown time-varying
parameters in the nonlinear functions of fuel cell systems.
Fig. 6. Parameter estimation results of LS method
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