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In this note we present results of the simulation of the ITS integrated test beam experiment of 
November 2004. Simulations obtained with FLUKA VMC using the newly developed ROOT 
geometrical modeler TGeo are compared to the test beam data and to results obtained with a 











FLUKA [1] plays a very important role in ALICE for all the tasks where detailed and
reliable physics simulation is vital, given its thorough physics validation and its almost
unique possibility to couple low-energy neutron transport with particle transport in a
single program. For this reason ALICE has implemented a FLUKA VMC implementation of
the Virtual Monte-Carlo Interface using the ROOT geometrical modeler TGeo [2].
In order to gain confidence in FLUKA VMC, we present here the results from the compar-
ison of FLUKA and Geant3 [3] in the Inner Tracking System (ITS) [4]. We also compare
the results from FLUKA to some results from the Silicon Pixel Detector (SPD) of the
ITS test beam data of November 2004.
In section 2, the geometry is presented and the class into which it was coded is described.
In section 3, the results from the comparison of the two transport models are presented
and discussed. Finally, in section 4, the results from the comparison of FLUKA to data
are shown.
2. Geometry
2.1. Test beam geometry
The integrated ITS test beam that took place in November 2004 was the first test
beam in which layers from the three sub-detectors of the ITS: the Silicon Pixel Detector
(SPD) [5], the Silicon Drift Detector (SDD) [5], and the Silicon Strip Detector (SSD) [5],
were together in a test beam [6]. The following elements formed the geometry for this
test beam:
• 4 SPD modules (in two parallel planes) with sensitive volume of size 70 mm × 12
mm and 200 µm thickness.
• 2 SDD modules (in two parallel planes) with sensitive volume of size 70.17 mm ×
74.97 mm and 299.8 µm thickness.
• 4 SSD modules (in two parallel planes, with a small overlap of the sensitive volumes
between modules in the same plane) with sensitive volume of size 75 mm × 42 mm
and 300 µm thickness.
2.2. AliITSvITS04 geometry class
The geometry of the ITS test beam was coded into a class called AliITSvITS04, this
class also includes the step manager. This geometry was built using the new Root Geo-
metrical Modeler TGeo [2], and it has been tested in simulation and to generate clusters
from the test beam data in the SPD. This class also includes the possibility of initializing
the geometry from an ascii file that has been previously created with the same geometry
class.
Figure 1 shows four different views of the integrated ITS test beam geometry as gen-
erated by the geometry class. The proton beam goes in the +Y direction. Following the
direction of the beam, the first two planes correspond to the SPD, the next two to the
SDD, and the last two to the SSD. There are also two planes of scintillator (before the
SPD planes and after the SSD planes) that were present for triggering purposes. In the
geometry class there is also the possibility of switching on a target in front of the first
scintillator. This target was also present in some of the runs. However, the data used to
compare with the results from FLUKA simulations in the analysis presented here is from
runs in which the target was not present, the detectors were placed directly in the beam.
Therefore the target was not included in the simulations.
3. Geant3 and FLUKA
GEANT3 is the detector simulation Monte Carlo used extensively so far by HEP com-
munity for simulation of the detector response. However, it is no longer maintained
and has several known drawbacks, both in the description of physics processes particular
hadronic and of the geometry.
FLUKA is the transport code used for radiation environment simulations of the AL-
ICE experiment. Its Virtual Monte-Carlo implementation FLUKA VMC renders the program
suitable for full detector response simulation. It incorporates a full treatment of high en-
ergy particle interactions, but special emphasis has been put on effects occurring around
energies of a few GeV and below: a pre-equilibrium cascade model for inelastic interac-
tions below 1.3 GeV and for capture reactions at rest, nuclear evaporation and gamma
de-excitation after inelastic interactions, multigroup transport of neutrons below 20 MeV
with detailed kinematics for (n,p)-scattering, neutron capture reactions with explicit pho-
ton emissions.
For the special application of the ITS test-beam simulation hadronic interactions play a
minor role. The charge deposition in the silicon layer is mainly determined by ionization
loss including explicit δ-electron production. For these processes FLUKA provides the
latest parameterizations of the density effect at high energies and shell corrections at low
energies.
3.1. FLUKA vs. Geant3 for ITS simulation
In this section we present the results from the comparison of the generated hits, where
the hit represents a single energy deposition in the detector, and calculated digits and
clusters using both Monte Carlo transport models Geant3 and FLUKA. Digits represent
the digitized response of the detector and clusters are the reconstructed space points. We
use this comparison as a technical test of the interface. Everything was done with the
tools that are already in AliRoot.
For both transport models, the simulation of hits was run using the AliSimulation
class. The generator used was the simple AliGenBox (a generator for particles with a flat
distribution in a preset kinematic range) and 5000 events of one proton per event with
momentum in the range between 119.5 and 120.5 GeV/c were generated (in the test beam
runs, the beam was a positive beam of 120A GeV/c). The ranges in the φ and θ angles
were defined so that particles passed through, at least, one of the sub-detectors.
Digits were generated directly from hits, and not from SDigits (these are digits that
can be summed when different simulated events are superimposed), using the different
slow simulation methods for each sub-detector (coded in AliITSsimulationSPDdubna,
AliITSsimulationSDD, and AliITSsimulationSSD classes) [7–10]. For the last step of
the reconstruction process considered in this study, clusterization, the cluster finder al-































































Figure 1. Four different views of the ITS elements present on the integrated ITS test
beam runs as generated with the AliITSvITS04 geometry class. The proton beam was
in the +Y direction. The planes correspond to the detectors indicated in the top right
panel.
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Figure 2. Normalized distribution of the energy lost per hit (dE/dx) for hits of primary
particles in the SPD (left figure), and normalized distribution of the kinetic energy of the
secondary particles (right figure), as simulated by Geant3 and by FLUKA.
algorithms are coded in the AliITSClusterFinderSPD, AliITSClusterFinderSDD, and
AliITSClusterFinderSSD classes) [7,9,10].
3.2. Generated hits
Figure 2 shows the ionization energy per step normalized distribution for hits in the SPD
(left), and the kinetic energy normalized distribution of the secondary particles (right) as
simulated by Geant3 and by FLUKA. Both distributions are normalized to the number
of entries. A good agreement is observed between both models in those distributions.
3.3. Digits and clusters
As already mentioned, digits were generated from hits using the different slow simula-
tion methods for each sub-detector. In this case, the number of digits calculated from hits
from the two models is approximately the same. Once digits were calculated, the cluster
finder algorithm for each sub-detector was run.
Figure 3 shows the normalized distributions of the size of the clusters (i.e., the number
of pixels, in a given direction, that made the cluster) in the X and Z directions in the
SPD. A nice agreement between both models is seen.
Figure 4 shows the normalized distribution of the deposited energy in the silicon of the
detector by each particle in each of the sides of the SSD. The expected Landau distribution
is observed, as well as a nice agreement between the two transport models.
4. FLUKA vs. Data
In this section we present the results from the comparison of the digits and clusters
as obtained from the hits generated by FLUKA to those obtained from the test beam
data. Information from 5000 test beam events was used for this comparison. The results
presented here are only for the SPD sub-detector. The classes that contain the algorithms
for decoding the test beam data, and for its clusterization, are in AliRoot and are currently
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Figure 3. Normalized distribution of the SPD cluster sizes in the X (column) direction,
left figure; and in the Z (row) direction, right figure.
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Figure 4. Normalized distribution of the deposited energy in the N side of the SSD, left
figure; and in the P side of the SSD, right figure.
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Figure 5. Normalized distribution of the energy lost per primary particle per step (left)
and of the cluster sizes in the columns of the SPD (right) as simulated by FLUKA for
three different transport threshold cuts.
being tested.
Before we compared with data, we studied the dependency of the final results from
FLUKA on the transport threshold for the different particles and media. Figure 5 shows
the result of this comparison for hits (left plot) and for clusters (right plot) for three
different threshold limits. One can see a difference in the energy lost per particle in each
step, as expected since the energy threshold changes, but the final results are unaffected
by the change in this cut. For the comparison with data, the transport threshold cuts in
FLUKA were set to 30 keV for all relevant particles and processes.
In the comparison of Geant3 and FLUKA (see Figure 3), charge sharing between pixels
was treated in a rough way (the current default in AliRoot). This does not affect the
comparison between the two models as long as it is done for both models consistently.
However, for the comparison with data, we decided to use the more sophisticated “Dubna
model” [7,8] in order to get a better agreement with data, especially at small cluster size.
In this model, the charge is shared between annexing pixels by drifting the electron/hole
cloud with a Gaussian diffusion. Since the sigma of this Gaussian is a function of the drift
velocity (which is proportional to the electric field), this diffusion strongly depends on the
bias voltage parameter1 which we took to be 100 V. A tuning of this model to beam test
data (from 2002 and 2003) is currently under work [11].
Figure 6 shows the normalized distributions of the cluster size in the SPD when the
bias voltage is 100 V. The inclusion of diffusion does not affect the region of high cluster
sizes, however it makes the agreement between simulation and data better at low cluster
sizes.
5. Conclusion
The geometry of the integrated ITS test beam based on the TGeo geometrical modeler
of root has been presented. The results from a comparison of hits, digits and clusters in
1for a given thickness of the sensor and a fixed temperature
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Figure 6. Normalized distribution of the cluster size in the X and Z direction in the SPD
modules. In the simulation case, diffusion is allowed (see text for explanation).
FLUKA and Geant3 as generated according to this geometry have been shown. Finally,
results from the comparison of digits and clusters from FLUKA to those from the test
beam data in the SPD has been presented. The differences in the cluster sizes from
FLUKA simulation and test beam data become smaller when diffusion in the digitization
process is allowed. Therefore FLUKA can be validated in the ITS.
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