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Abstract
In this work the spaces of Riemannian metrics on a closed manifold M are studied.
On the space M of all Riemannian metrics on M the various weak Riemannian
structures are defined and the corresponding connections are studied. The space
AM of associated metrics on a symplectic manifold M,ω is considered in more detail.
A natural parametrization of the space AM is defined. It is shown, that AM is a
complex manifold. A curvature of the spaceAM and quotient spaceAM/Dω is found.
The spaces AM in cases when M is a two-dimensional sphere and two-dimensional
torus are considered as application of general results. The critical metrics of the
functional of the scalar curvature on AM are considered. The finite dimensionality
of the space of associated metrics of a constant scalar curvature with Hermitian Ricci
tensor is shown.
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§1. Preliminaries.
1.1. The topology in spaces of tensor fields. Let M be a smooth (i.e. C∞),
closed, orientable n-manifold, TM is its tangent bundle, T pqM the bundle of (p, q)-tensors
and S2M the bundle of symmetric 2-forms on M .
The symbol Γ(T pq ) will denote space of all smooth (p, q)-tensor fields onM . In particular:
Γ(TM) is the space of all smooth vector fields on M ,
S2 = Γ(S2M) is the space of all smooth symmetric 2-forms on M .
Define topology in these spaces. For this purpose we fix some smooth Riemannian
metric g on M and denote its covariant derivative as ∇. In local coordinates x1, . . . , xn
on M let: gij(x) are components of the metric tensor g, g
ij(x) are components of inverse
matrix to gij(x) and µg = (detgij)
1/2 dx1 ∧ · · · ∧ dxn is Riemannian volume form.
The metric g defines an inner product on the space Γ(T pqM) of tensor fields of any type
(p, q). If T1 and T2 are (p, q)-tensor fields, then their inner product is set by the formula:
(T1, T2)g =
∫
M
gi1k1 . . . giqkqgj1l1 . . . gjplp T
j1...jp
1 i1...iq
T
l1...lp
2 k1...kq
dµg. (1.1)
The metric g allows to define a stronger inner product on the space Γ(T pqM) of (p, q)-
tensor fields. Let s is an integer non-negative number and T1 and T2 are (p, q)-tensor fields.
Then
(T1, T2)
s
g =
s∑
i=0
(∇iT1,∇iT2)g, (1.2)
where ∇i = ∇ ◦ · · · ◦ ∇ is i-th degree of the covariant derivative and (∇iT1,∇iT2) is the
inner product (1.1).
Denote as Hs(T pqM) the completion of space Γ(T
p
qM) with respect to the topology in
Γ(T pqM) given by the inner product (1.2). The space H
s(T pqM) is called a space of (p, q)-
tensor fields Sobolev class Hs. It is a Hilbert space. Denote corresponding norm as ‖.‖s.
The fundamental property of Hs spaces is the Sobolev embedding theorem which states:
If s ≥ n
2
+ 1 + k, then Hs ⊂ Ck, and the inclusion is a continuous linear mapping [45]. If
s ≥ n
2
+1+k, then every tensor field T of class Hs is of a differentiable class Ck. The further
restrictions on s connect with necessity to ensure an appropriate class of a smoothness of
tensor fields from Hs(T pqM).
Define topology in the space Γ(T pqM) of smooth (p, q)-tensor fields on M by a set of
norms {‖.‖s, s ≥ 0}. Then Γ(T pqM) is the Frechet space.
In further it is supposed, that the space Γ(TM) of smooth vector fields on M and the
space S2 = Γ(S2M) of smooth symmetric 2-forms on M are endowed just this topology
and, thus, are infinite dimensional Frechet spaces.
The symbol Ss2 = H
s(S2M) will denote the Hilbert space of symmetric 2-forms of a
class Hs, s > n
2
+ 2.
Remark. One can show, that the topology on spaces Γ(T pqM) defined above does not
depend on a choice of the metric g on M .
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1.2. Differential operators αg and δg and the decomposition of Berger-Ebin.
Let g is some smooth Riemannian structure on manifold M and ∇ is its covariant
derivative of Riemannian connection. Let ∇i is a covariant derivative along the vector field
∂
∂xi
in local coordinates x1, . . . , xn on M .
The symbol g−1 will denote operation of lifting of the first index of tensor. If a is a
symmetric 2-form onM , then A = g−1a = gikakj is an endomorphism of the tangent bundle
TM .
The trace (with respect to g) of symmetric 2-form a is defined by the formula trg a =
tr A = gijaij.
The covariant divergence δga of the symmetric 2-form a on M is a vector field on M
defined by equality (δga)
i = −∇jaij, where aij = gikgjlakl.
Thus, the covariant divergence is a differential operator of the 1-st order,
δg : S2 −→ Γ(TM), (δga)i = −∇jaij .
Enter one more differential operator
αg : Γ(TM) −→ S2, αg(X) = 1
2
LXg,
where LXg is Lie derivative along the vector field X on M , LXg = ∇iXj +∇jXi.
The spaces Γ(TM) of vector fields on M and S2 of the symmetric 2-forms have natural
inner products:
(X, Y )g =
∫
M
g(X, Y )dµg, X, Y ∈ Γ(TM), (1.3)
(a, b)g =
∫
M
g(a, b)dµg =
∫
M
gikgjlaijbkldµg, a, b ∈ S2. (1.4)
where µg = (detgij)
1/2 dx1 ∧ · · · ∧ dxn is Riemannian volume form of the metric g.
It just follows from the Stokes theorem, that operator αg is the adjoint of δg [7]: for any
X ∈ Γ(TM) and a ∈ S2,
(αg(X), a) = (X, δga).
Since αg is operator with an injective symbol, there is following orthogonal Berger-Ebin
decomposition [5] of the space S2:
S2 = S
0
2 ⊕ αg(Γ(TM)),
Where S02 = kerδg = {a ∈ S2; δg a = 0} is the space of divergence-free symmetric 2-forms.
Then each 2-form a ∈ S2 has unique representation:
a = a0 + LXg,
where δga
0 = 0. The components a0 and LXg are orthogonal and they are defined in a
unique way.
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There is one more (pointwise) orthogonal decomposition of the space S2:
S2 = S
T
2 ⊕ SC2 ,
where ST2 = {a ∈ S2; trg a = 0} is the space of traceless symmetric 2-forms and SC2 = {a ∈
S2; a = σg, σ ∈ C∞(M,R)}. Each 2-form is represented in a unique way as:
a =
(
a− 1
n
(tr a)g
)
+
1
n
(tr a)g.
1.3. The space of Riemannian metrics. Let M is the space of Riemannian struc-
tures on a manifold M . The space M is an open convex cone in the Frechet space S2 (the
space S2 consists of all smooth symmetric 2-forms on M and M of all positive defined
symmetric 2-forms). So the space M is the Frechet manifold and for any g ∈ M, the
tangent space TgM is naturally identified with the space S2.
The manifoldM has a canonical weak Riemannian structure. Namely, if a, b ∈ TgM =
S2 are two smooth symmetric 2-forms on M , which represent elements of tangent space
TgM, then their inner product is defined by the formula:
(a, b)g =
∫
M
tr(g−1ag−1b)dµg =
∫
M
gikgjlaijbkldµg. (1.4)
This structure onM is called weak because the inner product in the tangent space TgM =
S2 defines weaker topology, than the topology of the Frechet space. Detail research of the
manifold M with a canonical Riemannian structure (1.4) is in work of D. Ebin [17].
The curvature and geodesics of the space M were studied in the work [24] and [28].
Other weak Riemannian structures onM have been considered in the work of author [59].
Recall main facts about the space M obtained in the works [17], [24] and [28].
Let elements a, b, c ∈ TgM = S2 represent constant (parallel in S2) vector fields on
M and A,B,C are their endomorphisms, A = g−1a, B = g−1b, C = g−1c. The covariant
derivative∇0 of Riemannian connection onM of corresponding weak Riemannian structure
(1.4) is obtained in [17]:
∇0ab = −
1
2
(aB + bA) +
1
4
(tr(A)b+ tr(B)a− tr(AB)g) , (1.5)
where aB = aikb
k
j .
The curvature tensor has been found in works [24] and [28] (see also §2 of this work):
R0(a, b) = −1
4
g [[A,B], C]− 1
16
tr(C) (tr(A)b− tr(B)a) + n
16
(
tr(AC)bT − tr(BC)aT ) ,
(1.6)
where [A,B] = AB −BA and aT = a− 1
n
tr(A)g is traceless part of tensor a.
Geodesics on M have been found in works [24] and [28]. At first, we will show them in
the form of [28]
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Theorem 1.1 [28] Let g0 ∈ M and a ∈ Tg0M. Then geodesic on M, going out from
g0 in direction a is curve
G(t) = g0 e
α(t)I+β(t)AT ,
where I is identity endomorphism, AT is the traceless part of an endomorphism A = g−10 a
and α(t), β(t) are smooth functions on M , which depend on t and look like:
α(t) =
2
n
ln
(
(1 +
t
4
trA)2 +
n
16
tr((AT )2)t2
)
,
β(t) =

t
1+ t
4
trA
, if tr((AT )2) = 0
4√
ntr((AT )2)
arctan
(√
ntr((AT )2) t
4+t trA
)
, if tr((AT )2) 6= 0, ,
where arctan takes values in
(−π
2
, π
2
)
, in those points of the manifold, where tr(A) ≥ 0,
and in points x ∈M , where tr(A) < 0 we suppose:
arctan
(√
ntr((AT )2) t
4 + t trA
)
=

arctan in [0, π
2
) for t ∈ [0,− 4
trA
)
,
π
2
for t = − 4
trA
,
arctan in (π
2
, π) for t ∈ (− 4
trA
,∞) .
Let Na = {x ∈ M ; AT (x) = 0}, and if Na 6= ∅, then let ta = inf{trA(x)) x ∈ Na}. Then
geodesic g(t) is defined for t ∈ [0,∞), if Na = ∅ or if ta ≥ 0, and geodesic is defined for
t ∈ [0,− 4
ta
)
if ta < 0.
1.4. Decomposition of space M. Let Vol(M) ⊂ Γ(ΛnM) is the space of smooth
volume forms on M , i.e. space of smooth nondegenerate n-forms on M , which give the
same orientation as initial orientation on M . The natural projection vol :M−→ Vol(M)
is defined it takes each metric g ∈ M to Riemannian volume form µg = (detgij)1/2 dx1 ∧
· · · ∧ dxn. Fiber of bundle vol over µ ∈ V ol(M) is the space Mµ of metrics with the same
Riemannian volume form µ.
The bundle vol : M −→ Vol(M) is trivial, the volume form µ ∈ V ol(M) defines
decomposition of M in direct product:
ιµ : Vol(M)×Mµ −→M, (ν, h)→
(
ν
µ
)2/n
h,
ϕµ : M−→ Vol(M)×Mµ, g →
(
µg,
(
µ
µg
)2/n
g
)
,
where the positive function ν
µ
is defined by equality ν = ν
µ
µ.
The metric g ∈M defines section
Sg : Vol(M) −→M, ν →
(
ν
µg
)2/n
g.
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Using decomposition M = Vol(M)×Mµ, in the work [24] the following expressions of
geodesics on space M are obtained.
Theorem 1.2 [24] The geodesics in M = Vol(M)×Mµ with initial position (µ, g) and
initial velocity (β, b) ∈ Γ(ΛnM)× ST2 is
gt =
(
q(t)2 + r2t2
)2/n
g exp
(
1
r
arctan
(
rt
q
)
B
)
,
where B = g−1b, exp is the exponential mapping, q(t) = 1 + 1
2
β
µ
t, r = 1
4
√
ntr(B2). (If
r = 0, replace the exponential term by 1.) The change in the volume form is given by the
formula
µ(gt) =
(
q(t)2 + r2t2
)
µ.
Remark. All facts explained above are true for the space Ms of Riemannian metrics on
M of Sobolev class Hs, s > n
2
+ 2.
1.5. Action of group of diffeomorphisms on the space of metrics.
Let Ds+1 be the group of diffeomorphisms of the manifold M of Sobolev class Hs+1,
s > n
2
+2. Than group Ds+1 acts on the smooth Hilbert manifoldMs in the following way:
A : Ms ×Ds+1 −→Ms, A(g, η) = η∗g, (1.7)
η∗g(x)(X, Y ) = g(η(x)) (dη(X), dη(Y )) ,
for any vector fields X, Y on M and any x ∈ M .
The group Ds+1 is the smooth Hilbertian manifold, but it is not a Lie group, because
group operations are only continuous. The action Ds+1 on Ms is also only continuous.
Nevertheless D.Ebin has shown [17], that for any metric g ∈M and its group of isometries
I(g), orbit gDs+1 of action A is a smooth closed submanifold, which is diffeomorphic to
quotient space Ds+1/I(g). Differential of mapping
Ag : Ds+1 −→Ms, Ag(η) = η∗g,
is Lie derivative:
dAg : Γ(TM) −→ Ss2, dAg(X) = LXg = 2αg(X).
Moreover, there is following
Theorem 1.3. (Slice theorem, [17]). Let s > n
2
+ 2. For each metric g ∈ Ms there
exists a smooth submanifold Ssg ⊂Ms containing g, such that
1) If η ∈ I(g), then η∗(Ssg ) = Ssg ,
2) If η ∈ Ds+1 and η∗(Ssg) ∩ Ssg 6= ∅, then η ∈ I(g),
3) There exists a local cross section χ : Ds+1/I(g) −→ Ds+1 defined in a neighbourhood
Us+1 of identity coset [e] ∈ Ds+1/I(g), such that mapping
F : Ssg × Us+1 −→Ms, F (h, u) = (χ(u))∗h,
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is a homeomorphism onto a neighbourhood V s of element g ∈ Ms.
Notice, that the map F : Sg×U −→M of the slice theorem is ILH-smooth, as for any
s ≥ 2n+ 5 is hold [35]:
Ssg = S2n+5g ∩Ms, Us+1 = U2n+5 ∩ (Ds+1/I(g)),
V s = V 2n+5 ∩Ms, χs+1 = χ2n+5|Us+1
and for any k ≥ 0 mappings
F s+k : Ss+kg × Us+1+k −→ V s,
ps+k × qs+k : V s+k −→ Ssg × Us+1
are Ck differentiable.
The quotient space M/D is not a manifold. Actually, D does not act freely. Elements
g ∈ M have isotrophy groups I(g) depending on g ∈ M. It is known [17], that the set
of metrics g ∈ M with trivial group of isometries is an open dense set M∗ in M. Group
D acts on the space M∗ freely. On the slice theorem, we obtain, that the quotient space
M∗/D is a ILH-smooth manifold.
Since the tangent space to an orbit gD is identified with space
αg (Γ(TM)) = {h ∈ S2; h = LXg, X ∈ Γ(TM)},
then (Berger-Ebin decomposition):
TgM = S2 = S02 ⊕ Tg(gD).
We obtain, that the tangent space T[g](M∗/D) is identified with space
S02 = {h ∈ S2; δgh = 0}
of divergenceless 2-forms h.
1.6. ILH-manifolds.
Definition 1.1. Topological vector space E is called ILH-space, if E is an inverse limit
of Hilbert spaces {Es; s = 1, 2, . . . }, such that El ⊂ Es, if l ≥ s, and this inclusion is a
bounded linear operator.
We will denote E = lim←Es.
Definition 1.2. Topological space X is called Ck-ILH-manifold, which are modeled on
ILH-space E, if
a) X is an inverse limit of Ck-smooth Hilbert manifolds {Xs}, modeled on {Es}, and
if l ≥ s, X l ⊂ Xs;
b) For any point x ∈ X there are open neighbourhoods Us(x) of point x in Xs and
homeomorphisms ψs of neighbourhoods Us(x) on open subsets V s(x) ⊂ Es, which define
Ck-coordinates on Xs in a neighbourhood of the point x, such that U l(x) ⊂ Us(x) at l ≥ s
and ψs+l(y) = ψs(y) for any point y ∈ Us+l(x).
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Definition 1.3. Let X, Y are Ck-ILH-manifolds. The mapping ϕ : X −→ Y is
called Ck-ILH-differentiable, if ϕ is an inverse limit of Ck-differentiable mappings of Hilbert
manifolds X l and Y s, i.e. if for any s there is a number l(s) and Ck-differentiable mapping
ϕs : X l(s) −→ Y s, such that ϕs(x) = ϕs+1(x), ∀ x ∈ X l(s+1) and ϕ = lim← ϕs.
1.7. Some final notation.
End(TM) is the vector bundle of endomorphisms K : TM → TM of the tangent
bundle. Fiber over a point x ∈M consists of all endomorphisms of the tangent space TxM .
Endomorphism K : TM → TM will be also called an operator, acting on the tangent
bundle.
A(M) is bundle over M whose fiber Ax(M) over the point x ∈ M consists of au-
tomorphisms Jx of the tangent space TxM , such that: J
2
x = −Ix, where Ix is identity
automorphism of the space TxM . It is supposed, that dimension n of manifold M is even,
n = 2m.
Definition 1.4. An almost complex structure (a.c.s.) on M is the smooth section J of
bundle A(M).
Thus, the almost complex structure onM is a smooth automorphism J : TM −→ TM ,
such that J2 = −I, where I is identity automorphism.
A = Γ(A(M)) is space of all smooth almost complex structures on M . This is the
space of smooth sections of bundle A(M), therefore A is infinite-dimensional smooth ILH-
manifold [1].
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§2. Natural weak Riemannian structures
on space of the Riemannian metrics.
As above, there is a canonicaly weak Riemannian structure on the space M of all
Riemannian metrics on manifold M (1.4). In this paragraph we shall consider a series of
other natural weak Riemannian structures on M and we shall obtain their formulas for
covariant derivative, curvature tensor, sectional curvatures and geodesic.
2.1. A flat structure. Let g0 is fixed Riemannian metric on M. The formula
(a, b)α0 =
∫
M
tr(g−10 ag
−1
0 b)dµ0 + α
∫
M
tr(g−10 a)tr(g
−1
0 b)dµ0, (2.1)
where a, b ∈ S2, α ∈ R is some number and dµ0 = dµ(g0) is the Riemannian volume form,
defines the symmetric form in a vector space S2. It is positive defined for α > − 1n and
nondegenerate for α 6= − 1
n
. Therefore for α > − 1
n
we obtain a flat weak Riemannian
structure on S2.
The covariant derivative d is a usual directional derivative in a vector space S2: if
b = b(g) is vector field onM, dab = ddt
∣∣
t=0
b(g+ ta). The curvature tensor is equal to zero.
Geodesics are: gt = g + ta.
2.2. A conformally flat structure. Consider the following weak Riemannian struc-
ture on M:
〈a, b〉g =
∫
M
tr(g−10 ag
−1
0 b)dµ(g), (2.2)
where a, b ∈ S2, g0 is fixed metric on M. In contrast to the previous case, the volume
form µ(g) depends on g ∈ M. It differs from µ(g0) on smooth positive function: µ(g) =
ρ(g)µ(g0). Function ρ(g) we shall call a denseness of the Riemannian metric g with respect
to g0.
Write weak Riemannian structure (2.2) as
〈a, b〉g =
∫
M
tr(g−10 ag
−1
0 b)ρ(g)dµ(g0), (2.3)
To find a covariant derivative D of metric (2.2) on M it is used usual ”six-term formula”
[29]. As volume form µ(g0) is constant in the integral (2.3) (i.e. does not depend on g ∈M)
and application of six-term formula has no differentiation on x ∈ M , then it is enough to
calculate a covariant derivative Dx, curvature tensor Kx and geodesics for the Riemannian
metric
〈a, b〉g,x = tr(g−10 ag−10 b)(x)ρ(g)(x) (2.4)
on the space Mx of inner products on tangent space TxM at each point x ∈M .
We will use following notation:
A = g−1a, G = g−1g0, A0 = g
−1
0 a, G0 = g
−1
0 g. (2.5)
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Theorem 2.1. Weak Riemannian structure (2.2) on M has the following characteris-
tics:
1) Covariant derivative
Dab = dab+
1
4
(tr(A)b+ tr(B)a)− 1
4
tr(A0B0)g0G,
2) Curvature tensor
K(a, b)c =
= − 1
16
((4tr(AC) + tr(A)tr(C)) b− (4tr(BC)− tr(B)tr(C)) a)− 1
16
tr(A0C0)g0 (4B + tr(B))G+
+
1
16
tr(B0C0)g0 (4A+ tr(A))G+
1
16
tr(G2) (tr(A0C0)b− tr(B0C0)a) .
3) The sectional curvature Kσ in a plane section σ, given by orthonormal vectors a, b ∈
TgM is equal to zero, if a, b are scalar tensors (a = αg, b = βg), and in case, when a, b are
traceless (trA = 0, trB = 0), it is expressed by the formula
Kσ =
∫
M
(
−1
2
tr(AB)tr(A0B0) +
1
4
(
tr(A2)tr(B20) + tr(B
2)tr(A20)
)−
− 1
16
tr(G2)
(
tr(A20)tr(B
2
0)− (tr(A0B0))2
))
dµ(g).
4) Geodesics gt on M are solutions of the following differential equation of the second
order,
d
dt
(
ρ(g)
dg
dt
)
= kg0G,
where k = k(x) is positive function on M , which does not depend on t and is equal to one
eighth length of an initial velocity of geodesics gt(x) on Mx, x ∈ M .
Proof. We will make computations on Mx, x ∈ M . The metric (2.4) on Mx is con-
formally equivalent to the metric 〈a, b〉x = tr(g−10 ag−10 b)(x). Therefore to find a derivative
Dx we can apply usual formula (see for example [29]):
Dab = dab+
1
2
(a(ψ) + b(ψ)a− 〈a, b〉x dψ) , (2.6)
where ψ = ln(ρ(g)), dψ is gradient of function ψ. A curvature tensor is found in the
same way. Directional derivative a(ψ) and gradient dψ of function ψ are simply found: if
gt = g + ta, then from equality µ(gt) = ρ(gt)µ is obtained
a(ρ) =
d
dt
∣∣∣∣
t=0
ρ(gt) =
1
2
tr(g−1a)ρ(g) =
1
2
tr(A)ρ(g).
For ψ = ln(ρ) is obtained,
a(ψ) =
1
2
tr(g−1a) =
1
2
〈
g0g
−1g0, a
〉
x
.
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Therefore
a(ψ) =
1
2
tr(A), dψ =
1
2
g0G, (2.7)
Now expression for a covariant derivative is:
Dab = dab+
1
4
(tr(A)b+ tr(B)a)− 1
4
tr(A0B0)g0G,
To find a curvature tensor Kx of conformally equivalent metric it is needed a Hessian tensor
Hψ(a) = da(dψ) and Hessian hψ(a, b) = 〈da(dψ), b〉0,x. They are easily calculated,
da(dψ) =
d
dt
∣∣∣∣
t=0
(
1
2
g0g
−1
t g0
)
= −1
2
g0g
−1ag−1g0 = −1
2
g0AG,
hψ(a, b) = −1
2
tr
(
g−10 g0g
−1ag−1g0g−10 b
)
= −1
2
tr
(
g−1ag−1b
)
= −1
2
tr(AB).
Put the given expressions in the formula for a curvature tensor of conformally equivalent
metric [29], we obtain a curvature tensor Kx on Mx and, therefore, on M.
Consider the equation of geodesics
Daa = a
′ +
1
2
tr(A)a− 1
2
tr(A20)dψ = 0. (2.8)
If gt is geodesic, then velocity a = g
′
t has a constant length: 〈a, a〉g,x = tr(A20)ρ(g)(x) = c(x).
Let multiply the equation (2.8) on ρ(g),
a′ρ+
1
2
tr(A)aρ− 1
2
tr(A20)ρdψ = 0.
Then
d
dt
(aρ) =
1
2
〈a, a〉g,x dψ = k(x)g0G.
The theorem is proved.
Remark 1. Setting formulas for a covariant derivative, curvature tensor and geodesics
on M give us the same characteristic of Riemannian manifold Mx with the metric
〈a, b〉g,x = tr(g−10 ag−10 b)(x)
√
det gij(x).
Remark 2. For more general Riemannian structure on Mx
〈a, b〉αg,x = tr(g−10 ag−10 b)ρ(g)(x) + αtr(g−10 a)tr(g−10 b)ρ(g)(x)
expressions for a gradient and Hessian are the following:
dψ =
1
2
g0G− α
2(1 + αn)
tr(G)g0,
Hψ(a) = −1
2
g0AG+
α
2(1 + αn)
tr(AG)g0,
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hψ(a, b) = −1
2
tr(AB).
Using these formulas we can easily obtain a covariant derivative and curvature tensor on
M of a weak Riemannian structure
〈a, b〉αg =
∫
M
tr(A0B0)dµ(g) + α
∫
M
tr(A0)tr(B0)dµ(g).
2.3. A homogeneous structure. The inner product in a point g ∈M is defined by
the formula:
(a, b)g =
∫
M
tr(AB)dµ(g0). (2.9)
where a, b ∈ TgM, g0 is fixed metric on M , A = g−1a.
Theorem 2.2. Weak Riemannian structure (2.9) has the following geometric charac-
teristics:
1) Covariant derivative,
∇ab = dab− 1
2
(aB + bA) ,
2) Curvature tensor,
R(a, b)c = −1
4
g [[A,B], C],
3) Sectional curvature Kσ in a plane section σ, given by orthonormal pair a, b ∈ TgM,
Kσ =
1
4
∫
M
tr
(
[A,B]2
)
dµ(g0),
4) Geodesics, going out from a point g ∈M in direction a ∈ TgM look like gt = g etA.
Proof. As the volume form µ(g0) is constant (does not depend from g ∈ M), then com-
putations can be done with integrand expression from (2.9), i.e. on the finite-dimensional
manifold Mx with the metric (a, b)g,x = tr(AB)(x)
Let a, b ∈ S2,x(M). We will think, that they define parallel vector fields on Mx ⊂
S2,x(M), then dab = 0 and [a, b] = dab − dba = 0. For g ∈ Mx we have A = g−1a and
B = g−1b. Let gt = g + tc is curve on Mx, going out in direction c ∈ S2,x(M). Then,
dcA =
d
dt
∣∣∣∣
t=0
A =
d
dt
∣∣∣∣
t=0
g−1a = −g−1cg−1a = −CA.
To find a covariant derivative ∇ab we apply six-term formula
2(∇ab, c) = a(b, c) + b(c, a)− c(b, a) + (c, [a, b]) + (b, [c, a])− (a, [b, c]) =
= da(trBC) + db(trCA)− dc(trBA) = −tr(ABC)− tr(BAC)− tr(BCA)−
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−tr(CBA) + tr(CBA) + tr(BCA) = −tr((AB +BA)C) = −(aB + bA, c)g,x.
Therefore for a constant vector fields a and b on Mx we have:
∇ab = −1
2
(aB + bA) = Γg(a, b).
Calculate a curvature tensor R(a, b)c = ∇a∇bc−∇b∇ac.
∇a∇bc = da(∇bc) + Γg(a,∇bc) = d
dt
∣∣∣∣
t=0
(
−1
2
(bg−1t c+ cgt
−1b)
)
− 1
2
(ag−1∇bc+∇bc A) =
= −1
2
(−bg−1ag−1c− cg−1ag−1b) + 1
4
(a(BC + CB) + (bCA+ cBA)) =
=
1
2
(bAC + cAB) +
1
4
(aBC + aCB + bCA + cBA).
Similarly,
∇b∇ac = 1
2
(aBC + cBA) +
1
4
(bAC + bCA+ aCB + cAB).
From this we obtain,
R(a, b)c = ∇a∇bc−∇b∇ac = −1
4
((aB − bA)C − c(AB − BA)) =
= −1
4
g ((AB −BA)C − C(AB −BA)) = −1
4
g[[A,B], C].
Find geodesics of this metric. Let gt is geodesic and a = g
′
t. Then ∇aa = a′ − aA = 0.
Write the equation a′ − aA = 0 as g−1t a′ − A2 = 0. Then the last equation is equivalent
to the following: A′ = 0, where A = g−1t a. Solution of the last one is a constant operator:
A(t) = A. Then a(t) = gtA, or g
′
t = gtA. Therefore gt = g e
tA.
Corollary. SubmanifoldMµ of metrics g with the same volume form µ and submanifold
Pg of pointwise conformally equivalent to g ∈ M metrics are totally geodesic in M with
respect to weak Riemannian structure (2.9).
Proof. If the initial velocity a of geodesic gt touches a submanifold Mµ, tr A = 0.
Therefore for geodesic gt = ge
tA we have µ(gt) = µ(g) det
1/2(etA) = µ(g), therefore, gt ∈
Mµ. Similarly, if a touches submanifold Pg, then a = αg, where α is function onM . Then
A = αI and etA = etαI.
Remark 1. Just the same results are obtained for more general weak Riemannian
structure
(a, b)g,α =
∫
M
tr(AB)dµ(g0) + α
∫
M
tr(A)tr(B)dµ(g0).
Proof. It is enough to calculate a covariant derivative. On the six-term formula we
have:
2(∇ab, c) = a(b, c)g,α + b(c, a)g,α − c(b, a)g,α =
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= da(tr(BC) + αtr(B)tr(C)) + db(tr(CA)αtr(C)tr(A))− dc(tr(BA)αtr(B)tr(A)) =
= −tr(ABC)− tr(BAC)− αtr(AB)tr(C)− αtr(B)tr(AC)−
−tr(BCA)− tr(CBA)− αtr(BC)tr(A)− αtr(C)tr(BA)+
+tr(CBA) + tr(BCA) + αtr(CB)tr(A) + αtr(B)tr(CA) =
= tr((AB +BA)C)− α(tr(AB +BA)tr(C)) = −(aB + bA, c)g,α.
Sectional curvature
Kσ,α = (R(a, b)b, a)g,α = −1
4
tr([[A,B]B]A)− α
4
tr([[A,B]B])tr(A) =
= −1
4
tr([[A,B]B]A) = −1
4
tr([A,B][B,A]) =
1
4
tr([A,B]2).
Remark 2. Weak Riemannian structure (2.9) is most convenient for study of the
manifold M. It has simple formulas for a covariant derivative, curvature and geodesics,
the submanifolds Mµ and Pg are totally geodesic in M. But the structure (2.9) is non-
invariant with respect to action of group of diffeomorphisms D(M).
2.4. General canonical structure. We shall consider a weak Riemannian structure,
which is more general, than canonical,
(a, b)αg =
∫
M
tr(AB)dµ(g) + α
∫
M
tr(A)tr(B)dµ(g). (2.10)
If α 6= −1, then given structure is called as Devitt metric, it arises at Hamilton descrip-
tion of a general relativity theory [48].
Theorem 2.3. Weak Riemannian structure (2.10) has the following geometric charac-
teristics:
1) Covariant derivative
∇αa b = dab−
1
2
(aB + bA) +
1
4
(tr(A)b+ tr(B)a)− 1
4(1 + αn)
(tr(AB) + αtr(A)tr(B)) g,
2) Curvature tensor,
Rα(a, b)c = −1
4
g[[A,B], C]− 1
16
tr(C) (tr(A)b− tr(B)a)+
+
n
16(1 + αn)
(
(a, c)αxb
T − (b, c)αxaT
)
,
where (a, c)αx = tr(AC) + αtr(A)tr(C), b
T = b− 1
n
tr(B)g is a traceless part of a tensor b,
3) Sectional curvature Rασ in a plane section σ, given by orthonormal pair a, b ∈ TgM:
Kασ =
1
4
∫
M
tr([A,B])2dµ(g)− n
16(1 + αn)
∫
M
(
(a, a)αx(b, b)
α
x − ((a, b)αx)2
)
dµ(g)+
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+
1
16
∫
M
(
tr(A2)tr2(B) + tr(B2)tr2(A)− 2tr(A)tr(B)tr(AB)) dµ(g);
4) The geodesics in M = Vol(M) ×Mµ with initial position (µ, g) and initial velocity
(β, b) ∈ Γ(ΛnM)× ST2 is
gt =
(
q(t)2 + r2t2
)2/n
g exp
(
1
r
arctan
(
rt
q
)
B
)
,
where B = g−1b, exp is exponential mapping, q(t) = 1 + 1
2
β
µ
t, r = 1
4
√
ntr(B2). If r = 0,
replace the exponential term by 1.
Proof. Write weak Riemannian structure (2.10) as
(a, b)αg =
∫
M
(tr(AB) + αtr(A)tr(B)) ρ(g)dµ(g0).
Integrand expression defines Riemannian metric on Mx, which is conformally equivalent
to metric (a, b)αx = tr(AB) + αtr(A)tr(B), considered in item 2.3. Therefore covariant
derivative and a curvature tensor are easily obtained from a covariant derivative ∇ and a
curvature tensor R with using of equalities:
ψ = ln ρ(g), dψ =
1
2(1 + αn)
g, Hψ(a) = 0.
Set view of geodesics. Suppouse, that gt is geodesic and a(t) =
d
dt
gt. Then from the
equation ∇αaa = 0 we obtain,
a′ = aA+
1
2
tr(A)a− 1
4(1 + αn)
(
tr(A2)− αtr2(A)) g = 0.
It is easy to see, that for A(t) = g−1t a the derivative A
′ is found from the formula A′ =
g−1t (a
′ − aA). Therefore equation of geodesics is written as:
A′ +
1
2
tr(A)A− 1
4(1 + αn)
(
tr(A2)− αtr2(A)) = 0.
Enter the following value: f = tr(A), E = A− f
n
I, v = tr(E2), where I is identity operator.
Then A = E + f
n
I and tr(A2) = v + f
2
n
. Substituting it in the equation of geodesics, we
obtain the pair of the equations,
f ′ +
1
4
f 2 − 1
4(1 + αn)
v = 0,
E ′ +
1
2
fE = 0.
Now use decomposition of space M in direct product M = V ol(M) × Mµ. Then gt
is represented as a pair gt = (µt, ht). Let µt = ρ(t)µ. We have gt = ρ
2/n(t)ht and
16
a(t) = 2
n
ρ′
ρ
gt + gth
−1
t h
′
t. Therefore A(t) =
2
n
ρ′
ρ
I + h−1t h
′
t. It follows that f = 2
ρ′
ρ
and
E = h−1t h
′
t. Let u =
ρ′
ρ
, then previous sistem of equations rewrited as:
u′ +
1
2
u2 − 1
8(1 + αn)
v = 0, E ′ = −uE.
As v′ = (tr(E2))′ = 2tr(EE ′) = 2tr(−uE2) = −2uv, then by differentiation of the first
equation, we obtain, u′′ + uu′ = − Uv
4(1+αn)
= −2u(u′ + 1
2
u2), i.e.,
u′′ + 3uu′ + u3 = 0.
This equation, and the second one E ′ = −uE, have coincided with the similar equations
in work [24] for a determination of the geodesics of canonical metric. Therefore geodesics
gt of our Riemannian structure (a, b)
α
g coincide with geodesics of canonical Riemannian
structure on M, found in work [24].
2.5. Non-Riemannian connection. In this section we consider connection on M,
which takes an intermediate position between Riemannian connection ∇ of the section 2.3
and canonical connection ∇0. It is defined by the following covariant derivative:
∇ab = dab− 1
2
(aB + bA) +
1
8
(tr(A)b+ tr(B)a) .
It is easy to see, that the bilinear form
Q(a, b) =
∫
M
tr(A)tr(B)dµ(g)
is invariant with respect to ∇: AQ(b, c) = Q(∇ab, c) +Q(b,∇ac).
Theorem 2.4. 1) Curvature tensor of connection ∇ expressed by the formula
R(a, b)c = −1
4
g[[A,B], C]− 1
64
(tr(A)b− tr(B)a) tr(C).
2) Geodesics onM, going out from a point g ∈M in direction A0 = 4βn I+B, tr(B) = 0
look like:
gt =
{
(βt+ 1)4/ng exp( 1
β
ln(βt+ 1)B), β 6= 0
g exp(Bt), β = 0
.
Proof. Curvature tensor is calculated immediately. Consider the equation of geodesics
∇aa = a′−aA+ 14tr(A)a = 0. Applying an operator A(t) = g−1t a(t), we reduce it to a view
A′ +
1
4
tr(A)A = 0.
Let f = tr(A) and A = f
n
I + E is decomposition A on a scalar and traceless parts. The
equation for A falls to two ones:
f ′ +
1
4
f 2 = 0, E ′ +
1
4
fE = 0.
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Solution of the first equation, with the initial condition f(0) = β, is found immediately:
f = 4β(βt+4)−1. Before to decide the second equation, we decompose gt on two components
according to the decomposition M = V ol(M) ×Mµ. Then gt = (µt, ht). Let µt = ρ(t)µ.
We have gt = ρ
2/n(t)ht and a(t) =
2
n
ρ′
ρ
gt + gth
−1
t h
′
t. Therefore A(t) =
2
n
ρ′
ρ
I + h−1t h
′
t.
Consequently f = 2ρ
′
ρ
and E = h−1t h
′
t. From the first equation, taking into account the
initial condition ρ(0) = 1, we find: ρ = 1
16
(βt + 4)2. Solution of the second equation
E ′+ 1
4
fE = 0 is easily found now: E(t) = E(0)√
ρ
= 4B
βt+4
. Let g0 is initial point of geodesic gt.
It is easy to see, that E(t) = h−1t h
′
t =
(
ln(g−10 ht)
)′
. From the equation
(
ln(g−10 ht)
)′
= 4B
βt+4
is obtained ln(g−10 ht) =
4 ln(βt+4)B
β
+ c. Since when t = 0 it is fulfilled h0 = g0, c = −4 ln 4β B.
Therefore
g−10 ht = e
c exp
(
4 ln(βt+ 4)
β
B
)
= exp
(
4
β
ln
(
βt+ 4)
4
)
B
)
, β 6= 0,
g−10 ht = exp(Bt), β = 0.
As gt = ρ
2/n(t)ht, from the last expression, after replacement β on 4β, we just obtain the
view of geodesic gt, which is pointed in the theorem.
Remark. We have considered basic cases of natural weak Riemannian structures onM.
Other variants also can be studied, it is possible to find corresponding covariant derivatives
and curvature tensor. For example, if
(a, b)g =
∫
M
tr(A0B0)dµ(g0) + α
∫
M
tr(A)tr(B)Dµ(g),
then the covariant derivative has view:
∇ab = dab− 1
2
(aB + bA)− α
1 + αρtr(G2)
(
tr(AB)− 1
4
tr(A)tr(B)
)
g0g
−1g0,
where the function ρ is found from a condition µ(g) = ρ(g)µ(g0). The remaining charac-
teristics are found similarly.
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§3. The space of associated Riemannian metrics on
a symplectic manifold.
In this paragraph we shall suppose, that manifold M is symplectic. It means, that on
M the closed nondegenerate 2-form ω of class C∞ is given. The manifold M has an even
dimension, dimM = 2n.
3.1. The spaces of associated metrics and almost complex structures. On a
symplectic manifold it is natural to consider the metrics, which are compatible with the
symplectic form ω. It seams, that such metrics are well connected with almost complex
structures (further a.c.s.) on M .
If the a.c.s. J is given on M , then it is always convenient to have also the Riemannian
metric g. It is natural to demand from g to be Hermitian with respect to J : g(JX, JY ) =
g(X, Y ). As known [33], there exists Hermitian metric g, for every a.c.s. J , but it is not
unique.
The task is to connect only one Hermitian metric with every a.c.s. J . In case of
Riemannian surfaces the complex structure defines a class of the conformally equivalent
metrics, the choice of metric in this class is defined by the demand of a constancy of
curvature. If n > 1 then the almost complex structure J does not define a class of the
conformally equivalent metrics. However there is means of unique choise of Hermitian
metric g on a symplectic manifold. Let’s give the necessary definitions.
Definition 3.1. An almost complex structure on a manifold M is the endomorphism of
a tangent bundle J : TM → TM , such that: J2 = −I, where I is identity automorphism.
Definition 3.2. An almost complex structure J on M is called positive associated with
the symplectic form ω, if for any vector fields X, Y on M the following conditions are hold:
1) ω(JX, JY ) = ω(X, Y ),
2) ω(X, JX) > 0, if X 6= 0.
Definition 3.3.Each positive associated a.c.s. J defines the Riemannian metric g on
M by equality
g(X, Y ) = ω(X, JY ), (3.1)
which is also called associated.
The associated metric g has the following properties:
1) g(JX, JY ) = g(X, Y ),
2) g(JX, Y ) = ω(X, Y ).
Remark. Sometimes positive associated almost complex structure J is called calibrat-
ing 2-form ω (an exterior 2-form ω on X is called J-calibrated if ω(JX, JY ) = ω(X, Y )
and ω(X, JX) > 0 for X 6= 0 [30]).
Almost complex structure J , satisfying to the condition of positiveness
ω(X, JX) > 0, if X 6= 0 is also called tamed to form ω (we say that an exterior 2 -form ω
on M tames an almost-complex structure J if ω(X, JX) > 0 for X 6= 0 [30]).
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Our terminology is offered by D.Blair [8], [12] and it seems more natural. It also
corresponds to the terminology used in case of contact manifolds.
Let A is the space of all smooth almost complex structures on M . It is the space of
smooth sections of the bundle A(M) over M , fiber of which is Ax(M) over the point x ∈M
consists of automorphisms Jx of tangent space TxM , such that: J
2
x = −Ix, where Ix is
identity automorphism of space TxM . As the space A = Γ(A(M)) is spase of sections it is
infinite-dimensional, smooth ILH-manifold [1].
In this paragraph we shall also consider the following spaces:
Aω is the space of all smooth positive associated almost complex structures on a sym-
plectic manifold M2n, ω;
AM is the space of all smooth associated metrics on a symplectic manifold M2n, ω.
It is clear, that AM is the space of all smooth almost Ka¨hlerian metrics on a symplectic
manifold, which fundamental form coinciding with ω.
These spaces Aω and AM are spaces of smooth sections of corresponding bundles over
M . Therefore [1] they are infinite-dimensional, smooth ILH-manifolds. The corresponding
series of smooth Hilbert manifolds form spaces Asω and AMs of positive associated almost
complex structures and, respectively, associated metrics of Sobolev class Hs, s > n+1. In
this paragraph we shall not use the spaces Asω and AMs, we only remark, that for these
spaces are fulfilled all facts, which are obtained for spaces Aω and AM.
Let J ∈ A is an almost complex structure on M . Find tangent space TJA. For this
purpose there is enough to differentiate the condition J2 = −1. Let Jt is differentiable
set of almost complex structures and K = d
dt
∣∣
t=0
Jt tangent element to the curve Jt on A.
Differentiating a condition J2t = −1, we obtain,
JK +KJ = 0.
Let EndJ(TM) is the space of smooth endomorphisms K : TM → TM , anticommutating
with J . Thus,
TJA = EndJ(TM).
Now we find a tangent space TJAω to a manifold of positive associated almost complex
structures. Let J ∈ Aω is positive associated a.c.s. And g is its associated metric on M .
It is enough to differentiate two conditions:
J2t = −1, ω(JtX, JtY ) = ω(X, Y ).
Let P = d
dt
∣∣
t=0
Jt is tangent element to a curve Jt on Aω. Differentiating the written out
conditions, we obtain
JP + PJ = 0, ω(PX, JY ) + ω(JX, PY ) = 0.
The second condition is written more convenient via the associated metric:
g(PX, Y )− g(X,PY ) = 0
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This is condition of symmetry of an endomorphism P .
Thus, the tangent space TJAω consists of symmetrical endomorphisms P , anticommu-
tating with J
TJAω = {P ∈ End(TM); PJ = −JP, g(PX, Y ) = g(X,PY )}.
Let EndSJ(TM) is the space of smooth symmetrical endomorphisms P : TM → TM ,
anticommutating with J . We obtain, that
TJAω = EndSJ(TM).
Similarly one can show, that the tangent space TgAM to manifold AM at a point g
consists of the anti-Hermitian symmetric 2-forms on M ,
TgAM = {h ∈ S2; h(JX, JY ) = −h(X, Y ), ∀X, Y ∈ Γ(TM)}.
The condition to be anti-Hermitian is hikJ
k
j = hkjJ
k
i in local coordinates. From property
of h to be anti-Hermitian we obtain, in particular, that trh = 0.
Denote spaces of anti-Hermitian and Hermitian symmetric 2-forms on M as S2A and
S2H respectively. The natural(pointwise) decomposition takes place
S2 = S2A ⊕ S2H , (3.2)
h(X, Y ) =
1
2
(h(X, Y )− h(JX, JY )) + 1
2
((h(X, Y ) + h(JX, JY )) ,
It is orthogonal with respect to inner product (1.4) in S2. Then,
TgAM = S2A.
The correspondence between positive associated almost complex structures and associ-
ated metrics is defined by the diffeomorphism
G : Aω −→ AM,
J −→ G(J) = g, g(X, Y ) = ω(X, JY ). (3.3)
In coordinates, gij = (G(J))ij = ωikJ
k
j .
Inverse diffeomorphism:
J : AMs −→ Asω,
g −→ J, J ij = ωikgkj.
Differentiating the relation gt(X, Y ) = ω(X, JtY ), we find the differential of the diffeo-
morphism G:
dG : TJAω −→ TgAM, P −→ h = ωP,
h(X, Y ) = ω(X,PY ) = g(X,PJY ). (3.4)
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There is also the following relation
h(JX, Y ) = h(X, JY ) = −g(X,PY ). (3.5)
3.2. A parametrization of the spaces Aω and AM. As it already was marked,
the spaces A, Aω and AM are smooth ILH-manifolds. Therefore one can enter local maps
on them by the usual way [1]. We shall show, that these spaces allow a more natural
parametrization via Cayley transformation.
Let J0 is some fixed almost complex structure. As above, the tangent space TJ0A
consists of endomorphisms K : TM → TM , anticommutating with a.c.s. J0, KJ0 = −J0K.
Therefore, for exponential mapping eK we have J0e
K = e−KJ0. It just follows from here,
that
J = J0e
K
is an almost complex structure. The last relation gives a parametrization of the space A
in a neighbourhood of the element J0 by endomorphisms K, anticommutating with J0:
E : EndJ0(TM) −→ A, K 7→ J = J0eK .
Sometimes in the theory of matrices instead of a transcendental dependence w = eiz the
rational one: w = 1+iz
1−iz , z = i
1−w
1+w
is used. Apply this transformation to an operator K,
possessing a property KJ0 = −J0K, we obtain:
J = J0(1 +K)(1−K)−1.
It is easy to see, that
J0(1 +K)(1−K)−1 = (1−K)(1 +K)−1J0.
Therefore, J is an almost complex structure. At the definition of such almost complex
structure the nondegeneracy of an operator 1 − K was assumed. It is enough for this
purpose, that at each point x ∈ M the operator K(x) does not have eigenvalues equal to
unit. It is clear, that the set of such endomorphisms is an open set in the space EndJ0(TM)
of all endomorphisms K : TM → TM , anticommutating with J0. Denote this set as V(J0),
V(J0) = {K ∈ End(TM); KJ0 = −J0K, 1−K is converted}.
Proposition 3.1. Relations
J = J0(1 +K)(1−K)−1, (3.6)
K = (1− JJ0)−1(1 + JJ0), (3.7)
state the one-to-one correspondence between the set of endomorphisms K : TM → TM ,
anticommutating with a.c.s. J0, such that 1−K is converted and the set of almost complex
structures J on M , for which an endomorphism 1− JJ0 is converted.
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Proof. Let 1 − K is converted. Then for a.c.s. J = J0(1 + K)(1 − K)−1 we have
JJ0 = J0(1 +K)(1−K)−1J0,
1− JJ0 = −J0J0 − J0(1 +K)(1−K)−1J0 = −J0(1−K + (1 +K))(1−K)−1J0 =
= −2J0(1−K)−1J0
is converted operator.
Conversely, suppose, that 1−JJ0 is converted, then it follows from 1−JJ0 = −J(J+J0),
that the operator J + J0 is converted. From the relation (3.6), we obtain
J − J0 = (J + J0)K, J(1 + JJ0) = J(1− JJ0)K, K = (1− JJ0)−1(1 + JJ0).
Moreover
K = (J + J0)
−1(J − J0).
Then 1 −K = 1 + (J + J0)−1 (J − J0) = (J + J0)−1 (J + J0 + J − J0) = (J + J0)−1 2J is
converted operator.
Remark. The algebraic more understandable relation follows from the relation (3.6)
J = (1−K)J0(1−K)−1, (3.8)
The set
U(J0) = {J ∈ A; 1− JJ0 isisomorphismTM}
is an open set in the space A. Therefore map
Φ : U(J0) −→ V(J0), J 7→ K,
K = (1− JJ0)−1(1 + JJ0), (3.9)
gives local coordinates in a neighbourhood of the element J0. If K = Φ(J), it is obvious
that
J = J0(1 +K)(1−K)−1.
The ”change-of-coordinates formulas” are easily obtained from (3.9). If J ∈ U(J0) ∩
U(J1) and K = (1− JJ0)−1(1 + JJ0), P = (1− JJ1)−1(1 + JJ1), then
P = (1− (1−K)(1 +K)−1J0J1)−1(1 + (1−K)(1 +K)−1J0J1). (3.10)
Parametrize the spaceAω of positive associated almost complex structures. The element
J ∈ Aω has two properties:
1) ω(JX, JY ) = ω(X, Y ),
2) ω(X, JX) > 0, if X 6= 0.
23
It was shown earlier, that the first property insures symmetry of the tangent element
K ∈ TJAω. The second property of a positiveness marks out an open set in the space A of
all almost complex structures. Enter notation for this set:
U = {J ∈ A; ω(X, JX) > 0, if X 6= 0}.
Further, the simple analysis shows, that if J and J0 are positive almost complex structures,
they are close, in the sense that the both belong to coordinate neighbourhood U(J0) =
{J ∈ A; 1− JJ0 is isomorphism TM} entered above.
Proposition 3.2. Let J0 is positive associated almost complex structure. An almost
complex structure J is positive if and only if the following operators are positive
−J0J, JTJ0, −JJ0, J0JT ,
where the transposition is taken with respect to the metric g0, associated with J0.
Proof. For associated a.c.s. J0 we have g0(J0X, J0Y ) = g0(X, Y ) and g0(X, J0Y ) =
−ω(X, Y ). Let J ∈ U is positive a.c.s. Then the operator S = −J0J is positive if and only
if J is positive: g0(X,SX) = −g0(X, J0JX) = ω(X, JX) > 0. For an operator −JJ0 we
represent an arbitrary vector X as X = J0Y , then g0(X,−JJ0X) = −g0(J0Y, JJ0J0Y ) =
g0(J0Y, JY ) = ω(Y, JY ) > 0. The transposed operators J
TJ0, J0J
T are also positive.
Corollary 1. Let J0 is positive associated almost complex structure. An almost complex
structure J is positive iff it can be presented as
J = J0S,
where the operator S is positive with respect to the metric g0, associated with J0.
Corollary 2. Let J0 is positive associated almost complex structure. If J is any other
positive a.c.s., then the operator 1− JJ0 is converted.
Corollary 3. Positive almost complex structure J can be represented as J = J0(1 +
K)(1 −K)−1, where an operator (1 + K)(1 −K)−1 is positive defined with respect to the
metric g0, associated with J0.
Proof. Operator 1 − JJ0 is converted because it is a sum of two positive operators:
identity 1 and −JJ0. As 1 − JJ0 is converted, the almost complex structure J can be
represented as J = J0(1 + K)(1 − K)−1, where the operator S = (1 + K)(1 − K)−1 is
positively defined with respect to the metric g0, associated with J0.
The elements of the space Aω are characterized as follows.
Proposition 3.3. Let J0 is positive associated almost complex structure and g0 is
corresponding to J0 associated metric. The almost complex structure J is positive associated
iff it is represented as J = J0(1 + P )(1− P )−1, where the endomorphism P : TM → TM
has properties:
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1) PJ0 = −J0P ,
2) P is symmetric with respect to g0,
3) 1− P 2 is positive with respect to g0.
Proof. Let J ∈ Aω. It is easily checked, that the operator S = −J0J is symmetric
with respect to g0:
g0(X,−J0JY ) = ω(X, JY ) = −ω(JX, Y ) = ω(JX, J0J0Y ) = g0(JX, J0Y ) = g0(−J0JX, Y ).
Therefore, P = −(1 + S)−1(1 − S) is also symmetric with respect to g0. Moreover, the
operator S is positive, we shall express S through P , S = (1+P )(1−P )−1 = (1−P 2)((1−
P )−1)2. Then 1− P 2 = S(1− P )2 > 0.
Conversely, let operator P is symmetric with respect to g0, and 1−P 2 is positive. Then
1− P is converted and the operator S = (1+ P )(1− P )−1 is symmetric. As PJ0 = −J0P ,
it is easy to see, that J = J0S is a.c.s. and
ω(JX, Y ) = ω(J0SX, Y ) = −ω(SX, J0Y ) = −g0(SX, Y ) = −g0(X,SY ) =
= g0(J0J0X,SY ) = −g0(J0X, J0SY ) = ω(X,−J0SY ) = −ω(X, JY ).
It follows from here, that ω(JX, JY ) = ω(X, Y ). The second property, ω(X, JX) > 0,
follows from a positiveness of 1− P 2. In fact, S = (1− P 2)((1− P )−1)2 > 0, therefore
ω(X, JX) = ω(X, J0SX) = g0(X,SX) > 0, if X 6= 0.
Remark. If J = J0(1 + P )(1 − P )−1 is positive associated a.c.s. and g is associated
metric, corresponding to it, then J0 = J(1− P )(1 + P )−1 and it is easily checked, that the
endomorphism P has properties:
1) J P = −P J ,
2) P is symmetric with respect to g,
3) 1− P 2 is positive with respect to g.
Recall, that the tangent space TJAω at a point J0 coincides with the space EndSJ0(TM)
of smooth symmetrical endomorphisms P : TM → TM , anticommutating with J0. The
condition of positiveness 1−P 2 > 0 marks out an open set in this space. Denote it as PJ0 :
PJ0 = {P ∈ EndSJ0(TM) : 1− P 2 > 0}.
It follows from the proposition 3.3 that map
Ψ : PJ0 −→ Aω, P 7→ J = J0(1 + P )(1− P )−1 (3.11)
gives a global parametrization of the space Aω of positive associated almost complex struc-
tures.
Proposition 3.4. Relation J = J0e
P defines the one-to-one correspondence between
the space EndSJ0(TM) of symmetrical endomorphisms P : TM → TM , anticommutating
with J0 and the space Aω of positive associated almost complex structures.
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Proof. As P anticommutates with J0, J = J0e
P is a.c.s. It follows from symmetry
of P , that eP is symmetrical and positive, therefore J = J0e
P is the positive associated
almost complex structure. Conversely, if J ∈ Aω, J = J0(1+P )(1−P )−1 and the operator
(1 + P )(1− P )−1 is positive and symmetrical. Therefore the logarithm is uniqe defined to
it: a symmetrical operator Q, such that eQ = J0(1 + P )(1− P )−1.
It follows from a proposition 3.4, that one more parametrization of space Aω is given
by map
ES : EndSJ0(TM) −→ Aω, P 7→ J = J0eP . (3.12)
Consider the matter of difference of the positive associated almost complex structures.
Let J0 is some positive associated almost complex structure, and g0 is corresponding
metric. The space A of all almost complex structures is parametrized by endomorphisms
K : TM → TM , anticommutating with J0. As JT0 = −J0, it follows from equality
KJ0 = −J0K, that
J0K
T = −KTJ0.
Therefore operator K is decomposed in a sum K = P + L of symmetrical K and skew-
symmetric L endomorphisms, each of which also anticommutates with J0,
EndJ0(TM) = EndSJ0(TM)⊕ EndAJ0(TM).
At an exponential parametrization of space A
E : EndJ0(TM) −→ A, K 7→ J = J0eK ,
the subspace EndSJ0(TM) of symmetrical endomorphisms parametrizes associated almost
complex structures, and subspace EndAJ0(TM) of antisymmetric endomorphisms is used
for a parametrization of the other, which are not associated almost complex structures.
Thus, the submanifold, which is transverse to Aω is parametrized by map
EA : EndAJ0(TM) −→ A, L 7→ J = J0eL.
As the endomorphism L is skew-symmetric, then eL is orthogonal transformation,
anticommutating with J0.
Therefore, the submanifold, which is transverse toAω in a neighbourhood of the element
J0 forms an orthogonal almost complex structures J of the view J = J0O, where O is
orthogonal transformation, anticommutating with J0.
Finaly, give a parametrization of the space of the associated metrics. As we know,
there is a natural diffeomorphism between positive associated almost complex structures
and associated metrics:
G : Aω −→ AM,
J −→ G(J) = g, g(X, Y ) = ω(X, JY ).
As J = J0(1 + P )(1− P )−1,
g(X, Y ) = ω(X, JY ) = ω(X, J0(1 + P )(1− P )−1Y ) =
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= g0(X, (1 + P )(1− P )−1Y ).
We obtain a global parametrization of the space AM of the associated metrics:
ΨAM : PJ0 −→ AM, P → g = g0(1 + P )(1− P )−1, (3.13)
g(X, Y ) = g0(X, (1 + P )(1− P )−1Y ).
Other parametrization of the space AM is given by map
EAM : EndSJ0(TM) −→ AM, P 7→ g = g0eP , (3.14)
g(X, Y ) = g0(X, e
PY ).
Find an expression of differential of the mapping ΨAM . As PJ0 is domain in the space
EndSJ0(TM), then TPPJ0 = EndSJ0(TM). Therefore, differential d ΨAM at a point P is
mapping of the following spaces:
dΨAM : EndSJ0(TM) −→ TgAM.
For the fixed element P ∈ PJ0 and any symmetric operator A, anticommutating with
J0, we consider the line Pt = P + tA on domain PJ0 . Then
gt = g0(1 + Pt)(1− Pt)−1, Jt = J0(1 + Pt)(1− Pt)−1.
Let hA =
d
dt
∣∣
t=0
gt and KA =
d
dt
∣∣
t=0
Jt. To find these values the following obvious equality
is used:
d
dt
∣∣∣∣
t=0
(1− Pt)−1 = (1− P )−1A(1− P )−1.
Then
dΨAM(P ; A) = hA = g0
(
A(1− P )−1 + (1 + P )(1− P )−1A(1− P )−1) . (3.15)
The expression obtained above can be transformed by three means.
1) We take into account, that g = g0(1 + P )(1− P )−1, then
hA = g0 A(1− P )−1 + g A(1− P )−1. (3.16)
2) Transform (3.15) as follows:
g0
(
A(1− P )−1 + (1 + P )(1− P )−1A(1− P )−1) = g0 (1 + (1 + P )(1− P )−1)A(1−P )−1 =
= g0 (1− P + 1 + P ) (1− P )−1A(1− P )−1 = 2g0(1− P )−1A(1− P )−1.
Then
hA = 2g0(1− P )−1A(1− P )−1. (3.17)
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3) Instead of g0 it is more convenient to have g,
g0
(
A(1− P )−1 + (1 + P )(1− P )−1A(1− P )−1) = g0 (1 + (1 + P )(1− P )−1)A(1−P )−1 =
= g0(1 + P )(1− P )−1
(
(1− P )(1 + P )−1 + 1)A(1− P )−1 =
= g0(1 + P )(1− P )−1 (1− P + 1 + P ) (1 + P )−1A(1− P )−1 =
= 2g(1 + P )−1A(1− P )−1.
Thus,
hA = 2g(1 + P )
−1A(1− P )−1. (3.18)
Write an operator (1 + P )−1 as (1− P )(1− P )−1(1 + P )−1 = (1− P )(1− P 2)−1, then
hA = 2g(1− P )(1− P 2)−1A(1− P )−1. (3.19)
We shall accept the last formula as the basic expression of differential
dΨAM : EndSJ0(TM) −→ TgAM,
d ΨAM(A) = hA = 2g(1− P )(1− P 2)−1A(1− P )−1.
It is easily found the inverse mapping:
dΨ−1AM(h) = A =
1
2
(1− P )−1(1− P 2)g−1h(1− P ). (3.20)
In a case of an almost complex structure Jt = J0(1+Pt)(1−Pt)−1 is similarly obtained
for an operator KA =
d
dt
∣∣
t=0
Jt:
KA = J0 A(1− P )−1 + J A(1− P )−1, (3.21)
KA = 2J0(1− P )−1A(1− P )−1, (3.22)
KA = 2J(1 + P )
−1A(1− P )−1, (3.23)
KA = 2J(1− P )(1− P 2)−1A(1− P )−1. (3.24)
3.3. A complex structure of the space AM. The space AM has a natural almost
complex structure, which is constructed as follows.
The tangent space TgAM at g ∈ AM consists of all symmetric J-anti-Hermitian 2-
forms h on M , where J is almost complex structure corresponding to the metric g. As the
form h is anti-Hermitian, i.e. h(JX, JY ) = −h(X, Y ), the 2-form hJ , defined by equality
(hJ)(X, Y ) = h(X, JY ), is also symmetric and anti-Hermitian. Therefore on each tangent
space TgAM the operator acts
Jg : TgAM −→ TgAM, Jg(h) = hJ. (3.25)
It is obvious, that J2g = −1. Therefore, on the manifold AM the almost complex structure
J is defined.
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On the other hand, the model space EndSJ0(TM) of a global parametrization
ΨAM : PJ0 −→ AM, P → g = g0(1 + P )(1− P )−1,
has a complex structure:
EndSJ0(TM) −→ EndSJ0(TM), A 7→ AJ0. (3.26)
Therefore one can think, that the space AM is infinite-dimensional complex manifold.
Theorem 3.1. The almost complex structure J on the manifold AM is integrable. The
corresponding complex structure also coincides with a complex structure on AM, obtained
by a parametrization ΨAM : PJ0 −→ AM.
Proof. dΨAM(A) = hA = 2g(1− P )(1− P 2)−1A(1− P )−1,
A 7→ hA 7→ hAJ = 2g(1− P )(1− P 2)−1A(1− P )−1(1− P )J0(1− P )−1 =
= 2g(1− P )(1− P 2)−1AJ0(1− P )−1 7→ AJ0.
Remark, that the weak Riemannian structure on AM is Hermitian with respect to the
complex structure J. Indeed, if a, b ∈ TgAM are arbitrary tangent elements, then operators
corresponding to them, A = g−1a, B = g−1b anticommutate with J and we obtain
(J(a),J(b))g = (aJ, bJ)g =
∫
M
tr(AJBJ)dµ =
∫
M
tr(AB)dµ = (a, b)g .
Define the fundamental form of the Hermitian weak Riemannian structure (a, b)g on
AM,
Ωg (a, b) = (aJ, b)g =
∫
M
tr(AJB)dµ. (3.27)
It is obvious, that it is the nondegenerate skew-symmetric 2-form on AM.
Theorem 3.2. The fundamental form Ωg of the Hermitian weak Riemannian structure
(a, b)g on AM is closed.
Proof. Show, that the exterior differential of the form Ωg is equal to zero at an arbitrary
point g0 ∈ AM, dΩg0 = 0. For this purpose we use coordinates on AM with origin at a
point g0: g = g0(1+P )(1−P )−1. The value of an operator P = 0 corresponds to the point
g0. Therefore it is enough to show, that dΩP = 0 at P = 0. We use the standard formula
for an external product:
dΩ(A0, A1, A2) = A0Ω(A1, A2)− A1Ω(A0, A2) + A2Ω(A0, A1)−
−Ω([A0, A1], A2) + Ω([A0, A2], A1) + Ω([A1, A2], A0).
Let A0, A1, A2 are constant vector fields of operators on the space EndSJ0(TM). Then all
Lie brackets are equal to zero. Let’s show, that the other addends AiΩ(Aj , Ak) are equal
to zero too.
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The field hA on AM corresponds to operator A ∈ EndSJ0(TM) under the following
formula:
A 7→ hA = 2g(1 + P )−1A(1− P )−1.
Then J(hA) = hAJ0. Therefore
g−1J(hA) = g
−1hAJ0 = 2(1 + P )
−1AJ0(1− P )−1 = HAJ0.
We obtain an expression of Ω in the coordinate map:
ΩP (A,B) = Ωg(hA, hB) = (hAJ, hB)g = (hAJ0, hB)g =
= 4
∫
M
tr(HAJ0HB)dµ = 4
∫
M
tr
(
(1 + P )−1AJ0(1− P )−1(1 + P )−1B(1− P )−1
)
dµ =
= 4
∫
M
tr
(
(1− P 2)−1AJ0(1− P 2)−1B
)
dµ.
Let in this formula A = A1, B = A2 are constant operators (i.e. do not depend on P ).
On a linear property of an integral and trace, it is enough to differentiate the expression
(1−P 2)−1A1J0(1−P 2)−1A2 on P to find derivative A0Ω(A1, A2). One can think, that Pt =
tA0. As
d
dt
∣∣
t=0
(1−P 2t )−1 = ddt
∣∣
t=0
(1− t2A20)−1 = 0, A0Ω(A1, A2) = ddt
∣∣
t=0
ΩPt(A1, A2) = 0.
The theorem is proved.
Corollary.Manifold AM is Ka¨hler.
3.4. Local expressions. The Beltrami equation. Let J0 is positive associated
almost complex structure and g0 is corresponding associated metric. The almost complex
structure J0 defines decomposition of the complexification TM
C of the tangent bundle TM ,
TMC = T 10(J0)⊕ T 01(J0),
on subbundles T 10(J0) and T
01(J0), on which the complexified operator J0 acts as multi-
plication on i and −i respectively.
Let ∂1, . . . , ∂n is local basis of sections of the bundle T
10(J0), dz
1, . . . , dzn is dual basis
of the bundle T ∗10(J0) and ∂1, . . . , ∂n is complex conjugate basis of sections of the bundle
T 01(J0), dz
1, . . . , dzn is dual basis of T ∗01(J0).
As g0 is J0-Hermitian metric, it follows, that
gαβ = g0(∂α, ∂β) = 0, gαβ = g0(∂α, ∂β) = 0, α, β = 1, . . . , n.
Let
gαβ = g0(∂α, ∂β), gαβ = g0(∂α, ∂β), α, β = 1, . . . , n.
These coefficients have properties
gαβ = gβα, gαβ = gβα,
which are implied from symmetry and hermiticity of the metric g0.
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The metric g0 is expressed as follows:
g0 = 2gαβ dz
αdzβ.
Let now J is another positive associated almost complex structure. Then J = J0(1 +
P )(1−P )−1, where P : TM → TM is a symmetric endomorphism, anticommutating with
J0, satisfying to the condition of positiveness 1− P 2 > 0.
As
J0(P (∂α)) = −PJ0(∂α) = −P (i∂α) = −iP (∂α),
that P (∂α) is a local section of the bundle T
01(J0), therefore
P (∂α) = P
β
α ∂β, α, β = 1, . . . , n (3.28)
where P βα is matrix of complex-valued functions. Thus, the operator P in the complex basis
is locally given by a matrix of view:
P =
(
0 P βα
P βα 0
)
, P βα = P
β
α . (3.29)
The condition of symmetry of an operator P is expressed by the relation:
Pαβ = Pβα, where Pαβ = gαγ P
γ
β . (3.30)
Invariant form of an operator P :
P = P βα ∂β ⊗ dzα + P βα ∂β ⊗ dzα (3.31).
Positive associated almost complex structure J = J0(1 + P )(1 − P )−1 defines another
decomposition of the complexification TMC ,
TMC = T 10(J)⊕ T 01(J).
Dependence of this expansion upon J becomes clear if we use an operator P .
Proposition 3.5. If J = J0(1 + P )(1− P )−1 then
T 10(J) = (1− P )(T 10(J0)), T 01(J) = (1− P )(T 01(J0)). (3.32)
Vector fields
∂α(J) = ∂α − P βα ∂β , ∂α(J) = ∂α − P βα ∂β (3.33)
form local basises of sections of bundles T 10(J) and T 01(J) respectively.
Proof. It is enough to prove, that the vector fields ∂α(J) = ∂α−P βα ∂β form the basis of
the bundle T 10(J). From a nondegeneracy of an endomorphism 1−JJ0 the nondegeneracy
of an operator 1−P , which is equal to −2(1− JJ0)−1JJ0, follows. Therefore, vector fields
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∂α(J) = (1 − P )(∂α) are linearly independent. Let’s show, that ∂α(J) are sections of the
bundle T 10(J), i.e. that J(∂α(J)) = i∂α(J),
J(∂α(J)) = J(1− P )∂α = J0(1 + P )(1− P )−1(1− P )∂α =
= J0(1 + P )∂α = (1− P )J0∂α = i(1− P )∂α = i∂α(J).
Corollary. The dual basises of the forms dz1(J), . . . , dzn(J) and dz1(J), . . . , dzn(J) for
basises of vector fields ∂1(J), . . . , ∂n(J) and ∂1(J), . . . , ∂n(J) have the following expressions:
dzα(J) = Dαγ
(
dzγ + P α
β
dzβ
)
, (3.34)
dzα(J) = Dαγ
(
dzγ + P αβ dz
β
)
, (3.35)
where Dαγ is matrix of an operator D = (1− P 2)−1 : T 10(J0) −→ T 01(J0).
It follows from the proposition 3.5 and formula (3.31), that the operator P , giving an
almost complex structure J is many-dimensional generalization of Beltrami coefficient in
the Beltrami equation [16]
∂f
∂z
− µ∂F
∂z
= 0.
Indeed, geometrical sense (see for example [16] ) of Beltrami coefficient is that µ is tensor
field on a Riemann surface M of view: µ = µ ∂
∂z
⊗ dz. The invariant form (3.31) of the
operator P has the same sense. Therefore many-dimensional generalization of the Beltrami
equation has the following view:
∂α(J)(f) =
∂f
∂zα
− P βα
∂f
∂zβ
= 0, α = 1, . . . , n, (3.36)
where f is function on M .
Each positive associated a.c.s. J defines associated Hermitian metric g by equality
g(X, Y ) = ω(X, JY ). Recall the expression of the metric g via the Riemannian metric g0
and operator P :
g(X, Y ) = g0((1 + P )X, (1− P )−1Y ) = g0((1 + P )X, (1 + P )DY ),
where D = (1− P 2)−1.
Assume, for a simplicity that a.c.s. J0 is integrable and z
1, . . . , zn are corresponding
complex local coordinates onM . Let in these coordinates the Hermitian form corresponding
to a Riemannian structure g0 has an aspect g0 = 2gαβdz
αdzβ. Then from (3.34) and (3.35)
is obtained the following local expression for the Hermitian form of the associated metric
g:
g = 2gαβ D
β
γ
(
dzα + P ασ dz
σ
) (
dzγ + P γν dz
ν
)
. (3.37)
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§4. Decomposition of the space of Riemannian metrics
on a symplectic manifold.
Let Mm be a smooth oriented manifold and Vol(M) ⊂ Γ(ΛmM) is the space of smooth
volume forms on M , i.e. the space of smooth nondegenerate m-forms on M , defined
orientation which coincides with the original one on M . The natural projection is defined
vol :M−→ Vol(M), g 7−→ µg =
√
det gdx1 ∧ . . . ∧ dxm.
A fiber of the bundle vol over µ ∈ V ol(M) is the space Mµ of metrics with the same
Riemannian volume form µ.
The fixing of a volume form µ defines decomposition of the space M in the direct
product:
ϕµ :M−→Vol(M)×Mµ, g 7−→ (µg, ρ− 2mg),
where ρ is density of the volume form µg with respect to µ, i.e. function on M is defined
from equality µg = ρµ.
The inverse mapping:
ιµ : Vol(M)×Mµ −→M, (ν, h) 7−→ ρ 2mh, ν = ρµ.
At such decomposition, the space Vol(M) of volume forms corresponds to the space of
the metrics Cg, which are conformally equivalent to the fixed metric g ∈Mµ:
Vol(M)× {g} −→ Cg, ν = ρµg, ν 7−→ ρ 2m g.
Thus, the space of all Riemannian metrics on a manifold M is decomposed in a direct
product of the space of metrics with a fixed Riemannian volume form and the space of
pointwise conformally equivalent metrics. The similar construction is possible in case of
symplectic and contact manifolds.
Let M2n, ω is symplectic manifold.
We remind, that the almost complex structure J on M is called positive associated to
the symplectic form ω, if for any vector fields X, Y on M ,
1) ω(JX, JY ) = ω(X, Y ),
2) ω(X, JX) > 0, if X 6= 0.
Every such a.c.s. J defines the Riemannian metric g on M by equality:
g(X, Y ) = ω(X, JY ),
which is also called associated.
Let AMω is the space of all smooth associated metrics on M .
The symplectic form ω on a manifold M defines a well known projection of the space
M on AMω as follows:
Let g′ ∈ M is any metric. There is a unique skew-symmetric automorphism A of a
tangent bundle TM , such that:
ω(X, Y ) = g′(AX, Y ), AT = −A.
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Apply the polar decomposition to the endomorphism A
A = JH,
where J is orthogonal operator and H is positive symmetrical one. The endomorphism
−A2 = ATA = AAT is positive defined and symmetrical with respect to g′. Then H =
(−A2) 12 is positive square root from −A2. As it is known, it commutes with operators A
and J . Suppose J = A(−A2)− 12 . It is easily checked, that J is an almost complex structure:
J2 = A(−A2)− 12A(−A2)− 12 = A2(−A2)−1 = −I.
The formula
g(X, Y ) = ω(X, JY )
defines the Riemannian metric on M . Indeed,
g(X, Y ) = ω(X, JY ) = g′(AX, JY ) = g′(AX,A(−A2)− 12Y ) =
= g′(X, (−A2)(−A2)− 12Y ) = g′(X, (−A2) 12Y ).
As the operator (−A2) 12 is positive and symmetrical, then g is the Riemannian metric. Posi-
tiveness of an almost complex structure J also follows from here: ω(X, JX) = g(X,X) > 0.
The metric g is J-Hermitian:
g(JX, JY ) = ω(JX,−Y ) = −g′(AJX, Y ) = −g′(AA(−A2)− 12X, Y ) =
= g′((−A2) 12X, Y ) = g′(X, (−A2) 12Y ) = g(X, Y ).
The symplectic form ω is also J-invariant:
ω(JX, JY ) = g(JX, Y ) = −g(X, JY ) = −ω(X, J2Y ) = ω(X, Y ).
Therefore, J is a positive associated almost complex structure, and metric g(X, Y ) =
ω(X, JY ) is associated metric, which corresponds to the structure J .
We have got a required projection
pω : M−→ AMω, g′ 7→ g, g(X, Y ) = g′(X, (−A2) 12Y ). (4.1)
As the operator J on construction is orthogonal with respect to g′, the metric g′ is also
Hermitian with respect to the a.c.s. J . One can show, that the fiber p−1ω (g) consists of all
J-Hermitian metrics. Let MJ denotes the set of all J-Hermitian Riemannian metrics on
M .
Lemma 4.1. For any associated metric g ∈ AMω and its corresponding a.c.s. J , the
inverse image of the element g at a projection pω coincides with a setMJ of all J-Hermitian
Riemannian metrics on M :
p−1ω (g) =MJ .
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Proof. We already remarked, that any metric g′, which is projected in g is J-Hermitian,
therefore p−1ω (g) ⊂MJ . Show the converse. Let g′ ∈MJ is J-Hermitian metric. As g and
g′ are J-Hermitian metrics, there is a symmetric positive operator B commuting with J
and such that g′(X, Y ) = g(X,BY ) = g(BX, Y ).
ω(X, Y ) = g(JX, Y ) = g′(JX,B−1Y ) = g′(B−1JX, Y ).
Therefore A = B−1J , −A2 = −B−1JB−1J = −B−2J2 = B−2. As B−1 is symmetric,
(−A2)− 12 = (B−2)− 12 = B. Then the almost complex structure corresponding to the metric
g′ coincides with original: (−A2)− 12A = BB−1J = J . Therefore pω(g′) = g.
Let g0 ∈ AMω is some fixed associated metric and J0 is almost complex structure,
corresponding to it. Any other associated metric g, J can be represented as
g(X, Y ) = g0(X, (1 + P )(1− P )−1Y ), J = J0(1 + P )(1− P )−1,
where the operator P , anticommutating with an a.c.s. J0, is symmetric with respect to g0
and 1− P 2 is positive with respect to g0.
There is a natural question: Are other metrics of fibers MJ0 and MJ connected by
similar relations? The answer is given by the following
Lemma 4.2. Let g′0 ∈MJ0 is an arbitrary J0-Hermitian metric and J = J0(1+P )(1−
P )−1. Then g′, defined by equality:
g′(X, Y ) =
1
2
(
g′0
(
(1 + P )(1− P )−1X, Y )+ g′0 (X, (1 + P )(1− P )−1Y )) (4.2)
is J-Hermitian metric. The fundamental form ω′(X, Y ) = g′(JX, Y ) of the metric g′ is
expressed via ω as follows:
ω′(X, Y ) =
1
2
(
ω(X, Y ) + ω
(
(1 + P )(1− P )−1X, (1 + P )(1− P )−1Y )) . (4.3)
Proof. Symmetry of g′(X, Y ) follows from the definition. The positive definiteness
of g′(X, Y ) just follows from the positive definiteness of operator (1 + P )(1 − P )−1 with
respect to g0. J-hermiticity of metric g
′(X, Y ) at once follows from J0-hermiticity of g′0 and
the following property
J = J0(1 + P )(1− P )−1 = (1− P )(1 + P )−1J0.
The fundamental form ω′(X, Y ) = g′(JX, Y ) of the metric g′ is found from elementary
calculation.
It follows from this lemma, that for the associated metrics g0, J0 and g, J the fibers
MJ0 and MJ are naturally diffeomorphic. Indeed, formulas
g0(X, Y ) = g(X, (1− P )(1 + P )−1Y ), J0 = J(1− P )(1 + P )−1,
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allow to define the inverse mapping of fibers MJ →MJ0:
g′0(X, Y ) =
1
2
(
g′
(
(1− P )(1 + P )−1X, Y )+ g′ (X, (1− P )(1 + P )−1Y )) . (4.4)
Theorem 4.1. The space M is a smooth trivial bundle over AMω. A fiber over the
element (g, J) ∈ AMω is the space MJ of all J-Hermitian Riemannian metrics on M .
Proof. Let (g0, J0) ∈ AMω is associated structure. The space AMω is parametrized
by domain
PJ0 = {P ∈ EndSJ0(TM) : 1− P 2 > 0}
of the space EndSJ0(TM) of smooth symmetrical endomorphisms P : TM → TM
anticommutating with J0.
The fiber MJ0 of fiber bundle pω over the point g0 consists of all J0-Hermitian metrics,
it is an open set in the linear Frechet space of smooth symmetric J0-Hermitian forms on
M .
One can take the following ILH-smooth mapping as a required map :
ΨM : PJ0 ×MJ0 −→M, (P, g′0) −→ g′,
where P ∈ PJ0, g′0 ∈ MJ0 and the metric g′ is defined by equality (4.2). It follows from
the lemma 2, that MJ0 is diffeomorphic mapped on fiber MJ of fiber bundle pω over the
point g(X, Y ) = g0((1 + P )X, (1− P )−1Y ).
The inverse mapping for ΨM is defined by the correspondence (4.4): MJ → MJ0,
g′ −→ g′0 together with the projection pω :M−→ AMω. The theorem is proved.
Conclusion. The space of all Riemannian metrics on a symplectic manifold M is
decomposed in a direct product of the space of associated metrics and the space of J-
conformally equivalent metrics.
Finaly, we remark, that one more projection q :M−→ Λ20(M) of the space of metricsM
on the space Λ20(M) of all smooth nondegenerate skew-symmetric 2-forms can be defined.
If g′ ∈M and J = pω(g′) is corresponding a.c.s., then
q(g′) = ω′, ω′(X, Y ) = g′(JX, Y ).
The inverse image q−1(ω′) of the element ω′ ∈ Λ20(M) is a set AMω′ of Riemannian
metrics, associated with the nondegenerate 2-form ω′ on M .
At mapping q the fiber MJ of projection pω passes in the space of the nondegenerate
exterior 2-forms, which are invariant with respect to a.c.s. J , i.e. such forms ω′, that
ω′(JX, JY ) = ω′(X, Y ).
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§5. A curvature of the space of associated metrics.
In this paragraph we shall find geodesics and sectional curvatures of the space AM of
almost Ka¨hler metrics on a symplectic manifold M2n, ω.
It is well known [33], that the Riemannian volume form µg of a metric g ∈ AM is
expressed via the form ω: µg =
1
n!
ωn. Therefore, the space AM is into manifold Mµ of
metrics with the same volume form µ = 1
n!
ωn.
The manifoldMµ, is a smooth ILH-submanifold inM [17] and inherits a weak Rieman-
nian structure, which is expressed as follows. If a, b ∈ TgMµ are two smooth symmetric
2-forms on M , representing elements of tangent space TgMµ, then their inner product is
defined by the formula:
(a, b)g =
∫
M
trAB dµ, (5.1)
where A = g−1a = gikakj. Recall, that the tangent space TgMµ consists of traceless
symmetric 2-forms,
TgMµ = ST2 = {h ∈ S2 : trg h = 0}.
As in (5.1) the volume form does not depend on g, µg = µ, it will be more convenient to
use another weak Riemannian structure, defined by the formula (2.9) from §2, on all the
space M. In this case submanifold Mµ ⊂M is (see §2) totally geodesic in M. Therefore,
from the theorem 2.2 we obtain the following characteristics of the space Mµ:
1) A covariant derivative:
∇ab = dab− 1
2
(aB + bA) ,
2) A tensor of curvature:
R(a, b)c = −1
4
g [[A,B], C],
3) A sectional curvature Kσ in plane section σ, given by orthonormal pair a, b ∈ TgMµ:
Kσ =
1
4
∫
M
tr
(
[A,B]2
)
dµ,
4) Geodesics, going out from a point g ∈Mµ in direction a ∈ TgMµ look like gt = g etA.
Proposition 5.1. The manifold AM is totally geodesic submanifold in the space Mµ
of all Riemannian structures on M with the same volume form µ = 1
n!
ωn.
Proof. Geodesics on Mµ look like gt = getA, where A = g−1a, a ∈ TgMµ. Show, that
if a ∈ TgAM, then geodesic gt is on AM. If a ∈ TgAM, then the operator A = g−1a
is symmetric and anticommutates with J , JA = −AJ . Therefore, JetA = e−tAJ . Show,
that gt = ge
tA is a family of associated metrics, corresponding to a family of positive
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associated almost complex structures Jt = Je
tA. For this purpose it is enough to show,
that gt(X, JtY ) = −ω(X, Y ), but it is obvious:
gtJt = ge
tAJetA = gJe−tAetA = gJ = −ω.
The proposition is proved.
Recall, that
EndSJ(TM) = {P ∈ End(TM); PJ = −JP, g(PX, Y ) = g(X,PY )}
is the space of smooth symmetrical endomorphisms P : TM → TM , anticommutating with
J .
Corollary. Map
EAM : EndSJ0(TM) −→ AM, P 7→ g = g0eP , g(X, Y ) = g0(X, ePY )
gives normal coordinates on the space AM in a neighbourhood of the element g0.
The tangent space TgAM at a point g ∈ AM consists of all symmetric anti-Hermitian
2-forms h on M . As the form h is anti-Hermitian, i.e. h(JX, JY ) = −h(X, Y ), the 2-form
hJ , defined by equality (hJ)(X, Y ) = h(X, JY ), is also symmetric and anti-Hermitian.
Therefore, on the space TgAM the operator
J : TgAM −→ TgAM, J(h) = hJ.
is defined. Obviously, that J2 = −1. Therefore, on the space AM the almost complex
structure J is defined. It is immediately checked, that the inner product (5.1) is Hermitian
with respect to the a.c.s. J on AM (see also §3).
It follows from the property of the submanifold AM to be totally geodesic inMµ, that
all properties of a curvature pointed above for the space Mµ hold for the space AM.
Theorem 5.2. The space AM has the following geometric characteristics.
1) A tensor of curvature is following
R(a, b)c = −1
4
g [[A,B], C], (5.2)
where a, b, c ∈ TgAM, A = g−1a.
2) A sectional curvature Kσ in plane section σ, given by orthonormal pair a, b ∈ TgAM
is expressed by the formula
Kσ =
1
4
∫
M
tr
(
[A,B]2
)
dµ. (5.3)
In particular, a holomorphic sectional curvature has a view:
K(a),Ja) = −
∫
M
tr(A4)dµ. (5.4)
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3) Geodesics, going out from a point g ∈ AM in direction a ∈ TgAM are given by the
following way: gt = g e
tA.
Fix a positive associated a.c.s. J0 and corresponding associated metric g0. Let PJ0 is
domain in the space EndSJ0(TM), consisting of endomorphisms P : TM → TM , for which
the operator 1− P 2 is positively defined with respect to g0.
Consider a global parametrization of the space AM of associated metrics:
ΨAM : PJ0 −→ AM, P → g = g0(1 + P )(1− P )−1,
g(X, Y ) = g0(X, (1 + P )(1− P )−1Y ).
Find expression of metric and curvature of the space AM in these coordinates. The
differential of mapping ΨAM acts as follows:
d ΨAM : EndSJ0(TM) −→ TgAM,
d ΨAM(A) = hA = 2g(1− P )(1− P 2)−1A(1− P )−1.
The inverse mapping:
d Ψ−1AM(h) = A =
1
2
(1− P )−1(1− P 2)g−1h(1− P ).
It follows from these formulas and the theorem 5.2
Theorem 5.3. The space AM has the following geometric characteristics.
1) An inner product is given by the formula:
(A,B)P = 4
∫
M
tr
(
(1− P 2)−1A(1− P 2)−1B) dµ, (5.5)
where A,B ∈ TPPJ0 = EndSJ0(TM).
2) A covariant derivative of vector fields given by (constant) operators A and B:
∇AB = AP (1− P 2)−1B +B(1− P 2)−1A. (5.6)
3) A curvature tensor has a view:
R(A,B)C = −(1− P 2) [[(1− P 2)−1A, (1− P 2)−1B] , (1− P 2)−1C] , (5.7)
where A,B,C ∈ TPPJ0 = EndSJ0(TM).
4) A sectional curvature Kσ in a plane section σ, given by orthonormal pair A,B is
found by the formula:
Kσ =
∫
M
tr
([
(1− P 2)−1A, (1− P 2)−1A]2) dµ. (5.8)
In particular, a holomorphic sectional curvature has a view:
K(A,AJ0) = −
∫
M
tr
((
(1− P 2)−1A)4) dµ. (5.4)
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5) Geodesics, going out from a point g0 in directions A ∈ EndSJ0(TM) are curves P (t)
on domain PJ0 of a view:
P (t) = tanh(tA) =
(
etA + e−tA
)−1 (
etA − e−tA) . (5.10)
Proof. 1) The inner product.
(A,B)P = (hA, hB)g =
∫
M
tr
(
g−1hAg
−1hB
)
dµ =
= 4
∫
M
tr
(
(1− P )(1− P 2)−1A(1− P 2)−1B(1− P )−1) dµ =
= 4
∫
M
tr
(
(1− P 2)−1A(1− P 2)−1B) dµ.
2) The covariant derivative is immediately calculated under the six-term formula. In
view of a constancy of operators A,B,C it is:
(∇AB,C)P = 1
2
(A(B,C)P +B(A,C)P − C(A,B)P ) .
In calculations we use a linearity of an integral and trace, and also the formula(
(1− P 2t )−1
)′
= (1− P 2)−1(AP + PA)(1− P 2)−1,
where Pt = P + tA is variation of an operator P in direction A.
3) The curvature tensor. Let hA, hB, hC ∈ TgAM, then
R(hA, hB)hC = −1
4
g [[HA, HB] , HC ] ,
where HA = g
−1hA = 2(1 − P )(1 − P 2)−1A(1 − P )−1. Substituting this expression, we
obtain:
R(hA, hB)hC = −2g(1− P )
[[
(1− P 2)−1A, 1− P 2)−1B] , (1− P 2)−1C] (1− P )−1.
Therefore
R(A,B)C = d Ψ−1AMR(hA, hB)hC = −(1−P 2)
[[
(1− P 2)−1A, (1− P 2)−1B] , (1− P 2)−1C] .
4) The sectional curvature is calculated similarly via using of expression dΨAM(A) =
hA = 2g(1− P )(1− P 2)−1A(1− P )−1.
5) Let A ∈ EndSJ0(TM) and h = d ΨAM(A) = 2g0A. Then geodesic going out from a
point g0 in direction h ∈ AMg0 is a curve gt = g0et2A. Let P (t) is corresponding curve on
the domain PJ0 . Then gt = g0et2A = g0(1 + Pt)(1− Pt)−1. From the last formula P (t) we
express:
P (t) =
(
etA + e−tA
)−1 (
etA − e−tA) = tanh(tA).
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§6. Orthogonal decompositions of the space
of symmetric tensors on an almost Ka¨hler manifold.
We consider a manifoldM with the closed nondegenerate 2-form ω of class C∞, dimM =
m = 2n.
Let M is the space of all Riemannian metrics on M . The group D of smooth diffeo-
morphisms of manifold M acts naturaly on the space M:
A :M×D −→M, A(g, η) = η∗g,
where the metric η∗g is defined by equality:
η∗g(x)(X, Y ) = g(η(x)) (dη(X), dη(Y )) ,
for any vector fields X, Y on M and any x ∈ M . It is known [17], that for any metric
g ∈M, orbit gD of action A is a smooth closed submanifold. The tangent space Tg(gD) to
an orbit consists of symmetric 2-forms of the view h = LXg = ∇iXj+∇jXi and, therefore,
coincides with an image of a differential operator
αg : Γ(TM) −→ S2, αg(X) = LXg,
where LXg is Lie derivative along a vector field X on M ,
Tg(gD) = αg (Γ(TM)) .
Adjoint operator for αg is the covariant divergence, α
∗
g = 2δg, where
δg : S2 −→ Γ(TM), (δga)i = −∇jaij .
The following orthogonal Berger-Ebin decomposition [5] of the space S2 = TgM hold:
S2 = S
0
2 ⊕ αg(Γ(TM)), (6.1)
where S02 = kerδg = {a ∈ S2; δga = 0} is the space of divergence-free symmetric 2-forms.
Accordingly, each 2-form a ∈ S2 is represented in an unique way as:
a = a0 + LXg,
where δga
0 = 0. The components a0 and LXg are orthogonal and defined by an unique
way.
Let AM is the space of associated metrics on a symplectic manifold (M,ω). Under the
action of all group D of smooth diffeomorphisms, the space AM is not invariant. It is easy
to see, that the group Dω of smooth symplectic diffeomorphisms of a manifold M , i.e. such
diffeomorphisms η : M → M , that save the symplectic form η∗ω = ω, acts on the space
AM.
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The groupDω acts also on the spaceAω of positive associated almost complex structures:
if η ∈ Dω and J ∈ Aω, then η∗J = (dη)−1◦(J◦η)◦dη. The equivariance of a diffeomorphism
G : Aω −→ AM (see §3) is easily checked.
In this paragraph we shall state orthogonal decompositions of the spaces S2 and S2A,
with respect to action of group Dω.
Recall, that the space S2A of anti-Hermitian symmetric 2-forms is tangent to a manifold
AM, on M ,
TgAM = S2A = {h ∈ S2; h(JX, JY ) = −h(X, Y ), ∀X, Y ∈ Γ(TM)},
where J is an almost complex structure, corresponding to the metric g.
As all considered spaces are ILH-manifolds, then decompositions have to be obtained
for finite class of smoothness too.
LetMs is the space of all metrics on M of Sobolev class Hs, s ≥ 1
2
dimM +2 and AMs
is the space of associated metrics of class Hs. For g ∈ Ms the tangent space TgMs to the
manifoldMs is the space Ss2 of symmetric 2-forms of class Hs onM , and the tangent space
TgAMs coincides with the space Ss2A of anti-Hermitian symmetric 2-forms on M .
Let Dω and Dsω are groups of smooth and, of class Hs symplectic diffeomorphisms
of manifold M respectively. The group Dω is ILH-Lie group with a Lie algebra TeDω,
consisting of smooth locally Hamilton vector fields X on M . For each s the group Dsω is a
continuous group and smooth Hilbert manifold. The tangent space at unit TeDsω consists
of locally Hamilton vector fields X on M of class Hs.
At first we consider an ILH-Lie group G of exact symplectic diffeomorphisms. Its Lie
algebra is the algebra H of Hamilton vector fields XF on M [42]. The arbitrary Hamilton
vector field XF can be presented as XF = JgradF , where F is some function on M , called
a Hamiltonian of the field XF and J is almost complex structure corresponding to the
metric g. Therefore orthogonal complement H⊥ to H in the space Γ(TM) of all vector
fields consists of vector fields V on M , satisfying to the condition divJV = 0.
Fix the Riemannian metric g ∈ AMs and consider its orbit gG. The tangent space
Tg(gG) consists of 2-forms of the view h = LXF g. In this connexion we consider a differential
operator, acting on functions:
Dg : H
s+2(M,R) −→ Ss2, Dg(F ) = LXF g.
Let Im Dg is image of an operator D and Ker D
∗
g is kernel of a adjoint operator
D∗g : S
s
2 −→ Hs−2(M,R).
Recall, that the Riemannian metric g defines an inner product (1.4) in the space Ss2,
with respect to which the adjoint operator is defined.
Theorem 6.1. The space Ss2 is decomposed in a direct sum of orthogonal subspaces
Ss2 = Ker D
∗
g ⊕ Im Dg. (6.2)
Accordingly with it each symmetric 2-form h of class Hs is represented as
h = h∗ + LXg, (6.3)
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where X = XF is the Hamilton vector field of class H
s+1, and h∗ satisfies to a condition
div(Jδh∗) = 0.
Proof. For function F ∈ Hs+1(M,R) we have J(gradF ) = XF . Therefore operator Dg
is a composition of three operators, Dg = αg ◦ J ◦ grad (recall, that αg(X) = LXg). The
operators grad and αg have injective symbols [5], consequently, Dg has an injective symbol
too. From [5] (theorem 6.1), we obtain decomposition (6.2). Find a adjoint operator,
D∗g = (αg ◦ J ◦ grad)∗ = grad∗ ◦ J∗ ◦ (αg)∗ = −div ◦ (−J) ◦ (2δg) = 2div ◦ J ◦ δg. Therefore
h∗ ∈ Ker D∗g satisfies to the condition div (Jδgh∗) = 0.
Remark. The space of 2-forms h∗ of class Hs, satisfying to the condition,
div(Jδgh
∗) = 0,
we shall designate by the symbol S∗s2 . Sometimes we shall write the decomposition (6.2) as
Ss2 = S
∗s
2 ⊕ αg(Hs+1), (6.2′)
where Hs+1 is the space of Hamilton vector fields on M of class Hs+1.
Consider the space AMs of associated metrics. As the group Gs+1 acts on AMs,
the tangent space TgAMs = Ss2A contains the tangent space to an orbit Tg(gGs+1). As
Tg(gGs+1) = αg(TeGs+1) = αg(Hs+1),
αg(Hs+1) ⊂ Ss2A.
Therefore we obtain decomposition of the space Ss2A of symmetric anti-Hermitian 2-
forms.
Corollary 1. The space Ss2A is decomposed in an orthogonal direct sum
Ss2A = S
∗s
2A ⊕ αg(Hs+1), h = h∗ + LXg,
where X = XF is the Hamilton vector field of class H
s+1, and h∗ is anti-Hermitian and
satisfies to the condition div(Jδh∗) = 0.
The space S∗s2 can be decomposed on orthogonal subspaces according to Berger-Ebin
decomposition
Ss2 = S
0s
2 ⊕ αg(Γs+1(TM)).
As in our case Im Dg = αg(H) ⊂ Γ(TM), the space S0s2 is in Ker D∗g . Therefore the space
Ker D∗g can be decomposed on orthogonal subspaces according to Berger-Ebin decomposi-
tion:
Ker D∗g = S
0s
2 ⊕Bs,
where
Bs = Ker D∗g ∩ αg(Γs+1(TM)) = {h ∈ Ss2; h = LY g, divJδg(h) = 0}.
Theorem 6.2. The space Ss2 is decomposed in a direct sum of orthogonal subspaces
Ss2 = S
0s
2 ⊕Bs ⊕ αg(Hs+1). (6.4)
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According to this, each symmetric 2-form h of class Hs is represented in an unique way as
h = h0 + LY g + LXg,
where X = XF is Hamilton vector field of class H
s+1, h0 has the property δg(h
0) = 0, and
vector field Y of class Hs is such that divJδgLY g = 0.
Remark. For the vector field δgLY g there is a following expression from [19]:
δgLY g = ∆Y − grad(div Y )− 2Ric(g)Y,
where Ric(g) is Ricci tensor and (∆Y )♯ = (dd
∗ + d∗d)(Y♯), Y♯ is 1-form obtained from a
vector field Y by omitting of an index.
State variant of the last decomposition, when instead of the space H of Hamilton vector
fields on M the space TeDω of locally Hamilton vector fields is taken. It is known, that
TeDs+1ω /Hs+1 is isomorphic to the first cohomology group H1(M,R) of manifold M . One
can think, that H1(M,R) is represented by vector fields of class C∞ and TeDs+1ω = Hs+1⊕
H1(M,R) is direct sum.
The operator αg : Γ
s+1(TM) −→ Ss2, αg(X) = LXg, maps the finite-dimensional space
H1(M,R) on the closed finite-dimensional subspace αg(H
1(M,R)) ⊂ Ss2. We form a direct
sum
Im Dg ⊕ αg(H1(M,R)) = αg(TeDs+1ω ).
Consider the orthogonal complement
Sωs2 = αg(TeDs+1ω )⊥
in the space Ss2, then
Ss2 = S
ωs
2 ⊕ αg(TeDs+1ω ).
Let (Jδgh)♯ is 1-form obtained from a vector field Jδgh by omitting of an index via the
metric tensor g. Then the belonging of h to the space Ker Dg is expressed by condition
of co-closed: d∗(Jδgh)♯ = 0, and the space Sωs2 consists of such h, that 1-form (Jδgh)♯ is
d∗-exact, where d∗ is codifferential.
Theorem 6.3. The space Ss2 is decomposed in a direct sum of orthogonal subspaces
Ss2 = S
ωs
2 ⊕ αg(TeDs+1ω ). (6.5)
Each form h ∈ Ss2 is represented in an unique way as h = hω + LXg, where X is locally
Hamilton vector field of class Hs, and hω is such that the 1-form (Jδgh)♯ is d
∗-exact.
Consider the space AMs of associated metrics. As the group Ds+1ω acts on AMs, the
tangent space TgAMs = Ss2A contains the space αg(TeDs+1ω ). It is tangent to an orbit
gDs+1ω ) of action of group gDs+1ω ) on AMs.
From the theorem 6.3 is obtained
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Corollary 2. The space Ss2A is decomposed in an orthogonal direct sum
Ss2A = S
ωs
2A ⊕ αg(TeDs+1ω ), (6.6)
where Sωs2A = S
ωs
2 ∩ Ss2A consists of anti-Hermitian symmetric 2-forms h of class Hs such,
that the form (Jδgh)♯ is d
∗-exact.
As Sωs2 contains the space S
0s
2 of divergence-free forms, S
ωs
2 is decomposed further in
correspondence with Berger-Ebin decomposition:
Sωs2 = S
0s
2 ⊕ B˜s.
Thus,
B˜s = Sωs2 ∩ αg(Γs+1(TM)) and Bs ∼= B˜s ⊕ αg(H1(M,R)).
Theorem 6.4. The space Ss2 is decomposed in the orthogonal direct sum
Ss2 = S
0s
2 ⊕ B˜s ⊕ αg(TeDs+1ω ). (6.7)
According to this each tensor field h ∈ Ss2 is represented in an unique way as
h = h0 + LY g + LXg, (6.8)
where X is locally Hamilton vector field of class Hs, h0 has the property δg(h
0) = 0, and the
vector field Y of classHs is such, that the 1-form γ(Y ) = (J(∆Y − grad divY − 2Ric(g)Y )♯
is d∗-exact.
Proof. It is only required to prove the property of the field Y . Let Y is such vector
field, that LY g ∈ Bs. It follows from an orthogonality of the spaces Bs and αg(TeDs+1ω ),
that for any X ∈ TeDs+1ω we have (LY g, LXg)g = 0 (here (..)g is inner product in the space
S2). On the other hand, (LY g, LXg) = (LY g, αg(X)) = (α
∗
g(LY g), X) = 2(δg(LY g), X).
Therefore vector field δg(LY g) is orthogonal to TeDs+1ω . It is equivalent to d∗-exactness of
the 1-form (JδgLY g)♯. Now we use the formula from [19]:
δgLY g = ∆Y − grad(div Y )− 2Ric(g)Y.
Remark. In decomposition (6.8) vector fields X and Y are defined on h up to a Killing
vector field.
Consider decomposition (6.8) of anti-Hermitian 2-forms.
Lemma 6.1. If h ∈ Ss2A, then in decomposition (6.8) the second component LY g is
unique defined on h0.
Proof. We can think, that h = h0 + LY g ∈ Sωs2A. Assume, that there are two forms
h1, h2 ∈ Sωs2A, such, that h1 6= h2 and h1 = h0+LY1g, h2 = h0+LY2g. Then LY1−Y2g = h1−
h2 ∈ Sωs2A ⊂ TgAMs = Ss2A. On the other hand, LY1−Y2g ∈ αg(TeDs+1ω ). It follows from the
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M.Gromov’s maximality theorem. Indeed, let D(AMs) is group of allHs - diffeomorphisms
of a manifold M , saving the space AMs. This is the closed subgroup in the group Ds+1µ of
diffeomorphisms saving the volume form µ = 1
n!
ωn and Ds+1ω ⊂ D(AMs) ⊂ Ds+1µ . Under
the Gromov’s theorem the group D(AMs) coincides either with Ds+1ω , or with Ds+1µ . If we
shall assume, that D(AMs) = Ds+1µ , for any Y ∈ TeDs+1µ we obtain, that LY g ∈ TeAMs,
i.e. for any divergence-free field Y , 2-form LY g is anti-Hermitian. It is obviously impossible.
Therefore D(AMs) = Ds+1ω . Therefore, it follows from LY1−Y2g ∈ TgAMs that LY1−Y2g ∈
αg(TeDs+1ω ). The simultaneous inclusion LY1−Y2g ∈ Sωs2A is possible only at LY1−Y2 = 0, i.e.
at LY1 = LY2 .
In decomposition Ss2A = S
ωs
2A ⊕ αg(TeDs+1ω ) of the space Ss2A of anti-Hermitian forms
the first component Sωs2A can be decomposed further in correspondence with Berger-Ebin
decomposition:
Sωs2A = AS
0s
2 ⊕ Cs, h = h0 + LY g. (6.9)
Thus Cs ⊂ B˜s and the second component LY g is unique defined by h0.
Corollary 3. In the decomposition (6.9) the space Sωs2A is isomorphic to the closed
subspace AS0s2 in the space S
0s
2 = Ker δg. The isomorphism is stated by projection p(h) =
p(h0 + LY g) = h
0.
Describe the space AS0s2 , i.e. describe those divergence-free elements h
0 ∈ S0s2 , which
are components of decomposition of anti-Hermitian forms h.
Let Ss2H is the space of Hermitian symmetric 2-forms of class H
s on M . Natural or-
thogonal decomposition takes place
Ss2 = S
s
2A ⊕ Ss2H ,
h(X, Y ) =
1
2
(h(X, Y )− h(JX, JY )) + 1
2
((h(X, Y ) + h(JX, JY )) .
Theorem 6.5. The element h0 ∈ S0s2 is component of decomposition (6.8) of element
h ∈ Ss2A iff h0 is orthogonal in S0s2 to the subspace S0s2H = S0s2 ∩ Ss2H of the Hermitian
divergence-free forms.
Proof. Let h = h0 + LY g is anti-Hermitian form. As h ⊥ Ss2H and LY g ⊥ S0s2 ,
h0 = h − LY g is orthogonal to intersection S0s2H = Ss2H ∩ S0s2 . Conversely, suppose, that
h0 ⊥ S0s2H = Ss2H ∩ S0s2 . Then h0 ∈ (S0s2H)⊥ = (Ss2H ∩ S0s2 )⊥ = (Ss2H)⊥ ∪ (S0s2 )⊥ = Ss2A ∪
αg(Γ
s+1(TM)). Therefore h0 is a linear combination of an element LV g, V ∈ Γs+1(TM)
and anti-Hermitian form h, h0 = h − LV g. We have obtained, that h = h0 + LV g is the
anti-Hermitian form, at which h0 is a divergence-free component.
Corollary 4.
AS0s2 = (S
0s
2H)
⊥,
where the orthogonal complement is taken in the space S0s2 of divergence-free forms.
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Corollary 5. Nonzero Hermitian form h0 can not be a divergence-free component of
decomposition (6.7) of element h ∈ Ss2A = TgAMs.
Decompose component h0 on Hermitian and anti-Hermitian parts,
h0 = (h0)H + (h
0)A.
We have got, that the component (h0)A of the nonzero form h
0 is not equal to zero too.
At the same Hermitian part (h0)H , the second component (h
0)A is defined up to the anti-
Hermitian divergence-free form h0A ∈ S0s2A = Ss2A ∩ S0s2 . Therefore if (h0)H 6= 0, δg((h0)H) 6=
0, and so δg((h
0)A) 6= 0.
Consider Hermitian part (h0)H of a divergence-free component h
0 of the forms h ∈ Ss2A.
Define mapping
J : Γ(T 02M) −→ Γ(T 02M),
which takes the 2-form a(X, Y ) on M in the 2-form J(a)(X, Y ) = a(X, JY ). The mapping
J commutes with an operator of taking of Hermitian part aH of the form a:
J(aH) = (Ja)H .
Note an obvious isomorphism
J : Ss2H ⊕ Ss2A −→ Hs(Λ2H(M))⊕ Ss2A,
where Λ2H(M) is bundle of Hermitian skew-symmetric 2-forms on M . If ϕ ∈ Λ2H(M), it is
easy to see, that Jϕ(X, Y ) = ϕ(X, JY ) is Hermitian symmetric 2-form.
Theorem 6.6. The space Ss2A is isomorphic to a direct sum of orthogonal subspaces
Ss2A
∼= AS0s2 ⊕ αg(TeDs+1ω ). (6.10)
Each tensor field h ∈ Ss2A is unique represented as
h = h0 + LY g + LXg, (6.11)
where X is locally Hamilton vector field of class Hs, the component LY g is unique defined
on h0, a vector field Y and 2-form h
0 have properties:
1) δgh
0 = 0,
2) h0H = −J((LY ω)H),
3) γ(Y ) = (J(∆Y − grad div Y − 2Ric(g)Y ))♯ is d∗-exact 1-form.
Proof. From the lemma 1 is obtained, that LY g is unique defined by h
0. The properties
1 and 3 follow from the theorem 6.4. Let Y is vector field from decomposition (6.11) and
h = LY g. Applying Lie derivative LY to the left and right parts of equality
g(JV,W )− g(V, JW ) = ω(V,W ) + ω(JV, JW )
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and taking into account Leibniz rule, we obtain
h(JV,W )− h(V, JW ) = LY ω(V,W ) + LY ω(JV, JW ) = 2(LY ω)H(V,W ). (6.12)
Substituting instead of W a vector field JW , we have
2(h)H = h(JV, JW ) + h(V,W ) = LY ω(V, JW )− LY ω(JV,W ) = 2J(LY ω)H(V,W ).
Thus, (h)H = J(LY ω)H. As the form h = h
0 + LY g + LXg = h
0 + h + LXg belongs
to the space Ss2A = TgAMs and LXg ∈ TgAMs, (h)H = 0 and (LXg)H = 0. Therefore
(h0 + h)H = 0, so (h
0)H = −(h)H . Finally we have (h0)H = −J(LY ω)H .
Remark. We have obtained, that for any vector field Y onM the equalities take place:
LY ω = −J(LY g)− gLY J, J(LY ω)H = (LY g)H.
Proposition 6.7. The space AS0s2 consists of symmetric 2-forms h
0 ∈ S0s2 , having a
property,
(h0)H = J(dβ)H ,
where β is 1-form on M .
Proof. As LY ω is exact form, in one direction the statement follows from the theorem
6.6. Conversely, let h0 is such that δgh
0 = 0 and (h0)H = J(dβ)H for some exact 2-form dβ.
Find a vector field Y , possessing properties 2,3 of theorems 6.6. For this purpose we shall
find a vector field Z from equality ιZω = −β. From here LZω = −dβ. Decomposition (6.11)
implies, that LZg is orthogonal S
0s
2 , therefore under the theorem 6.4 LZg is decomposed as
LZg = LY g + LXg, where Y has the necessary property 3. As X ∈ TeDs+1ω , LXω = 0. As
a result LY ω = LZω = −dβ and (h0)H = J(LY ω)H.
Remark. One can point decomposition of the space S2, dual to the decomposition (6.2)
in some sence. Namely, any symmetric form h ∈ S2 is decomposed in a sum of orthogonal
addends
h = h1 + LXg, (6.13)
where X is exact divergence-free vector field on M , and h1 has the property, that a vector
field Jδgh
1 is locally Hamilton. If one requires of a field X to be only divergence-free in
(6.13), then vector field Jδgh
1 should be Hamilton.
Recall, that exact divergence-free is such vector field X , for which the 1-formX♯ = g
−1X
is d∗ - exact.
The decomposition (6.13) turns out the same as (6.2), via using of a differential operator
R : Γ(Λ2TM) −→ S2, which is defined by equality R(ϕ) = αg(d∗ϕ)♯, where the symbol ♯
designates operation of a raising of an index.
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§7. A curvature of a quotient space AM/Dω.
Let AM is the space of all smooth associated metrics on a symplectic manifold M,ω.
The group Dω of symplectic diffeomorphisms of a manifold M acts natural on this space
AM. Let Dω0 is connected component of the unit of group Dω. Lie algebra of the group
Dω consists of locally Hamilton vector fields on M .
Suppose that the symplectic structure ω allows integrable associated almost complex
structures. In this case commutator G = [Dω0,Dω0] is [50], [3] the connected closed ILH-Lie
subgroup of the group Dω0 with a Lie algebra H, consisting of Hamilton vector fields on
M . At that Dω0/G ∼= H1(M,R)/Γ, where Γ is some discrete subgroup of the first group of
cohomologies H1(M,R).
Consider the matter of a curvature of the space AM/G of classes of equivalent associ-
ated metrics. The quotient space AM/G is not a manifold, in general, as it has singularities
corresponding to such of metrics g, that there isometry group I(g) has nontrivial intersec-
tion with the group G. Calculate a curvature AM/G in the regular points [g] = gG, i.e. in
such that I(g) ∩ G = e. The set of such classes [g] is open in AM/G. Indeed, it contains
metrics with discrete group I(g). The set of metrics with discrete (and even with trivial)
isometry group is open and is everywhere dense in the space of metrics AM [17].
The weak Riemannian structure on AM is invariant [5] with respect to action of the
group Dω. Therefore on a regular part of the space AM/G a weak Riemannian structure
such, that the projection p : AM −→ AM/G is a Riemannian submersion, is natural
defined [43]. The vertical subbundle V (AM) consists of subspaces, which are tangents to
orbits gG. Recall, that Vg = Tg(gG) consists of 2-forms of the view a = LXg, where LX is
the Lie derivate along a Hamilton vector field X .
It is shown in §6, that the horizontal subspace Hg = V ⊥g consists of the anti-Hermitian
symmetric 2-forms a such, that divJδga = 0, where δg is covariant divergence: (δga)
i =
−∇kakj. Recall that for an operator δg : S2 −→ Γ(TM) the adjoint operator δ∗g :
Γ(TM) −→ S2 is expressed via a Lie derivative: δ∗g = 12αg(X) = 12LXg.
Let a, b ∈ T[g](AM/G). As p : AM −→ AM/G is Riemannian submersion, the
sectional curvature K(a, b) of the space AM/G is under the formula [43], [7]:
K(a, b) = K(a, b) +
3
4
(
[a, b]V , [a, b]V
)
g
‖a ∧ b‖2 , (7.1)
where a, b ∈ TgAM are horizontal lifts of vectors a, b, K(a, b) is sectional curvature of the
space AM, [a, b]V is vertical part of a Lie commutator of horizontal vector fields on AM,
which continue a, b ∈ TgAM.
For an evaluation [a, b]V we will need two differential operators:
1) Elliptic operator of the 4-th order:
Eg : C
∞(M,R) −→ C∞(M,R), Eg(f) = divJδg αgJgradf, (7.2)
It is obvious, that its kernel consists of a constant functions;
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2) Differential operator of the 1-st order [5]:
: S2 −→ Γ(S2M ⊗ TM), ( a)kij = akij =
1
2
(∇iakj +∇jaki −∇kaij) , a ∈ S2.
The geometrical sense of an operator is, that it is a differential of mapping Γ : M−→
RConn, which takes a Riemannian metric g ∈ M to Riemannian connection without a
torsion Γ(g). If gt is curve on the space of metrics with tangent vector a =
d
dt
∣∣
t=0
gt and
Γkij(gt) are Christoffel symbols of a Riemannian connection of the metric gt,
( a)kij =
d
dt
∣∣∣∣
t=0
Γkij(gt).
Define a contraction a and δga with the symmetric 2-form b:
( a, b)k = akijb
ij , (δga, b)
k = bki (δga)
i. (7.3)
Introduce the notation:
{a, b} = (δgb, a) + ( b, a)− (δga, b)− ( a, b). (7.4)
Theorem 7.1. If a, b are horizontal vector fields on the space AM, then
[a, b]V = −αgJ grad E−1g divJ ({a, b}) . (7.5)
Theorem 7.2. Let [g] is regular point of the quotient space AM/G and g ∈ AM is
any metric from the class [g]. The sectional curvature K(a, b) of the space AM/G in a
plane section, defined by pair of vectors a, b ∈ T[g](AM/G), is expressed by the formula
K(a, b) = K(a, b) +
3
4‖a ∧ b‖2
∫
M
(divJ{a, b}) (E−1g (divJ{a, b})) dµg, (7.6)
where a, b ∈ TgAM are horizontal lifts of vectors a, b and K(a, b) is sectional curvature of
the space AM.
Proof of the theorem 7.1. The vertical subspace Vg consists of 2-forms of a view
h = LXg, where X is Hamiltonian vector field, X = Jgradf . Thus, h = αgJgradf . For
such forms h the equality divJδgh = divJδgαgJgradf = Eg(f), where Eg is operator defined
earlier by the formula (7.2), is held. Therefore orthogonal projection of the tangent space
TgAM on vertical Vg can be given as follows:
hV = αgJ grad E
−1
g divJδg(h). (7.7)
Find a projection of Lie commutator [a, b] of horizontal vector fields a, b on AM. As
AM ⊂ M ⊂ S2, [a, b]g = db(a) − da(b), where db(a) is usual derivative of a field b in
direction a in the vector space S2.
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At first we shall obtain divJδg(db(a)) in a considered point g. Take a curve gt on AM,
going out in direction a, d
dt
∣∣
t=0
gt = a. Vector field b is horizontal, divtJtδgt(b(gt)) = 0,
therefore
d
dt
∣∣∣∣
t=0
divtJtδgt(b(gt)) = 0. (7.8)
Calculate derivatives of operators divt, Jt, δgt ,
d
dt
∣∣∣∣
t=0
divtX =
d
dt
∣∣∣∣
t=0
(∇k(t)Xk) = d
dt
∣∣∣∣
t=0
(
∂Xk
∂xk
+ ΓkkiX
i
)
= akkiX
i = 0,
where akij = ( a)
k
ij =
1
2
(∇iakj +∇jaki −∇kaij). Taking into account, that tr g−1a = akk =
0, we obtain, that akki =
1
2
(∇iakk +∇kaki −∇kaik) = 0.
Let A = g−1a. Then, it is known (§4), that
d
dt
∣∣∣∣
t=0
Jt = JA.
Further, taking into account that
d
dt
∣∣∣∣
t=0
gkit = −aki and
d
dt
∣∣∣∣
t=0
(∇kbis) = −aqkibqs − aqksbiq,
we obtain:
d
dt
∣∣∣∣
t=0
δgt(b) =
d
dt
∣∣∣∣
t=0
(−gklgsi∇kbls) =
= aklgsi∇kbls + gklasi∇kbls + gklgsiaqklbqs + gklgsiaqksblq =
= akl∇kbil − (A(δgb))i − (B(δga))i + gsiaqksbkq .
Using these expressions of derivatives, equality (7.8) can be written as
divJ
(
(A(δgb))
i + akl∇kbil(A(δgb))i(B(δga))i + gsiaqksbkq
)
+ divJδg(db(a)) = 0.
From here we obtain, that
divJδg(db(a)) = −∇p
(
Jpi (a
kl∇kbil − bik(δga)k +
1
2
∇i(akl)bkl)
)
.
divJδg(da(b)) is similarly calculated. Using operator , we see, that
divJδg[a, b]g = −divJ((δgb, a) + ( b, a)− (δga, b)− ( a, b)).
This equality and relation (7.7) imply tha formula (7.5).
Proof of the theorem 7.2 follows at once from the theorem 7.1 and formulas (7.1),
(7.5). Indeed, using conjugacy of operators δ∗g = αg, J
∗ = −J , grad∗ = −div, one can just
see, that
([a, b]Vg , [a, b]
V
g )g =
(
αgJ grad E
−1
g divJ{a, b}, αgJ grad E−1g divJ{a, b}
)
=
=
∫
M
(divJ{a, b}) (E−1g (divJ{a, b})) dµg.
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§8. The Spaces of the associated metrics on sphere and torus.
8.1. Associated metrics on a sphere S2.
In this section we shall find sectional curvatures of the space AM of associated metrics
on a sphere S2 with a natural symplectic structure. In particular, it will be shown, that
the sectional curvature of the space AM is negative.
8.1.1. A view of associated metrics. Consider unit sphere S2 in R3, with spherical
coordinates
x = cosϕ cos θ
y = sinϕ cos θ
z = sin θ
 , ϕ ∈ (0, 2π), θ ∈ (−π/2, π/2).
Then the canonical metric g0 on S
2 and volume form look like:
g0 = cos
2 θdϕ2 + dθ2, µ = ω = cos θdϕ ∧ dθ, J0 =
(
0 − cos−1 θ
cos θ 0
)
.
Let z = sin θ, then
g0 = (1− z2)dϕ2 + 1
1− z2 dz
2, µ = ω = dϕ ∧ dz, J0 =
(
0 −(1 − z2)−1
(1− z2) 0
)
.
Choose an orthonormalized frame
e1 =
1√
1− z2
∂
∂ϕ
, e2 =
√
1− z2 ∂
∂z
and dual coframe
e∗1 =
√
1− z2 dϕ, e∗2 =
1√
1− z2 dz.
Then g0 = (e
∗
1)
2 + (e∗2)
2, J0 =
(
0 −1
1 0
)
.
In a corresponding complex frame
∂ =
1
2
(e1 − ie2), ∂ = 1
2
(e1 + ie2),
dw = e∗1 + ie
∗
1, dw = e
∗
1 − ie∗1
matrixes of tensors g0 = dw dw and J0 look like:
g0 =
1
2
(
0 1
1 0
)
, J0 =
(
i 0
0 −i
)
.
The endomorphism P in this case is defined by one complex-valued function p(z, ϕ) on a
coordinate map U = (−1, 1)× (0, 2π). We obtain the following values,
P =
(
0 p
p 0
)
, P 2 = pp
(
1 0
0 1
)
, 1− P 2 = (1− |p|2)
(
1 0
0 1
)
> 0, if |p| < 1,
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D = (1− P 2)−1 = 1
1− |p|2
(
1 0
0 1
)
, (1 + P )2 =
(
1 + pp 2p
2p 1 + pp
)
.
Associated metric and a.c.s. J , corresponding to an operator P look like:
g(P ) = D−1(1 + P )g0(1 + P ) =
1
2(1− pp)
(
2p 1 + pp
1 + pp 2p
)
, (8.1)
J = J0D(1 + P )
2 =
i
1− pp
(
1 + pp 2p
2p 1 + pp
)
. (8.2)
∂(J) = ∂ − p∂, ∂(J) = ∂ − p∂.
The anti-Hermitian symmetric 2-form a is also set by one complex-valued function:
a =
(
α 0
0 α
)
, A = g−10 a = 2
(
0 α
α 0
)
.
Let
ΨAM : PJ0 −→ AM, P → g = g0(1 + P )(1− P )−1,
g(X, Y ) = g0(X, (1 + P )(1− P )−1Y ).
is global parametrization of the space AM of associated metrics and
d ΨAM : EndSJ0(TM) −→ TgAM,
dΨAM(A) = hA = 2g0(1− P )−1A(1− P )−1.
is differential of mapping ΨAM .
Then the element h ∈ TgAM has the following expression via function p of an operator
P and function α of an operator A:
A =
(
0 α
α 0
)
7→ hA = 2g0(1− P )−1A(1− P )−1 = 1
(1− |p|2)2
(
α + p2α pα + pα
pα + pα α + p2α
)
.
(8.3)
Operator HA = g
−1hA:
HA =
2
(1− |p|2)2
(
pα− pα α− p2α
α− p2α pα− pα
)
. (8.4)
Write out expressions of associated metric g(P ), a.c.s. J and 2-form h = 2g0P in real
basis ∂
∂z
, ∂
∂ϕ
. We shall write the function p(z, ϕ) as p = r eiψ = r(cosψ + i sinψ), where
r = r(z, ϕ), ψ = ψ(z, ϕ) are functions on domain U ⊂ S2.
g(P ) =
1
1− r2
(
(1− z2)(1 + r2 + 2r cosψ) −2r sinψ
−2r sinψ 1+r2−2r cosψ
1−z2
)
, (8.5)
J(P ) =
1
1− r2
(
2r sinψ −1+r2−2r cosψ
1−z2
(1− z2)(1 + r2 + 2r cosψ) −2r sinψ
)
, (8.6)
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If α(z, ϕ) = u(z, ϕ) + iv(z, ϕ),
a = g0A =
(
(1− z2)u −v
−v − u
1−z2
)
. (8.7)
8.1.2. A curvature of the space AM(S2). The sectional curvature K(a, b) in the
plane section, given by the elements a, b ∈ TgAM(S2) find by the formula:
K(a, b) =
1
4‖a ∧ b‖2
∫
M
tr([A,B]2)dµ,
where M = S2, A = g−1a, µ = ω = dϕ ∧ dz.
Find expression of a sectional curvature in a coordinate map ΨAM . Let g0 is canonical
metric, g = g0(1 + P )(1 − P )−1 is any associated metric and J is complex structure,
corresponding to it.
Take an arbitrary elements A,B ∈ EndSJ0(TM). In a complex frame ∂1, ∂1 they are
set by matrixes of a view
A =
(
0 α
α 0
)
, B =
(
0 β
β 0
)
,
where α, β are complex functions of variables z, ϕ.
Tangent elements hA, hB of the space TgAM(S2) correspond to the operators A and
B:
hA = 2g(1− P )(1− P 2)−1A(1− P )−1, hB = 2g(1− P )(1− P 2)−1B(1− P )−1
and operators HA = g
−1hA, HB = g−1hB:
HA = 2(1− P )(1− P 2)−1A(1− P )−1, HB = 2(1− P )(1− P 2)−1B(1− P )−1.
Operator bracket has a view:
[HA, HB] = 4(1− P )[(1− P 2)−1A, 1− P 2)−1B](1− P )−1.
In a two-dimensional case we have, (1−P 2)−1 = 1
1−|p|2
(
1 0
0 1
)
, therefore operators A
and B commute with (1− P 2)−1.
Begin to calculate a sectional curvature on the plane σ, generated by the elements
hA, hB ∈ TgAM(S2).
‖hA‖2 = (hA, hA)g = 4
∫
M
tr
(
(1− P 2)−1A(1− P 2)−1A) dµ = 4 ∫
M
tr (A2)
(1− |p|2)2dµ.
Therefore
‖hA ∧ hB‖2 = ‖hA‖2‖hB‖2 − (hA, hB)2g =
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= 16
(∫
M
tr (A2)
(1− |p|2)2dµ
∫
M
tr (B2)
(1− |p|2)2dµ−
(∫
M
tr (AB)
(1− |p|2)2dµ
)2)
.
Similarly, ∫
M
tr([HA, HB]
2)dµ = 16
∫
M
tr ([A,B]2)
(1− |p|2)4 dµ.
Therefore formula for calculation of a sectional curvature becomes:
Kσ =
1
4
∫
M
tr([A,B]2)
(1−|p|2)4 dµ∫
M
tr(A2)
(1−|p|2)2dµ
∫
M
tr(B2)
(1−|p|2)2dµ−
(∫
M
tr(AB)
(1−|p|2)2dµ
)2 . (8.9)
As the operators A and B are set by functions α and β, then values tr ([A,B]2), tr (A2),
tr (A2), tr (AB) in this formula can also be expressed through α and β.
A =
(
0 α
α 0
)
, A2 =
(
αα 0
0 αα
)
= |α|2E, trA2 = 2|α|2.
AB =
(
0 α
α 0
)(
0 β
β 0
)
=
(
αβ 0
0 αβ
)
, trAB = αβ + αβ = 2Re(αβ).
[A,B] = AB − BA =
(
αβ − αβ 0
0 αβ − αβ
)
= 2iIm(αβ)
( −1 0
0 1
)
.
[A,B]2 = −4 (Im(αβ))2( 1 0
0 1
)
, tr[A,B]2 = −8 (Im(αβ))2 .
Theorem 8.1. Let A,B ∈ EndSJ0(TM) are operators given by functions α and β
and hA, hB are elements of the tangent space TgAM(S2), corresponding to them. Then
the sectional curvature Kσ of the space AM(S2) in the plane section σ, generated by the
elements hA, hB ∈ TgAM(S2) is expressed by the formula
Kσ = −1
2
∫
M
(Im(αβ))
2
(1−|p|2)4 dµ∫
M
|α|2
(1−|p|2)2dµ
∫
M
|α|2
(1−|p|2)2dµ−
(∫
M
Re(αβ)
(1−|p|2)2dµ
)2 . (8.10).
In particular:
1) If functions α and β are simultaneously either real, or pure imaginary, then Kσ = 0.
2) If one of functions α and β is real, and other is pure imaginary, then
Kσ = −1
2
∫
M
(Im(αβ))2
(1−|p|2)4 dµ∫
M
|α|2
(1−|p|2)2dµ
∫
M
|β|2
(1−|p|2)2dµ
. (8.11)
3) The holomorphic sectional curvature is limited from above by negative constant:
K(hA,JhA) ≤ − 1
8π
. (8.12)
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Proof. If functions α and β are simultaneously either real, or pure imaginary, then
tr[A,B]2 = −8 (Im(αβ))2 = 0. In case, when one of functions α and β is real, and other is
pure imaginary, trAB = 2Re(αβ) = 0 and
(
Im(αβ)
)2
= (Im(αβ))2.
Prove the last statement. In a complex frame, when one gives elements A ∈ EndSJ0(TM)
by complex functions, operator of a complex structure on EndSJ0(TM)
J : EndSJ0(TM) −→ EndSJ0(TM), A 7→ AJ0
acts as multiplication of function α on the number i. Therefore if B = JA, then β = iα
and tr[A,B]2 = −8 (Im(αiα))2 = −8 (|α|2)2, trAB = 2Re(αiα) = 0. Therefore the formula
(8.10) becomes
K(hA,JhA) = −1
2
∫
M
|α|4
(1−|p|2)4dµ(∫
M
|α|2
(1−|p|2)2dµ
)2 . (8.12)
Now we use a Cauchy-Bunyakovskii inequality
(∫
M
f dµ
)2 ≤ ∫
M
f 2dµ
∫
M
dµ for function
f = |α|
2
(1−|p|2)2 . As
∫
M
dµ = 4π for a two-dimensional unit sphere M = S2, then inequality
1
4π
≤
∫
M
f 2dµ(∫
M
f dµ
)2 .
implies the required evaluation K(hA,JhA) ≤ − 18π .
Find sectional curvatures without using of a parametrization of the space AM. Let
g ∈ AM is any associated metric and J is complex structure, corresponding to it. The
volume form µ(g) coincides with the symplectic form ω = dϕ ∧ dz.
Choose on a coordinate map (ϕ, z) on a sphere S2 a field of orthonormalized (with
respect to g) frames e1, e2. Let ∂1 =
1
2
(e1 − ie2), ∂1 = 12(e1 + ie2) is corresponding field of
complex frames.
We already marked, that in a complex frame the element a ∈ TgAM has a matrix
a =
(
α 0
0 α
)
, where α(z, ϕ) is complex function on a map U ⊂ S2. When one gives
elements a ∈ TgAM(S2) by complex functions α(z, ϕ) on U ⊂ S2, the operator of an
almost complex structure
J : TgAM(S2) −→ TgAM(S2)
acts as multiplication of function α(z, ϕ) on i.
The functions ei(kz+lϕ), k ∈ πZ, l ∈ Z, form full orthogonal system of functions on
domain U = {(ϕ, z); ϕ ∈ (0, 2π), z ∈ (−1, 1)}. They define complex basis in TgAM. The
real basis of the space TgAM corresponds to functions
cos(kz + lϕ), sin(kz + lϕ), i cos(kz + lϕ), i sin(kz + lϕ), k ∈ πZ, l ∈ Z. (8.13)
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Remark. Coordinate map (U ; ϕ, z) has singularities in two points of a sphere z = 1
and z = −1. The 2-form a, defined by function α(z, ϕ) on U can have singularities at
z = ±1 and ϕ = 2π. At calculation of sectional curvatures the integration on a sphere
is used. As the singularities of limited functions on a sphere concentrated on set of zero
measure, do not influence on values of integrals, then the functions of the system (8.13)
can be used for calculation of sectional curvatures of the space AM(S2).
Theorem 8.2. If functions α(z, ϕ), β(z, ϕ) from system (8.13), which gives a, b ∈
TgAM, are simultaneously real, or pure imaginary, then K(a, b) = 0. If the form a is
given by real function, and form b is given by pure imaginary function (8.13), then
K(a, b) =

− 1
8π
, if |α| 6= |β|,
− 3
16π
, if |α| = |β| 6= 1,
− 1
8π
, if |α| = |β| = 1.
In particular, for any basis function α the holomorphic sectional curvature K(a,Ja) takes
values
K(a,Ja) =
{ − 3
16π
, |α| 6= 1,
− 1
8π
, |α| = 1.
Proof. For operators A = g−1a, B = g−1b corresponding to the forms a, b we have:
A = 2
(
0 α
α 0
)
, B = 2
(
0 β
β 0
)
, [A,B] = 8i
(
Im(αβ) 0
0 −Im(αβ)
)
.
Thus, [A,B] = 0 if and only if Im(αβ) = 0. In particular, so will be, if α and β are
simultaneously real, or pure imaginary. The first statement of the theorem follows from
here. Further, in the second case we have tr(AB) = 8Re(αβ) = 0. From the formulas∫
M
tr([A,B]2)dzdϕ = −128
∫
M
(Im(αβ))2 dzdϕ,
‖a ∧ b‖2 =
∫
M
tr(A2)dµ
∫
M
tr(B2)µ
(∫
M
(tr(AB)µ)
)2
= 64
∫
M
|α|2dzdϕ
∫
M
|β|2dzdϕ,
we obtain expression of a sectional curvature:
Kσ = −1
2
∫
M
(Im(αβ))2 dµ∫
M
|α|2dµ ∫
M
|β|2dµ.
If
a = cos(kz + lϕ), or sin(kz + lϕ),
β = i cos(pz + qϕ), or i sin(pz + qϕ),
then the direct calculations give values, indicated in the theorem. Indeed, we consider all
essentially various cases.
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1) Let, for example,
α = cos(kz + lϕ), β = i cos(pz + qϕ), (k, l) 6= (0, 0), (p, q) 6= (0, 0), (k, l) 6= (p, q).
Designate ζ = kz + lϕ, ψ = pz + qϕ. Then |α|2 = cos2 ζ, |β|2 = cos2 ψ and
(Im(αβ))2 = (cos ζ cosψ)2 = 1
4
(cos(ζ + ψ) + cos(ζ − ψ))2.∫ 2π
0
∫ 1
−1
(Im(αβ))2 dϕdz =
=
1
4
∫ 2π
0
dϕ
∫ 1
−1
(cos2(ζ + ψ) + 2 cos(ζ + ψ) cos(ζ − ψ) + cos2(ζ − ψ))dz = 1
4
(2π + 2π) = π.
‖a ∧ b‖2 =
∫
U
cos2 ζ dzdϕ
∫
U
cos2 ψ dzdϕ = 4π2.
Therefore
K(a, b) = −1
2
π
4π2
= − 1
8π
.
2) Let α = 1, β = i cos(pz + qϕ), (p, q) 6= (0, 0). Designate ψ = pz + qϕ. Then
(Im(αβ))2 = (cosψ)2 and |α|2 = 1, |β|2 = cos2 ψ.∫ 2π
0
∫ 1
−1
(Im(αβ))2 dϕdz =
∫ 2π
0
dϕ
∫ 1
−1
cos2(ψ)dz = 2π.
‖a ∧ b‖2 =
∫
U
dzdϕ
∫
U
cos2 ψ dzdϕ = (4π)(2π).
Therefore
K(a, b) = −1
2
2π
(4π)(2π)
= − 1
8π
.
3) Now let (holomorphic sectional curvature),
α = cos(kz + lϕ), β = i cos(kz + lϕ), (k, l) 6= (0, 0).
Designate ζ = kz + lϕ. Then (Im(αβ))2 = (cos2 ζ)2 = 1
4
(1 + cos(2ζ))2 and |α|2 =
cos2 ζ, |β|2 = cos2 ζ .∫ 2π
0
∫ 1
−1
(Im(αβ))2 dϕdz =
1
4
∫ 2π
0
dϕ
∫ 1
−1
(1 + 2 cos(2ζ) + cos2(2ζ))dz =
1
4
(4π + 2π) =
3π
2
.
‖a ∧ b‖2 =
∫
U
cos2 ζ dzdϕ
∫
U
cos2 ζ dzdϕ = (2π)(2π).
Therefore
K(a, ia) = −1
2
3π
2(2π)(2π)
= − 3
16π
.
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4) The last case (holomorphic sectional curvature): α = ±1, β = ±i. Then (Im(αβ))2 =
1, |α|2 = 1, |β|2 = 1. Therefore∫ 2π
0
∫ 1
−1
(Im(αβ))2 dϕdz = 4π, ‖a ∧ b‖2 =
∫
U
dzdϕ
∫
U
dzdϕ = (4π)(4π).
K(1, i) = −1
2
4π
(4π)(4π)
= − 1
8π
.
The theorem is proved.
Finally we shall write out the equation divJδga = 0, when g = g0. The covariant
divergence of the form a is a vector field
δga = −2
(
(1− z2)∂u
∂z
− ∂v
∂ϕ
− 2zu
)
∂
∂z
+ 2
(
∂v
∂z
+
1
1− z2
∂u
∂ϕ
− 2z
1− z2 v
)
∂
∂ϕ
.
Calculating value divJδga we obtain the equation, which pickes out horizontal directions
h:
−1
2
divJδga =
(1− z2)∂
2v
∂z2
− 1
1− z2
∂2v
∂ϕ2
− 4z 1
1− z2
∂v
∂z
− 2v + 2 ∂
2u
∂z∂ϕ
− 2z
1− z2
∂u
∂ϕ
= 0. (8.14)
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8.2. Associated metrics on a torus T 2.
In this section we shall find sectional curvatures of the space AM of associated metrics
on a torus T 2 with a natural symplectic structure. In particular, values of sectional curva-
tures in regular points of the quotient space AM(T 2)/G, where G is the group of symplectic
diffeomorphisms of a torus, which Lie algebra is algebra of Hamilton vector fields on T 2,
will be found.
8.2.1. A view of associated metrics. Consider a torus T 2 = R2/2πZ2 with coordi-
nates (x, y)mod 2π, the flat metric g0 = dx
2 + dy2 and complex structure J0: z = x + iy.
A volume form: µ = dx ∧ dy. In complex basis
∂
∂z
=
1
2
(
∂
∂x
− i ∂
∂y
)
,
∂
∂z
=
1
2
(
∂
∂x
+ i
∂
∂y
)
.
matrixes of tensor g0 = dz dz and operator of a complex structure J0 look like the same
ones in case of sphere. The endomorphism P is defined by one complex-valued function
p(x, y) on a torus T 2. Associated metric and a.c.s. J , corresponding to an operator, P
have the same form, as well as in case of a sphere S2.
∂(J) =
∂
∂z
− p ∂
∂z
, ∂(J) =
∂
∂z
− p ∂
∂z
.
Write out expressions of associated metric g(P ), a.c.s. J and 2-form h = 2g0P in real
basis ∂
∂x
, ∂
∂y
. Write function p(x, y) as p = r eiψ = r(cosψ + i sinψ), where r = r(x, y),
ψ = ψ(x, y) is function on a torus T 2.
g(P ) =
1
1− r2
(
1 + r2 + 2r cosψ −2r sinψ
−2r sinψ 1 + r2 − 2r cosψ
)
,
J(P ) =
1
1− r2
(
2r sinψ −(1 + r2 − 2r cosψ)
1 + r2 + 2r cosψ −2r sinψ
)
.
8.2.2. A curvature of the space AM(T 2). The expression of sectional curvature
in a coordinate map ΨAM is the same, as in case of a sphere. Let g0 is canonical metric,
g = g0(1+P )(1−P )−1 is any associated metric and J is complex structure, corresponding
to it.
Take the arbitrary elements A,B ∈ EndSJ0(TM). In a complex frame ∂1, ∂1 they are
set by matrixes of the view
A =
(
0 α
α 0
)
, B =
(
0 β
β 0
)
,
where α, β are complex functions of variables x, y.
Theorem 8.3. Let A,B ∈ EndSJ0(TM) are operators, given by functions α and β
and hA, hB are the elements of tangent space TgAM(T 2), corresponding to them. Then
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the sectional curvature Kσ of the space AM(S2) in the plane section σ, generated by the
elements hA, hB ∈ TgAM(T 2), is expressed by the formula
Kσ = −1
2
∫
M
(Im(αβ))
2
(1−|p|2)4 dµ∫
M
|α|2
(1−|p|2)2dµ
∫
M
|α|2
(1−|p|2)2dµ−
(∫
M
Re(αβ)
(1−|p|2)2dµ
)2 .
where M = T 2. In particular:
1) If functions α and β are simultaneously either real, or pure imaginary, then Kσ = 0.
2) If one of functions α and β is real, and other pure imaginary, then
Kσ = −1
2
∫
M
(Im(αβ))2
(1−|p|2)4 dµ∫
M
|α|2
(1−|p|2)2dµ
∫
M
|β|2
(1−|p|2)2dµ
.
3) The holomorphic sectional curvature is limited from above by negative constant:
K(hA,JhA) ≤ − 1
8π2
.
Proof. The reason of appearance of number π2, instead of π, is that the area of a
sphere is equal to 4π, and the area of our torus is equal to 4π2.
Find sectional curvatures without using of a parametrization of the space AM. Let
g ∈ AM is any associated metric and J is complex structure, corresponding to it. The
volume form µ(g) coincides with the symplectic form ω = dx ∧ dy.
Choose a field of orthonormalized (with respect to g) frames on torus T 2 e1, e2. Let
∂1 =
1
2
(e1 − ie2), ∂1 = 12(e1 + ie2) is field of corresponding complex frames.
We already marked, that in a complex frame the element a ∈ TgAM has a matrix
a =
(
α 0
0 α
)
, where α(x, y) is complex 2π – periodic function of variables x, y. When
one gives elements a ∈ TgAM(T 2) by complex functions α(x, y), operator of an almost
complex structure
J : TgAM(T 2) −→ TgAM(T 2)
acts as multiplication of function α(x, y) on i.
The full orthogonal system of functions on a torus T 2 is formed by functions
pkl = e
i(kx+ly), k, l ∈ Z, (x, y) ∈ T 2.
One can find a curvature R = 1
det g(p)
R1212 of associated metric g(pkl).
The direct count in a system of analytical calculations MapleV gives for a set of the
metrics gt = g(tpkl) the following expression of a Gaussian curvature:
R = − t
1 − t2
(
(k2 − l2) cos(kx+ ly)− 2kl sin(kx+ ly)) .
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The functions ei(kx+ly) define the complex basis in TgAM. The real basis of the space
TgAM corresponds to functions
cos(kx+ ly), sin(kx+ ly), i cos(kx+ ly), i sin(kx+ ly), k, l ∈ Z. (8.15)
Theorem 8.4. If functions α(x, y), β(x, y) from system (8.15), which give 2-forms
a, b ∈ TgAM are simultaneously either real, or pure imaginary, then K(a, b) = 0. If the
form a is set by real function, and form b is pure imaginary function (8.15), then
K(a, b) =

− 1
8π2
, if |α| 6= |β|,
− 3
16π2
, if |α| = |β| 6= 1,
− 1
8π2
, if |α| = |β| = 1.
In particular, for any basis function α the holomorphic sectional curvature K(a,Ja) takes
values
K(a,Ja) =
{ − 3
16π2
, |α| 6= 1,
− 1
8π2
, |α| = 1.
In case, when α(x, y) = ei(kx+ly), β(x, y) = ei(px+qy),
K(a, b) =
{ − 1
16π
, if β 6= ±iα,
− 1
8π
, if β = ±iα.
Proof. Let α = eiϕ, β = Eiψ, where ϕ, ψ are functions on T 2 of view ϕ = kx + ly,
ψ = px+ qy, we assume, that ϕ 6= ψ. In this case we have the following expressions:
|α|2 = 1, |β|2 = 1,
(Im(αβ))2 =
(
Im(ei(ψ−ϕ))
)2
= sin2(ψ − ϕ) = 1− sin 2(ψ − ϕ)
2
.
∫ 2π
0
∫ 2π
0
(Im(αβ))2 dxdy =
∫ 2π
0
∫ 2π
0
1− sin 2(ψ − ϕ)
2
dxdy =
{
2π2, if ψ − ϕ 6= ±π/2,
4π2, if ψ − ϕ = ±π/2.
‖a ∧ b‖2 =
∫ 2π
0
∫ 2π
0
dxdy
∫ 2π
0
∫ 2π
0
dxdy −
(∫ 2π
0
∫ 2π
0
cos(ψ − ϕ)dxdy
)2
= (4π2)(4π2).
Therefore
K(a, b) =
{
−1
2
2π2
(4π2)(4π2)
= − 1
16π
, if β 6= ±iα,
−1
2
4π2
(4π2)(4π2)
= − 1
8π
, if β = ±iα.
The theorem is completely proved.
8.2.3. A curvature of the space AM/G. Let a, b ∈ T[g](AM/G). As p : AM −→
AM/G is Riemannian submersion, the sectional curvature K(a, b) of the space AM/G is
under the formula [43], [7]:
K(a, b) = K(a, b) +
3
4
(
[a, b]V , [a, b]V
)
g
‖a ∧ b‖2 , (8.16)
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where a, b ∈ TgAM are horizontal lifts of vectors a, b, K(a, b) is sectional curvature of the
space AM, [a, b]V is vertical part of Lie commutator of horizontal vector fields on AM,
which continue a, b ∈ TgAM.
Consider the flat metric g0 = dz dz on T
2. Let symmetric 2-form h in real basis dx, dy
has a view
h = u dx2 − 2v dxdy − u dy2, (8.17)
Corresponding quadratic differential h = pdzdz+p dzdz is set by function p = 1/2(u+ iv).
The covariant divergence δgh = −∇ihij represents a vector field
δgh = −2
(
∂u
∂x
− ∂v
∂y
)
∂
∂x
+ 2
(
∂v
∂x
+
∂u
∂y
)
∂
∂y
. (8.18)
Mark incidentally, that the equality δgh = 0 means, that h = p dzdz is holomorphic
quadratic differential. Find divJδgh.
Jδgh = −2
(
∂v
∂x
+
∂u
∂y
)
∂
∂x
− 2
(
∂u
∂x
− ∂v
∂y
)
∂
∂y
.
−1
2
divJδgh =
∂2v
∂x2
− ∂
2v
∂y2
+ 2
∂2u
∂x∂y
. (8.19)
In the complex form:
divJδgh = −8Im
(
∂2p
∂z2
)
. (8.20)
The horizontal space S∗2A, orthogonal to an orbit g0G ⊂ AM consists of quadratic differ-
entials a = pdz2, satisfying to the equation,
1
4
Im
(
∂2p
∂z2
)
=
∂2v
∂x2
− ∂
2v
∂y2
+ 2
∂2u
∂x∂y
= 0. (8.21)
The basis of solutions of this equation is given by complex functions p(x, y) of a view
p(x, y) = (f1(x) + f2(y)) + i (f3(x+ y) + f4(x− y)) .
Basis of real functions p = u(x, y), defining horizontal forms, i.e., satisfying to the equation,
∂2u
∂x∂y
= 0,
form the functions of a view
cos kx, sin kx, cos ly, sin ly, k, l ∈ Z. (8.22)
Basis of pure imaginary functions p = iv(x, y), defining horizontal forms, i.e., satisfying to
the equation,
∂2v
∂x2
− ∂
2v
∂y2
= 0,
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is formed by functions of a view
i cos p(x+ y), i sin p(x+ y), i cos q(x− y), i sin q(x− y), p, q ∈ Z. (8.23)
Find a sectional curvature of the quotient space AM/G in case, when the horizontal forms
a, b, given by functions of view (8.22) and (8.23), are taken as the elements a, b ∈ T[g]AM/G.
Theorem 8.5. Sectional curvature K(a, b) of the space AM/G at a point [g0] in
direction of the horizontal forms a, b ∈ Tg0AM takes the following values:
1) If α is cos kx or sin kx, and β is cos ly or sin ly, then
K(a, b) =
3
8π2
k2l2
(k2 + l2)2
,
in remaining cases of real functions, K(a, b) = 0,
2) If α is i cos p(x+ y) or i sin p(x+ y), and β is i cos q(x− y) or i sin q(x− y), then
K(a, b) =
3
32π2
p2q2
(p2 + q2)2
,
in remaining cases of pure imaginary functions, K(a, b) = 0,
3) If α is any real function from (8.22) and β is imaginary function of a view (8.23),
then
K(a, b) =
{
1
4π2
, if |α| 6= 1, |β| 6= 1,
− 1
8π
, if |α| = 1 or |β| = 1.
Proof. We shall use the formula (7.6),
K(a, b) = K(a, b) +
3
4‖a ∧ b‖2
∫
M
(divJ{a, b}) (E−1g (divJ{a, b})) dµg,
where:
Eg(f) = divJδgαgJgradf,
{a, b} = A(δgb) + ( (b), a)−B(δga)( (a), b),
A(δgb) = a
k
i (δgb)
i, (δgb)
i = −∇jbij ,
( (b), a) = bkija
ij,
( (b))kij = b
k
ij =
1
2
(∇ibki +∇jbki −∇kbij) , b ∈ S2.
In our case of a two-dimensional torus T 2 and flat metric g = dx2 + dy2, the operator Eg
has a view:
Egf =
1
2
(
∂4f
∂x4
+ 2
∂4f
∂x2∂y2
+
∂4f
∂y4
)
=
1
2
∆2f.
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It is convenient now to set the symmetric 2-forms a, b in real base dx, dy. The 2-form
a, corresponding to complex function α = 1/2(u + iv) has a matrix a =
(
u −v
−v −u
)
in
real basis. Calculate δga, (a) for the following basic horizontal forms.
Type 1. a =
(
cos kx 0
0 − cos kx
)
.
Covariant divergence: δga = (k sin kx, 0).
Tensor akij :
a111 = −
1
2
k sin kx, a112 = 0, a
1
22 = −
1
2
k sin kx,
a211 = 0, a
2
12 =
1
2
k sin kx, a222 = 0.
Type 2. a =
(
cos ly 0
0 − cos ly
)
.
Covariant divergence: δga = −(0, l sin ly).
Tensor akij :
a111 = 0, a
1
12 = −
1
2
l sin ly, a122 = 0,
a211 =
1
2
l sin ly, a212 = 0, a
2
22 =
1
2
l sin ly.
Type 3. a =
(
0 − cos p(x+ y)
− cos p(x+ y) 0
)
.
Covariant divergence: δga = −(p sin p(x+ y), p sin p(x+ y)).
Tensor akij :
a111 = 0, a
1
12 = 0, a
1
22 = p sin p(x+ y),
a211 = p sin p(x+ y), a
2
12 = 0, a
2
22 = 0.
Type 4. a =
(
0 − cos q(x− y)
− cos q(x− y) 0
)
.
Covariant divergence: δga = −(q sin q(x− y), q sin q(x− y)).
Tensor akij :
a111 = 0, a
1
12 = 0, a
1
22 = −q sin q(x− y),
a211 = q sin q(x− y), a212 = 0, a222 = 0.
Remark. In case, when for definition of the form a the function sin is taken, the values
δga and (a) are similarly found with elementary replacement of functions sin and cos.
Begin calculation of a sectional curvature K(a, b) of the space AM/G.
First part. Let
a =
(
cos kx 0
0 − cos kx
)
, b =
(
cos ly 0
0 − cos ly
)
, k 6= 0, l 6= 0.
In this case: K(a, b) = 0,
( (b), a) = 0, ( (a), b) = 0,
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A(δgb) = (0, l cos kx sin ly), B(δga) = (k sin kx cos ly, 0),
{a, b} = (−k sin kx cos ly, l cos kx sin ly),
J{a, b} = −(l cos kx sin ly, k sin kx cos ly),
divJ{a, b} = 2kl sin kx sin ly = kl(cos(kx− ly)− cos(kx+ ly)),
E−1g (divJ{a, b}) = 2kl
1
(k2 + l2)2
(cos(kx− ly)− cos(kx+ ly)) ,∫
T 2
(divJ{a, b}) E−1g (divJ{a, b}) dx dy =
2k2l2
(k2 + l2)2
(2π2 + 2π2),
‖a‖2 =
∫
T 2
tr(A2) dx dy = 2
∫
T 2
cos2 kx dx dy = 4π2 = ‖b‖,
(a, b) = 2
∫
T 2
cos kx cos ly dx dy = 0,
Therefore
K(a, b) =
3
8π2
k2l2
(k2 + l2)2
.
If
a =
(
cos kx 0
0 − cos kx
)
, b =
(
sin ly 0
0 − sin ly
)
, k 6= 0, l 6= 0,
then similarly,
K(a, b) =
3
8π2
k2l2
(k2 + l2)2
,
Let now
a =
(
cos kx 0
0 − cos kx
)
, b =
(
cos lx 0
0 − cos lx
)
.
In this case: K(a, b) = 0,
( (b), a) = 0, ( (a), b) = 0,
A(δgb) = (l sin lx cos kx, 0), B(δga) = (k sin kx cos lx, 0),
{a, b} = (l sin lx cos kx− k sin kx cos lx, 0),
divJ{a, b} = 0.
Therefore K(a, b) = 0.
If
a =
(
cos kx 0
0 − cos kx
)
, b =
(
sin lx 0
0 − sin lx
)
.
then similarly, K(a, b) = 0.
Second part. Let
a =
(
0 − cos p(x+ y)
− cos p(x+ y) 0
)
, b =
(
0 − cos q(x− y)
− cos q(x− y) 0
)
, p2+q2 6= 0.
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In this case: K(a, b) = 0,
( (b), a) = 0, ( (a), b) = 0,
A(δgb) = (q cos p(x+ y) sin q(x− y),−q cos p(x+ y) sin q(x− y)) ,
B(δga) = (p sin p(x+ y) cos q(x− y), p sin p(x+ y) cos q(x− y)) ,
{a, b} = (q cos p(x+ y) sin q(x− y)− p sin p(x+ y) cos q(x− y),
−q cos p(x+ y) sin q(x− y)− p sin p(x+ y) cos q(x− y)) ,
J{a, b} = (q cos p(x+ y) sin q(x− y) + p sin p(x+ y) cos q(x− y),
q cos p(x+ y) sin q(x− y)− p sin p(x+ y) cos q(x− y)) ,
divJ{a, b} = −2pq sin p(x+ y) sin q(x− y) =
= pq (cos((p− q)x+ (p+ q)y)− cos((p+ q)x+ (p− q)y)) ,
E−1g (divJ{a, b}) =
=
−2pq
((p− q)2 + (p+ q)2)2 (cos((p− q)x+ (p+ q)y) cos((p+ q)x+ (p− q)y)) ,∫
T 2
(divJ{a, b}) E−1g (divJ{a, b}) dx dy =
2p2q2
(2p2 + 2q2)2
(2π2 + 2π2),
‖a‖2 = 4π2 = ‖b‖2, (a, b)g = 0, K(a, b) = 0.
Therefore
K(a, b) =
3
32π2
p2q2
(p2 + q2)2
.
If
a =
(
0 − cos p(x+ y)
− cos p(x+ y) 0
)
, b =
(
0 − sin q(x− y)
− sin q(x− y) 0
)
, p2+q2 6= 0.
then similarly
K(a, b) =
3
32π2
p2q2
(p2 + q2)2
.
Let now,
a =
(
0 − cos p(x+ y)
− cos p(x+ y) 0
)
, b =
(
0 − cos q(x+ y)
− cos q(x+ y) 0
)
, p 6= q.
In this case: K(a, b) = 0, ( (b), a) = 0, ( (a), b) = 0, divJ{a, b} = 0 and K(a, b). If
a =
(
0 − cos p(x+ y)
− cos p(x+ y) 0
)
, b =
(
0 − sin q(x+ y)
− sin q(x+ y) 0
)
, p 6= q.
then also K(a, b).
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Third part. Let
a =
( − cos kx 0
0 − cos kx
)
, b =
(
0 − cos p(x+ y)
− cos p(x+ y) 0
)
, p2 + q2 6= 0.
In this case: K(a, b) = − 1
8π2
,
( (b), a) = (−p cos kx sin p(x+ y), p cos kx sin p(x+ y)) ,
( (a), b) = (0,−k sin kx cos p(x+ y)) ,
A(δgb) = (−p cos kx sin p(x+ y), p cos kx sin p(x+ y)) ,
B(δga) = (0,−k sin kx cos p(x+ y)) ,
{a, b} = 2 (−p cos kx sin p(x+ y), p cos kx sin p(x+ y)) + 2 (0, k sin kx cos p(x+ y)) ,
J{a, b} = −2p (cos kx sin p(x+ y), cos kx sin p(x+ y))− 2k (0, sin kx cos p(x+ y)) ,
divJ{a, b} = 4kp sin kx sin p(x+ y)− 2(k2 + 2p2) cos kx cos p(x+ y) =
= (2kp− k2 − 2p2) cos((k − p)x− py)− (k2 + 2kp+ 2p2) cos((k + p)x+ py),
E−1g (divJ{a, b}) = 2
2kp− k2 − 2p2
((k − p)2 + p2)2 cos((k−p)x−py)−2
k2 + 2kp+ 2p2
((k + p)2 + p2)2
cos((k+p)x+py),∫
T 2
(divJ{a, b}) E−1g (divJ{a, b}) dx dy =
=
(
2
(2kp− k2 − 2p2)2
((k − p)2 + p2)2 + 2
(k2 + 2kp+ 2p2)2
((k + p)2 + p2)2
)
2π2 = 8π2,
‖a‖2 = 4π2 = ‖b‖2, (a, b)g = 0,
Therefore
K(a, b) = − 1
8π2
+
3
4
1
2π2
=
1
4π2
.
The same value of a sectional curvature turns out, when the 2-form a is given by
functions sin kx, cos ly, sin ly or when the 2-form b is given by functions sin p(x + y),
cos q(x − y), sin q(x − y). If one of functions has a view ±1 or ±i, then {a, b} = 0.
Therefore K(a, b) = K(a, b) = − 1
8π2
. The theorem is proved.
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§9. Critical associated metrics
on a symplectic manifold.
Consider a functional on the space of Riemannian metrics
R : M−→ R, R(g) =
∫
M
r(g) dµ(g),
where r(g) is scalar curvature of the metric g ∈M. Functional R is invariant with respect
to an action of group of diffeomorphisms D onM. The gradient of a functional R is simple
found [7]:
dR(g; h) =
∫
M
(
dr(g; h) + r(g)
1
2
trgh
)
dµ(g) =
=
∫
M
(
△(trgh) + δgδghg(h,Ric(g)) + r(g)1
2
trgh
)
dµ(g) =
(under the Stokes formula, taking into account ∂M = ∅)
=
∫
M
g
(
1
2
r(g)g −Ric(g), h
)
dµ(g) =
(
1
2
r(g)g − Ric(g), h
)
g
,
where Ric(g) is Ricci tensor, g(h,Ric(g)) is pointwise inner product of tensor fields on M ,
g(h,Ric(g)) = tr (g−1hg−1Ric(g)), trgh = tr g−1h. Thus,
grad R =
1
2
r(g)g −Ric(g).
Recall, that a metric g on M is called Einsteinian, if its Ricci tensor is proportional to a
metric tensor g,
Ric(g) = λg, λ ∈ R.
Einsteinian metrics are critical for the functional R on the manifoldM1 of metrics with
the same volume (equal to unit). Recall, that
TgM1 = {h ∈ S2;
∫
M
trgh dµ(g) = 0}.
The orthogonal complement to TgM1 in the space TgM = S2 consists of 2-forms propor-
tional to g: h = cg, c ∈ R. The metric g ∈ M1 is critical for the functional R on M1 if
and only if grad R(g) is orthogonal to TgM1, i.e. if for some number c ∈ R,
1
2
r(g)g −Ric(g) = cg.
is held. We just obtain from here, that r(g) = const and Ric(g) = λg, λ ∈ R.
Consider the functional R on the manifold AM of associated metrics on a symplectic
manifold M,ω. In this case a set of critical metrics is much wider. D.Blair has shown [9],
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[12], that a metric g ∈ AM is critical for the functional R on AM if and only if Ricci
tensor Ric(g) is Hermitian with respect to almost complex structure J , corresponding to
g.
Indeed, any element h ∈ TgAM represents symmetric anti-Hermitian form, therefore
trgh = 0 and then
dR(g; h) =
∫
M
(
−g(h,Ric(g)) + r(g)1
2
trgh
)
dµ(g) =
= −
∫
M
g(h,Ric(g)) dµ(g) = 0.
From an arbitrary of the anti-Hermitian form h we obtain g(h,Ric(g)) = 0, and it
follows from a pointwise orthogonality of the Hermitian and anti-Hermitian forms on M ,
that the tensor Ric(g) is Hermitian.
Conclusion. In case of associated metrics analog of Einstein metrics is metrics with
Hermitian Ricci tensor.
The important property of the space EM of einsteinian metrics on M is the finite
dimensionality of a moduli space EM/D. Such question is natural for asking for the space
of critical metrics of the functional R on the space of associated metrics.
In this paragraph we show a finite dimensionality of the space of classes of equivalent
critical associated metrics of a constant scalar curvature. Consider the map
ARic : AM−→ S2A, g −→ Ric(g)A, (9.1)
which takes each associated metric g to an anti-Hermitian part Ric(g)A of Ricci tensor.
Then the set of all critical metrics coincides with a set ARic−1(0).
By symbol CAMc we shall designate a set of the critical associated metrics of constant
scalar curvature, which is equal to c. The space CAMc can be considered as a level set
(ARic× r)−1(0, c) of mapping
ARic× r : AM −→ S2A × C∞(M,R), g −→ (Ric(g)A, r(g)). (9.2)
This mapping extends to a smooth mapping
ARic× r : AMs −→ Ss−22A ×Hs−2(M,R)
from Hilbert manifold AMs of associated metrics of the Sobolev class Hs, s ≥ 2n+3, into
the Hilbert space Ss−22A ×Hs−2(M,R) of forms and functions of class Hs−2. It was proven
in §3 that the manifold AMs is analytical. In further the analyticity of the continued
mapping ARic × r will be shown. Let {G;Gs, s ≥ 2n + 5} is ILH-Lie group of exact
symplectic diffeomorphisms [42], [50] and let Iω(g) = I(g)∩G is isometry group being also
symplectic transformations.
The following theorem takes place, it just follows from the slice theorem, [17], [27],
stated in general case for action of groups of diffeomorphisms on the space of metrics.
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Slice theorem. Let g ∈ AM. If s ≥ 2n + 5, then there exists a submanifold Ssg in
AMs and a local section χs+1 : Iω(g) \ Gs+1 −→ Gs+1 defined on an open neighbourhood
Us+1 of a coset [Iω(g)] which posses the following properties:
1) If γ ∈ Iω(g), then γ∗(Ssg ) = Ssg .
2) Let γ ∈ Gs+1. If γ∗(Ssg ) ∩ Ssg 6= ∅, then γ ∈ Iω(g).
3) The mapping F : Ssg × Us+1 −→ AMs, F s(g1, u) = χs+1(u)∗g1, is homeomorphism
on an open neighbourhood V s of the element g from AMs.
The general schema of construction of a slice Ssg is applied to our case too. LetS∗s2A
is the space of anti-Hermitian symmetric 2-forms h on M of a class Hs, satisfying to the
condition,
divJδgh = 0.
The slice Ssg is an image of a neighbourhood of zeroW s ⊂ S∗s2A at exponential mapping [17].
In case of the space of associated metrics the exponential map is set by usual exponential
mapping (see §3):
Expg : S
∗s
2A −→ AMs, Expg(h) = g eH , (9.3)
where H = g−1h and eH = 1+H+ 1
2
H2+ 1
3!
H3+ . . . . As the mapping Expg is real-analytic,
then the slice Ssg is a real-analytic submanifold in AMs. Note, that mapping F of the slice
theorem
F : Sg × U −→ AM
is ILH-smooth, as for any s ≥ 2n+ 5:
Ssg = S2n+5g ∩AMs, Us+1 = U2n+6 ∩
(
Iω(g) \ Gs+1
)
,
V s = V 2n+5 ∩ AMs, χs+1 = χ2n+6|Us+1
is held, and for any k ≥ 0 mappings
F s+1 : Ss+kg × Us+k+1 −→ V s,
ps+k × qs+k : V s+k −→ Ssg × Us+1
are Ck-differentiable.
The quotient space Ssg/Iω(g) describes a local structure of a quotient space AMs/Gs+1
in a neighbourhood of class [g].
Let g ∈ CAMc is critical metric of a constant scalar curvature, which is equal to c.
Definition 9.1. The set of critical associated metrics of a constant scalar curvature c,
which are in slice Sg ⊂ AM at a point g, is called as a premoduli space of critical associated
metrics of a constant scalar curvature in a neighbourhood g ∈ AM.
Premoduli space will be denoted by a symbol PM(g),
PM(g) = Sg ∩ CAMc =
(
(ARic× r)|Sg
)−1
(0, c).
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The local moduli space is the quotient space PM(g)/Iω(g). It describes a local structure
of the space CAMc/G in a neighbourhood of class [g] = gG.
Let PMs(g) = Ssg∩CAMsc is premoduli space of critical metrics of a constant curvature
of Sobolev class Hs, s ≥ 2n+ 5.
Theorem 9.1. Let g ∈ CAMc, then for any s ≥ 2n + 5 there is a neighbourhood W s
of the element g in slice Ssg such, that the space PMs(g)∩W s is an analytical set of finite-
dimensional real-analytic submanifold Z ⊂ W s, whose tangent space TgZ has dimension
independent on s and consists of the anti-Hermitian 2-forms of C∞-class.
For a proof we will need some facts about analytic mappings of Hilbert spaces. Recall,
that the mapping f , defined on an open set U of Hilbert space E1 in a Hilbert space E2 is
called real-analytic, if in a neighbourhood of each point it is represented by a convergent
power series.
Let E1, E2 are complex Hilbert spaces and U ⊂ E1 is open set. The mapping f : U −→
E2 is called holomorphic, if f is of C
1-class and in each point x ∈ U the differential df(x)
commutes with complex structures J1 and J2 on E1 and E2.
We cite several known statements [25].
Proposition 1. Let E1 and E2 are complex Hilbert spaces and U ⊂ E1 is open set.
The holomorphic mapping f : U −→ E2 is real-analytic.
Proposition 2. Let E1 and E2 are real Hilbert spaces and E
C
1 , E
C
2 are their
complexifications. Let U ⊂ E1 is open set and f : U −→ E2 is real-analytic mapping. Then
there exists an open set UC ⊂ EC1 including U and such that f extends to a holomorphic
mapping fC : UC −→ EC2 .
Proposition 3 [35]. Let E1 and E2 are real Hilbert spaces and f is real-analytic mapping
from E1 in E2, defined on an open neighbourhood of zero 0 ∈ E2. Suppose, that f(0) = 0
and image of a differential df(0) is closed in E2. Then there is an open neighbourhood U of
zero in E1 such, that the set f
−1(0)∩U is a real-analytic set in a real-analytic submanifold
Z from U , the tangent space T0Z of which coincides with Kerdf(0).
Lemma 9.1. Let E, F are vector bundles over a manifold M and EC, FC are their
complexifications and Γs(E), Γs(F ) are spaces of sections of the Sobolev class Hs. Let
Us ⊂ Γs(E) is open set and Ψ : Us −→ Γs−k(F ), s ≥ n
2
+ k + 1 is C∞-smooth mapping
possessing a property: for any point x ∈M there is a neighbourhood Vx ⊂ M of this point,
such, that Ψ defines mapping Ψ|Vx : Us ∩ Γs(E|Vx) −→ Γs−k(F |Vx) of a class C∞, which
extends to holomorphic mapping
ΨC |Vx : (Us)C ∩ Γs(EC |Vx) −→ Γs−k(FC |Vx),
where (Us)C is open set in Γs(EC), containing Us. Then mapping Ψ : Us −→ Γs−k(F ) is
real-analytic.
Proof. Let JE and JF are operators of complex structures in complexified fiber bundles
EC and FC . They define complex structures in Hilbert spaces of sections Γs(EC) and
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Γs−k(FC), which we shall designate by the same symbols JE and JF . Show, that the
mapping Ψ : (Us)C −→ Γs−k(FC) is holomorphic, i.e. for any section u ∈ (Us)C the
equality dΨ(JE(u)) = JF (dΨ(u)) is held. The operators JE and JF on the spaces Γ
s(EC)
and Γs(FC) acts pointwise:
JE(u)(x) = JE(u(x)), JF (v)(x) = JF (v(x)),
therefore equality dΨ(JE(u)) = JF (dΨ(u)) needs to be only checked up at each point
x ∈M :
dΨ(JE(u))(x) = JF (dΨ(u)(x)) x ∈M.
But the last is held on a condition in a neighbourhood Vx of each point x ∈M .
Corollary 1. If the mapping Ψ : Us −→ Γs(FC), s ≥ n
2
+ 1, has a view
Ψ(u) = ψ ◦ u,
where ψ : E −→ F is saving fibers map of class C∞, defined on an open set in E and
extendible to a mapping ψC : EC −→ FC, such that its restriction ψC on each fiber ECx is
holomorphic, then Ψ is real-analytic mapping.
It follows from here, that the tensor operations (convolution, raising of an index etc.)
determine analytical mappings of spaces of sections.
The partial derivative of a tensor field u with respect to coordinate xi on base of M
represents a linear operation in a neighbourhood of a point x ∈ M . Therefore it extends
to holomorphic mapping of complex fields u in a neighbourhood of a point x.
Corollary 2. If the mapping Ψ : Us −→ Γs−k(F ) in local coordinates in a neighbour-
hood of each point x ∈ M is analytically expressed through tensor operations and partial
derivatives of sections u ∈ Us to the order k, then Ψ is real-analytic mapping.
In particular, mapping
ARic× r : Ms −→ Ss−22A ×Hs−2(M,R)
is real-analytic mapping at s ≥ n
2
+ 3, since it is locally analytically expressed through the
second partial derivatives of a metric tensor g and operations of convolution, raising of an
index, taking of an anti-Hermitian part.
The slice Ssg is a real-analytic submanifold in AMs, as it is an image of a neighbourhood
of zero of analytical mapping
Expg : S
∗s
2A −→ AMs, Expg(h) = g eH ,
where H = g−1h.
Proof of the theorem 9.1. Consider analytical mapping ARic × r : AMs −→
Ss−22A ×Hs−2(M,R) and take its restriction on an analytical submanifold Ssg , g ∈ AM,
ARic× r|Ssg : Ssg −→ S
s−2
2A ×Hs−2(M,R).
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The premoduli space PMs(g) is a level set,
PMs(g) =
(
ARic× r|Ssg
)−1
(0, c).
Therefore we can apply a proposition 3. It is necessary to show, that an image of a
differential d
(
ARic× r|Ssg
)
(g) is closed. At first we find differential d(ARic)(g) of mapping
ARic : AMs −→ Sof s−22A .
Let h ∈ TgAMs and let gt is curve which is going out from g in direction h and Jt is its
corresponding set of associated almost complex structures. The tangent vector I = d
dt
∣∣
t=0
Jt
is expressed through h: I = J ◦H , where H = g−1h. Let X, Y ∈ Γ(TM). Differentiating
of equality with respect to t
ARic(gt)(X, Y ) =
1
2
(Ric(gt)(X, Y )−Ric(gt)(JtX, JtY )) ,
we obtain,
(d(ARic)(g; h)) (X, Y ) = A (dRic(g; h)(X, Y ))−
−1
2
(Ric(g)(IX, JY ) +Ric(g)(JX, IY )) =
=
1
2
A
(
∆Lh− 2δ∗gδgh
)
(X, Y )− 1
2
(Ric(g)(IX, JY ) +Ric(g)(JX, IY )) ,
where A
(
∆Lh− 2δ∗gδgh
)
is anti-Hermitian part, δg is covariant divergence, δ
∗
g is operator,
which is adjoint to δg, ∆Lh = −∇k∇khij + Rikhkj + Rjkhki − 2Rikjl hkl is Lichnerowicz
Laplacian, we take into account, that h ∈ TgAMs and, therefore, trgh = 0, the expression
for dRic(g) is obtained in work [5], see also [7].
Consider, that the point g ∈ AM, in which the differential is calculated, is the critical
metric. Then the Ricci tensor Ric(g) is Hermitian, therefore:
d(ARic)(g; h)(X, Y ) =
=
1
2
A
(
∆Lh− 2δ∗gδgh
)
(X, Y )− 1
2
(Ric(g)(HX, Y ) +Ric(g)(X,HY )) .
or, omitting arguments X, Y ,
d(ARic)(g; h) =
1
2
A
(
∆Lh− 2δ∗gδgh
)− 1
2
(
HT ◦Ric(g) +Ric(g) ◦H) . (9.4)
We have obtained, that dARic(g) is a differential operator of the second order.
The differential of the mapping r : AMs −→ Hs−2(M,R) is known [5] to be
dr(g, h) = ∆ trgh+ δgδgh− g(h,Ric(g)).
Since h is anti-Hermitian andRic(g) is Hermitian, it follows that trgh = 0 and g(h,Ric(g)) =
0. Therefore,
dr(g; h) = δgδgh. (9.5)
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We have obtained, that the differential d(ARic × r) of mapping ARic × r : AMs −→
Ss−22A ×Hs−2(M,R) at a critical point g ∈ AM is a differential operator of the second order
d(ARic× r)(g) : Ss2A −→ Ss−22A ×Hs−2(M,R),
h −→
(
1
2
A
(
∆Lh− 2δ∗gδgh
)− 1
2
(
HT ◦Ric(g) +Ric(g) ◦H) , δgδgh) .
Since the mapping ARic is restricted on the slice Ssg , we should to assume
h ∈ TgSsg = {h ∈ Ss2A; div J δgh = 0} = S∗s2A,
i.e. we should to impose the additional condition: δgJδgh = 0.
The following lemma is a basis for the proof of the theorem 9.1.
Lemma 9.2. For any associated metric g ∈ AM the differential operator
Fg : S2A −→ S2A × C∞(M,R)× C∞(M,R),
h −→
(
1
2
A
(
∆Lh− 2δ∗gδgh
)− 1
2
(
HT ◦Ric(g) +Ric(g) ◦H) , δgδgh, δgJδgh) ,
has an injective symbol.
Proof. Recall the definition of a symbol of a differential operatorD : Γ(E) −→ Γ(E)(F )
of the order k, where E, F are vector bundles above M , and Γ(E), Γ(F ) are spaces of their
sections [?]. Let x ∈M is an arbitrary point. For any covector ξ ∈ T ∗xM there is a function
f on M such, that f(x) = 0 and df(x) = ξ. Let h ∈ Γ(E) is section, then expression
σξ(D)hx =
1
k!
D
(
fkh
)
(x)
depends only on section h(x) of h at a point x and, thus defines linear mapping σξ(D) :
Ex −→ Fx of fibers above a point x of bundles E and F , which is named as a symbol of
an operator D.
The symbol σ(D) is called injective, if σξ(D) : Ex −→ Fx is injective for everyone x ∈M
and everyone nonzero ξ ∈ T ∗xM . Let x ∈ M is any fixed point. Show an injectivity of a
symbol σξ(Fg) of an operator Fg.
To the associated metric g onM there corresponds an associated almost complex struc-
ture J , and it defines decomposition TMC = T 10 ⊕ T 01 of complexification TMC of a
tangent bundle TM .
Let ∂1, . . . , ∂n is basis of sections of a bundle T
10 in a neighbourhood of a point x and
∂1, . . . , ∂n is its corresponding basis of sections of T
01. Choose dual basis dz1, . . . , dzn,
dz1, . . . , dzn of bundle T ∗MC = T ∗10⊕T ∗01 (we pay attention, that dzk is simple notation,
complex coordinates z1, . . . , zn on M in a neighbourhood of a point x ∈ M can be not
defined).
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If gαβ = g(∂α, ∂β), for our Hermitian form g on M , continued on a complexification
TMC we have, g = 2gαβdz
αdzβ and gαβ = gβα. Note, that if g˜ = gαβdz
α ⊗ dzβ, then
g = 2Re g˜. Take an arbitrary anti-Hermitian form h. In a local coframe it has a view:
h = hαβdz
αdzβ + hαβdz
αdzβ,
where hαβ = h(∂α, ∂β), hαβ = hβα. Let h˜ = hαβdz
α ⊗ dzβ , then h = 2Reh˜.
Note obvious equalities:
2g˜ = g − iω, 2h˜ = h+ iIm(2h˜), Im(2h˜)(u, v) = −h(u, Jv).
Remark, that a symbol of an operator
Fg(h) =
(
1
2
A
(
∆Lh− 2δ∗gδgh
)− 1
2
(
HT ◦Ric(g) +Ric(g) ◦H) , δgδgh, δgJδgh)
coincides with a symbol of an operator
h −→
(
1
2
A
(
∆h− 2δ∗gδgh
)
, δgδgh, δgJδgh
)
, (9.6)
where ∆ is Laplacian.
Let ∇α = ∇∂α and ∇α = ∇∂α, then for the anti-Hermitian form h = hαβdzαdzβ +
hαβdz
αdzβ we have:
(∆h)αβ = −∇γ∇γhαβ +∇γ∇γhαβ,
δgh = −
(∇γhαγ ,∇γhαγ) ,
Jδgh = −i
(∇γhαγ ,−∇γhαγ) ,
δgδg = ∇α∇γhαγ +∇α∇γhαγ,
δgJδg = i
(∇α∇γhαγ −∇α∇γhαγ) ,
A(δ∗gδgh) = −
1
2
( ∇α∇γhβγ +∇β∇γhαγ 0
0 ∇α∇γhβγ +∇β∇γhαγ
)
,
Therefore for ξ = ξαdz
α + ξαdz
α we obtain,
σξ(∆)(h) = −ξγξγhαβ − ξγξγhαβ.
σξ
(
Aδ∗gδg
)
(h) = −1
2
(
ξαξ
γhβγ + ξβξ
γhαγ 0
0 ξαξ
γhβγ + ξβξ
γhαγ
)
,
σξ (δgδg) (h) = ξ
αξγhαγ + ξ
αξγhαγ = h(ξ, ξ),
σξ (δgJ δg) (h) = i
(
ξαξγhαγ − ξαξγhαγ
)
= −2Imh˜(ξ, ξ) = h(ξ, Jξ),
We identify a covector ξ ∈ T ∗xM to a vector from TxM with the help of metric tensor g.
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Our task is to show, that if σξ(Fg)(h) = 0 for nonzero ξ, then h = 0. Assume, that h
satisfies to a condition σξ(Fg)(h) = 0 for nonzero ξ ∈ T ∗xM . In this case,
h(ξ, ξ) = 0, h(ξ, Jξ) = 0
and for any vector u ∈ TxM the equality is held
σξA
(
∆h− 2δ∗gδgh
)
(u, u) = 0.
Calculate the left part.
σξA
(
∆h− 2δ∗gδgh
)
(u, u) =
= −g(ξ, ξ)h(u, u) + ξαuαhβγuβξof γ + ξβuβhαγuαξof γ + ξαuαhβγuβξγ + ξβuβhαγuαξγ =
= −g(ξ, ξ)h(u, u) + 2g˜(ξ, u)h˜(u, ξ) + 2g˜(ξ, u)h˜(u, ξ) =
= −g(ξ, ξ)h(u, u) + 2Re
(
2g˜(ξ, u)h˜(u, ξ)
)
=
= −g(ξ, ξ)h(u, u) + g(ξ, u)h(u, ξ) + ω(ξ, u)Im(h˜(u, ξ)) =
= −g(ξ, ξ)h(u, u) + g(ξ, u)h(u, ξ)− ω(ξ, u)h(u, Jξ).
Therefore for any vector u ∈ TxM , we obtain:
−g(ξ, ξ)h(u, u) + g(ξ, u)h(u, ξ)− ω(ξ, u)h(u, Jξ) = 0.
Taking into account, that −ω(ξ, u) = −g(Jξ, u), we rewrite the last equality as:
−g(ξ, ξ)h(u, u) + g(ξ, u)h(u, ξ)− g(Jξ, u)h(u, Jξ) = 0. (9.7)
It is held for any u ∈ TxM . If the vector u is orthogonal to vectors ξ and Jξ, two last
addends vanish and we obtain,
−g(ξ, ξ)h(u, u) = 0,
so h(u, u) = 0 for any vector u, orthogonal to two-dimensional subspace R{ξ, Jξ} spanned
by the vectors ξ and Jξ. If u = ξ or u = Jξ, the equality (9.7) is held for any form
h. However we have two equalities: h(ξ, ξ) = 0, h(ξ, Jξ) = 0. Taking into account, that
h(Jξ, Jξ) = −h(ξ, ξ), we obtain, that the 2-form h vanishes on a two-dimensional subspace
R{ξ, Jξ}. Thus, the 2-form h vanishes on all the space TxM . Therefore h = 0. The lemma
is proved.
Ending of proof of the theorem 9.1. The differential operator
Fg : S2A −→ S × C∞(M,R)× C∞(M,R),
h −→ (d(ARic)(g; h), dr(g; h), δgJδgh)
has an injective symbol. Therefore its kernel Ker Fg ⊂ Ss2A is finite-dimensional and consists
of forms h of class C∞. It follows from an ellipticity of an operator F∗g ◦ Fg : Ss2A −→ Ss2A.
77
Besides the following Berger-Ebin decomposition in a direct sum of the closed orthogonal
subspaces [5], takes place:
Ss−22A ×Hs−2(M,R)×Hs−2(M,R) = Im(Fg)⊕Ker(F∗g). (9.8)
Consider mapping
ARic× r : Ssg −→ Ss−22A ×Hs−2(M,R).
The tangent space TgSsg consists of 2-forms h ∈ Ss2A, satisfying to a condition: divJδgh = 0.
Since
Fg(h) = (d(ARic× r)(g; h), divJδgh) ,
then the image of a differential d(ARic× r)g(TgSsg) coincides with an image of a subspace
{h ∈ Ss2A; divJδgh = 0} under the action of the operator Fg. Therefore
d (ARic× r)g
(
TgSsg
)
= Im(Fg) ∩
(
Ss−22A ×Hs−2(M,R)× {0}
)
.
So the image is closed as intersection of two closed subspaces. Designate F s−2 = d(ARic×
r)g(TgSsg ). Let
p : Ss−22A ×Hs−2(M,R)× {0} −→ F s−2
is orthogonal projection on the closed subspace (in correspondence with decomposition
(9.8)), assume q = id− p. The mapping p ◦ (ARic× r) : Ssg −→ F s−2 is analytical and its
differential at a point g maps tangent space TgSsg onto the whole space F s−2. By the implicit
function theorem for analytical mapping of Hilbert manifolds there is a neighbourhood W s
of the element g in the slice Ssg such, that the set Z = (P ◦ (ARic× r))−1 (0)∩W s represents
a real-analytic submanifold in W s. Moreover the tangent space TgZ coincides with the
kernel Ker (d(ARic× r)g) = Ker Fg of an operator Fg, which is finite-dimensional and
consists of the forms h of class C∞. Therefore Z is finite-dimensional analytical submanifold
in Ssg . Now
PMs(g) ∩Wof s = (q ◦ (ARic× r)|Z)−1 (0)
is analytical set in Z as the inverse image of zero under the analytical mapping q◦(ARic×r) :
Z −→ (F )⊥. The theorem is proved.
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