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Abstract
Computational uncertainty quantification in a probabilistic setting
is a special case of a parametric problem. Parameter dependent state
vectors lead via association to a linear operator to analogues of covari-
ance, its spectral decomposition, and the associated Karhunen-Loe`ve
expansion. From this one obtains a generalised tensor representation
The parameter in question may be a tuple of numbers, a function, a
stochastic process, or a random tensor field. The tensor factorisation
may be cascaded, leading to tensors of higher degree. When carried on
a discretised level, such factorisations in the form of low-rank approx-
imations lead to very sparse representations of the high dimensional
quantities involved. Updating of uncertainty for new information is an
important part of uncertainty quantification. Formulated in terms or
random variables instead of measures, the Bayesian update is a pro-
jection and allows the use of the tensor factorisations also in this case.
Keywords: uncertainty quantification, parametric problems,
correlation operator decomposition, low-rank tensor approximation,
Bayesian updating
1 Introduction
Situations where one is concerned with uncertainty quantification often come
in the following guise: we are investigating some physical system which is
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modelled by an evolution equation for its state:
∂
∂t
u(t) = A(p;u(t)) + f(p; t), (1)
where u(t) ∈ V describes the state of the system at time t ∈ [0, T ] lying in a
Hilbert space V (for the sake of simplicity), A is an operator modelling the
physics of the system, and f is some external influence (action / excitation
/ loading). The model depends on some parameter p ∈ P; in the context
of uncertainty quantification the actual value of p is uncertain. Often this
uncertainty is modelled by giving the set P a probability measure. Evaluation
and quantification of the uncertainty will often involve functionals of the
state Ψ(u(p; t)), and the functional dependence of u on p becomes important.
Similar situations arise in design, where p may be a design parameter still to
be chosen, and one may seek a a design such that a functional Ψ(u(p; t)) is
e.g. maximised.
The situation just sketched involves a number of objects which are func-
tions of the parameter values. While evaluating A(p) of f(p) for a certain
p may be straightforward, one may easily envisage situations where evalu-
ating u(p) or Ψ(u(p)) may be very costly as it may involve some very time
consuming simulation or computation, like for example running a climate
model.
As will be shown in the following Section 2, any such parametric object
like u(p), A(p), or f(p) may be seen as an element of a tensor product space.
This in turn can be used to find very sparse approximations to those objects,
and in turn much cheaper ways to evaluate the for other parameter values.
In particular this may be used in the uncertainty quantification to large
advantage, like computing means, covariances, exceedance probabilities, etc.
For this the dependence of A(p) and f(p) on p has to be propagated to
the solution or state vector u(p). This is called the forward problem, the
resolution of which will be sketched in Section 3, e.g. see [14, 15] and the
references therein.
The situation we would like to address finally is actually a bit more com-
plicated: In a situation as just described, we observe a function of the state
Y (u(p), p), and from this observation we would like to identify the corres-
ponding p. This is called the inverse problem, and as the mapping p 7→ Y is
usually not invertible, it is usually ill-posed. We embed this in a larger class
by modelling our knowledge about p with the help of probability theory, and
in a Bayesian manner our task becomes to estimate conditional expectations,
e.g. see [21] and the references therein. The problem is now well-posed, but at
the price of ‘only’ obtaining probability distributions on the possible values
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of p. The resolution of the inverse or identification problem will be addressed
in Section 4.
2 Parametric problems
Let r : P → V be a parametric description of one of the objects alluded
to in the introduction, where P is some set, and V for the sake of simpli-
city is assumed as a separable Hilbert space with inner product 〈·|·〉U (the
meaning of the index U will soon become clear). What we desire is a simple
representation / approximation of that function, which avoids solving Eq. (1)
every time one wants to know r(p) for a new p ∈ P, i.e. a response surface
or surrogate model, sometimes also called an emulator, whereas the solver for
Eq. (1) is termed a simulator.
One relatively well-known way [9] turns the problem into one of approxim-
ation of a linear mapping: let U = span r(P) = span im r ⊆ V be the smal-
lest closed subspace of V which is spanned by all the vectors {r(p)| p ∈ P}.
Then to each such function r : P → U one may associate a linear map
R : U 3 u 7→ 〈r(·)|u〉U ∈ RP . (2)
By construction, R is injective. This may be used to define an inner product
on imR as
∀φ, ψ ∈ imR : 〈φ|ψ〉R := 〈R−1φ|R−1ψ〉U , (3)
and let R be the completion of imR with that inner product. It is obvious
that R is a unitary map between the Hilbert spaces U and R.
Up to now, no structure on the set P has been assumed, whereas on U
the inner product is assumed to measure what is important for the state
r(p) ∈ U . This is carried via the map R in Eq. (2) onto the space of scalar
functions R on the set P, and the inner product there measures essentially
the same thing as the one on U .
2.1 Reproducing kernel Hilbert space
This is a first representation, and R is called a reproducing kernel Hilbert
space (RKHS) [7] with reproducing kernel κ ∈ RP × RP
κ(p1, p2) := 〈r(p1)|r(p2)〉U . (4)
It is straightforward to verify that it defines an obviously continuous (on R)
point-evaluation functional R 3 φ 7→ φ(p) = 〈κ(p, ·)|φ〉R ∈ R, hence the
name.
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In other settings like classification or machine learning, e.g. with support
vector machines, where p ∈ P has to be classified as belonging to certain
subsets of P, the space V and the map r : P → V may often be freely
chosen. This is then referred to as the “kernel trick”, and classification may
be achieved by mapping these subsets with r into U and separating them
with hyperplanes—a linear classifier.
In terms of representation, one may now choose a basis {ϕm}m∈N in R,
which may be assumed to be a complete orthonormal system (CONS). With
the CONS {ym | ym = R−1ϕm}m∈N in U , the operator R, its inverse R−1,
and the parametric element r(p) become
R =
∑
m
ϕm ⊗ ym; R−1 =
∑
m
ym ⊗ ϕm; r(p) =
∑
m
ymϕm(p), (5)
exhibiting the tensorial nature of the representation mapping. With such a
basis one may define a unitary map from `2 to R and via R−1 further to U :
`2 3 a = (a1, a2, . . .) 7→
∑
m
amϕm 7→
∑
m
amym ∈ U . (6)
Note that this representation is linear in the new ‘parameters’ (a1, a2, . . .) ∈
`2. Model reductions may be achieved by choosing only subspaces of R or
`2, or by approximating the map R
−1. This pattern of Eq. (5) or Eq. (6)
repeats itself for all representations to follow.
2.2 Spectral decomposition
As a way of measuring of what is important on the set P, assume that there
is another inner product 〈·|·〉W for scalar functions φ ∈ RP , and denote the
Hilbert space of functions with that inner product byW. With this, one may
define [9] a densly defined map C in U through the bilinear form
∀u, v ∈ U : 〈Cu|v〉U := 〈Ru|Rv〉W . (7)
The map C = R∗R (the adjoint is taken w.r.t. the W-inner product, by
abuse of notation we shall still call the map R) may be called the ‘correlation’
operator. By construction it is injective, positive, and self-adjoint.
Often the inner product 〈·|·〉W comes from a measure $ on P, so that W
may be taken as L2(P, $). One important class of problems is when $ is a
probability measure on P, i.e. $(P) = 1. Often the set has more structure,
like being in a topological space, differentiable (Riemann) manifold, or a Lie
group, which then may induce the choice of σ-algebra or measure. In all such
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cases one has C = R∗R =
∫
P r(p) ⊗ r(p) $(dp). It is the factorisation
of C = R∗R which paves the way for further possibilities of representation.
Most common is to use the spectral decomposition (e.g. [19, 3]) of C:
Cu =
∫ ∞
0
λ dEλ(u), (8)
where Eλ is the corresponding projection valued spectral measure, with the
spectrum σ(C) ⊆ R+. For the sake of simplicity assume that C has a pure
point spectrum σp(C) = σ(C)—the important case where C has also a con-
tinuous spectrum requires too many technical tools such as Gel’fand triplets
(rigged Hilbert spaces) [3] and generalised eigenvectors to be treated in this
short note—such that Eq. (8) may be written with the CONS of unit-U-norm
eigenvectors vm:
Cu =
∑
m
λm〈vm|u〉Uvm =
∑
m
λm(vm ⊗ vm)u. (9)
With λ
1/2
m sm := Rvm one gets the singular value decomposition of R:
R =
∑
m
λ1/2m sm ⊗ vm, Ru =
∑
m
λ1/2m 〈vm|u〉Usm, (10)
R∗ =
∑
m
λ1/2m vm ⊗ sm, R∗φ =
∑
m
λ1/2m 〈sm|φ〉Wvm, (11)
R−1 =
∑
m
λ−1/2m vm ⊗ sm, R−1φ =
∑
m
λ−1/2m 〈sm|φ〉Rvm. (12)
From this follows
r(p) =
∑
m
λ1/2 sm(p)vm, (13)
where the last relation is the so-called Karhunen-Loe`ve or proper orthogonal
decomposition (POD). Observe that r—as well as R∗—is linear in the sm.
Similarly to Eq. (6), we have the—linear in a—representation:
`2 3 a = (a1, a2, . . .) 7→
∑
m
amsm 7→
∑
m
λ1/2m amvm ∈ U . (14)
Introducing a unitary
QW : `2 3 a = (a1, a2, . . .) 7→
∑
m
amsm ∈ W, (15)
one has the representation R∗ ◦ QW : `2 → U with R∗ ◦ QW ◦ Q∗W ◦ R =
R∗R = C, and Eq. (15) is linear in the am, and the combined map has the
same correlation operator.
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It is of course also possible to directly use the unitary equivalence of
L2(σ(C)) with U and define for an appropriate z ∈ U
Rˇ : L2(σ(C)) 3 f 7→
∫ ∞
0
λ1/2f(λ) dEλz ∈ U . (16)
For a pure point spectrum Eq. (16) reduces to
Rˇ : f 7→
∑
m
λ1/2m f(λm)vm, or (17)
Rˇ =
∑
m
λ1/2m vm ⊗ δλm , (18)
where 〈δλm , f〉L2(σ(C)) = f(λm), again exhibiting the tensorial nature of the
representation. One finds that RˇRˇ∗ = C, and this is another spectral repres-
entation.
An alternative formulation of the spectral decomposition Eq. (8) is [19]
that C is unitarily equivalent with a multiplication operator:
C = VMkV
∗ = (VM1/2k )(VM
1/2
k )
∗, (19)
where V is unitary between some L2(T ) and U , Mk is a multiplication
operator on the measure space T with a positive function k(s) > 0, and
M
1/2
k = M
√
k. The essential range of k is the spectrum of C. This gives in
the now familiar manner a representation on L2(T ) through the choice of a
CONS {ςm}. Setting um := VM√kςm, one obtains
(VM
1/2
k ) = (VM
√
k) =
∑
m
um ⊗ ςm (20)
as tensorial representation.
A representation on U is given by the factorisation C = C1/2C1/2, where
the positive square root of C is C1/2 = VM√kV
∗.
2.3 Other factorisations of C
Other factorisations C = B∗B—which are all unitarily equivalent—lead to
analogous representations. Let B : U → H be an injective mapping into
another Hilbert space H. Pick a CONS {em} in H and set fm := B∗em, then
B∗ =
∑
m
fm ⊗ em, (21)
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again a tensorial representation. All the representations considered so far are
of this type. Similarly to Eq. (6), we have the—linear in a—representation:
`2 3 a = (a1, a2, . . .) 7→
∑
m
amem 7→
∑
m
amfm ∈ U . (22)
Now define the unitary map
QH : `2 3 a = (a1, a2, . . .) 7→
∑
m
amem ∈ H. (23)
Then B∗QH : `2 → U , and B∗QHQ∗HB = B∗B = C. Observe again that
Eq. (23) is linear in the am, and the combined map again has the same
correlation operator. For finite dimensional spaces, a favourite choice for
such a decomposition of C is the Cholesky factorisation C = LLT .
2.4 Spectral kernel factorisation
Another group of decompositions may be found be considering the reprodu-
cing kernel κ. For φ, ψ ∈ W one has
〈R∗φ|R∗ψ〉U =
x
P×P
φ(p1)κ(p1, p2)ψ(p2) $(dp1)$(dp2). (24)
Hence one uses this to define
Cˆ := RR∗ :W 3 φ 7→
∫
P
κ(·, p)φ(p) $(dp) ∈ W. (25)
The eigenfunctions are the sm(p) with eigenvalues again λm. In W the set
{sm} is a CONS (whereas in R the set {λ1/2m sm} is a CONS), and Mercer´s
theorem gives
κ(p1, p2) =
∑
m
λmsm(p1)sm(p2), (26)
giving a factorisation of κ, which is of course essentially identical to Eq. (9).
If, on the other hand, one has some other factorisation of the kernel, for
example on some measure space (X , ν):
κ(p1, p2) =
∫
X
g(p1, χ)g(p2, χ) ν(dχ), (27)
which means that with X : L2(X ) 3 ξ 7→
∫
X g(·, χ)ξ(χ) ν(dχ) ∈ W one has
Cˆ = XX∗. Then one may define q : X → U and gm ∈ RX
gm(χ) := 〈g(·, χ)|sm〉W , q(χ) :=
∑
m
λ1/2m gm(χ)vm, (28)
7
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and herewith
Rˆ =
∑
m
λ1/2m vm ⊗ gm, Rˆ : L2(X ) 3 f 7→
∫
X
f(χ)q(χ) ν(dχ) ∈ U . (29)
Again one finds that RˆRˆ∗ = C, and one therefore has a new representation
on L2(X ) in tensorial form.
2.5 Examples and interpretations
Some examples are now in order, so that one may see that the above de-
scription is in many cases an abstract statement of already very familiar
constructions. For a general parameter space, the constructions provide a
‘response surface’, but in some cases this is known under a different name:
• If V is a space of centred random variables (RVs), r is a random field
or stochastic process indexed by P, and the reproducing kernel is the
covariance function.
• If the measure $ on P is a probability measure ($(P) = 1), and r is a
centred V-valued RV, then C is the covariance operator.
• If P = {1, 2, . . . , n} and R = Rn, then κ is the Gram matrix of the
vectors v1, . . . , vn.
• If P = [0, T ] and r(t), t ∈ [0, T ], is the response of a dynamical system
with state space V, the R∗ leads to the POD.
• If the two preceeding items are combined, this gives the method of
snapshots for the POD.
• If P = {ωs| ωs ∈ Ω} are samples from some probability space Ω, then
one gets the POD method for samples.
For the sake of simplicity we had restricted ourselves in the spectral decom-
position Eq. (8) in Subsection 2.2 to the case of a pure point spectrum Eq. (9).
If in the first item P = Rd, and the covariance function / reproducing kernel
satisfies κ(r1, r2) = c(r1−r2) for r1, r2 ∈ Rd, one calls the covariance trans-
lation invariant, and the random process for d = 1 stationary or the the ran-
dom field homogeneous. In that case the eigenvalue equation with the oper-
ator Cˆ = RR∗ is a convolution equation (Cˆφ)(r1) =
∫
Rd c(r1−r2)φ(r2) dr2,
which is well-known to be diagonalised by the (real) Fourier transform. This
is an example of the spectral decomposition in Eq. (19), the function k for
the multiplication operator Mk is the Fourier transform of c, and the point
spectrum is typically empty [14].
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3 Approximation and Propagation
When it comes to computing, two kinds of approximations will usually be
employed: one is that the parametric dependence of the entities in Eq. (1)
needs to be simplified to make it computationally accessible—often this is
also termed a representation; the other approximation derives from the fact
that even for a fixed parameter p ∈ P the system modelled by Eq. (1) can not
be computationally treated without further approximation, i.e. because it is
often an equation in an infinite dimensional space, e..g. a partial differential
equation.
3.1 Representation, Approximation, and Model Reduc-
tion
In Section 2 were a number of examples on how to construct representations
of the type
S : S → U (30)
with a Hilbert space S which is used for the representation, such that
SS∗ = C, or equivalently C = B∗B as in Subsection 2.3. At the core of
all constructions was the mapping R in Eq. (2) and Eq. (10), which led to
the operator C = R∗R on U , see Eq. (7). This mapping ‘linearises’ the prob-
lem, as one may choose new parameters on which the representation depends
linearly, as was pointed out repeatedly, e.g. Eq. (15). Most representations
are connected with the spectral decomposition in Subsection 2.2 or equival-
ently with the spectral kernel decomposition. All the representations shown
could be written in a tensor product format. The possibilities alluded to for
S were
• the RKHS R ⊂ RP , see Subsection 2.1 and Eq. (3), with the reprodu-
cing kernel Eq. (4) and representation R−1 in Eq. (5),
• the Hilbert space Q ⊂ RP with the representation R∗ Eq. (11), and
spectral kernel decomposition Eq. (26),
• the Hilbert space L2(σ(C)) with representation Rˇ in Eq. (16) and
Eq. (17),
• the Hilbert space L2(S) based on the form of spectral decomposition
Eq. (19) and representation (VM√k),
• the Hilbert space L2(Y) with the representation Rˆ in Eq. (29).
9
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Observe also that all the decompositions are in a form of a tensor product,
e.g. Eq. (11) R∗ =
∑
m λ
1/2vm ⊗ sm ∈ U ⊗ S. Even in the case of a continu-
ous spectrum the tensor product nature of the representation shows if one
uses generalised eigenvectors and rigged Hilbert spaces or Gel’fand triplets
[3]. Other factorisations of C such as in Subsection 2.3, or of the repro-
ducing kernel κ with integral transforms, lead to representations which are
not necessarily connected to the spectral decomposition and may be more
convenient in certain circumstances.
On the other hand, through the magnitude of spectral values the spectral
decomposition gives guidance on the relative importance of different sub-
spaces of S, and approximations of the representation map which may be
computationally more advantageous, like low-rank approximations.
All these representations may be carried onto `2 in the manner of Eq. (21)
in Subsection 2.3. Model reductions may be achieved through choice of a
subspace of S, and / or by approximating the representation map as alluded
to above. Thus the quantity r(p) is in all cases approximated by a tensor
expression r ≈ ∑j rj ⊗ τj , and the number of terms in the sum is termed
the rank of the tensor, and this kind of versatile sparse approximation is also
called a low-rank approximation [6].
3.2 Discretisation and Propagation
For brevity we follow [14], where more references may be found, cf. also the
recent monograph [11]. For the sake of simplicity, let us concentrate on the
time-independent or stationary version of Eq. (1), namely A(p;u) = f(p).
Usually this is some partial differential equation and has to be discretised,
approximated, or somehow projected onto some finite dimensional subspace
VN ⊂ V, with dimVN = N . The entities of Eq. (1) which are projected or
induced on the corresponding RN will be denoted by boldface, such that the
stationary, projected equation reads as
A(p;u) = f(p). (31)
To propagate the parametric dependence, choose a finite dimensional sub-
space of the Hilbert spaces mentioned in Subsection 3.1, say SM ⊂ S for the
solution u(p) in Eq. (31). Via Galerkin projection or collocation, or other
such techniques, the still parametric model Eq. (31) is thereby formulated on
the tensor product VN ⊗ SM , denoted as
A(u) = f . (32)
The solution of Eq. (32) is often computationally challenging, as dimVN⊗
SM = N ×M may be very large. One possibility for such high-dimensional
10
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problems are the low-rank approximations alluded to at the end of Subsec-
tion 3.1, by representing the entities in Eq. (31) such as A, u, and f in a
low-rank format. Several numerical techniques [17, 4, 10, 16] have been de-
veloped recently to obtain an approximation to the solution u ≈∑j uj⊗zj to
Eq. (32) in this format by only ever operating on the data-sparse low-rank rep-
resentation, thus allowing for an efficient resolution of the high-dimensional
problem.
Once this has been computed, any other functional such as Ψ(u(p)) men-
tioned in Section 1 may be computed with relative ease. In case there is a
probability measure on P as given in the examples in Subsection 3.1, for ex-
ample to quantify some uncertainty in the parameters, the functionals usually
take the form of expectations, such that Ψ(u) = E (ψ(u)) becomes a mean,
a variance, an exceedance probability, or other such quantity needed in an
uncertainty quantification.
4 Identification and Inverse Problems
In the setting of Eq. (1) let us pose the following problem: Some
components—let us denote these by q—of the parameters p ∈ P are not
only uncertain, but we would like to infer what they are by making observa-
tions yk at times 0 < t1 < · · · < tk · · · ∈ [0, T ]. But we can not observe the
entity q directly—like in Plato’s cave allegory we can only see a ‘shadow’ of
it, formally given by
Y : Q× V 3 (q, u(tk)) 7→ zk = Y (q;u(tk)) ∈ Y; (33)
at least this is our model of what we are measuring. Usually the observation
will deviate from what we expect to observe even if we knew the right q as
Eq. (1) is only a model—so there is some model error , and the measurement
will be polluted by some measurement error ε. Hence we observe yk =
zk + + ε. From this one would like to know what q and u(tk) are.
4.1 Identification
The mapping in Eq. (33) is usually not invertible and hence the problem is
called ill-posed. One way to address this is via regularisation, but here we
follow a different track. Modelling out lack-of-knowledge about q and u(tk)
in a Bayesian way [21] by replacing them with a Q- resp. V-valued random
variable (RV), the problem becomes well-posed [20]. But of course one is
looking now at the problem of finding a probability distribution that best fits
11
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the data; and one also obtains a probability distribution, not just one pair q
and u(tk).
The mathematical setup then is as follows: we assume that Ω is a measure
space with σ-algebra A and with a probability measure P, and that q : Ω → Q
and u : Ω → U are random variables. For simplicity, we shall also require Q
to be a Hilbert space where each vector is a possible realisation. This is in
order to allow to measure the distance between different q’s as the norm of
their difference, and to allow the operations of linear algebra to be performed.
In case the q’s are not without constraints, or not in a vector space, then
they should be mapped to such quantities. For example, if q is a diffusion
tensor field, then it has to be symmetric and positive definite. The symmetric
tensors are of course a subspace, but the manifold of positive definite ones is
not, nor is it closed. But they can be given the structure of a Lie group and
a Riemannian manifold [1], and then distance is measured as a the length of
a path along a geodesic. But the associated Lie algebra—the tangent space
at the neutral element of group—is in one to one correspondence with the
geodesics; hence one plays everything back to a vector space. A simple case
of this are positive scalars; through the logarithm they are transformed into
a vector space without constraints. The computations to be described should
be performed in such a vector space.
4.2 Bayesian Updating
Bayes’s theorem is commonly accepted as a consistent way to incorporate
new knowledge into a probabilistic description [21]. The textbook statement
of the theorem is about conditional probabilities
P(Iq|My) = P(My|Iq)P(My) P(Iq), (34)
where Iq is some subset of possible q’s, and My is the information provided by
the measurement. As this becomes problematic when the set My has vanish-
ing probability measure, Kolmogorov already defined conditional probabilit-
ies via conditional expectation [2]. But most computational approaches com-
pute via the measures [13, 20] Given the conditional expectation E (·|My), the
conditional probability is easily recovered as P(Iq|My) = E
(
χIq |My
)
, where
χIq is the characteristic function of the subset Iq.
The easiest point of departure for conditional expectation in our setting is
to define it not just for one piece of measurement My, but for sub-σ-algebras
of A. The connection with an event My is then that we take σ(Y ), the σ-
algebra generated by Y . Observe that if S ⊆ A is a sub-σ-algebra, then
L2(Ω,S,P) is a closed subspace of L2(Ω,A,P).
12
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For RVs with finite variance (elements of L2(Ω,A,P)) the conditional
expectation E (·|S) is defined as the orthogonal projection onto onto
L2(Ω,S,P). It can then be extended as a contraction onto all Lp(Ω,A,P)
with p ≥ 1 [2]. In other words the Bayesian update may now be simply shown
to be
E (q|σ(Y )) = PQn(q) = argminq˜∈Qn‖q˜ − q‖2L2 , (35)
where Qn := L2(Ω, σ(Y ),P) represents the new information, and PQn is
the orthogonal projector onto Qn. Already in [8] it was noted that the
conditional expectation is the best estimate not only for the loss function
‘distance squared’, but for a much larger range of loss functions under certain
distributional constraints. But for the above loss function this is independent
of what distribution q might have.
Requiring the derivative of the loss function in Eq. (35) to vanish—
equivalently remembering from elementary geometry that the line to the
closest point is perpendicular to the approximating subspace—one arrives at
the Galerkin orthogonality conditions
∀q˜ ∈ Qn : 〈q − E (q|σ(Y )) , q˜〉L2 = 0. (36)
To continue, note that the Doob-Dynkin lemma [2] assures us that if
a RV like E (q|σ(Y )) is measurable w.r.t. σ(Y ), then E (q|σ(Y )) = ψ(Y )
for some measurable ψ ∈ L0(Y;P). Hence L2(Ω, σ(Y ),P) = L2(Ω,A,P) ∩
span{φ(y) | y ∈ Y, φ ∈ L0(Y;Q)}, where L0(Y;Q) is the vector space of
measurable maps from Y to Q. In particular one sees that E (q|σ(Y )) ∈
L0(Y;Q). In the light of Eq. (36) the task of computing ψ(y) := E (q|σ(Y ))
may be phrased as: find ψ ∈ L0(Y;Q) such that
∀φ ∈ L0(Y;Q), y ∈ Y : 〈q − ψ(z), φ(y)〉L2 = 0. (37)
The value qa := ψ(y) = E (q|σ(Y )) is called the analysis, assimilated, or
posterior value, incorporating the new information. In case one has some
prior approximation, also called a forecast qf , this results in an affine shift of
the subspaces involved, and hence qa = qf+ψ(y−zk) with zk = Y (qf ;uf (tk)),
e.g. see [8].
We would like to emphasise that it is the vector space setting of Q and Y
which has made this well-known formulation possible, and it will also allow for
easy numerical computation. To work with measures as in Eq. (34) is cumber-
some, as probability measures are on the intersection of the unit sphere and
the positive cone in the space of signed finite measures. A bit easier would
be to work with RVs which are in a metric space, the conditional expectation
then minimises the metric distance squared; but the Hilbert space setting is
13
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certainly the simplest instance of this. As we work in a vector space, we make
another approximation to simplify the computations by replacing L0(Y;Q)
above by L (Y,Q), the space of linear continuous maps. The Galerkin or-
thogonality condition Eq. (37) is then translated to: find K ∈ L (Y,Q) such
that [8, 12]
∀H ∈ L (Y,Q), y ∈ Y : 〈q −Kz,Hy〉L2 = 0, (38)
and we set E (q|σ(Y ))` := K, a linear approximation to E (q|σ(Y )). As the
projection is now onto the smaller space Q` := L2(Ω,A,P) ∩ span{Hy | y ∈
Y, H ∈ L (Y,Q)} ⊂ L2(Ω, σ(Y ),P), we are not using all the information
available but the computation is simpler. In the case of prior information
this is extended as before to [8, 12]
qa = qf +K(y − zk), with K = Cq,z(Cz + Cε)−1. (39)
This includes the errors +ε with covariance operator Cε, and it is not difficult
to show [8, 12] that the optimal K is given by the well-known Ka´lma´n gain
in Eq. (39), where Cz := E (Y (q, u)⊗ Y (q, u)) and Cq,z = E (q ⊗ Y (q, u)). In
case Cz + Cε is not invertible or close to singularity, its inverse in Eq. (39)
should be replaced by the Moore-Penrose pseudo-inverse. This update is in
some ways very similar to the ‘Bayes linear’ approach [5].
4.3 Computing the Bayesian Update and an Example
As before in Subsection 3.2 for an actual computation the forward model is
discretised like in Eq. (31) and Eq. (32). The space of possible measurements
is also discretised by YI ⊂ Y, as is the space of entities to be identified
QJ ⊂ Q, giving a discrete forward model and measurement operator
∂
∂t
u(ω; t) +A(q(ω);u(ω; t)) = f(ω; t); zk = Y (q(ω);u(ω; tk)). (40)
The update Eq. (39) is in this way also discretised to
qa(ω) = qf (ω) +K(y(ω)− zk(ω)), with K = Cq,z(Cz +Cε)−1. (41)
Completely analogous to how the dependence on p ∈ P was treated in Sec-
tion 2 and Section 3, we represent the dependence on ω ∈ Ω through a
subspace S ⊂ L0(Ω,R) ⊂ RΩ , i.e. a random variable, and in the discrete
form by a finite dimensional subspace SM ⊂ S. A popular choice for SM
is Wiener’s polynomial chaos, orthogonal multi-variate Hermite polynomials
in standard Gaussian RVs [7, 14]. Looking at tensor products of these finite
14
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dimensional spaces, with the results of Section 2 and Section 3 the model
and measurement equation Eq. (40) change to an analogue of Eq. (32), and
Eq. (41) becomes qa = qf + K(y − zk), where K = K ⊗ I with K from
Eq. (41). Hence the update equation is naturally in a tensorised form, allow-
ing to apply it directly to low-rank approximations as introduced in Section 3.
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Figure 1: Updating schema and prior-posterior comparison
The following example of a diffusion equation on an L-shaped domain
shows how the method works, for details and additional references please see
[18]. A schematic view of the process is shown on the left picture in Fig. 1.
The diffusion coefficient κ is the quantity to be identified; this is a positive
quantity as alluded to before, so we consider its logarithm q = log(κ). The
forward model in the top left produces a forecast on the system behaviour,
shown on the top right. From this a forecast for the measurement is deduced,
shown on the bottom right, and then compared with measurements—shown
on the bottom left—to produce the Bayesian update. In the depiction on the
right in Fig. 1, one may see how the prior or forecast distribution for κf =
exp(qf ) is updated to the posterior or assimilated distribution κa = exp(qa).
For details please refer to [18].
5 Conclusion
The functional analytic view on parametric problems via decompositions of
linear maps gives a certain unity to seemingly different procedures which turn
out to be closely related, at least if one looks for the similarities. This con-
stitutes a natural introduction to low-rank tensor product representations,
which are crucial for efficient computation. The are naturally employed in
a functional approximation approach to parametric and uncertainty quan-
tification problems. Least but not last, the inverse problem has a natural
15
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formulation in this setting, and the low-rank representations are essential
here as well.
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