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After photon absorption, electrons from a dispersive band of a solid require a finite time in the
photoemission process before being photoemitted as free particles, in line with recent attosecond-resolved
photoemission experiments. According to the Eisenbud-Wigner-Smith model, the time delay is due to a
phase shift of different transitions that occur in the process. Such a phase shift is also at the origin of the
angular dependent spin polarization of the photoelectron beam, observable in spin degenerate systems
without angular momentum transfer by the incident photon. We propose a semiquantitative model which
permits us to relate spin and time scales in photoemission from condensed matter targets and to better
understand spin- and angle-resolved photoemission spectroscopy (SARPES) experiments on spin
degenerate systems. We also present the first experimental determination by SARPES of this time delay
in a dispersive band, which is found to be greater than 26 as for electrons emitted from the sp-bulk band of
the model system Cu(111).
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Photoemission has been at the core of condensed matter
physics studies for more than one century, both as a basic
physical process and as a platform for spectroscopic
techniques [1]. Whereas enormous advances in the under-
standing of kinematics and energetics of the process have
been achieved, other aspects such as the spin polarization of
the photoelectrons and the time scale are yet to be explored
in more detail. For instance, the low-efficiency measure-
ment of the spin polarization has restricted the focus mainly
on spin polarized electronic states, as in ferromagnets or
spin-momentum locked systems, even though several
interesting spin interference processes can take place in
photoemission from spin degenerate states [2]. As for the
time scale, the common assumption is an instantaneous
excitation and emission of the electron. However, recent
measurements of finite time delays between electrons
photoemitted from different electronic bands give results
in the attosecond domain [3–7].
A complete description of the photoemission process in
condensed matter must include the combination of all the
relevant transitions occurring after photon absorption. In
atoms, for example, an electron from an initial state with
orbital quantum number l is allowed by selection rules to
make the two degenerate transitions l → l 1. Whereas
the orbital quantum number alone is not sufficient to fully
describe the transition of electrons from a dispersive
band in a solid, one can still consider (at least) two different
transitions corresponding to different single-group
symmetry spatial parts of the particular double-group
symmetry that describes the initial state [8]. The interfer-
ence of the complex matrix elements describing each
transition determines the final state photoelectron wave
function, and, in particular, its phase.
We consider two generic transitions, T1 and T2, with a
respective phase shift ϕ, as pictured in Fig. 1(a). In the
frame of the Eisenbud-Wigner-Smith (EWS) model [9,10],
such a phase shift corresponds to a time delay between the
two transitions according to
τEWS ¼ ℏ
∂ϕ
∂Ek ; ð1Þ
(a) (b)
FIG. 1. (a) Two phase-shifted transitions interfere in the
photoemission process to build up the photoelectron wave
function. (b) Experimental setup with relevant geometry. The
given coordinate system is in the sample frame.
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where the derivative is taken with respect to the kinetic
energy of the photoelectron. The original EWS model was
developed for particles scattered by a short-range potential,
where the phase shift is between the incoming and out-
coming particles, and τEWS is interpreted as a “sticking”
time in the interaction potential region. A logarithmic
correction to the phase shift can then be introduced to
deal with Coulomb-like long-range potentials [11]. In order
to use the concept of τEWS in the photoemission context
and obtain Eq. (1), the excited photoelectron is compared to
the one that would be “half-scattered” by its surrounding
potential [12]. The physical meaning of τEWS will be
discussed later.
The model proposed here permits us to exploit the
capabilities of spin- and angle-resolved photoemission
spectroscopy (SARPES) on nonmagnetic systems [13],
in order to access the phase information and thus extract
the photoemission time delay in a solid by measuring the
spin polarization of photoelectrons emitted from a spin
degenerate initial state maintaining full energy and angular
resolution. Using the Cu(111) sp bulk band as a model
system we will present the first experimental determination
of an estimate for the time delay via the spin polarization in
a dispersive band.
In photoionization of atoms by means of linearly
polarized light, the photoelectrons show a spin polarization
P ¼ Pnˆ because of the interference between the two
transitions T1;2, in analogy with electron scattering for-
malism [14,15]. In particular, the spin polarization is a
function of the angle γ between the electric field of the
incident light and the photoelectron momentum and is
aligned along nˆ, the perpendicular to the reaction plane
defined in the atomic case by these two vectors [14]. At
fixed geometry P is related to the atomic levels considered
and to two dynamical parameters that are a function of the
ratio r ¼ R2=R1 of the radial part of the matrix elements
M1;2 ¼ R1;2eiϕ1;2 of the two transitions T1;2 and of their
phase shift ϕ ¼ ϕ2 − ϕ1 [14,16–18]. In the more compli-
cated case of molecules, it has been calculated that the
direction nˆ can change since the symmetry of the molecule
becomes relevant as well [19]. In solids, it has been
discussed how the spin polarization orientation is indicative
of the symmetry of the bands probed by the E field
[8,20–22]. The degree of polarization is evaluated as [23]
P ¼ I−1tot ðΩÞfðΩÞIm½M1M2ðr;ϕÞ; ð2Þ
where f is a geometrical correction that takes into account
all the relevant angles Ω, and Itot is the photoemission total
intensity [24]. The symmetry of the probed bands here
determines nˆ. In photoionization of atoms the kinetic
energy Ek of the electron can only be changed by changing
the photon energy hν. In solid state targets this implies a
change in momentum kz of the probed dispersive state.
However, a major advantage of dispersive states is that Ek
can also be varied by changing the binding energy Eb for
fixed hν.
In order to access the time delay we calculate the
derivative of the measured P with respect to the binding
energy (indicated by a dot) over the band considered, and
multiply by ℏ:
ℏ _P ¼ ℏ ∂P∂r _rþ ℏ
∂P
∂ϕ _ϕ; ð3Þ
where we do not consider the term ∂P=∂Ω since it is
negligibly small [24]. This equation shows that a variation
of Pwith Eb is due to a time delay [ _ϕ, according to Eq. (1)],
but also, in general, to a change of the matrix elements ratio
within the band (_r). By rearranging Eq. (3), the time delay
is given by
τEWS ¼
−ℏ
∂P=∂ϕ ð _P − _r∂P=∂rÞ: ð4Þ
We now assume that within a small Eb range the double
group symmetry does not vary along a given reciprocal
space direction (_r ≈ 0). This assumption is supported
a posteriori by the fact that Itot does not sensibly vary
within the Eb range considered. This means that only the
phase shift of the matrix elements will vary, so that by
measuring _P we can estimate a finite time delay
jτEWSj > cj _Pj; ð5Þ
with c ¼ ℏ=max j∂P=∂ϕj. The evaluation of the coeffi-
cient c, the influence of additional spurious effects, an
estimate of the upper limit for jτEWSj, and the analysis of
corrections to the estimate when _r ≠ 0 are reported
in Ref. [24].
Our SARPES experiments were performed at the
COPHEE end station [31,32] at the Swiss Light Source.
We characterized the spin polarization of the sp bulk-
derived conduction band (CB) of Cu(111) at room temper-
ature with momentum distribution curves (MDCs) obtained
by scanning the angle θ shown in the sketch of the
experimental setup in Fig. 1(b). The sample was aligned
with the ΓK direction along kx by means of Low Energy
Electron Diffraction (LEED) and Fermi surface maps. The
sample quality was checked by LEED and by measuring
Eb ≈ 440 meV for the bottom of the surface state [33],
which shows only a Rashba-type spin splitting [24] without
impurity scattering induced spin interference effects [34].
In order to maximize the counts of the spin-resolved
measurements, optimal photon energies have been chosen
after a hν scan, shown in Fig. 2(a). Local maxima in
intensity were found at 46 and 130 eV. A band map for
hν ¼ 130 eV is reported in Fig. 2(b), which does not show
relevant changes in intensity. Solid lines indicate the
binding energies where spin-resolved MDCs have been
measured. The CB under consideration displays a
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nearly-free electronlike dispersion without any hybridiza-
tion with other bands in a 2 eV range from the Fermi level.
In our setup the E field lies in the xz plane with
Ex=Ez ≈ 0.67 [24] and thus probes both in-plane and
out-of-plane orbital components. These in turn are not
isotropic as in the simpler case of atomic targets. Because
of these symmetries combined with the (111) crystal
orientation probed with a low-symmetry non-normal inci-
dence setup the nˆ direction is not the purely atomic one that
would correspond to y, but we have to consider the full
3D vector P. The measured orientation in space of P is
shown in Fig. 2(c) and can be used to develop a model for
the estimate of the term fðΩÞ [24].
In Fig. 2(d) the three spatial components x, y, z of P
for the MDC measured 0.2 eV below the Fermi level are
shown. This clear spin polarization signal has to be
generated during the photoemission process since the bulk
bands of Cu(111) are spin degenerate in the initial state. We
can exclude surface-induced Rashba-like effects [35,36] as
the cause for the observed spin polarization because heavier
Au(111) shows a polarization with similar magnitude [24].
The two nonzero components y, z of P change sign when
crossing the intensity peak maximum, thus resulting in a
signal with two peaks (called k− and kþ in Fig. 2). By
repeating the measurements at different Eb a plot of PðEbÞ
was constructed, as shown in Fig. 2(e) for both peaks.
The slope of their linear fit is the relevant quantity for
the determination of τEWS according to Eq. (5), and by
applying the model described in Ref. [24] we can estimate
jτEWSj > 26 as. The PðEbÞ measurement has been repeated
for various photon energies as shown in Fig. 2(f). Despite
the large error bars and the small number of data points,
a similar overall slope is observed for all the hν. This
suggests that possible additional effects related to the travel
time of the electron during the transport to the surface
[4,37] are not present within our experimental capabilities.
In order to study the influence of possible additional
effects on P we made a survey of spin-resolved energy
distribution curves (EDCs) over the 3p core levels for
angles and kinetic energies corresponding to our CB
measurements, as shown in Fig. 2(g). Given their localized
nature, the core electrons are expected to behave as in
atomic photoionization [38]. The result of our analysis
shows that P has only a single peak feature per 3p spin-
orbit component and does not change for different angles
nor kinetic energies, so that diffraction effects through the
surface do not play a role [24].
The two-peaks spin signal of the CB is clearly visible in
Fig. 3(a) where a summary of P from all the MDCs
performed with hν ¼ 130 eV is shown. Crucially, one
single band is measured without spin resolution as well
established in literature [39] and shown in Fig. 2(b). In
order to understand this critical feature, fully relativistic self
consistent multiple-scattering or Korringa-Kohn-Rostoker
(KKR) calculations have been performed [40]. In Fig. 3(b)
the evaluated P from ARPES calculations for a semi-
infinite system in the framework of the fully relativistic
one-step model of photoemission [41,42] within its spin-
density matrix formulation [43] is shown, and its three
spatial components are reported in Fig. 3(c). Also in this
case the sp band gives rise to two spin signals matching
closely to the experimental results, thus excluding any
FIG. 2. (a) Cu(111) hν dispersion for Eb close to the Fermi level. (b) Band map at hν ¼ 130 eV with the sp bulk CB. Solid lines
indicate the Eb where the spin-resolved MDCs have been measured. The actual set was performed in a random sequence in order to
prevent any time-related artifact. (c) orientation in space of the measured P at k− (the one at kþ is opposite). The reaction plane is tilted
by ψ ¼ 51° [24] from the atomic reaction plane xz. (d) 3D spin resolved MDC along x measured 0.2 eV below the Fermi level with
hν ¼ 130 eV π polarized. The total intensity and the three polarization spatial components are shown. (e) Plot of PðEbÞ for the two spin
signals k− and kþ; (f) measurement repeated for different hν; (g) 3D spin-resolved EDC of the 3p core levels with same Ek and θ as the
measurement in (d).
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possible artifact in the measurement. This double feature
has already been observed, but not discussed, in previous
calculations related to self-energy correction studies [44],
and will require further investigation.
It is important to discuss the nature of the measured time
delay since the chronoscopy of photoemission is a funda-
mental topic in modern physics [45]. In attosecond-
resolved experiments the time delay of a photoelectron
beam from a certain state is measured with respect to a
different photoelectron beam, which can be from a refer-
ence gas system [6], or a different level of the same system
[3,4], or the very same state but under different exper-
imental geometry [7]. Noticeably, the measurement of a
finite relative time delay Δτ suggests the existence of a
finite absolute time delay τ of photoemission for each
beam, even though this issue has been experimentally
addressed only very recently and still relies on comparison
with theoretical calculations [5,46].
In this regard, the nature of the time delay indirectly
probed by SARPES is not obvious at this stage. It has to
be noticed that a time delay of 26 as is of the same order of
one cycle of electromagnetic radiation of 130 eV, and of the
travel time of a 125 eV electron along a distance of 1 Cu
atom radius in the metallic state. The spin polarization is
produced by the phase shift between the two interfering
transitions T1;2, which in the case of atomic photoioniza-
tion correspond to the two final partial waves with orbital
quantum number l 1. In solids one should also distin-
guish between probed in-plane and out-of-plane orbitals
[47], as well as mixed spatial symmetries of the considered
state in the double group symmetry representation [8,20],
both in the initial and final states. In any case, the
interfering transitions are different photoemission channels
which do not correspond to different photoelectrons, but
they together build up the photoelectron wave function.
This seems in contrast with the relative time delay probed
by time-resolved spectroscopy, and to this extent the two
techniques can be considered as complementary. It is also
important to underline that the model presented here
permits us to extract the time information from non-
time-resolved calculations, which would be very powerful
when performed on systems that are experimentally diffi-
cult to probe with time-resolved or spin-resolved ARPES.
In the framework of the one-step model of photoemission
it is difficult to tell which process among photon absorption,
electron virtual transition and actual photoelectron emission
might occur in a finite time. Indeed the influence of the E
field on the phase shift is under debate [48–50] and there
might exist a time-threshold for light absorption. A finite
decoherence time required by the wave function to collapse
in the final state might also be considered [51], and lastly
the electron excited above the vacuum level could spend a
finite time before reaching the free-particle state. A physical
description of the origin of such intrinsic time delay could be
a continuous interband coupling mechanism, equivalent for
solids of the interchannel coupling in photoionization which
leads to finite attosecond time delays [52]. Also the time
scale of intrinsic plasmonic satellites might play a role [37],
which could possibly explain the double peak feature of the
measured spin polarization in Fig. 3 [53]. In addition, given
the energy-momentum relationship one might be sensitive
to spectral variations of the time delay within the band
considered [50].
Finally, a note is required about the most common use
of SARPES: the study of spin-polarized states. If a spin
quantization axis is well defined by the physics of the initial
state, interference effects will be concealed, since they
contribute only to a small degree of polarization. In fact,
whereas a precise quantitative analysis is often impracti-
cable, qualitative results have confirmed many different
theoretical predictions. However, a small rotation of the
measured spin polarization compared to theoretical results
is quite common, and indeed it is possible to have a rotation
of the spin polarization vector in spin polarized electron
scattering [14]. The development of a more advanced
theory of spin-polarized photoemission should take this
and other known interference effects [2,54] into account,
together with time delays.
In conclusion, we have derived a semiquantitative model
to access a time delay in photoemission from a dispersive
band of a solid by measuring the spin polarization of the
photoelectrons.A finite time delay of jτEWSj > 26 as has been
found by first experiments on Cu(111) as a model system.
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