Abstract. Latent and sensible heat surface fluxes are key factors of the western African monsoon dynamics. However, few long-term observations of these land surface fluxes are available; these are needed to increase understanding of the underlying processes and assess their impacts on the energy and water cycles at the surface-atmosphere interface. This study analyzes turbulent fluxes of one full year, measured with the eddy covariance technique, over a cultivated area in northern Benin (western Africa). The study site is part of the long-term AMMA-CATCH (African Monsoon Multidisciplinary Analysis-Coupling of the Tropical Atmosphere and Hydrological Cycle) hydrological observatory. The flux partitioning was investigated through the evaporative fraction (EF) and the Bowen ratio (β) at both seasonal and daily scales. Finally, the surface conductance (G s ) and the decoupling coefficient ( ) were calculated and compared with specific bare soil or canopy models.
Abstract. Latent and sensible heat surface fluxes are key factors of the western African monsoon dynamics. However, few long-term observations of these land surface fluxes are available; these are needed to increase understanding of the underlying processes and assess their impacts on the energy and water cycles at the surface-atmosphere interface. This study analyzes turbulent fluxes of one full year, measured with the eddy covariance technique, over a cultivated area in northern Benin (western Africa). The study site is part of the long-term AMMA-CATCH (African Monsoon Multidisciplinary Analysis-Coupling of the Tropical Atmosphere and Hydrological Cycle) hydrological observatory. The flux partitioning was investigated through the evaporative fraction (EF) and the Bowen ratio (β) at both seasonal and daily scales. Finally, the surface conductance (G s ) and the decoupling coefficient ( ) were calculated and compared with specific bare soil or canopy models.
Four contrasting seasons were identified and characterized by their typical daily energy cycles. The results pointed out the contrasting seasonal variations of sensible and latent heat fluxes due to changing atmospheric and surface conditions. In the dry season, the sensible heat fluxes were largely dominant (β ∼ 10) and a low but significant evapotranspiration was measured (EF = 0.08); this was attributed to a few neighboring bushes, possibly fed by the water table. During the wet season, after the monsoon onset, surface conditions barely affected the evaporative fraction (EF), which remained steady (EF = 0.75); the latent heat flux was dominant and the Bowen ration (β) was about 0.4. During the dry-to-wet and wet-to-dry transition seasons, both EF and β were highly variable, as they depended on the atmospheric forcing or the response to isolated rains. A complete surface-atmosphere decoupling was never observed in 2008 (0 < < 0.6), which suggests a systematic mixing of the air within the canopy with the atmospheric surface layer, irrespective of the atmospheric conditions and the vegetation height.
Modeling approaches showed a good agreement of soil resistance with the Sakaguchi bare soil model. Canopy conductance was also well reproduced with the Ball-Berry stomata model. We showed that the skin surface temperature had a large seasonal and daily amplitude, and played a major role in all the surface processes. Consequently, an accurate modeling of the surface temperature is crucial to represent correctly the energy and water budgets for this region. their location (Taylor et al., 2012) . On the seasonal scale, Philippon and Fontaine (2002) suggested that the Guinean rainy season affects the following Sahelian rainy season several weeks later, through a hypothesized continental-scale, water content memory effect, but this is still an open question (Douville et al., 2006) . The influence of the vegetation activity on the monsoon dynamics has been evidenced by modeling studies (Xue and Shukla, 1993; Zeng et al., 1999; among others) , but very few observations support these results.
In western Africa, the population growth rate (2.57 %) is one of the most significant in the world (UN, 2011) . The population has increased by a factor of four from 1950 to 2010 in this region, and is expected to double by 2050 according to the UN's most highest projection (UN, 2011) . This population growth results in a continuous conversion of natural vegetation areas into cultivated area (CSAO, 2012; Judex et al., 2009) . In northern Benin (study region), cropland covers 22 % of the landscape area (Judex et al., 2009 ) and is in continuous expansion. This change in land use may induce a modification of the dynamics of water and energy exchanges between the continental surface and the atmosphere. Consequently, studies based on observation data sets are needed in this region to increase knowledge on the processes driving the partitioning of water and energy at the continental surface, and to estimate the impacts of land cover changes on these surface atmosphere exchanges.
The western African climatic gradient, spreading from the Sahel to the north (∼ 600 mm rainfall per year) to the Sudanian zone (∼ 1200 mm) and the Guinean coast to the south, induces contrasts in the surface energy budget dynamics. Due to this regional contrast, specific studies have to be made on the various subdomains. For the Sahel, a few eddy covariance data sets of surface-atmosphere exchanges are available and their analyses have improved the understanding of the Sahelian surface behavior; these include data sets of savannah dynamics and functioning (Kabat et al., 1997; Monteny et al., 1997) , coupled energy and water cycle dynamics (Ramier et al., 2009 ), and energy partitioning variability and upscaling . A few studies made in the Sudanian climate region are also reported in the literature. Mauder et al. (2007) have analyzed eddy covariance data over a fallow bush in Nigeria during a three-week period, focusing on the energy balance closure issues. The first long-term measurements in savanna ecosystems covering periods of more than one year were made by Bagayoko et al. (2007) , who analyzed the partitioning of the available energy in turbulent fluxes, and Brümmer et al. (2008) , who examined carbon dioxide uptake rates. Lothon et al. (2008) and Lohou et al. (2010) focused on the impact of entrainment on observed turbulent characteristics at the surface. Finally, Schüt-temeyer et al. (2006) in Ghana and Guyot et al. (2009, 2012) in Benin have studied the energy partitioning of aggregated fluxes using scintillometry. They showed that the partition of the available energy reached a constant regime during the wet season. Guyot et al. (2009) provided evidence that dry season evapotranspiration was linked to water table discharge; this result was further supported by recent hydrological studies Séguis et al., 2011; Richard et al., 2013) .
None of these studies explicitly related the energy partitioning to the surface characteristics, but all of them emphasized the need for long time series of reference flux data over different land covers, in order to obtain a comprehensive understanding of the functioning of these climatesensitive ecosystems in relation to climate variability. Boone et al. (2009) also pointed out the need for observation data set in order to assess the ability of land surface models to correctly simulate the western African water and energy balance at regional scale.
In the framework of the AMMA campaign (Redelsperger et al., 2006) , the AMMA-CATCH (African Monsoon Multidisciplinary Analysis-Coupling of the Tropical Atmosphere and Hydrological Cycle) an observation system was designed to document the long-term impacts of climate and environmental changes on the hydrological cycle. It provided a consistent set of meteorological (including surface fluxes), hydrological, and biophysical data sets, covering various vegetation types over contrasting sites, ranging from 9.5 to 17 • N in latitude (Lebel et al., 2009 ).
This study focuses on the analysis of a full year of eddy covariance surface flux measurements, collected for a cultivated area on the southern AMMA-CATCH site, located in the Sudanian climate region in northern Benin (Fig. 1) . The objectives of this paper are threefold: (1) to document the seasonal and daily variations of latent (LE) and sensible (H ) heat fluxes over a crop field in this Sudanian region; (2) to analyze and quantify the energy partitioning as a function of surface characteristics at the seasonal and daily timescales; (3) to evaluate the ability of standard parameterizations to reproduce the daily and seasonal dynamics of the evapotranspiration in this specific tropical site, as these parameterizations are implemented in land surface models.
Material and methods

Study area
The Nalohou site is located in northern Benin (Fig. 1) . In this region, the rainfall regime is driven by the seasonal migration of the intertropical convergence zone (ITCZ), with 90 % of the annual rainfall falling in seven months (April to October), and a mean rainfall amount of 1190 mm (Lelay and Galle, 2005) .
The landscape is rather flat, with a local slope of about 3 %, overlying a metamorphic crystalline bedrock. The main soils are ferric lixisols (Faure and Volkoff, 1998) . The textural properties of the surface soil layer correspond to loamy sand with high permeability, whereas the underlying weathered bedrock contains deep clayey layers with high retention properties (De Condappa et al., 2008) .
The flux tower was installed near the Nalohou village (lat. 9.74 • N, long. 1.60 • E, 449 m a.s.l). It is located in a cultivated area which consists of crops alternating with fallows. The flux tower has been installed in an herbaceous fallow parcel, surrounded by small fields (< 1 ha) with a large variety of rain-fed annual crops (cassava, yam, maize, and groundnut, Fig. 4 ). Crop rotation is the main farming practice in the area. Fallow areas are commonly covered by scattered shrubs, overlaid by a dense herbaceous layer during the wet season. The herbaceous layer usually starts growing in April after the first rains and reaches its maximum height (up to 2.5 m) in October. Controlled fire is a traditional practice in Benin; the vegetation (mainly the herbaceous layer) is burnt between November and February, when the soil and vegetation are dry. Hence, during the dry season, the soil is bare for about five months. Isolated trees (with height < 10 m), frequently encountered in fields and fallows (agroforestry context), are present in the neighborhood of the flux tower. Such a mixed fallow-field landscape with sparse trees is typical of the northern Benin region.
The water table depth at the tower site is close to the surface and varies, on average, between 1.5 m in September and 3 m in June (L. Séguis, personal communication, 2012) . The Ara stream, bordered by a riparian forest, flows 250 m north from the tower. A so-called "bas-fond" (seasonally clogged headwater area, Séguis et al., 2011 ) is located 70 m westward. For westerly winds, this area can be included in the flux tower footprint, and thus, it can contribute to the fluxes measured at the tower site. Although this is not the main wind direction, this situation has to be considered to interpret some flux measurements.
Instrumentation and data processing
The meteorological variables (wind speed and direction, air temperature and humidity, and the four components of surface radiative budget) were measured at a 2 m height; the rainfall was measured with a tipping-bucket rain gauge. The ground measurements included soil temperature (−10, −20, and −40 cm) and average soil moisture between 5 and 30 cm. All the measurements were recorded at a 30 min time step. The sensor characteristics are reported in Table 1 . The vegetation height was monitored at a 10-day time step under the flux tower and at 10 locations in its surrounding area. The leaf area index (LAI) time series is a combination of satellite LAI products (CYCLOPE, MODIS, SEVIRI), constrained by in situ measurements derived from hemispherical photographs based on the method proposed by Weiss et al. (2004) .
The eddy covariance system used in this study consisted in a fast-response three-dimensional sonic anemometer (CSAT3, Campbell Sci., Logan (UT), USA) and a fastresponse open-path infrared gas analyzer (LI-7500, LI-COR, Lincoln (NE), USA). They were installed at 4.95 m above the ground, and measured 3-D wind speed, temperature, water vapor and CO 2 concentration at a 20 Hz sampling rate (Table 1) .
Half-hourly averages of sensible (H ) and latent heat (LE) fluxes were calculated according to theoretical Eqs. (1) and (2) using the CarboEurope protocol (Aubinet et al., 1999) , where ρ is the air density (kg m −3 ), C p the heat capacity at constant pressure (J kg −1 K −1 ), λ the latent heat of vaporization (J g −1 ), T the air temperature fluctuation (K), q the absolute humidity fluctuation (g m −3 ), and w the vertical wind speed fluctuation (m s −1 ). 
The data were processed with the EdiRe software (version 1.5.0.28, University of Edinburgh). The procedure included despiking and a double rotation of 3-D wind speed to nullify the vertical wind velocity (Kaimal and Finnigan, 1994; Aubinet et al., 1999) . Sonic air temperature was corrected for changes in air humidity and pressure (Schotanus et al., 1983) and for variations in air density due to water vapor (Webb et al., 1980) . Time lag corrections were applied to account for time delay between air samples from the sonic anemometer and the gas analyzer. Finally, corrections for frequency response were made in order to account for flux underestimation due to instrument separation and the scale filtering of each sensor (Moore, 1986) . The records corresponding to rainy events and to the 30 min following the end of the rain were excluded from the analyses to avoid artifacts due to the high sensitivity of the hygrometer to raindrop extinction (Culf et al., 2004) . Finally, the records were filtered using the nonstationarity criteria suggested by Mauder and Foken (2004) . These tests filtered out the periods in which the flux magnitude or the wind direction varied too much within the 30 min averaging time-step.
The data sets were analyzed on seasonal and daily timescales. Daily averages were computed to characterize the seasonal cycle. Meteorological variables were averaged over the 00:00-24:00 UTC period, whereas surface characteristics, such as evaporative fraction, Bowen ratio and surface conductance, were averaged between 10:00 and 14:00 UTC each day.
The analysis of daily cycles focused on four 15-day periods (named P1 to P4) for which composite daily cycles were computed. These four periods were selected for their quasi-steady-state thermodynamic conditions, and the quasi absence of rain (except during the wet season), to ensure a good quality of the eddy covariance data. These periods have the same number of days, which make their statistical characteristics as comparable as possible. The data screening and filtering procedures described previously eliminated the following: 4 % of H and 5 % of LE in P1, 20 % of H and 37 % of LE in P2, 35 % of H and 55 % of LE in P3, and 25 % of H and 30 % of LE in P4. The definition of the area that contributed to the measured fluxes (the so-called "footprint" area) was an important step in characterizing the representativeness of the measured fluxes. The flux footprint may be defined as "the contribution, per unit emission, of each element of a surface area source to the vertical scalar flux measured at a given height" (Horst and Weil, 1992) . Among numerous footprint approaches developed in the past decades (Horst and Weil, 1992; Hsieh et al., 1997 Hsieh et al., , 2000 Schmid, 2002; Kljun et al., 2004) , the simple analytical Hsieh 1-D model (Hsieh et al., 2000) with a 2-D extension (Detto et al., 2006) was chosen because of its explicit formulation of a 2-D diffusive footprint calculation. The footprint model was applied to the half-hourly flux data to obtain a succession of 2-D distribution functions of the area contributing to the sensible heat flux. In this study, in order to take into account the strength of the source, we calculated time average footprints, weighting each 30 min footprint by the corresponding sensible heat flux. With this definition, the average footprint area mainly represents daytime periods, as nighttime sensible heat fluxes are low. This approach gives a good extension of the average footprint area for water flux sources, but is not representative of CO 2 fluxes for which night contributions are as important as day contributions. The roughness length (z 0 ) and the displacement height (d) used to compute the footprint extension have been derived from the vegetation height using the Brutsaert formulation (d = 0.67 · h veg ). The linear relationship between the roughness length and the vegetation height was inferred from local eddy covariance data (z 0 = 0.17 + 0.097 · h veg ). The high residual roughness (0.17) results from the remaining roughness during the dry season (yam bumps and sparse bushes).
Energy balance
The energy balance closure is an independent and efficient diagnosis to check the consistency of scalar fluxes measured by an eddy covariance system (Aubinet et al., 1999) . According to the surface energy budget, Eq. (3) compares the available energy (R n − G) with the sum of turbulent fluxes.
R n is the net radiation (W m −2 ), and G the ground heat flux (W m −2 ). The net radiation was calculated from measured incoming and outgoing short-and longwave radiations. The soil heat flux was estimated from soil temperature and moisture profiles using the harmonic method (Guyot et al., 2009) , which is based on the estimation of the heat diffusion coefficient from the soil temperature at two depths. The thermal conductivity was computed using the measured soil moisture and the volumetric heat capacity of soil and water.
Diagnostic tools to characterize surface processes
Derivation of surface parameters
The surface conductance, G s , (m s −1 ) quantifies the ability of the soil or the canopy to transfer water to the atmosphere. It was calculated from flux measurements using the Penman-Monteith inverted relationship (Eq. 4), where G a (m s −1 ) is the aerodynamic conductance, computed according to Eq. (5), (Pa K −1 ) is the slope of the saturation curve, γ (Pa K −1 ) is the psychrometric constant, VPD (Pa) is the vapor pressure deficit, and β = H /LE is the Bowen ratio, defined as the ratio of the sensible to the latent heat flux.
In Eq. (5), u * is the friction velocity, ϕ m and ϕ H are the Businger-Dyer stability functions (Businger et al., 1971) . Following Jarvis and McNaughton (1986) , the decoupling coefficient was calculated with Eq. (6). This coefficient varies between 0, when the vapor deficit in the vicinity of the surface equals the vapor deficit in the atmosphere (coupling conditions), and 1, when the vapor deficit near the surface is imposed by the surface itself (decoupling conditions).
Finally, the evaporative fraction, EF, which represents the fraction of the available energy that is converted into evapotranspiration, was calculated with (Eq. 7).
All these diagnostic variables were computed at a half-hourly time step and were used to build composite diurnal cycles. Midday averages (10:00-14:00 UTC) were also computed to analyze the annual cycle.
Surface conductance models
The observed conductance is the combination of aerodynamic, soil, stomata and roots conductance. To analyze these respective contributions to the observed evapotranspiration dynamics in this specific tropical site, different conductance models were considered, for evaporation as well as for transpiration. During the dry and dry-to-wet seasons, when the soil is entirely bare, the bare soil resistance models proposed by Sellers et al. (1992) , Lee and Pielke (1992) , and Sakaguchi and Zeng (2009) were used to evaluate the ability of these models to capture the behavior of bare soil conductance in tropical conditions. During the wet season, the transpiration processes were modeled with the Ball-Berry stomata conductance model, as described by Collatz et al. (1992) for C4 vegetation. More details about this model can be found in chapter 8 of the CLM4 technical note (Thornton, 2010) . A C4 grass was chosen for stomata characteristics. The required atmospheric (air temperature, precipitation, humidity) and surface (LAI, soil moisture) forcings are those presented further in Fig. 2 . The photosynthetically active radiation (PAR) was calculated as a fraction (0.5) of the observed incoming shortwave radiation for both sunlit and shaded leaves. The leaf temperature was assessed from the outgoing longwave radiation measurements using the Stefan-Boltzmann law and a 0.97 emissivity for leaves.
Results and discussion
A contrasting seasonal cycle
Figures 2 and 3 illustrate the 2008 annual cycle of the atmospheric forcing, the surface conditions and the components of surface the radiative budget. These figures show a succession of wet and dry seasons separated by two dry-to-wet and wet-to-dry transition periods, typical of this Sudanian climate. These four seasons, driven by the monsoon cycle, are characterized by highly contrasting atmospheric and surface conditions which lead to contrasting dynamics of the sensible and latent heat fluxes. Different authors (Sultan and Janicot, 2003; Lothon et al., 2008) have shown that the zonal wind and the water vapor mixing ratio (WVMR) can be used to define the seasons. In this study, the absolute humidity (q a ) was preferred to WVMR to delimit the seasons because it was directly measured by the gas analyzer; we verified that this criterion did not change drastically the delimitation as compared to the previous methods. The dry (q a < 6 g m −3 ) and wet (q a > 16 g m −3 ) seasons are represented by rose and blue shaded areas, respectively, in Figs. 2, 3, 6 and 10. The four seasons are described in the next section together with four 15-day periods that were chosen to characterize the atmospheric conditions and the surface response characteristics prevailing during each of these stages of the monsoon cycle. In this study, we focused on the net longwave and shortwave radiations, but more details on the four components of the radiative budget can be found in Kounouhéwa et al. (2013) .
Dry season and period 1
The dry season (rose area in Fig. 2 ) was characterized by a steady, low q a and dry north-easterly Harmattan wind that consisted of a light to moderate breeze (mean 2.4 m s −1 ), bringing dry air (q a < 5 g m −3 ; VPD ∼ 2.3 kPa). The surface conditions were dry and the soils remained bare as no rain occurred. The water content in the 30 cm top layer was ∼ 0.04 cm 3 cm −3 (Fig. 2g ). In the Sudanian climate region, these steady dry conditions usually last less than two months (January-February, Fig. 2 ). During the first 15-day period (P1) from DOY 18 to 32 (18 January to 1 February), typical of the dry season, the daily mean air temperature was 23 • C (Fig. 2e, Table 2 ). The net shortwave radiation (SW net , Fig. 3a ) was low (maxima at ∼ 666 W m −2 ) -firstly because the aerosols brought by the Harmattan wind reduced the incoming shortwave radiation, and secondly because the dry bare soil conditions induced a high surface albedo (∼ 0.19, Fig. 3c ). The longwave radiative budget (LW net ) was negative all year long (Table 2) , corresponding to an energy loss. During period P1, these strong energy losses were associated with low atmospheric water contents and high surface temperatures ( Fig. 2b and e) . The minimum, maximum and mean LW net values were, respectively, −235,-65 W m −2 , and −118 W m −2 . The sum of short and longwave radiative budgets resulted in low net radiation values.
Dry to wet season and period 2
The "moistening transition season" (from dry to wet season) was characterized by monsoon flux intrusions. Southwesterly winds brought moist air from the ocean at night, whereas north-easterly conditions prevailed during the day as shown in (Fig. 2c) where the wind direction abruptly alternated from north to south during the daily cycle. The nighttime advection of moist air (content as high as 18 g m −3 ) in the lowest levels of the atmosphere by south-westerly winds is one of the atmospheric signatures of the moistening season. These wet layers were mixed with the whole boundary layer during the following day, when the convection developed and the dry, north-easterly conditions prevailed (Lothon et al., 2008) . These peculiar dynamical conditions are due to the large-scale daily ITCZ oscillations and the vertical development of the boundary layer (Pospichal et al., 2010; Lohou et al., 2010) . This leads to a gradual, although irregular, increase of the absolute humidity, responsible for the observed day-to-day variability (Fig. 2b) . During this period, a few isolated but heavy rainfalls were observed, triggering the development of the vegetation.
The second 15-day period (P2), from DOY 57 to 71 (26 February to 11 March), has been defined as typical of the moistening season. The P2 period captured the whole dry-to-wet air humidity (q a ) variability, since its daily mean Table 2 . Meteorological and turbulent fluxes daily mean (mean), minimum (min) and maximum (max) for the four studied periods (year 2008); sd is the standard deviation of the minimum and maximum values during each 15-day period. oscillates between 5 and 15 g m −3 (Fig. 2b) . The surface and radiative conditions were similar to those of period P1; the surface was still bare and dry, with albedo values close to 0.2 (Fig. 3c) , and the maximum value of the net shortwave radiation was only slightly higher than that observed in P1. LW net remained strongly negative, even though it increased in comparison to P1, meaning that the surface was still warm at this period of the year (Fig. 3b) .
Wet season and period 3
The wet season was characterized by a moist, southerly, monsoon flow. The wind direction was well established to be at 240
• . According to the definition proposed by Sultan and Janicot (2003) , the monsoon onset occurred on 22 June 2008. Rainfall frequency increased after the onset because of a higher occurrence of mesoscale convective events. During this season, the absolute humidity was remarkably stable (∼ 18 g m −3 ) with a low day-to-day variability (Fig. 2b ). The wet season ended when northerly wind conditions returned. The P3 period, from DOY 189 to 203 (7 to 21 July), was chosen to be after the monsoon onset. Nine rainy days were observed during this 15-day period, in which 97 mm of rainfall accumulated. The high soil water content (∼ 0.12 cm 3 cm −3 , Fig. 2g ) favored the development of the herbaceous layer (LAI ∼ 1.5 m 2 m −2 , Fig. 2g) . The net shortwave radiation shows a strong day-to-day variability (Fig. 3a) . These variations were related to changes in cloud cover, which reduced the incoming shortwave radiation. Because of the vegetation cover and the wet state of the surface, the albedo reached values lower than in the dry season (∼ 0.15, Fig. 3c ) and the outgoing shortwave radiation was reduced. In turn, the surface cooling reduced the outgoing longwave radiation and thus increased the net longwave radiation, which reached its highest mean daily value (−37 W m −2 , Fig. 3b, Table 2 ). During period P3, the range of variation of the daily air temperature was lower than 10 • C, with a daily mean of about 24 • C. These wet conditions corresponded to a low atmospheric demand (the mean daily VPD was 0.6 kPa, Fig. 2f ).
Wet to dry season and period 4
At the end of the rainy season, when almost no rain occurred, the crops were harvested and the remaining senescent annual vegetation was burnt mid-November. The soil surface began to dry but was not completely dried out (Fig. 2g) . The wind direction changed (∼ 70 • ) but south-westerly conditions were observed from time to time; these brought moisture and sometimes rainfall.
The P4 period, from DOY 298 to 312 (24 October to 7 November) was chosen to be 7 days after the last rainy event of the wet season. The mean air temperature was close to that of the wet season (25 • C, Table 2 ), but the daily range was larger (17 • C). In this period, the vegetation height was at its yearly maximum, but the senescence phase had begun, as shown by the decrease in LAI (Fig. 2g) . Thus, the albedo reached its lowest yearly value (∼ 0.13, Fig. 3c ). The net shortwave radiation increased (mean daily maximum of 760 W m −2 ) for two reasons: albedo decrease and clear-sky conditions (Fig. 3a) . The net longwave radiation increased slightly (daily mean of −67 W m −2 ), as the surface dried and the surface temperature increased.
Data quality control
Spatial representativeness of the eddy covariance measurements
In the study area, the landscape is composed of small fields interspersed with areas of natural vegetation. For such a context, a footprint analysis is necessary to characterize the representativeness of the measurements. Figure 4 presents the average footprint (as defined in Sect. 2.3.1) for each selected period, superimposed on a Google Earth image (April 2010). Each isocontour represents the area contributing to 25, 50 and 75 % of the observed sensible heat flux, respectively. One has to keep in mind that our averaging procedure favors daytime footprints which extend to typically 70 m upwind. The method gives less importance to nighttime footprints, which can extend up to 750 m upwind. During period P1 (Fig. 4a) , the measurements were likely affected by shrubs upwind. The riparian forest located to the north of the site (which appears at the top of Fig. 4a ) was far enough away and did not significantly influence the measurements. During this period, the footprint extension was limited to 70 m. During period P2 (Fig. 4b) , the wind direction varied considerably, but the footprint mainly remained over bare soil areas. Although daytime winds were mainly northeasterly winds, south-westerly night winds also significantly contributed to the footprint, as this wind direction lasted after sunrise. Thus, the "bas-fond" area (seasonally clogged headwater area, see Sect. 2.1), which is surrounded by trees, was partly included in the footprint. During this period, southerly winds were also observed from time to time. For these conditions too, some isolated trees likely contributed to the measured fluxes. During period P3 (Fig. 4c) , the wind direction changed to the south-west. A 0.6 m high herbaceous layer had grown almost everywhere around the flux station in such a way that most of the shrubs were overlaid by grass, and the turbulent flows were only disturbed by some isolated trees. Finally, during period P4 (Fig. 4d) , the vegetation was high (∼ 2.5 m) and the roughness length (0.4 m) and the displacement height (1.6 m) increased accordingly. For these vegetated conditions, the footprint areas were reduced by a factor of two compared with the one for P1, and the contributing areas were much closer to the sensors. The contributions of fallows or annual crops to 75 % of the footprint area were respectively 87, 87, 77, and 97 % for periods P1, P2, P3, and P4. However, the measurements were slightly more affected by the surrounding trees during period P3. From these analyses, we considered that the flux measurements presented below to be representative of the cultivated areas (mixed fields and fallows) for the four studied periods.
Energy balance closure
The energy balance closure was computed for the whole year and for the four 15-day periods. Scatter plots of (LE + H ) vs. (R n − G) are shown in Fig. 5 . At the 30 min timescale, the determination coefficient r 2 ranged from 0.90 to 0.97, which indicated that most of the variability in the observed turbulent fluxes can be explained by the available energy. Considering the whole year (Fig. 5a ), the coefficient of the linear regression (0.84) indicated 16 % of nonclosure, which corresponded to an underestimation of (H + LE) as compared to (R n − G). However, the energy balance closure varied, depending on the period of the year. During period P1, the determination coefficient was the highest (97 %), but the slope of the regression line was higher than 1 (1.1). This was due to midday values for which the (H + LE) was larger than (R n − G). This suggests an underestimation of the available energy, which can be explained by dust deposits on the radiation sensor. The sensor opacity impacts the net radiation, mostly when the sun is high in the sky. For values lower than 250 W m −2 , the available energy and the turbulent fluxes were well correlated. However, the turbulent fluxes could be affected by errors that were not detectable. The uncertainty on the sensible heat flux for period P1 was estimated to ±8 %, as the ratio of the standard deviation of the residuals (linear regression in Fig. 5b ) divided by the maximum value of H . During period P2, the slope of the regression line was 1.04, suggesting a good balance closure (Fig. 5c) . The increased scattering for large (R n − G) values was partly due to R n measurements that were again partly affected by dust since the sensor had not been cleaned since the middle of the period. The uncertainty on turbulent fluxes for this period was ±16 %. and (e) P4 (24 October-7 November). The numbers of available half-hourly data which have been used to compute the regression line were 11 180, 673, 408, 293 and 444, respectively, for the whole year, P1, P2, P3, and P4.
For the last two periods, P3 and P4 (Fig. 5d and e) , the regression coefficient was significantly lower than 1, indicating a strong (−25 to −20 %) underestimation of turbulent fluxes. Because of systematic power shortages during the night, which stopped the gas analyzer until 09:00 UTC in period P3, the low values of turbulent fluxes (< 200 W m −2 ) in Fig. 5d only corresponded to evening fluxes. These evening turbulent fluxes were larger than the available energy. A similar pattern was observed for period P4. However, morning values were available for P4, which produced a typical out-of-phase pattern ( figure-eight-shaped) , shown in Fig. 4d . This may be due to the vegetation cover, which acted as a buffer and induced a time shift in the daily peak of the soil heat flux. As a result, some hysteresis or asymmetry appeared. However, this canopy storage accounts for one or two tens of W m −2 , which does not explain the observed order of magnitude (∼ 100 W m −2 ) of the nonclosure. Previous studies have shown that secondary circulations seriously affect the eddy covariance flux measurements and thus may contribute to the unclosed energy balance, in particular above heterogeneous terrains (Inagaki et al., 2006; Kanda et al., 2004; Steinfeld et al., 2007) . In our climatic context, Lohou et al. (2010) showed that the entrainment at the top of the boundary layer affected the entire boundary layer down to the surface. We argue that such a situation cannot explain the energy imbalance observed in P3 and P4 because entrainment impacts have been identified at night during transition periods when northern and southern wind conditions alternated. During the day, convective situations dominated and the thickness of the boundary layer remained large (2 km) as shown by Doukouré (2011) . Thus, considering that the net radiation was unbiased during these two periods (sensor cleaned by rain), the three other energy budget terms cumulated the imbalance proportionally to their absolute values.
Although imperfect, the energy balance closure presented in this study was similar or better than what was commonly found with the eddy covariance method in previous studies (Wilson et al., 2002) , especially in the western African regions (Mauder et al., 2007; Bagayoko et al., 2007; Brümmer et al., 2008; Ramier et al., 2009; Timouk et al., 2009 ). In conclusion, we considered the consistency and quality of the various flux components to be satisfactory.
Seasonal and daily dynamics of energy budget terms
The annual cycle of the four energy budget components is shown in Fig. 6 . The shaded grey areas show the large daily amplitude. One can notice the low values of the net radiation in dry season (< 500 W m −2 ). The sensible heat flux H over bare soil had a rather steady behavior, similar to the net radiation. The daily mean, R n , and the peak value reached 80 and 330 W m −2 , respectively. During the wet season, R n was as high as 800 W m −2 , but had a large day-to-day variability due to the cloud cover; the average sensible heat flux was half the value of the previous season. Then, H increased slowly at the end of the wet season when vegetation dried and rainfall stopped. The latent heat fluxes, LE, had an opposite behavior with very low values during the dry and transition seasons, and high values during the wet season (daily maximum values up to 450 W m −2 ). The soil heat flux showed a wide daily amplitude, but the daily average remained close to zero. When rainfall occurred on hot soil surface (DOY 95, Fig. 6d ), sharp drops in the ground heat fluxes were observed; these negative values corresponded to a rapid release of energy that fed evaporation processes.
In light of the energy fluxes time series, each period from P1 to P4 was well representative of the corresponding season. This is illustrated in Fig. 7 where box plots of midday (10:00-14:00 UTC) sensible heat fluxes were compared for each period and each season. The median value of period P1 was slightly higher than for the whole dry season (+20 W m −2 ), but the difference was less than 7 % of midday value. The sensible heat flux variability during P2 was largely reduced in comparison to the whole moistening season because a period without any rainy event was chosen.
Nevertheless, the median value of P2 was close to the seasonal median value. For the period P3, sensible heat fluxes were at their lowest daily values as also shown in Fig. 6b . Finally, the drying season was hardly captured with a single 15-day period because climatic and surface conditions changed greatly during this transition season. To summarize, P1 and P2 (P3) represented the highest (lowest) sensible heat flux regime, while P4 was only representative of the beginning of the wet-to-dry transition season with decaying herbaceous vegetation. Although it cannot be generalized to the entire wet-to-dry season, the P4 period characterizes a long-lasting surface drying episode, with vegetation in senescent phase, which can be useful for both the parameterization and the evaluation of land surface models.
The following paragraphs focus on the four 15-day periods, and more precisely on the daily cycles of R n , H , LE and G. In order to draw robust conclusions, daily composites of each energy budget term have been computed. They are reported in Fig. 8a-d . Each box represents the median, the 25th, and the 75th quartiles; the whiskers indicate the maximum and the minimum values of H . Period P1 (18 January-1 February); period P2 (26 February-11 March); period P3 (7-21 July) and period P4 (24 October-7 November). characteristics including daily means, min and max daily values and their respective standard deviation for each period.
For period P1 (Fig. 8a) , R n shows a "bell-shaped" pattern typical of clear-sky conditions. However, R n reached a low daily maximum (442 ± 29 W m −2 ) due to the high aerosol concentration brought by the Harmattan wind, the strong surface albedo (∼ 0.2), and the large surface temperature amplitude (18-50 • C) (not shown). The minimum was −96 ± 7 W m −2 , and the maximum value was reached just before noon because of large LW net amplitude that increased until 13:30 UTC and reached −170 W m −2 (Fig. 3b) . During this period, G was in phase with the daily course of the net radiation. It ranged between −88 ± 6 W m −2 at night, and 174 ± 11 W m −2 just before noon (Table 2) . Despite the high surface temperature and hence the high temperature gradient in the soil, G was limited by the low thermal conductivity of the dry soil (0.56 W m −1 K −1 ). During nighttime, G did not compensate R n entirely, and negative sensible heat fluxes were observed (−26 ± 10 W m −2 ). During daytime, the sensible heat flux H was also bell-shaped, but shifted slightly after noon. As the surface was hot and dry, the available energy was mainly converted into H , which reached its maximum of 326 ± 40 W m −2 at 12:30 UTC. It remained positive one hour later than R n since the atmospheric stability systematically became positive at 18:00 UTC during this period as shown in Fig. 9a . By contrast, LE was low but nonzero, although the soil was bare and the surface was dry. Its daily maximum value was 17 ± 4 W m −2 . This nonnegligible amount of evapotranspiration may have originated from the transpiration of shrubs and sparse trees, located northward as shown in the footprint analysis (Fig. 4a) . However, the slight decrease observed in the 0-30 cm soil water content during this period (Fig. 2g) suggests a possible contribution of soil evaporation.
The P2 period is rather similar to period P1, since the soil was still bare. During the P2 period no rainfall occurred and air and surface temperature increased, which increased the time shift between the sensible heat flux and the net radiation. At night, the absolute sensible heat flux was lower because of weaker wind and the weaker absolute temperature gradient (see Fig. 14d and Sect. 3.5). Changes in wind direction and moisture supply from night monsoon flow did not affect surface processes, but increased the day-to-day variability of the energy fluxes since the footprint explored all the directions around the sensor (Fig. 4b) . This is particularly obvious on latent heat flux statistics (Table 2) . However, the slight increase of LE could be attributed to an increase in shrub activity. Indeed, Seghieri et al. (2009) have shown that in Sudanian climate region, shrub flowering is probably linked to the rise of air temperature, which occurs from February to May in the study region. Bearing in mind that flowering involves a significant activity, this means that shrubs should have a higher transpiration activity in P2 and could also explain the increase in latent heat flux between P1 and P2. Thus, the latent heat flux was low (Fig. 8b) but not null in the dry season on our site, even if the soil surface remained dry.
During P3 (Fig. 8c) , the occurrence of rainfalls changed both atmospheric and surface conditions dramatically. The soil remained wet due to regular rainfalls and the annual vegetation was well established. As a consequence, the surface temperature (not shown) had a low daily amplitude (25-32 • C) and the net radiation was lower (−37 ± 13 W m −2 ) for the entire night until 06:00 UTC, as compared to the previous periods. The cloud cover was lower in the afternoon than in the morning, and the maximum daily R n was observed at 13:00 UTC. The daily cycle of R n directly affected turbulent fluxes, which exhibited the same midday shape. The surface conditions were favorable to LE, which was the main consumer of the available energy. LE peaked at 259 ± 58 W m −2 . However, sensible and ground heat fluxes were nonnegligible, with respective maximum daily values of 103 ± 38 W m −2 and 88 ± 35 W m −2 . It was also quite surprising to observe positive latent heat fluxes in the evening until midnight (Fig. 8c ) (no LE observation was available later in the night). As (w q ) covariance was always positive, this was not attributed to flux corrections. During the night, the stability was slightly positive (0.1 ± 0.1), which characterized a near-neutral surface layer (Fig. 9c) . This process may be fed by the release of energy stored into the ground since available energy is positive until midnight (i.e. R n > G in Fig. 8c) . Mauder et al. (2007) also observed positive latent heat fluxes at night in Nigeria, which were attributed to the advection of dry air over a wet surface. However, in our case the positive latent heat fluxes during nighttime were not attributable to dry air advection as no changes in wind direction were observed during P3. Incomplete stomata closure during the night in C4 species can occur in response to a water-vapor deficit, temperature, or water or nutrient availability (Caird et al., 2007) , any of which can induce nighttime transpiration (Snyder et al., 2003) . Nevertheless, stomatal conductances have to be directly measured to confirm this assertion and to quantify the transpiration contribution observed in the latent heat fluxes at night.
During P4, clear-sky conditions prevailed again, but the net radiation rapidly decreased (Fig. 6a) because of the lower solar radiation at his period of the year. In addition, the surface temperature increased, which lowered the longwave net radiation (Fig. 3b) . The daily cycle of R n reached its maximum at noon (625 ± 78 W m −2 ) as well as the other terms of the energy budget. During this period, the soil and vegetation were drying, and the daily maximum of the latent heat flux was continuously decreasing (Fig. 6c) . At night, LE fell to zero one hour after R n turned negative. This behavior is different from the previous period P3 because night stability (Fig. 9d) was near unity in P4 while it was near neutral during period P3. The daily dynamics of G showed a two-hour delay in the morning in comparison to R n . This explains the out-ofphase pattern already observed on the energy budget closure (Fig. 5e) . We assumed that this phase shift was caused by the height of the vegetation layer (2.5 m), which induced a delay in soil surface warming, whereas turbulent fluxes and net radiation followed the dynamics of the skin temperature of the top of the canopy (Santanello and Friedl, 2003) . However, one has to remember that, as the surface conditions changed during this season, little generality can be derived from the analysis of this P4 period.
Characterization of surface processes
In this section, the energy partitioning is analyzed and discussed with classical synthetic variables such as the evaporative fraction, the Bowen ratio and the surface conductance, in order to identify specific functioning characteristics of this Sudanian cultivated area and to derive useful parameters for land surface modeling.
Energy partitioning and surface characteristics
The midday average evaporative fraction (10:00-14:00 UTC) (EF) is presented in Fig. 10a for the examination of the seasonal variations in energy partitioning related to surface conditions. Two contrasting surface behaviors were identified. During the dry season, from January to the end of February, very low evaporation occurred (EF = 0.08); during this period, the soil was bare and dry (Fig. 2g) . By contrast, EF remained high (close to 0.75) and steady in the second part of the wet season, for 4 months as from the monsoon onset (22 June 2008; DOY 174) . In this period, the soil water content exceeded 0.12 cm 3 cm −3 and EF was not affected by the soil water content or the vegetation development.
Between these two periods, EF was highly variable in response to isolated rainfall events, which usually occur during the transition periods. These events induce large fluctuations in soil water availability and vegetation stress, which drive the vegetation development in the dry-to-wet period. The dynamics of EF associated with isolated rainfall events are clearly illustrated in Fig. 10a ; the heavy rainfall that occurred on DOY 325 (20 November 2008) over bare soil and after the vegetation burning resulted in an instantaneous increase of EF from 0.2 to 0.75, followed by a 10-day decrease. A more detailed analysis of the surface response and recovery associated with rainfall events is presented in Lohou et al. (2013) for all AMMA-CATCH flux sites.
The Bowen ratio plotted on the same graph (Fig. 10a) shows the opposite behavior. The decrease of β starting around DOY 30 (30 January 2008) is interpreted as the signature of the transpiration of the ligneous vegetation, in a period where neither rain nor change in soil moisture was observed. Indeed, the maximal value of β was phased with the renewal of trees or shrubs leaves (Seghieri et al., 2009) , and the increase in LE was synchronous with leaf development.
The observed conductance, G s , and the decoupling factor, , are plotted in Fig. 10b for the whole year. During the dry season, when the soil was bare, G s was less than 1 mm s −1 and the decoupling factor was almost null, meaning that surface and the atmosphere were coupled. Because of the high instability of the surface layer near the ground, the mixing imposed the atmospheric water vapor deficit to the air layer close to the ground surface. After the monsoon onset (as from DOY 174), when the vegetation had grown enough and the soil moisture no longer limited the vegetation activity, the canopy conductance reached 20 mm s −1 with a maximum value of about 30 mm s −1 . These values are consistent with the usual values for crops, as observed by Bagayoko et al. (2007) in Burkina Faso. The decoupling factor was still far from unity and remained below 0.7. This means that a full decoupling between the atmosphere and the canopy water vapor deficit was never observed, even when the vegetation was fully developed; the atmosphere was unstable enough to mix the air inside the canopy with the boundary layer. At the end of the wet season, the decrease of soil moisture and LAI To analyze the sensitivity of the energy partitioning to the surface conditions along the annual cycle, the relationship between EF and G s at midday was plotted in Fig. 11 . The graph shows that EF was highly influenced by the surface conductance when G s values were lower than 10 mm s −1 , as observed for periods P1, P2 and P4. By contrast, EF was no longer driven by the surface conditions when G s was higher than this threshold value, as observed in the P3 period, and more generally after the onset; the evapotranspiration was only driven by the atmospheric demand and by the available solar radiation.
Daily cycle of the evaporative fraction (EF)
The composite daily cycle of EF from 06:00 to 18:00 UTC (Fig. 12) shows a typical "concave up" shape with a minimum around 12:00 UTC. In the morning before 09:00 UTC, EF is noisy because negative sensible or latent heat fluxes can lead to low values of the sum (H + LE), which leads to large EF values.
During periods P1 and P2, EF was very low and showed negligible differences during the day, except at sunrise and sunset. Although clear in Fig. 8a and b, the time shift observed on the sensible heat fluxes has no marked effect on the daily increase of EF (Fig. 12) . In period P3, EF increases continuously during daytime from 09:00 UTC (0.69) to 16:00 UTC (0.80). Gentine et al. (2007) extensively studied EF and simulated an increase of EF at the end of the afternoon due to a thermal inversion into the canopy, when the temperature of the vegetation was greater than that of the soil. Such inversions, characterized by EF > 1, were not really observed in Nalohou except very late in the afternoon (18:00 UTC) during P3. This diurnal increase in EF was better explained by Gentine et al. (2012) , who also showed that it can be due to a time shift between sensible and latent heat fluxes. Such a time lag was observed in period P3 when the maximum value of the latent heat flux was observed later than that of the sensible heat flux. Such a behavior resulted from a slower increase of the surface temperature in the morning as compared to the increase in the net radiation. This shift was caused by the high evapotranspiration rate during period P3, which attenuated the diurnal range of the sensible heat flux. During period P4, the diurnal cycle of EF shows a pronounced but typical U shape, resulting in the afternoon from the rapid decrease in the sensible heat flux before 18:00 UTC (Fig. 8d) because of the rapid radiative cooling (see Fig. 13d ) and the subsequent stratification (Fig. 9d) .
In order to analyze the flux partitioning and the surface control on evapotranspiration more precisely, the average daily cycles of aerodynamic (G a ) and soil/canopy (G s ) conductance were plotted in Fig. 13 for the four periods. For periods P1 and P2 the soil was bare, G a was quite similar except between 02:00 and 06:00 UTC (Fig. 13c) , and G was very low all day long (< 01 mm s −1 ) as already discussed. During the wet period (P3), G a had the same daily magnitude as it did during preceding periods and reached 90 mm s −1 . However, G a remained as high as 30 mm s −1 during the night. This means that the atmospheric resistance to vapor transfer was low at night during this period, and thus that turbulent surface-atmosphere exchanges, enhanced by wind shear, were possible, as shown in Fig. 8c for LE. During period P3, when the vegetation was fully developed, the daily cycle of G s was clearly dissymmetric, with higher values in the morning (nighttime values were not available). For period P4 (wetto-dry transition), G a at midday was much higher than in the other periods, due to a higher roughness length when herbaceous vegetation was high. In this period, G a was also the lowest during the night because of higher stability (Fig. 9d) . The surface conductance, G s , of the senescent vegetation was high (24 mm s −1 ) in the morning (07:00 UTC) and similar to the one observed in P3, but it decreased rapidly. It was four times lower than in P3 at 09:00 UTC; the midday G s value was much lower (3 mm s −1 ) than during period P3.
Hereafter, the surface conductance observations were compared to modeling results of specific processes such as bare soil evaporation and canopy transpiration. The aim of this comparison is to identify the respective contributions of aerodynamic, soil, stomata, and roots conductances, and to check the ability of standard models to reproduce these observations.
Evaluation of surface conductance models
The surface conductance is the sum of the canopy and the bare soil conductances, which have specific formulations and may account for different water vapor deficits. For bare soils, the surface water vapor conductance is mainly limited by the soil resistance (r soil ), which depends on the soil moisture, whereas the canopy conductance is regulated by more complex photosynthetic processes, soil water availability, etc. We took advantage of the contrasting surface conditions found on our experimental plot to explore the soil resistance (r soil ) behavior when the soil was bare at the beginning of the year. The canopy conductance was assessed when the vegetation had grown, and can be modeled by a "big leaf" approach (Jarvis and McNaughton, 1986) . For the Nalohou site, these conditions were achieved in the second part of the rainy season. During this period, light extinction in the vegetation cover prevented significant soil evaporation.
The soil resistance (r soil = 1/G s ) for bare soil conditions, computed from Eq. (4), was plotted against the surface soil moisture measured at 5 cm depth in Fig. 14 lowing a power law, as observed by previous authors (van de Griend and Owe, 1994; Aluwihare and Watanabe, 2003) . The r soil modeling laws proposed by Sellers et al. (1992) , Lee and Pielke (1992) , and Sakaguchi and Zeng (2009) were superimposed in Fig. 14. It can be seen that Sellers' formulation overestimates r soil for all soil moisture values. Thus, this model will systematically underestimate bare soil evaporation. Similarly, the Lee and Pielke r soil function underestimates evaporation, but for low soil moisture values only. The Sakaguchi and Zeng function fits much better with the data. However, none of these models were able to reproduce the high values of the bare soil conductance observed for dry conditions, when the soil matric potential was high, but this would only slightly affect the simulation of bare soil evaporation since very little water is available at the surface for these conditions.
The dynamics of the surface conductance (G s ) for vegetated surface conditions (wet season) was simulated with the Ball-Berry stomata conductance model (Collatz et al., 1992) , and compared to G s estimated from the observations. The period considered spans from DOY 189 to DOY 313 and includes P3. Three typical days in the wet season have been chosen to illustrate the observed and simulated G s dynamics in relation to rainfall (Fig. 15) . During these three days, G s was well simulated in the second half of the day, but large G s peaks were observed after the rainy events (12 and 14 September), and also in the morning whereas no rain occurred the day before (13 September). As these peaks were not simulated by the Ball-Berry stomata conductance model, we hypothesized that they were caused by evaporation of either intercepted water or dew deposits; these processes were not accounted for in the conductance model. Unfortunately, as eddy covariance data were not available in the morning during period P3, the systematic dew deposition cannot be assessed during this period. Symmetric (12 September) and dissymmetric daily patterns of simulated G s were observed (Fig. 15) with higher values in the morning (13 September). This dissymmetric shape was also observed during one of the 15-day periods, P3 ( Fig. 13) . As stated by Collatz et al. (1992) , a temperatureinduced limitation of photosynthesis can occur when the temperature of the vegetation is higher than 30 • C. This temperature, calculated from longwave radiations, was frequently higher than 30 • C in the early afternoon in P3 and P4 (not shown). Associated with the evaporation of intercepted water, we concluded that these high temperatures were responsible for the higher G s values in the morning as compared to the afternoon observed on Fig. 13a for periods P3 and P4. The model seems to reproduce this effect well.
To quantify the ability of the Ball-Berry model to simulate the conductance beyond these 3 days, the observed vs. simulated G s values were plotted for the whole vegetated period (Fig. 16 ). To remove dew or rainfall effect, the three hours after sunrise and the six hours after rainfall have been excluded from the analysis. Figure 16 shows that the conductance was satisfactorily simulated (r 2 = 0.92) by the Ball-Berry model with the default C4 grass parameter set. Then we can conclude that the Latent heat flux was mainly supplied by transpiration. The temperature effect was also well reproduced and has to be taken into account in SVAT (soil-vegetationatmosphere transfer) modeling. Any SVAT simulation producing a biased leaf temperature will also simulate a biased evapotranspiration rate. In particular in this Sudanian region, the daytime leaf temperature varies around the most efficient temperature limitation (∼ 30 • C). Thus the photosynthesis regime is often close to its maximum, and any negative or positive bias in the leaf temperature will lead to an underestimation of the canopy conductance, and thus of the transpiration.
Conclusions
The paper analyzes a one-year surface energy budget data set, collected in 2008 over a cultivated area in northern Benin (western Africa). To the authors' knowledge, this is the first time an entire seasonal cycle of surface fluxes was analyzed for this Sudanian region. The study shows a contrasting behavior of all the energy budget components, depending on the phases of the rainy season.
In the dry season (January-February), the mean daily sensible heat flux (72 W m −2 ) represented 92 % of the available energy because of prevailing bare soil conditions. A low but persistent latent heat flux was measured and attributed to the transpiration of a few neighboring sparse bushes, possibly fed by the water table. In the wet season (May-October), the mean daily evapotranspiration was highly variable (from 50 to 200 W m −2 ), in response to the variability of the atmospheric forcing; the evaporative fraction (EF) was variable accordingly, ranging from 0.25 to 0.8. After the monsoon on- . Superimposed blue (resp. green) dots stand for period P3 (resp. P4). P3 (7-21 July) and P4 (24 October-7 November).
set (22 June), EF reached a constant value (EF = 0.75), and soil moisture no longer limited transpiration (surface conductance > 10 mm s −1 ), which was only controlled by the atmospheric water vapor deficit. EF slightly increased during the day because evapotranspiration was delayed due to heating processes. Latent heat fluxes were observed until midnight, which evidences the persistence of stomata activity in the first part of the night. In the dry-to-wet (MarchApril) and wet-to-dry (November-December) transition seasons, isolated rains induced rapid changes of soil moisture and vegetation activity, and thus rapid changes in the energy partitioning. These periods with high time-variability of surface properties are very useful in evaluating the ability of standard models to reproduce the dynamic of energy flux partitioning. We showed that the Sakaguchi and Zeng (2009) soil resistance model fit the soil evaporation data well during the dry and dry-to-wet seasons, and that the Ball-Berry stomata conductance model accurately simulated the transpiration during the wet season. The limiting effect of surface temperature on transpiration above 30 • C detected in the observations was also well reproduced by the Ball-Berry model. The study evidenced the large seasonal and daily amplitude of the skin surface temperature, and the role it plays in all the surface processes by (1) increasing the long wave radiation and thus limiting the net radiation during the dry season; (2) increasing ground heat fluxes and energy storage, and thus limiting transpiration during the wet season; (3) controlling C4 vegetation transpiration. As a consequence, specific attention has to be paid to the representation of surface temperature in land surface models to ensure a correct simulation of surface energy fluxes.
The quality of this data set makes it attractive for further research, including local evaluation of surface fluxes in land surface or atmospheric models. Further studies in this region should focus on other land cover types, such as forest areas. A comprehensive understanding of the processes driving the energy cycle for contrasting vegetation covers would allow for a better understanding and simulation of the impacts of land cover changes on the exchanges of energy at the surface-atmosphere interface in western Africa.
