Stochastic Approximation on Riemannian manifolds by Shah, Suhail M.
Noname manuscript No.
(will be inserted by the editor)
Stochastic Approximation on Riemannian manifolds
Suhail M. Shah
Received: date / Accepted: date
Abstract The standard theory of stochastic approximation (SA) is extended
to the case when the constraint set is a Riemannian manifold. Specifically,
the standard ODE method for analyzing SA schemes is extended to iterations
constrained to stay on a manifold using a retraction mapping. In addition, for
submanifolds of a Euclidean space, a framework is developed for a projected
SA scheme with approximate retractions. The framework is also extended to
non-differentiable constraint sets.
Keywords Stochastic Approximation · Riemannian manifolds · Retraction
Mappings · ODE Method · Two time scales · Differential Inclusions
1 Introduction
In many situations in engineering and other fields, it is of interest to find the
roots of some unknown function h : Rn → Rn to which we have access to only
through noisy measurements. Stochastic Approximation, originally introduced
by Robbins and Monro in [32], provides an incremental scheme for doing this.
It involves running the following iteration
xn+1 = xn + an(h(xn) +Mn+1),
where stepsizes a(n) > 0 satisfy the assumptions:∑
n
a(n) =∞,
∑
n
a(n)2 <∞,
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and {M(n)} is the noise term, usually assumed to be a martingale difference
sequence. A generalizaiton of this is when the relevant function is defined on
a manifold. There has been considerable interest in optimization and related
algorithms on manifolds, particularly on matrix manifolds [1], [21]. But the
corresponding development for such algorithms in presence of noisy measure-
ments has been lacking. A notable exception is [11] which analyzed stochastic
gradient schemes on Riemannian manifolds.
The contributions of this work are as follows : First and foremost, we extend
the Ordinary Differential Equations (ODE) method for analyzing stochastic
approximation schemes ([12], [23], [26]) to Riemannian manifolds. The usual
addition operation of the Euclidean Robbins-Monro scheme is modified using
a retraction (see Definition 1,2). We consider a much more general model than
[11] and furthermore, our approach is quite distinct from that of ibid., which
is inspired from [14]. Studying the convergence properties using the associated
ODE connects the stochastic approximation theory on manifolds with that
of ODEs on manifolds. The upside here is that ODEs on manifolds are very
well studied and have a rich theory (see [20]). This opens up the possibility
of adapting analytic and computational techniques in the latter domain for
stochastic approximation on manifolds in future.
The second contribution is in the context of projected SA for submanifolds
embedded in a Euclidean space as well as for general constraint sets which
may not have a manifold structure. In many situations the iterates perforce
are executed in an ambient space and a suitable correction at each iterate is
required to pull it back to the manifold. For example, for an iteration over
the unit sphere, the noisy measurement or even the discretization error may
put the next iterate off the sphere and one would typically normalize it to
bring it back to the sphere. Such issues also arise, e.g., in gradient projection
algorithms. We approach projected SA by taking recourse to ideas developed
in [27] which studied an iteration which used a fixed nonlinear map perturbed
by a stochastic approximation like expression with decreasing stepsizes, i.e.,
x(n+ 1) = F (x(n)) + a(n)(h(x(n)) +M(n+ 1)),
F, h, {M(n)} satisfy suitable technical hypotheses. The main claim was that
asymptotically one recovers the limiting behavior of the projected o.d.e.
x˙(t) = Γ (h(x(t))),
where Γ is the Frechet differnetial of the associated projection map to the set
of fixed points of F . These results were somewhat restrictive in the regularity
assumptions imposed on F . This lacuna was worked around in [35] where
F was replaced by a suitable time dependent sequence of maps {Fn} in a
manner that ensured the above under weaker technical conditions, albeit for
the special case when the projection is to the intersection of compact convex
sets. In the present work, we develop an analogous scheme wherein the iteration
sits in an ambient Euclidean space, but the choice of {Fn} ensures the correct
asymptotic behavior on the manifold. It is worth noting that both [27] and
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[35] consider distributed algorithms where multiple processors coordinate their
computations for a common goal. As this is not our concern here, we downplay
this aspect of [27].
The rest of the paper is organized as follows. In Section 2 we prove the
the main convergence result pertaining to SA on manifolds, where an ODE
approximation is established. Section 3 studies retractions in the framework
of submanifolds. We conclude the paper in Section 4 with some comments and
future directions.
Before proceeding further we recall some basic facts and definitions about
Riemannian geometry which we will use throughout the rest of the paper.
Throughout the rest of the paper we let M denote a connected Riemannian
manifold. A smooth n-dimensional manifold is a pair (M,A), where M is a
Haussdorf second countable topological space and A is a collection of charts
{Uα, ψα} of the set M, i.e., the following holds :
a) The collection {Uα} of open sets in M covers M, i.e.,
∪αUα =M.
b) Each ψα is a bijection of Uα onto an open set of Rn.
c) for any pairs α, β with Uα ∩ Uβ 6= ∅, the set ψα(Uα ∩ Uβ) and ψβ(Uα ∩ Uβ)
are open sets in Rn and the change of coordinates
ψβ ◦ ψ−1α : Rn → Rn
is smooth on its domain ψα(Uα ∩ Uβ).
By a Riemannian manifold we mean a manifold whose tangent spaces are en-
dowed with a smoothly varying inner product 〈·, ·〉x called the Riemannian
metric. The tangent space at any point x ∈ M is denoted by TxM (for def-
inition see [1] or [15]). We recall that a tangent space admits a structure of
a vector space and for a Riemannian manifold it is a normed vector space.
The tangent bundle TM is defined to be the disjoint union ∪x∈M{x}×TxM.
The normal space at the point x denoted by NM(x) is the set of all vectors
orthogonal (w.r.t to 〈·, ·〉x) to the tangent space at x. Using the norm, one can
also define the arc length of a curve γ : [a, b]→M as
L(γ) =
∫ b
a
√
〈γ˙(t), γ˙(t)〉γ(t) dt.
Definition 1 A geodesic onM is a curve that locally minimizes the arc length
(equivalently, these are the curves that satisfy γ′′ ∈ NM(γ(t)) for all t). The
exponential of a tangent vector u at x, denoted by expx(u), is defined to be
Γ (1, x, u), where t→ Γ (t, x, u) is the geodesic that satisfies
Γ (0, x, u) = x and
d
dt
Γ (0, x, u)|t=0 = u.
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We let d(·, ·) denote the Riemannian distance between any two points x, y ∈
M, i.e.,
d : M×M→ R : d(x, y) = inf
Γ
L(γ),
where Γ is the set of all curves in M joining x and y. We recall that d(·, ·)
defines a metric on M. By the neighborhood Ux of a point x we mean the
normal neighborhood or the geodesic ball centered at x. The coordinate chart
for this neighborhood is provided by
ψx = E
−1 ◦ exp−1x : Ux → Rn,
where E : Rn → TxM is the isomorphism mapping a point x = (x(1), ..., x(n)) ∈
Rn to a point in TxM expressed in the orthonormal basis {Ei} for TxM, i.e
E(x) =
∑
i x(i)E
i. The coordinates of the point x under ψx are 0.
2 Stochastic Approximation on Manifolds
Suppose we have a smooth vector field H : M→ TM assigning to each point
x ∈ M a tangent vector H(x) ∈ TxM. We want to find the zeroes of H(·)
based on its samples corrupted by a martingale difference noise Mx ∈ TxM. A
common scenario where this happens is when we have to minimize a smooth
function :
min
x∈M
{
L(x)
.
= EzQ(x, z) =
∫
Q(x, z)dP (z)
}
for some functionQ :M×Z 7→ R, where x ∈M is the minimization parameter
and P is a probability measure on a measurable space Z. The minimization
is to be performed based on noisy measurements of a black box that outputs
at time n on input xn, the quantity Q(xn, ξn) where ξn is an independent
sample with law P . In this case one sets H(x) = E [Q(x, ξ)] and Mn+1 =
Q(xn, ξn)−H(xn).
The most obvious way to do this would be to take the noisy sample of
the vector field and perform a simple iterative gradient descent like scheme.
However, such an iteration involving the addition of two points would not be
well defined for manifolds. A way to remedy this is to use the notion of a
geodesic and the associated concept of the exponential map.
The natural generalization of the SA scheme to the case of manifolds using
the exponential map would yield1 :
xk+1 = expxk
(
ak{H(xk) +Mxkk+1}
)
. (1)
We have to be careful while defining the above update because of the injectivity
radius. We assume throughout the paper that this quantity is bounded below
by some K > 0. Informally, the injectivity radius at x ∈M is the least distance
to the cut locus which is where the expx(·) ceases to be the path of minimizing
1 For ease of notation we drop hereafter the superscript xk on the noise term Mk+1 which
is understood to belong to the tangent space at xk.
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length (see [15] for details). But since the time step ak → 0 (see assumption
(A2)), this is not a problem as long as the stepsizes are sufficiently small.
The downside of the above scheme is that computing the exponential
updates requires solving an ordinary differential equation which defines the
geodesic and is usually computationally expensive. Even for the simple case
of a spherical constraint Sn−1, the geodesic t → x(t) expressed as a function
of x0 ∈ Sn−1 and x˙0 ∈ Tx0Sn−1 is given by (Example 5.4.1, [1]) :
x(t) = x0cos(‖x˙0t‖) + x˙0 1‖x˙0‖ sin(‖x˙0‖t).
An alternative is provided by approximating the geodesics using the concept
of retractions defined next.
Definition 2 A retraction on M is a smooth mapping R : TM→M, where
TM is the tangent bundle, with the following properties :
i) Rx(0x) = x, where Rx is the restriction of the retraction to TxM and
0x denotes the zero element of TxM.
ii) [Local rigidity] With the canonical identification T0xTxM ' TxM, Rx
satisfies
DRx(0x) = idTxM,
where idTxM denotes the identity mapping on TxM.
The update (1) then becomes:
xk+1 = Rxk
(
ak{H(xk) +Mk+1}
)
. (2)
Again, in the above iteration it is assumed that Mk+1 belongs to TxkM. To
compare for the example of the spherical constraint, a possible retraction would
be simply to normalise (i.e., divide by the norm) xn at each step.
Remark 3 An important thing to note here is that we do not prescribe the
retraction mapping in (2). It is not unique and depending upon the manifold
there may be more than one possible choice. In fact the exponential map itself
is a retraction (Proposition 5.4.1, [1]). Keeping the latter fact in mind, we per-
form the convergence analysis only for (2). All the results presented also hold
for (1). The specific retraction will usually be chosen based on computational
ease.
We give some examples (Section 3.2, 3.3 [2]) of retractions on some matrix
manifolds, which will help highlight the computational appeal of using general
retractions as opposed to the exponential map.
Example 1 (Projection on Fixed Rank Matrices and Stiefel Manifolds) : Let
Rr = {X ∈ Rn×m : rank(X) = r}
be the set of matrices with rank r which is known to be a smooth manifold of
Rn×m. Let the singular value decomposition of any X ∈ Rn×m be given by
X = UΣV T
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with U = [u1, ...., un] and V = [v1, ...., vm] being orthogonal matrices and Σ
being a diagonal matrix having the singular values of X on its diagonal in the
non-increasing order
(
σ1(X) ≥ σ2(X).... ≥ σmin{n.m}(X) ≥ 0
)
. With a fixed
X˜ ∈ Rr, for any X such that ‖X − X˜‖ < σr(X˜)/2, the projection of X onto
Rr exists, is unique and is given by
PRr (X) =
r∑
i=1
σi(X)uiv
T
i .
The Stiefel manifold is defined for m ≤ n by
Sn.m = {X ∈ Rn×m : XTX = Im}.
Along the same lines as above, let X˜ ∈ Sn,m; then for any X such that
‖X − X˜‖ < σm(X˜)/2, the projection of X onto Sn,m exists, is unique and
is given by
PSn,m(X) =
m∑
i=1
uiv
T
i .
In particular, this is a retraction.
Since we will be using the ODE method to analyze the algorithm (2), we
first recall the notion of an ODE on a manifold ([20], Theorem 5.2, Chapter
4):
Definition 4 The dynamics
x˙ = H(x) (3)
defines a differential equation on the manifold when
H(x) ∈ TxM for all x ∈M
is a smooth vector field. The existence and uniqueness theorem for ordinary
differential equations guarantees that there exists a unique smooth function
Φ : R×M→M such that
i) Φ·(t) : M→M is a diffeomorphism for each t ∈ R;
ii) Φx(t+ s) = ΦΦx(t)(s) ; and
iii) for each x ∈M,
d
dt
∣∣∣∣
t=0
Φx(t) = H(x).
The proof of the existence of a unique smooth function satisfying the above
prooperties is given in Chapter 5, [4]. The notion of convergence on manifolds
is defined by generalizing that for the standard Euclidean space using local
charts :
Definition 5 An infinite sequence {xk}k≥0 of points of a manifold M is said
to be convergent to a point x∗ ∈ M if there exists a chart (U , ψ) of M, and
a K > 0 such that x∗ ∈ U , xk ∈ U for k ≥ K, and {ψ(xk)}k≥K converges to
the point ψ(x∗).
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We make the following important assumption:
(A0) The injectivity radius at all points in M is bounded away from zero by
some r0 > 0.
(A1) The map H : M→ TM is a smooth vector field.
(A2) Step-sizes {a(n)} are positive scalars satisfying :∑
n
an =∞ ,
∑
n
a2n <∞. (4)
(A3) {Mn} is a martingale difference sequence with respect to the increasing
σ-fields
Fn .= σ(x0,Mm,m ≤ n), n ≥ 0 (5)
so that
E[Mn+1|Fn] = 0 a.s.
Furthermore, we assume that
sup
n
E[‖Mn+1‖2|Fn] <∞. (6)
(A4) The iterates of (2) remain in a (possibly sample point dependent) compact
subset of M, a.s.
Remark 6 Note that the norm ‖.‖ used in (A3) is derived from the Rimean-
nian metric 〈·, ·〉. Condition (A4) is a stability condition that needs to be sepa-
rately verified, see [12], Chapter 3 for some tests for stability in the Euclidean
case.
2.1 Convergence Analysis
The analysis presented here builds upon the proof for the Euclidean case
(Lemma 1, Theorem 2, Chapter 2, [12]). Let tn =
∑n−1
m=0 am with t0 = 0.
Let x(t) be a continuous time trajectory evolving on the manifold defined by
setting x(tn) = xn, where xn is the iterate produced by (2), and then joined by
a geodesic on the interval [tn, tn+1). Also let x
s(t), t ≥ s, denote the solution
of (3) starting at the point x(s), i.e. xs(s) = x(s) , so that xtn(t), t ≥ tn, is
the solution to the ODE (3) with xtn(tn) = x(tn) = xn.
Theorem 7 Suppose (A0)-(A4) hold. Then for any T > 0,
lim
s→∞ supt∈[s,s+T ]
d(x(t), xs(t))→ 0 a.s. ,
where d(·, ·) is the Riemannian distance.
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Proof We first do the following construction : CoverM by a countable collec-
tion of open geodesic balls of radii r02 (i.e., points whose Riemannian distance
from a ‘center’ is < r02 ) with the additional properties :
• any point in M is at a Riemannian distance < r04 from the center of at
least one such ball,
• any compact subset of M has a finite subcover of such balls.
It is easy to see that under (A0), this is always possible. Take a finite sub-
cover from the given collection to cover the compact set in which xn lie. Let
{Un, ψn} denote a neighborhood in which the point xn lies. Under the above
construction, the following hold:
a) Given a pair (U , ψ) from the chart, without any loss of generality, both
ψ(·) and its differential Dψ(·) viewed as a map Dψ(·) : U 7→ the space of
bounded linear operators T·M → Rn with operator norm, are uniformly
bounded on U . If ψ(U) does not map to a bounded set in Rn we can take
a smaller neighborhood U ′ ⊂ U with U ′ ⊂ U where U ′ denotes the closure
of U ′. The difference U /U ′ can again be covered by a finite number of
neighborhoods to make sure ∪αUα = M. The same argument applies to
Dψ(·). Note that all of this is possible since we are dealing with geodesic
neighborhoods and shrinking such a neighborhoods radius does not violate
its diffeomorphic property.
b) For any xn, d(xn, y) ≥ r04 ∀ y ∈ ∂Un, where ∂Un denotes the boundary ofUn, for at least one such geodesic ball Un. This property ensures that each
xn lies in the interior of a geodesic ball. Also, this is again without any
loss of generality since if this property did not hold true, we would have
an infinite number of xn with d(xn, y) <
r0
4 for some y ∈ ∂Un and all suchUn which contain xn (for a finite number of such xn we can just add the
geodesic balls centered at them to the chart). But then again, for all such
Un which contain these xn (which are finite in number from compactness),
we can cover the points y ∈ Un with d(xn, y) ≥ r04 with a finite number of
geodesic balls of radii r02 so that the property is restored.
The motivation behind this construction will be discussed later. The following
notation is used to denote the coordinate expressions :
xˆn = ψn(xn),
Hˆ(xˆn) = Dψn(xn)[H(xn)],
Mˆn = Dψn(xn)[Mn],
where Dψn(xn) : TxnM → Rn is the differential of the coordinate mapping
ψn and is a linear map. Let x¯(t) be a piecewise linear trajectory evolving in
Rn defined by setting x¯(tn) = xˆn and then doing a linear interpolation on the
interval [tn, tn+1).
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Consider the ODE on the manifold expressed in the local chart xˆtn(t) =
ψn(x
tn(t)), where xˆtn(t) denotes the solution to (7) below with xˆtn(tn) = xˆn,
well-defined for t in a sufficiently small interval :
x˙(t) = H(x(t))
⇒ (Dψ(x(t)))x˙(t) = (Dψ(x(t)))H(x(t))
⇒ ˙ˆx(t) = Hˆ(xˆ(t)). (7)
It is sufficient to show here that
lim
s→∞ supt∈[s,s+T ]
‖x¯(t)− xˆtn(t)‖ → 0,
so that we deal with iterates on the manifold using local parameterization.
This is where Properties (a) and (b) help us. Property (a) helps in making
sure that xˆn, n ≥ 0 remain bounded. We will be comparing trajectories x(·)
and xtn(·) in the interval [tn, tn + T ] by mapping them to x¯(·) and xˆtn(·)
respectively. So we may have to switch the coordinate charts multiple times
while mapping {x(t) , xtn(t) : t ∈ [tn, tn + T )}. To circumvent this, let us
define
T¯ = sup
n≥0
{t : x(tn + t), xtn(t) ∈ ψn(Un)}.
From Property (b) d(xn, y) ≥ r04 ∀ y ∈ ∂Un, so T¯ > 0.2 Note that for T¯
thus defined, we do not need to switch coordinate charts while comparing the
trajectories x(·) and xtn(·) in the interval [tn, tn + T¯ ].
Claim : If the theorem holds for T¯ , then it does so for any T ≥ T¯ .
Proof : Let the theorem hold for T = T¯ , we show that it also holds for T = 2T¯ .
We have,
sup
t∈[s,s+2T¯ ]
d(x(t), xs(t)) ≤ sup
t∈[s,s+T¯ ]
d(x(t), xs(t)) + sup
t∈[s+T¯ ,s+2T¯ ]
d(x(t), xs(t)).
The first term in the above goes to zero in the limit from the assumption. The
second term can be handled as follows :
sup
t∈[s+T¯ ,s+2T¯ ]
d(x(t), xs(t)) ≤ sup
t∈[s+T¯ ,s+2T¯ ]
d(x(t), xs+T¯ (t))+
sup
t∈[s+T¯ ,s+2T¯ ]
d(xs+T¯ (t), xs(t)),
where xs+T¯ (t) satisfies xs+T¯ (s + T¯ ) = x(s + T¯ ). The first term in the RHS
of the above inequality again goes to zero by assumption (note that the time
2 If T¯ = ∞ (an infinite injectivity radius) or T < T¯ , all these constructions are not
required.
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window is of length T¯ and xs+T¯ (t) starts at the point x(s + T¯ )). The second
term goes to zero because
d(xs+T¯ (s+ T¯ ), xs(s+ T¯ )) = d(x(s+ T¯ ), xs(s+ T¯ ))→ 0.
By the uniqueness and smoothness of the flow, the claim follows. uunionsq
For the rest of the proof we assume that T¯ = T . Let tn+m ∈ [tn, tn + T ],
then we have from (2) :
xn+m = Rxn+m−1{an+m−1(H(xn+m−1) +Mn+m)}. (8)
The coordinate expression of the above can be written as :
ψn(xn+m) = ψn(Rxn+m−1{an+m−1(H(xn+m−1) +Mn+m)}). (9)
As shown earlier, xn+m belongs to Un without loss of generality, by our choice
of T¯ . A Taylor expansion of the term on the RHS of (9) gives,
ψn
(Rxn+m−1{an+m−1(H(xn+m−1) +Mn+m)}) =
ψn(Rxn+m−1(0xn+m−1)) +Dψn(Rxn+m−1(0xn+m−1)) ×
DRxn+m−1(0xn+m−1)(an+m−1(H(xn+m−1) + Mn+m) +
Rd(xˆn+m−1).
(10)
Here the remainder Rd(xˆn+m−1) = O(a2n+m−1) because the iterates remain
in a compact set and R(·), H(·) are smooth. Thus using the local rigidity
property of a retraction (DRx(0x) = idTxM) and the fact that Rx(0x) = x,
we can write (10) as
ψn(Rxn+m−1{an+m−1(H(xn+m−1) +Mn+m)}) = ψn(xn+m−1)+
Dψn(xn+m−1)(an+m−1(H(xn+m−1) +Mn+m) +O(a2n+m−1),
which gives
ψn(Rxn+m−1{an+m−1(H(xn+m−1) +Mn+m)}) = xˆn+m−1 +
an+m−1Hˆ(xˆn+m−1) + an+m−1Mˆn+m +O(a2n+m−1),
where we used the linearity of the map Dψn(·) in the last equation. Using this
in (9), we get
xˆn+m = xˆn+m−1 + an+m−1Hˆ(xˆn+m−1) + an+m−1Mˆn+m + O(a2n+m−1).
Doing a recursion on the above we have
xˆn+m = xˆn +
m−1∑
k=0
an+kHˆ(xˆn+k) + δn,n+k, (11)
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where
δn,n+k =
m−1∑
k=0
an+k
{
Mˆn+k+1 +O(an+k)
}
.
Un
U[n+T ]
M
ψn
x(t[n+T ])
x(tn)
xtn(t)
x(t)
ψ[n+T ]
x
t[n+T ] (t)
Fig. 1 This figure depicts an illustration of the local parametrization at t = tn, t = t[n+T ]
where [n+T ] = min{k : tk ≥ tn +T}. Note that the piecewise linear trajectory corresponds
to the iterates {xˆn}.
Note that for k ≥ 0, Mˆk+1 ∈ Rn is a martingale since Dψ(·) is a linear
operator. Furthermore, we have for any n ≥ 0,
E[‖Dψn(xn)Mn+1‖2|Fn] ≤ ‖Dψn(xn)‖2E[‖Mn+1‖2|Fn],
where ‖Dψn(xn)‖ denotes the norm of Dψn(xn). To show that the above quan-
tity is bounded we note that the expectation term in the RHS is bounded by
(A3). Also, by (A4) and the judicious choice of charts we have made, ψn, Dψn
vary over a (possibly sample path dependent) finite family and therefore are
bounded uniformly in n as maps Un 7→ Rn and x ∈ Un 7→ the space of bounded
linear operators TxM 7→ Rn with operator norm. So by (A3), (A4), we have
sup
n
E[‖Dψn(xn)Mn+1‖2|Fn] <∞.
By the martingale convergence theorem (Appendix C, [12]), since
∑
k≥0 a
2
n+k <
∞, it then follows that ∑k akMˆk is convergent a.s. This in turn implies that
supk δn,n+k → 0 a.s. as n→∞.
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Next we establish similar bounds for the ODE considered in the coordinate
expression. Integrating (7) between the limits tn to tn+m we have :
xˆtn(tn+m) = xˆ
tn(tn) +
∫ tn+m
tn
Hˆ(xˆtn(t))dt,
= xˆtn(tn) +
m−1∑
k=0
an+kHˆ(xˆ
tn(tn+k))
+
∫ tn+m
tn
{
Hˆ(xˆtn(t))− Hˆ(xˆtn([t]))}dt, (12)
where [t] = max{tn : tn ≤ t}. We now establish a bound on the last integral
on the right hand side. Since H(·) is smooth we have :
‖Hˆ(xˆ)− Hˆ(yˆ)‖ ≤ γ‖xˆ− yˆ‖ (13)
for some constant γ. Using this, we have from integrating (7) between tn to
t ∈ [tn, tn + T ),
‖xˆtn(t)‖ ≤ ‖xˆtn(tn)‖+
∫ t
tn
‖(Hˆ(xˆtn(t))‖dt,
≤ ‖xˆtn(tn)‖+ ‖Hˆ(0)T‖︸ ︷︷ ︸
cT
+
∫ t
tn
‖(Hˆ(xˆtn(t))− Hˆ(0)‖dt,
≤ cT + γ
∫ t
tn
‖xˆtn(t)‖dt, (from (13))
so that by the Gronwall inequality we have
‖xˆtn(t)‖ ≤ cT eγT , t ∈ [tn, tn + T ).
Let CT
.
= cT e
γT + ‖Hˆ(0)‖. Integrating (7) between tn+k to t ∈ [tn+k, tn+k+1)
with 0 ≤ k ≤ m− 1,
‖xˆtn(t)− xˆtn(tn+k)‖ ≤ ‖
∫ t
tn+k
Hˆ(xˆtn(s))ds‖,
≤ CT (t− tn+k)
≤ CTan+k.
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This gives the required bound :
‖
∫ tn+m
tn
{
Hˆ(xˆtn(t))− Hˆ(xˆtn([t]))}dt‖ ≤ ∫ tn+m
tn
‖Hˆ(xˆtn(t))− Hˆ(xˆtn([t]))‖dt,
≤ γ
∫ tn+m
tn
‖xˆtn(t)− xˆtn([t])‖dt (from (13))
≤ γ
m−1∑
k=0
∫ tn+k+1
tn+k
‖xˆtn(t)− xˆtn(tn+k)‖dt,
≤ γCT
m−1∑
k=0
a2n+k,
so that
‖
∫ tn+m
tn
{
Hˆ(xˆtn(t))− Hˆ(xˆtn([t]))}dt‖ ≤ γCT ∞∑
k=0
a2n+k. (14)
Subtracting (11) and (12) and taking norms, we get :
‖xˆn+m − xˆtn(tn+m)‖ ≤ ‖xˆn − xˆtn(tn)‖+ ‖δn,n+m‖
+ ‖
∫ tn+m
tn
{
Hˆ(xˆtn(t))− Hˆ(xˆtn([t]))}dt‖
+
m−1∑
k=0
an+k‖Hˆ(xˆn+k)− Hˆ(xˆtn(tn+k))‖.
Using (14) in the above equation, we get
‖xˆn+m − xˆtn(tn+m)‖ ≤ ‖xˆn − xˆtn(tn)‖+ sup
k≥0
δn,n+k + γCT
∞∑
k=0
a2n+k
+
m−1∑
k=0
an+k‖Hˆ(xˆn+k)− Hˆ(xˆtn(tn+k))‖.
Set KT,n
.
= supk≥0 δn,n+k + γCT
∑∞
k=0 a
2
n+k. Since xˆn = xˆ
tn(tn) and using
(13),
‖xˆn+m − xˆtn(tn+m)‖ ≤ KT,n + γ
m−1∑
k=0
an+k‖xˆn+k − xˆtn(tn+k)‖. (15)
Applying the discrete Gronwall inequality ([12], p. 146) to the above we get,
‖xˆn+m − xˆtn(tn+m)‖ ≤ KT,n exp{γT} a.s.
Since KT,n → 0, the result follows. Note that this proves the theorem only for
t = tn ↑ ∞. However, we can extend it for general t ↑ ∞ by exploiting the fact
that an → 0, so that tn+1 − tn → 0. uunionsq
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Definition 8 (Definition 1.4.1, [3]) A set A is said to be invariant under the
flow Φx(·) if x ∈ A implies that Φx(t) ∈ A ∀t ∈ R.
Definition 9 (Definition 2.7.1, [3]) Let Φx(·) be a flow on a metric space
(M, d(·, ·)). Given  > 0, T > 0, and x, y ∈ M, an (, T ) chain from x to y
with respect to Φx(t) is a pair of finite sequences x1 = x, x2, ..., xn−1, xn = y
and t1, ..., tn−1 ∈ [T,∞) such that
d(Φxi(ti), xi+1) < 
for i = 1, .., n− 1. A set A is internally chain transitive for the flow if for any
choice of x, y in this set and any , T as above, there exists an (, T ) chain in
A.
The following result is a variant of the well known theorem due to Benaim
[7], a simple exposition of which appears in pp. 15-16 of [12], Chapter 2. Taking
 < r02 above without loss of generality, an identical argument serves to prove
it and is omitted.
Theorem 10 Almost surely, the sequence {xn} generated by (2) converges to
a (possibly path dependent) internally chain transitive invariant set of (3).
The above theorem establishes the ODE method for manifolds. If H(·)
is derived from the Riemannian gradient of a smooth function Ψ : M →
R (see Example 2 for definition), then the behavior of the associated ODE,
sometimes called the gradient flow, is easy to characterize. Specifically, the
solution converges to a connected component of the set of critical points of
Ψ (Appendix C.12, Proposition 12.1, [21]). Since these are the only internally
chain transitive sets of the gradient flow, (2) has the same asymptotic behavior.
We conclude this section with some illustrative examples to justify the use-
fulness of Theorem 7.
Example 2 (Constrained Regression) : Suppose we have a stream of data
pairs {Xn, Yn}n≥1 and a measurement model,
Yn = fw(Xn) + n, n ≥ 1,
where Xn ∈ Rm is the input, w ∈ Rd is a parameter which is to be estimated,
Yn ∈ Rk is the measurement or output and n is some measurement noise. The
family of functions {fw : Rm → Rk : w ∈ Rd} parameterized by w is chosen
as a ‘best fit’ so as to minimize a suitable scalar penalty on the error . The
outcome depends upon the error criterion selected and one potential option is
to use the mean square error which gives the following optimization problem :
min
w
{
Ψ(w)
.
= E[Φ(w)] .=
1
2
E[‖Yn − fw(Xn)‖2]
}
.
Suppose in addition to this, we are constrained to stay inside a submanifold
S of Rd. The constraint can be linear, say
Lw = c, (16)
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where L ∈ Rp×d and c ∈ Rp, or it could be nonlinear, for instance, say the
d − 1 dimensional sphere Sd−1. Note that for this problem the vector field
will be the Riemannian gradient of Ψ : S → R. By the Riemannian gradient,
grad Ψ(x) of Ψ at x, we mean a vector that satisfies the following two proper-
ties :
(a) Tangency Condition :
grad Ψ(x) ∈ TxS,
(b) Compatibility Condition :
DΨ(x) · ξ = 〈grad Ψ(x), ξ〉 for all ξ ∈ TxS.
Since the expectation cannot be evaluated, the only recourse is to replace the
exact gradient by the argument of the expetation evaluated at the current
guess wn. For the constraint (16) we have (Section 1.6, [21]),
grad Φ(w) = (Id − L†L)∇wΦ(w)
= (Id − L†L)〈Yn − fw(Xn),∇wfw(Xn)〉,
where L† = LT (LLT )−1 denotes the pseudo-inverse with LT denoting the
transpose and ∇w(·) is the Euclidean gradient. Then iteration (2) becomes
wn+1 = Rwn
(− angrad Φ(wn)). (17)
For the spherical constraint, we have (Section 1.6, [21]),
grad Φ(w) = ∇wΦ(w)− 〈w,∇wΦ(w)〉w,
where ∇wΦ(w) = 〈Yn − fw(Xn),∇wfw(Xn)〉 as before.
Assuming interchange of expectation and differentiation, a simple calcula-
tion shows that the iteration (17) is of the form
wn+1 = Rwn
(
an(−grad E [Φ(wn)] +Mn+1)
)
,
where {Mn} is a martingale difference sequence. So by Theorem 7, we have
the limiting ODE for either case as
w˙ = −E [grad Φ(w)] = −grad Ψ(w).
Note that the retraction in either case can just be the projection map.
Example 3 (Principal Component Analysis) : This problem entails the com-
putation of the r principal eigenvectors of an n × n covariance matrix A =
E[zkzTk ] with z1, ..., zk, ... being a stream of uniformly bounded n-dimensional
data vectors. Define the cost function :
C(W ) = −1
2
E[zTWTWz] = −1
2
Tr(WTAW )
with Tr(·) denoting the trace of matrix and W ∈ Sn,r which becomes a ba-
sis of the dominant r-dimensional invariant subspace of A when C(W ) is
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minimized. The constraint space of the above minimization problem is the
Grassmann Manifold3, G(n, r) of r-dimensional subspaces in a n-dimensional
ambient space, i.e., it is the quotient manifold
G(n, r) = {Sn,r/O(r)},
where O(r) is set of orthogonal r×r matrices. The noisy Riemannian gradient
of C(W ) under the sample z is given by H(z,W ) = (In −WWT )zzTW , so
that iteration (2) becomes :
Wk+1 = RWk{−ak(In −WkWTk )zkzTkWk}. (18)
Note that the ODE vector field here is H(W ) = (In − WWT )AW . From
Theorem 7 the relevant ODE is
W˙ = (In −WWT )AW.
This is the celebrated Oja’s algorithm [29]. To see how the above can be
interpreted as an ODE on Gn,r, see ([20], Example 9.1). The ODE equilibrium
points correspond to
AW = WWTAW
⇒ AW = WM,
for M = WTAW , proving that any limit W is an invariant subspace of A. A
retraction on Sr,n which could be used in (18) is given by (Example 4.1.3, [1])
:
RW (aH) = qf(W + aH),
where qf(·) gives the orthogonal factor in the QR-decomposition of its argu-
ment.
3 Approximate Retractions on Submanifolds
3.1 Sub-manifolds as constraint sets
In this subsection we consider the case of the constraint being an embedded
submanifold of a Euclidean space. The setup is as follows : The constraint space
is a submanifold S of class Ck (k ≥ 2) of a Euclidean space E of dimension
n. A submanifold of class Ck and dimension d here means that S is locally a
coordinate slice, that is, for all x ∈ S, there exits a neighborhood UE of x in E
and a Ck diffeomorphism ψ on UE into Rn such that
S ∩ UE = {x ∈ UE : ψd+1(x) = · · · = ψn(x) = 0}.
As before, assume (A0)-(A4). The only modification now is that the vector
field is now defined on the entire embedding space E , i.e. H : E → E and
3 This is because C(W ) is invariant to rotations W →WO for any orthogonal matrix O.
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instead of being smooth, we only require it to be Lipschitz. Also, instead of
using coordinate charts to prove the relevant results, we can directly use the
norm ‖ · ‖ inherited from the embedding space E . In addition, we assume the
following.
(A5) There exists an f : Rn → Rn such that for fn .= f ◦ f ◦ · · · ◦ f (n
times), P (x)
.
= limn→∞ fn(x) exists for all x ∈ Rn. We assume the following
conditions on f and P :
(I) f is continuous,
(II) fn → P uniformly on compacts, so that P is continuous.
(III) P is the Euclidean projection onto the submanifold S, i.e.
P (y) = arg min
x∈S
‖y − x‖.
The aim of this subsection is to provide a framework to do projected SA on
submanifolds. The idea is to use f to effect a projection to a differentiable
submanifold. This will enable us to execute stochastic approximation versions
of algorithms on constraint sets such as matrix manifolds. We will provide
some examples later in the section on how to choose such a f for certain
sub-manifolds. In case such a f does not exist, one can replace f with the
exact retraction operation (see Lemma 11 below), but the main point of the
presented framework is to show that one need not use exact projections while
doing projected SA.
We first note an interesting connection between retractions and projec-
tions for submanifolds, which we recall in a lemma borrowed from [2]. For a
submanifold S, the projection is interpreted in the usual way with the metric
taken to be the standard Euclidean metric of the ambient space E . We state
the following result from ([2], Lemma 4) :
Lemma 11 Let S be a submanifold of class Ck around x ∈ S and PS denote
the projection onto S. Then PS is well defined (always exists and is unique)
locally and the function PS is of class Ck−1 around x with
DPS(x) = PTxS ,
where PTxS is the orthogonal projection onto TxS, the tangent space at point x.
Also, the function R : T S → S defined by (x, u) 7−→ PS(x+ u) is a retraction
around x.
We propose the following iteration to do (projected) stochastic approximation
on embedded submanifolds:
xk+1 = f(xk) + ak(H(xk) +Mn+1). (19)
Note that in the above iteration, feasibility is satisfied only asymptotically as
proved in Lemma 10, [27]. The analysis of this algorithm is easy for submani-
folds (of class Ck, k ≥ 2) as we can simply take the Taylor expansion of (19)
after projecting it :
P (xk+1) = P (f(xk) + ak(H(xk) +Mn+1)).
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Setting x˜k = P (xk) we have,
x˜k+1 = P (f(xk)) + akDPf(xk)(H(xk) +Mn+1)) +O(a2k).
The rest of the analysis is similar to [27], and noting from Lemma 11 that
DPS(x) = PTxS and f(x) = x for any limit point, the limiting behaviour of
(19) is similar to the following projected ODE :
x˙ = PTxS(H(x(t))). (20)
We give some example’s that fit this framework :
Example 4 (Affine Manifold) : We first examine the simple case of an affine
manifold, i.e.,
S = {x ∈ Rn : Ax = b},
where A ∈ Rm×n and b ∈ Rm. Note that this manifold can be obtained as
S =
m⋂
i=1
Si,
where for ai
.
= the i th row of A,
Si .= {x ∈ Rn : aTi x = bi}.
One way to project onto this set is to use alternating projections. Then if P i
denotes the projection onto Si, a single full iteration of alternating projections
can be used as a substitute for f , so that
f(·) = Pm ◦ · · · ◦ P 1(·).
Example 5 (Manifold of Correlation Matrices) : Suppose we have a constraint
minimization problem of the following kind :
min
C∈Rn×n
f(C)
s.t. C = CT , C  0, Cii = 1 (i = 1, · · · , N),
where C  0 for a symmetric C denotes that C is positive semidefinite. The
constraint set is the set of symmetric correlation matrices, i.e., the set of
symmetric positive semidefinite matrices with diagonal elements equal to one.
Note that the constraint can be obtained as the intersection of the following
two convex sets :
S
.
= {C = CT ∈ Rn×n : C  0},
U
.
= {C = CT ∈ Rn×n : Cii = 1, i = 1, · · · , n}.
The projection on both of these sets is well defined (Theorem 3.1, Theorem
3.2, [22]). One can use the Boyle-Dykstra-Han algorithm (see Algorithm 3.3,
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[22]) to project onto the above constraint set. As in the previous example, one
can use a single full iteration of this algorithm as a substitute for f in (21).
Example 6 : Suppose we have a constraint set of the following form which
arises quite often in control theory (see [25]) :
Rr ∩MA,
where Rr is as in Example 1 and
MA .= {X ∈ Rn×m : A(X) = b}
for a given linear map A : Rn×m → Rd and vector b ∈ Rd. Note that the
projection on both sets is well defined and the intersection is a manifold since
Sr and MA intersect transversally, i.e.,
TRr + TMA = Rn×m.
Again, one could adapt the subroutine suggested in the previous examples.
Remark 12 One of the pitfalls of this scheme is that the ODE approximation
to (20) requires Frechet differentiability of the projection map (see assumption
(B3), [27]) which, although satisfied for submanifolds of class Ck, k ≥ 2, is not
satisfied for constraint sets with nondifferentiable boundaries. This motivates
an alternative which we explore in the next subsection.
3.2 General Constraint Sets
In continuation of the framework presented in the previous subsection we ex-
tend it to general constraint sets which may not be differentiable manifolds.
The justification for this is that the projection map is frequently not differ-
entiable for constraints in optimization or stochastic approximation, so the
results of the previous subsection will not hold. Here we consider more general
sets such as polyhedra, intersection of convex sets which have boundaries that
may be nonsmooth or nonconvex sets.
We propose the following iteration to do (projected) stochastic approxima-
tion :
xk+1 = (1− γk)xk + γkf(xk) + ak(H(xk) +Mk+1), (21)
where ak = o(γk) and both satisfy Assumption (A2). The rest of the assump-
tions are the same as in subsection 3.1 with one addition, viz., we require f to
be non-expansive, i.e. for any x, y ∈ E
‖f(x)− f(y)‖ ≤ ‖x− y‖.
We first provide some examples that fit the above framework.
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Example 7 (Polyhedral Set) : The most important example of a constraint
set that fits this setup is the polyhedral set given by :
X =
m⋂
i=1
Xi,
where
Xi .= {x ∈ Rn : aTi x ≤ bi}.
For this constraint set, the Boyle-Dykstra-Han algorithm produces an iterate
which lies in the convex hull of the previous iterate and its projection (Theorem
2.4, [17]), i.e.,
f i(x) = (1− λ)x+ λP i(x), (22)
where λ ∈ (0, 1). We can take f(·) = f1 ◦ · · · ◦ fm(·) as in Example 4. Note
that each f i is non-expansive here.
Example 8 (Two time scale projection) : Another approach to tackle the
projection which falls under this setup was proposed in [35]. We mention it
briefly here. It involves running the following iteration :
xn+1 = (1− ak)xk + akzk + ak(H(xk) +Mk+1),
where zk is obtained from a sub-routine running on a faster time scale and
satisfies ‖zk − P (xk)‖ → 0. For more details on this algorithm see [35].
Let d(x,A) = infy∈S ‖x−y‖ be the distance of a point x from the constraint
set S which we assume to be closed. Since we are no longer dealing with smooth
constraints, we have to deal with more general notions of tangent and normal
spaces. We define the tangent cone and the normal cone for our constraint set
S as :
Definition 13 For x ∈ S, we define by
TS(x)
.
= {v ∈ Rn | lim
h→0+
inf d(x+ hv,S)/h = 0},
the tangent cone to S at x and by
NS(x)
.
= {p ∈ Rn | 〈p, v〉 ≤ 0 ∀ v ∈ TS(x)}, (23)
the normal cone to S at x.
TS(x) is sometimes also called the contingent cone. Also, for later use, we
define the following set,
Nprox(S)(x)
.
= {v ∈ Rn | v ∈ P−1(x)− x}.
This set is referred to as the proximal normal cone. It contains vectors v ∈
Nprox(S)(x), such that x ∈ P (x+ τv) for some τ > 0. We have (Lemma 6.1.1
[6]),
Nprox(S)(x) ⊂ NS(x). (24)
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The inclusion can be strict, even for sets defined as smooth inequalities (Section
E, Chapter 6, [33]). The relevant differential inclusion for our problem is
x˙ ∈ H(x(t))−NS(x(t)), (25)
x(t) ∈ S ∀t ∈ [0, T ],
where H(·) is the vector field under consideration. For convex sets, this inclu-
sion is identical to the well known “ Projected Dynamical System” considered
in [19] :
x˙ = ΠTS(x)(x,H(x)),
where ΠTS(x)(x,H(x)) is defined to be the following limit for any x ∈ S :
ΠTS(x)(x,H(x))
.
= lim
δ→0
P (x+ δH(x))− x
δ
.
This map gives the projection of H(x) on the tangent cone TS(x). For arbitrary
closed sets, TS(x) is replaced by its convex hull, conv{TS(x)}. The proof of the
fact that the operator ΠTS(x)(·, ·) is identical to the RHS of (25) is provided
in ([18], Lemma 4.6) for convex sets and in ([34], Proposition 5) for arbitrary
closed sets.
We recall the following notion from [8] where more general differential
inclusions are considered:
Definition 14 ([8]) Suppose F is a closed set valued map such that F (x) is a
non-empty compact convex set for each x. Then a perturbed solution y to the
differential inclusion
x˙ ∈ F (x) (26)
is an absolutely continuous function which satisfies:
i) ∃ a locally integrable function t→ U(t) such that for any T > 0,
lim
t→∞ sup0≤v≤T
∣∣ ∫ t+v
t
U(s)ds
∣∣ = 0,
ii) ∃ a function δ : [0,∞)→ [0,∞) with δ(t)→ 0 as t→∞ such that
y˙ − U(t) ∈ F δ(t)(y),
where F δ(·) denotes the the following set :
F δ(x) =
{
z ∈ Rn : ∃x′ such that ‖x− x′‖ < δ. d(z, F (x′)) < δ}
There is no guarantee that the perturbed solution remains close to a so-
lution of (26), however, the following assumption helps in establishing some
form of convergence. Let Λ denote the equilibrium set of (25), assumed to be
non-empty. Then :
Λ ⊂ {x : H(x) ∈ NS(x)}.
Assume:
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(A6) There exists a Lyapunov function for the set Λ, i.e., a continuously dif-
ferentiable function V : Rn → R such that any solution x to (25) satisfies
V (x(t)) ≤ V (x(0)) ∀t > 0
and the inequality is strict whenever x(0) /∈ Λ.
(A6) is satisfied, for instance if H = −∇g for some continuously differen-
tiable g. Then Λ represents the KKT points and the function g itself will serve
as a Lyapunov function for the set Λ. If (A6) does not hold, one can still say the
following. The asymptotic behavior is analogous to Theorem 10. Specifically,
we already know that under reasonable assumptions, an SA scheme converges
a.s. to an internally chain transitive invariant set of the limiting o.d.e. This be-
havior extends to differential inclusions as well (see [8] or Chapter 5, [12]) and
is what we would expect for this algorithm if we remove (A6). It is important,
however, that an ‘invariant’ set should be defined in the weak sense, i.e., any
point in it should have at least one trajectory (as opposed to all trajectories)
of the differential inclusion passing through it, that remains in the set for all
time.
The following result is from ([8], Prop. 3.27) :
Proposition 15 Let y be a bounded perturbed solution to (25) and there exist
a Lyapunov function for a set Λ with V (Λ) having an empty interior. Then⋂
t≥0
y
(
[t,∞)) ⊂ Λ.
(A7) The following condition is satisfied
lim
n
n+m(n)∑
j=n
γj‖f(xj)− xj‖ → 0
with,
m(n) := min{k ≥ n :
n+k∑
j=n
aj ≥ T}, n ≥ 0.
Before, proceeding further, we discuss assumption (A7) since it seems a
bit restrictive. To get some intuition regarding this assumption we first note
that (21) draws a parallel with the Tsitsiklis scheme [37]. The fixed points
(f(x) = x) in the Tsitsiklis scheme belong to the consensus subspace which is
the set of fixed points of some doubly stochastic matrix (say Q), i.e. the set
Qx = x (see [28]). Convergence to this set takes place at a linear rate which is a
direct consequence of the fact that the product of doubly stochastic matrices
converges to its stationary average at a linear rate. This helps in ensuring
that the error terms ‖Qxk − xk‖ stay sufficiently small (see Lemma 1, [27]).
However, we do not have such a condition here, in particular the convergence
rate of fn(·)→ P (·) is not assumed to be linear. But all we need is (A7) and it
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can be ensured by making sure that the term ‖f(xk)−xk‖ becomes sufficiently
small. For instance, for Example 7 this can be done by replacing f with a time
dependent fn,
fn(·) = f ◦ .. ◦ f︸ ︷︷ ︸
in times
(·),
where in denotes a sufficient number of Boyle-Dykstra iterations, so that the
term ‖f(xk)− xk‖ stays small [35].
We have to also make sure that there is at least one solution to (25). A
class of sets for which this holds is (bounded) proximal retracts which include
convex sets, sets with continuously differentiable boundaries etc. A proximal
retract set is defined as follows :
Definition 16 [34] A closed set S ⊂ Rn is called a proximal retract if there
is a neighborhood N of S such that the projection P (·) is single valued in N .
(A8) The set S is a bounded proximal retract.
Remark 17 To prove the main result, we shall show that the suitably inter-
polated iterates generated by (21) form a perturbed solution to the differential
inclusion (25), so that using Proposition 15 (along with assumption (A6)), the
algorithm is shown to converge to its equilibrium set.
Theorem 18 If (A1)-(A8) hold, we have
xn → {x : x ∈ Λ} a.s.,
where Λ denotes the set :
Λ = {x ∈ S : H(x) ∈ NS(x)}.
Proof The proof presented here uses the techniques of [8], [10]. Write (21) as :
xk+1 = (1− γk)xk + γk(f(xk) + k + Mˆk+1), (27)
where,
k =
ak
γk
(H(xk)) and Mˆk+1 =
ak
γk
Mk+1.
Note that k → 0 since H(x) is bounded from (A1),(A4) and ak = o(γk). Also,
Mˆk+1 is just a scaled martingale. We first prove that xn → S.
Claim : limk infz∈S ‖xk − z‖ = 0
Proof. Let us first consider the following fixed point iteration :
x˜k+1 = (1− γk)x˜k + γkf(x˜k). (28)
By the arguments of [12], Chapter 2, this has the same asymptotic behavior
as the o.d.e.
˙¯x = f(x¯)− x¯.
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Consider the Lyapunov function V (x¯) = 12‖x¯‖2. W.l.o.g. assume that 0 is a
fixed point of f(·).4 Then
d
dt
V (x¯(t)) = x¯(t)T (f(x¯(t))− x¯(t))
= x¯(t)T f(x¯(t))− ‖x¯(t)‖2.
For any v ∈ Rn, using the non-expansive property of f and the fact that 0 is
a fixed of f leads to
‖f(v)‖ ≤ ‖v‖.
By the Cauchy-Schwartz inequality,
d
dt
V (x¯(t)) ≤ 0.
By Lasalle’s invariance principle we have any trajectory x¯(·) converging to the
largest invariant set where ddtV (x¯(t)) = 0, which is precisely the set of fixed
points of f . The claim for {x˜k} now follows by a standard argument as in
Lemma 1 and Theorem 2, pp. 12-16, [12]. To prove the claim, we simply note
that (27) and (28) only differ by an o(1) perturbation and the noise term Mˆk,
which does not affect the convergence to the fixed ponts of f (see remark, p.
17, [12]). This implies in particular that any limit point of (28), say x∗, satisfies
f(x∗) = x∗,
⇒ P (x∗) = lim
n
fn(x∗) = x∗.
Let t0 = 0 and tk =
∑k−1
i=0 ai for any k ≥ 1, so that tk+1 − tk = ak. Define
the interpolated trajectory Θ : [0,∞)→ Rn as :
Θ(t) = xk + (t− tk) xk+1 − xk
tk+1 − tk , t ∈ [tk, tk+1], k ≥ 1
By differentiating the above we have
dΘ(t)
dt
=
xk+1 − xk
ak
∀ t ∈ [tk, tk+1], (29)
where we use the right, resp., left derivative at the end points. Thus by setting
Zk
.
= γkak (f(xk) − xk) and Wk
.
= xk − P (xk), we get the following from (21)
and (29) :
dΘ(t)
dt
∈ H(xk)−Wk +Wk + Zk +Mk+1. (30)
We note here that Wk ∈ Nprox(S)(x)(P (xk)) ⊂ NS(P (xk)). Let F (·) denote
the following set valued map
F (x) = {H(x)−W : W ∈ NS(x) , ‖W‖ ≤ K}, (31)
4 If this does not hold, we use the Lyapunov candidate V (x¯) = 1
2
‖x¯−x∗‖2 for some fixed
point x∗ of f .
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where 0 < K <∞ is a suitable constant. Note that,
F (xk) = H(xk)−Wk ⊂ F δ(P (xk)) ⊂ F δ+δ′(Θ(t)),
where δ = ‖xk−P (xk)‖ and δ′ = ‖P (xk)−Θ(t)‖. We have used the following
fact in the above - for any set valued map H˜(·) we have
∀ (x, xˆ) ∈ Rn × Rn, H˜(x) ⊂ H˜‖x−xˆ‖(xˆ).
To finish the proof, Θ(·) is first shown to be a perturbed solution of a projected
dynamical system. Let η(t)
.
= ‖xk−P (xk)‖+‖Θ(t)−P (xk)‖, t ∈ [tk, tk+1), k ≥
0. Also define
U(t) = Uk := Zk +Wk+1 +Mk+1,
for t ∈ [tk, tk+1), k ≥ 0. Then we have from (30),
dΘ(t)
dt
− U(t) ∈ F η(t)(Θ(t)). (32)
If we show that η(t) → 0 and ∑k akUk < ∞, we are done by Proposition 15
and Remark 17. Then, by (32), Θ(·) can be interpreted as a perturbed solution
of the differential inclusion
Ψ˙(t) ∈ F (Ψ(t)).
Convergence to the set Λ then follows as discussed in Remark 17. We first
prove that :
lim
t→∞ sup0≤v≤T
∣∣ ∫ t+v
t
U(s)ds
∣∣ = 0.
We have ∫ t
tk
U(t) = ak
[
Mk+1︸ ︷︷ ︸
I
+Zk +Wk︸ ︷︷ ︸
II
]
for t = tk+1. For T > 0, let
m(n) := min{k ≥ n :
n+k∑
j=n
aj ≥ T}, n ≥ 0.
I: This term is the error induced by the noise. The process
∑k−1
m=0 am×Mm+1, k ≥
1, is a zero mean square integrable martingale w.r.t. the increasing σ-fields
defined in (A3), with
∑∞
m=0 a
2
mE
[‖Mm+1‖2|Fm] < ∞ from (A3) and the
square-summability of {am}. It follows from the martingale convergence the-
orem (Appendix C, [12]), that this martingale converges a.s. Therefore
sup
`≤m(n)
‖
∑`
k=n
akMk+1‖ → 0 a.s.
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II: The fact that akZk → 0 is simply assumption (A7). Note that
sup
`≤m(n)
‖
∑`
k=n
akZk‖ = sup
`≤m(n)
‖
∑`
k=n
γk(f(xk)− xk)‖,
→ 0.
From the claim proved previously we have ‖xk − P (xk)‖ → 0, so that
sup
`≤m(n)
‖
∑`
k=n
akWk‖ = sup
`≤m(n)
‖
∑`
k=n
ak(xk − P (xk))‖,
≤ sup
`≤m(n)
‖x` − P (x`)‖ ·
(
sup
`≤m(n)
∑`
k=n
ak
)
,
≤ sup
`≤m(n)
‖x` − P (x`)‖ · T
→ 0.
All that is left to prove that the theorem holds is that η(t) → 0. By the
definition of Θ(·), for any t ∈ [tk, tk+1] :
‖Θ(t)− P (xk)‖ ≤ ‖xk − P (xk)‖ + ‖xk+1 − xk‖ ‖t− tk‖‖tk+1 − tk‖ ,
= ‖xk − P (xk)‖+O(γk),
→ 0,
using the claim proved above. Thus η(t) = ‖xk−P (xk)‖+‖Θ(t)−P (xk)‖ → 0.
This completes the proof. uunionsq
4 Conclusions
To conclude we note some important connections with related works in order
to suggest some possible extensions and future research directions.
(i) Newton like schemes for stochastic optimization : Second order methods
have attracted a lot of attention recently for stochastic optimization, par-
ticularly in the field of machine learning. The same trend has been observed
in the field of Riemannian optimization, most notably in [30], [31] and [38]
where quasi-Newton methods are studied. The same level of attention as
the first order methods, however, has not been devoted to second order
stochastic optimization methods and one would like to see how these algo-
rithms fare here.
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(ii) ODE computational methods : The Euclidean Robbins-Monroe scheme
can be thought of as a noisy discretization of the limiting ODE. In fact the
SA scheme differs from the standard Euler scheme only in using a decaying
time step and the presence of noise. The computational methods for solving
ODEs on manifolds offer a lot more diversity (see Chapter 4, [20]). In fact
the retraction scheme itself seems to draw a parallel with the projection
methods used to solve ODEs on manifolds. One could perhaps adapt the
various techniques there to the present case and study the properties of
the resultant algorithms.
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