Introduction
We consider a differential game with dynamics given by x (t) = f (t, x(t), y, z). By x( · ; t 0 , x 0 , y( · ), z( · )) we denote the solution of the Cauchy problem x (t) = f (t, x(t), y(t), z(t)) for a.e. The paper is in final form and no version of it will be published elsewhere.
[149] If the function U is differentiable in its domain then it satisfies Isaacs (Hamilton-JacobiIsaacs) equation:
(1) U t + H(t, x, U x ) = 0.
But it can happen that U is not differentiable. Crandall and Lions in [6] introduced viscosity solutions for first order PDE's, and proved existence and uniqueness of such solutions for wide class of Hamilton-Jacobi equations. Evans and Souganidis in [8] proved that U is a viscosity solution of Isaacs equation. Our aim is to prove that if a Lipschitz continuous function W : [0, T ] × R n → R is a viscosity solution of Isaacs equation and satisfies the condition W (T, · ) = g( · ) then W = U . The result is not new. We provide a new proof using only elementary tools. Namely, we shall use results concerning invariant solutions of differential games with respect to a constraint subset of the extended phase space. The technic was invented by H. Frankowska in [9] for Hamilton-Jacobi-Bellman equations genereted by control systems, or equivalently, by differential inclusions. In [9] , the viability and invariance results for differential inclusion was used to obtain uniqueness of solution.
In the second section we adopt results concerning invariant solutions of differential inclusions to the case of differential games. In the third section we compare some equivalent concept of viscosity solutions and we prove the uniqueness of viscosity solution to Hamilton-Jacobi-Isaacs equation.
2. Viability and invariance for differential games. We consider a set-valued map P : [0, T ] R n , i.e. P (t) ⊂ R n and P (t) = ∅ for every t ∈ [0, T ], regarded as a time dependent constraint set or a tube of constraint. A tube P is called absolutely continuous if there exists an integrable function µ : [0, T ] → [0, +∞) such that for every t 1 < t 2 we have
Using Hausdorff distance we extend the notion of nonexpansive, Lipschitz continuous or continuous maps into the case of set-valued maps. Given a closed subset K of Euclidean space E the Bouligand contingent cone T K (x) to K at x ∈ K is defined by
For T ⊂ E we let T ⊥ for the polar cone to T ,
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We assume f :
for some constants C, L and all t, t 1 ∈ [0, T ], x, x 1 ∈ R n , y ∈ Y , z ∈ Z. The approach to Hamilton-Jacobi-Bellman equations in [9] bases on viability and invariance results for differential inclusions. The role of viability result will be played by the following theorem. Theorem 1. We assume that P : [0, T ] R n is absolutely continuous and f :
and for all t ∈ (0, T ), x ∈ P (t) we have
The proof of Theorem 1 makes use of a viability result for differential inclusions and a nonexpansive selection theorem in ultrametric spaces. First, we recall a viability result for differential inclusion in an appropriate version.
Theorem 2 (Theorem 3.1 in [10] ). Assume that a nonempty closed valued tube P :
R n is absolutely continuous and a set-valued map F : [0, T ] × R n R n satisfies the following conditions:
Then the following statements are equivalent:
(ii) For every t 0 ∈ [0, T ) and every x 0 ∈ P (t 0 ) there exists an absolutely continuous
A metric ρ in a space M is an ultrametric if it satisfies strong triangle inequality
We say that a subset K of an ultrametric space M is ( * )-closed if for every sequence {y n } ⊂ K and every sequence {c n } (c n ≥ c n+1 ≥ 0) such that ρ(y n , y n+1 ) ≤ c n , there is y ∈ K such that ρ(y, y n ) ≤ c n , for every n.
R e m a r k 4. Given y 1 , y 2 ∈ M t0 we define
It is easy to see that (M t0 , ρ) is an ultrametric space. Moreover, a strategy α : N t0 → M t0 is nothing else as a nonexpansive map in the meaning of the ultrametric ρ.
The proof of Lemma 3 will be given in a forthcoming paper of the authors.
By the regularity of f , the set-valued map F z( · ) satisfies (5), (6), (7), (8) . By the separation theorem and (4), we have for every t ∈ (0, T ) and x ∈ P (t)
Thus F z( · ) satisfies statement (i) in Theorem 2. Therefore there exists an absolutely continuous solution x :
such that x(t 0 ) = x 0 and x(t) ∈ P (t), for every t ∈ [t 0 , T ]. By Theorem 8.2.10 in [3] , there exists a measurable map y :
We define a set-valued map A : N t0 M t0 by:
We have shown that the values of the map A are nonempty. Now we verify that the map A satisfies the remaining assumptions of Lemma 3. Let z 1 , z 2 ∈ N t0 and y 1 ∈ A(z 1 ). We set t 1 = T −ρ(z 1 , z 2 ) and x 1 = x(t 1 ; t 0 , x 0 , y 1 , z 1 ). We have x 1 ∈ P (t 1 ). By (10) and Theorem 2, there exists a solution x : [t 1 , T ] → R n of a differential inclusion x (t) ∈ F z2 (t, x(t)) such that x(t 1 ) = x 1 and x(t) ∈ P (t) for t ∈ [t 1 , T ], where F z2 (t, x) = {f (t, x, y, z 2 (t)) : y ∈ Y }. By Theorem 8.2.10 in [3] , there exists a measurable map
, which means that the map A is nonexpansive. Now, we show that the set
We set x ∞ = lim t→(T −c) − x(t; t 0 , x 0 , y ∞ , z). It is easy to check that x ∞ ∈ P (T − c). By (10) and Theorem 2, there exists a solution 
we get y ∈ A(z) such that ρ(y k , y) ≤ c k , which means that the set A(z) is ( * )-closed. Now, by Lemma 3, there exists a nonexpansive selection α : N t0 → M t0 of A, which is the desired strategy. Now, we shall study the problem of invariance for differential games.
Lemma
which completes the proof.
n is a continuous bounded map and f ( · , y, z) is Lipschitz continuous with a constant L which does not depend to y, z. If
The proof is provided in two steps. STEP 1. Denote by R the upper bound of f and fix γ > 0. Let Π = (0 = t 0 < t 1 < . . . < t k = T ) be a division of [0, T ] such that the diameter diam(Π) of Π satisfies the following estimations: 
We have |p(
We have
Taking γ and diam(Π) sufficiently small we obtain z ∈ N 0 such that dist(x(T ; 0, x 0 , α(z), z), K) < ε.
We deduce from Theorem 6 the time dependent case.
R n be as in Theorem 1. We assume that for all t ∈ (0, T ), x ∈ P (t) we have
P r o o f. Fix t 0 ∈ (0, T ) and x 0 ∈ P (t 0 ). We set
K, f satisfy the assumptions of Theorem 6. We take (t, x) ∈ K and (s, p) ∈ R × R n such that
If t = 0, then f (t, x, y, z) = 0 and (11) holds true. If t ∈ (0, T ), then (t, x) − (s, p) ∈ N 0 Graph(P ) (t, x) and by (14) , (11) holds true.
Thus p = x and s ≤ t. Therefore
for all y, z. Now, we fix ε > 0 and α ∈ Γ t0 . By Theorem 6, there exists z ∈ N t0 such that dist((t(T − ε), x(T − ε)), K) < ε, where y(s) = (t(s), x(s)) is the solution of the Cauchy problem
Obviously, t(s) = s and x(s) = x(s; t 0 , x 0 , α(z), z).
Remark 8. If Z = {z 0 } then the differential game reduces to the control system with dynamics given by f (t, x, y) = f (t, x, y, z 0 ). Assume moreover that {f (t, x, y, z 0 ) | y ∈ Y } is convex for every t and x. Then, from (14) ∀y ∈ Y, (1, f (t, x, y, z 0 )) ∈ co(T Graph(P ) (t, x)) and (4) implies that
which should motivate the title of the paper.
3. Applications to Hamilton-Jacobi-Isaacs equations. In [6] the notion of viscosity solution was introduced using smooth test functions. Equivalently, it can be done using some nonsmooth analysis tools. In [5] it has been done using super-and subdifferentials. We recall it adding the third equivalent formulation using normal cones to hipoand epigraphs of functions.
A function u from an open subset D ⊂ R n into R is said to be differentiable at x 0 ∈ D, and Du(x 0 ) = p 0 , if we have
The subdifferential of u at x 0 is the set, denoted by
The superdifferential of u at x 0 is the set, denoted by The epigraph of the function u is the set, denoted by Epi(u), of (x, v) ∈ R n × R such that v ≥ u(x). The hypograph of the function u is the set, denoted by Hyp(u), of (x, v) ∈ R n ×R such that v ≤ u(x). Proposition 1.1 in [5] and Proposition 5.2 in [11] are summarized in the following proposition.
Proposition 9. If u : D → R is a continuous function and x 0 ∈ D, p ∈ R n , then the following conditions are equivalent:
(i) p ∈ ∂ − u(x 0 ) (resp. p ∈ ∂ + u(x 0 )), (ii) there exists ϕ ∈ C 1 (D) such that u − ϕ has a local minimum (resp. maximum) at x 0 and Dϕ(x 0 ) = p,
Hyp(u) (x 0 , u(x 0 ))). Definition 10. A viscosity supersolution of Hamilton-Jacobi-Isaacs equation
. A viscosity subsolution of Hamilton-Jacobi-Isaacs equation
function is a viscosity solution if it is both super-and subsolution.
The definition of viscosity solution can be equivalently formulated using sub-and super differentials or smooth test function (comp. Definition 1 and 2 in [5] ). It is direct conlusion from Proposition 9.
Let f be as in Theorem 1 and g : R n → R be Lipschitz continuous. We define the value function U : [0, T ] × R n → R by:
and Hamiltonian H :
Evans and Souganidis in [8] proved that U is a viscosity solution of Isaacs equation (1) and is U Lipschitz continuous. Our aim is to prove that if a Lipschitz continuous function
viscosity solution of Isaacs equation and satisfies the condition
We define the tube
Obviously, we have Graph(H) = Hyp(U ). Since U is Lipschitz continuous, then (16) is equivalent to
It means that f (t, x, u, y, z) = (f (t, x, y, z), 0) satisfies (4) with respect to the tube H.
If we define the tube
Graph(E) = Epi(U ) and condition (15) can be equivalently formulated
It means that f (t, x, u, y, z) = (f (t, x, y, z), 0) satisfies (14) with respect to the tube E. We have the following:
Proposition 11. If a Lipschitz continuous function W : [0, T ]×R n → R is a viscosity subsolution of (1) and W (T, · ) = g( · ) holds true, then we have
P r o o f. We consider the Cauchy problem
If (x(t), v(t)) is a solution of the above Cauchy problem then x(t) = x(t; t 0 , x 0 , y(·), z(·)) and v(t) ≡ W (t 0 , x 0 ). By Viability Theorem and assumption (16) we obtain
This gives ∃α ∈ Γ t0 ∀z( · ) ∈ N t0 W (t 0 , x 0 ) ≤ g(x(T ; t 0 , x 0 , α(z), z)) and consequently W (t 0 , x 0 ) ≤ U (t 0 , x ) ), which completes the proof.
Proposition 12. If a Lipschitz continuous function W : [0, T ]×R
n → R is a viscosity supersolution of (1) and W (T, · ) = g( · ) holds true, then we have
for every (t 0 , x 0 ) ∈ [0, T ] × R n .
P r o o f. By Corollary 7 and (16), we have
∀ε > 0, ∀α ∈ Γ t0 , ∃z ∈ N t0 , dist((x(T ; t 0 , x 0 , α(z), z), W (t 0 , x 0 )) < ε. Concluding remarks. If the right-hande side f (t, x, y, z) is "only" measurable with respect to the time, then the Hamiltonian H(t, x, p) determined by f is also "only" measurable with respect to "t". In spite of this the value function U can be correctly define. If the right-hand sides f 1 , f 2 satisfies the condition f 1 (t, x, y, z) = f 2 (t, x, y, z) for every t ∈ C, (x, y, z) ∈ R × Y × Z where C is a full measure subset of [0, T ], then U 1 = U 2 , where U 1 , U 2 are value function determined by f 1 , f 2 respectively. But Hamiltonians H 1 , H 2 can be different on the set ([0, T ]\C)×R n ×Y ×Z. So, in the definition of viscosity solutions seems to be reasonable to require that conditions (16) and (15) hold true only for every (t, x) ∈ C × R n . Such a modification in the definition of viscosity solution was provided by Frankowska, Plaskacz, Rzeżuchowski in [11] for Hamiltonians that are convex with respect to "p". To adopt the method presented in the paper to the measurable case one have to generalize Theorem 1 and Corollary 7. It will be done in the forthcoming paper of the authors.
