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LETTER FROM THE DIRECTOR

Dear Reader:
On behalf of the students and staff of the University Honors Program, welcome to our second
edition of the Proceedings of the Berry Summer Thesis Institute.
Our founder, Dr. Patrick F. Palermo, created the University Honors Program nearly 35 years
ago, motivated by a conviction that a Catholic and Marianist institution of higher education was
obligated to bring students of exceptional academic ability into active participation in the creation
of new knowledge under the guidance of faculty advisors. The Honors thesis at the University
of Dayton has remained the most distinguishing characteristic of the Program. Since December
1982, nearly 1,200 students have completed the two-year process of working with a faculty advisor
to identify a research question, gather data and disseminate results, thereby exemplifying the
power of the Marianists’ emphasis on learning in community while contributing to the creation of
significant scholarship in diverse fields of knowledge.
Four years ago we wondered what would happen if we enriched this experience by extending
the project timeline and more intentionally linking scholarship to service and leadership in the
community. Through a generous gift from the Berry Foundation and Berry family, we were able to
try this in the summer of 2012 when we selected the first cohort of the new Berry Summer Thesis
Institute. The cohort spent the summer on campus between their sophomore and junior years,
initiating their thesis projects ahead of the standard timeline, learning about the community and
matching their talents and interests in service to community needs. We selected our third cohort in
2014.
These Proceedings are the fruit of their academic labors this summer. They represent our latest
attempt to teach students about, and engage them with, the process of scholarly inquiry and the
dissemination of results through peer review and publication. I am confident that you will be
impressed and inspired.
Happy reading!
David W. Darrow, Ph.D.
Director
University Honors Program
University of Dayton

Thanks to a gift from the Berry Family Foundation and the Berry family,
the UHP offered eleven rising juniors the opportunity
to participate in the 2014 Berry Summer Thesis Institute.
First initiated in the summer of 2012, the Institute introduces students
with a proven record of academic success and interest in research
to intensive research, scholarship opportunities and professional development
while earning Honors credits towards their Honors Program diplomas.
Students selected for the Institute were competitively selected for participation
by the University Honors Program review committee.
Each student pursued a 12-week summer thesis research project
under the guidance of a UD faculty mentor.
In coordination with the Center for Social Concern, Campus Ministry
and the Fitz Center for Leadership in Community,
the students also learned about civic engagement and servant leadership
by volunteering with local community partners.
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Abstract
Changes in gene expression are an essential
aspect of development and a major source
for evolutionary change. In eukaryotes, gene
expression regulation occurs at two levels.
One level involves interactions of transcription
factor proteins with cis-regulatory element
DNA sequences. Among these transcription
factors are those encoded by Hox genes, which
shape the body plan along the anterior-posterior
axis. The second level is via the compaction of
DNA sequence into chromatin through interactions between DNA and histone proteins. In
eukaryotes, gene expression is by default “OFF”
due to a repressive compact chromatin state
that precludes interactions occurring between
transcription factors and DNA sequences. This
“OFF” state can be switched “ON” by histone
modifications and histone remodeling. These
histone modifications and movements are
performed by evolutionarily conserved genes.
In the fruit fly Drosophila melanogaster, the
Polycomb Group of genes is needed for repressive
chromatin formation and the Trithorax Group
of genes is needed for permissive chromatin.
In addition, these genes considerably influence
the expression patterns for the Hox genes. How
Polycomb and Trithorax Group genes collaborate
to regulate the development of individual traits
remains poorly understood. Furthermore, it is
unknown whether and how these collaborations
contribute to trait evolution. My thesis research
will utilize the evolving patterns of pigmentation on the abdomens of fruit fly species, a
2

Hox-regulated trait, to better understand these
important chromatin regulators in the context
of development and evolution. The findings from
this research may better inform how these genes
come to vary in normal and disease cellular
states.

Introduction
A General Level of Gene Expression
Regulation for Cellular Life

All organisms, from the simple but well-adapted
prokaryotic species of bacteria to complex
eukaryotic species like humans, gain distinct
characteristics based on their unique genome
and the way the genome-encoded genes are
expressed. Gene expression refers to the initial
transcription of an RNA transcript from the
DNA template. For protein encoding genes,
these RNA transcripts get translated to make
specific proteins. Moreover, gene expression is
highly regulated, as only a subset of the genes
in a genome is expressed in a given cell at any
given time.
For the rapidly reproducing prokaryotes, gene
expression changes, turning a gene from “ON”
to “OFF” or vice versa, occur rapidly. This
regulation is achieved by the interactions of
proteins known as transcription factors with
DNA sequences known as promoter and operator
elements (Griffiths et al. 2011). Gene expression
can be turned “OFF” by repressive transcription
factors binding to operator elements, where such
Proceedings 2014
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binding inhibits RNA polymerase from being
able to transcribe a gene or multiple genes. Other
transcription factors can activate expression
by interacting with promoter elements, where
binding facilitates the initiation of transcription
by RNA polymerase. Though prokaryotes and
eukaryotes last shared a common ancestor over
a billion years ago, similar mechanisms of gene
regulation are well known to regulate eukaryotic
gene expression (Arnone and Davidson 1997).
Multicellular eukaryotes, such as humans,
start life as a simple single-celled zygote that
develops into a complex organism. These
organisms are made up of numerous diverse
differentiated cells types that perform unique
functions. The process of development and
differentiation ultimately result from intricate
programs of gene expression (Davidson 2006).
These programs are executed by the actions of
transcription factor proteins interacting with
numerous DNA sequence elements that include
promoters (where RNA polymerase is recruited
to initiate transcription), enhancers (sequence
that when bound by transcription factors activate
transcription), and silencers (sequence that
when bound by transcription factors represses

transcription). Collectively, these sequences are
often referred to as cis-regulatory elements.
The interactions of transcription factors
and cis-regulatory element sequences in the
regulation of gene expression are a general feature
of cellular life.

A Second Level of Gene Expression
Regulation for Eukaryotes

A defining feature of eukaryotes is the possession
of a nucleus that contains the genomic DNA in
a highly packaged state known as chromatin
by the winding of this DNA around octamers
of histone proteins (Griffiths et al. 2011). Each
histone octamer and its interacting DNA are
referred to as a nucleosome. This packaged
state of DNA the default state for chromatin,
and a state where gene expression is turned
“OFF”, as the cis-regulatory sequences are not
accessible to the transcription factor proteins
and RNA polymerase holoenzyme (Figure 1).
Thus, the interactions between transcription
factors and cis-regulatory element sequences
are irrelevant in the presence of a repressive
chromatin environment. Turning “ON” gene

Figure 1. Chromatin and Eukaryotic Gene Regulation. Gene expression is turned “OFF” by default, as chromosomal DNA (red line) is packaged into
nucleosomes by its wrapping around an octamer of histone proteins (blue cylinders). This compaction occludes transcription factor proteins (e.g.,
TF1 and TF2) and RA polymerase II (Pol II) from accessing gene sequences needed for initiating transcription. Histone modifications (e.g., lysine
acetylation or Ac) and chromatin remodeling activities weaken the interaction between histones and DNA sequence. This results in the repositioning
or removal of histone octamers. Hence, regulatory DNA sequences are available for interactions with transcription factors and the gene promoter
sequence (indicated by arrow) can be bound by the RNA polymerase II holoenzyme. Figure courtesy of The Williams Lab, 2014.
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expression requires the modification of histone
octamers and/or the remodeling of the histone
octamer distribution in the local chromatin
environment of a gene. The transition into a less
compacted state then allows for transcription
factors and RNA polymerase II to interact with
cis- regulatory element sequences and to initiate
a gene’s transcription (Figure 1).

these modifications and remodeling activities.
These protein complexes are made up of proteins
members encoded by numerous genes that
are found in the genomes of diverse eukaryote
species due to their inheritance from a common
ancestor.

The Markings of Repressive and
Permissive Chromatin States

Not only have genes that encode chromatin
remodeling proteins been conserved by
eukaryotic species, so have other genes,
including those that govern the process of development (Carroll, Grenier, and Weatherbee 2005).
Among bilaterally symmetrical animals, such as
fruit flies, mice, and humans, the organization
of the body plan along the anterior-posterior,
head to tail, axis is controlled by a complex of
transcription factor genes that are clustered
together on individual chromosomes. These
genes we initially identified in the fruit fly D.
melanogaster (Lewis 1978) where they became
generically known as the Hox genes (Carroll
1995). The chromosomal body plan organizing
functions were found to be evolutionarily
conserved in homeotic clusters in the majority
of animals (Mcginnis and Krumlauf 1992).

The formation and modification of chromatin
has received considerable attention over the
past several decades. A boom to this research
industry resulted from the finding that the
factors regulating chromatin in one species,
such as yeast or the fruit fly, have evolutionarily conserved counterparts in the diversity
of eukaryotic organisms, importantly humans
(Sadeh and Allis 2011; Jenuwein and Allis 2001).
Thus, lessons from these easy to manage model
organisms can be applied to understanding the
human condition.
Though histones have been subjected to over a
hundred types of modifications, some modifications have been found to be specific marks of
repressive and active chromatin. Key repressive
modifications are the ubiquitination of Histone
2A lysine 119 (H2AK119ub) and tri-methylation
of Histone 3 lysine 27 (H3K27me3) (Figure 2)
(Lanzuolo and Orlando 2012). Modifications
characteristic of the permissive chromatin
state include tri-methylation
of lysine 4 of Histone 3
(H3K4me3) and acetylation
of lysine 16 of Histone 4
(H4K16Ac) and lysine 27 of
Histone 3 (H3K27Ac) (Figure 3)
(Schuettengruber and Cavalli
2009). The modifications are
facilitated by the activities
of specific gene products that
will be discussed below from
the vantage point of the fruit
fly species Drosophila (D.)
melanogaster.
In addition to these histone
modifications,
nulceosomes
can be remodeled repositioning histone octamers, or
even adding and removing
histone octamers (Figure 1).
Protein complexes carry out
4

Hox Genes in Development and Targets
of Chromatin Regulatory Loci

In D. melanogaster, there are eight Hox genes
(Lewis 1978) that are split into two smaller
complexes known as the Antennapedia (five
genes: lab, pb, Dfd, Scr and Antp) and Bithorax
(three genes: Ubx, Abd-A and Abd-B) complexes.

Figure 2. The Polycomb Group Genes. Genes within each specific PcG complex function synergistically to control
chromatin, and therefore keeping DNA transcription “OFF.” Furthermore, the complexes work together to create
the entirety of the Polycomb Response Element. Figure courtesy of The Williams Lab, 2014.
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the expression wanes for these
early acting gap, pair-rule, and
segment-polarity transcription
factors though the expression of
the Hox genes generally persist
(Lanzuolo and Orlando 2012).
These domains of Hox expression
persistence are mediated by the
activities of genes that can be
grouped into two categories. The
first category is the Polycomb
group proteins (PcG) whose
activities are required to keep
the expression of Hox genes OFF
in specific anterior-posterior
axis locations. The second
category is the Trithorax group
proteins (TrxG) whose activities
Figure 3. The Trithorax Group Genes Function in Molecular Complexes. Working in the opposite way are generally required to keep
as the Polycomb Response Element, Trithorax gene complexes work synergistically to modify histones
Hox genes ON in the proper axial
and remodel chromatin to change DNA to a permissive state for transcription. Figure courtesy of locations (Schuettengruber and
The Williams Lab, 2014.
Cavalli 2009). The characterizaA major role for the Bithorax complex is to
tions of the PcG and TrxG genes
determine identity and organization of the revealed that their Hox-governing activities and
posterior two-thirds of the fly, which includes more widespread functions are mediated by
the third thoracic segment and the eight their operation within complexes of proteins that
abdominal segments (Maeda and Karch 2006). modify chromatin.
Within this body region, the activities of the
three Bithorax complex genes, Ultrabithorax
(Ubx), Abdominal-A (Abd-A) and Abdominal-B Chromatin Regulation by the Drosophila
(Abd-B), are limited to distinct domains of PcG and TrxG Genes
expression. (Sánchez-Herrero et al. 1984). With As discussed above, chromatin plays a very
regards to the abdomen, Ubx is expressed in the important role in development because in the
A1 segment, Abd-A is expressed in segments condensed state, DNA cannot be transcribed
A2-A8, and Abd-B is expressed in segments and gene expression is therefore silent. Two
A5-A8 (Figure 4) (Kopp and Duncan 2002; Rogers groups of genes, Polycomb Group (PcG) genes
et al. 2014; Wang and Yoder 2012).
and Trithorax Group (TrxG) genes, have been
studied extensively since the mid-1980s for their
The unique patterns of Hox gene expression important role in chromatin regulation. More
are specified by the functions of cis-regulatory
elements distributed along the Bithorax complex.
These elements include those that function
as initiator elements, maintenance elements/
Polycomb-response-elements, cell-type specific
enhancers, chromatin domain boundaries, and
promoter targeting sequences (Maeda and Karch
2006). Some mutations that affected segment
specification in more anterior embryo regions also
caused minor mutations in posterior segments,
which support that segment specification occurs
in an additive manner (Lewis 1978). During the Figure 4. Abdomen Expression Domains for the Bithorax Complex Hox
Genes. Three Hox genes play a significant role in the pigmentation patterns
initial stages of D. melanogaster embryogenesis, on D. melanogaster abdominal segments. Ultrabithorax (Ubx) functions
the initiation of Hox gene expression patterns is within the most anterior abdominal segment 1, A1. Abdominal-A (Abd-A)
achieved by the activities of transcription factors functions in segments A2-A8. Abdominal-B (Abd-B) functions in the A-5
that have gap, pair-rule, and segment-polarity and A6 segments. “PS” refers to the para-segment landmarks that are used
to describe the embryonic body plan. Figure courtesy of The Williams Lab,
functions. However, as development progresses, 2014.
Proceedings 2014
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specifically, PcG and TrxG genes are known for
their impressive role in regulating Hox gene
expression via histone modifications during
development and throughout an organism’s
lifespan, as discussed above.
Polycomb proteins were originally discovered
in D. melanogaster as regulators of Hox genes
(Lewis 1978). A mutant known simply as
Polycomb, or Pc, was found that caused anterior
body parts to be transformed into posterior-like
parts due to the mis-expression of the Bithorax
genes Abd-A and Abd-B in more anterior body
regions (Lewis 1978). Subsequently, many
additional genes were identified that resulted in
similar gene expression and body organization
defects. These became known as the PcG genes
and these were classified as functioning as gene
expression repressors because the mutant state
for PcG genes resulted in mis-expression, or
known as ectopic, expression of Hox genes (Table
1). Similarly, a D. melanogaster mutant called
Trithorax, or Trx, was identified in which animals
possessing the mutation had their posterior parts
transformed into more anterior-like parts. This,

interestingly, resulted from a failure to maintain
the expression of the posterior-expressed Hox
genes, specifically Abd-A and Abd-B (Ingham
1998). This founding member of the TrxG genes
were classified for their opposition to PcG genes
as positive regulator of Hox genes expression
(Ingham 1983; Ingham 1998). Subsequently,
numerous genes were identified by their mutant
phenotypes where categorized into the Trx Group
(Table 2).
The genome presence of PcG and TrxG genes
have been conserved for hundreds of millions of
years as these genes are found in plants, insects
and vertebrates (Schwartz and Pirrotta 2013).
These conserved genes molecular functions have
been similarly conserved, as PcG genes essentially suppress, or keep DNA in the compact
chromatin state, the expression of their target
genes. TrxG genes act in opposition to PcG genes
and, therefore, make the expression of their
target genes permissible by the modifications
and remodeling of histone octamers.

Table 1. The canonical members of the Drosophila melanogaster Polycomb Group

Table 2. The canonical members of the Drosophila melanogaster Trithorax Group

6
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The encoded PcG proteins form 5 unique synergistic protein complexes, each that include a
unique subset of the PcG proteins. Each complex
seems to play distinct roles in the formation of
repressive chromatin (Lanzuolo and Orlando
2012). These synergistic activities can been
inferred based on the finding of increased
severity of a mutant phenotype when combinations of mutant PcG alleles are present (Franke
et al. 1992; Paro and Zink 1989). These five
complexes are Polycomb repressive complex
1 (PRC1), Polycomb repressive complex 2
(PRC2), PHO repressive complex 1 (PHORC),
dRING-associated factors (dRAF) and Polycomb
repressive deubiquitinase (PR-DUB) and their
respective genes are listed in Table 1. The
exact mechanisms by which the PcG genes and
complexes accomplish the repression of gene
expression remains a work in progress (Leeb et
al. 2010).
TrxG proteins form numerous complexes that
either modify histones or remodel nucleosomes
(Schuettengruber and Cavelli 2009). TrxG
genes have also been categorized into specific
complexes that are present in both D. melanogaster and mammals such as humans. Like the PcG
genes, TrxG genes work synergistically within
complexes, and each complex works together
in order to enable the expression of specific
genes. The TrxG complexes include COMPASS,
COMPASS-like (Hox-regualtion), COMPASS-like
(Ecdysone-regulation), TAC1, ASH1, SWI/SNF,
ISWI, CHD1 CHD2, CHD3 CHD4, and CHD 6
CHD7 CHD8 (Schuettengruber and Cavalli 2009
2011). These genes and the complexes are listed
in Table 2.

Questions Needing Answers

I have identified two major questions that beg
to be addressed and whose answers will be the
goals for my thesis research. The first question
regarding TrxG and PcG genes is whether they
are expressed in all cells at all times, so called
ubiquitous expression, or have expression
patterns that are limited to specific body regions,
spatially-restricted, and potentially limited to
certain times during developmental and adult life,
temporally-restricted. The second question has
to due with the role that TrxG and PcG genes play
during the evolution of morphological traits. It is
clear that the molecular functions of these genes
are deeply conserved, but it remains unknown
whether the expression patterns of these genes
similarly remain conserved or alternatively
Proceedings 2014

whether these patterns of expression can evolve
and perhaps act as agents for morphological
evolution. To address the developmental question
it is advantageous work with an organism for
which the genes can be tested for a functional
role in the development of a morphological trait.
Furthermore, this organism and trait must exist
in modified forms in related species to address
the evolutionary question. Below I will discuss
why fruit fly abdomen pigmentation makes an
ideal trait to answer these questions.

A Fruit Fly Model to Study Chromatin
Modifiers in Development and Evolution

D. melanogaster is a widely used model organism
because they have relatively quick generation
times, high fecundity, are inexpensive to
manage, relatively easy to study and identify
mutations that result in abnormal phenotypes.
Moreover, this species has a sequenced genome
and most of its genes are known and tools exist
to manipulate the functions of these genes. This
makes working with this species an excellent
model for the scientific community to make
understood basic questions problems about how
organisms function and how functions can go
wrong and cause disease. Moreover, D. melanogaster belongs to the genus Drosophila for
which genomes have been sequenced for over
ten species (Clark et al. 2007) and of the several
hundred species within the genus, variation can
be found for many morphological and behavioral
traits (Cande et al. 2014; Salomone et al. 2013).
Among the most rapidly and repeatedly evolving
traits in the Drosophila genus are patterns of
pigmentation that adorn the wings and abdomen
(Gompel et al. 2005; Werner et al. 2010; Salomone
et al. 2013), and this diversity has been shaped
by changing the expression patterns for genes
encoding enzymes that produce the pigments
(Prud’homme et al. 2006; Williams et al. 2008;
Arnoult et al. 2013; Rebeiz et al. 2009; Ordway
et al. 2014). For this reason, pigmentation is
an optimal model for studying the vast gene
expression networks that control the production
of a pigment pattern and to understand how these
networks and patterns have evolved (Rogers et
al. 2014).
The pigmentation pattern on the abdomens
of D. melanogaster is sexually dimorphic
(Figure 5). Specifically, the cuticle plates, or
tergites, covering the dorsal side of the A5
and A6 segments are black in color, whereas
7
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Figure 5. Variation in abdominal pigmentation patterning betwen fruit fly
species. D. melanogaster males can be distinguished from females by the
presence of full pigmentation on two segments of the posterior abdomen. In
related species, male pigmentation ranges from 3 (D. prostipennis) to 0 (D.
kikkawai) segments. It remains unknown whether the expression patterns
of PcG and TrxG genes remained conserved amidst this pigmentation pattern evolution, or evolved and perhaps drove the evolution of pigmentation.
Figure courtesy of The Williams Lab, 2014.

this color is limited to a posterior tergite
stripe in females. The black pigments require
the expression of certain enzymes, of which
those encoded by the genes tan and yellow,
are essential (Jeong, et al. 2008; Wittkopp,
True and Carroll 2002; Williams, et al. 2008).
The spatial placement of these pigments on
specific abdominal tergites turns out to be
regulated by Bithorax complex Hox genes.
The A5 and A6 segment expression of yellow
requires activation by Abd-B protein (Jeong,
Rokas, and Carroll 2006) and similar pattern of
expression for tan is regulated by both Abd-B
and Abd-A (Rogers et al. 2014). In species related
to D. melanogaster, pigmentation has expanded
(D. prostipennis), contracted (D. baimaii), and
has been lost (D.kikkawai) (Figure 5). Thus, the
Hox-regulation of the D. melanogaster pattern
of abdomen pigmentation and the diversification
of this pattern between related species presents
an opportune model to investigate what role PcG
and TrxG genes play in this traits development
and evolution. This will be the focus of my
thesis.

Why Does This Matter? Chromatin
Regulation in Development, Evolution
and Disease

genes are conserved and counterparts exist in
the human genome whose encoded proteins are
important players in development and longevity.
Moreover, many types of cancers have been
linked to hypo- or hyper-activity PcG and TrxG
genes (Wang et al. 2007). PcG and TrxG control
the differentiation and specification of cell
diverse types, and as discussed in terms of Hox
genes previously, these gene complexes regulate
morphogenesis (Schwartz and Pirrotta 2013).
Loss of these genes’ functions can result in
embryonic lethality or cause neonatal and adultonset diseases. For a more specific example, loss
of activity of PRC2 has been linked to several
types of cancers (Schwartz and Pirrotta 2013).
This are just a few examples of many that show
the greater implications that PcG and TrxG
functions generally have on cell function, and
more specifically human health. What these
examples share in common is variation. That
is, different cell types, developmental times,
and disease states all differ in gene expressions, which are shaped by chromatin and its
regulators. Thus, fruit fly pigmentation development and evolution may provide a great model
for variation in which PcG and TrxG genes can
be studied.
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At first glance, investigating the making and
evolution of a fruit fly species’ pattern of pigmentation may seem like interesting questions to
pursue, but ones whose answers may offer little
towards advancing the human condition. As
previously discussed, the genes PcG and TrxG
8
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Abstract
Diversity within and between species is largely
shaped by poorly understood mutational differences to orthologous genes. Animal genes are
generally structured to possess a protein coding
sequence that is encoded within exons. Where and
when during an animal’s life a gene is expressed
are controlled by cis-regulatory elements
which are located in introns or upstream and
downstream of the exons. It remains unresolved
whether evolutionary paths favor a specific
path of either cis-regulatory evolution or coding
evolution, or rather a blended evolutionary path
of both. Moreover, mutation events can duplicate
a gene, creating a pair of paralogous genes.
Such increases in number are thought to open
additional paths of evolution that include both
coding and regulatory evolution. The fruit fly
species Drosophila (D.) melanogaster possesses
the paralogous bab1 and bab2 genes that resulted
from an ancestral duplication event in the insect
order Diptera. In D. melanogaster, these paralogs
have a derived pattern of expression in the
female-abdomen allowing the encoded proteins
to repress abdominal pigmentation that occurs
in males. It has been shown that this dimorphic
trait and gene expression are derived from a
monomorphic ancestor, and that the expression
changes
required
cis-regulatory
element
evolution. However, the possibility and the
historical time point for protein coding sequence
evolution have not been explored. My thesis
will use these genes as a model to investigate
whether and when bab coding sequence evolution
Proceedings 2014

contributed to this trait’s origin that might
complement the known cis-regulatory evolution.
This involves testing whether the protein coding
sequences of these bab paralogs are functionally
equivalent through loss-of-function and gain-offunction methods. Furthermore, I will test the
protein coding sequences of orthologous bab
genes for functional equivalence with regards
to pigmentation suppression to see whether this
protein capability evolved before or following
the ancestral duplication event. Collectively, this
work will result in a comprehensive overview
of how the historical changes to an animal gene
made possible the origin of a novel trait. These
findings are broadly relevant as the genomes of
all multicellular organisms, including humans,
have been shaped by similar events, though
the significance of most differences remains
unknown.

Introduction
The past, present, and future of life on Earth are
shaped by mutational events that occur during
the replication of DNA. For these innumerable
events, many have no affect (so called neutral
mutations) on the well being (so called fitness) of
the bearer of the mutation, many cause a deleterious fitness effect, while others have provided a
fitness advantage which has allowed the mutation
to be favored by natural selection. A major goal
for genetics is to identify the mutational differences and learn to distinguish between those
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that are neutral, deleterious, and advantageous.
This goal can be more readily met by conducting
genetic investigations in convenient to study
organisms with traits that vary within and/or
between species.

When There Is No Wild Type Genome

The term “wild type” is often used in genetics
to describe a genotype at a particular place
in the genome as being “normal” or typical.
However, when considering genotypes at the
scale of an entire genome, there will be no such
individual that possesses a completely wild type
genome, as genetic variation is pervasive. In the
human genome genetic variation takes on many
forms, ranging from large microscopically
visible anomalies on chromosomes to the subtle
single nucleotide changes (Redon et al. 2006).
Over the past decade, numerous studies have
demonstrated an abundance of copy number
variations (CNVs) of DNA sequences, varying
from kilobases (on the order of thousands) to
megabases (on the order of millions) of DNA
base pairs (Iafrate et al. 2004; Sebat et al. 2004;
Sharp et al. 2005). These differences result from
deletions, insertions, and duplications of DNA
sequences. CNVs are not unique to humans,
but have been readily found in the genomes of
other organisms with sequenced genomes, and
can be expected to occur among populations of
individuals for any species (Freeman et al. 2006).
Large CNVs can result in either the loss of one or
many genes, or the gain of one duplicate (paralogous or paralog) gene or even many duplicate
genes. Such large-scale genome changes can
substantially impact various traits (causing
phenotypic diversity) seen for individuals of a
species. (Nguyen et al. 2006; Redon et al. 2006)
This includes micro-deletion and micro-duplication events that can cause genetic diseases
(Inoue & Lupski 2002; Shaw-Smith et al. 2004)
and confer risk to complex disease traits such
as HIV-1 (Gonzalez et al. 2005). To date, duplications are thought to be responsible for over
25 human genetic disorders (Sharp et al. 2005),
and certainly more will be identified as more
and more genomes becomes sequenced. CNV
variants can severely disrupt or eliminate
protein-encoding genes, collectively known as
loss-of-function (LoF) variants, and these are
of considerable scientific and clinical interest
(MacArthur et al. 2012). Traditionally, such
variants have been regarded as rare. However,
recent studies examining the complete genomes
12

of apparently healthy subjects have suggested
that such individuals carry on average 200 (Ng
et al. 2008; Abecasis et al. 2010) predicted LoF
variants.
The expression of genes (making their functional
product, often a protein) is controlled by protein
non-coding sequences that are commonly
referred to as cis-regulatory elements or CREs.
Duplication and deletion events can also affect
CREs, and it is suspected that such variation is
a significant risk factor for common disorders
(Visel et al. 2009; Sethupathy & Collins 2008). With
the abundance of genetic variation in genomes
affecting both protein coding sequences and
CREs, combined with the wealth of phenotypic
variation that exists among populations for a
species and between related species, a major
challenge for the field of genetics is to understand
which genomic differences are responsible for
specific phenotypic variations or evolved differences. Below we consider the general structure
of animal genes and how genetic alterations lead
to gene and genome evolution.

Gene Structure and Function

Genes are composed of a protein coding sequence
as well as non-coding sequences that include
one or more CREs that control a gene’s overall
expression pattern (Figure 1) (Carroll 2008;
Stern & Orgogozo 2008). While protein coding
sequences are generally expressed similarly in
all cell/tissue types of expression (hence these
sequences are thought to be highly pleiotropic),
the activity of a CRE is generally limited in
function to a subset if not an exclusive cell/tissue
domain of gene function (Davidson & Erwin
2006; Carroll 2008). Hence, CREs are generally
of lower pleiotropy relative to protein coding
sequences (Carroll 2005). The specific function
for a CRE is derived from its DNA sequence
in which it possess binding sites for a combination of transcription factor proteins, and these
combinations determine in what cell/tissue types
and/or times during development a gene will be
expressed (Arnone & Davidson 1997).
A priori, it is conceivable that a gene’s function
can evolve by both changes in protein coding
sequence and changes in CRE sequences.
However, pleiotropy appears to limit sequence
evolution as many mutations are unlikely to
improve gene function in all domains of its
use or even cause more harm than good (Stern
& Orgogozo 2009; Stern 2000). For this reason,
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Figure 1: Schematic demonstrating the two major components of a gene: the protein encoding sequence, shown in red, and the regulatory sequence, shown
in both pink and yellow, and the evolutionary mutations that can affect both. Figure courtesy of Maxwell Roeske and Thomas Williams.

several similar arguments have been made that
CRE evolution might be the more frequent type
of mutation favored by natural selection due to
their general lower pleiotropy of mutations in
these gene components in comparison to protein
coding sequences (Stern 2000; Stern & Orgogozo
2008; Carroll 2008; Wray 2007). In recent years,
several case studies have identified examples
of evolutionary change through CRE evolution
(Martin & Orgogozo 2013). However, many of
these studies have not ruled out the possibility
that coding sequence evolution occurred in
addition. Furthermore, it remains poorly understood how coding and CRE evolution are further
impacted by the presence of paralogous genes
and the paths by which duplicate genes can
evolve.

CNVs and the Fates of Duplicated Genes

Understanding how genes originate and subsequently evolve is crucial to explaining the genetic
basis for the origin and evolution of novel phenotypes and, ultimately, biological diversity (Long
et al. 2013). Gene duplications have long been
suspected to serve as an important source of
genetic variation for organismal evolution (Ohno
1970). The Bar duplication in D. melanogaster
Proceedings 2014

was the first duplicated gene to be identified
by Sturtevant in 1925 (Sturtevant et al. 1925).
Muller subsequently used the Bar duplication in
his research, (Muller 1936) and concluded that
“there remains no reason to doubt the application of the dictum ‘all life from pre-existing
life’ and ‘every cell from a pre-existing cell’ to
the gene: ‘every gene from a pre-existing gene.’”
Following Muller, Ohno surmised that “gene
duplication is the only means by which a new
gene can arise,” and stated that not only have
single genes duplicated in order to originate
new genes, but entire genomes have duplicated in evolutionary history, causing “great
leaps in evolution – such as the transition from
invertebrate to vertebrate” (Ohno 1970). Ohno’s
ideas on the importance of gene duplication to
organismal evolution were influential as generations of scientists have since been seeking out
duplication events and determining the phenotypic consequences for such duplications.
Theoretical and empirical studies indicate
that a single gene can be duplicated by one of
the following four methods. The first, unequal
crossing over produces tandem repeat sequences
that, depending on the position of the crossing
over, can contain parts of the gene, an entire gene,
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or several genes in the duplicated region (Zhang
2003). The second is retroposition, events where
a messenger RNA is reverse transcribed into
a complementary DNA sequence which is then
inserted into the genome (Magadum et al. 2013).
The third method, duplicative transposition,
occurs when a portion of a genome is moved
while an original copy stays in its place. The
fourth possibility is through polyploidization,
which is an evolutionary process where two
different genomes are brought together into the
same nucleus (Magadum et al. 2013). The importance of gene duplication upon deriving novel
functions was articulated by Muller, who emphasized that each new gene contained valuable
functions to the organism. Ohno, however,
expanded on Muller’s seminal ideas by adding
that the majority of duplicated genes become
redundancies, and few were evolutionarily
advantageous mutations (Ohno 1970). The
question naturally arises: which duplications are
kept and why?
Multiple fates can await a newly duplicated
gene (Figure 1). The most common is “pseudogenization” which occurs due to either the general
disadvantage for an individual to carry two
identical genes (dosage problems), or because a
duplicate is redundant and inactivating mutations
cannot be removed by natural selection. In fact,
it is estimated that a pseudogene will occur in
the first few million years after the duplication
event if the gene is not under the forces of natural
selection (Lynch & Conery 2000). Gradually,
one of the copies of the gene will accumulate
mutations and effectively become a pseudogene,
which will be no longer be expressed or encode
a protein that is functionless (Zhang 2003). A
second fate is the conservation of gene function
(Ohno 1970), which states that the duplicate gene
will maintain the original function. Although
this directly opposes the previous statement
that genetic redundancy is disadvantageous,
two models support why a duplicate gene would
maintain function. The first model states that
the new gene will be maintained for use if the
progenitor gene malfunctions due to mutations.
The second model is where there is an advantage
to produce more of a gene’s product, which can
be achieved by the presence of multiple genes.
A third fate is known as “subfunctionalization”,
in which each daughter gene retains part of
the function of the progenitor gene (Figure 1)
(Magadum et al. 2013). “Neofunctionalization,”
a fourth possible fate, occurs where the
duplicate or progenitor gene evolves to perform
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a new function (Figure 1). These alterations
to duplicate genes can occur in the protein coding
sequences as well as to CREs.
Young (from a recent duplication event) genes are
often falsely assumed to be dispensable because
seemingly important genes are thought to have
been refined over long periods of evolutionary
time (Lewin et al. 2011). However, new genes can
be quickly integrated into a the making of a trait
(Chen et al. 2010). Furthermore, new genes can
impact sexual dimorphism by participating in the
genetic systems that control sexual reproduction
and sex determination (Long et al. 2013). In fact,
the vast majority of new genes are sex-biased in
their expression, and new phenotypes are often
found to reside on males (Andersson 1994). An
important goal for future research is to identify
gene duplication events and to study how these
paralogs have evolved to be incorporated into
new traits, including those that are dimorphic.
Finding the correct model organism, trait, and
duplicate gene pair is an important first step
to meeting this goal.

Fruit Fly Abdomen Pigmentation as an
Evolutionary Model Trait

The fruit fly species D. melanogaster is a member
of the order Diptera that includes mosquitoes
and gnats. Highly modified hind wings known as
halters are a synapomorphy of Dipteran species.
Dipteran species are also holometabolous and
undergo metamorphosis, where species pass
through a larval stage and then pupate during
which larval structures are broken down and
adult features develop (Wiegmann et al. 2009;
Farrell 1998). D. melanogaster is part of the
Drosophilidae family, of which species are
specialized to breed in decomposing plant and
fungal material and species from this family
are found near-worldwide (Powell 1997). D.
melanogaster is a member of the closely-related
melanogaster species group that is currently
known to contain at least 174 species with a wellresolved phylogeny (Markow & O’Grady 2006),
and many species including D. melanogaster are
easy to propagate in a lab. Thus this species and
evolutionary lineage is an ideal model system
for evolutionary genetics (Kopp & True 2002).
The fruit fly abdomen is subdivided into ten
segments that are annotated as A1-A10, of which
the first seven are covered by cuticular plates
referred to as tergites. Most species of Drosophila
and related genera have a mixture of light and
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dark pigments adorning the tergites, often alternating in some sort of spatial pattern, of which
the most common pattern is a band of dark
(melanin) pigment located at the posterior edge
of the tergites (Figure 2) (Wittkopp et al. 2003).
Additionally, in most Drosophila species, malespecific pigmentation is absent from tergites, so
that females and males are pigmented identically
which is referred to as monomorphic (Figure 2,
D. willistoni) (Kopp et al. 2000). However, for D.
melanogaster, the pigmentation of the tergites
of the posterior abdomen is sexually dimorphic
(Couderc et al. 2002; Williams et al. 2008;
Salomone et al. 2013; Rogers et al. 2013; Wittkopp
et al. 2003; Kopp et al. 2000). Specifically an alternating dark-light stripe pattern is characteristic
of the A2-A7 tergites of females, whereas the
posterior-most two tergites, A5-A6, in males
are darkly pigmented throughout (Figure 2, D.
melanogaster and D. malerkotliana) (Couderc et
al. 2002; Salomone et al. 2013; Robertson et al.
1977). In many animals, secondary sex characteristics, such as sexual dimorphic pigmentation,
evolve rapidly, making them good candidates
for genetic analysis (Eberhard & Gutierrez
1991) and taxonomical analysis (Andersson
& Iwasa 1996). This appears to be the case for
the male-specific pigmentation on the abdomen
of D. melanogaster, as the common ancestor of
D. melanogaster and D. willistoni is inferred to

have possessed the monomorphic phenotype,
whereas dimorphism is derived and evolved in
the lineage of the melanogaster species group
(Kopp et al. 2000; Jeong et al. 2006; Salomone et
al. 2013).
The network of genes involved in the development
of the D. melanogaster dimorphic pigmentation
pattern is far from completely understood,
though many key players have been identified
(Jeong et al. 2008; Jeong et al. 2006; Williams et
al. 2008; Salomone et al. 2013; Rogers et al. 2014).
Included in this network are the two prominent
protein encoding pigmentation genes, yellow
and tan, whose expression in the epidermal cells
are necessary for the development of melanic
pigments (True et al. 2005; Salomone et al. 2013;
Wittkopp et al. 2003; Kopp & True 2002). The
expression of these two genes are suppressed
in the abdomen of D. melanogaster females due
to the activities of the duplicated bric-à-brac1
and bric-à-brac2 (commonly referred to as bab1
and bab2) genes. Collectively the bab1 and bab2
genes are referred to as the bab locus or bab,
and their encoded proteins respectively as Bab1
and Bab2. Both genes encode proteins that have
been shown to bind DNA in in vitro assays (Lours
2003), supporting the idea that these genes act
as transcription factors in vivo that function to
repress yellow and tan expression and thereby

Figure 2: Phylogeny demonstrating the gain of sexual dimorphism in the ancestry of D. melanogaster. Additionally, expression of Bab1 and Bab2 proteins,
are indicated in red, on the pigmentation on the abdominal segments of the Drosophila species. Figure courtesy of Maxwell Roeske and Thomas Williams.
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the formation of black pigments (Williams et
al. 2008; Couderc et al. 2002; Kopp et al. 2000).
The function and evolution of the bab genes has
received considerable interests with regards
to the making and evolution of this dimorphic
pattern pigmentation which we will expand on
below.

The Role of CREs in the Making and
Evolution of Male-specific Pigmentation

For species from the melanogaster species group
with dimorphic pigmentation, bab expression is
absent from the abdomens of males during late
pupal development (Figure 2) (Salomone et al.
2013). However, in species with the ancestral
monomorphic pattern of pigmentation, bab
expression is similar in males and females
(Figure 2) (Salomone et al. 2013; Williams et al.
2008; Kopp et al. 2000). Based on these patterns
of expression, it was evident that (1) CREs must
play an essential role in limiting Bab expression
to the female abdomen during late pupal development, and (2) the evolutionary changes to such
a CRE or CREs may have been an essential step
in the origin of the dimorphic pattern of pigmentation. Consistent with the former suspicion, two
CREs were identified that shape the D. melanogaster pattern of bab expression (Williams et al.
2008). These were the anterior element which
was found to drive reporter gene expression in
the A2-A4 abdominal segments of both D. melanogaster males and females in reporter transgene
assays and the dimorphic element, which drove
reporter expression exclusively in the A5 and A6

segments of females. Furthermore, this study
found that the D. willistoni bab locus possessed
orthologous CRE sequences which collectively
drove a monomorphic pattern of reporter gene
expression, specifically throughout the A2-A6
segments. This was an important observation
because D. willistoni is considered a surrogate
for the monomorphic ancestral pattern of
pigmentation, and thus it can be inferred that
modifications to the ancestral anterior element
and dimorphic element CREs was a key step
in the path of this dimorphic trait’s evolution.
However, a potential role for protein coding
sequence evolution was not addressed in this
study nor in any study since.

Was There a Role for bab Coding
Sequence Evolution for the Origin
of Male-specific Pigmentation?

It is important to note that the bab genes are
pleiotropic, as they are expressed in various
tissue and cell types and are required for the
normal development of this species’ ovaries,
tarsal leg segments, and genitalia features
amongst others features (Couderc et al. 2002).
While bab expression in the pupal abdominal
epidermis is driven by the anterior element
and dimorphic element, separate CREs were
identified in the bab locus that could drive
reporter expression in leg tarsal segments,
the central nervous system, pupal oenocytes,
abdominal muscles, and bristles (Williams et
al. 2008). This gene structure of single coding
sequences for bab1 and bab2 and a multitude

Figure 3: Phylogeny of D. melanogaster dating back 300 million years. In some cases, species possess both bab1 and bab2, while other species possess
only a single, ancestral bab gene present before the duplication event. Figure courtesy of Maxwell Roeske and Thomas Williams.
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of CREs indicate that the pleiotropic constraints
would be much greater on the coding sequence
relative to a CRE such as the dimorphic element
(Carroll 2005). Thus, it might be expected that the
function of the Bab proteins would be prohibited
from evolving due to pleiotropy. However, this
suspicion of functional constraint needs to be
tested to either embolden the current paradigm
for morphological evolution (Carroll 2008) or
to suggest a reformulation to a more nuanced
paradigm where evolution takes blended paths
of CRE and protein coding evolution.
Two scenarios can be envisioned for the evolution
of bab1 and bab2 protein coding. First, is the
conservation of ancestral functional capabilities.
Under this model, the D. melanogaster Bab1 and
Bab2 proteins do not have any new capabilities
compared to the orthologs possessed by the
monomorphically pigmented ancestor. What
has changed is simply that these functionally
conserved proteins have expression limited
to females. If this scenario is true, it would be
supported by an experiment where the bab1 and
bab2 genes from a species from an ancestrally
monomorphic lineage could suppress tergite
pigmentation when expressed in D. melanogaster males. A second scenario is evolution of a
novel pigmentation repressing capability for one
or both bab paralogs. This would be supported
by a finding that bab orthologs from a dimorphic
lineage could suppress male tergite pigmentation while the orthologs from a monomorphic
lineage could not.
A third scenario that is worth considering is one
that extends from the conservation of ancestral
functional capabilities. Specifically, how far into
the distant past did Bab proteins possess the
capability to regulate the expression of targets
genes such as D. melanogaster yellow and tan?
It is possible that this capability was present in
the most recent common ancestor of Diptera
that possessed a single bab ortholog, an ancestor
that lived over 200 million years ago (Figure
3). To test this possibility, the coding sequence
for the single bab ortholog from the mosquito
Anopheles gambiae could be expressed in D.
melanogaster to see if this ortholog can suppress
the development of pigmentation. Since this
species is from a basal Diptera lineage and whose
genome retains a single bab gene, pigmentation
suppression would indicate that nothing qualitatively unique has evolved for the Bab1 and Bab2
proteins since the ancestral duplication event.
If this ortholog failed to suppress pigmentation,
Proceedings 2014

then it could be interpreted that perhaps both
Bab1 and Bab2 underwent parallel modifications to possess a new regulatory activity. When
such modifications evolved could be explored by
testing the functional capabilities of bab1 and
bab2 orthologs from intermediate branching
taxa to Anopheles gambiae and fruit flies, such
the Tsetse fly Glossina morsitans (Figure 3).
As previously mentioned, the bab1 and bab2
paralogs resulted from an ancient duplication
in Diptera. The evidence for duplication can be
seen in the similar orientations of these paralogs,
similar gene structures where both have four
introns (three of which are at homologous
positions in the coding region), and that these
genes encoded proteins with conserved BTB and
AT-Hook domains (Couderc et al. 2002). Sequence
analysis of the bab1 and bab2 transcript predicts
proteins of 967 and 1067 amino acids, respectively (Couderc et al. 2002). Molecular analysis
has revealed the functional importance of both
bab genes, showing that the bab null phenotype
requires a lack of both bab1 and bab2 activity,
meaning that they both have function in the
aforementioned leg, abdomen, and ovary development (Rogers et al. 2014; Couderc et al. 2002).
Because the bab locus has arisen from a tandem
duplication, redundancy between bab1 and bab2
may have facilitated subfunctionalization and
neofunctionalization, though evidence for either
of these events remains to be found.

A Thesis Investigating the Roles
for Gene Duplication and Divergence
in a Trait’s Evolution

The importance of gene duplication and subsequent divergence to the evolutionary processes
that shapes genes and traits cannot be overstated
considering the immense occurrence of duplications, deletions, and general DNA sequence
changes that have diversified genomes. Studying
the roles for duplication and divergence requires
special traits for which a derived phenotype is
impacted by a duplicate gene, a trait for which a
related species exists that possess the presumed
ancestral phenotype, and a more distant relative
needs to exist from a basal lineage that lacks the
duplication event.
We have identified the male-specific pigmentation
of D. melanogaster fruit flies to be an opportune
trait to study (Figure 2). This trait requires the
female-specific expression of the paralogous bab
genes, which represses pigmentation formation
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on the abdomens of females. This sex-limited
pattern of expression required CRE evolution,
which has been documented (Williams et al.
2008). However, it has not been investigated as
to whether both paralogs similarly contribute to
pigmentation suppression, and whether protein
coding sequence evolution also took place.
Moreover, the bab1 and bab2 genes resulted
from a duplication event in the deep history of the
Diptera order. Thus, by assessing the functions
of bab orthologs from species with a single
bab gene, we can test whether the capability to
repress pigmentation is an old property of the
Bab protein or something that evolved in parallel
following the duplication event.
First, we will test whether both D. melanogaster
bab1 and bab2 are necessary for pigmentation
repression. This will be accomplished by a lossof-function approach involving silencing RNA
(siRNA) knockdowns of the expression for the D.
melanogaster bab1 and bab2 genes individually,
as well as a siRNA “chain” where both bab1
and bab2 are knocked down together (Haley et
al. 2008; Haley et al. 2010). This will confirm
whether both bab paralogs similarly regulate the
formation of the dimorphic trait. Second, we will
test whether the protein coding sequences for
orthologous bab1 and bab2 genes from fruit fly
species with the ancestral monomorphic pigmentation phenotype and from basal species with a
single bab ortholog are functionally equivalent to
the D. melanogaster coding sequences. Here we
will use a gain-of-function approach to express
these orthologous sequences in the abdomens of
D. melanogaster males that naturally lack bab
expression.
Ultimately, this study will demonstrate whether
or not a blended path of CRE and protein coding
evolution punctuated the evolutionary origin
of a male-specific trait, which will provide a
thorough case study of how genomic variation
shapes phenotypic variation.
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Summary
The eye is an important sensing organ, and its
formation tells an interesting story of cell fate
specification and determination. The genetic
machinery underlying eye genesis is conserved
across species, and many animal models have
been used to study the process. The Drosophila
melanogaster eye serves as an excellent model
to address questions pertaining to growth like:
how the eye, as a complex organ, develops?
The answers lie within an intricate web of eye
selector fate genes. Collectively, these genes are
called the retinal determination gene network. A
hiccup within this network causes developmental
problems within the organism. This system of
genes is conserved between species allowing
data from the highly conserved Drosophila
genome to be extrapolated to higher organisms
when studying relational function and developmental biology.

Eye as a Model for Growth

The eye serves as an important sensory organ
for vision, and has evolved independently a
multitude of times resulting in a variety of
forms (Land & Fernald, 1992). Among these
various forms, the Drosophila compound eye has
been used extensively to understand the genetic
pathways necessary for retinal formation.
Although the Drosophila compound eye is much
different structurally from a single lens, camera
type vertebrate eye, the genetic machinery
required to form the eye is very similar. The
conservation of these pathways, which control
eye fate specification and differentiation, allows
data to be extrapolated from Drosophila to
20

higher organisms (Erclik et al., 2009; Gehring,
2005; Hartenstein & Reh, 2002; Kumar, 2009;
Wawersik & Maas, 2000). Therefore, insights
generated from the Drosophila eye can be used
to understand vertebrate eye development
(Singh et al., 2012).

Genesis of the Drosophila Eye

The adult Drosophila compound eye is derived
from an organ primordium composed of a
monolayer of epithelial cells which arises at
embryogenesis. The embryonic primordium
develops into sac like structures called imaginal
discs. The eye-antennal imaginal disc gives
rise to the adult head cuticle, antenna, and
eye structures. In the embryo, the early eye
primordium is composed of approximately 20
cells specified for eye fate (Garcia-Bellido &
Merriam, 1969). The embryo then progresses
into the first instar larval stage. At this stage
the group of 20 cells divides into an amorphic
structure of about 150-200 cells. As the insect
progresses into the second instar stage, the cells
begin to form a disc-like shape. After this stage,
distinct regions will form the future head/eye
and the antennal regions. However, during this
stage, the cells within the imaginal disc are not
yet differentiated. Differentiation begins at the
late second or early third instar larval stage. At
this point, the eye-antennal imaginal disc has
divided into approximately 20,000 cells and the
morphogenetic furrow (MF) begins to progress
from posterior margin of eye disc to the anterior.
Movement of the MF marks the start of cell
differentiation and eventually results in the
formation of differentiated photoreceptors.
These photoreceptors then group together
Proceedings 2014
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in clusters of eight to form the ommatidia
(Ready et al. 1976). Thus, the MF serves as an
important developmental landmark. All of the
cells along its posterior margin differentiate in a
synchronous wave as it moves anteriorly (Ready
et al. 1976, Wolff and Ready, 1993). Eventually,
each fully formed ommatidia will contain
photoreceptor, cone, and pigment cells (Wolff &
Ready, 1993). Then, during the pupal stage, the
crystalline lattice and patterning of ommatidia
is finalized resulting in an adult Drosophila eye
which contains about 750-800 ommatidia. The
formation of the Drosophila eye is only possible
with the proper expression of a network of genes
classified as the Retinal Determination (RD)
Genes. This network is a complex system of
interdependent genes necessary for the proper
genesis of eye fate.

The Retinal Determination (RD)
Gene Network

The formation of a Drosophila adult eye
structure is due to the spatial and temporal
expression of tissue selector genes.These
genes create a network necessary for proper
eye development known as the retinal determination (RD) network. Within this network there
are genes necessary for eye field specification,
determination, and differentiation. Currently
the RD gene network consists of the Pax-6 genes
eyeless (ey) and twin of eyeless (toy), Pax-6 like
factors eyegone (eyg) and twin of eyegone (toe)
(Table 1; Jang et al., 2003; Aldaz et al., 2003). Also
included within this network are the Six genes
sine oculus (so) and optix (opt), the zinc finger
transcription factors teashirt (tsh) and tiptop
(tio), the transcriptional co-activator eyes absent
(eya), as well as the homolog of the Ski/Sno
oncogenes daschund (dac) (Table 1; Cheyette
et al., 1994; Serikaku & O’Tousa, 1994; Seimiya
& Gehring, 2000; Pan & Rubin, 1998; Bessa
et al., 2009; Bonini et al., 1993, Mardon et al.,
1994). Additionally the network consists of the
Pipsqueak motif containing genes distal antenna
(dan) and distal antenna related (danr) as well
as the transcription cofactor Homothorax (Hth)
and the Nemo-like kinase family homolog nemo
(Table 1; Curtiss et al., 2007; Braid & Verheyen,
2008). These genes work together in a loose
hierarchy to influence proper retinal growth
and movement of the MF to produce a properly
functioning complex adult eye structure.
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Table 1: List of Drosophila Retinal Determination (RD) genes and their human homologs.

Previously it has been shown that these retinal
determination genes interact with each other
in a complex pattern to control eye development. Though they individually have different
functions during retinal development, they have
shared characteristics which classify them as
the core RD gene network. First, loss-of-function
mutations for any of these genes results in the
loss of retinal tissue, which usually induces
cell death (Bonini et al., 1993; Cheyette et al.,
1994; Mardon et al,, 1994; Quiring et al., 1994).
Second, the imaginal discs of these mutants are
smaller in size in comparison to the wild type.
Third, these mutants do not form the MF and the
adult progeny lack compound eyes (Reviewed in
Kumar, 2011).
Retinal determination genes are not considered
homeotic genes because they cannot transform
entire tissues into their specific fate. However,
their forced expression within non-retinal tissues
is enough to transform small areas of cells from
their initial fate to an eye fate. This is due to
the limited developmental plasticity of the cells
within imaginal discs. For instance, this limited
change is seen by the formation of ectopic eyes
by the gain-of-function misexpression of ey
within the bifid (bi or omb) region which contains
domains in the eye as well as the leg, wing and
antenna (Halder et al., 1995; Calleja et al., 1996;
Tare et al., 2013). These fates, however, are often
influenced by upstream effectors due to the
hierarchy of these retinal determination genes.

Imaginal Disc Patterning

In the third larval instar, the network of RD genes
initiates the initial differentiation of retinal
precursor cells into photoreceptor neurons in
order to form the complex adult eye. It has been
21

NATURAL SCIENCES
shown that the proximal-distal patterning gene
homothorax (hth) is essential for promoting
growth within the developing eye. However, the
induction of hth is dependent upon the expression
of tsh. The hth is a negative regulator of eye fate
and is only expressed along the border of the eye
(Pai et al., 1998; Singh et al., 2012). Misexpression
of hth in the developing eye suppresses eye fate
and hth mutants generate ectopic eyes within
the head cuticle (Pai et al., 1998). Thus, hth is
involved in head cuticle formation.
Adjacent to the eye/antenna border is a zone
of highly proliferating cells. This zone of cells
is formed due to the expression of ey/toy, eyg/
toe, hth, optix and tsh/tio (Quiring et al., 1994;
Czerny et al., 1999). This state of proliferation is
maintained in part by the Tsh-Hth-Ey complex
which works together to repress expression of
the downstream targets like so, eya, and dac
(Bessa et al., 2002). In the region closest to the
anterior border of the MF, hth expression is lost
which, in part, halts the repression of so, eya,
and dac (Reviewed in Kumar, 2011). Within this
region so and eya transcription are essential to
induce string (stg) which is involved in tissue
growth within the developing eye (Lopes &
Casares, 2010). This activation of stg is essential
in preparation of retinal cells to enter the MF
and eventually undergo a transition into differentiation (Jasper et al., 2002).

including the retinal determination gene network,
is very similar. If one gene’s expression pattern
is altered then all of the genes downstream will
be affected. In this fashion, genes can be placed
in a hierarchy of expression within the retinal
determination gene network.
The Pax-6 homolog genes toy and ey are the top
most genes within this hierarchy (Figure 1). The
ey has been identified as a master regulator of eye
development (Figure 1; reviewed by Callaerts et
al, 1997). However, it has been shown that toy is
the most upstream gene within the RD network
(Czerny et al., 1999; Figure 1). This is because toy
directly regulates the eye-specific enhancer of
ey within the developing embryo, and the initiation of ey expression, which begins eye development, is dependent upon prior expression of
toy (Czerny et al., 1999). Loss of function mutants
of toy exhibit headless fly phenotypes, however
those that are able to form head structure lack
ocelli (Kronhamn et al., 2002; Punzo et al., 2002).
Additionally, overexpression of toy results in
the formation of ectopic eyes within the leg,

As the furrow migrates from posterior to
anterior, the transcription of ey/toy, eyg/toe, hth,
optix and tsh/tio is restricted only to the area
anterior to the MF’s progression. This initiates
the pattern formation of the ommatidia as the
undifferentiated cells advance through the
furrow. As the ommatidia undergo patterning,
they are grouped into clusters of eight and the
posterior region begins its determined eye fate
by developing polarity through dorso-ventral
patterning. The above network of RD genes is
essential to creating correctly determined eye
fate.

Retinal Determination Hierarchy

It is essential to understand the hierarchy of
the core retinal determination network when
analyzing the process of eye fate specification
and differentiation during eye development. The
RD network functions much like the plumbing
system in a multi-story building. If one pipe is
malfunctioning it halts the flow of water to the
lower levels. In this way, any gene network,
22

Figure 1. The retinal determination network hierarchy of gene expression
which leads to eye field specification and differentiation in the developing
eye. Figure courtesy of Sarah Stalder and Amit Singh.
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wing, and haltere (Czerny et al., 1999; Salzer
& Kumar, 2010). Comparable loss-of-function
and gain-of-function phenotypes are seen in ey
mutants (Halder et al., 1995; Halder et al., 1998;
Kronhamn et al., 2002; Quiring et al., 1994).
The identification of ey as the second gene within
the retinal determination network is essential
for analysis of the core RD network (Figure 1).
During early eye development, ey is known to
be involved in eye field specification (Quiring et
al., 1994; Halder et al., 1995). Ey is transcribed
throughout the entire eye during the course of
larval growth within the undifferentiated cells
of the imaginal disc, and is then downregulated/degraded behind the MF (Quiring et al.,
1994; Halder et al., 1998). However, ey is not
the only gene that promotes eye development
in Drosophila.
The Pax gene eyg appears to work in cooperation
with ey in retinal development (Jang et al., 2003).
They are in cooperation because neither ey nor
eyg regulate each other’s expression, they can
substitute each other functionally, and each gene
can function in the absence of the other (Jang
et al., 2003). The eyg and its counterpart toe are
expressed in distinct regions, but both appear to
regulate the growth of the eye imaginal disc and
repress transcription (Jang et al., 2003; Yao et
al., 2008). Loss-of-function mutants of eyg result
in reduced or missing eyes to the extent that
some do not hatch out of the larval case, while
gain-of-function mutants may result in ectopic
eyes within the ventral region of the head (Jang
et al., 2003). Gain-of-function mutants of toe in
an eyg mutant context do not result in a rescue
of phenotype, suggesting that eyg and toe are not
redundant genes (Jang et al., 2003). In addition,
loss-of-function of toe does not result in an
extreme phenotype, which discredits toe as a
key gene in eye development (Yao et al., 2008).
Unlike dac, eya, so, and tsh, eyg expression is
not activated by the Ey protein which suggests
that eyg works in cooperation with ey while dac,
eya, so, and tsh act downstream of ey (Jang et al.,
2003; Bonini et al., 1997; Shen & Mardon, 1997;
Halder et al., 1998).
Acting further downstream of ey and eyg are
the Six and Eya homolog genes so, optix and
eya (Figure 1; Table 1). So and eya, together
play an important role in eye specification by
controlling the regulation of cell proliferation
within the undifferentiated epithelium cell,
regulating the initiation and propagation of the
Proceedings 2014

MF, and also directing neuronal development
(Pignoni et al., 1997). So is necessary for the
formation of larval visual eye, the ocelli, as well
as the optic ganglia within the brain in addition
to its role in developing the compound adult
Drosophila eye (Cheyette et al., 1994).Although
so and optix are part of the same family and
have large sequence similarities, they have
distinct functions in their roles as eye selector
genes. Gain-of-function optix mutations leads
to the formation of ectopic eyes in the antennal
region as well as the establishment of additional
ocelli, while loss-of-function mutations have
yet to be pursued (Seimiya and Gehring, 2000;
reviewed in Bürgy-Roukala et al., 2013). Loss-offunction so mutants, however, exhibit a distinct
phenotype of developmental defects within
the retina, including reduced cell proliferation
and photoreceptor formation, which results in
an excessive amount of cell death anterior to
the MF. Gain-of-function mutants of so exhibit
ectopic eyes within the head region (Seimiya and
Gehring, 2000; Salzer & Kumar, 2010). Gain-offunction mutants of the So protein are able to
induce eya expression within the ectopic tissues
formed (Weasner et al., 2007).
Loss-of-function eya mutations can be lethal,
resulting in no-eye or reduced eye phenotypes,
or resulting in the absence of ocelli (Bonini et al.,
1993; Zimmerman et al., 2000). Characteristic
of RD gene gain-of-function phenotypes, eya
gain-of-function mutants may form ectopic
eyes within the antenna, legs, and wings (Bonini
et al., 1993). Interestingly, eya interacts with
so to cross-regulate and maintain each other’s
expression; however, eya is required for the
initiation of so expression but so is not required
for eya expression (Pignoni et al., 1997; Pignoni
& Zipursky, 1997). These two genes also encode
for So and Eya proteins that work in a complex
that control various developmental steps in
retinal determination such as regulating cell
proliferation and the propagation and formation
of the MF and neuronal development (Niimi et
al., 1999; Pignoni et al., 1997; Serikaku & O’Tousa,
1994).
Acting just downstream of the So/Eya complex
is dac, which is a novel regulator of photoreceptor specification (Pignoni et al., 1997;
Mardon et al., 1994). Normal dac expression
requires both so and eya expression, but the
relationship is not reciprocal ie. The so and eya
expression are not affected by abnormal dac
expression (Pignoni et al., 1997). Although eya is
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genetically upstream from dac, the two form a
positive-feedback loop in order to regulate their
transcription levels (Chen et al., 1997). Tightly
regulated levels of dac are necessary because
proper levels of dac expression are required
for the initiation of movement of the MF as well
as neuronal development (Chen et al., 1997).
Loss-of-function of dac is characterized by a
reduction or complete loss of eyes because they
are unable to form phororeceptors due to impairments in the progression of the MF (Mardon
et al., 1994). Ectopic eye formation in the leg
and antenna due to gain-of function mutation is
what has classified dac as a part of the retinal
determination network (Shen & Mardon, 1997).
Downstream of dac are the Pipsqueak
transcription factors dan and danr. This assertion
is due in part because so, eya, and dac are
necessary for the expression of the two genes.
Also, dan and danr have the ability to cross
regulate each other and most likely have antagonistic roles in relation to one another (Curtiss et
al., 2007). They are classified as part of the retinal
determination network because their ability to
induce ectopic eyes within the antennal disc is
associated with their overexpression (Curtiss
et al., 2007). Within this context, dan and danr
are able to induce ey expression within ectopic
tissues. Interestingly, dan/danr null mutants
correspond to an adult phenotype of a small
complex eye with a coarse surface (Curtiss et
al., 2007).
Also involved with the retinal determination
network is the Nemo-like kinase member nmo
(Table 1). nmo’s classification within the RD
network is seen in loss-of-function mutants in
which the resulting phenotypes have thin eyes
accompanied by ommatidia patterning defects
(Choi & Benzer, 1994). The overexpression of
nmo however, leads to dorsal eye enlargements
as well as the induction of the expression of dac
and eya and the repression of hth in the antenna
which results in the ectopic formation of photoreceptors (Braid & Verheyen, 2008). The nmo
does not appear to be a direct regulator of ey,
eya, so, and dac, but rather interacts with these
genes at a protein level to promote eye specification (Braid & Verheyen, 2008).

Negative Regulators of Retinal
Development

Conversely, the homeodomain Hth acts with
the retinal determination network to repress
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eye development (Bessa et al., 2002; Table 1).
As stated earlier, hth expression is dependent
upon tsh, while hth and wingless (wg) together
are ventral eye fate suppressors (Singh et al.,
2002). A protein complex containing Ey, Hth, and
Tsh works synergistically to suppress differentiation and promote cell proliferation within the
region anterior to the MF (Bessa et al., 2002).
The zinc finger transcription factors encoded
by tsh and tio gene find classification under the
retinal determination network because their
gain-of-function phenotypes result in ectopic
eye formation in the head and antenna (Pan &
Rubin, 1998; Table 1). Loss-of-function of tsh
is lethal, but in weaker mutations there is no
abnormal phenotype which suggests that there
is a redundant counterpart of tsh within the eye
(Reviewed in Bürgy-Roukala et al., 2013). It has
been proposed that so, eya, and dac function
downstream of tsh because these genes become
ectopically expressed within gain-of-function
mutants of tsh (Pan & Rubin, 1998). Both tsh
and its paralog tio have similar functions in
eye development. Tsh and Tio are involved in
a negative autoregulatory feedback loop with
each other, but can also compensate each other’s
function within the developing eye (Bessa et al.,
2009). However, it has also been reported that
tsh has dorso-ventral asymmetrical function in
the ventral eye, tsh promotes wg mediated hth
activation to suppress the eye, whereas in the
dorsal eye it promotes growth by collaborating
with dorsal eye genes (Singh et al., 2005).
The hierarchy of the genes within this core
retinal determination network is much more of
a web, rather than linear hierarchy. Although
there is a loose hierarchy of genes at a higher
level controlling the expression of genes further
downstream, there is no sequence of expression
of the RD genes individually. The genes are a
complex array of positive and negative feedback
loops which promote as well as antagonize each
other. Each of the retinal determination genes
has a specific function in eye field specification,
determination, and differentiation. All of these
genes must work together in the end to promote
healthy eye fate.

Morphogenetic Furrow (MF) Progression

The retinal determination network is responsible for the growth and development of the
complex adult Drosophila eye. The Drosophila
eye develops from the cells within the eye
Proceedings 2014
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imaginal disc which proliferate and eventually
become differentiated into specific fates to allow
for a fully functional organ system (Figure
1). The transformation of undifferentiated
cells within the eye-antennal disc is due to the
formation and progression of the MF during the
third instar larval disc (Ready et al., 1976). The
progression of the MF results in the formation
of the ommatidium, which together form the
adult complex eye (reviewed in Kumar, 2012).
As the MF moves from posterior to anterior
within the eye imaginal disc, a subset of cells
organize themselves into periodic clusters called
rosettes containing about 20 cells each. From
this clustering over half are left behind to create
an arc-like assembly of about seven to nine cells
from which only five will give rise to a pre-cluster
which will eventually form the early structural
phase of mature ommatidium and will later
form the five photoreceptor neurons (Wolff &
Ready, 1991). The cells which are excluded from
this pre-cluster undergo a second mitotic wave
which produces cells needed to create mature
ommatidia (Ready et al., 1976; Wolff & Ready,
1993; de Nooij & Hariharan, 1995). Immediately
after the additional round of mitosis, three
more cells are recruited to the pre-cluster and
become the final three photoreceptors within the
ommatidial cluster of now eight photoreceptor
cells (Tomlinson & Ready, 1987).
Next, the lens secreting cone cells join the
ommatidial cluster. These cells are added to
the cluster in sequential order based upon
their position in relation to the ommatidia
(Reviewed in Kumar, 2012). First, the anterior
and posterior cone cells are added following
the equatorial and polar cone cells (Ready et
al., 1976; Cagan & Ready, 1989). Finally, during
the pupa stage, all other cells not specified as
a photoreceptor or a lens secreting cone cell
adopt one of three pigment cell fates (Cagan &
Ready, 1989). The primary pigment cells join the
ommatidial cluster first and complete the core
formation of the ommatidium. Thereafter, the
secondary and tertiary pigmentation cells are
added which are required for the formation of
the hexagonal lattice structure which encompasses each ommatidia (Cagan & Ready, 1989).
The final ommatidia structure is finished by the
addition of the mechanosensory bristles (Ready
et al., 1976). The adult Drosophila is equipped
with approximately 750 to 800 of these mature
ommatidia structures which collectively from
the adult eye. These ommatidial structures are
arranged in a mirror image symmetry along
Proceedings 2014

the dorso-ventral axis (Ready et al. 1976; Wolff
& Ready, 1993; Kumar, 2013; Reviewed in Tare
et al., 2013). The establishment of the adult
complex eye is a multifaceted process which
includes many different mechanisms to control
eye fate formation.

Concluding Remarks
The development of the compound Drosophila
eye is a detailed and highly orchestrated
process. From the simple beginnings of only
20 cells set aside for growth in the embryonic
stage to a fully formed complex of hundreds of
ommatidia, the developmental processes and
the genetic machinery behind retinal development is a complexly coordinated series of
events. The Drosophila model system allows for
further comparison between insects and higher
order vertebrates to analyze the genetic conservation between species. Although this review
has touched upon the intricate network of genes
involved in retinal determination, much of the
details within the connections between the genes
are still largely unknown. Decades of previous
research on the structural formations of the
adult eye as well as the core genetic network
behind it has uncovered many intricacies within
the network, however many still need to be
revealed through future research.

Notation
As per the Drosophila nomenclature gene names
and symbols are italicized and after the first
time the names of the genes are abbreviated
while protein names and symbols are written
in uppercase letters. (http://flybase.org/static_
pages/doc/nomenclature3.html#1)
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eyeless and the Dorsal selector gene defective proventriculus, both over
expressed within the bifid domain. Photo courtesy of Sarah Stalder, 2014.
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Summary

Role of PriA in vivo

Helicases are proteins that catalyze the
unwinding of duplex DNA and participate in
a wide variety of vital cellular roles, such as
DNA replication, DNA repair, and transcription.
PriA is a 3’—>5’ helicase that plays a key part
in replisome reloading at collapsed replication
forks. Helicases can function as monomers,
dimers, hexamers, or another form of oligomer.
PriA seems to function as a monomer, and the
crystal structure of PriA reveals that this
monomer is composed of six distinct domains:
the 3’ DNA-binding domain, the winged helix
domain, helicase lobe 1, helicase lobe 2, the
C-terminal domain, and the Cys-rich region.
Some of these structures are responsible for
PriA’s ability to bind a diversity of DNA structures such as single-stranded DNA, duplex DNA
with a 3’ tail, D-loops, and three-way forks.
Unfortunately, little is known about the means
through which PriA couples ATP hydrolysis to
DNA unwinding, but it seems likely that conformational changes and an aromatic rich loop are
instrumental to this process just as they are in
a number of other helicases. Even less is known
about the mechanism through which PriA translocates along DNA and catalyzes the unwinding
of duplex DNA. Several DNA unwinding
mechanisms have been proposed for helicases,
including the torsional model, the rolling model,
and the inch-worm model. It is not yet clear
which, if any, of these models applies to PriA.

DNA damage is an unavoidable barrier to swift
and accurate replication of a genome that can
cause the replisome to be disbanded from the
DNA, resulting in a collapsed replication fork
(Cox et al. 2000; Heller & Marians 2006). As a
result, cells have developed numerous pathways
capable of reloading the replisome so genome
duplication can recommence. PriA, PriB, DnaC,
and DnaB form one pathway; PriA, PriC, DnaT,
DnaC, and DnaB form a second; and PriC, Rep,
DnaC, and DnaB form a third (Sandler 2000). In
particular, PriA appears to be the major initiator
of replisome reloading since the priA gene is
well conserved in many bacterial genomes while
homologues of the priC, priB, and dnaT genes
are frequently absent (Sunchu et al. 2012). PriA
knockouts also have phenotypes that indicate
the importance of PriA’s role in DNA replication.
These knockouts display reduced viability, sensitivity to UV radiation (Lee & Kornberg 1991),
and an inability to properly undergo homologous
recombination and repair double strand breaks
(Kogoma et al. 1996), indicating that PriA
plays an important role in the reactivation of
collapsed replication forks (Sandler & Marians
2000). PriA’s role in replication fork restart is to
bind the collapsed fork, unwind a short segment
of DNA in order to create a segment of singlestranded DNA (ssDNA) that allows loading
of DnaB, and recruit other primosome
proteins (Gabbai & Marians 2010). This review
specifically examines the helicase function
of PriA.
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Importance, Role and Diversity of
Helicases
Helicases are proteins that directionally translocate along and catalyze the unwinding of
double-stranded DNA and RNA. To perform this
function, they hydrolyze ATP and couple the
released energy to translocation along nucleic
acids (NAs) and unwinding of double-stranded
nucleic acids (dsNAs). Helicases play key roles
in many essential cellular processes such as
DNA replication, DNA recombination, DNA
repair, RNA transcription, and RNA splicing.
In these roles, helicases often act with other
proteins in the form of a large complex called
a macromolecular machine. This is necessary
since helicases only unwind dsNAs transiently,
so other proteins must be available to immediately interact with the unwound NAs in order to
carry out the cellular roles mentioned earlier
(Hippel & Delagoutte 2003). Since helicases
are involved in so many different processes,
it is not surprising that these proteins exhibit
a tremendous amount of variation (Table 1).
Helicases can translocate along NAs in a 3’—>5’
direction or a 5’—>3’ direction. They can unwind
NA segments as long as an entire genome or
as short as a few base pairs. Some unwind
double-stranded DNA (dsDNA) while others
unwind double-stranded RNA (dsRNA) and still
others unwind RNA-DNA complexes (Hippel &
Delagoutte 2001). Furthermore, helicases can
exist in a number of different oligomeric forms.

NATURAL SCIENCES
Oligomerizaton and Structure
Helicases may operate as monomers, dimers,
hexamers, or another type of oligomer. Multiple
nucleic acid (NA) binding sites are necessary
for most proposed DNA unwinding mechanisms (Lohman & Bjornson 1996; Lohman 1992).
Therefore, it is not surprising that in their active
form many helicases are oligomers because the
assembly of helicase subunits into oligomers
provides the helicase with a simple means of
creating multiple NA binding sites (Lohman
& Bjornson 1996). It is common for helicase
oligomers to be dimeric or hexameric (Lohman
& Bjornson 1996). E. coli DnaB (Reha-Krantz &
Hurwitz 1978; Bujalowski et al. 1994), SV40 large
T antigen (Mastrangelo et al. 1989), T4 phage
gene 41 (Dong et al. 1995), and E. coli RuvB
(Stasiak et al. 1994) are all hexamers while E.
coli Rep (Wong & Lohman 1992) and E. coli UvrD
(Wong et al. 1993, Epshtein et al. 2014) function
as dimers. However, it is also possible for a
single peptide chain to catalyze dsNA unwinding
as a monomer. Crystal structures of the PcrA
helicase indicate that the helicase operates as a
monomer (Velankar et al. 1999).
There is little doubt that PriA binds to DNA
and catalyzes duplex unwinding as a monomer.
Fluorescence data shows that Escherichia Coli
PriA (EcPriA) binds to ssDNA as a monomer
(Jezewska & Bujalowski 2000). This data is
consistent with experiments examining PriA
DNA binding where no indication of oligomerizaton is evident (Tanaka et al. 2007; Nurse et
al. 1999). Furthermore, Klebsiella pneumoniae
PriA (KpPriA) was crystalized as a monomer,

Table 1: Helicase Summary
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Figure 1: PriA helicase structure. ADP is shown as red sticks. The WH domain is shown in orange, the 3’ BD in dark red, helicase lobe 1 in light blue,
helicase lobe 2 in green, CTD in yellow, CRR in purple, and the ARL in dark blue. The gray spheres indicate zinc ions. (A) Crystal structure of KpPriA. The
solid blue circles indicate the location of the 3’ terminus binding pocket. (B) Walker motifs in KpPriA. The Walker A motif is in teal, Walker B in pink, and
the partial Walker A motif is in brown. Figure courtesy of Luke Bugada, 2014.

and this structure indicates that PriA binds to
DNA and catalyzes unwinding as a monomer
(Bhattacharyya et al. 2014).
The PriA monomer consists of several structural
features. Biochemical data reveal that PriA can
be divided into two domains. The DNA-binding
domain (DBD) includes approximately the first
200 N-terminal residues, whereas the helicase
domain (HD) includes the remaining C-terminal
residues (Chen et al. 2004; Lopper et al. 2007;
Tanaka et al. 2002). More recently, a high
resolution crystal structure of KpPriA, a structural and functional homologue of EcPriA, has
revealed that the DBD and HD can be further
divided into six smaller structures (Figure 1a)
(Bhattacharyya et al. 2014). The DBD is largely
responsible for DNA binding (Mizukoshi et al.
2003; Tanaka et al. 2007) and includes the 3’
DNA-binding domain (3’ BD) and the winged
helix (WH) domain (Bhattacharyya et al. 2014).
The HD can be divided into two helicase lobes
that form the helicase core, the Cys-rich region
(CRR) that binds two zinc ions, and the C-terminal
domain (CTD) (Bhattacharyya et al. 2014). PriA
also has a conserved aromatic rich loop (ARL)
between the two helicase lobes (Bhattacharyya
et al. 2014). Each of these structures performs
different functions that will be discussed below.
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DNA binding
NA binding is essential to helicase activity and
takes on a variety of forms. Often in oligomeric
helicases, each subunit possesses a NA binding
site, but all the subunits are not necessarily
engaged in NA binding. The E. coli DnaB hexamer
occludes ~20 ssDNA bases, which do not seem to
bind all six subunits of the helicase (Bujalowski
& Jezewska 1995). In contrast, the Rho helicase
occludes ~70 RNA bases that wrap around the
helicase, and likely interact with all six subunits
(Bear et al. 1988; Delagoutte & Hippel 2002;
Geiselmann et al. 1993). Furthermore, most
helicases bind to single-stranded nucleic acids
(ssNAs) with a specific orientation with respect
to the polar ssNA backbone (Hippel & Delagoutte
2001; Lohman & Bjornson 1996). This property is
called the directionality of a helicase and can be
either 3’—>5’ or 5’—>3’ and is determined by the
ssNA “tail” that extends from the dsNA segment
that the helicase unwinds (Hippel & Delagoutte
2001; Lohman & Bjornson 1996).
PriA operates as a 3’—> 5’ helicase (Lee & Marians
1987; Laskens & Kornberg 1988) that is capable
of binding ssDNA, duplex DNA with a 3’ ssDNA
extension, D-loops, and a variety of three way
DNA fork structures (Liu & Marians 1999; Jones
et al. 1999; Jezewska & Bujalowski 2000; Tanaka
et al. 2002; Tanaka et al. 2007; Mizukoshi et al.
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2003; Nurse et al. 1999). EcPriA’s ssDNA binding
site has been thoroughly examined through
the use of fluorescent measurements. The total
EcPriA ssDNA binding site covers ~20 bases;
however, the helicase possesses a proper ssDNAbinding site that interacts with at least ~8 nucleotides (Jezewska & Bujalowski 2000). The model
presented by Jezewska and coworkers places
the proper ssDNA-binding site in the center of
the protein with ~6 nucleotides of overhang on
either side of the strong site (Figure 2) (Jezewska
& Bujalowski 2000). Similar methods have been
used to determine that EcPriA’s total duplex
DNA binding site is approximately 5 base pairs
and that the protein binds dsDNA with a greater
affinity than ssDNA (Szymanski et al. 2010).

Figure 2: PriA total and proper ssDNA binding sites. The protein binds
strongly to 8 nucleotides (nt) but obtrudes over the 6 neighboring nt on either side of the proper ssDNA binding site, blocking a total of 20 nt. Figure
courtesy of Luke Bugada, 2014.

Certain structures within helicases are responsible for facilitating NA binding and directing
the helicase to specific DNA substrates. Winged
helix motifs are versatile structures that
typically bind the major and minor grooves
in double-stranded DNA (dsDNA), but are
capable of interacting with other proteins as
well (Gajiwala & Burley 2000; Stauffer & Chazin
2004). Another structure found to bind DNA in
helicases is the ARL. This structure typically
sits on the cleft between helicase lobes and is
responsible for coupling ATP hydrolysis to DNA
unwinding (Dillingham et al. 1999; Zittel & Keck
2005). However, in PcrA and RecQ, the ARL
can bind ssDNA through stacking of aromatic
residues with ssDNA bases (Zittel & Keck 2005;
Dillingham et al. 1999; Vindigni et al. 2010).
Much research has been directed at identifying
which sections of PriA interact with DNA. PriA
has been shown to recognize and bind two structural features of DNA, the 3’ ssDNA extension and
another structural feature, possibly the ssDNA
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bend, at three-way fork junctions (Nurse et al.
1999; Tanaka et al. 2007). The 3’ BD is responsible
for recognizing and binding 3’ ssDNA extensions
(Tanaka et al. 2007). In particular, mutagenesis
studies and crystal structures have shown the “3’
terminus binding pocket” within the 3’ BD is key
to nucleotide binding (Figure 1a) (Sasaki et al.
2007; Mizukoshi et al. 2003; Tanaka et al. 2007).
A structural feature found in residues 106-181 is
likely required for the second mode of binding
which is distinct from 3’ ssDNA terminal recognition (Tanaka et al. 2007). Before structural data
was available for the WH domain, Nurse et al.
suggested that PriA recognizes a sharp ssDNA
bend in this second mode of binding (Nurse et
al. 1999). However, now it is known that residues
106-181 form a WH domain, and an EcPriA
fragment consisting of only the WH domain
has been shown to bind partial duplex DNA in
vitro (Bhattacharyya et al. 2014; Gajiwala &
Burley 2000). Regardless of the actual role the
WH plays in DNA binding, cooperation seems to
exist between the WH domain and 3’ BD since a
peptide fragment containing both domains binds
DNA more strongly than either domain alone
(Bhattacharyya et al. 2014).
In contrast, PriA’s HD domain has a very low
affinity for DNA in the absence of the DBD
(Chen et al. 2004); however, this domain clearly
plays a key role in DNA binding because the
affinity of the isolated DBD for D-loop structures is reduced by a factor of 20 when compared
to the full PriA protein (Tanaka et al. 2002).
Furthermore, Szymanski et al. have shown that
EcPriA’s dsDNA binding site is located in the
HD (Szymanski et al. 2010), and, despite the
fact that the isolated DBD is capable of binding
D-loop structures, mutations in the HD are able
to prevent PriA D-loop binding (Tanaka et al.
2002). Furthermore, PriA’s ARL is found in the
HD (Figure 1a) (Bhattacharyya et al. 2014). A
similar ARL in RecQ and PcrA binds ssDNA, and
it is possible that PriA’s ARL is also able to bind
ssDNA (Zittel & Keck 2005; Velankar et al. 1999;
Bhattacharyya et al. 2014). The CTD is another
section of the HD likely involved in DNA binding
and has been shown to bind ssDNA, duplex DNA,
and branched DNA in vitro (Bhattacharyya et al.
2014).

Nucleotide Binding
All helicases must be able to bind nucleotides in
addition to DNA, and all alleged helicases possess
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the Walker A and B binding motifs in their
primary structure (Walker et al. 1982). These
motifs are responsible for binding nucleotide
triphosphates (NTPs), a process which induces
changes in the helicase’s structure, enabling the
protein to traverse and unwind NAs (Delagoutte
& Hippel 2002). The Walker A motif takes the
form GxxxxGKT and contributes to phosphate
group binding interactions (Caruthers & Mckay
2002; Schulz 1992). The Walker B motif includes
an aspartate residue and coordinates binding of
a magnesium cation (Caruthers & Mckay 2002).
The Walker motifs are commonly found on
the edge of a cleft between two or more major
domains. In PcrA and RecQ, the Walker A and B
motifs are found on the edge of a cleft between
two regions of the helicase core (Caruthers &
Mckay 2002; Vindigni et al. 2010). It is common
for a helicase to possess two or more nucleotide
binding sites, and this is particularly true when
the helicase is an oligomer composed of identical
subunits, each with a nucleotide binding site
(Delagoutte & Hippel 2002). However, nucleotides do not necessarily bind to all sites with
equal affinities. The E. coli DnaB helicase has
six nucleotide binding sites, one on each of the
six identical monomeric subunits, but three of
the sites bind nucleotides with a much higher
affinity than the remaining three (Bujalowski &
Klonowska 1993). Furthermore, helicases tend to
bind NTPs with a higher affinity than nucleotide
diphosphates (NDPs) (Delagoutte & Hippel
2002).
EcPriA, and presumably KpPriA, bind two
nucleotides at saturation, one at the strong
nucleotide binding site and the other at the weak
site (Lucius et al. 2006b). The strong nucleotide
binding site is assumed to be responsible for
nucleotide binding and hydrolysis, but it is not
known if the weak site has any function in vivo
(Lucius et al. 2006b). The strong site is created
by the Walker A and B motifs and positioned on
Helicase Lobe 1, right on the edge of the cleft that
forms between the two helicase lobes (Figure
1b) (Bhattacharyya et al. 2014). The crystal
structure includes a bound ADP molecule with
a phosphate group clearly interacting with the
Walker A motif. Unfortunately, there is no information regarding the weak nucleotide binding
site in the crystal structure (Bhattacharyya
et al. 2014). However, there is an additional,
partial Walker A motif in the primary structure
of EcPriA (Nurse et al. 1990), and Lucius et al.
have suggested that this could be the location of
the weak nucleotide binding site (Lucius et al.
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2006b). This partial Walker A motif is found on
Helicase Lobe 2 of KpPriA, and sits on the gap
between the two helicase lobes across from the
strong nucleotide binding site (Figure 1b).
The strong nucleotide binding site exhibits a
clear preference for adenosine nucleotides, and
binds ADP with an affinity of at least ~2 orders
of magnitude greater than GDP and pyrimidine
nucleotides whereas the weak nucleotide binding
site displays less of a preference in nucleotide
binding (Lucius et al. 2006b). This could be due
to the fact that the strong nucleotide binding site
consists of both the Walker A and B motifs, and
the weak site only has the Walker A motif (Lucius
et al. 2006b). The Walker A motif likely binds the
nucleotide’s phosphate group and the Walker B
motif could be responsible for the strong site’s
increased affinity for adenosine nucleotides
(Lucius et al. 2006b). The data also indicate that
cooperative interactions occur between the two
binding sites, and Lucius et al. have proposed
that the weak binding site could be an allosteric
control that influences PriA’s processivity or
interactions with its DNA substrates (Lucius et
al. 2006a).

Coupling NTP Hydrolysis with DNA
Unwinding
All helicases bind NTPs, hydrolyze these
substrates, and then release the products. This
process drives helicase function as the individual
steps are coupled to DNA unwinding (Lohman &
Bjornson 1996). All the details of this coupling
process are not yet known, but it is clear that
conformational changes and the ARL play key
roles.
Extensive mutagenesis studies have been
performed on the ARL in RecQ and PcrA. Zittel
and Keck showed that two RecQ ARL mutants
required a much higher ssDNA concentration
to stimulate activity whereas a third displayed
significant levels of ATP hydrolysis in the
absence of DNA (Zittel & Keck 2005). These
abnormalities were observed despite the fact
that all three mutants bound DNA with apparent
wild type affinities and hydrolyzed ATP with
approximately wild type maximum efficiencies
(Zittel & Keck 2005). These results indicate
that the ARL is able to suppress RecQ’s ATPase
activity and that the energy of ATP hydrolysis
was unable to be harnessed to unwind DNA (Zittel
& Keck 2005). Similarly, a PcrA ARL mutant with
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approximately wild type kcat and Km values for
ATP hydrolysis and only a slightly decreased
affinity for ssDNA displayed disproportionately
reduced levels of helicase activity (Dillingham
et al. 1999).
Coupling is also achieved through conformational changes. Nucleotide binding, hydrolysis,
and release results in a series of conformational
changes that drive helicase action (Marians 1997;
Delagoutte & Hippel 2002). Two crystal structures of Rep helicase bound to ssDNA provide
insight into how nucleotide binding can affect
translocation along DNA. In one structure, Rep
is bound to ssDNA. In the second structure, Rep
is bound to ADP in addition to ssDNA, and one of
Rep’s domains has swiveled 130° (Korolev et al.
1997; Marians 1997). Korolev et al. suggested that
Rep could use this ADP induced conformational
change to translocate along ssDNA (Korolev et
al. 1997), but it is not known if this hypothesis is
accurate (Marians 1997). Furthermore, Marians
has observed that secondary structural features
contact both the ATP-binding site as well as
the DNA-binding site of the Rep helicase and
has suggested that conformational changes at
one site could be coupled to the other through
secondary structural elements (Marians 1997).
Little is known about coupling between nucleotide hydrolysis and helicase activity in PriA. To
date, only one crystal structure of the complete
helicase has been obtained (Bhattacharyya
et al. 2014), and it is difficult to draw conclusions about conformational changes with one
structure. However, PriA’s ARL can be identified
in this structure, and the ARL could play a role
in helicase coupling. Mutations within the ARL
block binding to D-loop structures and reveal
little about the ARL’s coupling role (Tanaka et
al. 2002). More information is needed before any
conclusive statements can be made regarding
PriA’s coupling mechanism.
However, it is clear that communication occurs
between PriA’s nucleotide and DNA binding sites
that results at least partly from conformational
changes within the helicase. Fluorescence data
show that binding of a short ssDNA fragment that
only occupies the proper PriA ssDNA-binding
site lowers the affinity of both the strong and
weak nucleotide binding sites for ADP (Lucius
et al. 2006a). Furthermore, occupation of both
binding sites with ADP causes the helicase to
bind ssDNA with an increased affinity that is
possibly the result of an additional section of
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the protein becoming involved in ssDNA binding
(Lucius et al. 2006a). Data also reveal that
PriA’s nucleotide binding sites are involved with
duplex DNA binding and that the occupation of
both nucleotide binding sites by ADP increases
PriA’s affinity for duplex DNA (Szymanski et al.
2010). Coupling within the PriA helicase plays
a key role in DNA unwinding and should be
investigated further.

Mechanisms of DNA Unwinding
Several mechanisms have been proposed to
describe helicase mediated DNA unwinding
and can be classified as either passive or active
(Lohman & Bjornson 1996; Lohman 1993). A
passive mechanism takes advantage of the
tendency of dsDNA to “fray” at the ends and
expose short stretches of ssDNA (Lohman
1993; Delagoutte & Hippel 2002). In a passive
mechanism, the helicase traverses ssDNA unidirectionally towards the duplex DNA, trapping
frayed ssDNA at the ss-/ds-DNA junction, effectively unwinding the duplex DNA by continuously preventing the reannealing of frayed
ssDNA (Lohman 1993). It is unlikely that a
passive mechanism is used by helicases because
the rate of unwinding is limited by the rate
of dsDNA fraying (Lohman 1992).
Active mechanisms require the helicase to
possess at least two DNA binding sites and can
be broken down even further into two types
(Lohman 1993; Lohman & Bjornson 1996). The
torsional model is an active mechanism that
requires the protein to have at least two ssDNA
binding sites (Lohman & Bjornson 1996). The
helicase binds to both ssDNA strands at a ss-/
ds-DNA junction and pries apart the duplex
region (Lohman 1992). The second type of active
mechanism contains the rolling and inch-worm
models (Lohman 1993; Lohman & Bjornson 1996).
The rolling model requires a minimum of two
identical DNA binding sites capable of binding
both ssDNA and dsDNA (Lohman & Bjornson
1996; Lohman 1993). One site remains bound to
a ssDNA fragment while the other binds and
catalyzes unwinding of duplex DNA (Lohman
1993). This site then remains bound to the newly
exposed ssDNA while the other site binds a new
duplex region and repeats the process (Lohman
1993). In contrast, the inch-worm model requires
a ssDNA only binding site and an additional site
that is capable of binding ssDNA and dsDNA
(Lohman 1993; Lohman & Bjornson 1996). These
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Figure 3: Inch worm model for DNA translocation. (A) Crystal structure of PcrA showing the four domains. (B) Cartoon depiction of PcrA translocation
along ssDNA based on the inch worm model. (1) Domain 1A is bound to ssDNA. A cleft exists between domains 1A and 2A. (2) ATP binds to PcrA, causing
2A to bind more tightly to the ssDNA as 1A releases the ssDNA and slides closer to 2A, closing the cleft and resulting in translocation. (3) ATP is hydrolyzed
and released. 1A binds tightly to the ssDNA as 2A releases the ssDNA and slides away from 1A. This reopens the cleft as PcrA translocates farther along
the ssDNA and leaves domains 1A and 2A in the same position they were at (1). Luke Bugada, 2014.

two sites propel the helicase along a ssDNA
strand with the ss-/ds-DNA binding site in the
lead as it interacts with the region of duplex DNA
that is being unwound (Lohman 1993; Lohman &
Bjornson 1996). An example of the inch-worm
mechanism will be discussed in detail.
Velankar et al. (1999) have proposed a mechanism
for PcrA translation along ssDNA and duplex
DNA unwinding based on five independent
crystal structures (Figure 3). At the starting
stage of ssDNA translocation, PcrA is bound
only to ssDNA. In this state, domain 1A is tightly
bound to the ssDNA and a cleft exists between
domains 1A and 2A. ATP then binds to the
helicase, resulting in tight binding of domain 2A
to the ssDNA, release of the ssDNA by domain
1A, and movement of domain 1A to 2A to close the
cleft between the two domains. This step results
in movement across the ssDNA. Hydrolysis
of the bound ATP molecule and release of the
hydrolysis products results in tight binding of
domain 1A to the ssDNA, release of the ssDNA
by domain 2A, and movement of domain 2A
away from 1A to reopen the cleft. This results in
further movement along ssDNA in a continuous
direction. When the helicase encounters a ss-/
ds-DNA junction and enters the closed state
(Figure 3b, stage 2), domains 1B and 2B bind the
duplex DNA, creating strain that destabilizes
4-5 base pairs. These base pairs are then bound
by domains 1A and 2A as translocation continues.

a “wedge” element responsible for destabilizing duplex DNA (Bhattacharyya et al. 2014).
Bhattacharyya et al. proposed that ssDNA could
be engaged by PriA’s helicase core as the Cys-rich
region is pushed into duplex DNA that is destabilized by the β-hairpin “wedge” (Bhattacharyya
et al. 2014). However, much more evidence is
needed before it is clear whether or not this
mechanism is probable. The β-hairpin must
be investigated to see if it does play a key role
in unwinding of duplex DNA. Furthermore,
obtaining intermediate crystal structures of
the DNA unwinding process would reveal much
about PriA’s mechanism of DNA translocation
and unwinding.
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PriA’s mechanism of DNA unwinding is not
clear. The helicase possesses a variety of
domains capable of binding DNA that could play
fundamental roles in ssDNA translocation and
unwinding of duplex DNA. PriA does possess
a β-hairpin in the CRR that could function as
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Abstract
This review describes oxygen consumption,
both in terms of a goal of weight management
and aerobic training. It introduces excess postexercise oxygen consumption (EPOC) and the
benefits that can come from it. EPOC can aid in
weight management as a means to continue to
expend energy even after exercise has ceased.
This review also discusses the many determinants of EPOC and analyzes the effects of
various conditions on the elevated consumption.
Such conditions include duration and intensity of
exercise, training status, and supplementation.
Later discussed are the possible underlying
mechanisms and how they are responsible for
EPOC. Although they have yet to be well-understood, these mechanisms provide insight into
how EPOC is facilitated and why it occurs at all.
More research is being conducted in attempts to
better understand this concept and how EPOC
can be advantageous to our human health.
Consistent aerobic exercise leads to many
health benefits such as a positive impact on
blood lipid levels and blood pressure, as well
as increased energy expenditure for healthy
weight management. Additionally, regular
aerobic exercise can positively affect mental
health, such as reducing depression and anxiety
(Mersy, 1991). In general, aerobic exercise
decreases the risk of the development of cardiovascular disorders, or disorders that affect the
heart, blood vessels, or both. Given the significant burden of cardiovascular disease, aerobic
exercise is a commonly prescribed lifestyle
modification and is therefore important to fully
understand.
Proceedings 2014

Regular aerobic exercise causes the body to
increase its oxygen consumption, otherwise
known as its VO2. The consumption of oxygen
fuels mitochondrial activity within muscle cells
to produce ATP, the primary energy currency
of all cells. During exercise, increased ATP is
necessary in order to fuel contraction-relaxation cycles of muscles that together allow for
body movement. With prolonged activity, the
substrate for oxidative metabolism can come
from stored energy sources, promoting weight
loss. Ultimately it is the mass balance of energy
intake versus energy expenditure that determines whether one will gain, lose, or maintain
weight.

Exercise and Energy Expenditure
Overview

Given the hemodynamic and metabolic effects
that aerobic exercise has on the body, there
are two main reasons people engage in aerobic
exercise. Some are simply looking to regulate or
lose weight (Casazza, 2013), and aim to increase
total energy expenditure in order to achieve net
negative energy balance. However, others are
high-performance athletes who depend on their
ability to efficiently consume oxygen in order
to perform the most work possible, or maintain
high intensity levels. The ability to consume a
lesser amount of oxygen to perform the same
activities is advantageous for these athletes.

37

X
HEALTH
SCIENCE
Oxygen Consumption

The most efficient and most lucrative energyproducing pathway is aerobic metabolism, which
uses oxygen to produce ATP. Aerobic exercise
has been shown to improve cardiovascular
structure and function while increasing energy
expenditure and psychological benefit (Fletcher,
1996). When aerobic exercise is performed, VO2
increases to provide the substrate for energy
production. VO2max, the maximal VO2 achieved
during progressive-intensity exercise, is a
measure of aerobic capacity. A variety of factors
can impact VO2max including age (Fleg, 1988),
sex (Hutchinson, 1991), training status (Sedlock,
1994; Caputo, 2004), environmental condition
(Sawka, 1985) and supplementation (Brilla,
1990). Further, often times, submaximal exercise
is quantified relative to one’s VO2max. Thus, in
many ways, exercise and oxygen consumption
are intimately related.

of a 3-hour period, EPOC remained elevated after
high-intensity but not low-intensity exercise
(Phelain, 1997).
Additionally, multiple, shorter bouts of exercise
produce a greater EPOC response than one
longer, continuous bout. Subjects cycling at 70%
VO2max twice for 15 minutes produce a greater
magnitude of EPOC after the two bouts than
those cycling once for 30 minutes, as seen in
Figure 1 (Almuzaini, 1998). Therefore, repeated
shorter bouts of exercise are more beneficial to
those trying to lose or regulate weight than a
longer, continuous bout.

Excess Post-Exercise Oxygen
Consumption
Overview

When exercise occurs, the demand for oxygen
immediately rises, while the increase in oxygen
consumption is somewhat delayed. Thus, an
oxygen deficit is created in which the body’s
amount of oxygen consumption does not match
the demand driving ATP production. Eventually,
steady-state conditions are reached whereby
the supply and demand is well-matched. Upon
cessation of exercise, the demand for oxygen
immediately declines. However, VO2 remains
elevated even after the exercise is over. It is
thought that this excess post-exercise oxygen
consumption (EPOC) occurs in order to make up
for the inadequate oxygen consumption at the
beginning of exercise. EPOC can be especially
useful in weight control (Baum, 2008), but the
specific mechanisms that facilitate prolonged
EPOC remain unknown (Børsheim, 2003).

The Effect of Duration and Intensity

Both the duration and intensity of a given
exercise bout, and the steady-state VO2 levels
reached can impact EPOC. Intensity of exercise
has been shown to affect both duration and
magnitude of EPOC, whereas exercise duration
only affects duration of EPOC (Sedlock, 1989).
Average EPOC after high-intensity exercise
is higher than at low-intensity, and at the end
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Figure 1. The differences in magnitude of EPOC between split and
continuous exercise bouts. (Almuzaini, K.S., Potteiger, J.A., & Green, S.B.
(1998). Effects of split exercise sessions on excess postexercise oxygen
consumption and resting metabolic rate. Canadian Journal of Applied
Physiology, 23(5), 433-443. © Canadian Science Publishing or its licensors.)

The Effect of Training Status

It is difficult to examine the effect of training
on EPOC response due to the differences in
relative and absolute workloads between trained
and untrained individuals. When the two groups
work at the same relative workload, the absolute
workloads differ and vice versa. When trained
and untrained males exercised at the same
relative workload of 50% VO2max until the same
energy expenditure was reached, no difference
in the magnitude or duration of the resultant
EPOC was observed (Sedlock, 1994). The difficulty of determining direct impacts of various
conditions (training, environmental, supplement,
etc.) on EPOC is that many of these conditions
impact the intensity (relative to VO2max) of the
exercise bouts themselves. Thus, dissociating
the direct impacts on EPOC versus the impact
of the initial exercise but has proved difficult.
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Mechanistic Properties of EPOC

Rapid EPOC observed soon after the end of
exercise can be attributed to a number of underlying mechanisms in the body. During exercise,
oxygen deficits are created due to the widespread
demand of this substrate. The oxygen consumed
post-exercise is used to metabolize lactate to
produce energy in the mitochondria and to
replenish the depleted oxygen levels in skeletal
muscle and blood (Gaesser, 1984).
During exercise, the amount of ATP and creatine
phosphate in the blood deplete significantly, but
they are replenished in the recovery period when
VO2 is elevated. Also during recovery, the 70% of
lactate accumulated in the muscles is removed
and released into the blood, further producing
energy (Bangsbo, 1990).
Prolonged EPOC is not yet well-understood,
but the elevated levels of ventilation and circulation, as well as an increased heart rate, can
contribute (Bahr, 1992). The oxygen consumed
post-exercise is important in order to return the
body to its resting state. A possible mechanism
for prolonged EPOC is ß-adrenergic stimulation (Børsheim, 1998). Catecholamines such
as epinephrine and norepinephrine are elevated
in the bloodstream during exercise. Energy
expenditure is stimulated by catecholamines,
through these ß-adrenoreceptors. It takes time
for these catecholamine levels to return to
baseline following the end of exercise, causing
a prolonged, elevated energy expenditure
post-exercise.
Additionally, during this state of EPOC, reduced
blood pressure levels are seen following the

cessation of exercise. It is unlikely that these
reduced levels are seen because of an increased
production of NO (Halliwill, 2000). However,
like many mechanisms of EPOC, it has yet to
be determined what causes these reduced blood
pressures.

Altering EPOC

EPOC can be affected through many factors
such as intensity and duration of exercise,
as discussed above. Additionally, given that
cardiac output is a primary determinant of VO2
(along with the arterial-venous oxygen content
difference), factors that impact cardiac output
may lead to alterations in VO2 if not reflexively
compensated for. At the level of the muscle,
any substance capable of modulating mitochondrial respiration will impact VO2 as well. One
such substance that is capable of both hemodynamic and metabolic effects is the gaseous
signaling molecule nitric oxide. Nitric oxide can
be synthesized within the body via nitric oxide
synthase during the conversion of L-arginine
to L-citrulline. Additionally, the reduction of
nitrate to nitrite to nitric oxide can also increase
NO bioavailability.

Nitrates in the Body
Nitrates Pathway to Nitric Oxide

The two main sources of nitrate in the body
are dietary intake and the oxygen-dependent
L-arginine-NO synthase pathway. We can either
consume nitrates in the foods we eat or our
bodies can convert L-arginine to nitric oxide. As
seen in Figure 2, when inorganic nitrates (NO3-)

Figure 2. The pathway showing the reduction of ingested dietary nitrates to the gaseous nitric oxide. Figure courtesy of Genevieve Kocoloski, 2014.
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are consumed, salivary bacteria convert them to
nitrite (NO2-). Deoxygenated hemoglobin further
convert the nitrites to nitric oxide (NO). If at any
point this pathway is interrupted, the effects
of ingesting nitrates will not be seen.

Nitric Oxide’s Role in the Body

Nitric oxide is the substance responsible for
relaxation of blood vessels, which will in turn
increase oxygen delivery to the rest of the
body. In addition to its hemodynamic effects, it
has also been shown to stimulate mitochondrial
biogenesis (Clementi, 2005; Nisoli, 2004), or
production of new mitochondria.
More recently discovered is NO’s effect on
oxygen consumption during exercise. A recent
study has shown that the ingestion of nitrate
supplements can both decrease VO2 and improve
athletic performance (Cermak, 2012). However,
because the amount of nitrates necessary to
see these effects translates to 200-300 grams of
spinach or beet root, concentrated supplements
are commonly used to provide a more practical
means of ingesting the substance.

Nitrate Supplements
Organic Nitrates

Many organic vegetables, such as beet root
and leafy greens, are good sources of nitrates.
However, in order to obtain significant increases
in plasma nitrates from these organic foods,
one would have to consume two to four times
the recommended serving size (Cermak,
2012). Instead, nitrate supplements such as
concentrated beet root juice are commonly used.

Effect of Dosage on Results

Since nitrates have been shown to improve
athletic performance with their effects peaking
around 2.5 hours after ingestion, it would be ideal
to consume the supplements relatively close to
the start an event. However, the consumption of
the beet juice this close to competition may not
be ideal for many athletes. This led to a study
that determined whether the duration of dosage
of the nitrate supplement played a role in the
magnitude of its effects.
Chronic ingestion of beetroot juice has been
shown to improve exercise efficiency and peak
power during a maximal effort, incremental
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exercise test. After 15 days of consuming beet
root juice, VO2max significantly decreased while
the peak power significantly increased (Jones,
2012). Significant effects were not observed 2.5
hours or 5 days after ingestion. This increase in
exercise tolerance can be attributed to a constant
source of nitrates available to the body.

Usefulness of Supplementation

Nitrate supplementation has been shown to result
in many different hemodynamic and metabolic
effects. These effects include a decrease in blood
pressure, increase in heart rate, and decrease in
VO2max at a given workload. Because a decrease
in VO2 is coupled with a decrease in energy
expenditure, supplementing would not be useful
when trying to lose weight, but more beneficial
to those trying to improve athletic performance.
Nitrate supplementation can be beneficial to
performance, but it is important to consider
the goal of the exercise when deciding if it is an
appropriate supplement.

Conclusions
As stated above, exercise can provide many
health benefits for those seeking to manage their
weight or improve their athletic performance.
Due to these important benefits, research
has been done to find ways in which oxygen
consumption can be altered to positively impact
health. EPOC, a measure of oxygen consumption
post-exercise has been found to play a key role
in weight management, and thus has received
much attention. Various substances such as
nitric oxide have been found to impact oxygen
consumption both during and after exercise.
Nitric oxide, which can be obtained through
organic nitrate sources, has been shown to
decrease VO2max and also decrease blood
pressure when ingested prior to exercise. It
has also been shown to improve performance
in a competitive atmosphere. Effects of nitrate
supplementation are continuing to be investigated, but evidence so far indicates its usefulness
in performance exercise.
Aerobic exercise can help decrease the risk of
many health issues, including but not limited
to cardiovascular disorders. It’s important to
be aware of the many factors that can impact
aerobic fitness and how they play a role in human
health. When considering possible methods
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to impact VO2 or fitness in general, it’s important
to consider all of the effects of the intervention
to determine whether or not that route is
appropriate in achieving the ultimate health
goal.
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The University of Dayton is a Catholic and Marianist institution, and it has been so since its founding
in 1850. In addition to being the foundational identity of the University and a core element even of its
changing curriculum, the Catholic faith has predominantly defined the religious orientation of the
student body. Now, 164 years after its founding, the University is still Catholic, but its student body
is much more diverse in terms of religious identification and needs. As a Catholic institution, how is
the University to handle this new reality of growing religious diversity? How might the University’s
accommodation of students of different religious affiliations affect the institution’s fundamental
Catholic identity and mission? These questions are relatively new for the University of Dayton,
as they are also for other Catholic colleges and universities, since for much of the history of these
institutions the question of multiple faiths on Catholic campuses has not been addressed. These
institutions are in the initial stages of an on-going process of developing multi-faith and interfaith
accommodations as additions to or modifications of their traditional Catholic spaces. This process is
and will continue to be a developmental and evolutionary matter. At the University of Dayton both
the new reality of religious diversity and its initial accommodation can be observed in the history
and present state of a new interfaith prayer room that is housed in the Rike Center, the home of the
University’s Center for International Programs. While the larger questions of how the University of
Dayton’s Catholic and Marianist identities will ultimately be affected and changed by this diversity
are beyond the scope of this essay, a focus on the Rike Center Prayer Room provides an opportunity
to identify and examine the challenges for interfaith dialogue and their manifestation within the
built environment of a Catholic campus. That this Prayer Room at present serves predominantly if
not exclusively a Muslim student population is key to understanding the initial stages by which the
University is moving toward true interfaith dialogue and its spatial accommodation on campus.
Even within the past five years, there has been noticeable change in student demographics at the
University of Dayton. According to the University Fact Books of 2008 and 2013, the number of
full-time undergraduate international students has grown from 133 in 2008 to 698 in 2013.1 Stemming
from this growth, the percentage of identified full-time undergraduate students who are non-Catholic
has grown from 20% to 27% over the same period.2 Of that 27% of non-Catholic students, about 57%
are Muslim.3

1.

Data Warehouse, University of Dayton Fact Book Fall 2008, University of Dayton Office of the Registrar, 2008, 3.

2.

Banner ODS, University of Dayton Fact Book Fall 2013, University of Dayton Office of the Registrar, 2013, 2.

3.

Banner ODS, Fact Book, 2.
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Significantly, the current Mission Statement of the University of Dayton expresses an openness
that encourages the accommodation for the increased presence of individuals of different faiths
on campus. “The University welcomes persons of all faiths and persuasions to participate in open
and reflective dialogue concerning truth and the ultimate meaning of life...,” the statement asserts.
“As Marianist,” the statement continues, “the University focuses on educating the whole person
in and through a community that supports and challenges all who become a part of it.” By logical
extension, this Mission Statement effectively calls upon the University to accommodate interfaith
and multi-faith worship. This includes accommodation for Muslim students, the population that, as
indicated above, is predominantly served by the Rike Center Prayer Room. However an important
question, given that the Prayer Room is ostensibly an interfaith space, is how suitable is it as a space
for Muslim worship?
To address this question, and before describing the actual space of the Prayer Room, it is necessary
to comprehend the spiritual needs of Muslims during prayer. There are five principal aspects that
are central to Islam, and these are called the “Five Pillars”: confession of faith, prayer, fasting,
almsgiving, and pilgrimage.4 The first Pillar acknowledges that there is no other god other than
Allah, and Muhammad is his prophet. The second Pillar is a consistent form of Muslim worship and
action that allows Muslims to remain constant in their faith. Focus on this second Pillar is essential
to understanding the needs and requirements in a Muslim sacred space.
To fulfill the second Pillar, Muslims must perform ritual prayers called salat five times each day:
sunrise, noon, mid-afternoon, sunset, and one hour after sunset.5 These prayers have a set script and
various postures in order for the individual to place all focus effectively on Allah and to engage the
whole body in prayer. It is not mandatory that these regular salat prayers be said in a mosque or
some other sacred space; rather, prayer may be undertaken at wherever location a person finds her
or himself at the time that prayer is necessary. On Fridays, however, there is an additional jumah
prayer. For this prayer, Muslim men must go to a mosque, which is a sacred space of prayer and
community gathering, or they must retire to a similarly important sacred space for both prayer
and the hearing of a special sermon given by a member of the Muslim clergy called an Imam.6
Women are allowed to attend Friday service, but their presence is not mandatory. Considering the
requirements of salat and jumah, prayer is thus central to a Muslim’s day and week.
Before prayer, Muslims must perform what is called wudu, an ablution to achieve physical purification of the body. This purification requires a Muslim to wash his or her hands, mouth, nose, face,
arms, hair, ears, and feet and to do this three times in succession.7 All of this can be done in a sink
or a fountain; it does not require soap or undressing. In Islamic belief, purification occurs via wudu,
but also prayer itself is meant to purify the heart. Significantly, these two forms of purification are
related. To this end, it is important to Muslims that they cleanse their bodies so that both spiritual
and physical purification can be achieved during prayer.
For prayer, men and women also need to be properly clothed. Men should cover the area between
their navels and knees, and women should cover their whole bodies, save for their hands and faces.8
It is also necessary that Muslims pray eastward in the direction of Mecca, which is the birthplace
of Muhammad, the founder of Islam and a prophet of God.9 Notably, salat is meant to provide a
connection between a Muslim and God. How, then, has the University of Dayton made provision to
aid its Muslim students in practicing their faith and hence establishing a connection with God on its
Catholic and Marianist campus?

4.

Robert E. Van Voorst, “Encountering Islam: The Straight Path of One God,” In Relg, (Boston, MA: Wadsworth, 2013), 314.

5.

Van Voorst, Relg, 315.

6.

Van Voorst, Relg, 316.

7.

Mamdouh N. Mohamed, Salaat :The Islamic Prayer From A to Z, (Falls Church, Va.: B 200 Inc., 2005), 31-46.

8.

Mohamed, Salaat, 52.

9.

Van Voorst, Relg, 315.
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Even before the establishment of an interfaith Prayer Room in the Rike Center, and in specific
response to the needs of Muslim students, the University of Dayton took several actions with regard
to providing available space for prayer. Beginning around 1988, the University set aside a small
space set in the lower level of Founders Hall specifically for Muslim students. This was a very
modest space, but it served its function since the Muslim student population was much smaller
than it is at present. But by 2007 the Muslim student population had grown considerably, leading
the University to new action.10 To accommodate this increased number of students, a second prayer
space, again specifically for Muslim students, was created in the lower level of Alumni Hall. That
larger space was available for use 24 hours a day, 7 days a week.11 While the creation of that new
space alleviated the immediate issue of limited space, there new problems arose. In that space
there were no adequate places to perform ablution, requiring students to go to a nearby bathroom in
a situation that was messy, crowded, and inconvenient. There was also no room divider to separate
men and women during prayer. Typically in a mosque and in times of prayer, Muslim women should
be out of the sight of men. There are different ways to achieve this. Screens can be used to separate
the two groups, women can sit behind the men, or women can pray in a completely separate room—
this separation preserves the dignity of women so they can comfortably move through the different
prayer postures during salat.12 While a partition is not required for prayer, some women feel more
comfortable going through the different postures of prayer without having to worry about the
immediate presence of men.
For a few years, Muslim students conducted
daily prayer in the Alumni Hall space, but that
space itself soon proved too small to accommodate the larger Muslim student population,
especailly for the Friday jumah prayer. This
Friday prayer was eventually conducted in
Kennedy Union or, on occasion, in the Women’s
Center in Alumni Hall. Then in 2011, renovations were being made in the Rike Center to
accommodate the University’s Center for
International Programs. It was at this time
that ablution sinks were installed in two rooms
that could be set aside for Friday prayer. These
renovated rooms, which together formed the
collective space of the eventual interfaith
Prayer Room, would be used mainly for classes
and meetings during the week, but on Fridays
Muslim students were able to use the rooms
to conduct their requisite prayer.13

Figure 1. Rike Center Prayer Room. Photo courtesy of Krista Bondi 2014.

Even though after 2011 both designated and
occasional prayer space of a larger nature
was made available for Muslim students in
various locations on campus such as the Rike
Center and Kennedy Union, the population of
Muslim students continued to increase and
create demand for yet more space to accommodate prayer. Eventually the Muslim Student
Association, a group supported by Campus

10. 2007 was the year in which key card access was implemented for the residence halls, Founders Hall being one of them.
Because of this, Muslim students were not always able to gain access into the building to go to their sacred prayer space.
11. Crystal Sullivan, Interview by author, Dayton, OH, July 23, 2014.
12. Robert E. Van Voorst, “Encountering Islam: The Straight Path of One God,” In Relg, (Boston, MA: Wadsworth, 2013), 316.
13. Sullivan, Interview.
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Figure 2. Muslim women’s prayer garments. Photo courtesy of
Krista Bondi 2014.

Ministry, asked for more space, and since Campus
Ministry was already planning to create an official
interfaith prayer space, the students’ wish was in effect
granted. Therefore, in January 2014, the two rooms in
the Rike Center that had earlier been made available for
occasional prayer were officially joined and designated
officially as an interfaith prayer room, available for use
by people of all faiths, all days of the week. Even though
the room is simply identified as a Prayer Room, evidence
of its dedicated purpose, and specifically its dedicated
interfaith purpose is found on a sign that Campus Ministry
provided at the entrance of the space. The sign states: “We
hope all will find here a space for worship, private prayer
and reflection, meditation, and holy reading…Please be
respectful of the traditions of others when using this
space.” This space was thus created as an interfaith space
as so to include all students of any and all faiths in need
of a sacred space. Notwithstanding this stated intention,
Campus Ministry clearly understood that the room would
be used mainly as a Muslim prayer space.14 That stated,
the reason why the room was not specifically designated
as a Muslim prayer space is because Campus Ministry did
not want it to seem as though it were favoring the Muslim
students over students of other non-Catholic faiths.15

The Prayer Room (Figure 1) is a large room with two separate entrances: Rike Center room entrances
205 and 207. In theory the door labeled “room 207” is meant as a women’s entrance that leads into the
larger, conjoined space. Walking into the space, the visitor finds some key, visible features that make
it recognizable and suitable for Muslim prayer. One of the most noticeable features is the pattern
of lines of the prayer rugs on the floor. Red prayer rugs diagonally line the room and are oriented
eastward in the direction of Mecca. The straight rows of rugs represent the equality of all people
before God.16
Another key aspect of the space is its simplicity. There are no images, and there are only a few
hangings on the walls. Islam does not permit the worship or even the creation of images of God as
the main focus should only be on Allah, not on a representation of such.17 Prayer is meant to be a
one-to-one connection with Allah. There should be no figurative images or idolatry in the space. This,
however, does not mean to imply that a Muslim prayer space needs to be devoid of any decoration as
beautiful, non-figurative work can add a feeling of the sacred to the space.
While it is beneficial to have a simple space so that prayer can be strictly focused on Allah, it is also common
to have beautifully decorated mosques. Having geometric, ornamental designs in mosques became
a way to express Islamic symbolism.18 The interior of a mosque, with its intricate calligraphy and
designs, is meant to mimic paradise. In the Islamic perspective it is believed that humans are born
into a perfect world, and it is humans who ruin that perfection; mosques are meant to recreate
an ideal world as well as to allude to the paradise of the afterlife.19 Mosques are thus spaces

14. The room’s upkeep is overseen by Campus Ministry, and there is also a prayer room advisory committee consisting of
students, faculty, and staff who meet and discuss the continued needs of the space.
15. Crystal Sullivan, Interview by author, Dayton, OH, July 23, 2014.
16. Van Voorst, Relg, 315.
17. Van Voorst, Relg, 306.
18. Rudolf Stegers, Sacred Buildings (Boston: Birkhäuser, 2008), 47.
19. Jale Nejdet Erzen, “Reading Mosques: Meaning and Architecture in Islam,” The Journal of Aesthetics and Art Criticism
69 (2011): 127.
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in which people can imagine the ideal and perfect. In
order to reflect this paradise, the aesthetics of the sacred
space need to be beautiful and pleasing to the eye. Even
the quality of light in the room can have a spiritual impact
on the space. Light in a sacred space can often allude to
heaven, and having a beautiful amount of light in such a
space can symbolize God’s presence.20
There are white screens in the back of the Prayer
Room (Figure 1). These screens are the dividers
for the men and women during times of prayer. As
mentioned, these screens are not required but are assets
to the space for they help in making those feel comfortable
while in the room.
On the women’s side of the room, there are available articles
of proper clothing that can be worn during prayer (Figure
2). As stated, it is essential that a woman’s body be entirely
covered, save for her face and hands; the clothing worn
should also be loosely fitted so that attention will not be
brought to the shape of the body.21 Having such clothing in
the Prayer Room is convenient for the women so that they Figure 3. Ablution sinks. Krista Bondi 2014.
do not have to carry their own garments every time for prayer.
No matter what time of day, female students can go to this room to pray, knowing that all of the necessities
for prayer are there, and then continue on with their days.
Continuing on the topic of separation, this Prayer Room has two separate sinks for ablution: one for
men and one for women (Figure 3). The entrances for either sink are on the opposite sides of the
room, so again there is one on the women’s side and one on the men’s side. Included with these sinks,
there are small stools that can be used to make the washing of the body easier and paper towels
for drying after the ritual.

Figure 4. Books and storage space. Krista Bondi 2014.

Another aspect of the room is the
large bookcase (Figure 4) with books
about Islam, and this bookcase also
has space for people store their
shoes so that the prayer rugs, where
Muslims prostrate, stay clean. While
it is not required for Muslims to
remove their shoes during prayer,
Muslims typically do so since shoes
often carry impurities such as dirt.
As it is essential that prayer is a
purifying act, any impurities must be
removed. Along with storage space
for shoes, there is a variety of books,
such as multiple copies of the Qur’an,
books about Muslim women, and even
books about mosques. Having such a
resource in the room allows students,
both Muslim and non-Muslim,
to learn more about the ideas and
traditions of Islam.

20. Jale Nejdet Erzen, “Reading Mosques: Meaning and Architecture in Islam,” The Journal of Aesthetics and Art Criticism
69 (2011), 127.
21. Mamdouh N. Mohamed, Salaat :The Islamic Prayer From A to Z, (Falls Church, Va.: B 200 Inc., 2005), 52.
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While the Prayer Room is a valuable space for students on campus, and it is certainly more suitable
than what was available to Muslim students in the past, there remain certain inconsistencies with the
room. One of these inconsistencies resides in the overall aesthetic of the space. Even though there
are multiple aspects of the room that make it suitable for prayer, the space itself lacks a quality of
permanence. It seems as though the space is still undergoing modification; it looks part classroom,
part prayer room, and not wholly one or the other. There is still a whiteboard in the room as well as
a computer cart (Figure 5). To create a truly dedicated atmosphere for prayer, more attention would
need to be given to the design of the room so that it could serve as a permanent sacred space rather
than an obviously temporary one.
To transform a space into a sacred space, especially one that communicates permanence and
dedication, there should be the possibility that those who enter experience a sense of awe in the
physical space itself, meaning that all who enter should revere the space’s physical attributes.22 For
example, when entering a dedicated cathedral or mosque, there is a clear sense that one is immersed
in the purposefully sacred. In this circumstance a person experiences an important transition from
the outside, secular world to the interior, sacred environment, all of this being done in no small
measure by architectural intention and directed design. While a sacred place is in some respects
an intermediate space in which people can connect the earthly and the spiritual realms, it needs to
be a space that is clearly recognizable in earthly terms as distinct and special.23 Again, to create
a shared sense of awe in such a space, there must be a clear, intended design. Attention to the
lighting or even the use of a high ceiling can help inspire a feeling of the sacred.24 Both natural and

Figure 5. Present computer cart and white board are evident tracings of a former classroom. Krista Bondi 2014.
22. Karla Johnson, “The Multi-Faith Center: Practical Considerations for an Important Campus Facility,” Planning for
Higher Education 41 (2012): 301.
23. Thomas Barrie, “Sacred Space and the Mediating Roles of Architecture,” European Review 20, no. 1 (2012): 80.
24. Johnson, “The Multi-Faith Center,” 301.
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artificial lighting, when positioned with purpose, can benefit a space. Highlighting certain architectural features through light can emphasize a room’s beauty and inspire contemplation and prayer.
When a sacred space is forced into an old classroom or office for the sake of available space, wherein
the space’s former use can still be detected, a feeling of the sacred is diminished. Reminders of the
secular world distract the senses from the spiritual world.
The major inconsistency with the UD prayer space, however, lies in the actual purpose of the room.
How is this space supposed to be used? This space is intended to be an interfaith space, a place in
which any person of any religious background can go for prayer or meditation. Yet one logically
asks where is the interfaith space in this room? All of the features of the room make it dominantly a
Muslim prayer space and not even a permanent or wholly adequate one at that. There are no other
representations of or accommodations to different faiths in the space other than Islam; indeed, the
presence of such representations might well diminish the effectiveness of the space for certain
religious groups, particularly the Muslims. And since the space is so dominantly Islamic, students
of different faiths are unable to recognize or effectively use the space as their own. The room, while
partially conducive to Muslim practices, lacks an all-faith encompassing quality.
Other Catholic universities have also undergone such transitions of space and made efforts to
accommodate students of other faiths. Loyola University in Chicago, Georgetown University,
and Villanova University have all made a variety of prayer rooms, each designated for different
faiths. For example, Loyola University has individual prayer rooms for Muslim, Hindu, Jewish,
and Protestant students. This is one approach to creating an accommodating environment. Another
approach is to create an interfaith space, a place in which people of all faiths are welcome to go for
prayer or meditation. The University of Notre Dame has followed such an approach. Compared to
these Catholic universities, the University of Dayton is clearly at a different stage in its approach to
the provision of space for interfaith dialogue. The Rike Center Prayer Room is neither a designated
Muslim prayer space nor an interfaith space, regardless of how it may be officially or informally
regarded.
The question, then, is what should be done with the Prayer Room to further the University’s developmental process toward true spatial accommodation for interfaith dialogue? Since by the time
of this writing, in mid 2014, the daily use of the Prayer Room is only several months old, and it is
understandable that the room is still in transition. Nonetheless, it currently communicates a mixed
message that it is a room open to all faiths, yet it is clearly a space that has been predominantly
appointed for Muslim students. Either the space needs to be turned into a permanent Muslim prayer
space and renovated further to make it seem as such by painting the walls, adding new carpet, and
removing all clues that show that the space was once a classroom, or the space can embrace its interfaith purpose and, again, undergo a renovation to make the space seem more religiously pluralistic
and comfortable to all. Both options would allow the space to have a more concrete purpose, and the
University would further demonstrate its progressive movement toward creating a more interfaithfriendly environment.
The University has not yet established a concrete way of accommodating the spiritual lives of its
students of different faiths, and this is understandable. Such a complex change to the campus climate
and built environment takes time to develop. Art and architecture are not always made fully formed
or perfect—they are more often the result of change, compromises, and ultimately, developmental
processes. The Rike Center Prayer Room is demonstrative of such compromises, and as such, it
remains in a state of transition and located between two ideas and ideals: a prayer space for Muslims
and an interfaith room for all faiths. What is important is to understand this state of transition, to
see the problem and challenges at hand so that this understandable situation can be discussed and
addressed in a proper manner. By acknowledging both the strengths and weaknesses that the Rike
Center Prayer Room currently presents, the University can take the proper actions to move forward
in the spirit of interfaith dialogue and of appropriate architectural spaces.
The current hybrid nature of the Prayer Room, through its vague name and intention, is an example
of how difficult it is to answer the larger and relatively new question of how to accommodate students
of other faiths through the creation or renovation of sacred spaces at Catholic universities. While
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the Prayer Room is its own environment and is its own product of intention, compromise, and inconsistencies, its very existence is also reflective of the University’s history with religious diversity.
Indeed, the Prayer Room is, in some respects, a microcosm of the larger challenge that Catholic
universities have at this point in their histories. With more research and understanding, Catholic
universities can make strides to change the university landscape. While Catholic universities used to
have only Catholic spaces, they now are attempting to broaden their students’ spiritual nourishment
by adding different prayer spaces for students of different faiths. These are the necessary and
worthy first steps toward true accommodation and welcoming of students of varied religions at
Catholic universities.
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For a Friend
Who remembers him also, he thinks
(but to himself and as himself).
Himself alone is dominant
in a world of no one else.
				
- Robert Creeley, For Love (91)

Introduction
Narrative perspective is one of the central sources of a poem’s meaning. No matter how explicitly
present the narrative voice may be, any allusions, images or philosophical insights are depicted
through its lens. It is the medium with which a poet frames language in order to induce specific
reactions out of readers. The overall effectiveness of a poem relies on a reader’s investment in
the narrative perspective. Often, the less obtrusive the narrative perspective, the more likely a
reader’s attention will remain on a poem’s content. As Richard Wright notes in his Blueprint for
Negro Writing, “at its best, perspective is a pre-conscious assumption, something which a writer
takes for granted, something which he wins through living” (Wright 1408). Wright offers via a
minority lens the tendency for “pre-conscious” or internalized values to shape narrative perspectives in Western writing. Although culturally different from my interest in indigenous Hawaiian and
Native American poets, Wright calls attention to the common Western artists’ lack of attunement
to his or her underlying social ideologies that the shape the meaning of their work and often fail to
equally empathize with all ethnic groups. For example, in the epigraph, Robert Creeley acknowledges limitation in perspective but simultaneously fails to address all perspectives equally; he uses
exclusively male pronouns thus excluding women as people who are equally limited by their own
perspective. My interest is in how several indigenous poets make narrative perspective a focus
in order to make explicit common Western tendencies that discriminate against minority groups.
These poets challenge the unobtrusive narrative voice by making the “pre-conscious” conscious in
order to demonstrate how awareness of internalized structures of belief promotes empathy towards
cultural difference.
Use of the first person makes readers experience the poem along with the narrator, building a
relationship that often leaves narrative claims free of critique. By framing the narrative perspective
as part of a specific cultural identity, its observations become like those of a person from that
50

Proceedings 2014

HUMANITIES
society—able to be critiqued from an outside perspective. The Western narrative voice has origins
in the dominant white culture, making it easily acceptable to Western readers who privilege it by
acknowledging whiteness as a common Western trait. Thus, non-white minority groups are excluded
as peoples who aren’t identified as being part of a general Western culture. In her book, From a
Native Daughter, Haunani Kay-Trask notes thats “indigenous peoples by definition lack autonomy
and independence” (103). “By definition” invokes a Western perspective where indigenous peoples
are normatively grouped together and understood as lacking autonomy. Further, “indigenous”
qualifies “peoples” demonstrating how the common Western notion of “peoples” does not invoke the
indigenous, hence the qualifier is needed to specifically refer to those who aren’t characterized as the
normative, Western person. The Western narrative voice often assumes the privilege of whiteness,
making observations without consideration of alternate cultural belief systems. Indigenous narrative
perspectives bring to light internalized notions of privilege that allow whiteness to be accepted
as normatively Western and American. By manipulating the narrative perspective, non-Western
authors draw attention to the internalized lack of empathy Westerners have towards other cultures.
Although representative of an African-American perspective, Wright similarly to Trask experiences
how people of minority ethnic groups are forced to be aware of the dominant culture’s tendencies,
whereas people who make up the majority groups often accept their actions and ideologies as
universal. Wright claims, “[i]n the creative process meaning proceeds equally as much from the
contemplation of the subject matter as from the hopes and apprehensions that rage in the heart of
the writer” (1409). Attention to the system of social and cultural values that shape the “hopes and
apprehensions that rage in the heart of the writer” is equally important and deeply intertwined with
the portrayal of subject matter in a specific work. My attention is on how indigenous perspectives
manipulate the common Western poetic perspective in order to challenge the limits that whiteness
puts on indigenous agency. The unconventional application of pronouns creates relationships
between multiple cultural perspectives within the poem in order to ultimately expose normative
Western usage of the poetic voice as carrying notions of individualism that directly contribute to
perpetuating sexual exoticism.

Revising the Lyrical “I”
In traditional Western poetry, the lyrical “I” assumes the perspective of a narrative voice that
controls the meaning and language of the rest of the poem. Interactions between the lyrical “I”
and other cultural perspectives draw attention to the individualistic tendencies of the Western “I”
narrative voice. In the essay, Lyric Poetry and Postcolonialism: The Subject of Self-forgetting, Weihsin
Gui suggests an alternative to the traditional Western lyrical “I” in referencing how writers Kamau
Brathwaite and Derek Walcott “demonstrate how the poetic ‘I’ is a suturing of social and historical
forces rather than the expression of an already existing individual or collective self and identity”
(264). “Rather” is used to indicate one preferred option over another. “Rather” indicates two distinctions of the lyrical “I.” The traditional Western lyrical “I” is “bound” or fixed to readers’ preexisting
assumptions about the narrative perspective’s identity. “Suturing” is the process of cohering that
which is not whole; it also invokes notions of stitching. “Suturing” suggests an understanding of
the lyrical “I” as a stitched together product of historic and present cultural ideology. The lyrical
“I” in the traditional Western sense tends to accept the lyrical “I” as a cohesive source of insight as
opposed to a product of complex interactions between societal belief systems of many generations.
Investment in the idea of a unified self limits reflection on the relationship between individual and
collective.
The theoretical idea that the poet carries an ultimate philosophical truth is a readily accepted idea
within the Western lyrical tradition. The notion of a unified lyrical “I” represents the investment that
which Western tradition grants both the narrative and authorial perspectives. As the sole narrative
voice in a poem, the perceptions made by a lyric “I” can go unquestioned, thus invoking notions of
authenticity and legitimacy in its observations. However, once pinned up against competing narrative
perspectives, the traditional Western lyrical “I” is demystified and exposed as a representation
and manifestation of the capitalist society it comes out of. Critic Linda Kinnahan, in discussing the
breakdown of the poetic “I” as it relates to feminism, alludes to the normative authority granted to
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the lyrical “I” when noting how a lowercase “i” loses its gravitas. She first quotes a Geraldine Monk
poem to identify a manipulation of the lyrical “I”: “…ALONE drips i/n front who behind” (Kinnahan
194). Kinnahan states, “[t]he subject, already lacking the authority and singularity suggested by
the capital I alone, rhetorically alters function—subject becomes preposition” (195). She indicates
that the lowercase “i” has lost “authority” acknowledging a degree of control it would have had
in its capital “I” form. Enjambment splits the lowercase “i” across the line giving it the ability to
stand on its own without being capitalized. The grammatical rule which capitalizes the lyric “I”
demonstrates the authority that which the English language grants the singular, capital “I.” The use
of a singular lowercase “i” draws attention to the commonly overlooked authority that the English
language grants the lyrical “I” when capitalized. By manipulating the lyrical “I” into the lowercase
via enjambment the authority granted to the capital “I” becomes apparent due to the inability of
the lowercase “i” to hold the same weight. Capitalization insinuates importance and authority but is
often overlooked as nothing more than aesthetic grammatical rule.
Indigenous poets critique the authoritative lyrical “I” by juxtaposing traditional Western “I” perspectives against other pronouns that represent non-Western thought. Each narrative perspective
perceives a subject of the poem differently according to its cultural belief system. In Kimberly
Stafford’s “Indigenous Aesthetics and Tribal Space: Figurations of Landscape in Contemporary
Indian Poetry,” she acknowledges the specificity of a culture’s belief system when stating “[s]ign
systems incorporate their own inherent logic and rationality, and in this case, the Western sign
systems of space and geography cannot rationally articulate the relation of people and land” (97).
“Sign systems” refer to language, thus, differences in languages produce different systems of logic.
While her point focuses on the Western assumptions of superiority in regards to humans over land
and animals, her allusions to “sign systems” suggest rationality as being culturally specific. Cultural
specificity demystifies rationality as being inherent or universal. Because, in the poems I will
examine, other culturally specific perspectives have as much agency as the traditional Western “I,”
the observations of both are presented as legitimate. Further, equality in legitimacy allows them to
critique one another in their perception of poetic content. Cultural specificity demystifies the notion
of universal rationality, promoting legitimacy in minority ideology.
One strategy used to juxtapose competing belief systems is the incorporation of a second lyrical “I”
perspective that represents a different cultural background in order to challenge the traditionally
functioning Western lyrical “I.” Unlike a poem with a single narrative voice, negotiating meaning
between multiple narrative perspectives requires acute attentiveness to specific cultural differences between the two equally authoritative lyrical “I” perspectives. The use of alternate narrative
perspectives reveals a limit to the awareness of the Western lyrical “I,” as its observations are
demonstrated as being products of a culturally specific belief system. The use of an “I” to represent
both non-Western and Western perspective makes the two aesthetically similar and thus immediately presented as having equal validity. Leveling the Western and non-Western perspectives via
aesthetic similarity sets an even playing field for opposing observations to be made and presented
with equal validity. Equal legitimacy promotes impartiality in interpretation of multiple narrative
perspectives.
Formal manipulation of the lyrical “I” within the sentence structure effectively demonstrates a
shifting away from an individualistic perspective. Gui quotes a poem by Asian-American writer
Shirley Geok-Lin Lim that employs a shifting position of the narrative subject in order to reduce
some of its authority over the rest of the phrase. She identifies a loss of identity that the lyrical “I”
experiences, stating:
The lyric “I” emerges as the subject of the poem, but quickly dissolves
into a series of sensory images and memorization: in the second stanza,
the speaker is both the indirect object (“Older brother drives me”),
and then a simple subject (“I eat a green mango”) superseded by both
the mango (“it cuts the back of my throat”) and “a memory of tart
unripeness”…[representing] a moment in which the self dissolves into
language. (274)
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Shifting of the narrative voice between subject and object positions creates a change from being
an actor to becoming acted upon--by agents such as “brother” and “mango.” This specific formal
play with the lyrical “I” makes it vulnerable to agents such as “mango” which wouldn’t normally be
given authority over an “I” representation of human identity. This vulnerability, as created by the
flexibility of the lyrical “I,” demonstrates alternative roles of the lyrical “I” in the sentence, invoking
any of its assumed authority as subjective. Gui further alludes to a notion she calls “counterfocalization,” which via interactions between multiple perspectives shifts attention away from the
narrative voice. She states,
Here is a sudden shift — a counterfocalization — from the first person
singular (“I eat a mango”) to a grave reflection and interrogative
challenge issued in the first-person plural (“where do we go”)…this
transforms the tendency towards nostalgia and sentiment attendant
upon a diasporic subject’s return home into a critical self-questioning
about the problems associated with the exploitation of global capital
as well as the ‘brain drain’ of human resources from the Third World
to the First. (274)
Her “transformation” occurs in the shift from the singular “I” perspective to the collective “we,”
which enables this instance of “counterfocalization.” The change in pronouns from “I” to “we”
reflects the transition in focus from the individually gratifying notions of “nostalgia,” to a socially
progressive action of “self-questioning” regarding Western exploitation of the indigenous. Without
a transition to the “we” perspective, notions of individualistic “nostalgia” would have neglected any
concern for its material relationship with the rest of the world. The integration of multiple perspectives creates relationships between pronouns within the poem that fosters a broader reflection on
how a concern of the individual self limits engaging communal problems. Hegemonic individualism
produces collective unawareness and lack of empathy. Western individualism taints multicultural
relations with internalized hierarchies of culture that subject the indigenous to colonial exoticism.

Indigenous Challenge of Western Narrative Perspective
Interactions between indigenous and Western Perspectives in the following examples show
the material consequences of failing to employ an empathetic narrative voice. In Brandy Nālani
McDougall’s poem, “Tehura” from her collection The Salt-Wind: Ka Makani Pa’akai, she incorporates two lyrical “I” perspectives, one representative of a Western cultural perspective and the other
of an indigenous. The indigenous narrative voice resembles Gui’s notion of a culturally competent
and aware perspective. The Western lyrical “I,” which is created using direct excerpts from artist
Paul Gauguin’s autobiography, Noa Noa, is unaware of its pre-conscious social biases. Gauguin
was a French Impressionist painter who ultimately left France for Polynesia in order to escape
the European “aggravating circumstances of colonial snobbism…and absurdities of civilization”
(Noa Noa 2). The poem’s subject is his young Tahitian wife, Tehura. The interaction between the
two narrative perspectives in McDougall’s poem contests traditional notions of authority associated
with the lyrical “I.” McDougall’s use of an indigenous narrative voice exposes the limitations of
the traditional lyrical “I” as it fails to see beyond its Western stereotypes, ultimately dehumanizing
Tehura.
Sentence structure and sexually focused imagery depicts Gauguin’s lyrical “I” as acting according
to normative Western individualistic standards. The first passage of Gauguin’s lyrical “I” reads:
Quickly I struck a match, and I saw Tehura,
immobile, naked, lying face downward on the bed:
Feet crossed at the ankle, hands palm down, eyes
inordinately large with fear. (48)
The “I” is in the subject position and takes on the active voice. The active voice focuses on the
action of the speaker, in this case Gauguin, giving him, from the onset, authority over the impending
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observations of the sentence’s subject, Tehura. In making Tehura the object of the sentences, thus,
she is being acted upon and lacks agency in the characterization of her own body. Gauguin’s characterization of Tehura’s physicality mirrors her objectified sentence position. “Immobile” denotes
a physical inability to move. Tehura is perceived by Gauguin as literally stuck to the bed. The
asyndeton of “immobile, naked, lying face downward on the bed” draws connections between the
three concepts via the lack of a conjunction. The missing conjunction makes “naked” act as a qualifier
of “face downward” associating nakedness with her physical position depicting Tehura’s pose as
being promiscuous or representative of her desire for sex. The asyndeton also associates Tehura’s
sexualized physicality to her inability to move, invoking a literal lack of agency over whether this
sexual impulse of the lyrical “I” is carried through. The sexualized characterization of Tehura is
strictly the product of Gauguin’s perception invoking the Western tendency to associate sex with
nakedness. In this case, the Western lyrical “I” fails to engage Tehura’s perspective resulting in
objectification of the subject it perceives. Assumed universality in signs of sexual promiscuity
distorts understandings of consent.
Gauguin’s lyrical “I” has no ability to empathize with Tehura. Her objectification is further enhanced
via the second instance of asyndeton from the above quote of “feet crossed at the ankle, hands palm
down, eyes inordinately large with fear.” This phrase is separated from the first example of asyndeton
with a colon indicating the phrase as acting as an explanation or list. The colon enables the phrase
to lack a subject, rationally enabling Tehura’s namelessness according to linguistic rule. Tehura’s
namelessness detaches notions of personhood from Gauguin’s descriptions of her physical body.
“Fear” is the emotional reaction to danger. “Fear” acknowledges recognition of Tehura’s emotionality. However, the passage ends at the level of recognition with no further reaction or analysis
upon it. Gauguin’s lyrical “I” fails to see the possibility that the danger is his own objectifying gaze.
Detachment of body from humanness promotes sexual objectification.
Western connotations of civility subordinate people of non-Western cultures. Recall Trask’s
acknowledgement of how the indigenous lack autonomy; according to Western values of economic
prosperity and technological advancement indigenous cultures are qualified as less advanced and
thus dependent on Western society. Gauguin’s lyrical “I” alludes to an inherent promiscuity in Tehura
as McDougall quotes: “With a scattering of flowers, completely naked, waiting for love. Indecent!”
“With” creates a relationship between the two agents it conjoins. The neutrality of “[w]ith” invokes
a peaceful coexistence between Tehura and the “scattering of flowers.” “Flowers” are aesthetically
pleasing plants further enhancing Gauguin’s attraction to the visual scene centered on the image
Tehura’s naked body. “Indecent” suggests a display of improper sexuality. Further, it denotes Tehura
as uncivilized. Lacking civility subordinates Tehura as being less advanced according to a Western
hierarchy of civility. Western assumptions also associate nakedness with sex invoking anyone
unclothed as promiscuous. “Waiting” suggests an expectation for something to happen. Expectation
invokes Tehura as being engaged in this sexual encounter. Asyndeton between “flowers,” “love,”
and “waiting” creates a correlation that invokes Tehura as having a natural, inherent state of sexual
promiscuity. Hierarchical classification of civility fosters a belief in primitivism that sexualizes
nakedness and breeds paternalistic ideology toward indigenous culture.
An alternate, indigenous lyrical “I” critically reacts to Gauguin’s preconscious display of Western
paternalism. In the first passage of poem succeeding the epigraph, the narrative perspective engages
Tehura on equal terms:
The chill of violet around you,
Olympia of Oceania, you lie pito down:
a burnished, brown body like mine, draped
over white sheets. And for the moment,
I can’t move--How did we get here?
Your framed face turning toward mine,
I see a pleading in your eyes, on your lips
a moan of dread. (48)
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“You” directly addresses Tehura. This second person pronoun directly contrasts to the third person
pronoun, “her” used by Gaugin’s lyrical “I.” “You” engages Tehura on a conversational level in
no way subordinating her to the whim of this narrative voice. Tehura’s body is described here as
“a burnished, brown body like mine[.]” The simile of “like mine” invokes a likeness between the
narrative voice and Tehura further emphasizing a degree of equality between them. However, the
nature of simile also recognizes traces of difference, in that they are literally different bodies and
exist in different cultural contexts. Historical remove gives agency to this minority perspective
unlike Tehura who remains objectified by the characterizations of Gauguin’s lyrical “I.” “We”
acknowledges a collective identity and characterizes the narrator as having experienced similar
situations to Tehura. This collective identity invokes a relationship created via similar experiences
of subordination demonstrating how this lyrical “I” gives giving more agency to Tehura in terms
of attempting to understand her perspective. Shared notions of subordination based on physicality
create empathy despite cultural difference. Empathetic understanding promotes solidarity.
The description of Tehura’s physicality in the above quote differs from Gauguin’s characterization
of Tehura. “Pito” is the native Hawaiian word for naval. The use of indigenous language depicts the
narrative voice as being of indigenous culture, further emphasizing a likeness with Tehura. “I can’t
move” mimics Tehura’s perceived immobility. The shared experience of immobility suggests that
Gauguin’s characterization of Tehura has equal effect on the narrative perspective. “Turning” is an
ongoing act of movement. Movement connotes Tehura as having an ability to move her body. This
agency in movement directly contrasts to Gauguin’s observation of Tehura as immobile. The equality
of authority in the two competing narrative perspectives makes Gauguin’s perceptions able to be
critiqued. However, the relationship established between Tehura and the indigenous narrative voice
via similarity in cultural understanding poses itself as more believable in its depictions of Tehura.
The narrator sees itself in Tehura. Similarity in experience fosters accuracy in interpretation.
An example from different collection of poetry by an indigenous author demonstrates the Western
tendency to assume cultural competency. In her poem, “Squatters,” Allison Adele Hedge Coke
presents a collective Western perspective that assesses indigenous culture based on Western
standards. Unlike how “Tehura” has an alternate narrative perspective able to demonstrate a
differing culture’s interpretation, the single narrative perspective here demonstrates the risk of
generalized ideology:
What good is this to savages
who have learned no appreciation
of possibility of a ripened, bountiful place?
They know no possibility, no progress, no personal greed! (51)
“Ripened” suggests a readiness to be consumed. Readiness invokes the land as being destined
for Western consumption. Alliteration, parallelism and asyndeton are all employed in “no possibility, no progress, no personal greed” to draw correlations between the three ideas. The lack of a
conjunction correlates “progress” with “personal greed” invoking the underlying authorial indigenous perspective that perceives Western standards of possibility as being reliant on individual
selfishness. Similar to Gauguin’s unawareness to his culturally specific understanding of promiscuity, the narrative perspective falsely accepts a universal notion of progress. Unlike “Tehura,”
“Squatters” lacks any relationship between the lyrical “I” and a larger collective identity causing
this collective identity to function like the traditional lyrical “I” that is able to exist unquestioned by
any other narrative perspectives. There is no opportunity for skepticism or critique on the narrative
perspective. A collective identity without individual critique produces conformity. This collective
identity embodies individualistic value it only accounts for those who accept its beliefs. Collectivism
needs individual critique to avoid complicity with appropriation.
The interaction between individual and collective perspectives demonstrates culture as a collective
makeup of individuals. From her collection of poetry, Light in the Crevice Never Seen, Haunani-Kay
Trask demonstrates in “Makua Kane” how the lyrical “I” represents necessity of individual awareness
within an overall collective identity. The narrative perspective speaks:
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me, I fight
for the land but
we feel there is
no hope
only sounds
diminishing
at dawn (5)
“Fight” is an action of passionate advocacy. Advocacy gives the individual a medium for engaging
the collective. The rhyme between “me” and “we” explicates the connection between the individual
and the collective. To “Feel” is to emotionally experience. The lack of physicality invoked in the
collective acceptance of hopelessness contrasts to the notion of individual action. Although mentally
part of a collective conformity, individuality can still rebel against complicity via physical action.
The lyrical “I” is the product of the surrounding collective ideology and its individual reaction
to such. Individual critique of collective thought fosters awareness that enhances recognition of
culturally specific ideology.
Difference in cultural ideologies become explicitly juxtaposed towards the end of “Tehura” as the
competing lyrical “I” perspectives interact more frequently juxtaposing two contrasting interpretations of a sexual encounter between Gauguin and Tehura:
I was afraid to move. Might she not take me for tupapa’u?
blankly, unbending. In its hand,
the spark of a bud lights the tiares—
Yet, such coppery beauty, gold skin—
on your mattress, each blossom opening
into a glorious sneer.
…and the night was soft, soft and ardent, a night of the
tropics…(49)
“Tiares” are flowers native to French Polynesia. This specificity contrasts to Gauguin’s previous
acknowledgement of a more general “scattering of flowers.” The narrator’s specificity invokes an
understanding of Polynesian culture that Gauguin lacks. “Yet” is a transitional phrase used to move
between thoughts. The transition shifts Gauguin’s perspective from a brief attempt at understanding
Tehura’s fear to back to observations on her physicality. “Coppery” invokes both a brown metallic
color and a resource able to be mined or harvested. “Gold” insinuates value, further invoking Gauguin
as perceiving Tehura’s body like resource to be plundered. A “sneer” is an expression invoking
suspicion or a lack of respect. However, suspicion goes unnoticed by Gauguin whose focus remains
on Tehura’s skin color. “Soft” is a physically pleasing sense of touch. The repetition of the physical
sensation is linked to “ardent” via the conjunction “and.” “Ardent” or passion is characterized as an
inherent trait of the general tropics via “of.” The cultural likeness between the indigenous lyrical
“I” and Tehura contrasts to Gauguin’s allusions to an inherently sexual, primitive tropical culture.
Justification of sexual activity as natural fosters racism. Attunement to social ideology promotes
cultural competency over exoticism.
The traditional Western lyrical “I” often functions without attention to the authority it assumes in
both its capital nature and its ability to go without critique. The internalized cultural ideology that
shapes its observations exists in the pre-conscious, thus only implicitly embodying Western values
of individualism and self profit. Only when positioned against alternate narrative perspectives
representative of different cultures is the Western lyrical “I” able to be critiqued as identified as
a product of culturally specific ideology. Confrontation between Western and indigenous narrative
perspectives demystifies the perceptions of lyrical “I” as objective or universally applicable.
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Competing narrative perspectives call into question Western notions of civility that promote hierarchical ranking of cultures, denigrating the indigenous according to Western standards. Investment
in primitivism fosters racism and belief in inherent sexuality. Recognition of culturally imbedded
discrimination fosters individual action against collective dehumanization. Indigenous confrontation of Western conformity promotes awareness rooted in reflection on the reciprocity of influence
between self and society. Awareness of socially defined thought promotes empathy in establishing
cultural competency.
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Abstract
Although the coming-of-age story is an important literary genre in many societies and time periods
and the basic structure remains constant, cultural factors shape the details of each individual
story, making them all unique. As the paradigm dictates, the stories that I will write will focus on
a singular main character as she develops from childhood into adulthood, cataloguing in particular
the struggles that she must face to reach the end goal of maturation; however, the contemporary
issues involved will allow for a distinct perspective.
My thesis project will take the form of a short story cycle that follows Abigail Holden from the
end of her high school career through her matriculation in and completion of college. The stories
will focus on her transition from childhood into adulthood, and I will emphasize the ways in which
the American Dream affects this process as well as the personal and social choices that she must
make. In these short stories, I will utilize the techniques outlined in fiction writing guides, such as
John Gardner’s The Art of Fiction. To introduce the collection of stories, I will compose an essay
that identifies and addresses the major themes of the coming-of-age story. Further, I will include
short quotes from classic American Dream and coming-of-age literature, such as J.D. Salinger’s The
Catcher in the Rye and Franny and Zooey, The Great Gatsby by F. Scott Fitzgerald and The Adventures
of Tom Sawyer by Mark Twain, between each story in order to highlight important themes, ideas,
and formal concepts of short stories. Through linking these ideas together, I hope to produce an end
product that conveys what it is like to grow up and find oneself in American society today.

I
The rhythm of my shoes against the pavement thudded through my body. I checked my watch and
tried to ignore the nagging pain in my shins, forcing myself to focus on my breathing. Bindy, my
golden retriever, kept pace beside me; her leash slapped against my leg with every second step.
I rounded the corner on Sawyer Street. It was always a relief to reach that corner, because then I
knew that I had only about a minute left in my loop. With a final burst of energy, I passed the row
of picket fences and perfectly trimmed shrubs that lined the sidewalk in front of our neighbors’
lawns and stopped, immediately bending in half and bracing my hands above my knees, in front
of my house. In all honesty, if ours hadn’t been the only house without a barrier between the front
lawn and the sidewalk, I might have had to count five down from the corner, because they were all
so formulaic: tan siding, gray roofs and two car garage covered by a white door.
While I stood there filling my lungs with as much oxygen as they could hold, a van marked Capital
Underground Fence pulled to a stop beside me. Two middle-aged men wearing black hats got out.
“Is this the Holden residence?” The one with excessive sideburns asked.
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My mom had left a note on the kitchen counter before she and dad had left for work that morning
reminding my brother Zack and I that we were to expect them sometime that day. I nodded, and
motioned toward the house. “It’s all yours.”
They started unloading their equipment as I climbed the steps to the porch and went inside. I
unclipped Bindy’s leash from her collar and sat down to untie my shoes. I noticed a tear starting
to form in the mesh on the right one. When I stood up, Bindy leaned her body against my legs and
closed her eyes as I pet her head, giving a slight hrumph when I stepped around her.
I stood in the cool stream of the shower for a few minutes before grabbing my shampoo. When I
stepped out, I caught a glimpse of myself; the water had made my blond hair dark, and I frowned as
I did whenever I was reminded that in a few years this would most likely be the permanent color.
Brown hair is so drab. As I walked through the kitchen on my way back outside, I poured myself a
glass of orange juice and plucked my copy of On the Road off of the counter.
I pushed my toes against the concrete so that the chair swung back and forth; the book sat in my lap,
unopened. The storm door banged shut behind Zack, and he sat down next to me, clutching a warm
mug of coffee and rubbing his eyes. The chains rattled on either side of the swing.
“What are you doing up so early?” he asked. He ran his hand through his hair, only succeeding in
intensifying the bedhead.
“It’s ten thirty in the morning. Hardly sunrise,” I said, looking sideways at him and smiling.
“Jesus, I’m sorry not all of us are up with the roosters. Once you get to college you’ll realize just how
important sleep is.” He nodded toward the yard. “Don’t have anything better to do than watch them
put in the underground fence?”
I shrugged. He gulped down the coffee remaining in his cup and wiped his mouth with the back of
his hand.
“I don’t understand how you can stand that stuff,” I said.
He closed his eyes and smiled. “You have so much to learn, Abigail.”
“I’m only four years younger than you. It’s not like college is that far off. All I need to do is graduate
and make it through the summer, and then you won’t be able to continue the superior act,” I said.
“That’s precisely the point, my little dove,” he said. “And you know perfectly well that it’s no act.
How do you think Bindy will like being able to roam around the front yard?”
“I mean, I’m sure she’ll like it. It’s better than only seeing the outside world from between fence posts.
And definitely an upgrade from being sandwiched in the middle of the Smiths and the Johnsons. Now
that’s a sad existence indeed.”
“I’m just happy the poor girl didn’t drop dead of boredom under those circumstances, what with Mr.
Johnson’s competitive lawn mowing and the Smith kids’ insistence on blasting the Top 20 every time
they invite their little friends over to their pool,” he said, widening his eyes at me.
“Exactly. But soon she’ll be free as a bird.”
“A bird with limits. But she’s a smart dog, so I don’t think that it’ll take her long to get used to it.”

II
When we first brought Bindy home, her belly was round, and she had not yet discovered her paws.
She would bound around the house, slipping and sliding as if we’d filled her water bowl up with
vodka or something. At least that’s what Zack would always joke. Being eleven years old at the time,
I had no clue what being drunk was, but from that comment I assumed it was flopping around one
minute and passing out behind the couch the next.
Bindy and I grew up together. I’d just like to put it out there that just because I said this doesn’t
mean that I considered her the sister that I never had—the whole idea of “pet parents” makes me
roll my eyes so hard that one of these days they’re sure to get stuck. Not that I don’t love my dog or
consider her part of the family, but it’s just different. Even the pope agrees.
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But anyway, we always did everything together; she would lay by my feet as I did homework or
watched TV and sleep at the end of my bed every night, even when she got so big that I had to start
tucking my knees up toward my chest so that I wouldn’t accidently shove her off of the end of the
bed.
We went through that awkward in-between stage together where your legs are too gangly to be any
sort of attractive and your face just doesn’t quite fit your body anymore. At least she didn’t have to
have braces on top of that, the lucky dog. But when we both eventually completed the penance that
is puberty, she was awarded adulthood while I was left to suffer through adolescence, yet another
painfully awkward, pimple and melodrama filled chapter of life.
“Do you know how long it’s going to take these guys to put in the fence?” Zack asked.
I shrugged my shoulders. “No idea.”
“Well then, I’m going to go inside and study for a bio test I have when I get back from break. Let me
know when we can have her test it out, though.”
“Sure thing, poindexter.”
Whenever Zack was home, everything felt more balanced. My parents didn’t have to spend every
waking moment peering over my shoulder, asking me how my day was and what I had learned at
school. Instead, they busied themselves doting on him, asking him if he needed anything as if they
thought his legs had spontaneously stopped working, and he wouldn’t be able to even get himself a
glass of water without their assistance. Aside from getting my parents off of my back, though, when
he was gone, he left empty places. It was kind of like when he was at school, life had this idle, hollow
quality. You go on and live your life, but it always seems like it isn’t right. But when he returned
home, it all felt more real again.
Instead of opening the book, which I had only read eleven pages from since I bought it the week
before, I went back into the house to retrieve my iPhone. Hopefully one day I would find the
motivation to get through it and figure out what happened to Sal. I scrolled through my Twitter and
Instagram feeds, double tapping senior pictures, landscapes and puppies and ignoring the selfies
that had irrelevant captions and Throw Back Thursdays that were only trying to show off exotic
spring break locations. After a while, I went into eat lunch and take a nap. I woke up to Zack shaking
my shoulder.
“The guys just left. Let’s try it out.”
“Okay.” I yawned, stretched, and swung my legs over the side of the couch, nearly stepping on
Bindy. I ruffled her fur. “Where’s the collar?”
He held it up briefly before fastening it around her neck. The small black box attached did not seem
to bother her at all.
“Come on, girl.” He whistled, and she padded after him, tongue hanging out of her mouth. At the
front door, she waited for him to put on a leash. When he patted the side of his leg for her to continue
without it, she looked back at me, confused, but kept following Zack. I grabbed a tennis ball from her
basket of toys that sat by the door and trailed after them.
Bindy walked cautiously around the yard, alert and self-conscious for the first few steps. She sniffed
the grass. Zack motioned for me to give him the ball, called her name, and then threw it just past
her. She bounded after it and dropped the ball back into his outstretched hand. He threw it all of five
times before she ran after it, looked lazily back at us, and flopped down in the grass next to the ball,
but gave it no attention.
Her ears picked up when a mini van drove past, and her head turned as she watched it drive past.
The Ford Fiesta that passed a minute later sparked Bindy’s interest even more. She stood and trotted
after it, trying to keep up. Suddenly, she gave out a sharp bark and jumped back. She looked at us,
but did not move.
“Come here,” I said, clapping my hands together. She walked hesitantly over and let me stroke her
ears, but her tail hung down straight and her muscles were tense.
“Don’t feel bad. She has to learn to stay in the yard. She’ll get used to how far she can go, and then
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that won’t happen anymore,” Zack said. We watched her wander around a little more, testing out the
boundaries.
Just then, another car, an Escape, drove down the road toward the house. She watched it come
toward her until it rolled past where she stood. She ran after it, staying in the yard, but trying her
best to stay beside it. With a moment’s hesitation, she bolted through the fence line into the street
and after the car.
How fitting.
“Oh shit,” Zack said. Within moments we were sprinting. Although he never joined me on my morning
runs, Zack was able to keep up with me, even though about halfway down the street his breaths
turned into labored gasps. The driver gave no indication that he saw two kids and a dog chasing after
his car, and I decided that he must have been the type of person who frequently sat down on benches
that sported “wet paint” signs. We chased after Bindy and the car all the way down our street and
onto King Avenue. I usually didn’t run here because it was long and straight and led away from the
neighborhood, and I preferred my path where I was able to circle back around to the house easily.
“What’s—she—think—she’s—even—going—to—do—if—she—gets—it?”
breaths. “Just—give—it—up.”

Zack

asked

between

I didn’t answer. While I knew that I should agree, a part of me didn’t want her to stop. It wanted to
see her catch it.
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Interactive visual imagery has proven to be an extremely effective
method for learning. In particular, interactive visual imagery can be
used to learn concrete word pairs, such as when learning a foreign
language. Another proven mnemonic method is the keyword method.
In the keyword method an English word that sounds or looks similar
to the foreign word is used to relate the foreign word and its English
equivalent. For example, the Spanish word “cabra” means “goat” in
English. Using the keyword method, a mediating keyword would be
“cab.” To create an interactive visual image to learn this pairing, the
keyword mediator (cab) and English word (goat) would be used to
create an interactive scene (e.g. a goat driving a cab). To date, there
is little research on why interactive visual imagery is so effective for
learning and memory. This experiment will investigate this question
by using the interactive visual images created by the keyword method
to learn Indonesian-English word pairs. One possible reason tested
in this experiment is the transitivity of the verb used to describe the
interaction. A transitive verb is where there is a transfer of action
from one subject to another, and an intransitive verb is where there is
no transfer of action. Participants will be presented with two scenes
for each word pairing with one scene showing the subjects interacting
transitively, and the other intransitively. In addition, a condition will
be utilized where participants are instructed to learn the foreign word
pairings using rote rehearsal. It is expected that the intransitive verbs
group will recall significantly more word paris than the control group
while those presented with the transitive verbs will learn and recall
the highest number of word pairs overall.
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Introduction
Mnemonic devices have proven extremely
effective in learning and retaining information.
In recent years, as cultures and languages blend
and bilingualism increases, mnemonic devices
have been increasingly utilized in foreign
language learning. One of the most effective
mnemonic devices being used in this way is the
keyword method. The keyword method uses
paired-associate learning and visual imagery to
more strongly encode the English and foreign
word pairs. Recent research has shown the
effectiveness of visual imagery increases when
there is an interaction shown between the paired
words. However, there have not been any detailed
investigations into what aspect of the interactive
visual imagery makes it so effective for learning
and retention. This article reviews the literature
on interactive visual imagery and the keyword
method and proposes an experiment designed
to investigate the possible effect of verb transitivity on the effectiveness of interactive visual
imagery as used in the keyword method.

Mental Imagery

Imagery was once widely regarded as the main
mental representation of meaning. Throughout
time, this opinion has held strong as more information about imagery has been learned. How
easily mental imagery is formed and how readily
available it is has been assumed to vary directly
with the image-evoking or concreteness of the
item, whereas strictly verbal processes are
independent of concreteness and rely instead
on meaningfulness (Paivio, 1969).

Concreteness

Concreteness of an object is very important
when forming a visual image. The higher the
concreteness of an item, the more likely it is
to evoke sensory images that can function as
mediators and facilitate memory and retention
(1969). The most important alternative to
imagery is meaning (m) which has been linked
to verbal mediating processes. However, experiments involving a sample of 925 nouns that have
been rated on concreteness and meaningfulness
(Paivio, Yuille & Madigan, 1968) have shown that
imagery is more effective than meaningfulness
when controlling for all other variables (Paivio,
Smythe & Yuille, 1968; Paivio, Rogers & Smythe,
1968).
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Dual-Coding Theory

Another important aspect of mental imagery
that possibly explains its effectiveness is dualcoding theory. Dual-coding theory is the idea
that some things are coded twice in the mind.
As is pertains to imagery, it is encoded both
visually and verbally: Visually, because it can
be seen in the mind, and verbally because the
brain automatically labels the image. In the case
of mental imagery, dual coding theory is used
to explain the overall independent and additive
effects that concreteness and relatedness have
on all recall measures (Paivio, Walsh, & Bons,
1994).

Paired-Associate Learning

Paired-associate learning is characterized by
building a link between two pieces of information,
A and B, with one element of the pair serving
as cue for the retrieval of the second element
(Soemer and Schwan, 2012). In a seminal study
done by B.R Bugelski, Edward Kidd, and John
Segmen in 1968, the topic of paired-associate
learning was investigated and analyzed. In
the experiment, a numerical rhyming system
(later to be called, the “peg” method) was used
to facilitate the learning of a list of words. The
rhyme associated the item’s place on the list with
a word rhyming with the number. For instance,
at position one on the list, the word “bun” was
used to remember the item’s place. In order
to learn the object’s place on the list, subjects
would learn one-bun-chair or something similar
to that depending on what the item was. Subjects
were told to imagine the item and corresponding
rhyme interacting in some way. Subjects in the
control group were given no instruction on how to
learn the list of items, and most ended up simply
repeating the list over and over to themselves
(a method called rote rehearsal). Students, who
were given the instruction to visualize an interaction, did far better on a resulting recall task
than students who simply used rote rehearsal
(Bugelski, Kidd, & Segmen, 1968). The strategy
used by the experimental group in this study is
called interactive visual imagery.

Interactive Visual Imagery

Interactive visual imagery can be thought of
as a special case of imagery involving multiple
items (or words that refer to those items). In an
interactive image the to be remembered items
are visualized as interacting or relating to one
another in a concrete, vizualizable way (e.g.
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in the case of “cab” and “goat” an interactive
image might involve “a goat driving a cab”).
Interactive visual imagery has been proven to be
an extremely effective method for learning and
remembering unfamiliar material. In particular,
interactive visual imagery can be very useful
for paired-associate learning. As was described
above in the Bugelski study, the two objects (bun
and chair) form a mental image, and this mental
image helps make the items more memorable and
easier to recall. One reason for this is suggested
in “The Neuropsychology of Mental Imagery” by
Kossyln, Behrmann, and Jeannerod (1995). This
research suggests that imagery draws not only
upon mechanisms used in perception, but also
upon motor functions. As a result of this, interactive visual imagery where the subjects are
interacting with each other actively, triggers the
mechanisms used for motor control and makes
the image more memorable and retainable
(Kossyln, Behrmann, & Jeannerod, 1995). A metaanalysis of multiple studies done to ascertain
the differences in learning using static versus
animated pictures reveals a statistically significant advantage of animated over static pictures
(Höffler, and Leutner, 2007). Along the same
lines, a study done by Soemer and Schwan (2012)
focuses on using static versus animated morphs
for language learning. Typically, research in the
field of interactive visual imagery has always
focused almost exclusively on static pictures
or imagery. However, recent research has
used dynamic visualizations to serve as visual
mediators in paired-associate learning as well
(Soemer and Schwan, 2012). Visual mediation,
like an interactive visual image, can be seen as a
possible form of elaboration in paired-associate
learning. The interactive visual image serves
as a type of bridge within the word pair. Visual
mediators are also called encoding mnemonics
because inserting them between the items of
a pair is thought to improve the encoding of
additional cues (Bellezza, 1981, 1996). Based on
this, it is not a far extrapolation to say that the
more cues available in a mnemonic, such as an
interactive visual image, the richer the encoded
representation of the word pair, and the higher
chance of later recognition and recall of the
word pair (Soemer and Schwan, 2012).

The Keyword Method

The Keyword Method was a procedure designed
by Raugh and Atkinson (1975) for associating
a spoken foreign word with its English translation. This method involves two stages. Stage
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one involves creating a “keyword” based upon
the sound of some part of the foreign word
that is to be learned. For instance, the Spanish
word for goat is cabra. An effective keyword
mediator would be cab. Stage two involves
mental imagery in which a symbolic image of
the keyword interacts with a symbolic image
of the English translation. For example, using
cabra, cab, and goat again, a mental image that
could be created is a goat driving a cab (Raugh
and Atkinson, 1975). One of the most important
aspects of this mnemonic method is identifying a
“good” keyword. Raugh and Atkinson give three
criteria for an effective keyword (1975):
1. The keyword sounds as much as possible like
a part of the foreign word.
2. It is easy to form a memorable imagery link
connecting the keyword and the English
translation, meaning that the keyword is
concrete and image –evoking.
3. The keyword is unique, meaning it is different
from other keywords used in the list.
However effective the keyword method is, there
are also limitations in terms of the study of foreign
language vocabulary. While it may be tempting
to have subjects determine their own keywords,
research shows that conditions where students
were provided keywords based upon pretesting
and analysis were superior to conditions where
subjects generated their own keywords (Hall,
Wilson, & Patterson, 1981). Another limitation
is the difference in effectiveness between a
Spanish-English direction, and an EnglishSpanish direction. This study found that
Spanish-English is a more effective direction for
long term learning (1981). Whatever the limitations, the keyword method has been consistently
proven to be superior to other mnemonic devices
(Tavakoli and Gerami, 2013). Another way to
investigate the efficacy of the keyword method
is to use sentences instead of pictures. This
way, the participants create their own images
instead of being told what image to create by
the instructor, and they create more meaningful
images (Pressley, Levin, & McCormick, 1980).
However, the results from this study show
that image evoking (concreteness) is still more
important than meaningfulness, and those that
followed images instead of sentences performed
better on an eventual recall task. This suggests
that the interaction of the visual image is the
most important part of the method.
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Proposed Experiment
Very little research has been able to explain
why interactive visual imagery in the keyword
method is so effective. This experiment uses
a paradigm previously established and tested
in multiple studies on the keyword method
(Crutcher and Ericsson, 2000; Crutcher, 1990). In
it, participants are given a list to learn consisting
of foreign words, their English equivalents, and
keyword mediators. The key to a good keyword
and subsequent interactive visual image is
concreteness and memorability. However, the
question remains as to what makes an interactive
visual image so memorable and consequently, so
effective.
This experiment investigates one possible
explanation for the effectiveness of interactive
visual imagery: the nature of the verb used
to describe the image. A verb can be either
transitive or intransitive in nature. A transitive
verb is one where an action is being transferred
to another subject. For instance, “the cab hit
the goat” is transitive because the cab is transferring its action to the goat. An intransitive
verb is one where no action is being transferred.
For example, “the goat is sitting on the cab” is
intransitive because there is no action being
transferred between the two subjects.
This study will have three different conditions
with verb type the independent variable and word
recall the dependent variable. For the two experimental conditions, participants will be given a
list of 32 Indonesian words, English counterparts, and the keyword mediators to relate to
the words. For the control condition participants
will be given the 32 Indonesian-English word
pairs without the keywords. Participants in both
experimental conditions will be instructed to look

Figure 1. Intransitive condition for Jarum-Jar-Needle: “The jar sat next to
the needle.” Mason jar image from The Lady Wolf: Mason Jar Printable
www.the-lady-wolf.com, available through Google Clip Art; needle image
courtesy of Rolera LLC.
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at pictures that appear on the projector screen.
The transitive condition will view images that
have been constructed so the subjects are shown
interacting actively and transitively, while the
intransitive condition will view images that are
intransitive and inactive in nature (Figures 1 and
2). The sentences used to describe the stimulus
will also be present on the screen. Each image
will appear on the screen for ten seconds and
there will be a five second interval between each
stimulus presentation. Condition three will be a
control condition where participants are given
only the English and Spanish words and will use
rote rehearsal to try and learn the word pairs.
Rote rehearsal is where the participant simply
repeats the pairs in their head repeatedly. All
three conditions will then be tested using a recall
task. A test will be given to each participant with
the English translation of the item on the test.
The participants are to recall the Spanish translation of the word and write that down next to the
correct English word. The data collected in the
experiment will then be analyzed using a statistical analysis program called SPSS.
Given previous research findings for the
keyword method, the results of this study should
show significant differences between the control
(rote rehearsal) condition and the experimental
conditions (keyword method). This difference
will serve to replicate the standard finding
that effectiveness of the keyword method over
rote rehearsal and establish a baseline for the
comparison of the two experimental conditions.
If my hypothesis is correct, there should also
be significant differences in performance
scores between the transitive and intransitive
conditions. The transitive condition should
have higher recall scores on average than the

Figure 2. Transitive condition for Jarum-Jar-Needle: “The jar rolled over the
needle.” Mason jar image from The Lady Wolf: Mason Jar Printable
www.the-lady-wolf.com, available through Google Clip Art; needle image
courtesy of Rolera LLC.
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intransitive condition. Because of the nature of
an interactive visual image, an image where one
subject is actively interacting with the other is
more memorable than an image that does not
have active interactions.
If this study shows an effect of type of interaction
on memorability of stimulus, there could be many
possible implications. Mnemonics are often used
as an educational device, and this research could
potentially provide new strategies for teaching
and learning a foreign language.

Crutcher, R. J., & Ericsson, K. A. (2000). The role of mediators
in memory retrieval as a function of practice: Controlled
mediation to direct access. Journal of Experimental
Psychology: Learning, Memory, and Cognition, 26(5), 1297.
Hall, J. W., Wilson, K. P., & Patterson, R. J. (1981).
Mnemotechnics: Some limitations of the mnemonic keyword
method for the study of foreign language vocabulary. Journal
of Educational Psychology, 73(3), 345.
Höffler, T. N., & Leutner, D. (2007). Instructional animation
versus static pictures: A meta-analysis. Learning and
Instruction, 17(6), 722-738.
Kosslyn, S. M., Behrmann, M., & Jeannerod, M. (1995). The
cognitive neuroscience of mental imagery. Neuropsychologia,
33(11), 1335-1344.

There are also many possible options for future
research. Given the varied nature of interactive
visual imagery, many aspects of this could
be investigated. Both the keyword method
and interactive visual imagery have proven
to be very effective in learning foreign word
pairs (Bellezza, 1974) and there is not much
research on why this is. I am investigating one
possible reason in my study, but other studies
could investigate topics like what aspects of a
keyword make it a good mediator, or whether
or not the use of an abstract and not concrete
word (“friendship” versus “cat”) would affect
the strength and subsequent memorability of an
interactive visual image.

Paivio, A. (1969). Mental imagery in associative learning and
memory. Psychological Review, 76(3), 241.
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Abstract
The history of retail has been an evolutionary process of new innovations and transformations.
Previous changes include: the development of catalogue based retail, and the recent innovation of
super stores, known as big-box retailers. It is possible that we are dawning upon a new revolution
of the retail environment as electronic commerce (e-commerce) continues to grow. This paper will
analyze the impact of e-commerce on retail markets, specifically big-box stores (defined as stores
between 50,000 and 200,000 square feet). This will be accomplished by using financial data from
Bloomberg™ as well as real estate data from CoStar™ group. Two separate models will be utilized
to answer the following questions. Has the growth of e-commerce affected the retail real estate
market? Which retail submarkets have been affected most by the growth of e-commerce? Are
big-box retailers with burgeoning e-commerce programs less at risk to the growth of e-commerce
than those with none? The first model will test whether growth in the different e-commerce retail
submarkets (i.e. sporting goods and bookstores) will cause a decrease in the square footage growth
rate of the big-box stores in those same retail submarkets. The second model will test whether
growth in e-commerce spending in retail submarkets will cause a decrease in the stock performance
of big-box retailers within those market sectors.

Literature Review
With electronic commerce, or e-commerce, now at 71 billion or 6.2% of total retail in the first quarter
of 2014 and growing at a pace of 15% annually as compared to 2.4% for all of retail, e-commerce
is quickly gaining ground on the overall market (U.S. Census Bureau, 2014). Some industries have
already abdicated to the growing power of e-commerce and other industries surely await. By 2007
e-commerce already had a 43% market share in computer hardware and software, 11% in consumer
electronics, 12% in office products, and 16% in books, video, and music. (U.S. Census Bureau, 2014)
Those percentages have only continued to grow, and now 43.8% of books are sold online, 25% more
than brick and mortar retailers, staggering growth since 2006 (Greenfield, 2013). These numbers
do not necessarily mean that retail as a whole is exploding, but rather transforming. From mom
and pop specialty stores, to catalogues, to department stores, to big-box retailers, e-commerce is
the next stage of development. This is a fascinating area of research and since the tech boom in the
late 90’s there has been significant literature on the possible impacts of electronic shopping. Some
predictions have proved incorrect, while other pieces have proved to be prophetic. E-commerce
was predicted to impact various areas, including landlord tenant relationships, real estate value,
transportation, and geography.
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One of the most interesting areas of impact from e-commerce is on the structure of commercial
real estate leases. Typically rents are structured where tenants pay a base rent and then their rent
increases by a certain percentage of their sales. This way the interests of the landlord and the tenant
coincide. The tenant obviously wants to increase sales in a desire to make the space profitable, and the
landlord will desire to make the surrounding area and environment of the shopping center appealing
to customers in order to increase their rent profits. However, the introduction of e-commerce has
caused a few problems with the landlord tenant relationship. Two areas cause difficulty; the existence
of ‘devil customers’, and the issue of showrooming. Devil customers are people who buy 20 different
styles or colors of a product, only to keep 1 and return the other 19 (Laseter et al., 2007). Although
this is a huge hassle in terms of return policy, it can also cause a disruption in the percentage leases.
When a customer returns 19 items to a store that were purchased online it counts against their sales
at the store, thereby reducing their rent cost, even though the items were originally purchased
outside the store. The second problem is showrooming. Someone may enter their local Best Buy™
and be looking at digital cameras, try out all the devices, but then decide that the store does not have
the desired color. If Best Buy™ had that color available online, the customer could then buy it online
in the store and that sale could not be tracked in order to be factored into the percentage lease.
Researchers have long recognized this problem and have offered suggestions to modify the lease
system into what is known as a “wired lease.” A wired lease is a lease that factors e-commerce
sales into the percentage rent calculations. A few suggestions to correct the problem included using
an inverse or negative percentage lease, raising the base rent, or using the web to drive in-store
customer sales (Miller, 2000). The idea of an inverse lease is giving the retailer a higher than
market level rent, but then providing an incentive to increase in-store sales by having the rent cost
decrease as sales increase. This would then motivate the retailer to include in-store online sales
in their per-store calculations as well as create a system for managing online returns so as not to
negatively affect sales levels at their brick and mortar stores. This does however have the possibility of disrupting the mutual relationship between landlord and tenant. The landlord no longer has
as much incentive to maintain the grounds, as it will cause his/her rent levels to decrease. However,
if the landlord responds in this manner, it is unlikely that retailers will accept these types of leases
in the future. Yet if nothing is changed the growing threat of undocumented e-commerce sales still
remains. Raising the base rent is another more simple possibility, but it also has its consequences.
Although raising the rent would likely account for possible lost revenue due to devil customers or
in-store online sales, it is likely that retailers would react negatively and possibly transition their
stores into smaller spaces and embrace the concept of showrooming. A smaller store would have
a cheaper rent and with the availability of the online marketplace, stores could still have the same
product variety available to customers, with a smaller store inventory. This would negatively affect
landlords and is an unlikely option.
The third suggestion encouraged property owners to embrace the “web” of challenges and use the
Internet to drive traffic to the shopping centers. This could occur through a couple different formats,
using web-generated coupons or have consumers order online and pick-up in the store. These two
suggestions have been embraced the most by retailers since the digital age. Groupon™ is just one of
the many online coupon marketplaces that are designed to drive customers to the store, where they
are more likely to make impulse purchases. Retail researchers have long noted that the more time a
shopper spends in a store and looks at products the more likely they are to buy (Beatty and Ferrell,
1998). The same strategy is in place for the buy online pick-up in store option, which essentially
turns the store into a mini-warehouse, a practice now in heavy use by retailers such as Wal-Mart™,
Best Buy™ and Home Depot™. This is especially prevalent with items that are inconvenient to ship
to personal residences, like home appliances (washer dryer), furniture, and flat-screen TV’s. These
three ideas have been implemented with various success, and even though in 2001 16% of retailers
claimed to be under a wired lease, this growth has since stagnated (Worzala et al., 2002). Landlords
have seen their power decreased and retailers are not bending to their demands. The process of
measuring sales from e-commerce and applying it to specific stores is quite difficult, and to this day
it has not been solved. “‘Many landlords are fighting to get percentage sales that somehow worm
their way into Internet revenues,’ Brown said. ‘But the big retailers are generally saying ‘No,’ and
most landlords are backing down, ultimately.’ ‘It is one thing if you have a solo shop with a website,
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but realistically how do you try to claim a piece of Williams-Sonoma’s™ e-commerce revenues
for one store, say in Colorado? Plus the landlords need the retailers now more than they need any
one particular landlord,’ Brown added. ‘So outside of a few major players like Simon, Westfield,
Macerich and others, it is not like the landlords have all that much leverage.’”(Heschmeyer, 2014).
As e-commerce continues to grow, it will be fascinating to see how this landlord tenant relationship
is resolved.
As shopping trends change so does the value of real estate. Big-box retail, the latest retail real estate
development, quickly became the centerpiece of ‘suburbia,’ large-scale shopping centers designed
to meet all the needs of the surrounding community in one large real estate property. Research has
shown that large-scale general merchandizers greatly outpaced the growth of smaller specialty
stores from 1997-2007 (Basker et al., 2012). It remains to be seen whether e-commerce will have
a similar effect on real estate value. In the early 2000’s retailers acknowledged the existence of
e-commerce, but most did not view it as a major threat to their brick and mortar operations at
the time. In 2001 two-third’s of retailers expected their space requirements to increase or stay the
same, while only a third expected their warehouse or distribution space needs to increase (Worzala,
2002). This illustrates their complacency regarding the future growth of the online shopping model.
Although mobile shopping, which is using a smart-phone to browse and purchase products online,
did not exist at the time, some did predict its future. “Imagine, now a similar scanner with a built in
computer, web browser and cell phone. Consumers could review products, try them, test them out,
examine quality, then scan the product bar codes and search for the lowest priced retailer in either
physical space or cyber space, then place the order” (Miller, 2000). He has perfectly described
mobile showrooming, which now takes place at a large majority of electronic stores. Since January
2014, 58% of adults in the U.S. own a smartphone (Pew Internet, 2014). Not only is the worlds largest
inventory available online, it is available at anytime, anywhere. It begs the question, how will the
value of storefront property change now that products are so accessible from all locations? Most of
the hype would say that this spells the death of brick and mortar retail, but further research would
describe it differently. Although some industries are specifically at-risk to e-commerce domination,
for example: book stores, travel agencies, CD stores, and computer stores, (Baen, 2000) most have
embraced the concept of omnichannel retailing. This means having your brand meet the needs of
the customer across all possible platforms, online, mobile, and in-store. Rather than decreasing the
value of storefront property, the importance of prime location has become all the more important.
Consumers now have multiple fronts to shop from, and therefore shopping is viewed as more of the
entertainment option.
Since the recession in 2008, a great divide has emerged between the profitability of shopping centers
with prime location, and those under depressed conditions (Ahlburn, 2014). Jones Lang LaSalle™,
a research real estate firm analyzed vacancy rates of four different types of centers; community
centers, neighborhood and strip centers, power centers and regional and super regional centers.
They then classified them into two groups, centers with at least 80% occupancy prior to the recession
(prime location), and centers with less than 80% occupancy (poor location). The vacancy rates of
regional and super regional centers with prime location (e.g., centers with anchors tenants like Home
Depot or Best Buy) have fallen below 3% while those with poor location have risen above 50%, a
stark contrast (Ahlburn 2014). Although this does not necessarily demonstrate that e-commerce was
the cause, there is evidence that it could have possibly been a factor. There are a couple reasons that
this could be the case. The two types of centers that have performed the worst in poor locations are
the regional and super regional centers as well as the power centers. These are the two largest types
of centers, malls and shopping centers with multiple big-box tenants. While on the other hand, in the
areas of prime surroundings, the centers with the lowest vacancy rates are also the super regional,
regional, and power centers. The narrative that could be at play is as follows: the entertainment
value of shopping has become a greater priority than the necessity of shopping with the emergence
of e-commerce. Therefore, when consumers desire to shop they will go to an area of prime location
and environment, and when they need a product they will be more likely to use the convenience of the
online platform. This means that areas of poor location are performing worse with the emergence
of e-commerce, because they will purchase their necessities online and go to areas of prime location
for a shopping experience. More data is needed in this area, but it seems that with the growth
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of mobile e-commerce the real estate value of shopping centers with good location have risen
dramatically, while those with aging assets or poor surroundings have seen their investment struggle.
E-commerce also provides intriguing questions on issues of transportation and geography. Where
will the new retail investment take place? What transformations of transportation and shipping will
take place in order to meet the growing demand of in-home customer fulfillment? One of the first
changes is a shift in transportation, from personal car to freight. The responsibility of movement to
the consumer’s residence is now shifted to the retailer or contracted out to one of the major courier
services, such as UPS™ or FedEx™. This is added responsibility on the retailer and an extra expense
to the consumer; but as logistics services improve, it will likely become more efficient and less
expensive. At first thought it would seem that individual parcel delivery would be more expensive
than large scale deliveries to a store; however, the sheer scale at which courier services like UPS
and FedEx operate allows there to be cost savings in combining multiple individual shipments and
reducing the cost of holding a large inventory (Anderson et al., 2003). There has also been growth
in areas of large-scale crowdsourcing in order to deliver products. Crowdsourcing is a term for
utilizing and organizing the masses for a specific purpose using online forums. This has been used
in everything from fundraising (Kickstarter™) to taxi services (Uber™), which connects drivers
and passengers together on their everyday normal routes through a mobile app. The same process
is beginning with courier services. Deliv™ is a mobile app that connects drivers and consumers
for the purpose of delivering an item bought online. For only a small fee of $5 a consumer can
buy an item online and have it delivered the same day. Since its inception in 2012, its client list
already includes major commercial real estate companies such as Simon Property Group™ and a
large number of major retailers including Staples™, Banana Republic™, Chico’s™ and WilliamsSonoma™. The growth of this service is a competitive win for traditional retailers over e-commerce
power Amazon™, as it provides competition in a space that Amazon was looking to dominate,
same-day service. Whether by growth of major courier services or crowdsourcing, e-commerce is
changing the transportation between the retailer and the consumer.
Geographical change is just as likely as growth in distribution centers will cause some shift away
from brick and mortar retail. Amazon as of 2013 has 94 fulfillment centers worldwide (Kucera
2013). Even though it would seem that e-commerce with all its technological promise would cause
there to be less physical investment, the reality is that space is just shifting location. “…there are
significant ‘back region’ spaces, which are needed to sustain and fulfill B2C (Business to Consumer)
e-commerce orders. These back region spaces, warehouse and distribution centers, are the lifeblood
of the e-commerce industry and are where many ‘e-tailers’ have faltered” (Wrigley and Currah
2006). These backroom spaces are expensive, which is why current large-scale retailers have a
huge advantage in already having the distribution center infrastructure. Retailers must adapt and
use their existing structures (stores and distribution centers) to meet the needs of customers in
multiple formats, an entertaining shopping experience, a pick-up in store option and an in-home
delivery option. Home Depot™ clearly demonstrates this in their annual 10k: “The interconnected
retail initiative is woven throughout our business and connects our other three key initiatives. At
the core of this initiative is using our almost 2,000 U.S. stores as a network of convenient locations
for our customers who shop online. In fiscal 2013, we completed our rollout of Buy Online, Ship to
Store (‘BOSS’) and Buy Online, Return In Store (‘BORIS’), which complement Buy Online, Pick-up
In Store (‘BOPIS’), introduced in fiscal 2011. We also began the groundwork for Buy Online, Deliver
From Store (‘BODFS’), which will give us the capability to deliver orders placed online from our
stores to the customer’s home or job site” (Home Depot™ 2014). E-commerce has and will continue
to change the retail process, from where the product originates, to how the goods are transported to
the customer; traditional structures of retail are continually being challenged.

Data
I compiled my data from various agencies. The main three include the U.S. Census Bureau E-stats
and statistical abstract reports, CoStar™ real estate research agency, and Bloomberg™ financials.
The E-stats provide market percentages of e-commerce in each retail category up until 2007, and
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projections from 2008-2012. Although I would like to have more accurate numbers for that period,
that information is unavailable at this time, but the projections line up accurately for the few retail
categories that I have been able to cross-check. The CoStar real estate research agency provides
data on square footage growth and real estate market reports. Stock market data on individual
companies from each retail category have been compiled from Bloomberg™.

Analysis from Current Data Available
Although not enough data has been gathered up to this point to use the statistical models, some
observations can be made from what has been documented. Using data from the 2007 U.S. Census
Bureau Statistical Abstract, we are able to document the growth in market percentages in different
retail categories, and have a decent forecast of the data from 2008-2012 due to the data no longer
being published by the U.S. Census Bureau. The company that used to supply the data to be published
by the Census Bureau was bought out and the new company no longer supplies it; therefore, until we
can purchase this data piece within the research budget it will be necessary to use the forecasted
numbers (See Appendix Table 1a and 1b). Annual stock prices from major big-box retailers have been
compiled and averaged in order to compare stock price performance to growth in the e-commerce
market percentage. (See Appendix Figures 2-9) E-commerce market percentage is essentially the
percentage of totals sales in a retail category that are due to e-commerce. This can also be referred to
as market penetration. Essentially, how far has e-commerce penetrated into that particular market.
Also Jones Lang LaSalle™ have compiled data comparing growth in square footage with growth in
sales for the different retail categories. (See Appendix Figure 10) Using these three data pieces we
can make a few observations regarding the impact of e-commerce growth.
One of the first observations is how big-box retailers in different retail categories performed after
the 2008 recession (Figures 2-9). Some of the categories such as Clothing and Accessories, and
Consumer Health rebounded strongly in 2010-2012; while others such as Books, Music, and Video,
and Consumer Electronics continued their sharp decline. One possible explanation for this is that the
big-box retail sectors that have the highest e-commerce market percentage are also the most likely
to be negatively affected in their financial stock market performance. These big-box retailers are
losing some of their market share to online only companies such as Amazon™. Consumer electronics
is around 16% market percentage and Books, Music, and Video is around 25%. While the market
percentages in consumer health and clothing are still growing they are at a much lower level, 9% and
7% respectively. The same story can be applied to growth in square footage and sales at the different
retail categories (Figure 10). While Books and Music is experiencing negative growth in both square
footage and sales, Electronics, Department Stores, Office Supplies, and Home Improvement are
all steadily growing in sales but decreasing or stagnating in square footage growth. These are all
industries that have been heavily affected by e-commerce growth and are beginning to shift their
strategy toward online growth, rather than square footage physical retail space growth. This is
evidence that e-commerce could be affecting the value and growth of the retail real estate market.

Future Research
Although these are valuable observations and clues as to what is happening in the retail marketplace,
more concrete data is needed to confirm the causality of the relationships. As research progresses a
few data areas are needed in order to perform these statistical models. The first is better e-commerce
sales data on the different retail categories. The U.S. Census Bureau published the information for
free until 2007, but now that information is compiled by private research companies and will need to
be obtained for a more accurate picture of the market. The second and most difficult area to improve
will be the availability of historic commercial real estate information on specific retail industries.
Mass digital data collection on commercial real estate is a relatively new phenomenon pioneered by
companies like CoStar™. However, there is not enough historical information on specific company
growth in physical retail space in order to analyze e-commerce’s impact on the real estate market.
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If these two areas can be improved, then the following two models can be used to create a more
accurate picture of the impact of e-commerce.
First Model: This model would be a panel data statistical model, which is a cross-sectional time
series model. The time series will be from 2000-2012 and the big-box retail industry will be crosssectioned into different retail categories (home improvement, consumer electronics, etc.). In the
model i represents the individual retail sector, while t represents the year in time.
SFit = ui + B1Ecomit + B2Dowt + B3NaEmit + Eit
SF = Big-Box store square footage growth rate of each retail category
Ecom = Annual E-commerce spending by retail category
Dow = Dow Jones Retail Titan Index
NaEm = National Employment and Payroll by industry
E = random error
u = retail category specific factor
This model would look for the impact of growth in e-commerce spending in a particular industry
on the square footage growth rate of big-box retail stores in that retail category. This would help
illuminate how e-commerce has impacted the real estate market. The Dow Jones retail index and the
national employment numbers would account for other economic factors impacting retail square
footage growth rates.
Second Model: The second model also includes panel data, with the same cross-sectional and time
series characteristics as the first model.
FPit = ui + B1MEcomit + B2S&Pit + B3CEPit + Eit
FP = Average Stock prices of the big-box retail companies in each
retail category
MEcom = Market percentage of e-commerce in each retail category
S&P = S&P 500 stock market annual value
CEP = A dummy variable for whether the retail category has a competitive big-box e-commerce program
u = retail category specific factor
E = random error
This model will attempt to get a more accurate picture of the impact of e-commerce on the financial
performance of big-box retailers. The S&P 500 accounts for macro-economic variables while the
dummy variables look to see the impact of big-box retailers embracing omnichannel retailing with
a competitive e-commerce program.

Conclusion
It is evident that e-commerce is impacting many different structures in the market and society,
from the landlord tenant relationship, to the geography of cities. Current analysis gives us some
clues as to which retail categories are being impacted the most, both financially and in real estate
structure, while further research will look to confirm these initial observations with more sophisticated statistical models.
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Appendix
Table 1a. Online Retail Spending, and Projections. Source: Jupiter Research, Inc.,New York, NY (copyright) unpublished data.

Figure 2. Consumer electronics e-commerce market percentage per
year. Graph by Brian Bates 2014.
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Figure 3. Consumer electronics retailer stock prices per year. Graph by
Brian Bates 2014.

Proceedings 2014

BUSINESS

Table 1b. Online Retail Spending, and Projections. Source: Jupiter Research, Inc.,New York, NY (copyright) unpublished data.

Figure 4. Books, music and video e-commerce market percentage per
year. Graph by Brian Bates 2014.
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Figure 5. Books, music and video retailer stock prices per year. Graph
by Brian Bates 2014.
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Figure 6. Consumer health e-commerce market percentage per year.
Graph by Brian Bates 2014.

Figure 7. Consumer health retailer stock prices per year. Graph by Brian
Bates 2014.

Figure 8. Clothing and accessories e-commerce market percentage per
year. Graph by Brian Bates 2014.

Figure 9. Clothing and accessories retailer stock prices per year. Graph
by Brian Bates 2014.

Figure 10. Percentage change in retail sales vs. square footage change (change in square footage in each retail category on the
Y-axis and change in sales in each retail category on the X-axis between the years 2012 and 2013).
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Abstract
The United States education system has faced challenges and reforms regarding assessment
and identification of gifted students in the past fifty years which continue to change as the nation
develops new goals and needs (Giuliani & Pierangelo, 2012). In recent years, school demographics
have changed due to an influx of students from immigrant families who speak native languages
other than English (Carter et al., 2005). The need for educating this large population of students
learning English as a second language has led to new policies and programs developed specifically
for English Language Learners (ELL) (Elizalde-Utnick 2008).
Due to these recent educational initiatives, this research study will focus on how the assessment
of ELL impacts their identification and placement in gifted and talented programs. For this Honors
Thesis, there are two research questions explored in depth. Overall, what assessment strategies,
procedures, and instruments are more effective in identifying ELL for gifted programs? Once
identified for these programs, what instructional and assessment strategies appear to be more
effective? This is a current topic because most studies have focused on the overrepresentation of
ELL as having learning disabilities. However, several researchers have considered the underrepresentation of ELL in gifted and talented programs and how these same students can be successful
in gifted and talented programs. The article will include research and data related to historical
perspectives, the magnitude of the need for improved assessment and identification, current strategies and their effectiveness, misunderstandings about ELL and gifted and talented programs, and
directions for future research and its importance.

Introduction to the Problem
The United States education system has faced challenges and reforms regarding assessment
and identification of gifted students in the past fifty years which continue to change as the nation
develops new goals and needs (Giuliani & Pierangelo, 2012). In recent years, school demographics
have changed due to an influx of students from immigrant families who speak native languages
other than English (Carter et al., 2005). The need for educating this large population of students
learning English as a second language has led to new policies and programs developed specifically
for English Language Learners (ELL) (Elizalde-Utnick, 2008). For example, the “No Child Left
Behind Act” requires schools, districts, and states to provide appropriate education for ELL in
language proficiency as well as the same academic content as their peers (Rivera et al., 2009). Due
to these recent educational initiatives, this research study will focus on how the assessment of ELL
impacts their identification and placement in gifted and talented programs.
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Researchers have focused on the
overrepresentation of ELL with learning
disabilities and in need of special
education services (Elizalde-Utnick,
2008). However, fewer researchers have
examined the underrepresentation of
ELL in gifted and talented programs.
National data collected by the Office
of Civil Rights (2011) shows that in
the 2009-10 school year, almost half a
million ELL were approved through the
Individuals with Disabilities Education
Act (IDEA) for special education services while fewer than 80,000 ELL were considered gifted and
talented. Statistically, because 9.5% of total public schools students are classified ELL, this number
should be mirrored in the percentages for IDEA and Gifted-Talented. The data in Table 1 shows that
ELL representation for IDEA is 8.5%, but only 2.4% of gifted and talented students are ELL which is
a clear underrepresentation of students with limited English language proficiency.
Table 1. ELL Population statistics for Ohio public schools. Data from National Center for
Educational Statistics, 2012.

Because of this underrepresentation of the ELL population in gifted and talented programs,
researchers have recognized that some ELL may not receive the services they need due to languages
differences or inefficient identification
procedures. Several case studies have Table 21. Rural, Suburban and rural ELL populations. Data from National Center for
been published illustrating the struggles Educational Statistics, 2012.
of ELL who have already been admitted
into gifted and talented programs but
may not be receiving proper instruction
(Harris et al., 2009). This study will focus
primarily on the state, district, and school
practices concerning ELL and gifted and
talented programs in the state of Ohio.
As seen in Table 2, the ELL population
in Ohio is larger in some districts than
others depending on location (National
Center for Educational Statistics, 2012).
The school districts with the largest ELL
populations are the urban school districts
which include hundreds of schools with
varying diversity. However, the districts
included in the chart (Table 2) contain
less than 3% of the total ELL population
enrolled in public schools in Ohio.
These statistics suggest that ELL services are a growing need in Ohio due to the significant
population of students learning English as a second language (Office of Civil Rights, 2011). One
interesting fact to note from Table 3 is
that although almost 35,000 students Table 3. ELL under representation. Data from the National Center for Educational
are in need of ELL services, only 30,000 Statistics, 2012.
students receive them in public school
districts in the state of Ohio (Office of
Civil Rights, 2011). This illustrates that
the foundation of the problem between
ELL and gifted and talented identification may begin with the obstacles that
come with language differences.
1.
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Each block marked n/a (not applicable) indicates that any school district within that city has an ELL population less than
twenty
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For this Honors Thesis, there are two research questions explored in depth.
•

Research Question 1: Overall, what assessment strategies, procedures, and instruments are
more effective in identifying ELL for gifted programs?

•

Research Question 2: Once identified for these programs, what instructional and assessment
strategies appear to be more effective?

Review of the Literature
The United States Department of Education defines a gifted child as:
Youth with outstanding talent perform or show the potential for
performing at remarkably high levels of accomplishment when
compared with others of their age, experience, or environment. These
children and youth exhibit high performance capability in intellectual,
creative, and/or artistic areas, possess an unusual amount of leadership
capacity, or excel in specific academic fields. They require services or
activities not originally provided by the schools. Outstanding talents
are present in children and youth from all cultural groups, across
all economic strata, and in all areas of human endeavor (Pereira &
Gentry, 2013).
Because of this definition, most schools with gifted and talented programs have different categories
of giftedness including superior cognitive abilities, specific academic ability, creative thinking
ability, and visual or performing arts ability (Harris et al., 2009). Recently, an increasing number
of school districts are also recognizing leadership and bilingualism as areas of giftedness which is
especially accommodating for ELL who may have these gifted qualities (McClain & Pfeiffer, 2012).

Issues in the Assessment and Identification of ELL as Gifted and Talented
There is a significant amount of literature relating to Research Question One. The assessment and
identification of ELL begins almost immediately when a student from an immigrant family enters
a public school in the United States. First, the student must go through a series of tests in order for
administrators and experts to decide what services the child needs in learning English. Before the
student receives any services, the school district must establish whether a student qualifies as an
ELL or a bilingual student. Schools use an assessment of language proficiency in order to determine
which category a non-native English speaking student belongs. The assessments for identification
of ELL vary in each state, but a popular example of a language proficiency assessment is the Home
Language Survey (Goldenberg & Rutherford-Quach, 2012). The Home Language Survey asks several
questions about the language used in the child’s home, the student’s comfort level with English, and
the primary language the student uses in daily conversation (Harris, 2009). Usually, if a student
responds to one or more of the questions with a language other than English, the school will provide
the student with an oral or written English proficiency exam to further understand the student’s
English abilities. These scores will determine the student’s placement and possible educational
services (Mahoney & MacSwan, 2005). Students who test as bilingual traditionally begin learning in
a mainstream classroom along with other students fluent in English; whereas students with a less
sufficient understanding of English, and possibly their native language as well, classify as an ELL
and should receive linguistic support. If a school or district disregards laws relating to providing
ELL services, then the district faces consequences such as withdrawal of federal or state funding
(Goldenberg & Rutherford-Quach, 2012).
Although the procedure in each school district is different, many schools will then administer
individual or school-wide assessments to ensure the proper placement of students. Typically schools
will only administer individual assessments if a referral for a student to be tested is provided by
a teacher, school psychologist, or parent (Snyder, 2014). These assessments may measure ability,
achievement, aptitude, or IQ, but regardless of what is being measured these tests are typically
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nonverbal, timed, and originally written in English. Several researchers suggest that these assessments do not accurately measure the strengths and weaknesses of ELL for different reasons.
First, because ELL come from many different cultures and experiences, some enter the United
States without having had any formal education. If a student is expected to complete a lengthy
standardized assessment without any familiarity with this form of evaluation, then it is unlikely for
the student to perform at grade level or to the best of his or her ability (Carter et al., 2005). Although
immigrant students with a formal education background typically performed better on assessments
than students without formal education, researchers noticed that students without formal education
often had strong capabilities due to their daily life experiences. For example, Brazilian children
who spent time selling items in street markets with their families were able to think quickly and
perform mathematical problems easily in real life situations, but these children typically had poor
test results in mathematics (Carter et al., 2005). Some districts have attempted to eliminate the
issues associated with language differences by allowing the student to answer questions verbally
in their native language when evaluated by an adult who speaks the same language as the student.
Those using these verbal tests also ran into obstacles such as children of certain cultures feeling
uncomfortable interacting with an unfamiliar adult, and therefore refusing to make eye contact or
directly respond to the assessment questions (Carter et al., 2005). Also, students who were raised
speaking a language other than English typically interpret words, pictures, or hypothetical situations in different ways than most American children (Carter et al., 2005). After better understanding
the shortcomings of verbal testing, many states returned to nonverbal assessments, but insisted that
these assessments be administered in the native language of the ELL in order to provide better
understanding of the child’s overall ability rather than English proficiency. Although this form of
testing recognizes and attends to the linguistic needs of the child, the translated tests are often still
influenced by cultural differences and may assess the child’s native-language ability more than his
or her knowledge of academic subjects (Mahoney & MacSwan, 2005).
As a possible solution to the issues involving verbal and nonverbal standardized testing, researchers
have suggested shifting to alternate assessments. Researchers find the most popular types of alternate
assessment as multidimensional as well as more multiculturally accommodating than traditional
achievement tests (Taylor, 2006). Three assessments are widely used and promote a holistic review
of a student’s abilities and achievements: observational assessment, portfolio assessment, and
dynamic assessment. Observational assessments can be classified as either formal or informal, but
typically observational assessments are considered informal and simply involve one or two people
observing the child in a natural environment. One limitation of observation involves the concept of
reactivity which occurs when a child behaves differently due to the presence of an adult observer.
Because reactivity causes biased results, researchers have found methods to eliminate reactivity
such as the analogue assessment which has the observer watch from a disclosed location where the
child cannot see him or her (Taylor, 2006). Although observational assessment is informal, observers
must still provide reliable data in the form of operational definitions and proper identification of
the child’s behavior (Taylor, 2006). The portfolio assessment includes a collection of student work
and achievements through a period of time and chosen by the student or the instructor. Portfolios
demonstrate holistic assessment and allows for a more realistic view of a student’s strengths and
weaknesses. Portfolio assessments are recommended for identifying minority children as qualified
for gifted and talented programs which other standardized tests may not recognize (Taylor, 2006).
Dynamic assessment has gained the most attention when discussing the potential for improvement
in testing of gifted students from culturally and linguistically diverse backgrounds (Taylor, 2006).
The most recognizable method used in dynamic assessment is the test-train-retest model which
focuses on the process of learning and the student’s potential rather than performance. This form
of assessment also helps identify barriers to more effective teaching methods and conditions with
culturally diverse students (Taylor, 2006).
Referral and screening of the student is the initial step in procedures for identifying an ELL for
gifted and talented education. Typically, procedures for identifying students for gifted and talented
programs include:
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Initial screening (e.g., school-wide screening, group achievement assessments)

•

Individually administered assessments may determine eligibility for gifted and talented services
if the student’s scores are high enough (e.g., individually administered IQ, achievement, or
ability tests)

•

Alternate assessments administered to ELL to provide additional support since standardized
assessments may not show true potential of student (e.g., portfolio, observational, or dynamic
assessment)

Appendix A shows approved gifted and talented identification instruments according to the Ohio
Department of Education (2014). These include both group and individually administered instruments. Traditionally, a student must score above the cut-off score for these instruments in order to
be eligible to receive gifted and talented services; however, researchers have suggested that ELL
should have a lower screening cutoff than native English speakers until the number of referrals for
ELL is equivalent to those of students proficient in English (Matthews & Kirsch, 2011). In response
to these concerns, the Ohio Department of Education has instituted a flexible single cut-off score
model which allows for a student to demonstrate his or her abilities through alternate assessment
(McClain & Pfeiffer, 2012).

Instruction of ELL in Gifted and Talented Programs
There is also an abundant amount of literature focusing on Research Question Two. Once an ELL
student is officially admitted into a gifted and talented program, the topic of instruction becomes a
challenge, especially if the student has limited English proficiency. Because many gifted and talented
students are learning material much more advanced than their peers, some gifted and talented
programs have instruction based heavily on independent work and few opportunities for peer interaction to occur in the classroom (Ro, 2010). This type of instruction is not ideal for ELL because if the
instructor provides directions or instructions in English and an ELL needs clarification or does not
understand an assignment, he or she may benefit from working with a partner or being able to freely
ask another student questions. One solution to this problem appears in the use of the Autonomous
Learner Model which relies on students becoming independent learners. The model has several steps
including first working with groups and establishing methods of group problem-solving. The next
dimension of the model introduces activities that promote self-motivation and understanding; the
students then work extensively on activities which interest them and are instructed to do in-depth
research on a topic they want to know more about and allowing them to present their results in any
form they like. This model typically takes a calendar school year to implement and has proven to
be highly successful with students of varying cultures, academic achievement, and age. One study
noted that ELL became more willing to take risks in academic work as well as in situations which
typically require English proficiency (Uresti et al., 2002).
A concern for some is that ELL gifted and talented students without full English proficiency will
affect school performance with the emphasis on accountability and standardized testing. No Child
Left Behind addresses accountability testing for all by dictating that all ELL students must participate in state progress assessments in order to make sure the school is properly working to close
the achievement gap (American Speech Language Hearing Association, 2014). Many accommodations are available for ELL taking these tests, such as administering the test in the student’s native
language, allowing a translator to provide oral instruction or the student to provide oral answers, and
using a bilingual dictionary (ASHA, 2014). Although many accommodations provided do contribute
to helping ELL do their best on the assessments, some schools simply allow ELL the same accommodations provided students with disabilities on assessments which may not be relevant or appropriate
for an ELL (Abedi & Levine, 2013).
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Methods
For this Honors Thesis, there are two research questions explored in depth.
•

Research Question 1: Overall, what assessment strategies, procedures, and instruments are
more effective in identifying ELL for gifted programs?

•

Research Question 2: Once identified for these programs, what instructional and assessment
strategies appear to be more effective?

The methodology for this study will include a qualitative data collection and analysis concerning the
identification and instruction of ELL in gifted and talented programs.

Survey Development
After reviewing current literature and discussing the issue of identification of ELL for gifted and
talented programs with faculty and administrators, I have developed and categorized a number of
themes and related subjects which are relevant to this Honors Thesis. Tables 4 and 5 show lists of
possible survey topics relevant to the study which have been suggested by current teachers and
faculty members in a local Miami Valley school district with a significant ELL population.
These teachers and faculty members are employed in a six week summer study program for ELL
which provides academic services to Hispanic ELL in first through fifth grade. Two teachers who
have participated in the summer program for several years were asked open-ended questions during
a one-on-one interview. The questions given to these teachers are similar to questions that will be
asked of other experts on ELL and gifted programs in future interviews:
Table 4. Topics Related to Research Question 1.

Q1. Are there any identified gifted and
talented students in this program?
Q1a. How is instruction different for
these students?
Q2. Are there any students you think are
potentially gifted and talented but are
not identified?
Q2a. What are the characteristics of
these students that lead to potential
giftedness?

Table 5. Topics Related to Research Question 2.

The answers the teachers provided
when asked these questions validated
the importance of certain themes illustrated in the literature review and in
the list of possible survey topics. The
answers specifically mentioned topics
such as misidentification, instruction,
different types of giftedness and talents,
and alternate assessment.
(See Appendix B for the responses to
these questions.)
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Participants
Experts in the local Miami Valley area will be recruited to participate in the qualitative data collection
in the form of a survey and in-depth interviews. Survey participants will most likely be current
teachers or administrators in local public school districts with at least three years of experience in
their current position. Five participants will be recruited for the interview process. The participants
will most likely consist of one higher education expert on ELL, one director for gifted and talented
programs at a local school, two teachers of ELL who have potentially gifted qualities, and one school
psychologist who regularly refers students for assessment and administers assessments for ELL or
gifted and talented students.

Data Collection
The data collection will consist of a closed-question survey with questions relating to the topics
shown in Tables 4 and 5. Several interviews will be conducted with local experts on ELL and gifted
and talented programs. A few sample interview questions include:
•

What are the most common instruments used to identify gifted and talented students in your
school/school district?

•

What kind of alternate assessments does your school use when identifying ELL for gifted and
talented services?

•

How does accountability testing and its relationship with public funding affect the identification
of ELL for gifted and talented programs?

•

What multicultural model (e.g., immersion, pull-out, etc.) does your school use to allow for appropriate instruction of ELL students?

•

How does your school allow for students with different levels of ability to learn the same
material?

Conclusion
This literature review began with an analysis of the current knowledge of English Language
Learners and their performance in school. The researcher found information concerning the
assessment of ELL which led to an exploration of the underrepresentation of minority students
in gifted and talented programs. The researcher found articles and studies investigating a testing
bias found in assessments which discriminates against the cultural differences among ELL. The
researcher described several examples of recurring problems observed in assessment of ELL.
Discussion followed about alternate assessments and other possible solutions to avoid the testing
bias and its application to identifying ELL as gifted students. This study also included current ideas
on the instruction of ELL in gifted programs to encourage their success as well as issues concerning
accountability in state-wide testing within school districts. The developing methodology includes a
list of possible survey topics which are relevant to the study and schools today. A factor that may
significantly affect the ELL population in the future is funding for ELL and gifted and talented
programs. In the research process, the researcher intends to interview local Miami Valley ELL
experts in order to better understand what area schools have in place to assess and identify ELL
as gifted students and subsequently analyze the qualitative data collected to provide appropriate
instructional strategies once identified. Analyses of qualitative data will include identification of
themes, specific and general strategies, and current practices in the Miami Valley area. Finally,
these data will be compared to that included in the literature review toward making suggestions for
future practice and research.
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Appendix A
Table A.1. Chart of Approved Gifted Identification/Screening Instruments February, 2014 Update.
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Table A.2
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Table A.4. The following tests are approved for screening only.

Table A.5. Key
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Appendix B
These are the questions which Teacher A and Teacher B were asked:
Q1. Are there any identified gifted and talented students in this program?
Q1a. How is instruction different for these students?
Q2. Are there any students you think are potentially gifted and talented but are not identified?
Q2a. What are the characteristics of these students that lead to potential giftedness?

Teacher A2 responded with the following answers3:
Q1. Many students are misidentified because of language differences, so there are no identified gifted
students but several identified students with disabilities.
Q1a. The students identified with having a disability are given more appropriate instruction in smaller
groups during lessons.
Q2. Several students should be identified as artistically gifted in Visual Arts. There is no longer an elementary program for gifted visual arts students due to loss of funding. Other
students have gifted leadership qualities.
Q2a. [I] can see their gifted qualities in their interactions during lessons and with peers. Students are
intuitive, curious, want more, and push themselves.

Teacher B responded with the following answers:
Q1. There are several gifted/advanced math students, but at first I thought they were misidentified because of the language differences.
Q1a. They [the gifted students] have to demonstrate knowledge and communicate rather than simply
perform concepts. During the school year there is flexible grouping for advanced, excelled, and beginner
students in math. [I believe] group work is always better than independent work in the classroom. We
[the school teachers] try to use immersion rather than pull-out, and sometimes we even have one-on-one
tutoring of ELL in the same classroom as regular instruction.
Q2. Some students could possibly be gifted in reading but they cannot be identified because of lack of
fluency, vocabulary, and comprehension. Many ELL may speak a language but never learned to read or
write it which makes it difficult to excel in that area.
Q2b. [I can see giftedness] in their though-processes and their ability to communicate with each other.

2.

The teachers are noted as Teacher A and Teacher B in order to remain anonymous

3.

Italicized words provided for emphasis on important topics discussed in literature review and data collection
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