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ABSTRACT 
 
 
Students’ behaviours in online tutorials have long been an important issue for educators, 
particularly as a predictor of their educational performance. This thesis addresses three 
problems. First, we revisit the assumption that posting messages in online tutorials 
concerning course assessments, assignment briefs, weekly lecture discussions and questions, 
and preparation guides for final exams contribute to improving academic performance. Our 
investigation of real datasets questions the merits of this assumption. The second issue is an 
extension of the first where, upon examining real datasets, we find that the majority of 
students do not post messages in online tutorials and are instead more passive and simply 
read what has already been posted. Nevertheless, their performance is satisfactory. Moreover, 
studies have not fully utilised the features of online tutorials nor have they based their 
predictions of performance based on the individual assessment components but the final 
course score (1, 2). This means that the works that relied on the posts from a minority of 
students do not represent the overall behaviours of most students. The significance of this 
is that the results do not represent the total number of students engaging in online 
education, and as such the results are not representative. These issues are addressed by 
investigating the real datasets from online tutorials for semester one 2016 obtained from the 
English for Librarians and Reading Proficiency Enhancement courses in Open University, 
Indonesia. Third, text mining techniques are commonly used for researching biomedicine, 
financial fraud, politics, customer feedback, the stock market and securities, and are seldom 
used for educational data (3). Our research leads to a new conceptualisation of the online 
tutorials as a platform to predict students’ educational performance using text mining. The 
thesis uses data and text mining techniques based on the total posts, responses, words and the 
number of views of the forums to develop a model to predict students’ academic 
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performance. The evaluations suggest that our proposed model is much more accurate and 
efficient than previous models.  
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CHAPTER 1  
INTRODUCTION 
 
 
Education data mining (EDM) provides highly useful analytics that helps identify trends and 
practices to achieve more efficient and effective decisions. Surprisingly, it has been subjected 
to limited academic research. The emerging field of education data mining examines the 
unique ways of applying data and text mining methods to solve educational-related problems. 
Education data mining and text mining are also used to prediction students’ academic 
performance. Statistical and software tools such as SPSS and WEKA can also be used to 
predict, classify, associate and group students and their performance.  
This research proposes a new prediction model using data and text mining tools by 
incorporating students’ assessment unit, grades and online tutorials to determine the best 
predictors for predicting students’ academic performance.  
This chapter offers an overview of the research background, scope, significance of the 
study and its justification. It also articulated the problem statement, methodology, thesis 
structure along with its potential contributions to theory and practice.  
 
1.1 Background 
 
Prediction is a popular data mining model that is currently trending among researchers. As a 
part of the artificial intelligence system, text and data mining create innovative prediction 
models at various levels of implementation in many fields. It benefits institutions, students, 
and other stakeholders by having a finger of the pulse of student performance. It offers data 
for improving instruction and the early detection of weak student performance. Having 
instruction that is tailored to the needs and abilities of students increases their chances of 
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scoring well and internalising the skills and education that was taught. Collectively, these 
benefits support student retention (4).  
Currently, technological revolutions in education support E-learning to address the 
current needs and trends in education. Although the idea is considered a new one, using 
learning management systems such as Moodle and Edmodo in the instructional process 
enables the creation of powerful, flexible and engaging online courses and experiences (5). 
They also play a significant role in constructing the best prediction models of students’ 
performance by analysing the students’ data of behaviour in E-learning and identifying 
features in E-learning which strongly affects students’ performance.  
E-learning data captures all students’ online activity. It has been proven that E-
learning data are very useful to be used in predicting students’ performance (6-11) (12). 
Additionally, John Whitmer et al. (2013) found that students’ achievement correlates with 
LMS data better than demographic data. However, despite the developments, there has been 
little research in education technology related to students’ behaviour in E-learning. Prior 
research did not adequately consider the E-learning elements (13-16). For example, 
Macfadyen and Dawson used only the final grade reflected by LMS data. Such a method 
cannot predict results accurately as it neglects the role of course assessment (33). 
There are different approaches to modelling and predicting the success or failure of 
students in completing specific tasks in the context of intelligent tutoring systems (3, 13, 17-
20). These include building intelligent “early warning systems” that monitor the students’ 
academic performance during the term (21-23), predicting how well the students will perform 
by analysing their activities with the learning management system (e.g., Moodle) (2, 24, 25) 
and predicting students’ term and final GPA (26).  
15 | P a g e  
 
Studies suggest that students’ information (27), demographic (13), socioeconomic 
status (15), psychology (14) and behaviour (14) affect their educational performance. 
However, the validity and accuracy of these indicators are debated.  
This research uses data and text mining approaches to design a pattern prediction 
model of students’ academic performance by analysing online tutorials. Classification, 
relationship mining (correlation mining), regression SPSS, WEKA and TF-IDF help achieve 
this goal. Correlation mining was used to find the best predictor of students’ academic 
performance in online tutorials. It predicts students’ academic performance using the linear 
regression in SPSS. Numerous data mining techniques can also be processed in WEKA to 
predict students’ academic performance such as linear regression, multilayer perceptron and 
decision tree. Text mining requires incorporating text from learning material and student 
responses. In this case, an algorithm based on the TF-IDF approach is used to leverage the 
information from students’ responses to online discussions and learning materials about how 
often words occur in both mediums. It then filters and stores the meaningful data into a 
database.  
The data was taken from students enrolled in the two courses English for Librarians 
(Bahasa Inggris untuk Perpustakawan) and Reading Proficiency Enhancement (Pembinaan 
minat baca) 0F1 by extracting and analysing the online tutorials from Open University, 
Indonesia. Although Open University, Indonesia offers its instruction in face-to-face and 
online mediums, this study concentrates exclusively on the online attendance and engagement 
through the university’s e-learning facility. This dataset is used for both data and text mining. 
It is the primary source of data. 
To support the conclusions derived from the analyses of the Open University’s e-
learning, we used three open-source datasets. The first is a multivariate dataset Students' 
                                                          
1 Henceforth, the thesis will refer to the courses in their English equivalents.  
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Academic Performance Dataset (SAPD) which is an educational dataset collected from the 
learning management system (LMS) called Kalboard 360. The dataset consists of 305 males 
and 175 females. The students come from different origins such as 179 students are from 
Kuwait, 172 students are from Jordan, 28 students from Palestine, 22 students are from Iraq, 
17 students from Lebanon, 12 students from Tunis, 11 students from Saudi Arabia, 9 students 
from Egypt, 7 students from Syria, 6 students from USA, Iran and Libya, 4 students from 
Morocco and one student from Venezuela. The data is collected using a learner activity 
tracker tool, which called experience API (xAPI). The xAPI is a component of the training 
and learning architecture (TLA) that enables to monitor learning progress and learner’s 
actions like reading an article or watching a training video. The experience API helps the 
learning activity providers to determine the learner, activity and objects that describe a 
learning experience. The dataset consists of 480 student records and 16 features. The features 
are classified into three major categories: (1) Demographic features such as gender and 
Nationality. (2) Academic background features such as educational stage, grade Level and 
section. (3) Behavioural features such as raised hand on class, opening resources, answering 
survey by parents, and school satisfaction. This is used for data mining.  
The second dataset is sourced from IBM’s HR Employee Attrition and Performance 
(IBM-EAP). This dataset uncovers the factors that lead to employee attrition and explores 
important questions such as ‘show me a breakdown of distance from home by job role and 
attrition’ or ‘compare average monthly income by education and attrition’. This is a fictional 
dataset created by IBM data scientists. In this thesis, it is used for data mining.  
The third dataset contains Amazon customer reviews (ACR) sourced from Datafiniti’s 
Product Database. It is a list of over 1,500 consumer reviews for Amazon products like the 
Kindle, Fire TV Stick, among others. This is used for text mining.  
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Collectively, referring to these different datasets containing different types of data to 
develop a predictive model of student performance will contribute to the robustness of the 
model and its applicability to numerous fields.  
The English for Librarians datasets consider the course assessment and grades which 
are divided into assignments 1, 2, 3 and final exam. The Reading Proficiency Enhancement 
dataset evaluates the students’ score based on the frequency of their participants in online 
discussions where the lecture issues learning material weekly and students need to actively 
respond. A single semester comprises eight weeks.  
The output results of two open datasets are in ordinal value. The SAPD is divided into 
L, M and H, while in the IBM-EAP, the performance ratings are categorised into Low, Good, 
Excellent and Outstanding. 
 
Open University, Indonesia 
Universitas Terbuka (UT) or Open University is the 45th University in Indonesia which was 
inaugurated on September 4, 1984, based on Presidential Decree No. 41 of 1984. Its vision is 
to become a world-class institution of open and distance education producing graduates with 
high competitiveness. Its mission is:  
1. To provide world-class educational access to all levels of society through the 
implementation of various open and distance education-based university programs to 
produce highly competitive graduates. 
2. To study and develop a system of open and distance education.  
3. To utilise and disseminate results of scientific and institutional studies to address the 
challenges of national development needs. 
Open University implements open and distance learning systems. It does not impose 
restrictions on age, year of high school graduation, study period, registration time, and 
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frequency of taking exams. The only limitation is that every student candidate must have 
completed their secondary education (senior high school or equivalent). Meanwhile, the term 
distance means that learning is not done face-to-face, but using media, both printed (module) 
and non-print media (audio /video, computer/internet, radio broadcasting and television). 
Students can obtain teaching materials using mobile devices and online-based enrichment 
materials (web supplement). 
Tutorial is a learning support service provided by Open University for students. In the 
tutorial, learning activities are conducted under the tutor's guidance, as a facilitator. In the 
tutorial, things that are considered difficult and very important to be mastered by students 
will be discussed. The materials covered in the tutorial activities include:  
1. essential competencies or important concepts in a course;  
2. problems found by students in learning modules;  
3. issues related to student practice activities, inside or outside the tutorial class; and/or 
4. problems related to the application of science in daily life. 
 
TUTORIAL TYPES 
Students can choose the type of tutorial provided by Open University according to their 
interests and abilities. The types of tutorials that students can follow are:  
1. Face-to-face Tutorial 
Face-to-face tutorial or Tutorial Tatap Muka (TTM) are tutorial activities that are executed 
directly in the classroom. TTM is grouped into 2, namely compulsory TTM and upon student 
Requests TTM. Compulsory TTM is one included in the Semester Packages System (SIPAS) 
service. Compulsory TTM subjects are marked with the “T” code in the curriculum structure, 
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on the curriculum catalogue of each faculty. To attend it, students are not charged since they 
are included in the semester package fee. 
Meanwhile, upon student requests, TTM is held if there is demand from students. To 
be able to attend, students must report to the local distance learning program unit or UPBJJ 
and pay TTM fee. Additionally, it can be held by meeting the following requirements.  
a. The minimum number of participants is 20 people in one course, per class in each 
semester.  
b. The availability of tutors who are relevant to the course will be held.  
c. Students (TTM applicants) have paid the TTM fee.  
 
Compulsory TTM and upon student request TTM are held by the distance learning program 
unit or UPBJJ-UT, eight times in eight consecutive weeks for each subject in UPBJJ-UT 
colleges or other cities determined by UPBJJ-UT. During the tutorial, students are given three 
tasks, each at the third, fifth, and seventh meetings. The tasks can be done inside or outside 
the tutorial activities in accordance with the characteristics of the course and the stipulated 
requirements. In TTM, students are required to participate actively, i.e., attend at least five 
meetings from a total of eight, engage in discussions, and do the full task. Students will not 
get a TTM score if they attend less than five times. 
2. Online Tutorial  
Online tutorials are tutorial activities organised online. Students can follow it from anywhere 
as long as they can access the Internet. It consists of online courses, final tasks of the 
program, practical guidance/ practicum, and scientific work guidance (except for teacher 
training and education faculty). Activities in online tutorials, except for final tasks, are 
divided into eight sessions held for eight consecutive weeks. Meanwhile, for the final task, it 
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consists of six sessions held for six consecutive weeks. During the tutorial period, students 
are required to actively study the initiation materials, participate in discussions, and perform 
tasks assigned. In addition, tasks are done and sent to online tutors either via mobile or web-
based devices. Participation should be by students and include activeness in learning the 
initiation materials and discussions with fellow students as well as with tutors in discussion 
forums.  
An online tutorial can be accessed on http://www.ut.ac.id  by selecting “UT ONLINE 
>LAYANAN BELAJAR ONLINE >TUTORIAL ONLINE or direct access on 
http://elearning.ut.ac.id. Students can follow the online tutorial in accordance with courses 
having been registered in the current semester, on the schedule specified on UT academic 
calendar. All courses provide online tutorial services except for practical courses—provided 
in accordance with the provisions set forth by each faculty. 
 
3. Radio, Television, and Print Media-Based Tutorial  
Students can follow the radio-based tutorial through National Program 4 on Indonesian 
National Radio (RRI) at 92.8 MHz FM, 1332 kHz MW, and SW 9680 kHz, at 14.35-15.00 
Western Indonesian Time (WIB). The tutorial is broadcasted six times a week, Monday-
Saturday. Meanwhile, tutorials through television can be watched through Sky LBS TV 
channel with the help of a satellite dish. The schedule details can be seen on Open 
University’s official website (http://www.ut.ac.id). 
4. Webinar Tutorial  
Webinar tutorial is a face-to-face tutorial (TTM) mode that is implemented by utilising web 
seminar facilities in real time. This type of tutorial is organised in order to improve the 
services and efficiency of TTM implementation, especially in areas which are geographically 
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difficult to reach, for example, in remote areas or abroad which, of course, costs a lot for the 
implementation (especially the tuition fee). Additionally, the webinar tutorial can be held if 
students and tutors have good access to the Internet. The contribution of this tutorial value to 
students’ final grade is equal to the contribution of the face-to-face (TTM) value. 
LEARNING EVALUATION SYSTEM 
The learning outcomes of Open University students are measured through final examinations 
in each Semester, work assignments, and participation in face-to-face (TTM) or online 
tutorial activities. There are two forms of final exams, namely written and online exam. 
The form of the question in the final written exam can be either an objective test 
(multiple choice) or a descriptive test (essay). In some courses, the final exam is also given in 
the form of oral examination (speaking course) and listening (listening course). Meanwhile, 
the form of online exam questions can be either an objective test (multiple choice) or a 
descriptive test (essay). For an objective online exam, the answers are directly done on the 
computer.  
The courses used for this research were English for Librarian and Enhancing Reading 
Proficiency. The vision and mission of the Reading Proficiency Enhancement course are to 
increase the interest of reading in general, fast reading, effective reading, and reading results 
recording. Meanwhile, in the English for librarian course, students are expected to be able to 
use English in the context of library-related activities.  
Both courses can be done face-to-face and online. The total data for English courses 
for the centre were derived from students’ enrolment (165 students) in semester one from 
February to April 2016. As described earlier in the online tutorial, the English for Librarians 
course is divided into eight weeks of implementation and assignments, in which each task has 
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a percentage of 20%. The following is a schedule of online tutorial activities for the English 
for Librarians course:   
Table 1 Schedule of Online Tutorial Activities for the English for Librarians Course 
Weeks Activities Implementation Dates 
1  Initiation 1  February 26 - March 4 
2  Initiation 2  March 5 – 11 
3  Initiation 3 and Assignment 1  March 12 - 18  
4  Initiation 4  March 19 - 25  
5  Initiation 5 and Assignment 2  March 26 -April 1 
6  Initiation 6  April 2 - 8  
7  Initiation 7 and Assignment 3  April 9 - 15  
8  Initiation 8  April 16 - 22  
 
Meanwhile, the data for the Reading Proficiency Enhancement course was derived from the 
calculation of students’ scores based on their participation in weekly online forums.  
1.2 Problem Statement  
 
Most studies did not fully utilise the features and functionalities of the online tutorials and 
course assessment to predict students’ academic performance. They did not include the data 
source in the online tutorials, such as demographic, socioeconomic, cultural, etc., which have 
resulted in inaccurate findings. Given that course assessment measures the extent to which 
students have captured the meaning of the subject and realised its objectives, failure to 
include it in assessing students’ academic performance is a significant oversight that 
questions the validity and accuracy of the prediction model. Including more comprehensive 
data would help mitigate subjective assessments, support decision-making and promote a 
balanced marking process. To this end, considering course assessment would lead to more 
accurate predictions. Another issue is the ease of use of the models. Black models offer good 
results but are difficult to use, while white models (12) are easy to use but offer mediocre 
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results. This study attempts to design a prediction model of student performance that is 
measured by course assessment as opposed to unit assessment and that is user-friendly. 
 
1.3 Research Questions 
 
This thesis attempts to answer the following questions:  
1. What is the correlation between student behaviour in online tutorials and their 
academic performance? 
2. What is the correlation between student demographic and academic background 
and their academic performance? 
3. Is the proposed framework applicable to other industries? 
 
1.4 Significance of the Study 
 
Research focusing on the assessment or prediction of students’ academic performance in 
online tutorials is receiving more attention. Other than email, online tutorials are a 
fundamental tool for communication in classrooms for students to interact with each other 
and with the lecturers. In several cases, the students’ success in the course depends on the 
frequent use of this interaction, whereby highly interactive students achieved the highest 
performance (17). Millions of students from all education levels participate in online 
communications. Such communication is a rich and useful source of digital information that 
can be exploited to assess and predict students’ academic performance (28). 
Developing an automatic prediction model can help identify weak students and 
provide early warnings to avoid failure. A clear plan can keep everyone on the same page and 
moving in the right direction. Identifying student weaknesses can help them plan, prepare and 
develop their understanding to achieve better results. It is a means of facilitating students’ 
academic success. Universities could use prediction models to monitor the student’s 
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behaviour for warning signals and help tailor guides that are more effective. Advisers could 
use such data to direct students to resources, coach them on time management and other areas 
of weakness, or even advise early withdrawal.  
More personalised instruction supports student retention. According to Campbell and 
colleagues, retaining students saves institutions the cost of recruiting students to replace those 
who withdraw without completing a degree (29). Predicting students’ academic performance 
helps reduce the level of failure and number of dropouts. Researchers have identified that 
higher grades or exam scores result in a stronger chance that students will persist in college 
and graduate (30). To this end, analysing Learning Management System (LMS) data as a 
process to address student retention has become commonplace (31-33). In addition to guiding 
instruction, predicting students’ academic performance could also help formulate policies that 
facilitate positive outcomes. 
Predicting students’ academic performance provides early valuable information for 
lecturers and unit coordinators to perform continuous improvement and engage students in 
early evaluation to help them succeed in their studies. For students, it ensures a high-quality 
learning experience and targeted self-evaluation. It is a tool can help teachers understand 
student behaviour trends, and improve curriculum and the quality of teaching (34). This 
research of predicting student’s behaviour with student performance can benefit instructors 
and students. The main benefit for instructors or teachers is to provide a prediction tool to 
know the academic status of the students in advance so that they can concentrate on weak 
students in order to improve their academic results and reduce failure rate by giving support, 
guidance and monitor the students as needed. It can help students to plan, prepare, evaluate 
and develop their understanding for improved results. 
This study proposes a new prediction framework containing a text mining model and 
data mining model that are simple and easy to understand. It evaluates the models in terms of 
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accuracy, validity, relevance, utility, efficiency and ease of use. This PhD study will identify 
factors that lead to effective interactions. It uses relationship mining (using correlation 
mining – data mining and text mining), prediction models (classification, pattern relationship, 
the TF-IDF algorithm – text mining and regression – data mining), and sentiment analysis 
(text mining) which can be benchmarked and standardised for the other forms of E-learning.  
 
1.5 Contribution  
The emergence of big data and the renaissance of artificial intelligence (AI) are offering new 
ways of predicting students’ academic performance models to identify weak students’ in 
early stages and tools for teachers’ decision-making to help weak students. New methods of 
student assessment are being developed that integrate current technology and improve 
students’ productivity.   
The first contribution of the proposed model is the early detection of weak students 
for early intervention. Educators would have access to information to improve the learning 
process by monitoring the progress of students via prediction tools using data and text 
mining. All educational institutions seek to improve the quality of instruction and the 
proficiency of their graduates. Performance prediction can also help reduce student failure 
and dropout levels. 
Education data mining is growing. In line with this growth, this research mines data 
from online student communication forums which have yet to be researched. This is 
methodologically significant. The framework represents the flow of each stage from the 
relationship between course assessment, students’ academic performance and online tutorials, 
which can give best practical guidelines for the process of implementing prediction tools that 
integrate emerging with E-learning technologies. It offers a new approach to predicting 
performance.  
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The proposed model can be integrated with conventional processes. The research used 
text and data mining approaches to find patterns that support the current evaluation process. 
The results would also help accelerate the process of evaluation. 
1.6 Methodology  
 
This section articulates the research design and the methods used to collect, prepare and 
analyse data and how these are used to design the proposed model. This study uses a 
quantitative research design to identify, analyse and determine which features in the online 
discussion correlate with performance prediction. The quantitative data were collected and 
extracted from online tutorials to find new knowledge to predict students’ academic 
performance. It then used different data to determine whether the results are valid and 
accurate.  
 
 
Figure 1 Research design 
 
 
Figure 1 divides the research design into four phases of (1) data collection and features 
extraction from forum and course assessment, (2) pre-processing tasks including cleaning, 
integration, transformation and discretisation processes, (3) data analysis using data and text 
mining methods to generate approaches to predict students’ academic performance, and (4) 
predicting students’ academic performance.   
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1.6.1 Data Collection  
 
The first stage is the literature review which identifies and reviews the relevant research. It 
begins by selecting primary studies, reviewing and assessing the studies, collect datasets from 
the Learning Management System, assessing it (analysing, workflow, install, coding, 
evaluating the results) and presenting the results.  
The experiment was extracted from Open University Indonesia’s online E-learning 
(http://elearning.ut.ac.id/). The data were collected from 165 undergraduate students who 
visited the E-learning site (on and off campus) for the English for Librarians course for 
semester one from February to April 2016. The decision to collect data from an earlier 
semester is to ensure complete data is collected. This experimental data has been approved by 
Open University, Indonesia for this research purpose.  
The targeted data is sourced from the back-end of Open University’s e-learning 
facility which collects data on how students have used the features of the e-learning (online 
tutorial) facility. Below is an explanation of the different domains from which data were 
collected: 
Table 2 Domain of Discussion Forum Measured 
 
 
 
 
 
 
 
 
 
 
 
Forum 
Variable Description 
Course module instance list 
viewed 
Total number of students who viewed the instance list from 
course module forum 
Discussion created Total number of students who created the discussion in the 
forum  
Discussion subscription 
created 
Total number of students who subscribed to the discussion 
in the forum  
Discussion subscription 
deleted 
Total number of students who unsubscribed from the 
discussion in the forum  
Discussion viewed Total number of students who viewed the discussion  
Views of the 
forum                   
Total number of students who viewed the forum activity 
Post created Total number of posts a student created in the forum 
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Post deleted Total number of posts a student deleted in the forum 
Post updated Total number of posts a student updated in the forum 
Some content has been 
posted. 
Total number of students who posted content in the forum 
Subscription created Total number of students who subscribed to the forum 
User report viewed Total number of students who viewed the user report  
 
The weights of the English for Librarians unit assessments are 20% for each assignment 40% 
for the final exam. The English for Librarians dataset is available from 
https://elearning.ut.ac.id. 
As for the Reading Proficiency Enhancement Course, the same domains as in the 
English for Librarians course are assessed, but the course has a different assessment structure 
where there are marks for forum participants. The data were collected from 51 students who 
visited the E-learning site (on and off campus) for the Reading Proficiency Enhancement 
course for semester one from August to October 2017. The weights of the Reading 
Proficiency Enhancement unit assessments are 20% for each assignment and 40% for the 
final exam. The Reading Proficiency Enhancement dataset is available from 
https://elearning.ut.ac.id. 
            The SAPD open dataset from Elaf Abu Amrieh, Thair Hamtini and Ibrahim Aljarah, 
The University of Jordan, Amman, Jordan, http://www.Ibrahimaljarah.com www.ju.edu.jo 
(https://www.kaggle.com/kanncaa1/factors-affecting-success-in-school/data) (35).  
The dataset consists of 480 student records and 16 features. The dataset is collected 
through two educational semesters: 245 student records are collected during the first 
semester, and 235 student records are collected during the second semester. The features are 
classified into three major categories: (1) Demographic features such as gender and 
Nationality. (2) Academic background features such as educational stage, grade level and 
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section. (3) Behavioural features such as raising hands in class, opening resources, answering 
surveys by parents and school satisfaction. 
Table 3 SAPD Dataset Classifications 
Type of Data Variable Description Values 
Demographic Gender Student’s gender  Male or Female 
 
Nationality Student’s Nationality  Kuwait, Lebanon, Egypt, Saudi 
Arabia, USA, Jordan, Venezuela, 
Iran, Tunis, Morocco, Syria, 
Palestine, Iraq, Libya 
Place of birth Student’s place of birth Kuwait, Lebanon, Egypt, Saudi 
Arabia, USA, Jordan, Venezuela, 
Iran, Tunis, Morocco, Syria, 
Palestine, Iraq, Libya 
 
Academic 
background 
Stage ID Student’s educational 
level  
Lower Level, Middle School, 
High School 
 
Grade ID Student’s grade  G-01, G-02, G-03, G-04, G-05, G-
06, G-07, G-08, G-09, G-10, G-
11, G-12 
 
Section ID Student’s classroom  A, B, C 
 
Topic Course topic English, Spanish, French, Arabic, 
IT, Math, Chemistry, Biology, 
Science, History, Quran, Geology 
 
Semester Semester First, Second 
 
Behavioural  Relation Parent responsible for 
student 
 
Mom, Father 
 
Raised hand How many times the 
student raises his/her hand 
in the classroom 
 
0-100 
 
Visited resources The number of times the 
student visits the course 
content 
 
0-100 
 Viewing 
announcements 
The number of times the 
student checks the new 
announcements 
 
0-100 
Discussion 
groups 
The number of times the 
student participates in 
discussion groups 
 
0-100 
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Parent Answering 
Survey 
Parent answered the 
surveys provided by the 
school  
 
Yes, No 
Parent School 
Satisfaction 
The degree of parent 
satisfaction from school 
 
Yes, No 
Student Absence 
Days 
The number of absence 
days for each student 
 
above-7, under-7 
 
The students are classified into three numerical intervals based on their total grade: 
Table 4 Students’ Grade Classification of SAPD Dataset 
Grade Interval 
Low-Level 0 to 69 
 
Middle-Level 70 to 69 
 
High-Level 90-100 
 
 
The IBM-EAP dataset has 1,470 total data obtained from 
https://www.ibm.com/communities/analytics/watson-analytics-blog/hr-employee-attrition/ 
Table 5 IBM-EAP Dataset Classification 
Variable Possible Values 
Age  18-60 
 
Attrition Yes, No 
 
Business travel Non_Travel, Travel_Frequently, Travel_Rarely 
 
Daily rate Numerical value (0-9999) 
 
Department  Human Resources, Research & Development, Sales 
 
Distance from home 1-30 
 
Education  Below College, College, Bachelor, Master, Doctor 
 
Education field  Human Resources, Life Sciences, Marketing, Medical, Other, 
Technical Degree 
 
Employee Count  1 
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Employee Number Numerical value (0-9999) 
 
Environment Satisfaction Low, Medium, High, Very High 
 
Gender Male, Female 
Hourly Rate 30-100 
Job Involvement Low, Medium, High, Very High 
Job level 1-5 
Job Role Healthcare Representative, Human Resources, Laboratory 
Technician, Manager, Manufacturing, Director 
 
Job Satisfaction Low, Medium, High, Very High 
 
Marital Status Divorced, Married, Single  
 
Monthly Income Numerical value (0-9999) 
Number Companies Worked 1-10 
Over 18 Yes 
Over time Yes, No 
Percent Salary Hike 11-25 
Performance Rating Low, Good, Excellent, Outstanding 
Relationship Satisfaction Low, Medium, High, Very High 
Work - Life Balance Bad, Good, Better, Best 
 
The performance rating of the independent variable is classified into Low, Good, Excellent, 
and Outstanding. The targeted data that is used to develop a predictive model using text 
mining includes: 
- Texts in online tutorials: incorporating subjects (learning material) and weekly 
discussions created by a teacher with students’ responses. Unit assessments: 
assignment 1, assignment 2, assignment 3 and a final exam. The weights of the 
English for Librarians unit assessments are 20% for each assignment and course total. 
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The data were collected from 69 students in English for Librarians and 51 students in 
Reading Proficiency Enhancement who visited the E-learning site (on and off 
campus) for semester one February-April 2017. They were derived from the records 
of student activity related to their involvement in E-learning site of English for 
Librarian and Reading Proficiency Enhancement courses.  
- The ACR Open dataset of consumer reviews for Amazon products. The dataset 
contains over 1,500 reviews for these products and includes more than 200,000 
review texts, rating and basic product information. The dataset consists of review 
rating, review text and review title.  
 
1.6.2 Data Preparation 
 
Pre-processing tasks include data cleaning, integration, transformation and discretisation. 
Student data from the two databases are extracted and organised in Excel format. Only in text 
mining needs to be converted into text format. The pre-processing is essential to remove 
unnecessary information that can be easy to process in machine learning, and when using 
statistical and software tools.  
This grade value can be numerical/continuous (regression task) or categorical/discrete 
(classification task). In chapter four, to be processed in WEKA, the grades data need to be 
converted from transformation into discretisation. This process converts the numeric 
attributes and replaces it with an interval or range label (15). For example, the numerical 
values of marks or scores obtained by students in each subject were changed to categorical 
values (grade).  
1.6.3 Methods and Tools   
Data and text mining are a set of algorithms used mostly to solve big data problem. In chapter 
three, features in online tutorials and unit assessments datasets are studied and analysed using 
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correlation mining to identify the primary attributes or predictors that affect the students’ 
academic performance. From the results of the best predictor in correlation, the prediction 
model can be developed using regression in SPSS.  
In chapter four, the process and analysis of the classification model are done using 
WEKA. For classification, I have used linear regression, multilayer perceptron, random 
forest, IBK and K-star to find the best performance, accuracy and minimise errors among 
those algorithms. The result shows that linear regression provides better prediction results of 
the final examination in numerical value. Meanwhile, multilayer perceptron and decision tree 
are suitable for nominal and ordinal value. 
In chapter six, this study identifies the highest frequency of texts in online tutorials 
and whether those texts are related to learning materials. To this end, the data collection and 
analysis were done by utilising TF-IDF (Term Frequency and Inverse Document Frequency) 
method. The analysis used the TF-IDF method by counting how frequently words appear in a 
document and saving the results in a database dictionary. English for Librarians course is in 
Indonesian and English. Furthermore, the meaningful results are broken down into English 
text and Indonesian text.  
1.6.4 Model Generation 
  
WEKA as open software machine learning provides several features of selection models in 
data mining. It uses SPSS to find the correlation between two features and regression to 
predict the grade. The predictive model for text mining classifies the terms into three 
categories: students’ answers text related to learning material, meaningful English text related 
to learning material and meaningful Indonesian text related to learning material. The 
correlation result shows that meaningful English text related to learning material has a strong 
relationship with students’ academic performance. 
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Lastly, these algorithms will be executed, validated, evaluated and compared in order 
to determine which gives the best results with the highest accuracy. 
 
1.7 Thesis Structure 
 
The first chapter of this thesis describes the research background, its significance, problem 
statement, contribution, research questions and research design. The second chapter 
canvasses the general theoretical and empirical background relevant to the research. Chapters 
three through to five are the proposed prediction models that consist of data collection, 
framework and experiment results. The third chapter discusses the performance prediction as 
a new feature in E-learning to predict students’ performance. The fourth chapter seeks to 
determine a suitable method to predict students’ academic performance using data mining in 
WEKA. It compares and evaluates prediction models used to predict students’ academic 
performance based on the predictive correlations by applying several data mining techniques 
in WEKA. Chapter five employs the TF-IDF (Term Frequency and Inverse Document 
Frequency) algorithm to leverage the meaningful text from students’ response and learning 
materials about how often words occur in both documents. It analyses the results of using text 
mining capable of predicting students’ academic performance in online tutorials and 
predicting customer review ratings with sentiment analysis. Chapter six concludes the study 
by recapping on the most significant findings of the research. It also examines the limitations 
of the research while also suggesting avenues for future research.  
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CHAPTER 2  
LITERATURE REVIEW 
 
 
 
The review of the literature in this chapter seeks to provide an in-depth understanding of the 
methods and tools for learning analytics, educational data mining and text mining.  
 
2.1 Learning Analytics 
 
Educational Data Mining (EDM) and learning analytics focus on analysing education data. 
EDM is concerned with “developing, researching, and applying computerised methods to 
detect patterns in large collections of educational data that would otherwise be hard or 
impossible to analyse due to the enormous volume of data within which they exist” (36). The 
different learning analytics focus on the human interpretation of data and visualisation related 
to business intelligence, web analytics, academic analytics, action analytics and predictive 
analytics whereas EDM focuses on automated methods (37). Both tools are prominent in 
education analyses (24). 
 Classification and regression approaches tend to focus on learning analytics and are 
common in EDM. Text mining is a leading area of learning analytics (24). 
According to the 1st International Conference on Learning Analytics and Knowledge, 
learning analytics is the measurement, collection, analysis and reporting of data about 
learners and their contexts for understanding and optimising learning and the environment in 
which it occurs (38). EDM is a tool used in learning analytics to predict outcomes (39).  
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Figure 2 Learning Analytics Framework 
 
Figure 2 shows that the learning analytics framework is spatially structured into six critical 
dimensions: stakeholders, goal or objectives, educational data, methods and technologies, 
constraints and competences (40). As an analytical framework, it can predict students’ 
academic performance to improve chances of academic success.  
 
2.2 Educational Data Mining 
 
Data mining has attracted a great deal of attention in the information technology industry due 
to the availability of a large volume of data stored in various formats, such as files, texts, 
records, images, sounds, videos, scientific data and many new data formats. There is an 
imminent need for transforming such huge data into meaningful information and knowledge. 
The data collected from various applications require a proper data mining technique to extract 
the knowledge from large repositories for decision-making. Data mining, also called 
Knowledge Discovery in Databases (KDD), is the process of discovering novel and 
potentially useful information from a large volume of data (40). 
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     Data mining techniques can discover useful information that can be used in formative 
evaluations to assist educators to establish a pedagogical basis for decisions when designing 
or modifying an environment or teaching approach (41).  
      EDM uses methods and tools from the broader field of data mining (42). It is a sub-
field of computer science and artificial intelligence that has been used for various purposes 
such as fraud detection, prediction customer behaviour, bioinformatics, financial market, loan 
assessment, bankruptcy prediction, real-estate assessment and intrusion detection. It is also 
highly effective in education to reveal hidden patterns and the academic performance of 
students along with their behaviour (43). 
      EDM refers to applying statistical, machine learning and data mining to various 
education data. Its primary objective is to analyse the different types of educational data to 
better understand learners and learning and to develop computational approaches that 
combine data and theory to transform practice to benefit learners (44). It supports student 
learning by providing data-driven decision-making for improving current educational practice 
and learning material. 
      EDM comprises theoretical (e.g., investigating a learning hypothesis) and practical 
(e.g., improving a learning tool) components that focus on educational data and problems. 
Big data, system log data, trace data, etc, can be analysed using statistical, machine learning 
and data mining techniques. Furthermore, EDM contributes methodologically by developing 
and researching data mining techniques for educational applications. Typical steps in an 
EDM project include data gathering, data pre-processing (e.g., data cleaning), data mining, 
and validation of results (45). 
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2.2.1 Taxonomies in Educational Data Mining 
 
There are two primary taxonomies for categorising data mining techniques in educational 
systems (41, 46). The Romero-Ventura taxonomy encompasses four categories of education 
data mining. The first to third categories align with the Baker-Yassef taxonomy (4). The 
taxonomies are illustrated in Figure 3.      
 
Figure 3 Two main taxonomies (41, 46) 
 
2.2.2 Educational Data Mining Framework 
Educational Data Mining framework as proposed prediction model in this research consists of 
six elements: user, dataset, features, data mining tools and techniques and the result are 
displayed as shown in Figure 4:  
                                             
 
User                                 Dataset               Features        EDM Tools & techniques       Result 
Figure 4 EDM Framework 
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 User 
 
User refers to the people or group of people that mainly use the system. In higher education, 
users are stakeholders in teaching and learning. Lecturers and students are the main users.  
 
Dataset 
Dataset is the collection of online and offline data.   
- Online data: The data that requires internet access to generate and update the system.  
For example: chat room, file sharing, online tutorials, learning management system etc.  
- Offline data: The data that does not require internet access to generate and update the 
system. For example: offline email, local file, questionnaire etc.   
 
Features 
Features in educational data mining refer to the attributes or parameters that capture 
students’ activities from course management systems such as Moodle, a free open-source 
learning management system software. It enables the creation of powerful, flexible and 
engaging online courses and experiences (5). Course management systems can find 
interesting patterns and trends in student online behaviour and would benefit from data 
mining containing details about every user activity such as testing, quizzes, reading, and 
discussion posts (25). It also provides other detailed information such as login activities, 
course information (course ID, course name), students’ profile (student name, date of birth, 
address etc.), details in online tutorials (post, reply, read) and so forth.
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Figure 5 EDM tools and techniques (41, 46) 
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Data Mining Methods  
There are a number of methods used in data mining to predict students’ academic 
performance. We analytically compare and evaluate the students’ academic performance by 
applying several classification techniques in WEKA in terms of accuracy, performance and 
error rate to compare their feasibility. The following methods discussed will be in the 
research: 
- Linear Regression 
Linear regression is a statistical method used to predict a range of numeric values given a 
particular dataset. This technique uses the mathematical formula of a straight line (y = mx + 
b). In other terms, it can identify the relationship between the variables Y and X. For 
example, given an increase in speed, the distance would increase at the same rate – this 
requires a strong, linear relationship between the two figures. Linear regression is used across 
multiple industries for business and marketing planning, financial forecasting, environmental 
modelling and analysis of trends (47). 
- Multilayer Perceptron 
Multilayer perceptron is a deep learning technique. It is a neural network technique that 
connects multiple layers in a directed graph, which means that the signal path through the 
nodes only goes one way. It is often used for solving problems that require supervised 
learning research as well as computational neuroscience and parallel distributed processing. 
Multilayer perceptron can be applied in speech recognition, image recognition and machine 
translation (48). 
- Random Forest 
Leo Breiman introduced the random forest. It resembles a decision trees model. Random 
forest provides a natural way of assessing the importance of input variables (predictors). It 
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operates by constructing a multitude of decision trees at training time and outputting the 
mode of the classes (classification) or mean prediction (regression) of the individual trees. 
- IBk 
Nearest neighbour is also known as “instance-based learning”. K-Nearest Neighbour is a non-
parametric method used for classification and regression. This method is known to be the 
simplest method among all. The method is based on distance calculation between instances. It 
implements rote learning which is based on local average calculation. This method is often 
used along WEKA since WEKA’s IBK implementation has the “cross-validation” option that 
can help by choosing the best value automatically (49).  
- KStar 
KStar is an instance-based classifier. It is the class of a test instance based on the class of 
those training instances similar to it as determined by some similarity function. It differs from 
other instance-based learners in that it uses an entropy-based distance function (50). 
 
Data Mining Tools 
A lot of educational data mining tools (general machine learning) are available for data 
mining users. The two common categories are commercial and public. Some examples of 
commercial software machine learning are DBMiner, SPSS Clementine and DB2 Intelligent 
Miner. Examples of public domain mining tools include WEKA, Keel and Rapid Miner. As 
an open machine learning software, WEKA provides several features of various classification 
techniques for easy interpretation like decision trees, Bayesian, Naive Bayes and neural 
network.  
Several innovative tools have emerged to provide more comprehensive insights into the data, 
namely: 
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- SPSS 
SPSS (Statistical Package for the Social Sciences) is one of the most popular predictive 
statistical software to perform the correlation and regression model in this experiment. 
- WEKA 
WEKA is the short form of Waikato Environment for Knowledge Analysis. It is a machine 
learning software written in Java and developed at the University Waikato, New Zealand. 
WEKA provides advantages such as free availability under the General Public License, 
portability because it is fully implemented in Java programming language and thus runs on 
almost any modern computing platform. It provides comprehensives solutions for 
visualisation and predictive analysis and modelling techniques, clustering, association, 
regression and classification, and lastly it is practical to use due to its graphical user 
interfaces (51). 
- Rapid Miner 
Rapid Miner is data science platform provides benefits such as open-source and no-coding 
required software for advanced analytics. This tool is written in Java. It incorporates 
multifaceted data mining functions such as data pre-processing, visualisation, and predictive 
analysis and can be easily integrated with WEKA and R-Tool (52). 
- Python based Orange and NTLK 
Python is very popular due to its ease of use and its powerful features. Orange is an open-
source tool that is written in Python. Orange features a visual-programming front-end for 
explorative data analysis and interactive data visualisation. NTLK, also composed in Python, 
is a powerful language processing data mining tool, which consists of data mining, machine 
learning, and data scraping features that can easily be built up for customised needs (53). 
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2.3 Text Mining 
According to Romero-Ventura’s taxonomy, the fourth category is text mining which is an 
extension of data mining to text data. Text mining itself has received a lot of attention due to 
the ever-increasing need for managing the information that resides in the vast amount of 
available text documents.  
Text mining is an interdisciplinary field that draws on information retrieval, data 
mining, machine learning, statistics and computational linguistics. It analyses large amount of 
text information objectively and efficiently (40). The purpose is to process unstructured 
(textual) information, extract meaningful knowledge from huge amount of text and make the 
information contained in the text accessible to the various data mining (statistical and 
machine learning) algorithms. 
Unstructured texts are common and represent the majority of information available to 
a particular research or data mining project. In this research, text mining is applied to 
analysing text generated by students’ responses related to subjects in online tutorials.   
 
2.3.1 Text Mining Framework 
 
 
 
 
 
 
 
 
Figure 6 Steps of text mining process 
 
 
Text Pre-processing: 
 Tokenization 
 Stopword 
 Removal 
 Stemming 
Text Transformation: 
 Bag of Words 
 Vector Spaces 
Feature Selection 
Text mining methods: 
 NLP 
 Information Retrieval 
 Information Extraction 
 Data Mining 
 
Evaluation 
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- Text pre-processing 
Text pre-processing consists of five steps. The first step is tokenisation. A text document 
contains a collection of statements. Hence, tokenisation functions to remove the blank spaces, 
commas, etc. and segments the text into words. The second step is stop word removal. It 
involves removing HTML and XML tags from web pages. It also removes the words such as 
“a”, “is”, “of”, etc. The last step is stemming. It refers to the process of identifying the root of 
a certain word. The two types of stemming are inflectional and derivational.  
- Text transformation 
A text document is represented by the words it contains and their occurrences. The two 
approaches used for document representation are bag of words and vector spaces. 
- Feature selection 
Feature selection is the process of selecting a subset of important features to be used in 
constructing the model. This step removes irrelevant features.  
- Text mining methods 
In this step, text mining has become data mining. Many methods can be used such as 
information extraction, information retrieval, data mining and natural language processing 
(NLP). These methods will be explained in detail in section 2.3.3. 
- Evaluation 
After the model has been constructed, the evaluation will be performed. This step is where 
results are analysed and interpreted (54). 
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2.3.2 Text Mining Vs Data Mining 
 
While the goal of text and data mining are often the same – exploiting information for 
knowledge discovery – these techniques vary significantly. The difference between text and 
data mining can be seen in Table 6 (55). 
Table 6 Text Mining Vs Data Mining  
Criteria Data Mining Text Mining 
 
Data Object Numerical and Categorical 
Data 
 
Textual data 
Data Structure Structured Unstructured and semi-
structured 
 
Data Representation Straightforward Complex 
 
Space Dimension < tens of thousands > tens of thousands 
 
Methods Data analysis, machine 
learning, statistics, neural 
networks 
 
Data mining, information 
retrieval, NLP 
Maturity Broad implementation since 
1994 
Broad implementation since 
2000 
 
Market 105 analysts at large and mid-
sized companies 
108 analysts at large and mid-
sized companies 
 
 
 
Data mining comes in numerical and categorical data for example sales data, forecast data, 
etc., while text mining comes in textual data such as emails, documents, web pages, etc. As 
for data structure, data mining comes in structured data. Data mining essentially analyses 
figures that may be described as homogenous and universal while text mining might face 
technical challenges such as a heterogeneous document, as well as multilingual texts, 
abbreviations, etc. As for data representation, text mining comes from complex sources, 
while data mining comes in straightforward sources. The space dimension of data mining is 
less than that of text mining because it is not as complex. As for the methods, data mining 
uses data analysis, machine learning, statistics and neural networks, while text mining uses 
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natural language processing (NLP), information retrieval and information extraction. Data 
mining was introduced first and has been broadly implemented since 1994 while text mining 
was implemented in the year 2000. Text mining attracts more analysts in today’s companies 
since it has complex sources and rather complex data compared to data mining (56, 57). 
 
2.3.3 Text Mining Methods 
 
Text mining uses several methods to solve a particular problem, they are: 
- Data Mining 
Data mining is the process of analysing hidden patterns of data according to different 
perspectives for categorisation into useful information, which is collected and assembled in 
common areas, such as data warehouses, for efficient analysis, data mining algorithms, 
facilitating business decision-making and other information requirements to ultimately cut 
costs and increase revenue. The major steps involved in data mining are extracted, transform 
and load data into a data warehouse, store and manage data in a multidimensional database, 
provide data access to business analysts using application software, and present the analysed 
data in the form of graphs (58). The most popular task to predict students’ academic 
performance is classification. Several algorithms in the classification task have been applied 
to predict students’ academic performance such as Decision Tree, Naive Bayes, Bayesian 
Network and Neural Network.  
- Natural Language Processing (NLP) 
Natural Language Processing is a field that covers computers in order to analyse, understand 
and derive meaning from human language in a smart and useful way. NLP is used to analyse 
text and allows machines to understand how human beings speak. This human-computer 
interaction allows real-world applications like automatic text summarization, sentiment 
analysis, topic extraction etc. Hence, NLP is used wildly in text mining, machine translation 
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and automated question answering. However, human language is rarely precise since it can 
be in the form of abbreviations or slang. Hence, NLP is a hard problem in computer science 
(59). 
- Information Retrieval 
Information retrieval is a way to obtain information and/or resources relevant to a data from a 
collection of datasets. The search can be based on full-text or other content-based indexing. 
This method is used to search for certain information in a document, searching for the 
documents themselves, and searching for metadata that describes data and for databases of 
texts, images or sounds (60). 
- Information Extraction 
Information extraction is an initial approach to analysing unstructured text by identifying key 
phrases and relationships within the text. It can be done by looking for predefined sequences 
in the text. The goal of this method is to allow logical reasoning to draw inferences based on 
the logical content of the input data (61). 
- Sentimental Analysis 
Sometimes known as “opinion mining,” sentiment analysis is the ability to determine the 
overall opinion from text either positive or negative sentiment about a product (62).  
 
2.3.4 Text Mining Tools  
Several tools are used in text mining for commercial and open-source texts. The following 
tools are widely used for text mining purposes: 
- Orange 
Orange features a visual-programming front-end for explorative data analysis and interactive 
data visualisation. It can be used in both data and text mining (53). 
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- R-Programming Tool 
This tool is written in C and FORTRAN language. It provides a framework for text mining 
applications in the package tm. The NLP task view contains tm and other text mining library 
packages (63). 
- Knime 
It is open-source data analytics to perform machine learning and data mining through its 
modular data pipelining concept. It can also be used in text mining by using a text mining 
extension (64). 
- Natural Language Toolkit 
Natural Language Toolkit is a collection of libraries and programs written in Python that can 
be used for both data and text mining. It supports research and teaching in NLP including 
empirical linguistics, cognitive science, artificial intelligence, machine learning and 
information retrieval (53). 
- OpenNLP 
Open NLP is a toolkit used for processing of natural language text. It supports common NLP 
tasks such as language detection, tokenisation, sentence segmentation, part-of-speech 
tagging, named entity extraction and so on. It is mainly used in text mining (53). 
- Carrot2 
It is an open-source tool that is written in Java and can automatically cluster small collections 
of documents into thematic categories. It offers ready-to-use components for fetching search  
results from various resources (65).
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2.4 Taxonomy of the Performance Prediction 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7 Taxonomy of performance prediction
Performance 
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–No 
satisfactory 
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Extroversion 
Agreeableness 
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-Level 
A (A+, 
A, A-)   
-B+, B, 
B-   -
C+, C, 
C-  -F 
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-Low          
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-High 
Intellectual 
Performance 
Emotional /behaviour 
Performance  
Information 
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Based on the scheme, the results of predicted performances are represented as categorical, 
continuous and behaviour. Categorical and continuous are presented quantitatively 
(intellectual performance) while behaviour is presented qualitatively (emotional/behaviour 
performance). Intellectual performance is something that we learn in school or university to 
get high scores, whereas emotional performance is about people and how they interact.  
Categorical 
Students under categorical or discrete value are classified into many scale formats or intervals 
to define the performance prediction depending on the educational setup. Each institution has 
a different label to group the students’ academic performance with a similar range of scores.  
(66), (67), (14) and (15) classified the students into five categories: excellent, very good, 
good, average and bad. Similar research was also conducted by Sundar (68) who divided 
result parameters into First ≥ 60%; Second ≥ 45 & <60%; Third ≥3 & <45%; Fail <36% (68). 
Suljić and Osmanbegović (69) consolidated the final grade into three levels for each grade, A 
(A+, A, and A-), B (B+, B, and B-), and C (C+, C, C-), and F (Failed). Romero et al. (2) 
applied the mark attributes with four intervals and performance levels (Fail: if the value is<5; 
Pass: if the value is ≥5 and<7; Good: if value is≥7 and<9; and Excellent: if the value is ≥9). 
AlJeraisy et al. (6) classified predictors (in three classes: satisfactory, satisfactory, above 
satisfactory) using the Bayesian approach. Lastly, Vandamme et al. (70) classified students 
into three groups: ‘low-risk’ students, ‘medium-risk’ students and ‘high-risk’. Most academic 
grading in Australia categorises the grades into high distinction (HD), distinction, credit, pass 
and fail.  
Continuous  
Continuous value is the numerical value of marks or grades by each grade or accumulative 
grade (final grade). They are mostly transformed into discrete variables. For example, in 
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2.5.1 Summary of Correlation Models for the 2005 – 2017 Period 
The table below lists the attributes and correlation models between grades (as predicted) 
and student behaviour (as predictor). 
Deakin University’s grading scale, high distinction marks between 80-100, distinction marks 
between 70-79, credit marks between 60-69 and pass marks between 50-59.  
 
Behaviour 
Nakayama’s et al. (71)characteristics of student behaviour models are subdivided into 
personality (72, 73) and information literacy (73, 74). 
Personality  
Goldberg (72) listed five personality scores: ‘Extraversion’, ‘Agreeableness’, 
‘Conscientiousness’, ‘Neuroticism’ and ‘Openness to Experience’. Extraversion encompasses 
specific traits such as talkativeness, being energetic and assertiveness. Agreeableness 
includes traits like sympathy, kindness and affection. Conscientiousness includes traits like 
organisation, thoroughness and planning ability. Neuroticism includes traits like tension, 
mood and anxiety. Openness to experience includes traits like having wide interests, and 
being imaginative and insightful(72). 
Information Literacy  
Fuji (73) and Nakayama (74) developed the categorisation of information literacy that 
consists of interest, behaviour, motivation, attitude, knowledge and understanding.  
 
2.5 Summary of Research Related to Educational Data Mining and Text Mining 
This review summarises research related to students’ behaviour in online tutorials in order to 
predict their academic performance. Correlation and regression models are reviewed.
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Table 7 Summary of Correlation Models for the 2005 – 2017 Period 
 
Research Objective Type of Users Dataset Attributes Measured Methods Result 
 (75) Examine the link between in-
course behaviours and course 
outcomes 
700 students enrolled in 
the 12 online courses 
Learning 
Management 
System (LMS) 
Attendance and interactive 
behaviours based on gender 
Bivariate 
correlations 
Interactivity 
behaviours are not 
as strongly 
correlated as the 
attendance 
behaviours 
 
(76) Investigate the relationship 
between characteristics of 
discussion participation and 
project performance 
173 student groups (370 
students) in computer 
science course 
Q&A online 
discussion boards 
The number of words, 
sentences, paragraphs, 
messages (total, initials, and 
replies), linguistic features, 
emotional & psychological, 
sink-and-source, Average 
Posting Time to Deadline 
(APTTD) 
-Quantitative: 
Programming, 
Dictionary 
-Qualitative: 
Speech Act 
Classifiers, 
Linguistic Inquiry 
and 
Word Count 
(LIWC), Coh-
Metrix 
 
5 out 46 variables 
have significant 
related with project 
grade. There are: 
total messages, total 
reply, APTTD, 
source, positive 
emotions 
(77) Identify the dimensions of 
access span (the period between 
first and last access) and 
duration between educational 
performance  
160 active students on 
the online tutorials, while 
the 
second year (2010/11) 
involved 143 active 
students 
Online tutorials in 
blackboard  
The average interval between 
online sessions (AIn); average 
duration of an online session 
(ADu); and the average number 
of discussion messages read 
during an online session (AMr) 
 
Hierarchical 
cluster analysis 
and Pearson 
correlation 
 
-The strong 
correlation between 
access span with 
assignment mark 
and average 
messages read per 
session 
(1) The correlation between 
students’ activity in an online 
forum and their achievement  
299 students from 
introductory IT course 
and 346 from an 
introductory 
programming course 
 
Online tutorials in 
blackboard 
Number of students, number of 
posts, number of accesses, 
posts by each week  
Data analysis and 
trend  
The more active, the 
more students have 
a higher mark 
(78)  Considerable variability in 
students’ postings and student’s 
18 students from the 
online course 
Online tutorials in 
blackboard 
Student’s post consists of the 
date, author, thread title, post 
Pearson 
Correlation  
No correlation 
between the number 
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success title, code and page number of posts and 
students’ success 
 
(14)  To develop the model of student 
performance predictors with 
student’s behaviour 
(psychometric factors)  
1000 students from three 
different majors in the 
faculty of computer and 
engineering UMP. 
Questionnaire  5 variables:  interest, believe, 
study behaviour, engage time 
and family support 
Descriptive 
analysis  
 
4 of 5 variables had 
a significant 
correlation: interest, 
study behaviour, 
engage time and 
family support 
 
(11) The relation between forum 
participation and course 
performance  
-1284 undergraduate 
students in an 
introductory psychology 
course 
-1334 undergraduate 
students in introductory 
psychology course 
different semester 
 
Online tutorials in 
phpBB 
The number of posts and the 
number of page views. 
Grades: midterm, final, 1st 
assignment, 2nd assignment, 
extra-credit 
Linear and 
multiple 
regression 
Students who 
participated in the 
online tutorials did 
better in the 
course overall 
(79)  Address the issue of individual 
course components with a 
positive outcome in the course  
-67 students from 
community psychology 
course 
-52 students from 
Psychopharmacology 
course 
 
Online tutorials in 
WebCT 
-Total quiz score 
-Page hits, discussion posts and 
discussion reads 
-Multiple 
Regression 
analysis. 
-Double cross-
validation 
Page hits were 
predictor success  
(80)  Demographic factors affect 
students’ participation and 
performance 
500 students in Bachelor 
of Information 
Technology.  
Online learning 
environments 
(OLEs) 
-Number of messages read, 
number of posted and number 
of content files viewed 
according to gender, age, 
Nationality, culture and grade 
 
 
Wilcoxon signed-
rank test 
There was a strong 
positive relationship 
between student 
participation 
especially female 
students in an OLE 
and student 
academic 
performance 
 
(81) Evaluate and analyse 12 Keys 
areas in online tutorials  
45 secondary school 
students enrolled in an 
online discussion 
board and survey 
-Project grade and final exam 
-total view, total days and total 
Correlation 
models 
The number of 
project grade and 
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introductory 
computer science course 
data post  final exam were 
correlated with the 
total view, total day 
and total post  
 
(82)  Improving student learning as 
measured by final grades 
122 students Blackboard:  
communication, 
main content, 
student and group 
areas 
-Grade group and module Kruskal–Wallis 
test 
Students with high 
or medium grades 
more actively with 
the course, than 
students with low 
grades  
 
(27) Student usage of the online 
discussion link with final mark  
86 students from unit 
SEB221 
Online tutorials 
and student data  
Age, gender, mode of study, 
course of study, final unit 
mark, total number of read, 
post and reply  
Pearson’s linear 
correlation 
coefficient,  
Multiple 
regression 
analysis 
New post was a 
significant 
contribution with 
final mark, but not 
for read  
(9) Correlations between students’ 
results and 
their participation in the 
discussions forum 
85 students enrolled in 
Geographic Data 
Analysis (GDA) unit 
Online tutorials Results, number of post, time Pearson 
Correlation 
Coefficient 
Strong statistical 
association between 
students’ 
participation and 
final marks 
 
(8) Students’ active participation in 
the online tutorials influence 
their final mark 
45,000 students from the 
Canadian Metropolitan 
University 
Online tutorials Number of participants vs. no 
participation  
correlations The students who 
actively participate 
in online tutorials 
achieve significantly 
higher results than 
those students that 
did not participate  
 
(6)  Investigate the impact of 
discussion boards on students’ 
grades 
30 students  Questionnaire and 
Moodle discussion 
board 
The number who used the 
discussion boards and who did 
not   
Descriptive 
statistics and an 
independent 
sample t-test 
Procedure 
The use of online 
discussion board in 
Moodle enhance 
student performance  
 
(7) Instructional conditions vs. 4134 students from Moodle  Student information, student Correlation and The result finds no 
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predicting academic different courses characteristic, student 
performance, the usage of 
Moodle features information in 
different courses 
 
regression  correlation with 
forum features  
(83) Which attributes are the best 
predictors? 
114 university students in 
computer science  
Online tutorials in 
Moodle  
Messages, threads, words, 
sentences, reads, time, average 
score message, centrality, 
prestige 
Wilcoxon signed-
rank test  
Messages, words, 
average score 
message, centrality 
and prestige 
 
(84) What are the students’ behaviour 
patterns during their interaction 
and participation in the 
asynchronous virtual online 
tutorials of the virtual learning 
community? 
 
What are the most relevant 
topics and subtopics in the 
asynchronous online tutorials of 
the online learning community? 
 
32 students in the year of 
2010-2011 and 36 
students in 2011-2012 
LMS platform Published messages, replies, 
initiated conversations, 
initiated conversations without 
replies, conversations where 
the participant has posted a 
message, forums where 
participant has posted a 
message 
Semantic 
Analysis 
There are two types 
of students’ 
behaviour, they are 
proactive and 
reactive students. A 
proactive student 
not only replies their 
partners, but she 
initiates threads 
expressing his/her 
feelings and 
opinions. In 
contrast, a reactive 
student only takes 
an active part by 
answering already 
created threads. 
 Exams topic are 
openly discussed in 
the forums 
 
(85) How online instructors’ 
interventions affect the online 
tutorials 
230 students in SAO in 
2nd Semester, 2002 
Online tutorials Instructor postings, discussion 
threads 
Survey and 
statistical method 
Instructors’ 
participation will 
result in lower rates 
of student 
participation, and 
instructors who 
attempted to 
increase the amount 
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of discussion in 
forums by initiating 
new postings did not 
succeed 
 
 (86) Analyse students’ habits and 
Moodle usage experience for E-
learning 
136 students from two 
study programs – 
Informatics and 
Communication 
Technologies, and Media 
Communications 
 
Moodle Forums, instant messages, 
blogs ad chat 
Questionnaire 
and statistical 
method 
Forums, blogs, chats 
in Moodle are 
highly unused by 
the students 
(87) Identify learners’ participation 
profiles in online tutorials 
672 learners from 18 
virtual classrooms 
Online tutorials Ratio of threads, ratio of reply, 
ratio of reply posts written by 
learner, ratio of learners replied 
Agglomerative 
Hierarchical 
Clustering 
algorithm 
Group learners with 
similar activity 
patterns and allow 
to satisfactorily 
identify different 
participation 
profiles in online 
tutorials 
 
(88) Identify the functionalities and 
tools of the Moodle platform 
and their use by the students 
278 students Moodle Participants’ gender, age, 
course, degree attended, type of 
devise and network used to 
access the internet, purpose of 
the access, average time of the 
use of the internet per day for 
learning purposes, use of 
Moodle’ platform 
 
Descriptive 
Analysis  
Students show great 
support to the use of 
Moodle platform 
(89) Analyse the user experience of 
employing Moodle and how it 
benefits the students 
89 students and 9 
teachers 
Moodle Notices, Persona user profile, 
Organisation of course 
material, class notes 
distribution, conducting 
objective tests, conducting 
subjective tests, 
assignment/reports submission, 
calendars, attendance 
Questionnaire 
and statistical 
method 
Students found 
Moodle to be easy 
to use and provides 
them ease in 
accessing 
information  
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In the studies from Gašević, D. et al. (7) showed that students who participated more 
frequently are not being significantly awarded higher grades. However, students who failed in 
one or more modules did interact less frequently than students who achieved a passing grade. 
Similarly, Song and Mc Nary’s (78) study showed that there was no strong correlation 
between the number of posts and students’ academic performance.  
This is in contrast to the findings that suggest that the number of posts and visits in 
online tutorials are very strongly related to academic performance (6, 8, 9, 27, 80, 81) 
 
Table 8 Summary of Methods Used in Correlation Model from 2005 - 2017 
 
Table 8 reveals that seven papers used correlation models (either Pearson’s 
correlation or bivariate correlation) while five papers used linear and multiple regression. 
Regression has proved to be a successful method to identify correlations related to student 
performance. 
 
 
 
Methods Used Research 
Descriptive Analysis 
 
(1, 2, 6, 80, 82, 88) 
Correlation Models: Pearson, 
Bivariate 
 
(8, 11, 27, 77, 78, 81, 88) 
Linear and Multiple 
Regression 
 
(7, 8, 11, 27, 79) 
Questionnaire and Statistical 
Method   
 
(7, 85, 86, 89) 
Clustering 
 
(76) 
Linguistic Inquiry and Word 
Count 
 
(84)   
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Table 9 Summary of Attributes measured in Correlation Model From 2005 - 2017 
 
Number of posts, number of accesses and the average number of messages read are critical in 
identifying the correlation between the attribute and students’ academic performance as they 
are used in 5 papers. 
 
 
 
Attribute Measured Research 
 
Average number of 
discussion messages reads 
 
(12, 27, 77, 80, 84) 
Number of posts 
 
(1, 9, 11, 85, 86) 
Number of accesses (1, 11, 79-81, 88) 
 
Grades (7, 11, 27, 79, 81, 82) 
  
Students’ age and gender (7, 27, 88, 89) 
 
Attendance (6, 7, 75, 89) 
 
Interactive behaviour based 
on grade 
 
(14, 75) 
Students’ posts (1, 78, 80) 
 
Number of Words, 
Sentences, Paragraphs 
 
(12, 76) 
Number of students 
 
(1, 8) 
The average duration of an 
online session 
 
(77) 
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2.5.2 Summary of Prediction Models from 2005 – 2017 
 
Table 10 Summary of Prediction Models from 2005 - 2017 
Research Objective Type of Users Dataset Attribute Measured Methods Tools Result 
(12) Used three different types 
of quantitative, qualitative 
and social network 
information about forum 
usage to predict students’ 
success or failure in a 
course 
 
114 university 
students in 
computer 
science  
Online 
tutorials in 
Moodle  
- Quantitative: number of 
messages, threads, words, 
sentences, reads and time 
- Qualitative: average score 
message 
- Social network: centrality and 
prestige  
Classification 
algorithms and 
classification via 
clustering 
algorithms 
WEKA 68 passed 
(59.65%), and 
46 failed 
(40.35%) the 
course 
(14) To develop the model of 
student performance 
predictors with the 
student’s behaviour 
(psychometric factors) 
1000 students 
from three 
different 
majors in the 
Faculty of 
Computer and 
Engineering 
UMP. 
Questionnaire  - Group the grades into five 
groups’ excellent, very good, 
good, average, 
and poor 
- Group the attributes of 
psychometric factors into high, 
medium, low  
Decision tree 
Smooth support 
vector machine 
(SSVM) 
classification and 
kernel k-means 
clustering 
techniques. 
 
SSVM 
classification 
software 
 
61% for 
prediction 
“good” 
performance 
and 93.7% for 
the prediction 
“poor” 
performance 
 
(90) Predicting student 
performance university 
based on their personal and 
pre-university 
characteristics 
10330 students Enrolment 
database 
Gender, birth year and place, 
living place and country; type, 
profile, place and total score 
from previous education, 
university admittance year, 
exam and achieved score, 
current semester, total 
university score. 
5 distinct values - “excellent” 
(5.50- 6.00), “very good” 
(4.50-5.49), “good” (3.50-
4.49), “average” (3.00-3.49) 
and “bad” (below 3.00) 
- J48 
-Naive Bayes 
- Bayes Net 
- K-NN 
- JRip 
 
WEKA Decision tree 
classifier (J48) 
performs best 
followed JRip 
and K-NN 
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(91) Predicting the student’s 
performance in the 
examination 
90 students 
from the 
Institute of 
Engineering 
and 
Technology 
 
Enrolment 
form 
Demographic data (course, 
gender, family information, 
enrolment information), 
student grade 
Three decision 
trees: ID3, C4.5 
and CART 
WEKA Pass and fail. 
C4.5 is effective 
predictive 
models 
(2) Classify students with 
similar final marks into 
different groups using 
different data mining 
techniques  
438 Cordoba 
University 
students 
LMS data  Number of assignment and 
quizzes, number of messages 
post and read, total time and 
final mark 
Statistical 
methods, decision 
trees, rule and 
fuzzy rule 
Induction methods 
and neural 
networks. 
In-house 
Moodle 
mining tool 
The high 
accuracy only 
65% from 
CART and C4.5 
(decision trees) 
 
(92) Use clustering to improve 
educational 
process mining and 
performance 
84 students in 
Psychology 
degree 
online course 
Moodle  
Total time, total days, number 
of words, number of sentences, 
pass/fail  
Heuristic Miner ProM Heuristic show 
the students who 
failed is 
Smaller 
(15) Predicting students failed 
using different 
classification approaches 
150 students Survey and 
enrolment 
form  
Academic progress, cultural, 
social family, demographics, 
socioeconomic status, 
psychological profile  
Rule Induction 
Algorithms (JRip, 
NNge, (OneR, 
Ridor) and  
Decision Tree 
Algorithms 
(ADTree, J48, 
Random Tree, 
REP tree 
 
WEKA The prediction 
model using the 
ADTree 
algorithm  
(93) Analyse the factors 
affecting the academic 
performance of students 
490 students Collect from 
students 
directly 
The attributes consist of 
student performance, 
socioeconomic, environmental 
and other related to students  
 
Apriori Algorithm, 
K-means 
clustering 
technique 
WEKA NavieBayes 
algorithm is 
more precise 
and accurate 
(94)  Proposed system Higher 
Education Data Mining 
System (HEDMS) to 
improve students’ learning  
101 students  Moodle and 
SQL 2005 
wiki, chat, messages, quizzes, 
forum, feedback, assignments 
and workshop 
K-M Algorithm  
 
WEKA -Cluster 1:  
No assignments, 
very low 
messages read 
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and reply and 
very view 
answering 
quizzes or 
passed. So, 
cluster these 
non-active 
students, and it 
had 12% of all 
data  
-Cluster 2: 
highly quizzes 
done and 
passed, highly 
messages read 
and replay, low 
quiz failed and 
highly total time 
in assignments. 
So, cluster these 
students to very 
active students, 
and it had 42% 
of all data.  
-Cluster 3: 
moderate 
assignments, 
reading the 
message and 
failed in 
quizzes. So, 
cluster these 
students to 
active students, 
and it had 46% 
of all data  
 
(95) Investigating the use of 
Bayesian networks for 
571 from 
survey and 
Questionnaire 
and survey 
Gender, math performance, 
attitude, confidence, interest, 
Bayesian network 
classifiers 
Bayesian 
Network 
-Gender, 
interest in math 
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predicting the performance 
of a 
Student 
514 from the 
questionnaire 
from high 
school in 
Addis Ababa 
shyness, motivation, English. 
Grade classified as below 
satisfactory, satisfactory and 
above  
 
 
tools in Java 
(BNJ) and 
WEKA 
 
and English 
performance are 
the most 
relevant for 
predicting 
performance 
- 78% of 
the below 
satisfactory 
performance 
category was 
correctly 
classified 
 
(83) Classifying students based 
on their Moodle usage data 
and the final marks 
438 Cordoba 
University 
Moodle 
assignment, 
forum and 
quizzes 
Number of assignment, 
quizzes, post, read, total time 
and final mark (FAIL: if the 
value is <5; PASS: if the value 
is >=5 and <7; GOOD: if the 
value is >=7 and <9; and 
EXCELLENT: if the value is 
>=9) 
Statistical 
Classifier 
(ADLinear, 
PolQuadraticLMS, 
Kernel, KNN, 
Decision Tree 
(C45, CART), 
Rule induction 
(AprioriC, CN2, 
Corcoran, XCS, 
GGP, SIA). Fuzzy 
Rule Learning 
(MaxLogitBoost, 
SAP, AdaBoost, 
LogitBoost, GAP, 
GP, Chi). Neural 
Networks (NNEP, 
RBFN, RBFN 
Incremental, 
RBFN 
Decremental, 
GANN, 
MLPerceptron) 
 
KEEL 
framework  
The best 
algorithm with 
more than 65%: 
CART, GAP, 
GGP and NNEP 
64 | P a g e  
 
(96) Predicting students drop 
out 
648 students Student data  Number, of course, science 
mean, math means, year, 
grade, education  
CART, J48, 
Bayesian 
classifier, simple 
logistic, JRip, 
random forest.  
WEKA Decision Trees 
(CART and J48) 
give results 
between 75-
80% 
 
(97) Comparing different data 
mining for predicting and 
classifying student 
performance  
 
85 students Questionnaire Demographic, education 
background, personality and 
grade  
Artificial Neural 
Network (ANN), 
Clustering and 
decision tree 
Modeling The decision 
tree is a simple 
model  
(98) Predicting student 
performance by using 
Comparative analysis of 
three classification 
techniques; Decision Tree 
(DT), Naive Bayes (NB), 
and Rule-Based 
 
497 student’s 
data  
Informix 
Database 
Management 
System 
(DBMS) 
Student information, gender, 
race, hometown, GPA, family 
income, university mode entry 
and SPM grades (good, 
average and poor)  
Decision Tree 
(DT), Naive 
Bayes (NB), 
and Rule-
Based (RB) 
 
 
 
 
MySQL/PHP 
Statement 
and WEKA 
Rule-based is 
the best model  
(99) A comparative study of 
classification and 
regression algorithms for 
modelling students’ 
academic performance  
5779 course 
data 
Academic 
database 
Age, sex, marital status, 
Nationality, student admission 
information, year of enrolment, 
course type 
Classification 
and regression 
Friedman test Support Vector 
Machine (SVM) 
classifier is the 
algorithm with 
the best 
Performance. 
However, the 
regression  
approach was 
bad 
(100) Use data mining to improve 
student retention in higher 
education 
4223 students Online 
learning 
system (OLS) 
Average mark, OLS 
information, library 
information course information  
Naive Bayes, 
Support Vector 
Machine, Decision 
Tree 
Oracle 
Data Miner 
Naive Bayes 
achieved the 
highest 
prediction 
accuracy 
 
(101) Data mining for student 
retention management  
5943 students  Student data  Gender, ethnic, age, financial 
information, student 
information, score, previous 
Decision Trees: 
CART, J48, ADT. 
WEKA ADT is the 
effective 
predictive 
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GPA, accommodation 
 
model 
(102) Using data mining for 
predicting relationship 
between online learning 
behaviour and performance  
1144 students Student 
database  
Theme cluster1: check-in, 
cluster 2; deadline, cluster 3: 
evaluation, cluster 4: learning. 
Final grades were categorised 
into three groups: A- to A, B- 
to 
B+, and Others 
Clustering and 
logistic regression 
NVivo 9 
SPSS 
The predicted 
probabilities of 
three categories 
final grades 
became 59.78%, 
26.52%, and 
13.70% 
 
(87) Development data mining 
models for predicting 
student performance 
10330 students Student 
database 
Personal data, pre-university 
data and university data  
OneR, J48, 
Multilayer 
Perceptron, IBk 
WEKA Neural Network 
model 
(73.59%)is the 
highest accuracy 
 
(103) Improve the results of 
classification techniques in 
predicting the student 
performance of two real-
world case-studies (CTU, 
AIT) by dealing the class 
imbalance problem, 
 
20492 records 
from Can Tho 
University, 
Vietnam 
(CTU) and 
936 examples 
Asian Institute 
of 
Technology, 
Thailand 
(AIT) 
University 
database  
Tuition fees, living fees, 
insurance fees and other 
Fees, students’ information, 
results (Pass, fail) 
-Over-sampling 
techniques 
-Decision Tree 
(DT), Bayesian 
Networks (BN), 
and 
Support Vector 
Machines (SVM) 
WEKA The results 
indicate that DT 
has the lowest 
total cost when 
comparing with 
the others 
on original data, 
and SVM has 
the lowest total 
cost on 
rebalanced 
data 
 
(104)  Prediction of students’ 
academic performance in 
an Introductory engineering 
course 
239 
undergraduate 
students in 
three 
semesters 
Students 
semester data  
Student’s cumulative GPA; 
grades earned in four pre-
requisite courses including 
Engineering Statics, Calculus I, 
Calculus II, and Physics; and 
scores earned in three 
Dynamics mid-exams, gender 
 
Multivariate linear 
regression (MLR), 
multilayer 
perceptron (MLP) 
neural networks, 
radial basis 
function (RBF) 
neural networks 
MySQL  SVM model is 
the best 
prediction 
model  
(68) A comparative study for 
predicting student’s 
48 students  Source 
database  
Student name, quota, end 
semester mark, average 
Naive Bayes, 
HNB, WAODE, 
WEKA The AODEsr 
algorithm 
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academic performance 
using Bayesian network 
classifiers 
previous semester performance 
(First ≥ 60% 
Second ≥ 45 & <60% 
Third ≥36 & <45% 
Fail <36%), performance in 
internal exam, seminars, 
attendance (poor, average, 
good) 
 
AODEsr algorithm provides higher 
accuracy than 
other algorithms 
(105) Predicting the performance 
of students in higher 
education using data 
mining classification 
algorithm  
165 students Computer 
Application 
course 
Theory scores, laboratory 
scores, medium of study, UG 
course, family income, parental 
education, first generation 
learner, stay, extracurricular 
activities 
 
ID3, J48, NBTree, 
MLP, simpleCart, 
REPTree, 
Decision table. 
WEKA MLP show best 
result of 74.8%  
(16) Categorise successful 
students and poor students 
with the volume of 
students’ information 
 Online survey 
and direct 
from student 
Student information and 
academic, socioeconomic 
background of the student and 
family, previous academic 
background, attitude 
Decision Tree IBM Data 
Warehouse 
Edition 
Most students 
with higher 
performance 
concentrated 
more on 
teaching 
 
(106) Personalised grade 
prediction based on the 
history of students’ 
academic performance in a 
course 
700 
undergraduate 
students  
MOOC The weight of performance 
assessment and score  
Pearson 
correlation 
coefficient, linear 
regression, nearest 
neighbour 
 
Develop 
grade 
prediction 
algorithm 
Linear 
regression 
performs by up 
to 65% 
(107) Using data mining to 
predict secondary school 
student’s performance and 
identify key variables that 
affect educational 
success/failures 
768 students 
from two 
secondary 
schools 
Questionnaire Sex, age, school, address, 
parents’ cohabitation status, 
mother’s education, mother’s 
job, father’s education, father’s 
job, student’s guardian, family 
size, quality of family 
relationships, reason to choose 
this school, home to school 
travel time, weekly study time, 
Decision trees, 
random forests, 
neural networks 
and support vector 
Machines 
R Miner Student’s 
performance is 
highly affected 
by previous 
performances 
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number of past class failures, 
extra-educational class support, 
family educational support, 
extracurricular activities, extra 
paid classes, internet access at 
home, attended nursery school, 
wants to take higher education, 
with a romantic relationship, 
free time after school, going 
out with friends, weekend 
alcohol consumption, workday 
alcohol consumption, current 
health status 
 
(108) Student performance 
measure by using different 
classification methods of 
data mining  
The dataset 
from 
Computer 
Science and 
Engineering 
batch 2010 – 
2014 of 
Thapar 
University 
 
Database Exam code, academic year, 
subject code, semester, subject, 
enrolment no., student name, 
grade 
Support vector 
machine, a 
Bayesian network, 
decision tree 
IBM SPSS 
Modeller 
SVM provides 
the highest 
accuracy with 
97.62% 
(109) Student performance 
prediction using Support 
vector machine and K-
Nearest Neighbour 
395 students 
of University 
of Minho 
Database Students’ past grades in the 
same subjects 
Support vector 
machine and K-
Nearest Neighbour 
Visual Studio SVM provides 
better accuracy 
with a 
coefficient of 
0.96 while K-
Nearest 
Neighbour 
provides a 
coefficient of 
0.95 
 
(110) Applying Naive Bayesian 
Classifier for Predicting 
Performance of a Student 
Using WEKA 
100 
Undergraduate 
students of 
Information 
Database Home assignments, internal 
tests, weekly aptitude tests, 
attendance 
Decision Tree, 
Naive Bayes 
WEKA ID3 provides 
better accuracy 
by 92% 
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Technology 
  
(111) Predicting of student 
performance using WEKA 
tool  
52 students 
 
Database Gender, hometown, previous 
semester marks, seminar 
performance obtained, 
attendance of students, sports, 
+2 grades, family income, 
teaching language 
J48 and Naive 
Bayes 
WEKA Naive Bayes 
provides better 
accuracy by 
63.5 while J48’s 
accuracy is 
61.53% 
 
(112) Predicting students’ 
academic performance 
Students in 
Department of 
Computer 
Science and 
Engineering 
 
Database Students’ marks according to 
each subject 
C4.5 and 
generalised 
sequential pattern 
mining 
Visual Studio C4.5 can 
identify 
students’ weak 
concept 
(113) Course correction: using 
analytics to predict course 
success  
Students of the 
University of 
Phoenix 
Database Attendance, %cumulative 
course points/week, prior 
credits earned, discussion point 
count/week, late assignments, 
gender, age at program start, 
non-substantial posts count, 
ethnicity, marital status, 
employment status, household 
income, high school GPA, 
financial aid, financial status, 
ratio of credits earned, military 
status, weekly attendance, days 
into the course of 1st activity, 
orientation participation, 
inactive time since last course, 
count of messages to instructor 
 
Logistic 
Regression 
SPSS, SQL, 
Oracle 
The model will 
be refined 
(114) Predicting students’ 
academic success from 
student enrolment data 
using decision tree 
technique 
Enrolment 
data of low 
performer 
students in the 
years 2010 and 
2012 
Database MCA Marks, X Standard 
Marks, XII Standard Marks, 
Undergraduate marks, 
admission type 
Decision Tree DTREG The model 
provides 
accuracy of 
92.5% to predict 
students who are 
likely to fail 
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(115) Predicting students’ 
academic performance, 
identifying the critical 
courses that affect the 
students’ academic 
performance, identify 
attributes of withdrawn 
students 
42300 students 
from the years 
2013-2016 
Database Students’ personal information 
such as age, gender, 
Nationality. Students’ 
academic performance such as 
course grade, semester’s GPA 
and cumulative GPA 
J48 algorithm WEKA 
 
85.8% of 
students who 
obtained GPA 
less than 1.75 
are in critical 
status. The 
critical course is 
Computer 
Programming I. 
Level 3 in the 
first semester is 
critical for 
students 
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The data mining methods used are summarised as follows: 
Table 11 Summary of Data Mining Methods from 2005 - 2017 
 
The most popular methods used are decision tree, followed by clustering, naive Bayes, neural 
network and smooth support vector machines. 
Table 12 Summary of Attributes Measured in Prediction Models from 2005 - 2017 
Attributes Measured Research 
Students’ grades (2, 12, 14-16, 66, 91, 95, 98, 100-115) 
Demographic  (87, 91, 97-99, 101, 103) 
Student information  (15, 16, 98, 99, 101, 105) 
Total Time (12, 92) 
Number of messages (2, 12, 94) 
Number of threads (92, 94) 
Number of words (92, 94) 
Attitude (14, 95, 97) 
Methods Used Research 
Clustering Algorithm 
 
(12, 14, 15, 25, 94, 96, 97, 102, 106, 109) 
Decision Tree (2, 14, 16, 66, 68, 83, 91, 97, 98, 100, 101, 103, 105, 107, 108, 110-112, 
114, 115) 
 
Smooth Support 
Vector Machine 
 
(14, 100, 103, 107-109) 
Naive Bayes (66, 95, 96, 98, 100, 103, 108, 110, 111) 
 
Neural Network (2, 83, 87, 97, 104, 107) 
 
Regression (99, 106, 113) 
 
Fuzzy Rule (2, 98) 
 
Random forest (96, 107) 
 
Statistical Classifier (2, 83) 
 
Heuristic Miner (92) 
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Students’ grades or academic performance are the most measured attribute since it is 
considered the most important factor in determining students’ academic performance.  
Table 13 Summary of Tools Used in Prediction Models from 2005 - 2017 
Tools Used Research 
WEKA (25, 66, 68, 91, 96, 101, 105, 111) 
MySQL (98, 104, 106, 113) 
SPSS (108, 113) 
Oracle Data Miner (100, 113) 
Visual Studio (109, 112) 
SSVM Classification (14) 
IBM Data Warehouse  (16) 
KEEL Framework (2) 
Moodle mining tool (83) 
ProM (92) 
DTREG (114) 
Friedman test (99) 
R Miner (107) 
Among the tools used, the most popular is WEKA (used in 8 papers) as it offers user-friendly 
graphical user interface, is easy to understand, and contains significant graphical analyses. 
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2.5.3 Summary of Text Mining Research from 2006 – 2017 
 
Table 14 Summary of Text Mining Research from 2006 – 2017 
Research Objective Type of Users Dataset Variables Measured Techniques Tools Result 
(116) Automate grading of student 
essays  
Lecturers of 
English 
program in 
University of 
General 
Requirements 
Units 
Students’ 
essays 
Words, characters, paragraphs, 
sentences, sentences per paragraph, 
words per sentence, characters per 
word, passive sentence, flesh 
reading ease, Flesch-Kincaid grade 
level, spelling errors 
 
Classification 
Association Rule 
Mining 
SQL Server Marginal due to a 
small number of 
samples, repetitive 
nature of the writing 
and rater 
inconsistencies 
(117) Learning analytics system for 
assessing students’ performance 
quality and text mining in online 
communication  
Students of 
University Ibn 
Tofail 
LMS Students’ messages in a forum 
discussion, chat, email, total 
activities, average, standard 
deviation, percentage, list of 
students 
Semantic 
similarity 
GISMO, 
MOCLog, 
Excel Pivot 
Tables 
Letting students 
know his or her 
ranking in the group 
results in more 
effective learning 
 
(118)  Identify correlations between 
learning attitudes 
83 freshman 
undergraduate 
students in 
Robotics and 
Automation 
Engineering, 
KMUTT 
Students’ 
essays 
Thai words written by students 
about what they learned each week 
for all 14 weeks 
Open-source 
algorithm Lexto 
Open-source 
Lexitron 
dictionary  
Students with 
positive peer 
relationships were 
likely to be engaged 
in academic tasks and 
perform better in 
school 
 
(22) Examine different formats of 
comment data to predict student 
performance 
123 students in 
Computer 
Literacy subject 
 
Students’ 
comment in 
the form of 
emails or 
written 
documents 
Student’s comments towards 
learning activity before the class 
time, understanding and 
achievements during the class time 
and learning activity plan until the 
next class 
Support vector 
machine 
Matlab 
LibSVm tool 
Students who 
described the current 
activity more clearly 
has better grades 
 
(119) Evaluate students’ academic 
performance 
123 students in 
Computer 
Literacy subject 
 
Students’ 
comment in 
the form of 
emails or 
Student’s comments towards 
learning activity before the class 
time, understanding and 
achievements during the class time 
Basic Prediction 
Method, Overlap 
Method, 
Similarity 
Latent 
Semantic 
analysis 
Combining similarity 
measuring method 
and overlap method 
will achieve a higher 
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written 
documents 
and learning activity plan until the 
next class 
Measuring 
Method 
accuracy 
 
 
(120) Analyse students’ written 
responses to a teacher leadership 
dilemma 
47 students in a 
public 
university in 
the United 
States 
Students’ 
comments 
 
Students’ comments towards 
“Suppose that you are a high school 
English teacher, you believe that a 
particular book (this book could be 
controversial) is extremely 
beneficial to your students’ 
learning. You want to use it in your 
classroom. You tried to get your 
principal’s approval but could not. 
What will you do next? 
Risk-taking level 
algorithm 
IBM SPSS 
Text 
Analytics for 
Survey 
A significant inter-
rater reliability 
existed between 
ratings generated 
from the algorithms 
developed for IBM 
SPSS Text Analytics 
for Surveys and 
human ratings 
 
(121) Identify students’ learning 
experience with live video 
streaming  
125 LVS 
courses with a 
total of 942 
students 
 
Database from 
Excel 
spreadsheet 
Course content, class logistics, 
technical difficulties, other 
Information 
extraction 
SPSS Live video streaming 
can enhance students’ 
learning experience 
(122) Predicting students’ grade based 
on free-style comments using 
Words2Vec and ANN by 
considering prediction results 
obtained in consecutive lessons  
123 students  Students’ 
comments 
Student’s comments towards 
learning activity before the class 
time, understanding and 
achievements during the class time 
and learning activity plan until the 
next class 
Neural network 
(ANN)  
Word2Vec Self-evaluation 
descriptive sentences 
can help to identify 
students; academic 
performance 
 
(123) Predicting students’ grades and 
identify activities that promote 
students’ learning 
419 students E-learning Number of assignment, time of 
assignment, number of posts, 
number of reads, total time, number 
of quizzes 
Grammar guided 
genetic 
programming 
algorithm 
(Multiple Instance 
Learning) 
 
WEKA G3P-MIL shows the 
accuracy of 0.743 
(124)  Estimate students’ grades  Class of 
Information 
Retrieval 
Exercise 
Term-end 
questionnaire 
What student has learned in the 
lectures, good points of the lectures, 
need to be improved points 
 
Correlation model SPSS Words that are taken 
in the lectures but not 
directly related to the 
main topic affects 
positively to students’ 
grades 
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(125) Help students to enhance their 
learning experience 
35 students Term-end 
questionnaire 
What student has learned in the 
lectures, good points of the lectures, 
need to be improved points 
 
Correlation model SPSS Students who tend to 
use the word of 
“learn”, “master”, 
“study”, “useful” has 
better learning 
attitude 
 
(126) Examining students’ online 
interaction in a live video 
streaming environment using data 
mining and text mining 
1144 LVS 
(Live Video 
Streaming) 
students  
Online 
questions and 
online chat 
messages 
Online questions: check-in/check-
out, social and effective statements, 
learning/ comprehension, LVS 
technical issues, course logistics, 
others  
online chat messages: social and 
effective statements, LVS technical 
issues, course logistics, 
learning/comprehension, others 
 
Correlation 
analysis 
SPSS A correlation is found 
between the number 
of online questions 
students asked and 
students’ final grades 
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Different methods are used across 12 papers. Correlation models are used in three papers. 
Many studies used unique techniques to predict students’ performance such as the algorithm 
Lexto and risk-taking level algorithm. As for the measured attributes, since it is text mining, 
each word is tested. The data contains words describing students’ comments towards a class 
or learning experience so that the research can identify which words students used the most. 
As for the tools, SPSS is used in five papers. Educational data mining is also used such as 
WEKA and MySQL.  
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CHAPTER 3 
PERFORMANCE PREDICTION AS A NEW FEATURE IN E-
LEARNING TO PREDICT STUDENTS’ PERFORMANCE 
 
 
Prediction is one of the most popular topics in education data mining. Prediction is related to 
students’ academic performance, which can be accurately observed through Educational Data 
Mining. Online tutorials can be used as for prediction modelling to identify key predictors of 
students’ academic performance.  
This chapter proposes a new E-learning model to predict students’ academic 
performance based on online tutorials. The model consists of four parts: dataset, pre-
processing, correlation analysis, data mining and prediction result. There are 11 features in 
online tutorials by incorporating unit assessment to determine which features are key 
indicators to predict students’ academic performance. 165 students in the English for 
Librarians and 51 students in Reading Proficiency Enhancement courses participated. Their 
behaviours in online tutorials were extracted and analysed. The other two open-source 
datasets were students’ academic performance and HR employee attrition performance. 
Correlation analysis is to determine the relationship between students’ behaviour in 
online tutorials and their grade. The result from correlation analysis can be a key indicator to 
predict student performance using regression (regression is explained further in chapter 4). 
Experimental results from the English for Librarians course showed that discussion created, 
discussion subscription created, discussion viewed, module course viewed and posted content 
have a significant relationship with assignments 1, 2 and 3 and course total. The Reading 
Proficiency Enhancement course shows that discussion subscription created, views of the 
forum, post created and posted content are strongly correlated with scores for forums 1 to 8. 
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The students’ academic performance shows that grade is significantly related to all the 
features of the SAPD dataset, namely gender, Nationality, place of birth, semester, relation, 
parent answer survey, parent-school satisfaction and student absence days. HR employee 
attrition performance shows only Percent Salary Hike is highly correlated with performance 
rating (see table 3 for further description of each variable in SAPD and table 5 for 
IBM_EAP). 
 
3.1 Introduction 
There is increasing interest in applying data mining in the educational sector. Educational 
Data Mining (EDM) refers to the field of statistics, machine learning, and data mining for 
various educational data. One EDM approach is prediction. The goal of prediction is to 
develop a model that can infer a single aspect of the data (the predicted variable is called the 
dependent variable) from a combination of other aspects of the data (predictor variable is 
called the independent variable) (46, 127). Performance prediction helps reduce the risk of 
student failure or underperformance while trying to improve the quality and skills of students 
by identifying their weaknesses and ways in which the program could improve. 
In this study, Pearson correlation was used to find the best predictor of students’ 
academic performance through their behaviour in online tutorials. 
  
3.2 Related Work  
Other than email, online tutorials are a fundamental communication tool in classroom 
interactions among students, and also between students and teachers. They are also a popular 
communication tool in learning management systems (LMS) that facilitate the interactions, 
discussions and collaborations of participants. It also gives effective and efficient guidance 
and feedback to all forum participants.  
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Each feature of online education can be addressed through data mining techniques. 
Modern online education relies heavily on LMS or course management systems (CMS). 
These LMS/CMS automatically record the navigational behaviour of individual users as 
server logs. 
Using data mining server logs, teachers can provide personalised instruction to 
identify potential risks to the student, adjust teaching strategies, and improve course design, 
among others (128). In most cases, students’ success in the course depends on the frequent 
use of this interaction; greater student interaction will impact their performance. Analysing 
students’ behaviour in online tutorials can capture their learning level and will allow 
researchers to generate more accurate predictions (129). 
Prediction modelling involves analysing current or historical facts to make predictions 
about future events. For example, online tutorials can utilise prediction modelling techniques 
to identify key predictors of students’ academic performance and then interventions can be 
developed for performance improvement (130). The formula for this performance prediction 
is related to the work of Romero et al. (2013) which discovered the best predictor attributes 
between students’ academic performance and online tutorials to know the cause and effect 
and get accurate classification models using data mining techniques (36). 
             Several studies found that the number of students’ posts are correlated with instructor 
activity (131) (11, 132, 133). However, some research concludes that there is no correlation 
between students’ behaviour and their success (82, 102). This research is a proof of concept 
that students’ behaviour in the online tutorial has a strong and significant relationship with 
students’ academic performance.  
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3.3 Methodology 
 
The proposed performance prediction model consists of four elements: data gathering, pre-
processing, predicting and interpreting the result using data mining techniques. Data mining 
employs regression and classification used to predict students’ academic performance based 
on predictor results in correlation.  
 
GATHERING             PRE-PROCESSING                 PREDICTING                        
INTERPRETING  
 
 
 
 
 
 
 
 
Figure 8 Performance Prediction Model 
 
 
  
3.3.1 Data Gathering  
 
In this thesis, data gathering is the collection of data that is divided into online tutorials, 
course assessment and student grades. These experiments were based on online tutorials 
dataset from an undergraduate English for Librarians and Reading Proficiency Enhancement 
course for semester one 2016 in Open University, Indonesia. Open-source datasets for HR 
employee attrition performance and students’ academic performance were also referred to. 
The diversification of datasets helps ensure the model is applicable in several settings. 
 
3.3.2 Pre-processing  
 
This research used online tutorials, course assessment and grades from both on and off 
campus English for Librarians and Reading Proficiency Enhancement courses. The 
Dependence 
Attributes Independence 
Attributes Correlation Data Mining 
(Prediction Model)  
Student behaviour 
in online tutorial 
data + all grades 
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quantitative data were collected from the online tutorials pertaining to both courses and 
contain details of the students’ behaviours and frequency of participation on the forums.   
The following attributes of the online tutorials are examined: discussion created, 
discussion subscription created, discussion subscription deleted, discussion viewed, Views of 
the forum, course module instance list viewed, post created, post deleted, post updated, 
subscription created, some content has been posted, and user report viewed. 
Features in course assessment are the attributes to measure students’ academic 
performance. In the English for Librarians and Reading Proficiency Enhancement course, the 
course assessments consist of: assignment 1, assignment 2 and assignment 3 and students’ 
participation in class. The weights of course assessment are 20% for each assignment, 40% 
for students’ participation which are accumulated for the total score of 100%.   
In students’ academic performance dataset, the dependent variable is grade which is 
classified as Low, Medium and High. The independent variables consist of gender, 
Nationality, place of birth, stage ID, grade ID, section ID, topic, semester, relation, parent 
answering survey, parent school satisfaction and student absence days. Some variables 
needed to be labelled by numbers such as grade (‘L’=0; ‘M’=1; ‘H’=2), gender  (‘F’=0; 
‘M’=1), place of birth (‘Kuwait’=0; ‘Lebanon’=1; Egypt=2; ‘Saudi Arabia’=3; ‘USA’=4; 
‘Jordan’=5; ‘Iran’=6; ‘Tunis’=7; ‘Morocco’=8; ‘Syria’=9; ‘Iraq’=10; ‘Palestine’=11; 
‘Libya’=12; ‘Venezuela’=13), stageID (‘LowerLevel’=0; ‘MiddleSchool’=1; 
‘HighSchool’=2), GradeID (‘G-01’=0; ‘G-02’=1; ‘G-03’=2; ‘G-04’=3; ‘G-05’=4; ‘G-06’=5; 
‘G-07’=6; ‘G-08’=7; ‘G-09’=8; ‘G-10’=9; ‘G-11’=10; ‘G-11’), SectionID 
(‘A’=0;’B’=1;’C’=2), topic (‘English’=0; ‘Spanish’=1; ‘French’=2; ‘Arabic’=3; ‘IT’=4; 
‘Math’=5; ‘Chemistry’=6; ‘Biology’=7; ‘Science’=8; ‘History’=9; ‘Quran’=10; 
‘Geology’=11). Semester (‘First’=0; ‘Second’=1), relation (‘Mum’=0; ‘Father’=1), parent 
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school satisfaction (‘Bad’=0; ‘Good’=1), parent answering survey (‘No’=0; ‘Yes’=1) and 
student absence days (‘Under-7’=0; ‘above-7’=1).  
Those features in the online tutorials and course assessment were studied and 
analysed to ascertain the main attributes or predictors that affect the students’ academic 
performance. Correlation analysis is used to determine the relationship between the predictor 
and predicted. Correlation mining identifies whether there is a significant relationship 
between the dependent attribute and independent attribute. From the result of the best 
predictor in correlation, a model can be developed using regression in SPSS. 
Pearson correlation is useful for measuring the strength of the relationship between 
the attributes in online tutorials and course assessment. Spearman’s rank correlation 
coefficient is appropriate when one or both variables are ordinal, and the Pearson correlation 
is normally distributed (134). 
This study has more than one independent variable (students’ participation measured 
by the total number of students’ discussion, posts, deletes, views in online tutorials and other 
factors) and more than one dependent variable (course and class assessment).   
 
3.3.3 Correlation Analysis  
 
Correlation analysis was used to determine the correlation between variables to predict 
students’ academic performance. The analysis was done with the condition that if the sig. (2-
tailed) value is less than or equal to 0.05, the correlation value is significant, or it can be 
proposed that there is a correlation, and if the sig. (2-tailed) value is more than 0.05, the 
correlation value is not correlated. The dependent variable is viewed as the predicted or result 
value and independent variable as the predictor or input value. Below are the results of 
correlation analysis from four datasets: 
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3.4 ‘English for Librarians- Online Tutorials’ Correlation Analysis  
 
The correlation between assignments 1, 2, 3 and course total are dependent variables. The 
assignment 1 measurement starts from online tutorials in weeks 1 to 3. The assignment 2 
measure starts from online tutorials in weeks 4 to 5. Assignment 3 measure starts from online 
tutorials in weeks 6 to 8 while the course total is counted for all weeks (1 to 8). The total data 
is 165 students enrolled in this course for semester one, 2016.  
The independent variables in online tutorials are discussion created, discussion 
subscription created, discussion subscription deleted, discussion viewed, views of the forum, 
post created, post updated, subscription created and some content has been posted. They are 
displayed in Table 15. 
Table 15 Correlation analysis of the English for Librarians course 
        Sig (2- 
           tailed) 
 
Pearson 
Correlation           
Discuss
ion 
created  
Discuss
ion 
subscri
ption 
created 
Discuss
ion 
subscri
ption 
deleted 
Discuss
ion 
viewed 
Views 
of the 
forum  
            
     
Post 
created 
Post 
updat
ed 
Subscri
ption 
created 
Some 
content 
has 
been 
posted 
Assignment 1 .485**/ 
.000       
.483**/ 
.000 
 .369**/
.000 
.481**/
.000 
.425**/
.000 
  .491**/ 
.000 
Assignment 2 .558**/ 
.000 
.568**/ 
.000 
 .347**/
.000 
.546**/
.000 
   .571**/ 
.000 
Assignment 3 .598**/ 
.000 
.572**/ 
.000 
.168**/ 
.000 
.224**/ 
.000 
.622**/ 
.000 
 .168*/ 
.000 
.155*/ 
.000 
.577**/ 
.000 
Course total .544**/
.000 
.550**/ 
.000 
.182*/ 
.000 
.419**/
.000 
.590**/ 
.000 
.370**/
.000 
.178*/
.000 
 .549**/ 
.000 
 
Assignment 1 has strong correlations with discussion created, discussion subscription created, 
discussion viewed, views of the forum, post created and some content has been posted. 
Assignment 2 has significant relationships with discussion created, discussion subscription 
created, discussion viewed, views of the forum and some content has been posted. 
Assignment 3 has relationships with discussion created, discussion subscription created, 
discussion subscription deleted, discussion viewed, views of the forum, post updated, 
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subscription created and some content has been posted. Course total has a strong and 
significant relationship with discussion created, discussion subscription created, discussion 
subscription deleted, discussion viewed, views of the forum, post created, post updated and 
some content has been posted. 
 
3.5 Reading Proficiency Enhancement- Online Tutorials’ Correlation Analysis  
 
Similar with English for Librarians, the Reading Proficiency Enhancement course assessment 
is divided into assignments 1, 2, 3 and course total as dependent variables. Assignment 1’s 
measurement starts from online tutorials in weeks 1 to 3. Assignment 2’s measure starts from 
online tutorials in weeks 4 to 5. Assignment 3’s measures start from online tutorials in weeks 
6 to 8 while the course total is counted for all weeks (1 to 8). The total data is 51 students.  
Table 16 Correlation analysis of the Reading Enhancement Course 
           Sig(2- 
           tailed) 
 
Pearson 
Correlation           
Discussi
on 
subscript
ion 
created 
Discussi
on 
viewed 
Views of 
the 
forum    
               
Post 
created 
Post 
update
d 
Post 
deleted 
Subscrip
tion 
created 
Some 
content 
has been 
posted 
Assignment 1 .065/ 
.653 
-.110/ 
.444 
.398**/ 
.004 
.340*/ 
.015 
.161/ 
.260 
 -.155/ 
.278 
.468**/ 
.001 
Assignment 2 .269/ 
.056 
.168/ 
.238 
.471**/ 
.000 
.520**/ 
.000 
.233/ 
.099 
-.182/ 
.202 
 .525**/ 
.000 
Assignment 3 .282*/ 
.045 
.282*/ 
.045 
.442**/ 
.001 
.397**/ 
.004 
.052/ 
.716 
  .282*/ 
.045 
Course total .163/ 
.252 
.156/ 
.273 
.349*/ 
.012 
.415**/ 
.002 
.178/ 
.211 
  .413**/ 
.003 
 
The table 16 shows that there are three significant correlations with assignment 1, assignment 
2, assignment 3 and course total, namely view of the forum, post created and some content 
has been posted. Assignment 3 has a significantly positive relationship with discussion 
subscription created and discussion viewed.  
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In the Reading Proficiency Enhancement course, forum participation is scored on a weekly 
basis. Below is the correlation analysis of forum activation:    
Table 17 Correlation analysis of Reading Proficiency Enhancement Course 
                 Sig(2- 
                 tailed) 
 
 
Pearson 
Correlation  
Discussio
n 
subscripti
on created 
Discussio
n viewed 
Views of 
the 
forum       
            
Post 
created 
Post 
deleted 
Post 
updated 
Some 
content 
has been 
posted 
Score forum 1 .575**/.0
00 
 .459**/.0
00 
.604**/.0
00 
  .560**/ 
.000 
Score forum 2 .537**/ 
.000 
.214*/ 
.000 
.754**/ 
.000 
.941**/ 
.000 
 .326*/ 
.000 
.896**/ 
.000 
Score forum 3 .471**/ 
.000 
.244**/ 
.005 
.847**/ 
.000 
.973**/ 
.000 
  .973**/ 
.000 
Score forum 4 .463**/ 
.000 
 .858**/ 
.000 
.980**/ 
.000 
  .964**/ 
.000 
Score forum 5 .568**/ 
.000 
.182*/ 
.036 
.872**/.0
00 
.932**/.0
00 
.197*/ 
.023 
.335**/.0
00 
.923**/ 
.000 
Score forum 6 .490**/ 
.000 
 .844**/ 
.000 
.999**/ 
.000 
 .283** 
/.001 
.931**/ 
.000 
Score forum 8 .519**/.0
00 
.310**/.0
00 
.838**/.0
00 
.980**/.0
00 
 .379**/.
000 
.847**/.00
0 
 
The table shows four significant correlations between score forums 1 to 8 and discussion 
subscription created, Views of the forum, post created and some content has been posted. 
Score forum 1 shows that there are correlations with discussion subscription created, Views 
of the forum, post created and some content has been posted. Score forum 2 has correlations 
with discussion subscription created, discussion viewed, Views of the forum, post created, 
post updated and some content has been posted. Score forum 3 has correlations with 
discussion subscription created, discussion viewed, Views of the forum, post created and 
some content has been posted. Score forum 4 has correlations with discussion subscription 
created, Views of the forum, post created and some content has been posted. Score forum 5 
has correlations with discussion subscription created, discussion viewed, Views of the forum, 
post created, post deleted, post updated and some content has been posted. Score forum 6 has 
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correlations with discussion subscription created, Views of the forum, post created, post 
updated and some content has been posted. Score forum 8 has correlations with discussion 
subscription created, discussion viewed, Views of the forum, post created, post updated and 
some content has been posted. 
 
3.6 ‘Students’ Academic Performance’ Correlation Analysis  
 
Spearman correlation is chosen because grades are ordinal and divided into 0 as Low, 1 as 
Medium and 2 as High. The dependent variable consists of: gender, Nationality, place of 
birth, Stage ID, Grade ID, Section ID, Topic, Semester, Relation, Parent Answering Survey, 
Parent School Satisfaction, and Student Absence Days.  Other than grade, most variables in 
the SAPD dataset need to be categorised into numbers:  
Table 18 SAPD Dataset Classification (numerical categories) 
Variable Name Category Values 
Grade 
L 
0 
M 
1 
H 
2 
Gender 
Female 0 
Male 1 
Nationality 
Kuwait 0 
Lebanon 1 
Egypt 2 
Saudi Arabia 3 
USA 4 
Jordon 5 
Venezuela 6 
Iran 7 
Tunis 8 
Morocco 9 
Syria 10 
Palestine 11 
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Iraq 12 
Libya 13 
Place of Birth 
Kuwait 0 
Lebanon 1 
Egypt 2 
Saudi Arabia 3 
USA 4 
Jordon 5 
Venezuela 6 
Iran 7 
Tunis 8 
Morocco 9 
Syria 10 
Palestine 11 
Iraq 12 
Libya 13 
Stage ID 
Lower level 0 
Middle school 1 
High school 2 
Grade ID 
G-01 0 
G-02 1 
G-03 2 
G-04 3 
G-05 4 
G-06 5 
G-07 6 
G-08 7 
G-09 8 
G-10 9 
G-11 10 
G-12 11 
Section ID 
A 0 
B 1 
C 2 
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Topic 
English 0 
Spanish 1 
French 2 
Arabic 3 
IT 4 
Math 5 
Chemistry 6 
Biology 7 
Science 8 
History 9 
Quran 10 
Geology 11 
Semester 
First 0 
Second 1 
Relation 
Mom 0 
Father  1 
Parent Answering survey 
No 
0 
Yes 
1 
Parent School Satisfaction 
Bad 
0 
Good 
1 
Student Absence Days 
Under-7 0 
above-7 1 
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Below is the result of Spearman correlation which is significantly associated with grade:  
 
Table 19 Correlation analysis of students’ academic performance 
                  
     Sig(2-  
        tailed) 
 
 
Pearson 
Correlation 
Gend
er 
National
ity 
Place 
of 
birth 
Stag
e ID 
Gra
de 
ID 
Secti
on ID 
Topi
c 
Semest
er 
Relati
on 
Raise
d 
Hand  
Visited 
Resourc
es 
Viewing 
Announcem
ents 
Discussi
on 
Groups 
Parent 
Answeri
ng 
Survey 
Parent 
School 
Satisfacti
on 
Student 
Absence 
Days 
Grade -
.263*
*/.00
0 
.191**/ 
.000 
.195*
*/ 
.000 
.087
/ 
.056 
.061
/ 
.179 
-.030/ 
.506 
-
.096
*/ 
.035 
.126**
/ 
.006 
-
.402*
*/ 
.000 
.649*
*/ 
.000 
.664**/ 
.000 
.546**/ 
.000 
.318**/ 
.000 
.434**/ 
.000 
.375**/ 
.000 
-.669**/ 
.000 
 
 
 
 
As seen in Table 19, the sign** means that those features have a significantly positive relationship with grade. There is Nationality, place of 
birth, topic, semester, raised hand, visited resources, viewing announcement, discussion groups, parent answering survey and parent school 
satisfaction. Variables marked with the sign ** have a significant negative correlation such as gender, section ID, topic, relation and student 
absence days. The student absence days have a highly significant correlation with the value of -.669** among other variables with the sig. (2-
tailed) value is .000. The negative correlations in student absence day indicate inverse relationships towards class, where the more students are 
absent from the class, the more likely they are to score lower grades.  
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3.7 IBM-EAP: HR Employee Attrition and Performance Correlation Analysis  
 
The performance rating as the dependent variable is categorised into Low, Good, Excellent 
and Outstanding. There are 1470 employees in the dataset with 35 independent variables: 
Age, Attrition, Business Travel, Daily Rate, Department, Distance From Home, Education, 
Education Field, Employee Count, Employee Number, Environment Satisfaction, Gender, 
Hourly Rate, Job Involvement, Job Level, Job Role, Job Satisfaction, Marital Status, Monthly 
Income, Monthly Rate, Number of Companies Worked, Over18, Over Time, Percent Salary 
Hike, Relationship Satisfaction, Standard Hours, Stock Option Level, Total Working Years, 
Training Times Last Year, Work Life Balance, Years At Company, Years In Current Role, 
Years Since Last Promotion and Years With Current Manager. Some variables needed to be 
labelled for each category to convert them into nominal scales. Table 20 shows the nominal 
scales for each category:  
Table 20 Nominal scale for each category 
Variable Category Nominal 
Attrition 
Yes 0 
No 1 
Business Travel 
Non-Travel 0 
Travel Frequently 1 
Travel Rarely 2 
Department 
Human Resources 0 
Research & Development 1 
Sales 2 
Education Below college 0 
 College 1 
 Bachelor 2 
 Master 3 
 Doctor 4 
Education Field 
Human Resources 0 
Life Sciences 1 
Marketing 2 
Medical 3 
Other  4 
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Technical Degree 5 
Environment 
Satisfaction 
Low 0 
Medium 1 
High 2 
Very High 3 
Gender 
Female 0 
Male  1 
Job Involvement 
Low 0 
Medium 1 
High 2 
Very High 3 
Job Role  
Healthcare Representative 0 
Human Resources 1 
Laboratory Technician 2 
Manager 3 
Manufacturing Director 4 
Research Director 5 
Research Scientist 6 
Sales Executive 7 
Sales Representative 8 
Marital Status 
Divorced 0 
Married 1 
Single 2 
Over18 Y 0 
Over Time 
No 0 
Yes 1 
Performance rating  
Low 0 
Good 1 
Excellent 2 
Outstanding 3 
Relationship 
Satisfaction 
Low 0 
Medium 1 
High 2 
Very High 3 
Work Life Balance 
Bad 0 
Good 1 
Better 2 
Best 3 
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Table 21 HR Employee Attrition and Performance Correlation Analysis Result (1) 
 
                 
      Sig(2- 
      tailed) 
 
 
Pearson 
Correlatio
n  
Age Attriti
on 
Busine
ss 
travel 
Dail
y 
rate 
Departme
nt 
Distan
ce 
from 
Home 
Educati
on 
Educati
on Field 
Employ
ee 
Number 
Environm
ent 
Satisfactio
n 
Gend
er 
Hourl
y rate 
Job 
Involveme
nt 
Job 
Lev
el  
Job 
Rol
e 
Job 
Satisfacti
on 
Performan
ce rating  
.00
0/ 
.99
7 
-.003/ 
.912 
-.027/ 
.303 
.001
/ 
.981 
-.027/ 
.303 
.011/ 
.665 
-.025/ 
.337 
-003/ 
.914 
-.021/ 
.428 
-.029/ 
.264 
-.014/ 
.595 
-.002/ 
.933 
-.025/ 
.343 
-
.019
/ 
.476 
-
.02
7/ 
.29
4 
.007/ 
.789 
 
Table 22 HR Employee Attrition and Performance Correlation Analysis Result (2) 
        Sig(2- 
           tailed) 
 
 
Pearson 
Correlation  
Marital 
Status  
Monthl
y 
Income 
Monthl
y Rate 
Numb. 
Compa
nies 
Worke
d 
Over 
Time 
Percent 
Salary 
Hike 
Relatio
nship 
Satisfac
tion 
Stock 
Option 
Level 
Total 
Workin
g Years 
Trainin
g 
Times 
Last 
Year 
Work 
Life 
Balanc
e 
Years 
At 
Compa
ny 
Years 
In 
Current 
Role 
Years 
Since 
Last 
Promot
ion 
Years 
With 
CurrMa
nager 
Performance 
rating  
.005/ 
.856 
-.027/ 
.301 
-.010/ 
.701 
-.008/ 
.751 
.004/ 
.867 
.629**/ 
.000 
-.033/ 
.206 
.011/ 
.673 
.012/ 
.655 
-.017/ 
.523 
.007/ 
.793 
.017/ 
.509 
.033/ 
.210 
-.007/ 
.801 
.026/ 
.327 
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From 35 variables, only Percent Salary Hike has a significantly positive relationship with performance 
rating with a correlation value of .629 and the sig. (2-tailed) value .000. It indicates that even though 
there are many variables, percent salary hike is the most significant variable influencing the 
performance rating. This means that the salary is the highest factor influencing employee performance. 
If a company increases the salary, it will motivate the employees to perform better in their workplace. 
This correlation result is not only proved theoretically but also happens in real life.  
 
3.8 Chapter Summary 
  
This is a case study of Open University utilizing the features in online tutorials to develop a predictive 
model to identify at risk-students and classify them based on their academic performance. The 
attributes in online tutorials (as the independent variable), course assessment and students’ academic 
performance (as the dependent variables) were reviewed and analysed to determine which features 
have strong relationships with students’ academic performance. Knowing which features have strong 
relationships with students’ performance serves as an indicator to find the best predictor of their 
performance. Several research (135) (136) (32) demonstrated that there were significant correlations 
between course outcomes and LMS activities.  
The Pearson correlation analysis was used to measure the strong relationship between features in 
online tutorials and academic performance. Students’ academic performance is influenced by many 
factors that lead to a wide range of potential predictors, including demographic (13) (91), 
socioeconomic status (15), psychological (14) and behavioural (14). However, there is no consistent 
usage of features and data among different studies (135). Even though there are many wide-ranging 
factors, the researchers should consider utilising features in online tutorials that contribute to the best 
outcomes. This research proves that features in online tutorials have strong relationships with 
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academic students’ performance. The framework constitutes a potential intelligent tool for identifying 
students who might drop out. The next chapter describes regression and classification models used to 
predict students’ academic performance based on predictor results in the correlation analysis from this 
chapter.  
The result shows that the domains of online discussion forum measured in English for 
Librarians Course (discussion created, discussion subscription created, discussion viewed, views of the 
forum and some content has been posted) influence the progress of the assignments significantly 
which means that the more the students participate in those domains, the better result of assignment 
they will obtain. The measurement was based on students’ behaviour, their level of active participation 
in those features, which was done by counting how many times the students’ access the selected 
features. Five out of seven features have significant relationships with students’ performance and offer 
strong predictive power for predicting students’ performance.   
The result from the Reading Proficiency Enhancement course shows that discussion 
subscription created, views of the forum, post created and some content has been posted are strongly 
correlated with scores for forums 1 to forum 8. Four out of seven features have significant 
relationships with students’ performance.  
Views of the forum, post created and some content has been posted are significantly and 
positively related to assignments 1, 2, 3 and course total in Reading Proficiency Enhancement course. 
Three out of eight features have significant relationships with students’ performance.  
The correlation analysis found that students who actively post and view the discussion forum 
have a better chance of performing well. The selection features that are significantly correlated with 
students’ performance help predict their performance using data mining techniques.  
The students’ academic performance result shows that grade has a positive and significant 
relationship with gender, Nationality, place of birth, semester, relation, parent answer survey, parent 
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school satisfaction and student absence days. There is a strong correlation between grades and student 
absence days. The result shows a negative correlation for student absence days as an inverse 
relationship where the greater student absence means a higher chance of scoring low grades.  
HR employee attrition performance shows that only Percent Salary Hike is highly correlated 
with performance rating from the 35 attributes (independent variables).  
Student absence days and percent salary hike are the best predictor to predict performance in 
the SAPD dataset and HR-EAP. This indicates that demographic and academic background features 
are not important determinants of students’ performance. The behaviour of students’ absence has a 
significant impact on students’ performance; the more students are absent, the higher their chance of 
scoring low marks. However, HR employee attrition performance shows that increasing the salary can 
positively impact on the employee performance rating. 
This research shows that fully utilising the online tutorials has a strong and significant 
influence on students’ performance. It suggests that active participation in posts, views and reducing 
the absence in online tutorials can improve students’ performance and as such constitute viable 
predictors of performance (32, 75, 136, 137). 
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CHAPTER 4 
A METHOD TO PREDICT STUDENTS’ ACADEMIC 
PERFORMANCE USING WEKA 
 
This chapter compares and evaluates prediction models used to predict students’ academic 
performance based on the predictive correlations by applying several data mining techniques in 
WEKA. The basis of the data was derived from extraction and analysis of students’ distance learning 
in online tutorials for the English for Librarians and Reading Proficiency Enhancement courses. The 
others two open-source datasets are students’ academic performance and HR employee attrition 
performance.  
Three data mining techniques are examined, namely linear regression, decision tree and 
multilayer perceptron by defining the type of output (numerical or nominal) in order to find the 
appropriate algorithms to predict students’ academic performance. The results found that using linear 
regression is the most suitable approach to predicting students’ academic performance in numerical 
value. Whereas, decision tree is more suitable for the students’ academic performance output in the 
form of nominal and ordinal value. The multilayer perceptron can generate results in numerical and 
ordinal values. This experiment demonstrates that multilayer perceptron provides a better result with 
ordinal value. The overall results show that decision tree performs better in terms of accuracy, 
performance and error. 
 
 
4.1 Introduction 
 
E-learning in Open University, Indonesia provides a vast variety of course related student activity. 
Active students in E-learning are more likely to improve their academic performance. E-learning is a 
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significant challenge in the educational sector due to its explosive growth of educational data and its 
usage to improve students’ academic performance. Online tutorials form part of the E-learning data 
and contain the features post, update, create and delete discussion. The assessment of students’ grade 
is based on quizzes, assignments, examinations and activities during their course.  
It is important to use special tools to analyse and reveal hidden patterns from E-learning 
datasets. One of the best prediction tools for analysing data in E-learning is data mining. Data mining 
focusing on educational data is called Educational Data Mining. It helps educational institutions to 
plan, evaluate, and improve their programs.  
Classification is the most popular data mining technique to predict student performance. There 
are several algorithms in the classification techniques that have been applied to predict students’ 
academic performance. Three of those techniques are linear regression, decision tree and multilayer 
perceptron. These will be applied in WEKA to investigate which technique is the best for predicting 
students’ academic performance in online tutorials.  
 
4.2 Related Work  
 
Several studies use classification to predict students’ academic performance. They base their 
conclusions on an analysis of students’ information (66), grades (98), attendance and skill (138). 
Different data mining methods are applied to predict students’ academic performance such as 
Decision Tree, Neural Network, K-Nearest Neighbours (K-NN), Logistic Regression, and Support 
Vector Machine (SVM) (139-141) (142). 
Pradeep, A., et al. (15) and Zhang, Y., et al. (98) predicted and categorised student performance into 
three classes: poor, average and good by using comparative analysis of three classification techniques: 
Rule-Based (RB), Decision Tree (DT), Naive Bayes (NB). 
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4.3 Methodology 
 
 
Figure 9 Prediction model of students’ academic performance using various algorithms 
 
Figure 9 shows the methodology to predict students’ academic performance using classification and 
regression algorithms. The pre-processing, determining the dependent and independent variables and 
the correlation results have already been described in chapter 3. Tables 15, 16 and 17 presented the 
correlation of data for the online tutorials in English for Librarians, the Reading Proficiency 
Enhancement course, students’ academic performance, while in the HR employee attrition 
performance database, only Percent Salary Hike was positively and significantly correlated with 
performance rating. The correlation results are the features selection to predict students’ performance 
using WEKA.  
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4.4 Data Mining Techniques in WEKA 
  
Data mining tools and techniques aim to provide a scientific experiment that can contribute 
meaningful knowledge. The proposed methodology employed three supervised data mining techniques 
(linear regression, decision tree and multilayer perceptron) to predict students’ academic performance. 
Classification and regression techniques are supervised learning data that have known a specific target 
value to be predicted.  
These data mining techniques are easy to use, and if the output value is expressed in classes or 
ordinal value, it can be solved by decision tree and multilayer perceptron algorithms. Alternatively, if 
the output is a numeric value, linear regression algorithms can be used. However, multilayer 
perceptron can run in both numeric and classes.  
WEKA stands for Waikato Environment for Knowledge Analysis (143). It is an open-source 
machine learning algorithm used for analysing and predicting students’ academic performance of 
classification algorithms with binary variables which are then applied directly to a dataset. WEKA 
accepts data in. arff and .csv file format.  
WEKA pre-processing includes discretisation, finding incorrect, dealing with missing data, 
removal of noise or outliers and collecting the necessary information to model or account for noise. As 
for the task of setting10-fold cross-validation in WEKA, it allows WEKA to build a model based on 
10 instances of learning in which nine of them are used for training, and the remaining one data is used 
to test. After that, the instances are averaged to create a final model. In percentage split, WEKA takes 
percentages to train and test data to build a final model.  
The prediction model should have high accuracy, good performance and no error. The 
accuracy of WEKA results from correctly classified instances and correlation coefficient. Correctly 
classified instances are the percentage of the correctly predicted model. Correlation coefficient 
describes the degree of relationship between the actual value and the predicted value. The range of 
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correlation coefficient is between -1 and 1. If the coefficient value is 0, it means there is no correlation. 
If it is close to 1, it means there is a positive relationship between the actual value and the predicted 
value, and vice-versa. The result of the correlation coefficient can be in numerical value, while 
correctly classified instances are in categorical or ordinal value.  
Meanwhile, the performance measure is based on the time taken to build the model in WEKA. 
A longer time in building the algorithms can impact the overall system. Therefore, performance is 
critical to evaluate how well the models deliver the result of students’ academic performance 
prediction. 
Mean absolute error, and root mean squared error are indicators for error. Mean absolute error 
(MAE) is defined as the quantity used to measure how close predictions or forecasts are to the 
eventual outcomes (144). The root means square error (RMSE) is defined as a frequently used 
measure of the differences between values predicted by a model or an estimator and the values 
observed. It is a good measure of accuracy to compare the forecasting errors within a dataset as it is 
scale-dependent (144).  
Furthermore, root mean square error (RMSE) and mean absolute error (MAE) are employed 
for prediction error measurement. In this case, Willmott, C.J., et al. (145) suggested that the RMSE is 
not a good indicator of average error and that the MAE would be a better metric for that purpose. 
RMSE has the same objective as MAE although they have slightly different calculation formulas. 
MAE is the average difference between the actual result and the predictive result from the entire 
dataset. The smaller the value, the more accurate the prediction.  
Grade or score is the selected attribute to be predicted either in numeric or ordinal value. In 
these datasets, the grade needs to be converted into categorical and ordinal values. Finally, the results 
of these algorithms will be executed, validated, evaluated and compared in order to determine which 
algorithm provides the best result with high accuracy. The WEKA result is shown in appendix 1. 
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4.4.1 Linear Regression  
 
Linear regression is the best prediction model to test the cause-effect relationship of one dependent 
variable (final grade) on one or more independent variables (features in online tutorials). The initial 
judgement of a possible relationship between two continuous variables should always be made on the 
basis of a scatter plot (scatter graph) (146). Moreover, linear regression approach is easy and rapidly 
processes large-sized datasets. The target values of linear regression are numeric instead of 
categorical. In this experiment, the linear regression could not be done in the students’ academic 
performance and HR employee attrition performance datasets. 
 
4.4.2 Decision Tree (J48) 
 
Decision tree is a classification supervised learning algorithm in which the predictive model is mapped 
as a tree structure or flowchart. It is easy to understand and use due to using “if and else” statements. 
The J48 algorithm is WEKA’s implementation of the decision tree. J48 classifier is a tree classifier 
which only accepts nominal or ordinal classes. It means that the classes must be known beforehand. In 
this research, two datasets are in nominal classes (students’ academic performance and HR employee 
attrition performance). The students’ academic performance is in scale L, M, H (Low, Medium, High). 
The HR employee attrition performance is rated in four-level scale Low, Good, Excellent and 
Outstanding. If the prediction value is in a real number, it could not fit a tree classification. The 
solution is to convert it into nominal class attributes for the English for Librarians and Reading 
Proficiency Enhancement datasets to classify them into Poor, Average and Good. The weights of each 
class are: 0 is poor, from 1 to 3 is average, and more than 3 is good. The model for assignment 1, 
assignment 2, assignment 3 and course total are between fail which is a score below 50 and pass for a 
score that is 50 and above.  The weights are based on the frequencies of students’ accessing online 
tutorials in the English for Librarians and Reading Proficiency Enhancement courses.  
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4.4.3 Multilayer Perceptron  
 
Multilayer perceptron is a supervised learning algorithm that uses the concept of a neural network that 
interacts using weighted connections. Each node will have a weight which multiplies the input node 
that generates the output prediction. The weight measures the degree of correlation between activity 
levels of connected neurons (147). Using WEKA to generate multilayer perceptron result and 
graphical interface can show the connection between input layer, a hidden layer and an output layer in 
the form of network structures.   
The result from multilayer perceptron is more accurate than linear regression but requires 
longer processing time for large datasets because the algorithm will always update the weight for each 
instance of the data. Thus, the disadvantage of multilayer perceptron is its sensitivity to feature scaling 
(148). Multilayer perceptron is similar to decision tree in which the output of the variable is in the 
form of categories. 
 
4.5 Prediction Results  
 
In this section, prediction results are developed from four datasets in English for Librarians, 
Enhancing Reading Proficiency, students’ academic performance and HR employee attrition 
performance datasets. Using three different data mining techniques means it can be applied to different 
data. In this experiment, the evaluation measures the accuracy of correctly classified instances (the 
output for nominal value) and correlation coefficient (the output for numerical value).  
 
4.6 English for Librarians Dataset 
 
4.6.1 Linear Regression 
 
Linear regression is one of the best prediction models for predicting numerical value. In the English 
for Librarians dataset, the course assessment is divided into four parts: assignments 1, 2, 3 and course 
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total. The online tutorials show the number of students in English for Librarians who actively 
participate from weeks 1 to 8. In this WEKA process, the dataset defines each assignment based on 
weeks involved: week 1 to week 3 for assignment 1, week 4 to week 5 for assignment 2, week 6 to 
week 8 for assignment 3 and all weeks from week 1 to week 8 for course total.   
To run the linear regression in WEKA, go to the classify tab on WEKA and choose linear 
regression 10-fold cross-validation. The following results show the output of linear regression in 
WEKA. 
 
 Assignment 1 
The value in correlation shows the correlation between assignments 1, 2, 3 and course total towards 
online tutorials in English for Librarians. The result of the correlation coefficient is 0.4275 which 
translated to 42.75%. The following is the formula to calculate assignment 1:  
     46.8869 * Discussion created + 
      0.8724 * Views of the forum                   + 
     24.5951 * Post created + 
    -19.8524 * Some content has been posted. + 
      8.0792 
 
 Assignment 2 
The result of the correlation coefficient is 45.49%. The following is the formula to calculate 
assignment 2:  
     22.8891 * Discussion subscription created + 
      2.5651 * Views of the forum                   + 
    -17.9991 * Post created + 
      6.9967 
 
 Assignment 3 
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The result of the correlation coefficient is 52.43%. The following is the formula to calculate 
assignment 3:  
      7.2278 * Discussion subscription created + 
     -2.3104 * Discussion viewed + 
      3.7145 * Views of the forum                   + 
     43.5406 * Subscription created + 
      5.1284 * Some content has been posted. + 
      3.5558 
 
 Course Total  
The result of the correlation coefficient is 51.87%. The following is the formula to calculate the course 
total:  
   6.4723 * Discussion subscription created + 
      1.0656 * Views of the forum                   + 
     -7.0803 * Post created + 
     11.0267 
 
 
The correlation coefficient results of linear regression for assignments 1, 2, 3 and course total are 
42.75%, 45.49%, 52.43% and 51.87%. The overall accuracy results are below 70% with a high level 
of error which means linear regression does not predict students’ academic performance in the English 
for Librarians course.  
 
4.6.2 Decision Tree (J48) and Multilayer Perceptron 
The target value to predict students’ academic performance in English for Librarians needs to be in 
categorical or nominal value so that it can be run in WEKA. 
 Assignment 1, Assignment 2, Assignment 3 and course total  
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Table 23 Decision tree (J48) and multilayer perceptron results in English for Librarians 
 
J48 Multilayer Perceptron 
 Correc
tly 
Classifi
ed 
Instanc
es 
Incorr
ectly 
Classifi
ed 
Instanc
es 
Mean 
absolut
e error 
(MAE) 
Root 
mean 
square
d error 
(RMS
E) 
Time 
to 
build 
(seco
nds)  
Correc
tly 
Classifi
ed 
Instanc
es 
Incorr
ectly 
Classifi
ed 
Instanc
es 
Mean 
absolut
e error 
(MAE) 
Root 
mean 
square
d error 
(RMS
E) 
Time 
to 
build 
(seco
nds)  
Assignm
ent 1 
81.21% 18.79% 0.1826 0.3115 0 76.97% 23.03% 0.1916 0.3471 0.31 
Assignm
ent 2 
84.85% 15.15% 0.2321 0.355 0.02 85.45% 14.55% 0.2082 0.3592 0.11 
Assignme
nt 3 
80% 20% 0.1805 0.3108 0 82.42% 17.58% 0.1572 0.3011 0.2 
Course 
Total 
86.67% 13.33% 0.1797 0.3272 0.02 87.27% 12.73% 0.1382 0.3147 0.33 
 
Table 23 shows the comparison results of J48 and multilayer perceptron towards course assessment in 
English for Librarians. The appropriate model for assignment 1 is the J48 algorithm in which the 
correctly classified result is 81.21% while the result from multilayer perceptron is 76.97%.  
Assignments 2 and 3 and course total are fit to run in multilayer perceptron. The correctly 
classified results of assignments 2, 3 and course total are 85.45%, 82.42% and 87.27% accuracy 
respectively. However, the time to build the model of assignment 2 and course total took longer than 
J48. The comparison error that can be seen from mean absolute error (MAE) and root mean square 
error (RMSE) between multilayer perceptron and J48 is minimal. The result shows that the J48 model 
provides better results for assignment 2 and course total in terms of accuracy, performance and error.  
 
 4.6.3 Reading Proficiency Enhancement Dataset 
 Assignment 1 
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The result of the correlation coefficient is 51.87%. The following is the formula to calculate the 
assignment 1:  
     13.8052 * Some content has been posted. + 
     10.604  
 
 Assignment 2  
The result of the correlation coefficient is 41.67%. The following is the formula to calculate the 
assignment 2:  
     20.0011 * Some content has been posted. + 
     26.5477 
 
 Assignment 3 
The result of the correlation coefficient is 24.13%. The following is the formula to calculate the 
assignment 3:  
      3.2195 * Views of the forum + 
     35.1617 * Post created + 
    -31.58   * Some content has been posted. + 
     26.4169 
 
 Course Total  
The result of the correlation coefficient is 41.03%. The following is the formula to calculate the course 
total:  
      4.9504 * Some content has been posted. + 
     43.7798 
 
The correlation coefficient results of linear regression for assignments 1, 2, 3 and course total are 
51.87%, 41.67%, 24.13% and 41.03%. The overall correlation coefficient results are below 80% that 
could not represent a linear regression in order to predict students’ academic performance in the 
Reading Proficiency Enhancement course.  
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4.6.4 Decision Tree (J48) and Multilayer Perceptron 
The target value to predict students’ academic performance in Reading Proficiency Enhancement 
needs to be in categorical or nominal value so that it can be run in WEKA. 
 Assignment 1, Assignment 2, Assignment 3 and course total  
Table 24 Decision tree (J48) and multilayer perceptron results in Reading Proficiency Enhancement 
 
J48 
 
Multilayer Perceptron 
 Correc
tly 
Classifi
ed 
Instanc
es 
Incorr
ectly 
Classifi
ed 
Instanc
es 
Mean 
absolut
e error 
(MAE) 
Root 
mean 
square
d error 
(RMS
E) 
Time 
to 
build 
(seco
nds)  
Correc
tly 
Classifi
ed 
Instanc
es 
Incorr
ectly 
Classifi
ed 
Instanc
es 
Mean 
absolut
e error 
(MAE) 
Root 
mean 
square
d error 
(RMS
E) 
Time 
to 
build 
(seco
nds)  
Assignm
ent 1 
62.75% 37.25% 0.4684 0.4844 0.02 56.87% 43.14% 0.4281 0.4836 0.53 
Assignm
ent 2 
92.16% 7.84% 0.1463 0.2727 0.01 90.20% 9.80% 0.15 0.308 0.22 
Assignme
nt 3 
66.67% 33.33% 0.4139 0.4817 0 66.67% 33.33% 0.3933 0.4811 0.27 
Course 
Total 
84.31% 15.69% 0.2658 0.3656 0 84.31% 15.69% 0.2064 0.3427 0.28 
 
 4.7 Reading Proficiency Enhancement Dataset 
In Enhancing Reading Proficiency, the course assessment consists of 8 scores. The 8 scores 
assessments are based on participation in weekly online tutorials with a total of 133 students. 
 
4.7.1 Linear Regression and Multilayer Perceptron  
The following are the linear regression results:  
 Score Forum 1  
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The result of the correlation coefficient is 40.37%. The following is the formula to calculate the score 
of forum 1:  
     25.7425 * Discussion subscription created + 
      1.9124 * Views of the forum                   + 
     41.9134 * Post created +  
    -31.4143 * Some content has been posted. + 
     -0.1206 
 
 
 Score Forum 2  
The result of correlation coefficient is 91.45%. The following is the formula to calculate the score of 
forum 2:  
     11.66   * Discussion subscription created + 
     39.934 * Post created + 
    -16.0441 * Post updated + 
     23.1027 * Some content has been posted. + 
      1.5747 
 
 Score Forum 3  
The result of the correlation coefficient is 93.27%. The following is the formula to calculate the score 
of forum 3:  
    -34.428 * Discussion viewed + 
      1.6693 * Views of the forum + 
     34.1855 * Post created + 
     34.1854 * Some content has been posted. + 
      0.1946 
 
 Score Forum 4  
The result of the correlation coefficient is 97.37%. The following is the formula to calculate the score 
of forum 4:  
      4.0975 * Discussion subscription created + 
      2.9919 * Views of the forum                   + 
     56.0792 * Post created + 
      7.3186 * Some content has been posted. + 
      0.308  
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 Score Forum 5 
The result of correlation coefficient is 94.53%. The following is the formula to calculate the score of 
forum 5:  
      6.3036 * Discussion subscription created + 
      1.3166 * Views of the forum + 
    -58.5026 * Post deleted + 
    -62.2704 * Post updated + 
     62.8733 * Some content has been posted. + 
     -0.1436 
 
 
 Score Forum 6 
The result of the correlation coefficient is 99.58%. The following is the formula to calculate the score 
of forum 6:  
      2.0238 * Discussion subscription created + 
     80.4762 * Post created + 0      
 
 Score Forum 8 
The result of the correlation coefficient is 95.65%. The following is the formula to calculate the score 
of forum 8:  
      2.8152 * Discussion subscription created + 
    -32.9017 * Discussion viewed + 
      2.4684 * Views of the forum + 
     60.2875 * Post created + 
     -5.6708 * Post updated + 
      4.648 * Some content has been posted. + 
     -0.0351 
 
The results show that linear regression is a suitable algorithm to predict scores in online tutorials for 
the Reading Proficiency Enhancement course in semester three (August to October) 2017.  
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4.7.2 Decision Tree (J48) and Multilayer Perceptron  
 
The scale classes in decision tree can determine whether the students fail or pass. The output of the 
Reading Proficiency Enhancement dataset is in numerical value. This value can be converted into 
ordinal value (fail and pass) by calculating the average of each feature that correlates with each score. 
The average results show that features with total scores of 0 mean they failed and features with scores 
more than 0 mean they passed. The dataset needs to determine which features correlate with fail or 
pass and then it can be run in WEKA.   
 
Table 25 Decision tree (J48) and multilayer perceptron results in Reading Proficiency Enhancement 
 
J48 Multilayer Perceptron 
 Correc
tly 
Classifi
ed 
Instanc
es 
Incorr
ectly 
Classifi
ed 
Instanc
es 
Mean 
absolut
e error 
(MAE) 
Root 
mean 
square
d error 
(RMS
E) 
Time 
to 
build 
(seco
nds)  
Correc
tly 
Classifi
ed 
Instanc
es 
Incorr
ectly 
Classifi
ed 
Instanc
es 
Mean 
absolut
e error 
(MAE) 
Root 
mean 
square
d error 
(RMS
E) 
Time 
to 
build 
(seco
nds)  
Forum 1 
(Fail, 
Pass) 
93.23% 6.77% 0.1179 0.2526 0.02 93.98% 6.02% 0.0823 0.2123 0.14 
Forum 2 
(Fail, 
Pass) 
99.25% 0.75% 0.015 0.0872 0 98.50% 1.50% 0.0157 0.0855 0.09 
Forum 3 
(Fail, 
Pass) 
100% 0% 0 0 0 100% 0% 0 0 0.09 
Forum 4 
(Fail, 
Pass) 
99.25% 0.75% 0.015 0.0872 0 97% 3% 0.0293 0.118 0.06 
Forum 5 
(Fail, 
Pass) 
98.50% 1.50% 0.0219 0.1212 0.02 99.25% 0.75% 0.0204 0.0897 0.06 
Forum 6 
(Fail, 
Pass) 
100% 0% 0 0 0 100% 0 0 0 0.08 
Forum 8 
(Fail, 
Pass) 
100% 0 0 0 0 100% 0 0.0063 0.0151 0.06 
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The overall results show that decision tree (J48) is the appropriate algorithm to measure the status of 
students’ failure or pass.  
4.8 Students’ Academic Performance Dataset 
 
The result of students’ academic performance is in ordinal value, namely Medium, Low and High. The 
low-level values are from 0 to 69, middle-level values from 70 to 89 and high-level values from 90 to 
100. The results can be generated in decision tree and multilayer perceptron because they are in 
categorical or ordinal value.  
 
Table 26 Decision tree (J48) and multilayer perceptron results in students’ academic performance 
 
J48 Multilayer Perceptron 
 Correc
tly 
Classifi
ed 
Instanc
es 
Incorr
ectly 
Classifi
ed 
Instanc
es 
Mean 
absolut
e error 
(MAE) 
Root 
mean 
square
d error 
(RMS
E) 
Time 
to 
build 
(seco
nds)  
Correc
tly 
Classifi
ed 
Instanc
es 
Incorr
ectly 
Classifi
ed 
Instanc
es 
Mean 
absolut
e error 
(MAE) 
Root 
mean 
square
d error 
(RMS
E) 
Time 
to 
build 
(seco
nds)  
Grade 
(M, L, 
H)  
70.62% 29.38% 0.2727 0.3803 0 69.38% 30.62% 0.2236 0.3865 2.36 
 
4.9 HR Employee Attrition Performance Dataset 
 
4.9.1 Decision Tree (J48) and Multilayer Perceptron  
 
The result of performance rating is on the scale of excellent, good, average and bad. This dataset can 
only be solved with decision tree and multilayer perceptron. Linear regression could not be used for 
this dataset because the results are not in numerical value. The range of performance rating is from 1-4 
where 4 is excellent, 3 is good, 2 is average and 1 is bad.  
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Table 27 Decision tree (J48) and multilayer perceptron results in HR employee attrition performance 
 
Table 4.4 shows that J48 is highly recommended for this dataset in terms of 100% accuracy. It took 
only 2 seconds to build the model, and no errors were found. 
 
4.10 Chapter Summary 
Data mining can help solve learning challenges by predicting students’ performance to identify 
which students require help. This research uses several data mining algorithms such as linear 
regression, multilayer perceptron and decision tree (J48) and the datasets are tested and analysed in 
WEKA to demonstrate a comparative analysis of the algorithms to ascertain the best technique to 
predict students’ performance. Using features that have strong relationships with students’ academic 
performance constitute a good classifier model that can affect the performance of the algorithms. It 
uses a classification model to discover knowledge to predict students’ grade depending on the use of 
online tutorials. Decision-makers can then make informed decisions for the best outcomes. Teachers, 
for example, could classify their students based on their level of intelligence. This could serve as a 
warning system that could detect students with a higher chance of failing.  
 
J48 Multilayer Perceptron 
 Correc
tly 
Classifi
ed 
Instanc
es 
Incorr
ectly 
Classifi
ed 
Instanc
es 
Mean 
absolut
e error 
(MAE) 
Root 
mean 
square
d error 
(RMS
E) 
Time 
to 
build 
(seco
nds)  
Correc
tly 
Classifi
ed 
Instanc
es 
Incorr
ectly 
Classifi
ed 
Instanc
es 
Mean 
absolut
e error 
(MAE) 
Root 
mean 
square
d error 
(RMS
E) 
Time 
to 
build 
(seco
nds)  
Performa
nce 
rating 
(Excellen
t, Good, 
Average, 
Bad) 
100% 0 0 0 0.02 100% 0 0.0018 0.0044 0.23 
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This research uses several classification algorithms such as linear regression, multilayer 
perceptron and decision tree (J48) and the datasets are tested and analysed in WEKA. Those 
algorithms are verified by a 10-fold cross-validation check. The results show that if the output is in 
numerical value, the linear regression algorithm is the appropriate algorithm to be used. Meanwhile, 
multilayer perceptron and decision tree are suitable for nominal and ordinal value. The overall results 
show that decision tree (J48) performs better in terms of accuracy, performance and error followed 
multilayer perceptron and linear regression. It utilises the feature selection from correlation result that 
has strong relationships with students’ performance to reach accurate classification results. The 
accuracy can be seen from correctly classified instances and correlation coefficient, where 
performance can be seen from the time to build (in seconds) and errors can be seen from mean 
absolute error (MAE) and root mean squared error (RMSE). The high percentage accuracy is from the 
correlation coefficient and correctly classified instances. The accuracy, performance and error of each 
classifier are described in Tables 4.1 to 4.4.  
The result of the experiment shows that decision tree (J48) provides useful results with 
accuracies above 70% compared with other models. Meanwhile, the linear regression is less accurate 
than others with below 70% which means that the error rate is high and the prediction is not very 
reliable. Meanwhile, multilayer perceptron offers good accuracy, but it takes time to process. As such, 
it is an inefficient approach to predicting students’ performance. 
The result from the J48 decision tree successfully predicts students’ academic performance for 
the English for Librarians course to predict a pass or fail compared to the performance results for the 
Reading Proficiency Enhancement and students’ performance from different institutes. This 
methodology will assist the lecturers to take early action to help and identify struggling students. 
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J48 is a white box classification algorithm that is simple and easy to understand and interpret. 
The decision tree is one of the most popular classification algorithms that can be easily transformed 
using IF-THEN rules. This result coincides with the studies of (66) and (15) that show that the 
decision tree classifier (J48) performs better than other algorithms.  
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CHAPTER 5 
PREDICTING STUDENTS’ ACADEMIC PERFORMANCE USING 
TEXT MINING 
 
This research aims to identify and discover new knowledge through the analysis of text extraction in 
online tutorials to predict students’ academic performance by applying text mining. The approaches 
used to predict students’ academic performance include incorporating learning documents and each 
students’ response every week. In this case, the TF-IDF (Term Frequency and Inverse Document 
Frequency) algorithm is used to leverage the meaningful text from students’ response and learning 
materials about how often words occur in both documents. The result of TF-IDF will be saved in a 
database with labels that contain meaningful and high-frequency words.  
 
5.1 Introduction 
 
Learning analytics can provide powerful analytical tools from varied sources such as audit logs of 
students’ activities and discussion log interactions in Learning Management System (LMS). The idea 
has motivated this research to focus on useful informational text on online tutorials logs to find 
meaningful knowledge, using text mining, to understand students’ learning progress and behaviour in 
the learning environment.  
The use of text mining in document management is a promising trend for improving the 
accuracy and speed of document analysis. As a part of artificial intelligence, text mining establishes 
mapping processes at various levels of implementation. The majority of web data are constructed in 
unstructured text formats which are required processes to be understood (56). Given that, many 
researchers try to get useful information as well as meaningful knowledge from tremendous amounts 
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of texts online makes it necessary to develop an innovative prediction model based on text documents 
in online tutorials. The result of such research will help accelerate educational assessment and improve 
the quality of learning. 
This study focuses on the prediction of students’ academic performance based on students’ 
responses in online tutorials. The experiment involved 69 students enrolled in the English for 
Librarians course for a mixture of Indonesian and English texts. Meanwhile 51 students participated in 
the Reading Proficiency Enhancement course and the text was translated into English.   
The study collects texts with the highest frequency and determines whether those texts are 
related to learning materials. To this end, the data is collected from online tutorials and grades in the 
English for Librarians and Reading Proficiency Enhancement courses for semester one for 2017. The 
analysis was done by utilising the TF-IDF method by counting how frequently words appear in a 
document and saving the results in a database dictionary. From the word count, we can categorise and 
identify the total text for each student and predict their grade or performance. 
  
5.2 Related Work  
 
Text mining is an extension of data mining — the process of extracting meaningful information from 
unstructured text (149, 150). Fayyad, U., et al. (40) advocated that the main purpose of text mining is 
to find words that can represent the contents of the document so the meaning between documents as 
well as their relation can be analysed.  
According to Hashimi, H., et al. (151), there are five advantages of text mining: helping the 
extraction of useful information from data quickly and efficiently, assisting future prediction based on 
observations and statistics, helping to create and build the patterns from the provided data which tells 
us about increasing or decreasing trends, e.g. in business and economy. In addition, text mining 
software helps security agencies by monitoring and analysing textual data gathered from internet 
116 | P a g e  
 
sources blogs, etc. They can also be used in biomedical databases, where these techniques improve the 
search of the literature.  
Text mining can be applied in many areas of research such as providing automated feedback (152), 
consumer reviews (153-155) by extracting customer perception about the products and services, 
marketing brand analysis(156), biomedicine (63, 142, 157), business intelligence (158), cybercrime 
(63), public opinion (159) and climate trends (160) and decision support systems by using rule text 
mining based algorithms (161).  
Predicting student performance is one of the most popular areas of research in EDM and 
learning analytics. The goal is to estimate student performance, knowledge and score from their 
behaviour (37). An emerging trend in EDM is the use of text mining as an extension of data mining to 
text data (44).  
Currently, there are several studies prediction models in text mining. He, W. (132) found the 
correlation between the number of online questions students asked and students’ final grades. Sorour 
et al. (162) predicted student performance using freestyle comment data. Tucker, C. et al. (28) found 
that textual data in MOOC has a significant impact on students’ academic performance. Nassirtoussi et 
al. (163) used text mining for market predictions.  
In the text mining process, the pattern of extraction manifests in the form of useful information 
and knowledge from a large number of text data sources, such as word documents (.doc files), PDFs, 
text citations (.txt), and others. 
 
5.3 Proposed Prediction Model Using Text Mining in Online tutorials 
Figure 10 illustrates the proposed prediction model using text mining. The model contains five stages: 
data collection, pre-processing, feature selection, TF-IDF, database dictionary and prediction result.  
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Figure 10 Methodology to predict students’ academic performance using text mining 
 
5.3.1 Data Collection Stage  
 
In this process, the data to be processed is collected from the learning outcomes and students’ response 
or answer from leaners every week. From a total of 69 students enrolled in the English for Librarians 
course, around 20 students did not actively participate. The texts are written in Indonesian and 
English.  
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           Meanwhile, in the data of Reading proficiency Enhancement course, there are 14 students (out 
of 52 students in total) who did not actively participate during the online tutorial. The data processing 
based on text mining aims to identify valuable patterns of prediction obtained from students’ responses 
during online tutorials. 
 
5.3.2 Pre-processing Phase 
 
Pre-processing is the process of preparing the data before the data mining process. Initial data that 
needs to be processed into text mining are usually not in the correct format. The data must be in a text 
format that can be easily interpreted and to support the accuracy of data processing. All data in the 
Excel needs to be changed into text. Figure 11 illustrates the pre-processing process. 
 
 
 
 
 
 
 
 
 
 
 
  
 
Figure 11 Pre-processing Text Mining Diagram 
 
           The first step in pre-processing is case folding process. This process is to group letters into 
lowercase, uppercase and eliminate useless characters such as dots, commas, question marks and so 
Data Input  
Case Folding 
Tokenization 
Stop word Removal 
Stemming 
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forth. The process continues by performing tokenisation which is to break the sentences into words. 
The next step is the word removal process to remove unneeded words like ‘this, with, the and so on’. 
The words “hi”, “here”, “i”, “you”, “the”, “to”, “as”, “1” are removed by the stop word removal 
process. Some words such as “i” and “will” are still used because they form part of the English for 
Librarians course.  
Stemming works by removing the end of the word into a single term. This may be done by 
removing the various suffixes -ED, -ING, -ION, -IONS to leave the single stem DISCUSS.  The words 
were stemmed using Porter’s suffix-stripping algorithm (164, 165). 
Table 28 Case Folding, Tokenisation and Stop Words 
                                 
 
 
 
 
 
 
 
5.3.3 Pattern Relation Text 
 
This pattern of relationships offers many ways to interpret and analyse the text in online tutorials. At 
this stage of analysis, the pattern of relationships is established if there is correlation text between the 
words in learning material per week, students’ answers and grade.  
 
Relation Pattern Function =  
(material week, student’s answer, student grade) 
 
F (n) = F(m (n), j (n), ns (n)) 
 
hi students Here 
 i will Give 
you the First 
material  to  Be 
discussed sebagai materi 
inisiasi 1 Saya 
... students .... 
... will give 
.... .... first 
material  .... be 
discussed ... materi 
inisiasi .... …. 
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The function of the relational pattern above indicates that it depends on the three variables m (n), 
which the learning material provided, j (n), the student’s given answer, and ns (t), the grade.   
This relational pattern can be processed in the IDF-TF algorithm used in this text mining. In 
this relational pattern, the text of each meeting material is correlated with each student’s answer. The 
complete relational pattern can be seen in Figure 12.  
 
 
Figure 12 Relationship pattern between weekly material and students’ answers 
 
 
            The results of the relational pattern data analysis show the total weighted scores of English for 
Librarians for 69 students. From 69 students’ scores, 21 are not correlated with the students’ work. 
The 21 students are not found in the list of responses or learning materials. Due to this, these students 
cannot be part of the process of seeking pattern formation. 
121 | P a g e  
 
5.3.4 TF-IDF  
 
The TF-IDF method is a method for calculating the weight of each of the most commonly used words 
in the information retrieval process. This method is very efficient, easy and has accurate results. It will 
calculate the value of Term Frequency (TF) and Inverse Document Frequency (IDF) on each token 
(word/text) in each document in the corpus. Each student calculates TF-IDF by adjusted weights based 
on how frequently words appear in learning material. It is important to set the rules for which text is 
meaningful. The calculation of the weight of each token in a document is done using the formula: 
 
Wdt = tfdt * IDFt 
 
Where: 
 d: d document  
 t: keyword to t-of keyword  
 W: the weight of the d th document against to the t word 
 tf: the number of words search for in a document 
 IDF: Inversed Document Frequency 
 
IDF value obtained from IDF: log2 (D/df) where: 
 D: total documents 
 df: many documents containing the word searched  
 
After the weight (W) of each document is known, then the process of sorting the value of W based on 
its level is performed—the greater the level, the higher the degree of similarity it will have towards the 
keywords and vice-versa.  
Table 29 Data Input Text Processing with TF-IDF 
Text (Document) Type of documents 
D1(Q) 
 
Document 1 is the total text document from learning materials 
used in English learning (as shown in Table 1)  
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D2(D1) 
  
Document 2 is the total text students’ responds of learning 
materials using English terms (as shown in Table 2)  
 
 
            After the pre-processing stage, the data input of text processing in document D1 (Q) and D2 
(D1) are classified manually as it is seen in Table 29. D1 is the total document (text) of the learning 
materials in English for Librarians. Meanwhile, D2 is a document (text) obtained from students’ 
replies about the learning materials.  
Table 30 shows the matrix of D1 and D2 of one student in English for Librarians named ‘Ade’, 
i.e. her response towards learning material. Each row of the data processing result represents a word, 
and the matrix D (i, j) corresponds to the number of occurrences of the word j in document i. The 
matrix form between terms and documents is shown in Table 30. 
Table 30 Example of Matrix for Ade 
No Term  D1 D2 
1 I  16 3 
2 Will  6 3 
3 Give  3 2 
4 you   14 3 
5 the   32 0 
6 First  1 0 
 
Based on the formula of TF-IDF, Table 31 shows the value of DF and IDF for ‘Ade’. 
Table 31 TF-IDF results for ‘Ade’ 
No Term D1 D2 DF IDF 
1 I 16 3 2 0 
2 will 6 3 2 0 
3 give 3 2 2 0 
4 you  14 3 2 0 
5 the  32 0 1 0,301029995664 
6 first 1 0 1 0,301029995664 
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The DF shows the two documents (D1 and D2) that contain the text. If both documents (D1 and D2) 
contain the same text, then the value is 2. However, in the case that there is only one text in either D1 
or D2, then the DF value is 1. The formula of IDF can be described as follows: 
 
                                            IDF = Log (N/ DF)                   
The DF value=1, the following is the calculation of IDF: 
 
IDF= Log (N/ DF) = Log (2/1) = 0,301029995664 
 
After obtaining IDF, the weighted TF-IDF results are shown using the above formula as in Table 32.   
 
Table 32 TF-IDF Results 
No Term D1 D2 
Weight D1 
WD1 
WeightD2 
WD2 
1 I 16 3 0 0 
2 will 6 3 0 0 
3 give 3 2 0 0 
4 you  14 3 0 0 
5 the  32 0 9,63295986125 0 
6 first 1 0 0,301029995664 0 
 
Table 33 is an example of TF-IDF processing results for two students in text mining.  
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Table 33 TF-IDF result “ANDI TRI SUSANTO” 
 
 
Each text from the students’ answers (Text 2) becomes an input in the text mining process as 
D1. Meanwhile, the main material text given to the student becomes the second input (text 1) which is 
also the input in text mining process (Q). These two-text data are then correlated and found on the text 
that appears from these two inputs. The yellow block in the text processing card indicates the highest 
frequency of occurrences from these two-text data. 
 
Table 34 shows the data processing text of Andi. The highest frequency of text is the word 
“kata/word”. A total of 114 words appear in this text processing process. In the first text (Q), it appears 
112 times, whereas, in the second text (D1), it appears twice only. 
 
 
 
125 | P a g e  
 
Table 34 TF-IDF result 1 “AGUNG WIBOWO DARMIAWAN” 
 
 
 
             The processing card for Student Agung Wibowo shows that the highest frequency word is 
“kalimat/sentence”. From the first text (Q), the word “sentence” appears as much as 73 times, while 
from the second text (D1), it appears 4 times. The total number of occurrences is 77 times. 
 
5.3.5 Digital Coding for English for Librarian Course 
 
 
Table 35 Interrelated Pattern Text of Student Data for English for Librarian Course 
Card processing data 1, Name: Agung Wibowo 
Code Pattern text: 
Sentence (2) Adjective (3) Clause (6) Noun (7) Tense (12) Simple (13) Passive 
(14) Intransitive (15) 
Series code pattern text: 2.3.6.7.12.13.14.15 
Frequency: Sentence 77 + adjective 21 + clause 33 + noun 12 + tense 11 + simple 
14 + passive 8 + intransitive (3) = 177 
Card processing Data 2, Name: Andi Tri Susanto 
Code pattern text: 
Word (1) sentence (2) example (4) verb (8) phase (9) tense (12) 
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Series code pattern text: 1.2.4.8.9.12 
Frequency: Word 114 + sentence 74 + example 30 + verb 23 + phase 15 + tense 
18 = 274 
Card processing Data 3, Name: Andi Zulfahmi Sahar  
Code pattern text: 
Word (1) sentence (2) adjective (3) example (4) noun (7) verb (8) phase (9) tense 
(12) simple (13)  
Series code pattern text: 1.2.3.4.7.8.9.12.13 
Frequency: Word (116) + sentence (87) + adjective (18) + example (35) + noun 
(12) + verb (3) phase (15) + tense (22) + simple (18) = 326 
Card processing Data 4, Name: Arfa Zulfahmi Sahar  
Code pattern text: 
Sentence (2) adjective (3) example (4)  
Series code pattern text: 2.3.4 
Frequency: Sentence (74) + adjective (18) + example (16) = 108   
Card processing Data 5, Name: Asep Abdul Holik   
Code pattern text: 
Word (1) sentence (2) adjective (3) example (4) phase (9) tense (12) simple (13) 
passive (14) intransitive (15)   
Series code pattern text: 1.2.3.4.9.12.13.14.15  
Frequency : Word (4) + sentence (86) + adjective (18) + example (38) + phase 
(24) + tense (7) + simple (15) + passive (6) + intransitive (6) = 204 
Card processing Data 6, Name: Astri Yunengsih   
Code pattern text: 
Word (1) sentence (2) example (4) verb (8) phase (9) tense (12) simple (13) 
passive (14) 
Series code pattern text: 1.2.4.8.9.12.13.14 
Frequency: Word (113) + sentence (75) + example (17) + verb (22) + phase (15) + 
tense (11) + simple (13) + passive (6) = 272   
Card processing Data 7, Name: Ayen Nuraeni    
Code pattern text: 
Word (1) sentence (2) adjective (3) example (4) things (5) clause (6) noun (7) 
verb (8) phase (9) character (10) plural (11) tense (12) simple (13) intransitive 
(15) 
Series code pattern text: 1.2.3.4.5.6.7.8.9.10.11.12.13.15 
Frequency: Word (153) + sentence (98) + adjective (31) + example (30) + things 
(82) + clause (44) + noun (5) + verb (24) + phase (34) + character (24) + plural 
(10) + tense (22) + simple (5) + intransitive (3) = 565 
 
 
The coding shown in table 35 is done through TF-IDF with the purpose of identifying the pattern of 
texts occurrence. To facilitate the pattern of analysis, each text is given a number that serves as a 
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label*. The coding result shows that the patterns vary for each student and from this data we can create 
dictionary text predictor database as correlation based words between students’ responses and learning 
materials.  
From the coding result, “word, sentence, adjective, example, things, clause, noun, verb, 
phase, character, plural, tense, simple, passive and intransitive” form a pattern that appears on each 
data. Additionally, from the 7 data analysed above, it is seen that the sequence of text is consistent, 
and each has a feature that is distinctive.  
*The title of the text number as a label is as follows: 
 The word “kata/word” is labelled by number 1 
 The word “kalimat/sentence” is labelled by number 2 
 The word “adjective” is labelled by number 3 
 The word “contoh/example” is labelled by number 4 
 The word “benda/things” is labelled by number 5 
 The word “clause” is labelled by number 6 
 The word “noun” is labelled by number 7 
 The word “kerja/verb” is labelled by number 8 
 The word “bentuk/phase” is labelled by number 9 
 The word “sifat/character” is labelled by number 10 
 The word “jamak/plural” is labelled by number 11 
 The word “tense” is labelled by number 12 
 The word “simple” is labelled by number 13 
 The word “pasif/passive” is labelled by number 14 
 The word “intransitif/intransitive” is labelled by number 15 
 
The number of occurrence will continue to increase as more words are found in the data 
processing results. The more students used those texts, the better the chance for students to get higher 
marks. 
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 Furthermore, Table 36 shows the labelling pattern for the first text pattern based on text 
processing for data 1 to 10. In addition to the first text pattern, data analysis is developed to the second 
text pattern that has emerged (until number 15). The second text pattern illustrates the simplification of 
text patterns of the text mining process, as can be seen in Table 36.   
 
Table 36 First Text Pattern Label Number Emerging from Card Processing Data  
 (Card Processing Data 1-7) 
  
2.3.6.7.12.13.14.15 
1.2.4.8.9.12 
1.2.3.4.7.8.9.12.13 
2.3.4 
1.2.3.4.9.12.13.14.15 
1.2.4.8.9.12.13.14 
1.2.3.4.5.6.7.8.9.10.11.12.13.15 
 
The position of the labels will provide an identity pattern for the 15 label which array with the 
following pattern set: 
 
Table 37 Second Text Pattern Label Number Emerging form Card Processing Data  
(Card Processing Data 1-7) 
 
0.2.3.0.0.6.7.0.0.0.0.12.13.14.15 
1.2.0.4.0.0.0.8.9.0.0.12.0.0.0 
1.2.3.4.0.0.7.8.9.0.0.12.13.0.0  
0.2.3.4.0.0.0.0.0.0.0.0.0.0.0 
1.2.3.4.0.0.0.0.9.0.0.12.13.14.15 
1.2.0.4.0.0.0.8.9.0.0.12.13.14 
1.2.3.4.5.6.7.8.9.10.11.12.13.0.15 
 
 
The next step is to process the coding of the first text pattern. Table 38 is an example of the 
coding process in the digital code for the first text pattern. Table 39 shows that the text pattern appears 
to be different in the data. By re-coding the words with digital codes, it will show the pattern of 7 
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processed data. It is clear that the process of digitising labelled data can show the characteristic of each 
student’s answer and facilitates the analysis of text data. The digital code could also be used to identify 
students’ who are cheating.  
Table 38 The Coding Process 
No. Data 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
1 0 1 1 0 0 1 1 0 0 0 0 1 1 1 1 
2 1 1 0 1 0 0 0 1 1 0 0 1 0 0 0 
3 1 1 1 1 0 0 1 1 1 0 0 1 1 0 0 
4 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 
5 1 1 1 1 0 0 0 0 1 0 0 1 1 1 1 
6 1 1 0 1 0 0 0 1 1 0 0 1 1 1 0 
7 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 
 
Table 39 Digital Identity Pattern 
No. 
Data 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
7 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 
4 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 
1 0 1 1 0 0 1 1 0 0 0 0 1 1 1 1 
3 1 1 1 1 0 0 1 1 1 0 0 1 1 0 0 
6 1 1 0 1 0 0 0 1 1 0 0 1 1 1 0 
2 1 1 0 1 0 0 0 1 1 0 0 1 0 0 0 
5 1 1 1 1 0 0 0 0 1 0 0 1 1 1 1 
 
 
5.3.6 Classifying Data Based on Total Text 
 
Processing text mining data with material data of student answers is achieved by examining the total 
text collected by each student answer. These results are then correlated with the grades obtained by the 
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students, as the pattern of relations between data has already been defined. Table 40 shows the 
correlation between the number of texts and values. The 20 data of students who did not respond were 
not processed. 
 
Table 40 Sorting Values Based on Total Text 
No Name Total Text Score 
1 Code 1 177 87.5 
2 Code 2 274 85 
3 Code 3 326 85 
4 Code 4 108 86.5 
5 Code 5 204 85 
6 Code 6 272 87.5 
7 Code 7 565 85 
8 Code 8 693 85 
9 Code 9 103 85 
10 Code 10 338 87.5 
11 Code 11 407 82.5 
12 Code 12 511 85 
13 Code 13 564 - 
14 Code 14 511 82.5 
15 Code 15 328 87.5 
16 Code 16 10 85 
17 Code 17 437 90 
18 Code 18 501 86.5 
19 Code 19 552 85 
20 Code 20 124 85 
21 Code 21 440 80 
22 Code 22 230 90 
23 Code 23 371 82.5 
24 Code 24 96 - 
25 Code 25 176 85 
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26 Code 26 170 - 
27 Code 27 604 82.5 
28 Code 28 172 90 
29 Code 29 549 85.5 
30 Code 30 616 85 
31 Code 31 99 - 
32 Code 32 75 - 
33 Code 33 436 85 
34 Code 34 550 - 
35 Code 35 159 85 
36 Code 36 275 85 
37 Code 37 368 85 
38 Code 38 530 85 
39 Code 39 406 87.5 
40 Code 40 18 - 
41 Code 41 159 85 
42 Code 42 148 85 
43 Code 43 513 85 
44 Code 44 97 90 
45 Code 45 152 87.5 
46 Code 46 522 85 
 
 
Table 41 shows the relationships between the total text and score. 
   
Table 41 Sorting Values in Order 
 No Name Total Text  Score 
1 Code 17 437 90 
2 Code 22 230 90 
3 Code 28 172 90 
4 Code 44 97 90 
5 Code 8 693 89 
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6 Code 1 177 87.5 
7 Code 6 272 87.5 
8 Code 10 338 87.5 
9 Code 15 328 87.5 
10 Code 39 406 87.5 
11 Code 45 152 87.5 
12 Code 4 108 86.5 
13 Code 18 501 86.5 
14 Code 29 549 85.5 
15 Code 2 274 85 
16 Code 3 326 85 
17 Code 5 204 85 
18 Code 7 565 85 
19 Code 9 103 85 
20 Code 12 511 85 
21 Code 16 10 85 
22 Code 19 552 85 
23 Code 20 124 85 
24 Code 25 176 85 
25 Code 30 616 85 
26 Code 33 436 85 
27 Code 35 159 85 
28 Code 36 275 85 
29 Code 37 368 85 
30 Code 38 530 85 
31 Code 41 159 85 
32 Code 42 148 85 
33 Code 43 513 85 
34 Code 46 522 85 
35 Code 11 407 82.5 
36 Code 14 511 82,5 
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37 Code 23 371 82.5 
38 Code 27 604 82.5 
39 Code 21 440 80 
40 Code 13 564 - 
41 Code 24 96 - 
42 Code 26 170 - 
43 Code 31 99 - 
44 Code 32 75 - 
45 Code 34 550 - 
46 Code 40 18 - 
 
 
Table 41 shows the result of classification analysis. The process of grouping the data can provide a 
prediction scoring model. A total of 6 processing data are used as a guide to predict the score. The 
pattern of total text derived from relational pattern and labelling can be used as the benchmark for the 
prediction process.  
Table 42 Prediction Patterns Results 
Name Total Text Score 
Code 8 693 89 
Code 30 616 85 
Code 27 604 82.5 
Code 14 511 82.5 
Code 21 440 80 
Code 26 170 0 
 
 
5.3.7 Prediction Results  
 
The prediction results can determine the categorical value with the following conditions: 
1. A score of 89-100 is obtained if the text count is above 693 
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2. A score 89 is obtained if the text count is 693  
3. A score of 85-89 is obtained if the text count is in the range of 616-693 
4. A score 85 is obtained if the text count is 616 
5. A score of 82.5-85 is obtained if the text count is in the range of 604-616 
6. A score 82.5 is obtained if the text count is 604-511 
7. A score of 80-82.5 is obtained if the text count is in the range of 511-440 
8. A score 80 is obtained if the text count is 440 
9. A score of 0-80 is obtained if the text count is in the range of 440-18 
 
Thus, if there is new data, it can be processed easily by looking at the range that appears in the data 
processing. 
 
 Example Prediction value 1 
Suppose that data has the total text of 616, the prediction value is 85 
 Example Prediction value 2 
Suppose that data has the total text of 50, the prediction value is 0-80. 
The patterns of the prediction model of students score value are as follows: 
 
Table 43 Prediction Model: Patterns and Conditions 
Condition Total Number of Texts  Student Score 
1 Above 693 89 – 100 
2 693 89 
3 616-693 85 – 89 
4 616 85 
5 604-616 82.5 – 85 
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6 604-511 82.5 
7 511-440 80-82.5 
8 440 80 
9 440-18 Above 0-80 
 
 
5.3.8 Digital Coding for Reading Proficiency Enhancement Course  
 
 
Table 44 Interrelated Pattern Text of Student Data for Reading Proficiency Enhancement Course 
Card processing data 1, Name: Tri Minarsih 
Code Pattern text: 
Reading (1) library (2) interest (3) book (4) community (5) activity (6) material (7) 
children (8) story (9) public (13) make (15) 
Series code pattern text: 1.2.3.4.5.6.7.8.9.13.15 
Frequency: Reading 31 + library 6 + interest 11 + book 10 + community 2 + activity 5 + 
material 4 + children 3 + story 1 + public 2 + make 1 = 76 
Card processing Data 2, Name: Siti Nur Azizah 
Code pattern text: 
Reading (1) library (2) interest (3) book (4) community (5) activity (6) material (7) 
children (8) time (10) public (13) make (15) 
Series code pattern text: 1.2.3.4.5.6.7.8.10.13.15 
Frequency: Reading 39 + library 16 + interest 6 + book 5 + community 2 + activity 3 + 
material 5 + children 8 + time 3 + public 3 + make 2 = 89 
Card processing Data 3, Name: Eli Sumiyati 
Code pattern text: 
Reading (1) library (2) interest (3) book (4) community (5) activity (6) material (7) 
children (8) story (9) time (10) author (11) information (12) public (13) people (14) make 
(15)  
Series code pattern text: 1.2.3.4.5.6.7.8.9.10.11.12.13.14.15 
Frequency: Reading 44 + library 10 + interest 11 + book 8 + community 3 + activity 4 + 
material 3 + children 3 + story 1 + author 1 + information 4 + public 2 + people 1 + make 
3 = 98 
Card processing Data 4, Name: Ali Khusen 
Code pattern text: 
Reading (1) library (2) interest (3) book (4) community (5) activity (6) material (7) 
children (8) story (9) time (10) author (11) information (12) public (13) people (14) make 
(15)  
Series code pattern text: 1.2.3.4.5.6.7.8.9.10.11.12.13.14.15 
Frequency: Reading 57 + library 10 + interest 14 + book 14 + community 5 + activity 3 + 
material 3 + children 2 + story 6 + author 4 + information 3 + public 2 + people 3 + make 
2 = 128 
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Card processing Data 5, Name: Nur Praptiwi Mita Hapsari 
Code pattern text: 
Reading (1) library (2) interest (3) book (4) community (5) activity (6) material (7) 
children (8) story (9) time (10) author (11) information (12) public (13) people (14) make 
(15)  
Series code pattern text: 1.2.3.4.5.6.7.8.9.10.11.12.13.14.15 
Frequency: Reading 53 + library 18 + interest 17 + book 19 + community 2 + activity 8 + 
material 6 + children 10 + story 9 + time 4 + author 4 + information 2 + public 3 + people 
2 + make 1 = 158 
Card processing Data 6, Name: George Andry Faah 
Code pattern text: 
Reading (1) library (2) interest (3) book (4) community (5) activity (6) material (7) 
children (8) story (9) time (10) author (11) information (12) public (13) people (14) make 
(15)  
Series code pattern text: 1.2.3.4.5.6.7.8.9.10.11.12.13.14.15 
Frequency: Reading 53 + library 9 + interest 16 + book 7 + community 6 + activity 7 + 
material 4 + children 12 + story 6 + time 4 + author 3 + information 2 + public 3 + people 
4 + make 2 = 138 
Card processing Data 7, Name: Imas Halimatun Sadiah  
Code pattern text: 
Reading (1) library (2) interest (3) book (4) community (5) activity (6) material (7) 
children (8) story (9) time (10) author (11) information (12) public (13) people (14) make 
(15) 
Series code pattern text: 1.2.3.4.5.6.7.8.9.10.11.12.13.14.15 
Frequency: Reading 115 + library 25 + interest 27 + book 42 + community 12 + activity 
20 + material 20 + children 15 + story 16 + time 9 + author 18 + information 10 + public 
7 + people 6 + make 6 = 348 
Card processing Data 8, Name: Eddy Triyanto 
Code pattern text: 
Reading (1) library (2) interest (3) book (4) community (5) activity (6) material (7) 
children (8) story (9) time (10) author (11) information (12) public (13) make (15) 
Series code pattern text: 1.2.3.4.5.6.7.8.9.10.11.12.13.14.15 
Frequency: Reading 44 + library 13 + interest 10 + book 18 + community 2 + activity 4 + 
material 4 + children 6 + story 1 + time 2 + author 5 + information 3 + public 2 + people 
1 + make 3 = 117 
Card processing Data 9, Name: Okta Resi Ary Anggraeni 
Code pattern text: 
Reading (1) library (2) interest (3) book (4) community (5) activity (6) material (7) 
children (8) story (9) time (10) public (13) people (14) make (15) 
Series code pattern text: 1.2.3.4.5.6.7.8.9.10.13.14.15 
Frequency: Reading 39 + library 7 + interest 9 + book 5 + community 5 + activity 5 + 
material 3 + children 2 + story 1 + time 2 + public 3 + people 1 + make 1 = 83 
Card processing Data 10, Name: Siswanto 
Code pattern text: 
Reading (1) library (2) interest (3) book (4) community (5) activity (6) material (7) 
children (8) story (9) time (10) public (13) people (14) make (15) 
Series code pattern text: 1.2.3.4.5.6.7.8.9.10.11.12.13.14.15 
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Frequency: Reading 46 + library 7 + interest 11 + book 5 + community 2 + activity 5 + 
material 4 + children 2 + story 1 + time 3 + author 1 + information 1 + public 3 + people 
1 + make 1 = 91 
 
From the coding result, “reading, library, interest, book, community, activity, material, 
children, story, time, author, information, public, people and make” form a pattern that appears on 
each data. Additionally, from the 10 data analysed above, it is seen that the sequence of text is 
consistent, and each has a feature that is distinctive.  
Similar to the other course, the texts occurred in the data of Reading Proficiency Enhancement Course 
are labelled by numbers:  
 
 The word “reading” is labelled by number 1 
 The word “library” is labelled by number 2 
 The word “interest” is labelled by number 3 
 The word “book” is labelled by number 4 
 The word “community” is labelled by number 5 
 The word “activity” is labelled by number 6 
 The word “material” is labelled by number 7 
 The word “children” is labelled by number 8 
 The word “story” is labelled by number 9 
 The word “time” is labelled by number 10 
 The word “author” is labelled by number 11 
 The word “information” is labelled by number 12 
 The word “public” is labelled by number 13 
 The word “people” is labelled by number 14 
 The word “make” is labelled by number 15 
 
 
The number will continue to increase as more words are found in the data processing results. 
Furthermore, Table 45 below shows the labelling pattern for the first text pattern based on text 
processing for data 1 to 10. In addition to the first text pattern, data analysis is developed to the second 
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text pattern that has emerged (until number 15). The second text pattern illustrates the simplification of 
text patterns from the text mining process, as can be seen in Table 46.  
  
Table 45 
 First Text Pattern Label Number Emerging from Card Processing Data  
 (Card Processing Data 1-10) 
1.2.3.4.5.6.7.8.9.13.15 
1.2.3.4.5.6.7.8.10.13.15 
1.2.3.4.5.6.7.8.9.10.11.12.13.14.15 
1.2.3.4.5.6.7.8.9.10.11.12.13.14.15 
1.2.3.4.5.6.7.8.9.10.11.12.13.14.15 
1.2.3.4.5.6.7.8.9.10.11.12.13.14.15 
1.2.3.4.5.6.7.8.9.10.12.13.14 
1.2.3.4.5.6.7.8.9.10.11.12.13.14.15 
1.2.3.4.5.6.7.8.9.10.13.14.15 
1.2.3.4.5.6.7.8.9.10.11.12.13.14.15 
 
The position of the label will provide an identity pattern for the 16 labels as follows: 
Table 46  
Second Text Pattern Label Number Emerging from Card Processing Data  
(Card Processing Data 1-10) 
1.2.3.4.5.6.7.8.9.0.0.0.13.0.15 
1.2.3.4.5.6.7.8.0.10.0.0.13.0.15 
1.2.3.4.5.6.7.8.9.10.11.12.13.14.15 
1.2.3.4.5.6.7.8.9.10.11.12.13.14.15 
1.2.3.4.5.6.7.8.9.10.11.12.13.14.15 
1.2.3.4.5.6.7.8.9.10.11.12.13.14.15 
1.2.3.4.5.6.7.8.9.10.11.12.13.14.15 
1.2.3.4.5.6.7.8.9.10.11.12.13.14.15 
1.2.3.4.5.6.7.8.9.10.0.0.13.14.15 
1.2.3.4.5.6.7.8.9.10.11.12.13.14.15 
 
 
After administering digital coding, the next step is to process the result of the first text pattern. 
The following table 47 provides an example of the coding process in the digital code for the first text 
pattern. Meanwhile, Table 48 provides the data of digital identification patterns. The result shows that 
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the text pattern appears to be different in the data. Hence, by re-coding the words with digital codes, 
the pattern of 10 processed data will be shown.  
It is clear that the process of digitising labelled data can show the characteristic of each 
student’s answer and grade to analysis the text. The digital code could also be used to analyse the text 
for each student by identifying students’ who are cheating as well as identifying their personal 
characteristics based on the students’ writing.  
Table 47 The Coding Process 
 
 
 
 
 
 
 
Table 48 Digital Identification Pattern 
 
No. Data 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
1 1 1 1 1 1 1 1 1 1 0 0 0 1 0 1 
2 1 1 1 1 1 1 1 1 0 1 0 0 1 0 1 
3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
4 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
5 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
6 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
7 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
8 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
9 1 1 1 1 1 1 1 1 1 1 0 0 1 1 1 
10 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
No. Data 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
9 1 1 1 1 1 1 1 1 1 1 0 0 1 1 1 
3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
7 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
6 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 1 1 0 0 0 1 0 1 
8 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
5 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
2 1 1 1 1 1 1 1 1 0 1 0 0 1 0 1 
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5.3.9 Data Classification Based on Total Text 
 
Text mining processing data which is done by using material data of student answers are achieved by 
examining the total of text collected, based on student answer. These results are then correlated with 
the grades obtained by the students, as the pattern of relations between data has already been defined. 
From a total of 51 students’ score data, 14 data of students who did not appear in the list of response 
were not processed. Table 49 shows the correlation between the number of texts and the values of 
students’. 
Table 49 Sorting Values Based on Total Text 
No Name Total Text Score 
1 Code 1 128 73.3 
2 Code 2 80 85 
3 Code 3 144 - 
4 Code 4 68 80 
5 Code 5 97 80 
6 Code 6 53 0 
7 Code 7 75 86.7 
8 Code 8 66 75 
9 Code 9 117 80 
10 Code 10 77 76.7 
11 Code 11 105 82.5 
12 Code 12 98 76.7 
13 Code 13 54 - 
14 Code 14 138 80 
15 Code 15 161 91.7 
10 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
4 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
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16 Code 16 348 80 
17 Code 17 217 87.5 
18 Code 18 84 70 
19 Code 19 75 80 
20 Code 20 131 75 
21 Code 21 99 86.7 
22 Code 22 53 80 
23 Code 23 187 90 
24 Code 24 158 80 
25 Code 25 109 88.3 
26 Code 26 83 86.7 
27 Code 27 50 0 
28 Code 28 116 75 
29 Code 29 55 70 
30 Code 30 49 73.3 
31 Code 31 91 80 
32 Code 32 99 70 
33 Code 33 58 70 
34 Code 34 89 88 
35 Code 35 54 - 
36 Code 36 172 80 
37 Code 37 76 - 
 
Table 50 Sorting Values in Order 
 No Name Total Text  Score 
1 Code 15 161 91.67 
2 Code 23 187 90 
3 Code 25 109 88.3 
4         Code 34 89 88 
5 Code 17 217 87.5 
6 Code 7 75 86.7 
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7 Code 21 99 86.7 
8 Code 26 83 86.7 
9 Code 2 80 85 
10 Code 11 105 82.5 
11 Code 4 68 80 
12 Code 5 97 80 
13 Code 9 117 80 
14 Code 14 138 80 
15 Code 16 348 80 
16 Code 19 75 80 
17 Code 22 53 80 
18 Code 24 158 80 
19 Code 31 91 80 
20 Code 36 172 80 
21 Code 10 77 76.7 
22 Code 12 98 76.7 
23 Code 8 66 75 
24 Code 20 131 75 
25 Code 28 116 75 
26 Code 30 49 73.3 
27 Code 1 128 73.3 
28 Code 18 84 70 
29 Code 29 55 70 
30 Code 32 99 70 
31 Code 33 58 70 
32 Code 3 144 - 
    33 Code 6 53 - 
34 Code 13 54 - 
35 Code 27 50 - 
36 Code 35 54 - 
37 Code 37 76 - 
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Table 51 Prediction Patterns Results 
Name Total Text Score 
Code 17 217 87.5 
Code 11 105 82.5 
Code 31 91 80 
Code 10 77 76.7 
Code 8 66 75 
Code 30 49 73.3 
 
 
5.3.10 Prediction Results  
 
The prediction results can determine the categorical value with the following conditions: 
10. A score of 87.5-100 is obtained if the text count is above 217 
11. A score 87.5 is obtained if the text count is 217 
12. A score of 82.5-87.5 is obtained if the text count is in the range of 217-105 
13. A score 82.5 is obtained if the text count is 105 
14. A score of 80-82.5 is obtained if the text count is in the range of 91-105 
15. A score 80 is obtained if the text count is 91 
16. A score of 76.7-80 is obtained if the text count is in the range of 77-91 
17. A score 76.7 is obtained if the text count is 77 
18. A score of 75-76.7 is obtained if the text count is in the range of 66-77 
19. A score of 73.3 is obtained if the text count is 49 
20. A score of 0-73.3 is obtained if the text count is the range of 0-49 
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5.4 Predicting Customer Review Rating from the Amazon Customer Reviews (ACR) dataset 
using Sentiment Analysis 
  
This study also analyses and evaluates patterns in consumer review ratings (text) using the sentimental 
analysis approach. The rating of customers is divided into five scales ranging from 1 (The worst/the 
least satisfying) to 5 (the best/the most satisfying). From this experiment, we find the pattern to predict 
the rating of the reviews given by customers.   
             There are several studies (166-170) using sentimental analysis to forecast behaviours and 
consumer opinions. The development of predicting customer review offers an in-depth understanding 
of how the unstructured text data can detect customer behaviour made use of sentimental analysis.  
This research used sentimental analysis to provide the weighting and classification of 
emotional level from customer review texts. Sentimental analysis is a powerful text mining tool that 
uses data mining processes and techniques to extract and capture emotional data for customer reviews 
about particular products to determine whether the product is positive, negative or neutral. By 
predicting a customer’s review, we can know whether the customer is satisfied with the product and 
how to continuously improve in the marketplace. The challenge of sentiment analysis is that it often 
takes on different meanings of word usage due to being associated with emotions. 
As seen in Figure 13, there are several phases administered in the process of predicting 
customer ratings:   
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Figure 13 Framework of rating prediction from customer reviews 
 
 
5.4.1 Pre-processing 
In this phase, the initial dataset is derived from non-text data processing (.xls) and needs to be changed 
into text data (txt). The change must be done as the text processing engine (mean used to extract the 
information from the data set) can only read data in text format.  
 
5.4.2 Feature Selection  
In this phase of analysis, the TF-IDF algorithm is used to measure the weight of words and help the 
analyst to eliminate insignificant words that are not needed in the process. Additionally, the TF-IDF 
algorithm can find patterns formed by the text data. This phase is about comparing the text obtained 
from TF-IDF processing with the text contained in the database.  
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Table 52 Data Input Text Processing with TF-IDF 
Text (Document) Type of documents 
D1(Q) 
 
Consumer review text n to be processed 
 
D2(D1) 
  
Consumer review text n+1 to be processed  
 
Table 53 TF-IDF results 
 
 5.4.3 Sentiment Dictionary Database  
The administration of this phase is motivated by the fact that the sentimental text database contains 
thousands of words identified in Oxford and Webster’s English dictionary. The sentiment results 
(comparison of TF-IDF text result and text database) are categorised into three judgemental values: 
positive, negative and neutral sentiment. The next step is to determine the percentage of weight 
subjectivity and polarity of the text in the database in each category. Figures 5.5 to 5.9 show the results 
of the processing of each rating by determining the category of sentiment, subjectivity and polarity. 
Text that has a neutral sentiment weight is categorised as having a percentage of zero polarity. 
Meanwhile, the text that has a negative and positive sentimental value is calculated whether they are 
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classified into negative polarity or positive polarity. In this step, the sentiment analysis processing 
used the standards proposed by Pang and Lee(171).  
 
5.4.4 Finding Character and Rating Patterns 1-5 
In this phase, each rating is categorised and analysed based on the result of the correlation of weighted 
subjectivity and polarity between text in database and revie 
 
Rating 1 
Table 54 Rating 1 
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Rating 2 
Table 55 Rating 2 
 
 
 
 
 
Rating 3 
Table 56 Rating 3 
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Rating 4 
Table 57 Rating 4
 
Rating 5 
Table 58 Rating 5 
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5.4.5 Predicting Rating of Consumer Review   
The result of text sentiment processing from each rating helps determine the rating prediction from 
consumer review text. The result of the correlation analysis below shows the standard of the 
predetermined value scale to predict the rating. 
Table 59 Standard Scale for Predicting the Costumer Review Rating
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Table 60 Pattern of Rating Prediction from Customer Review Text 
 
 
The above tables show how the data are processed to find patterns for rating prediction using 
sentiment analysis. 
 
5.4.6 Prediction Rating Test 
To perform further prediction on the text processing pattern, we test text from customer review data. 
 
First test:  
Bought for my husband for Christmas and I have to admit that I use it much more than he does, I love 
this product even though it has been updated with newer versions. I like to have something with just 
books. Easy to use, screen is easy to read, battery life long. I use it at the beach and for travel. Nice to 
have.  
 
After going through the TF-IDF process, the text is then inserted into the automated sentiment 
processing that contains sentimental text. The results showed that the text had a positive sentiment 
with the subjectivity level of 10% (0.1) and the polarity of 90% (0.9). The percentage ratio of positive 
polarity with negative polarity is 80% to 20%. Compared to the results of the standard prediction 
processing, it can be said that the text has a rating of 3. 
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 Second Test:  
Just got mine right now. Looks the same as the previous generation except for the Kindle logo (it’s 
black this time), feels a little heavier, the screen is a little warmer toned than the previous one, BUT 
the resolution is SO MUCH BETTER! The 300 ppi are definitely obvious and the new font is worth the 
money. Totally recommend it for a book lover! I’ll give it 4 stars instead of 5 because I am used to a 
cooler screen, but I’m sure I’ll get used to this one soon too :)  
 
After going through the TF-IDF process, the text is then inserted into the automated sentiment 
processing that contains sentimental text. The results show that the text had a positive sentiment with 
the subjectivity level of 20% (0.2) and the polarity of 80% (0.8). The percentage ratio of positive 
polarity with negative polarity is 50% to 50%. Compared to the results of the standard prediction 
processing, the text has a rating between 3 to 5.  
 
5.5 Chapter Summary 
This chapter presents different methods for predicting students’ performance using text mining. 
This is done to investigate whether learning material in the online tutorial has a strong relationship 
with students’ response. The result shows that the total text from specific words can impact students’ 
performance. The more students’ use the labelling words in the online tutorial, the better chance for 
the student to get a high mark. Furthermore, the categories used in the prediction model, total words 
and labelled text from the most used text, can be used as the basis to predict students’ score and rating. 
Students’ performance is a critical and complex concept that is influenced by different factors, 
or more accurately with full use of the features in an online tutorial. Not only features, but the pattern 
of text used by the students can also predict their performance by transforming words and phrases as 
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unstructured data into a numerical value (counting the words and labelling the specific words that can 
be stored in dictionary database) and analysing them with data mining techniques.  
A similar approach (text analytics) can also be used in other industries, by using the model 
proposed an organisation can successfully predict the employee’s performance rating using 
sentimental analysis. It can lead to the better understanding of customer habits, automate feedback 
result, capture emerging trends about how good the product and predict future behaviours.  
By using the techniques such as TF-IDF, digital code, relationship pattern and sentimental 
analysis certain parties can get accurate and reliable prediction result which gives them better solution 
to automate and predict the rating of their product and, specifically for university, to know how well 
the students do in their study since TF-IDF is the most common algorithms used to find strong 
relationship between learning material and students’ response, by determining the relative frequency 
words that are used the most. The result of TF-IDF words is, then, stored in the dictionary database. 
Each word is labelled with a digital code to differentiate them from each other and to help to analyse 
students’ characteristic based on their writing. Additionally, using text mining on online tutorials can 
also provide a prediction model for students’ academic performance and constitute a tool for their 
assessment and evaluation.  
Furthermore, this chapter also aims to propose intelligence prediction of customer rating by the 
ability to detect text from customer feedback, either positive or negative, in scale 1 to 5. The dataset is 
extracted and analysed based on Amazon customer reviews.  
The sentimental analysis presented in this chapter aims to provide information to help to 
identify the customer satisfaction on the products. In this case, TF-IDF algorithm is used to find the 
number of times a word occurs from customer review and compare this count to the number of times 
the words show up in the database. The result from TF-IDF can determine the percentage of weight 
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subjectivity and polarity of each word and those words store in sentimental dictionary database that 
contain thousands of words. The prediction result using sentimental analysis gives insightful 
information (likes or dislikes about the products). An organisation can use this information for 
continuous improvement, marketing strategies, as well as the trends, study for future decision making. 
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CHAPTER 6  
CONCLUSION 
 
6.1 Research Summary  
 
The present study focused on demographic (13) (91), socioeconomic status (15), psychology (14) and 
behaviour (14) and their potential influence of students’ academic performance. However, there is no 
consistent usage of features and data among different studies (135).  This study shows that features 
utilised in online tutorials have significant relationships with students’ performance and hence 
constitute robust predictors of their performance.  
This study proposes a new prediction model based on online tutorials dataset that is capable of 
processing and automating data via text mining to identify weak students in terms of their learning 
performance so that issues and learning difficulties can be addressed sooner rather than later. The 
experimental data were derived from the logged extraction online tutorials in the English for 
Librarians course and Reading Proficiency enhancement course in Open University, Indonesia.  
This method is considered a new paradigm for assessment that can be applied in many different 
fields. To prove that it can be implemented in any type of data, two open-source datasets were 
employed, namely students’ academic performance, and IBM HR employee attrition performance. 
Meanwhile, for text mining, the data were obtained from the online tutorials and Amazon open-source 
dataset employed from customer reviews.  
Romero et al. (2013) (12)discovered the best predictor attributes for students’ academic 
performance is based on online tutorials in order to know the cause and effect of predicting factors to 
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arrive at an accurate classification model. This thesis takes a step further by fully utilising the online 
tutorials to find the correlation with students’ performance. The correlation results identify the factors 
that form a suitable model to analyse and compare the results using different data mining techniques.  
Pearson correlation and Spearman correlation help determine the correlation between features 
in online tutorials and students’ performance. The results show that six out of 11 features have a 
significant correlation with the development of assignment 1, assignment 2, assignment 3 and the 
course assessment. Those features are discussion created, discussion subscription created, discussion 
viewed, views of the forum, post created and some content having been posted. From the two datasets 
in online tutorials, it can be concluded that the more students access these features, the more likely 
they will score well (performance). It suggests that actively participating in posts and views in online 
tutorials can predict students’ performance. 
Furthermore, students’ academic performance results show that their grades are correlated to 
gender, Nationality, place of birth, level of semester, relation, parent answer survey, parent-school 
satisfaction and student absence days. Notably, the data correlation of student absence days and grades 
show a highly negative correlation. Hence, it can be concluded that the more the students are absent 
from the class, the higher their chance of performing poorly and scoring low grades. Meanwhile, the 
dataset of HR employee attrition performance shows that only Percent Salary Hike is highly correlated 
with performance rating.  
Student absence days and percent salary hike are the best predictors of performance in the 
SAPD and HR-EAP datasets. It suggests that demographic and academic background are the most 
important factors for determining students’ performance. The students’ absence significantly and 
negatively impacts on their performance; the more students are absent, the greater their likelihood of 
scoring low marks. However, for HR employee attrition performance shows that increase salaries have 
a significantly positive impact on the employee performance rating.  
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Chapter 4 contained an analytical comparison, evaluation and recommendation of the most 
suitable prediction model to predict students’ academic performance based on predictive correlations 
analysis (chapter 3) by applying three data mining techniques in WEKA; linear regression, decision 
trees, and multilayer perceptron to define the type of output (numerical/ ordinal value). By doing so, 
the appropriate algorithms to predict students’ academic performance can be found. The experiment 
results showed that linear regression is suitable for targets in numerical value, while decision tree is 
recommended for ordinal value in terms of accuracy, performance and error. Overall results show that 
decision tree provides the highest accuracy above 70% compared with linear regression and multilayer 
perceptron. Meanwhile, the linear regression is less accurate than the others with below 70% which 
means that it has a high error rate and offers weak predictions. However, multilayer perceptron offers 
good accuracy but is time-consuming thereby removing it as an efficient approach to predicting 
students’ performance. 
Chapter 5 illustrated the use of text mining in the prediction model. Text mining is used to 
identify and discover new knowledge through the analysis of text in online tutorials to predict 
students’ academic performance. In this process, two approaches are utilised to predict students’ 
academic performance, namely relation pattern text (by incorporating learning material and students’ 
response each week) and the TF-IDF algorithm (to count how frequently words appear in learning 
materials and students’ response). The result of the TF-IDF analysis will be saved in a database with 
labels containing meaningful and high-frequency occurrences of words. This method is used to text to 
predict students’ academic performance by counting how many students’ attempt to use these words. 
The classification results show that the more students used meaningful and high-frequency words, the 
better their performance.   
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On the whole, the study identified that weak students successfully use the proposed framework 
models by applying data and text mining methods in online tutorials and other open-source data. 
However, success in predicting students’ academic performance can be obtained if the key indicators 
from online tutorials have been determined. The result is important in building a predictive model as 
an early warning system that can predict weak students so that lecturers can help them improve.  
 
6.2 Future Direction 
The critical challenge is that the online tutorials datasets were small in the English for 
Librarians and Reading Proficiency Enhancement courses. To mitigate this shortcoming, the study 
examined open data sources from students’ academic performance with 480 records and HR employee 
attrition and performance with 1470 records. Text mining was also limited by the quantity of the 
English text for the English for Librarians dataset as the language datasets were a mixture of 
Indonesian and English. This is a crucial point as the inadequacy of the English text could limit the 
generalisability of the findings to other datasets and populations.  
Many different factors limited the sampled data. First, the online tutorials are predominantly 
used only by distance learning students as it is less effective for face-to-face students to use such 
forums. Second, students may lack encouragement to access online tutorials.  As a note, the final exam 
data were not presented in this research as they are checked and marked by external parties. The data 
storage used a different system which can only be accessed by an authorised person in Open 
University. Despite that, in overall, we can say that if the students can complete assignment 1, 2 and 
assignment 3 and most likely be an active participant in an online tutorial, the students would most 
likely pass the course. 
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Future research could use different data mining methods. Also, other than the methods used in 
this study (linear regression, decision trees and multilayer perceptron classification), other methods 
such as clustering, associate rules, Naive Bayes, etc. can be used for more robust findings.  
This uses both Indonesian and English to explore new patterns and paradigms of how text can 
be used to predict students’ performance. The responses from the English for Librarians course were 
not entirely translated into English because the text contains special literature concerning librarians 
and translating them into another language would change their meaning.  
Although the data digitisation codes obtained in the study can help identify the character of 
student answers, it can also be developed for analysing the students’ psychological character, the logic 
used by students in responding to the material and checking the originality of student answers. By 
checking the originality of student answers, the researcher will know whether the answers are 
authentic or plagiarised.  
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APPENDIX 
 
 
WEKA results - English for Librarian dataset 
 
Decision Tree (J48) - Assignment 1 
=== Run information === 
 
Scheme:       weka.classifiers.trees.J48 -C 0.25 -M 2 
Relation:     assigment1_id3Correlation 
Instances:    165 
Attributes:   7 
              Discussion created 
              Discussion subscription created 
              Discussion viewed 
              Views of the forum                   
              Post created 
              Some content has been posted. 
              Assignment 1 
Test mode:    10-fold cross-validation 
=== Classifier model (full training set) === 
J48 pruned tree 
------------------ 
Some content has been posted. = Poor: Poor (114.0/9.0) 
Some content has been posted. = Average: Good (30.0/14.0) 
Some content has been posted. = Good: Good (21.0/6.0) 
Number of Leaves:  3 
Size of the tree:  4 
Time taken to build model: 0 seconds 
=== Stratified cross-validation === 
=== Summary === 
Correctly Classified Instances         134               81.2121 % 
Incorrectly Classified Instances        31               18.7879 % 
Kappa statistic                          0.5542 
Mean absolute error                      0.1826 
Root mean squared error                  0.3115 
Relative absolute error                 65.3218 % 
Root relative squared error             83.7777 % 
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Total Number of Instances              165      
=== Detailed Accuracy by Class === 
         TP Rate FP Rate  Precision  Recall   F-Measure  MCC      ROC Area  PRC Area  Class 
                 0.868    0.250    0.905      0.868    0.886      0.598    0.777     0.873     Poor 
                 0.000    0.000    0.000      0.000    0.000      0.000    0.529     0.075     Average 
                 0.829    0.154    0.592      0.829    0.690      0.604    0.835     0.538     Good 
Weighted Avg.    0.812    0.216    0.789      0.812    0.796      0.567    0.776     0.759      
=== Confusion Matrix === 
   a   b   c   <-- classified as 
 105   0 16 |   a = Poor 
   5   0   4 |   b = Average 
   6   0 29 |   c = Good 
 
Multilayer Perceptron - Assignment 1 
=== Run information === 
Scheme:       weka.classifiers.functions.MultilayerPerceptron -L 0.3 -M 0.2 -N 500 -V 0 -S 0 -E 20 -H 
a 
Relation:     assigment1_id3Correlation 
Instances:    165 
Attributes:   7 
              Discussion created 
              Discussion subscription created 
              Discussion viewed 
              Views of the forum                   
              Post created 
              Some content has been posted. 
              Assignment 1 
Test mode:    10-fold cross-validation 
 
=== Classifier model (full training set) === 
 
Sigmoid Node 0 
    Inputs    Weights 
    Threshold    -2.4119780591403 
    Node 3    1.8292710983472666 
    Node 4    0.506854398393304 
    Node 5    0.6191803668231267 
    Node 6    2.293019876264688 
    Node 7    -0.045817940862818395 
    Node 8    3.5367352444348583 
    Node 9    -2.9159897620622157 
    Node 10    1.54865266558366 
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    Node 11    0.6334408868382975 
Sigmoid Node 1 
    Inputs    Weights 
    Threshold    -0.5407522642912733 
    Node 3    -3.8231815821544393 
    Node 4    -1.076091897970446 
    Node 5    2.045493429107637 
    Node 6    -2.62613509735968 
    Node 7    0.5188851394442343 
    Node 8    -2.572625898116846 
    Node 9    -1.9354451379099369 
    Node 10    -0.9838278257414795 
    Node 11    -0.23386833278622257 
Sigmoid Node 2 
    Inputs    Weights 
    Threshold    0.7106972078951515 
    Node 3    0.1172374728256314 
    Node 4    -0.6437412266621202 
    Node 5    -2.2330556045923884 
    Node 6    -0.49920492511556885 
    Node 7    -1.0420132790544914 
    Node 8    -1.7158827951421167 
    Node 9    3.28242722620779 
    Node 10    -0.5676819000085257 
    Node 11    -0.8616318366894189 
Sigmoid Node 3 
    Inputs    Weights 
    Threshold    0.09662619227129586 
    Attrib Discussion created=Average    0.28421396943999616 
    Attrib Discussion subscription created=Poor    1.144736392517942 
    Attrib Discussion subscription created=Average    -1.7919776228630677 
    Attrib Discussion subscription created=Good    0.46599867449337773 
    Attrib Discussion viewed=Poor    -1.2467607734233053 
    Attrib Discussion viewed=Good    -0.1621090238975526 
    Attrib Discussion viewed=Average    1.3552089681455046 
    Attrib Views of the forum                  =Poor    2.0410933008146905 
    Attrib Views of the forum                  =Average    -0.6192374110589761 
    Attrib Views of the forum                  =Good    -1.640580208555388 
    Attrib Post created=Poor    -0.8968759022494007 
    Attrib Post created=Average    0.6096709547434981 
    Attrib Post created=Good    0.23358958968831325 
    Attrib Some content has been posted =Poor    -1.0780760957321294 
    Attrib Some content has been posted =Average    -1.2507912863410096 
    Attrib Some content has been posted =Good    2.1222352870664256 
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Sigmoid Node 4 
    Inputs    Weights 
    Threshold    -0.46581929542985573 
    Attrib Discussion created=Average    1.2406463567213761 
    Attrib Discussion subscription created=Poor    0.3451892662609928 
    Attrib Discussion subscription created=Average    -1.0493659891745426 
    Attrib Discussion subscription created=Good    1.1721257588933431 
    Attrib Discussion viewed=Poor    -0.9696282235220957 
    Attrib Discussion viewed=Good    1.8305149870835578 
    Attrib Discussion viewed=Average    -0.3002885223299747 
    Attrib Views of the forum=Poor    1.0193770200058037 
    Attrib Views of the forum=Average    0.8398861543405866 
    Attrib Views of the forum=Good    -1.2532356879090518 
    Attrib Post created=Poor    0.19331918591400085 
    Attrib Post created=Average    0.5898575547296946 
    Attrib Post created=Good    -0.23033023895572943 
    Attrib Some content has been posted=Poor    1.1601591231820036 
    Attrib Some content has been posted=Average    -0.07361932995468672 
    Attrib Some content has been posted=Good    -0.6471803318308021 
Sigmoid Node 5 
    Inputs    Weights 
    Threshold    -0.16048040699176244 
    Attrib Discussion created=Average    -0.08649259085213246 
    Attrib Discussion subscription created=Poor    0.6597014278246447 
    Attrib Discussion subscription created=Average    -0.04912470933595269 
    Attrib Discussion subscription created=Good    -0.4323472534006171 
    Attrib Discussion viewed=Poor    1.3434513379848974 
    Attrib Discussion viewed=Good    0.1517206159447208 
    Attrib Discussion viewed=Average    -1.4000097589701483 
    Attrib Views of the forum=Poor    0.43858121409849565 
    Attrib Views of the forum=Average    1.8395428921746209 
    Attrib Views of the forum=Good    -2.27563751194886 
    Attrib Post created=Poor    1.079503397319588 
    Attrib Post created=Average    -0.9248490862417676 
    Attrib Post created=Good    -0.0045250493020179425 
    Attrib Some content has been posted=Poor    0.8910261523485843 
    Attrib Some content has been posted=Average    -0.22807696604898164 
    Attrib Some content has been posted=Good    -0.5312295875552914 
Sigmoid Node 6 
    Inputs    Weights 
    Threshold    0.5764910744465152 
    Attrib Discussion created=Average    -2.900302098893255 
    Attrib Discussion subscription created=Poor    0.23991672756470891 
    Attrib Discussion subscription created=Average    0.6235054478462916 
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    Attrib Discussion subscription created=Good    -1.453756272568983 
    Attrib Discussion viewed=Poor    1.4745111456889124 
    Attrib Discussion viewed=Good    -2.3100051365226757 
    Attrib Discussion viewed=Average    0.25023031307388033 
    Attrib Views of the forum=Poor    -0.2504676084045907 
    Attrib Views of the forum=Average    0.7757224570134778 
    Attrib Views of the forum=Good    -1.136338229386124 
    Attrib Post created=Poor    0.8536491191092198 
    Attrib Post created=Average    -0.6961229689219605 
    Attrib Post created=Good    -0.7921441622422989 
    Attrib Some content has been posted=Poor    0.8890918752247109 
    Attrib Some content has been posted=Average    -1.1066547848345776 
    Attrib Some content has been posted=Good    -0.36178569806353694 
Sigmoid Node 7 
    Inputs    Weights 
    Threshold    -0.2541272494614185 
    Attrib Discussion created=Average    0.11184261055840995 
    Attrib Discussion subscription created=Poor    0.35753288754176143 
    Attrib Discussion subscription created=Average    0.026020249807692016 
    Attrib Discussion subscription created=Good    -0.14144878578053613 
    Attrib Discussion viewed=Poor    0.43830459582506687 
    Attrib Discussion viewed=Good    0.2878446611413538 
    Attrib Discussion viewed=Average    -0.512766731706264 
    Attrib Views of the forum=Poor    0.6179841151364558 
    Attrib Views of the forum=Average    1.5436867731130903 
    Attrib Views of the forum=Good    -1.8406918112902926 
    Attrib Post created=Poor    0.5616009749579596 
    Attrib Post created=Average    -0.4846339232953109 
    Attrib Post created=Good    0.08787218436653126 
    Attrib Some content has been posted=Poor    0.6271215168832669 
    Attrib Some content has been posted=Average    -0.045669442149053184 
    Attrib Some content has been posted=Good    -0.3236138371214834 
Sigmoid Node 8 
    Inputs    Weights 
    Threshold    -1.0981589443765152 
    Attrib Discussion created=Average    3.538192686983018 
    Attrib Discussion subscription created=Poor    0.0031162497563488154 
    Attrib Discussion subscription created=Average    0.4932523155501172 
    Attrib Discussion subscription created=Good    0.6399580760758592 
    Attrib Discussion viewed=Poor    -0.5400394325581135 
    Attrib Discussion viewed=Good    2.5359211516464346 
    Attrib Discussion viewed=Average    -0.8894098807151375 
    Attrib Views of the forum=Poor    1.72206172275367 
    Attrib Views of the forum=Average    2.583961039129304 
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    Attrib Views of the forum=Good    -3.1733060954096564 
    Attrib Post created=Poor    -0.911816334103074 
    Attrib Post created=Average    1.541534858028402 
    Attrib Post created=Good    0.49259834081802867 
    Attrib Some content has been posted=Poor    1.6726744456771285 
    Attrib Some content has been posted=Average    1.6128626174015153 
    Attrib Some content has been posted=Good    -2.092899286995617 
Sigmoid Node 9 
    Inputs    Weights 
    Threshold    -0.7146236264936439 
    Attrib Discussion created=Average    3.1659043080156803 
    Attrib Discussion subscription created=Poor    -0.6413584078605948 
    Attrib Discussion subscription created=Average    -1.4146516689573958 
    Attrib Discussion subscription created=Good    2.7754194328614763 
    Attrib Discussion viewed=Poor    -0.022345459357270395 
    Attrib Discussion viewed=Good    -1.418364060387406 
    Attrib Discussion viewed=Average    2.1355981019790504 
    Attrib Views of the forum=Poor    1.788769270463282 
    Attrib Views of the forum=Average    0.22925297154052857 
    Attrib Views of the forum=Good    -1.433403278870625 
    Attrib Post created=Poor    1.6730303170259604 
    Attrib Post created=Average    -2.248603569030086 
    Attrib Post created=Good    1.2981980958603998 
    Attrib Some content has been posted=Poor    -0.1071234429177756 
    Attrib Some content has been posted=Average    0.5401415432440275 
    Attrib Some content has been posted=Good    0.24457889490356316 
Sigmoid Node 10 
    Inputs    Weights 
    Threshold    -0.11753262118476589 
    Attrib Discussion created=Average    0.7740759605445773 
    Attrib Discussion subscription created=Poor    0.6283788320457281 
    Attrib Discussion subscription created=Average    -0.18641867616138247 
    Attrib Discussion subscription created=Good    -0.24918546728990698 
    Attrib Discussion viewed=Poor    -0.8463131602833749 
    Attrib Discussion viewed=Good    1.6821624666722712 
    Attrib Discussion viewed=Average    -0.7474887489029335 
    Attrib Views of the forum=Poor    0.9711581288123836 
    Attrib Views of the forum=Average    1.6242642444857511 
    Attrib Views of the forum=Good    -2.4633833811213774 
    Attrib Post created=Poor    0.6077852102504532 
    Attrib Post created=Average    -0.41503732313952924 
    Attrib Post created=Good    -0.06293479933030499 
    Attrib Some content has been posted=Poor    1.1699010160974583 
    Attrib Some content has been posted=Average    -0.09457411938582969 
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    Attrib Some content has been posted.=Good    -0.8813108550921914 
Sigmoid Node 11 
    Inputs    Weights 
    Threshold    -0.18368650520132696 
    Attrib Discussion created=Average    0.46698582286536994 
    Attrib Discussion subscription created=Poor    0.46488040649660545 
    Attrib Discussion subscription created=Average    -0.15860004731381455 
    Attrib Discussion subscription created=Good    -0.17497403083490468 
    Attrib Discussion viewed=Poor    -0.38778141822227663 
    Attrib Discussion viewed=Good    1.0589180128146616 
    Attrib Discussion viewed=Average    -0.536102075249928 
    Attrib Views of the forum=Poor    0.68404018312282 
    Attrib Views of the forum=Average    1.569714178195257 
    Attrib Views of the forum=Good    -2.0932599232756397 
    Attrib Post created=Poor    0.509926778002864 
    Attrib Post created=Average    -0.3838847005284676 
    Attrib Post created=Good    -0.009180834326291517 
    Attrib Some content has been posted=Poor    0.9409902993127455 
    Attrib Some content has been posted=Average    -0.06803302351793772 
    Attrib Some content has been posted=Good    -0.6062492179772173 
Class Poor 
    Input 
    Node 0 
Class Average 
    Input 
    Node 1 
Class Good 
    Input 
    Node 2 
 
Time taken to build model: 0.31 seconds 
 
=== Stratified cross-validation === 
=== Summary === 
 
Correctly Classified Instances         127               76.9697 % 
Incorrectly Classified Instances        38               23.0303 % 
Kappa statistic                          0.4059 
Mean absolute error                      0.1916 
Root mean squared error                  0.3471 
Relative absolute error                 68.5223 % 
Root relative squared error             93.3584 % 
Total Number of Instances              165      
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=== Detailed Accuracy by Class === 
 
              TP Rate FP Rate Precision Recall   F-Measure MCC      ROC Area PRC Area  Class 
                 0.884    0.455    0.843      0.884    0.863      0.451    0.809     0.897     Poor 
                 0.000    0.006    0.000      0.000    0.000      -0.019   0.466     0.071     Average 
                 0.571    0.131    0.541      0.571    0.556      0.432    0.776     0.478     Good 
Weighted Avg.    0.770    0.361    0.733      0.770    0.751      0.422    0.783     0.763      
 
=== Confusion Matrix === 
 
   a   b   c   <-- classified as 
 107   0 14 |   a = Poor 
   6   0   3 |   b = Average 
  14   1 20 |   c = Good 
 
 
Linear regression – Assignment 1 
=== Run information === 
 
Scheme: weka.classifiers.functions.LinearRegression -S 0 -R 1.0E-8 
Relation:     assigment1_weka 
Instances:    165 
Attributes:   10 
              Discussion created 
              Discussion subscription created 
              Discussion subscription deleted 
              Discussion viewed 
              Views of the forum                   
              Post created 
              Post deleted 
              Post updated 
              Some content has been posted. 
              Assignment 1(Real) 
Test mode: 10-fold cross-validation 
 
=== Classifier model (full training set) === 
 
Linear Regression Model 
Assignment 1 = 
 
     46.8869 * Discussion created + 
      0.8724 * Views of the forum + 
     24.5951 * Post created + 
    -19.8524 * some content has been posted. + 
      8.0792 
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Time taken to build model: 0.05 seconds 
 
=== Cross-validation === 
=== Summary === 
 
Correlation coefficient                  0.4021 
Mean absolute error                     23.1816 
Root mean squared error                 32.5143 
Relative absolute error                 75.8368 % 
Root relative squared error             92.4808 % 
Total Number of Instances              165      
 
Decision Tree (J48) - Assignment 2 
=== Run information === 
Scheme:       weka.classifiers.trees.J48 -C 0.25 -M 2 
Relation:     assigment2_ id3Correlation 
Instances:    165 
Attributes:   6 
              Discussion created 
              Discussion subscription created 
              Discussion viewed 
              Views of the forum                   
              Some content has been posted. 
              Assignment 2  
Test mode:    10-fold cross-validation 
=== Classifier model (full training set) === 
J48 pruned tree 
------------------ 
Discussion created = poor: Poor (138.0/15.0) 
Discussion created = Average: Good (27.0/6.0) 
Number of Leaves:  2 
Size of the tree:  3 
Time taken to build model: 0.02 seconds 
=== Stratified cross-validation === 
=== Summary === 
Correctly Classified Instances         140               84.8485 % 
Incorrectly Classified Instances        25               15.1515 % 
Kappa statistic                          0.5119 
Mean absolute error                      0.2321 
Root mean squared error                  0.355  
Relative absolute error                 67.5942 % 
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Root relative squared error             85.9229 % 
Total Number of Instances              165      
 
=== Detailed Accuracy by Class === 
 
      TP Rate         FP Rate  Precision Recall   F-Measure  MCC   ROC Area  PRC Area Class 
                 0.938    0.472    0.877      0.938    0.906      0.520    0.713     0.863     Poor 
                 0.528    0.062    0.704      0.528    0.603      0.520    0.713     0.456     Good 
Weighted Avg.    0.848    0.383    0.839      0.848    0.840      0.520    0.713     0.775      
 
=== Confusion Matrix === 
 
   a   b   <-- classified as 
 121   8 |   a = Poor 
  17 19 |   b = Good 
 
Multilayer Perceptron - Assignment 2 
 
=== Run information === 
Scheme:       weka.classifiers.functions.MultilayerPerceptron -L 0.3 -M 0.2 -N 500 -V 0 -S 0 -E 20 -H 
a 
Relation:     assigment2_d3Korelasi 
Instances:    165 
Attributes:   6 
              Discussion created 
              Discussion subscription created 
              Discussion viewed 
              Views of the forum                   
              Some content has been posted. 
              Assignment 2  
Test mode:    10-fold cross-validation 
 
=== Classifier model (full training set) === 
 
Sigmoid Node 0 
    Inputs    Weights 
    Threshold    -3.1663965087875026 
    Node 2    2.153303695625722 
    Node 3    1.16857429348119 
    Node 4    2.326576280512861 
    Node 5    0.8221489456016715 
    Node 6    2.957914338401172 
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Sigmoid Node 1 
    Inputs    Weights 
    Threshold    3.1663237101582298 
    Node 2    -2.153351316238722 
    Node 3    -1.168567822351269 
    Node 4    -2.326516029659477 
    Node 5    -0.8220524985091424 
    Node 6    -2.957845798274102 
Sigmoid Node 2 
    Inputs    Weights 
    Threshold    -2.0542445630142625 
    Attrib Discussion created=Average    -1.0866401349071477 
    Attrib Discussion subscription created=Average   -1.124522792256152 
    Attrib Discussion viewed=Poor   1.5447760032823705 
    Attrib Discussion viewed=Good    -1.287924727614818 
    Attrib Discussion viewed=Average    1.724917268489917 
    Attrib Views of the forum=Poor 2.765127614579458 
    Attrib Views of the forum=Average    -2.241686929137291 
    Attrib Views of the forum=Good    1.5418516681977408 
    Attrib Some content has been posted.=Average   -0.8936083159289736 
Sigmoid Node 3 
    Inputs    Weights 
    Threshold    -1.1828696874961038 
    Attrib Discussion created=Average    -1.8145014553035756 
    Attrib Discussion subscription created=Average   -1.7456018795620138 
    Attrib Discussion viewed=Poor    1.9300785170008583 
    Attrib Discussion viewed=Good   0.0669741937417717 
    Attrib Discussion viewed=Average    -0.8076224332759979 
    Attrib Views of the forum=Poor   1.8336807233276788 
    Attrib Views of the forum=Average    -1.2487117299701649 
    Attrib Views of the forum=Good    0.5347041365895797 
    Attrib Some content has been posted=Average    -1.3414792443905406 
Sigmoid Node 4 
    Inputs    Weights 
    Threshold    -1.5781618604810967 
    Attrib Discussion created=Average    0.42052388233725135 
    Attrib Discussion subscription created=Average    -0.009236909207131015 
    Attrib Discussion viewed=Poor    -0.8905966840881597 
    Attrib Discussion viewed=Good    3.261327465842649 
    Attrib Discussion viewed=Average    -0.7684998836736373 
    Attrib Views of the forum=Poor    2.350945401925876 
    Attrib Views of the forum=Average    -0.10795890285457625 
    Attrib Views of the forum=Good    -0.6088383806967028 
    Attrib Some content has been posted=Average    2.7952980657192934 
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Sigmoid Node 5 
    Inputs    Weights 
    Threshold    -1.1037635873519454 
    Attrib Discussion created=Average    -0.08411647920901413 
    Attrib Discussion subscription created=Average    -2.039092721572925 
    Attrib Discussion viewed=Poor    0.18019241331469002 
    Attrib Discussion viewed=Good    0.19565603181987112 
    Attrib Discussion viewed=Average    0.6597999809051781 
    Attrib Views of the forum=Poor    1.7716090871818977 
    Attrib Views of the forum=Average   -1.901592933539978 
    Attrib Views of the forum=Good    1.2896245753320779 
    Attrib Some content has been posted=Average   -0.45369668689244497 
Sigmoid Node 6 
    Inputs    Weights 
    Threshold    0.34176909551655255 
    Attrib Discussion created=Average    -2.3110599118369675 
    Attrib Discussion subscription created=Average    -0.46976997653703173 
    Attrib Discussion viewed=Poor    -1.7938173199717127 
    Attrib Discussion viewed=Good    -1.2411774093708645 
    Attrib Discussion viewed=Average    2.60628948574542 
    Attrib Views of the forum=Poor    0.3362480724856525 
    Attrib Views of the forum=Average    1.6652211122273057 
    Attrib Views of the forum=Good    -2.352239781416393 
    Attrib Some content has been posted=A    -0.16306529497478595 
Class Poor 
    Input 
    Node 0 
Class Good 
    Input 
    Node 1 
Time taken to build model: 0.11 seconds 
=== Stratified cross-validation === 
=== Summary === 
 
Correctly Classified Instances         141               85.4545 % 
Incorrectly Classified Instances        24               14.5455 % 
Kappa statistic                          0.5559 
Mean absolute error                      0.2082 
Root mean squared error                  0.3592 
Relative absolute error                 60.6273 % 
Root relative squared error             86.9309 % 
Total Number of Instances              165      
 
=== Detailed Accuracy by Class === 
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        TP Rate FP Rate Precision Recall   F-Measure MCC      ROC Area PRC Area Class 
                 0.922    0.389    0.895      0.922    0.908      0.557    0.814     0.915     Poor 
                 0.611    0.078    0.688      0.611    0.647      0.557    0.814     0.554     Good 
Weighted Avg.    0.855    0.321    0.850      0.855    0.851      0.557    0.814     0.836      
 
=== Confusion Matrix === 
 
   a   b   <-- classified as 
 119 10 |   a = Poor 
  14 22 |   b = Good 
 
 
Linear Regression - Assignment 2 
=== Run information === 
    
       Scheme:weka.classifiers.functions.LinearRegression -S 0 -R 1.0E-8 
Relation:     data_assigment2 
   Instances:    165 
    Attributes:   9 
                   Discussion created 
                Discussion subscription created 
               Discussion subscription deleted 
               Discussion viewed 
                 Views of the forum                   
               Post created 
                 Post updated 
                 Some content has been posted. 
               Assignment 2  
   Test mode:10-fold cross-validation 
  
       === Classifier model (full training set) === 
 
       
       Linear Regression Model 
    
       Assignment 2  = 
     
           22.8891 * Discussion subscription created + 
      2.5651 * Views of the forum+ 
     -17.9991 * Post created + 
        6.9967 
      
       Time taken to build model: 0.03 seconds 
  
       === Cross-validation === 
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=== Summary === 
     
       Correlation coefficient                 0.4549 
 Mean absolute error                     19.739  
 Root mean squared error                 30.5396 
 Relative absolute error                 70.5303 % 
Root relative squared error             90.0302 % 
Total Number of Instances              165      
  
Decision Tree (J48) - Assignment 3 
=== Run information === 
 
Scheme:       weka.classifiers.trees.J48 -C 0.25 -M 2 
Relation:     assigment3_id3Correlation 
Instances:    165 
Attributes:   9 
              Discussion created 
              Discussion subscription created 
              Discussion subscription deleted 
              Discussion viewed 
              Views of the forum                   
              Post updated 
              Subscription created 
              Some content has been posted. 
              Assignment 3  
Test mode:    10-fold cross-validation 
 
=== Classifier model (full training set) === 
 
J48 pruned tree 
------------------ 
 
Discussion created = Poor: Poor (136.0/12.0) 
Discussion created = Average 
|   Views of the forum = Poor: Average (0.0) 
|   Views of the forum = Average: Poor (2.0) 
|   Views of the forum = good: Average (27.0/15.0) 
 
Number of Leaves:  4 
Size of the tree:  6 
 
Time taken to build model: 0 seconds 
 
=== Stratified cross-validation === 
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=== Summary === 
 
Correctly Classified Instances         132               80      % 
Incorrectly Classified Instances        33               20      % 
Kappa statistic                          0.3187 
Mean absolute error                      0.1805 
Root mean squared error                  0.3108 
Relative absolute error                 80.3361 % 
Root relative squared error             93.6247 % 
Total Number of Instances              165      
 
=== Detailed Accuracy by Class === 
 
         TP Rate FP Rate Precision Recall   F-Measure MCC      ROC Area PRC Area Class 
                 0.932    0.531    0.879      0.932    0.905      0.450    0.776     0.922     Poor 
                 0.000    0.000    0.000      0.000    0.000      0.000    0.736     0.176     Good 
                 0.400    0.110    0.333      0.400    0.364      0.268    0.712     0.235     Average 
Weighted Avg.    0.800    0.442    0.749      0.800    0.774      0.395    0.766     0.784      
 
=== Confusion Matrix === 
 
   a   b   c   <-- classified as 
 124   0   9 |   a = Poor 
   5   0   7   |   b = Good 
  12   0   8 |   c = Average 
 
Multilayer Perceptron - Assignment 3 
=== Run information === 
 
Scheme:       weka.classifiers.functions.MultilayerPerceptron -L 0.3 -M 0.2 -N 500 -V 0 -S 0 -E 20 -H 
a 
Relation:     assigment3_id3Correlation 
Instances:    165 
Attributes:   9 
              Discussion created 
              Discussion subscription created 
              Discussion subscription deleted 
              Discussion viewed 
              Views of the forum                   
              Post updated 
              Subscription created 
              Some content has been posted. 
              Assignment 3  
Test mode:    10-fold cross-validation 
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=== Classifier model (full training set) === 
 
Sigmoid Node 0 
    Inputs    Weights 
    Threshold    -3.2726210086387333 
    Node 3    2.60895614361791 
    Node 4    2.536773786925441 
    Node 5    1.7546400143559213 
    Node 6    1.9804215233816942 
    Node 7    0.16268048179265562 
    Node 8    1.336851002282403 
    Node 9    -1.0072187656649465 
Sigmoid Node 1 
    Inputs    Weights 
    Threshold    -0.6112531846694791 
    Node 3    -1.5055669705917358 
    Node 4    -0.27612477066089974 
    Node 5    2.503525729727418 
    Node 6    -0.27439612897133503 
    Node 7    -1.171504245970748 
    Node 8    -2.4236387258809993 
    Node 9    -1.8220014860969254 
Sigmoid Node 2 
    Inputs    Weights 
    Threshold    0.7842896153019828 
    Node 3    -0.7295816325460903 
    Node 4    -1.8986533676086401 
    Node 5    -4.043088162475438 
    Node 6    -1.5607551957269903 
    Node 7    -0.1447069835484552 
    Node 8    1.7364002348955752 
    Node 9    0.4950365885401162 
Sigmoid Node 3 
    Inputs    Weights 
    Threshold    -0.7759586604827983 
    Attrib Discussion created=Average   0.8504981013246367 
    Attrib Discussion subscription created= Average   -1.9181910862172753 
    Attrib Discussion subscription deleted= Average    -0.9552851977109874 
    Attrib Discussion viewed=Poor   -1.3409551395409942 
    Attrib Discussion viewed=Average    0.22269419108180213 
    Attrib Discussion viewed=Good 1.8938695990712597 
    Attrib Views of the forum=Poor   2.8887411861495305 
    Attrib Views of the forum=Average    0.2559300665373986 
    Attrib Views of the forum=Good   -2.371723994416309 
    Attrib Post updated=Average   -1.003365745301513 
    Attrib Subscription created=Average    -0.8685936316122692 
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    Attrib Some content has been posted.=Average    1.8499973447793554 
Sigmoid Node 4 
    Inputs    Weights 
    Threshold    0.13583820133740782 
    Attrib Discussion created=Average    -2.1447763543543634 
    Attrib Discussion subscription created=Average    -0.23595764088856608 
    Attrib Discussion subscription deleted=Average   -0.14558504906627034 
    Attrib Discussion viewed=Poor 1.0352808753360694 
    Attrib Discussion viewed=Average    0.4598003811065875 
    Attrib Discussion viewed=Good    -1.5212011322683805 
    Attrib Views of the forum=Poor   0.45297608541831214 
    Attrib Views of the forum=Average    1.8896300759154225 
    Attrib Views of the forum=Good   -2.4555561452636425 
    Attrib Post updated=Average    -0.18744704814556906 
    Attrib Subscription created=Average    -1.6460664980350763 
    Attrib Some content has been posted=Average    -1.5173474567541065 
Sigmoid Node 5 
    Inputs    Weights 
    Threshold    0.5307810179055896 
    Attrib Discussion created=Average -0.18619365433114185 
    Attrib Discussion subscription created=Average    -3.080995351199166 
    Attrib Discussion subscription deleted=Average    1.5780117553562785 
    Attrib Discussion viewed=Poor    -3.3115959071521512 
    Attrib Discussion viewed=Average 3.030763642484192 
    Attrib Discussion viewed=Good    -0.32766380787341026 
    Attrib Views of the forum=Poor   1.0232596490621566 
    Attrib Views of the forum=Average    -0.5054156045813414 
    Attrib Views of the forum=Good   -1.133904944457235 
    Attrib Post updated=Average    1.5842797209518684 
    Attrib Subscription created=Average    -2.967674503117817 
    Attrib Some content has been posted=Average    0.8575679617866373 
Sigmoid Node 6 
    Inputs    Weights 
    Threshold    0.25215549905852874 
    Attrib Discussion created=Average   -2.2225548108916895 
    Attrib Discussion subscription created=Average    -0.39177486648107046 
    Attrib Discussion subscription deleted=Average    -0.3495434755326017 
    Attrib Discussion viewed=Poor   0.6931139640122445 
    Attrib Discussion viewed=Average    0.19760574157636776 
    Attrib Discussion viewed=Good    -1.142297910169757 
    Attrib Views of the forum=Poor    0.27272730523870337 
    Attrib Views of the forum=Average    1.57327296939608 
    Attrib Views of the forum=Good    -2.2035833131218032 
    Attrib Post updated=Average    -0.3126007058924529 
    Attrib Subscription created=Average    -1.76544528220504 
    Attrib Some content has been posted=Average   -1.584382006828165 
Sigmoid Node 7 
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    Inputs    Weights 
    Threshold    -0.521782065289022 
    Attrib Discussion created=Average   0.43138085178740193 
    Attrib Discussion subscription created=Average    -1.0501676311281414 
    Attrib Discussion subscription deleted=Average    0.18460851996100566 
    Attrib Discussion viewed=Poor    -0.08508173574430662 
    Attrib Discussion viewed=Average    0.5573518393988266 
    Attrib Discussion viewed=Good   0.08553245666820704 
    Attrib Views of the forum=Poor    0.8493008202668367 
    Attrib Views of the forum=Average   0.9485639116438003 
    Attrib Views of the forum= Good    -1.3172239274505968 
    Attrib Post updated=Average   0.0981204866848953 
    Attrib Subscription created=Average    -0.12835022526614775 
    Attrib Some content has been posted=Average   0.8230045450648772 
Sigmoid Node 8 
    Inputs    Weights 
    Threshold    0.1814953012047341 
    Attrib Discussion created=Average   0.9844045614753019 
    Attrib Discussion subscription created=Average    -3.2002697203694126 
    Attrib Discussion subscription deleted=Average    -1.1778082944637855 
    Attrib Discussion viewed=Poor    -1.5155239510530558 
    Attrib Discussion viewed=Average    2.3786889562201727 
    Attrib Discussion viewed=Good    -0.9989485184160274 
    Attrib Views of the forum=Poor    0.09700601074064404 
    Attrib Views of the forum=Average    0.8279002027273347 
    Attrib Views of the forum=Good   -1.0317121551887825 
    Attrib Post updated=Average    -1.185940346532397 
    Attrib Subscription created=Average    1.8638347362081664 
    Attrib Some content has been posted=Average    1.5417662359269046 
Sigmoid Node 9 
    Inputs    Weights 
    Threshold    -0.24242276819397693 
    Attrib Discussion created=Average -0.669468602506678 
    Attrib Discussion subscription created=Average    -1.4244370956217216 
    Attrib Discussion subscription deleted=Average    -0.08771490734347347 
    Attrib Discussion viewed=Poor    -0.45794028647862384 
    Attrib Discussion viewed=Average    0.5466318962877694 
    Attrib Discussion viewed=Good    0.14489218599660939 
    Attrib Views of the forum=Poor    1.0261938242895863 
    Attrib Views of the forum=Average    0.6727631128221827 
    Attrib Views of the forum=Good    -1.4671512926452555 
    Attrib Post updated=Average    0.001116109246856347 
    Attrib Subscription created=Average    0.41543171800172096 
    Attrib Some content has been posted=Average    -0.41129382433385414 
Class Poor 
    Input 
    Node 0 
190 | P a g e  
 
Class Good 
    Input 
    Node 1 
Class Average 
    Input 
    Node 2 
 
 
Time taken to build model: 0.2 seconds 
 
=== Stratified cross-validation === 
=== Summary === 
 
Correctly Classified Instances         136               82.4242 % 
Incorrectly Classified Instances        29               17.5758 % 
Kappa statistic                          0.387  
Mean absolute error                      0.1572 
Root mean squared error                  0.3011 
Relative absolute error                 69.9416 % 
Root relative squared error             90.6824 % 
Total Number of Instances              165      
 
=== Detailed Accuracy By Class === 
 
       TP Rate FP Rate Precision Recall   F-Measure MCC      ROC Area PRC Area Class 
                 0.947    0.531    0.881      0.947    0.913      0.484    0.839     0.931     poor 
                 0.083    0.026    0.200      0.083    0.118      0.087    0.795     0.192     Good 
                 0.450    0.055    0.529      0.450    0.486      0.424    0.724     0.318     Average 
Weighted Avg.    0.824    0.437    0.789      0.824    0.803      0.448    0.822     0.803      
 
=== Confusion Matrix === 
   a   b   c   <-- classified as 
 126   4   3 |   a = Poor 
   6   1   5 |   b = Good 
  11   0   9 |   c = Average 
 
Linear Regression - Assignment 3 
=== Run information === 
    
       Scheme:weka.classifiers.functions.LinearRegression -S 0 -R 1.0E-8 
Relation:     assigment3 
    Instances:    165 
     Attributes:   10 
                   Discussion created 
                  Discussion subscription created 
                 Discussion subscription deleted 
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              Discussion viewed 
                  Views of the forum                   
                 Post created 
                   Post updated 
                  Subscription created 
                  Some content has been posted. 
                 Assignment 3  
    Test mode:10-fold cross-validation 
   
       === Classifier model (full training set) === 
  
       
       Linear Regression Model 
    
       Assignment 3  = 
     
             7.2278 * Discussion subscription created + 
       -2.3104 * Discussion viewed + 
         3.7145 * Views of the forum + 
        43.5406 * Subscription created + 
         5.1284 * Some content has been posted. + 
        3.5558 
      
       Time taken to build model: 0.02 seconds 
   
       === Cross-validation === 
    === Summary === 
     
       Correlation coefficient                  0.5243 
   Mean absolute error                     14.8899 
   Root mean squared error                 27.2672 
   Relative absolute error                 61.838  % 
   Root relative squared error             89.3931 % 
  Total Number of Instances              165      
 
 
   Decision Tree (J48) – Course Total 
=== Run information === 
Scheme:       weka.classifiers.trees.J48 -C 0.25 -M 2 
Relation:     total_correlation 
Instances:    165 
Attributes:   10 
              Discussion created 
              Discussion subscription created 
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              Discussion subscription deleted 
              Discussion viewed 
              Views of the forum                   
              Post created 
              Post deleted 
              Post updated 
              Some content has been posted. 
              Course total 
Test mode:    10-fold cross-validation 
=== Classifier model (full training set) === 
J48 pruned tree 
----------------- 
Discussion created =Poor: Poor (118.0/3.0) 
Discussion created = Average: Poor (30.0/7.0) 
Discussion created =Good: Good (17.0/5.0) 
Number of Leaves:  3 
Size of the tree:  4 
Time taken to build model: 0.02 seconds 
=== Stratified cross-validation === 
=== Summary === 
Correctly Classified Instances         143               86.6667 % 
Incorrectly Classified Instances        22               13.3333 % 
Kappa statistic                          0.375  
Mean absolute error                      0.1797 
Root mean squared error                  0.3272 
Relative absolute error                 76.526 % 
Root relative squared error             96.2033 % 
Total Number of Instances              165      
 
=== Detailed Accuracy by Class === 
 
      
 TP Rate  FP Rate  Precision  Recall   F-Measure  MCC      ROC Area  PRC Area  Class 
                 0.937    0.591    0.912      0.937    0.924      0.377    0.677     0.903     Poor 
                 0.409    0.063    0.500      0.409    0.450      0.377    0.677     0.317     Good 
Weighted Avg.    0.867    0.521    0.857      0.867    0.861      0.377    0.677     0.824      
 
=== Confusion Matrix === 
 
   a   b   <-- classified as 
 134   9 |   a = Poor 
  13   9 |   b = Good 
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Multilayer Perceptron – Course Total 
=== Run information === 
Scheme:       weka.classifiers.functions.MultilayerPerceptron -L 0.3 -M 0.2 -N 500 -V 0 -S 0 -E 20 -H 
a 
Relation:     total_correlation 
Instances:    165 
Attributes:   10 
              Discussion created 
              Discussion subscription created 
              Discussion subscription deleted 
              Discussion viewed 
              Views of the forum                   
              Post created 
              Post deleted 
              Post updated 
              Some content has been posted. 
              Course total 
Test mode:    10-fold cross-validation 
 
=== Classifier model (full training set) === 
 
Sigmoid Node 0 
    Inputs    Weights 
    Threshold    -3.0342156375752065 
    Node 2    2.177326671103618 
    Node 3    1.45914821671822 
    Node 4    2.2291780973004984 
    Node 5    1.8629291741759137 
    Node 6    1.5223805925824412 
    Node 7    1.63269696451682 
    Node 8    1.466891889809871 
    Node 9    1.9616457332449824 
    Node 10    2.060959927093968 
    Node 11    2.2663344288498273 
    Node 12    1.713472758068731 
Sigmoid Node 1 
    Inputs    Weights 
    Threshold    3.0394156345791616 
    Node 2    -2.167775132749747 
    Node 3    -1.4591321975475018 
    Node 4    -2.2716191804999877 
    Node 5    -1.811958832568338 
    Node 6    -1.498777367898904 
    Node 7    -1.6642870982381885 
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    Node 8    -1.4398485959344862 
    Node 9    -1.96129858393994 
    Node 10    -2.03554612990398 
    Node 11    -2.2719790283564025 
    Node 12    -1.7245364527400566 
Sigmoid Node 2 
    Inputs    Weights 
    Threshold    0.06575898624576287 
    Attrib Discussion created=Poor    -0.7157062159915784 
    Attrib Discussion created=Average    0.49374495468991403 
    Attrib Discussion created=Good    0.13932708389999315 
    Attrib Discussion subscription created=Poor   1.2098188190782309 
    Attrib Discussion subscription created=Average    -1.390783850250356 
    Attrib Discussion subscription created=Good    0.10470347120077952 
    Attrib Discussion subscription deleted=Average    1.4512497045802808 
    Attrib Discussion viewed=Poor   -1.4746013981056423 
    Attrib Discussion viewed=Average    0.8080705109489813 
    Attrib Discussion viewed=Good    0.5379266674443963 
    Attrib Views of the forum=Poor    -0.07808823237361677 
    Attrib Views of the forum=Average    0.5146839790167778 
    Attrib Views of the forum=Good   -0.5003882874827258 
    Attrib Post created=Poor    -1.0172033571759718 
    Attrib Post created=Average   0.5347564908478277 
    Attrib Post created=Good   0.3454047665550301 
    Attrib Post deleted=Average    -0.4589419118232992 
    Attrib Post updated=Average    2.741116395712945 
    Attrib Some content has been posted=Poor    0.34285507340305055 
    Attrib Some content has been posted=Average    1.4662701404832286 
    Attrib Some content has been posted=Good    -1.9875777372020964 
Sigmoid Node 3 
    Inputs    Weights 
    Threshold    -0.12142713181869387 
    Attrib Discussion created=Poor    1.0401126889635033 
    Attrib Discussion created=Average    0.9998255471480025 
    Attrib Discussion created=Good    -1.9435864603459565 
    Attrib Discussion subscription created=Poor    0.7897860260495997 
    Attrib Discussion subscription created=Average    -0.36514504323028923 
    Attrib Discussion subscription created=Good    -0.3651458783680512 
    Attrib Discussion subscription deleted=Average    -1.1081732734928638 
    Attrib Discussion viewed=Poor    -1.1247935246565999 
    Attrib Discussion viewed=Average    2.362145649555897 
    Attrib Discussion viewed=Good    -1.128342957241641 
    Attrib Views of the forum=Poor    -0.003914942366102827 
    Attrib Views of the forum=Average    0.8216534609891804 
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    Attrib Views of the forum=Good   -0.7420063827538338 
    Attrib Post created=Poor   -0.9315117272295281 
    Attrib Post created=Average    -0.19668164264035182 
    Attrib Post created=Good    1.1545243220263859 
    Attrib Post deleted=Average    -0.27731522618345816 
    Attrib Post updated=Average    1.1698356208236287 
    Attrib Some content has been posted=Poor    0.40972430364109746 
    Attrib Some content has been posted=Average    0.2064182168242159 
    Attrib Some content has been posted=Good    -0.5077932327882153 
Sigmoid Node 4 
    Inputs    Weights 
    Threshold    -0.10097596840117891 
    Attrib Discussion created=Poor   1.9020794406198331 
    Attrib Discussion created=Average    -0.44335626165261377 
    Attrib Discussion created=Good   -1.364222260146579 
    Attrib Discussion subscription created=Poor    1.1377941757608723 
    Attrib Discussion subscription created=Average -0.5773814987715137 
    Attrib Discussion subscription created=Good    -0.4493393102824145 
    Attrib Discussion subscription deleted=Average    -2.4569316640552907 
    Attrib Discussion viewed=Poor    0.9597725514718467 
    Attrib Discussion viewed=Average    0.5581669434329254 
    Attrib Discussion viewed=Good    -1.3196767903510995 
    Attrib Views of the forum=Poor    0.24814857783282016 
    Attrib Views of the forum=Average   1.1671690030740627 
    Attrib Views of the forum=Good   -1.279117524698154 
    Attrib Post created=Poor    -0.8782514242935351 
    Attrib Post created=Average    -0.7391353833350295 
    Attrib Post created=Good   1.7793778890139262 
    Attrib Post deleted=Average    -0.6033478206106081 
    Attrib Post updated=Average   1.150940428131687 
    Attrib Some content has been posted=Poor    0.6798568571348018 
    Attrib Some content has been posted=Average   -0.11521068655107629 
    Attrib Some content has been posted=Good    -0.46085245007172815 
Sigmoid Node 5 
    Inputs    Weights 
    Threshold    -0.2619029144408439 
    Attrib Discussion created=Poor    1.8589388700397533 
    Attrib Discussion created=Average    -0.4202894202768965 
    Attrib Discussion created=Good   -1.21962851038581 
    Attrib Discussion subscription created=Poor    0.9580882609585507 
    Attrib Discussion subscription created=Average    -0.2990810559674486 
    Attrib Discussion subscription created=Good   -0.407200358659707 
    Attrib Discussion subscription deleted=Average    -1.1219211908059916 
    Attrib Discussion viewed=Poor    0.9274753335372192 
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    Attrib Discussion viewed=Average    0.7314759076047141 
    Attrib Discussion viewed=Good    -1.5100631107179303 
    Attrib Views of the forum=Poor    0.36657357535126617 
    Attrib Views of the forum=Average    1.0676937747449777 
    Attrib Views of the forum=Good   -1.2093839435280112 
    Attrib Post created=Poor   -0.576536635367048 
    Attrib Post created=Average    -0.20230587228277655 
    Attrib Post created=Good    0.8802524463217319 
    Attrib Post deleted=Average    -0.24779000304915008 
    Attrib Post updated=Average   0.6442117010868486 
    Attrib Some content has been posted=Poor    0.6506443717770395 
    Attrib Some content has been posted=Average    0.025309810240757253 
    Attrib Some content has been posted=Good    -0.507401907468387 
Sigmoid Node 6 
    Inputs    Weights 
    Threshold    -0.06999271781474337 
    Attrib Discussion created=Poor    0.6143392214270496 
    Attrib Discussion created=Average    0.10240731169693408 
    Attrib Discussion created=Good    -0.5987070623552587 
    Attrib Discussion subscription created=Poor    1.297294543554195 
    Attrib Discussion subscription created=Average    -0.6929537691531038 
    Attrib Discussion subscription created=Good   -0.5947625385700059 
    Attrib Discussion subscription deleted=Average    -2.119198269324655 
    Attrib Discussion viewed=Poor   -0.5959579989113575 
    Attrib Discussion viewed=Average   0.5560046099919614 
    Attrib Discussion viewed=Good    0.12119337918503237 
    Attrib Views of the forum=Poor    0.05676352966657866 
    Attrib Views of the forum=Average   0.9208917890938486 
    Attrib Views of the forum=Good   -0.9713312653043802 
    Attrib Post created=Poor    -0.9470624164358017 
    Attrib Post created=Average    -0.8322915449709581 
    Attrib Post created=Good    1.7406066189290033 
    Attrib Post deleted=Average    -0.44056533763471484 
    Attrib Post updated=Average   1.900380939726812 
    Attrib Some content has been posted=Poor    0.5733106075224044 
    Attrib Some content has been posted=Average    -0.1003981964223642 
    Attrib Some content has been posted=Good    -0.5073789118426308 
Sigmoid Node 7 
    Inputs    Weights 
    Threshold    0.24035880404036664 
    Attrib Discussion created=Poor   -1.411335215981145 
    Attrib Discussion created=Average    0.9044267422175042 
    Attrib Discussion created=Good    0.2625290311086143 
    Attrib Discussion subscription created=Poor   0.7591978696488588 
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    Attrib Discussion subscription created=Average    -0.537401180803539 
    Attrib Discussion subscription created=Good    -0.49703986170498216 
    Attrib Discussion subscription deleted=Average    -0.28749387185861464 
    Attrib Discussion viewed=Poor    -2.38840869811571 
    Attrib Discussion viewed=Average    0.9140513932613101 
    Attrib Discussion viewed=Good    1.1671897618493372 
    Attrib Views of the forum=Poor    -0.24116546297546818 
    Attrib Views of the forum=Average    0.38688609176698724 
    Attrib Views of the forum=Good    -0.4668455919634911 
    Attrib Post created=Poor    -0.10709815013983777 
    Attrib Post created=Average    -1.190216567184631 
    Attrib Post created=Good    1.1190378873336482 
    Attrib Post deleted=Average    -0.6042019599788252 
    Attrib Post updated=Average    3.0307455437975124 
    Attrib Some content has been posted=Poor   0.2085420910607359 
    Attrib Some content has been posted=Average    1.2099249894952826 
    Attrib Some content has been posted=Good    -1.7524735859822824 
Sigmoid Node 8 
    Inputs    Weights 
    Threshold    -0.2135136255678888 
    Attrib Discussion created=Poor    1.4368782020930948 
    Attrib Discussion created=Average    -0.3367106155757623 
    Attrib Discussion created=Good    -0.8886217182012659 
    Attrib Discussion subscription created=Poor    0.9637015954069731 
    Attrib Discussion subscription created=Average    -0.10452825126134016 
    Attrib Discussion subscription created=Good    -0.6033743313969491 
    Attrib Discussion subscription deleted=Average    -0.22626698208648718 
    Attrib Discussion viewed=Poor    0.7193153421314097 
    Attrib Discussion viewed=Average   0.9451951335931413 
    Attrib Discussion viewed=Good    -1.463341737661335 
    Attrib Views of the forum=Poor    0.3051047557221477 
    Attrib Views of the forum=Average    1.0305984441475413 
    Attrib Views of the forum=Good   -1.0559963086495565 
    Attrib Post created=Poor    -0.35480254467007155 
    Attrib Post created=Average    0.274509895428066 
    Attrib Post created=Good    0.32053785319395295 
    Attrib Post deleted=Average    -0.13921032136661313 
    Attrib Post updated=Average    0.7057951504198928 
    Attrib Some content has been posted=Poor    0.6609861158961247 
    Attrib Some content has been posted=Average    0.23936736305465708 
    Attrib Some content has been posted=Good    -0.6761120699578538 
Sigmoid Node 9 
    Inputs    Weights 
    Threshold    -0.11767978345494119 
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    Attrib Discussion created=Poor    0.6614866984910979 
    Attrib Discussion created=Average    0.057399341361324525 
    Attrib Discussion created=Good   -0.6255231525162575 
    Attrib Discussion subscription created=Poor    1.2142349924244669 
    Attrib Discussion subscription created=Average    -0.655397567740277 
    Attrib Discussion subscription created=Good    -0.5142462623910584 
    Attrib Discussion subscription deleted=Average    -2.5716647103135033 
    Attrib Discussion viewed=Poor   -0.36820685469693964 
    Attrib Discussion viewed=Average    0.35677160722481993 
    Attrib Discussion viewed=Good   0.047935508398115965 
    Attrib Views of the forum=Poor    0.18569535453535024 
    Attrib Views of the forum=Average    1.0939667777506643 
    Attrib Views of the forum=Good    -1.1116153686935804 
    Attrib Post created=Poor    -0.8944098684425618 
    Attrib Post created=Average    -0.9369406172471882 
    Attrib Post created=Good   1.8783761504690761 
    Attrib Post deleted=Average    -0.6287582375525765 
    Attrib Post updated=Average   1.859874780640649 
    Attrib Some content has been posted=Poor    0.6808031160078387 
    Attrib Some content has been posted=Average    -0.18951447185600143 
    Attrib Some content has been posted=Good    -0.40425886026023117 
Sigmoid Node 10 
    Inputs    Weights 
    Threshold    0.3247038548198294 
    Attrib Discussion created=Poor    -1.6526436420554322 
    Attrib Discussion created=Average    1.002061925443101 
    Attrib Discussion created=Good    0.36605953205417147 
    Attrib Discussion subscription created=Poor    0.6632092712155956 
    Attrib Discussion subscription created=Average    -0.3582019994801613 
    Attrib Discussion subscription created=Good   -0.5321597494745273 
    Attrib Discussion subscription deleted=Average    0.11720727318420213 
    Attrib Discussion viewed=Poor    -2.4685256694207167 
    Attrib Discussion viewed=Average   0.9916187050652716 
    Attrib Discussion viewed=Good    1.2315168776546366 
    Attrib Views of the forum=Poor    -0.2063874689127276 
    Attrib Views of the forum=Average    0.3062720182184414 
    Attrib Views of the forum=Good   -0.4510834331436198 
    Attrib Post created=Poor    -0.20275480917249045 
    Attrib Post created=Average    -1.1348939924988888 
    Attrib Post created=Good    1.0652347112903857 
    Attrib Post deleted=Average    -0.6034456244405757 
    Attrib Post updated=Average    3.1923345951443403 
    Attrib Some content has been posted=Poor    0.26422728704963705 
    Attrib Some content has been posted=Average    1.2712565176989281 
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    Attrib Some content has been posted=Good    -1.7633231600533246 
Sigmoid Node 11 
    Inputs    Weights 
    Threshold    -0.5703675271639322 
    Attrib Discussion created=Poor   0.3848655178385157 
    Attrib Discussion created=Average    1.262737536577071 
    Attrib Discussion created=Good    -1.1313021251644977 
    Attrib Discussion subscription created=Poor   1.543503299423359 
    Attrib Discussion subscription created=Average -1.157494595700777 
    Attrib Discussion subscription created=Good    0.1630886778484046 
    Attrib Discussion subscription deleted=Average    -1.3206322865701252 
    Attrib Discussion viewed=Poor   -1.5856042743971834 
    Attrib Discussion viewed=Average    -0.4759804042468897 
    Attrib Discussion viewed=Good    2.6115231568121455 
    Attrib Views of the forum=Poor 0.5584982276990705 
    Attrib Views of the forum=Average    1.0139465841890551 
    Attrib Views of the forum=Good    -0.9973285340980645 
    Attrib Post created=Poor   -1.7827466283449163 
    Attrib Post created=Average    2.789861389753541 
    Attrib Post created=Good    -0.40157312948852203 
    Attrib Post deleted=Average    -0.3594595097295798 
    Attrib Post updated=Average 0.8232524577346649 
    Attrib Some content has been posted=Poor    0.7996867990335293 
    Attrib Some content has been posted=Average    -0.44726417152837306 
    Attrib Some content has been posted=Good    0.17098201003102548 
Sigmoid Node 12 
    Inputs    Weights 
    Threshold    -0.2435978479728849 
    Attrib Discussion created=Poor    0.2898778357151193 
    Attrib Discussion created=Average    0.7061400353699752 
    Attrib Discussion created=Good    -0.6512509952738255 
    Attrib Discussion subscription created=Poor   0.9723966489687815 
    Attrib Discussion subscription created=Average    0.3631878666455143 
    Attrib Discussion subscription created=Good    -1.1268512036624976 
    Attrib Discussion subscription deleted=Average    -0.22448332621843148 
    Attrib Discussion viewed=Poor    0.9141613440212902 
    Attrib Discussion viewed=Average    0.8075749155801978 
    Attrib Discussion viewed=Good    -1.3910432551312073 
    Attrib Views of the forum=Poor    0.33247441412146406 
    Attrib Views of the forum=Average    0.8316948333420164 
    Attrib Views of the forum=Good    -0.82244320131623 
    Attrib Post created=Poor    -0.9917713739425705 
    Attrib Post created=Average    0.9427695860367654 
    Attrib Post created=Good    0.3100058613787998 
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    Attrib Post deleted=Average   -0.07853602200717952 
    Attrib Post updated=Average    0.5947355181970321 
    Attrib Some content has been posted=Poor    0.6633311302033765 
    Attrib Some content has been posted=Average    0.6593579505300818 
    Attrib Some content has been posted=Good   -0.9274751005562724 
Class Poor 
    Input 
    Node 0 
Class Good 
    Input 
    Node 1 
 
 
Time taken to build model: 0.33 seconds 
 
=== Stratified cross-validation === 
=== Summary === 
 
Correctly Classified Instances         144               87.2727 % 
Incorrectly Classified Instances        21               12.7273 % 
Kappa statistic                          0.4793 
Mean absolute error                      0.1382 
Root mean squared error                  0.3147 
Relative absolute error                 58.8658 % 
Root relative squared error             92.5135 % 
Total Number of Instances              165      
 
=== Detailed Accuracy by Class === 
 
        TP Rate  FP Rate  Precision  Recall   F-Measure  MCC      ROC Area  PRC Area  Class 
                 0.916    0.409    0.936      0.916    0.926      0.481    0.813     0.956     Poor 
                 0.591    0.084    0.520      0.591    0.553      0.481    0.813     0.511     Good 
Weighted Avg.    0.873    0.366    0.880      0.873    0.876      0.481    0.813     0.897      
 
=== Confusion Matrix === 
 
   a   b   <-- classified as 
 131 12 |   a =Poor 
   9 13 |   b = Good 
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Linear Regression – Course Total 
=== Run information === 
    
       Scheme:weka.classifiers.functions.LinearRegression -S 0 -R 1.0E-8 
Relation:     total_course_reg 
    Instances:    165 
     Attributes:   11 
                   Discussion created 
                  Discussion subscription created 
                 Discussion subscription deleted 
                 Discussion viewed 
                  Views of the forum 
                 Post created 
                   Post deleted 
                   Post updated 
                  Subscription created 
                  Some content has been posted. 
                 Course total 
         
Test mode:10-fold cross-validation 
   
       === Classifier model (full training set) === 
  
       
       Linear Regression Model 
    
       course total = 
     
       
          6.4723 * Discussion subscription created + 
        1.0656 * Views of the forum + 
        -7.0803 * Post created + 
         11.0267 
   
       
       Time taken to build model: 0 seconds 
   
       === Cross-validation === 
    === Summary === 
     
       Correlation coefficient                      0.5187 
   Mean absolute error                         23.5583 
   Root mean squared error                  23.2772 
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Relative absolute error                   67.6688 % 
  Root relative squared error             86.4508 % 
  Total Number of Instances              165      
    
WEKA results – Reading Proficiency Enhancement dataset 
Decision Tree (J48) - Assignment 1 
=== Run information === 
 
Scheme:       weka.classifiers.trees.J48 -C 0.25 -M 2 
Relation:     assignment1Category 
Instances:    51 
Attributes:   4 
               Views of the forum      
              Post created 
              Some content has been posted. 
              Assignment 1 
Test mode:    10-fold cross-validation 
 
=== Classifier model (full training set) === 
 
J48 pruned tree 
------------------ 
: Fail (51.0/19.0) 
 
Number of Leaves  :  1 
Size of the tree :  1 
 
Time taken to build model: 0.02 seconds 
 
=== Stratified cross-validation === 
=== Summary === 
 
Correctly Classified Instances          32               62.7451 % 
Incorrectly Classified Instances        19               37.2549 % 
Kappa statistic                          0      
Mean absolute error                      0.4684 
Root mean squared error                  0.4844 
Relative absolute error                 99.7183 % 
Root relative squared error            100.0015 % 
Total Number of Instances               51      
 
=== Detailed Accuracy by Class === 
 
                 TP Rate  FP Rate  Precision  Recall   F-Measure  MCC      ROC Area  PRC Area  Class 
                 0.000        0.000         ?          0.000             ?          ?              0.451     0.353           Pass 
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                 1.000        1.000      0.627      1.000          0.771      ?              0.451     0.605           Fail 
Weighted Avg.            0.627    0.627          ?              0.627      ?                  ?        0.451         0.511      
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
  0 19 |  a = Pass 
  0 32 |  b = Fail 
 
Multilayer Perceptron - Assignment 1 
=== Run information === 
Scheme:       weka.classifiers.functions.MultilayerPerceptron -L 0.3 -M 0.2 -N 500 -V 0 -S 0 -E 20 -H 
a 
Relation:     assignment1Category 
Instances:    51 
Attributes:   4 
               Views of the forum      
              Post created 
              Some content has been posted. 
              Assignment 1 
Test mode:    10-fold cross-validation 
 
=== Classifier model (full training set) === 
 
Sigmoid Node 0 
    Inputs    Weights 
    Threshold    2.755432750197881 
    Node 2    -2.691917250578359 
    Node 3    -1.8881463733409123 
    Node 4    -0.19087753387483175 
    Node 5    -0.7270767930655332 
    Node 6    -1.4655358654227495 
Sigmoid Node 1 
    Inputs    Weights 
    Threshold    -2.7583824376404187 
    Node 2    2.6960523678520376 
    Node 3    1.8791168974483003 
    Node 4    0.17201512235227182 
    Node 5    0.7251133569706875 
    Node 6    1.4829140421667442 
Sigmoid Node 2 
    Inputs    Weights 
    Threshold    -0.6139174539234614 
    Attrib  Views of the forum=Good    1.7372610900566 
    Attrib  Views of the forum=Poor    -0.7926282961016315 
    Attrib  Views of the forum=Average    -0.27317860403515837 
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    Attrib Post created=Average    2.399256944067882 
    Attrib Post created=Poor    -0.5092819975950795 
    Attrib Post created=Good    -1.1230141712963628 
    Attrib Some content has been posted.=Average    1.3550284687741718 
    Attrib Some content has been posted.=Poor    0.4891027542529387 
    Attrib Some content has been posted.=Good    -1.215199004455163 
Sigmoid Node 3 
    Inputs    Weights 
    Threshold    -0.7900282586753414 
    Attrib  Views of the forum=Good    -0.033954639048005435 
    Attrib  Views of the forum=Poor    0.25920703575960646 
    Attrib  Views of the forum=Average    0.4442676483589481 
    Attrib Post created=Average    0.3817857626071133 
    Attrib Post created=Poor    0.7619784764835481 
    Attrib Post created=Good    -0.37347662363105927 
    Attrib Some content has been posted.=Average    -1.1890510965127818 
    Attrib Some content has been posted.=Poor    2.4338942432395276 
    Attrib Some content has been posted.=Good    -0.45887631295704323 
Sigmoid Node 4 
    Inputs    Weights 
    Threshold    -1.3720347245450741 
    Attrib  Views of the forum=Good    0.5995367050837678 
    Attrib  Views of the forum=Poor    0.33594227749003747 
    Attrib  Views of the forum=Average    0.3988504599924382 
    Attrib Post created=Average    0.9428151449830443 
    Attrib Post created=Poor    0.16017000699350853 
    Attrib Post created=Good    0.2050740635080854 
    Attrib Some content has been posted.=Average    -0.22421686374485958 
    Attrib Some content has been posted.=Poor    1.3575825859907216 
    Attrib Some content has been posted.=Good    0.2364119294938252 
Sigmoid Node 5 
    Inputs    Weights 
    Threshold    -0.11987332905024418 
    Attrib  Views of the forum=Good    -0.6902404622051055 
    Attrib  Views of the forum=Poor    -0.05969270730486182 
    Attrib  Views of the forum=Average    0.9507159083826823 
    Attrib Post created=Average    0.5591069444766938 
    Attrib Post created=Poor    0.4787975985347218 
    Attrib Post created=Good    -0.8174642731018427 
    Attrib Some content has been posted.=Average    -0.9659210423626652 
    Attrib Some content has been posted.=Poor    1.9788423765967977 
    Attrib Some content has been posted.=Good    -0.816476152827222 
Sigmoid Node 6 
    Inputs    Weights 
    Threshold    -0.7341620696004494 
    Attrib  Views of the forum=Good    -0.003980420455441353 
    Attrib  Views of the forum=Poor    0.2802865995278084 
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    Attrib  Views of the forum=Average    0.42478337168645164 
    Attrib Post created=Average    0.4182423464718067 
    Attrib Post created=Poor    0.7837574400918071 
    Attrib Post created=Good    -0.36625900762822555 
    Attrib Some content has been posted.=Average    -1.0719820069960773 
    Attrib Some content has been posted.=Poor    2.2070776330810347 
    Attrib Some content has been posted.=Good    -0.3397767959109704 
Class Pass 
    Input 
    Node 0 
Class Fail 
    Input 
    Node 1 
 
 
Time taken to build model: 0.53 seconds 
 
=== Stratified cross-validation === 
=== Summary === 
 
Correctly Classified Instances          29               56.8627 % 
Incorrectly Classified Instances        22               43.1373 % 
Kappa statistic                         -0.009  
Mean absolute error                      0.4281 
Root mean squared error                  0.4836 
Relative absolute error                 91.1509 % 
Root relative squared error             99.8409 % 
Total Number of Instances               51      
 
=== Detailed Accuracy By Class === 
 
                 TP Rate  FP Rate  Precision  Recall   F-Measure  MCC      ROC Area  PRC Area  Class 
                 0.211    0.219    0.364      0.211    0.267      -0.010   0.525     0.455     Pass 
                 0.781    0.789    0.625      0.781    0.694      -0.010   0.525     0.667     Fail 
Weighted Avg.    0.569    0.577    0.528      0.569    0.535      -0.010   0.525     0.588      
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
  4 15 |  a = Pass 
  7 25 |  b = Fail 
 
Linear regression – Assignment 1 
 === Run information === 
Scheme:       weka.classifiers.functions.LinearRegression -S 0 -R 1.0E-8 -num-decimal-places 4 
Relation:     assignment1 
Instances:    51 
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Attributes:   4 
              Views of the forum 
              Post created 
              Some content has been posted. 
              Assignment 1 
Test mode:    10-fold cross-validation 
 
=== Classifier model (full training set) === 
Linear Regression Model 
Assignment 1 = 
 
     13.8052 * Some content has been posted. + 
     10.604  
 
Time taken to build model: 0 seconds 
=== Cross-validation === 
=== Summary === 
 
Correlation coefficient                  0.3803 
Mean absolute error                     31.9476 
Root mean squared error                 37.7268 
Relative absolute error                 79.0253 % 
Root relative squared error             89.8539 % 
Total Number of Instances               51      
 
 
Decision Tree (J48) - Assignment 2 
=== Run information === 
Scheme:       weka.classifiers.trees.J48 -C 0.25 -M 2 
Relation:     assignment2Categorical 
Instances:    51 
Attributes:   4 
             Views of the forum 
              Post created 
              Some content has been posted. 
              Assignment 2 
Test mode:    10-fold cross-validation 
 
=== Classifier model (full training set) === 
 
J48 pruned tree 
------------------ 
: Fail (51.0/4.0) 
 
Number of Leaves  :  1 
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Size of the tree :  1 
 
Time taken to build model: 0.01 seconds 
 
=== Stratified cross-validation === 
=== Summary === 
 
Correctly Classified Instances          47               92.1569 % 
Incorrectly Classified Instances         4                7.8431 % 
Kappa statistic                          0      
Mean absolute error                      0.1463 
Root mean squared error                  0.2727 
Relative absolute error                 90.833  % 
Root relative squared error             99.865  % 
Total Number of Instances               51      
 
Multilayer Perceptron - Assignment 2 
=== Run information === 
 
Scheme:       weka.classifiers.functions.MultilayerPerceptron -L 0.3 -M 0.2 -N 500 -V 0 -S 0 -E 20 -H 
a 
Relation:     assignment2Categorical 
Instances:    51 
Attributes:   4 
              Views of the forum 
              Post created 
              Some content has been posted. 
              Assignment 2 
Test mode:    10-fold cross-validation 
 
=== Classifier model (full training set) === 
 
Sigmoid Node 0 
    Inputs    Weights 
    Threshold    -0.4224866195221298 
    Node 2    1.715742907049713 
    Node 3    1.2296137442055435 
    Node 4    1.389523550057965 
Sigmoid Node 1 
    Inputs    Weights 
    Threshold    0.42132959119552027 
    Node 2    -1.7223635174251632 
    Node 3    -1.1967391228917632 
    Node 4    -1.3973863503638142 
Sigmoid Node 2 
    Inputs    Weights 
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    Threshold    1.9020504044475661 
    Attrib Views of the forum=Good    -2.0458437387142303 
    Attrib Views of the forum=Poor    0.20074096611900638 
    Attrib Views of the forum=Average    -0.04768482665834557 
    Attrib Post created=Poor    -1.8968233664095762 
    Attrib Some content has been posted.=Poor    -0.02077714870911588 
Sigmoid Node 3 
    Inputs    Weights 
    Threshold    0.9819304044020631 
    Attrib Views of the forum=Good    -1.7067007699837677 
    Attrib Views of the forum=Poor    0.6619733486130378 
    Attrib Views of the forum=Average    0.02956451776762302 
    Attrib Post created=Poor    -1.0699010083660498 
    Attrib Some content has been posted.=Poor    0.510451153623266 
Sigmoid Node 4 
    Inputs    Weights 
    Threshold    1.5433006989329328 
    Attrib Views of the forum=Good    -1.8434552588424111 
    Attrib Views of the forum=Poor    0.28223171195399144 
    Attrib Views of the forum=Average    -0.06794228526511253 
    Attrib Post created=Poor    -1.59761490745141 
    Attrib Some content has been posted.=Poor    0.10967790314422571 
Class Fail 
    Input 
    Node 0 
Class Pass 
    Input 
    Node 1 
 
 
Time taken to build model: 0.22 seconds 
 
=== Stratified cross-validation === 
=== Summary === 
 
Correctly Classified Instances          46               90.1961 % 
Incorrectly Classified Instances         5                9.8039 % 
Kappa statistic                         -0.0324 
Mean absolute error                      0.15   
Root mean squared error                  0.308  
Relative absolute error                 93.1242 % 
Root relative squared error            112.7966 % 
Total Number of Instances               51      
 
=== Detailed Accuracy by Class === 
 
                 TP Rate  FP Rate  Precision  Recall   F-Measure  MCC      ROC Area  PRC Area  Class 
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                 0.979    1.000    0.920      0.979    0.948      -0.041   0.253     0.855     Fail 
                 0.000    0.021    0.000      0.000    0.000      -0.041   0.253     0.062     Pass 
Weighted Avg.    0.902    0.923    0.848      0.902    0.874      -0.041   0.253     0.793      
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 46  1 |  a = Fail 
  4  0 |  b = Pass 
 
Linear Regression - Assignment 2 
=== Run information === 
 
Scheme:       weka.classifiers.functions.LinearRegression -S 0 -R 1.0E-8 -num-decimal-places 4 
Relation:     Assignment2 
Instances:    51 
Attributes:   4 
               Views of the forum  
              Post created 
              Some content has been posted. 
              Assignment 2 
Test mode:    10-fold cross-validation 
 
=== Classifier model (full training set) === 
 
Linear Regression Model 
 
Assignment 2 = 
 
     20.0011 * Some content has been posted. + 
     26.5477 
 
Time taken to build model: 0 seconds 
 
=== Cross-validation === 
=== Summary === 
 
Correlation coefficient                  0.4167 
Mean absolute error                     30.1263 
Root mean squared error                 35.6    
Relative absolute error                 77.0228 % 
Root relative squared error             87.3454 % 
Total Number of Instances               51      
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Decision Tree (J48) - Assignment 3 
=== Run information === 
 
Scheme:       weka.classifiers.trees.J48 -C 0.25 -M 2 
Relation:     assignment3Category 
Instances:    51 
Attributes:   5 
              Discussion subscription created 
              Views of the forum 
              Post created 
              Some content has been posted 
              Assignment 3 
Test mode:    10-fold cross-validation 
 
=== Classifier model (full training set) === 
 
J48 pruned tree 
------------------ 
 
Views of the forum = Good: Pass (28.0/7.0) 
Views of the forum = Poor: Fail (13.0/4.0) 
Views of the forum = Average: Fail (10.0/3.0) 
 
Number of Leaves  :  3 
 
Size of the tree :  4 
 
 
Time taken to build model: 0 seconds 
 
=== Stratified cross-validation === 
=== Summary === 
 
Correctly Classified Instances          34               66.6667 % 
Incorrectly Classified Instances        17               33.3333 % 
Kappa statistic                          0.3189 
Mean absolute error                      0.4139 
Root mean squared error                  0.4817 
Relative absolute error                 83.3265 % 
Root relative squared error             96.5375 % 
Total Number of Instances               51      
 
=== Detailed Accuracy by Class === 
 
          TP Rate  FP Rate  Precision  Recall   F-Measure  MC ROC Area  PRC Area  Class 
                 0.750    0.435    0.677      0.750    0.712      0.321    0.603     0.608     Pass 
                 0.565    0.250    0.650      0.565    0.605      0.321    0.603     0.610     Fail 
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Weighted Avg.    0.667    0.351    0.665      0.667    0.664      0.321    0.603     0.609      
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 21  7 |  a = Pass 
 10 13 |  b = Fail 
 
Multilayer Perceptron - Assignment 3 
=== Run information === 
 
Scheme:       weka.classifiers.functions.MultilayerPerceptron -L 0.3 -M 0.2 -N 500 -V 0 -S 0 -E 20 -H 
a 
Relation:     assignment3Category 
Instances:    51 
Attributes:   5 
              Discussion subscription created 
              Views of the forum 
              Post created 
              Some content has been posted 
              Assignment 3 
Test mode:    10-fold cross-validation 
 
=== Classifier model (full training set) === 
 
Sigmoid Node 0 
    Inputs    Weights 
    Threshold    -0.9281941268402312 
    Node 2    1.0153615724265048 
    Node 3    -1.867397932316518 
    Node 4    2.99605688585513 
    Node 5    1.9600565258177092 
    Node 6    -2.126955758737544 
Sigmoid Node 1 
    Inputs    Weights 
    Threshold    0.928182366453004 
    Node 2    -1.0153667697636486 
    Node 3    1.8781009855880864 
    Node 4    -2.9955582475124882 
    Node 5    -1.9600839952554292 
    Node 6    2.1164525544288764 
Sigmoid Node 2 
    Inputs    Weights 
    Threshold    -0.2854191556845863 
    Attrib Discussion subscription created=Poor    -0.1391172177906862 
    Attrib Views of the forum=Good    -1.0103625910902718 
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    Attrib Views of the forum=Poor    -0.6866588686054126 
    Attrib Views of the forum=Average    2.0377035506868646 
    Attrib Post created=Poor    -0.2558950797438391 
    Attrib Some content has been posted=Average    -0.3451312607562207 
    Attrib Some content has been posted=Poor    -0.28269298751481725 
    Attrib Some content has been posted=Good    1.0204430017629142 
Sigmoid Node 3 
    Inputs    Weights 
    Threshold    -1.4821003579652854 
    Attrib Discussion subscription created=Poor    -0.46716675728055035 
    Attrib Views of the forum=Good    -1.6696115698581282 
    Attrib Views of the forum=Poor    1.534567855104832 
    Attrib Views of the forum=Average    1.5594451172007542 
    Attrib Post created=Poor    -1.0848088610102031 
    Attrib Some content has been posted=Average    1.516428032704771 
    Attrib Some content has been posted=Poor    -1.0057929547980964 
    Attrib Some content has been posted=Good    1.052803544478937 
Sigmoid Node 4 
    Inputs    Weights 
    Threshold    -1.7982391227150563 
    Attrib Discussion subscription created=Poor    -3.4200493778510426 
    Attrib Views of the forum=Good    1.5632500729230268 
    Attrib Views of the forum=Poor    1.0847087469691892 
    Attrib Views of the forum=Average    -0.8624520181836476 
    Attrib Post created=Poor    -0.21172293271298093 
    Attrib Some content has been posted=Average    0.580061676153811 
    Attrib Some content has been posted=Poor    -0.20700061062313502 
    Attrib Some content has been posted=Good    1.3915831183933 
Sigmoid Node 5 
    Inputs    Weights 
    Threshold    -2.027167382683771 
    Attrib Discussion subscription created=Poor    -1.1386185993999485 
    Attrib Views of the forum=Good    2.2667924290328285 
    Attrib Views of the forum=Poor    1.445380988906652 
    Attrib Views of the forum=Average    -1.5834216481585615 
    Attrib Post created=Poor    -0.8525000260931722 
    Attrib Some content has been posted=Average    2.740584295736195 
    Attrib Some content has been posted=Poor    -0.8916703045953805 
    Attrib Some content has been posted=Good    0.25383712362501176 
Sigmoid Node 6 
    Inputs    Weights 
    Threshold    -1.4993169915002575 
    Attrib Discussion subscription created=Poor    -0.45773642898438466 
    Attrib Views of the forum=Good    -1.7490791771084895 
    Attrib Views of the forum=Poor    1.6388435942963744 
    Attrib Views of the forum=Average    1.6476394729594859 
    Attrib Post created=Poor    -1.1195193583435352 
213 | P a g e  
 
    Attrib Some content has been posted=Average    1.5535839369736417 
    Attrib Some content has been posted=Poor    -1.112840856765044 
    Attrib Some content has been posted=Good    1.0932484601480041 
Class Pass 
    Input 
    Node 0 
Class Fail 
    Input 
    Node 1 
 
 
Time taken to build model: 0.27 seconds 
 
=== Stratified cross-validation === 
=== Summary === 
 
Correctly Classified Instances          34               66.6667 % 
Incorrectly Classified Instances        17               33.3333 % 
Kappa statistic                          0.3189 
Mean absolute error                      0.3933 
Root mean squared error                  0.4811 
Relative absolute error                 79.1727 % 
Root relative squared error             96.4054 % 
Total Number of Instances               51      
 
=== Detailed Accuracy by Class === 
 
        TP Rate  FP Rate  Precision  Recall   F-Measure  MCC ROC Area  PRC Area  Class 
                 0.750    0.435    0.677      0.750    0.712      0.321    0.692     0.710     Pass 
                 0.565    0.250    0.650      0.565    0.605      0.321    0.692     0.649     Fail 
Weighted Avg.    0.667    0.351    0.665      0.667    0.664      0.321    0.692     0.682      
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 21  7 |  a = Pass 
 10 13 |  b = Fail 
 
Linear Regression - Assignment 3 
=== Run information === 
 
Scheme:       weka.classifiers.functions.LinearRegression -S 0 -R 1.0E-8 -num-decimal-places 4 
Relation:     assignment3 
Instances:    51 
Attributes:   6 
              Discussion subscription created 
              Discussion viewed 
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              Views of the forum 
              Post created 
              Some content has been posted 
              Assignment 3 
Test mode:    10-fold cross-validation 
 
=== Classifier model (full training set) === 
 
 
Linear Regression Model 
 
Assignment 3 = 
 
      3.2195 * Views of the forum + 
     35.1617 * Post created + 
    -31.58   * Some content has been posted + 
     26.4169 
 
Time taken to build model: 0.04 seconds 
 
=== Cross-validation === 
=== Summary === 
 
Correlation coefficient                  0.2413 
Mean absolute error                     35.7762 
Root mean squared error                 40.8313 
Relative absolute error                 88.5582 % 
Root relative squared error             99.613  % 
Total Number of Instances               51      
 
Decision Tree (J48) – Course Total 
=== Run information === 
 
Scheme:       weka.classifiers.trees.J48 -C 0.25 -M 2 
Relation:     coursetotalcategory 
Instances:    51 
Attributes:   4 
              Views of the forum 
              Post created 
              Some content has been posted. 
              Course total 
Test mode:    10-fold cross-validation 
 
=== Classifier model (full training set) === 
 
J48 pruned tree 
------------------ 
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: Pass (51.0/8.0) 
 
Number of Leaves  :  1 
 
Size of the tree :  1 
 
 
Time taken to build model: 0 seconds 
 
=== Stratified cross-validation === 
=== Summary === 
 
Correctly Classified Instances          43               84.3137 % 
Incorrectly Classified Instances         8               15.6863 % 
Kappa statistic                          0      
Mean absolute error                      0.2658 
Root mean squared error                  0.3656 
Relative absolute error                 96.451  % 
Root relative squared error             99.9467 % 
Total Number of Instances               51      
 
=== Detailed Accuracy By Class === 
 
      TP Rate  FP Rate  Precision  Recall   F-Measure  MCC  ROC Area  PRC Area  Class 
                 1.000    1.000    0.843      1.000    0.915      ?        0.364     0.771     Pass 
                 0.000    0.000    ?          0.000    ?          ?        0.382     0.140     Fail 
Weighted Avg.    0.843    0.843    ?          0.843    ?          ?        0.367     0.672      
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 43  0 |  a = Pass 
  8  0 |  b = Fail 
 
Multilayer Perceptron – Course Total 
=== Run information === 
 
Scheme:       weka.classifiers.functions.MultilayerPerceptron -L 0.3 -M 0.2 -N 500 -V 0 -S 0 -E 20 -H 
a 
Relation:     coursetotalcategory 
Instances:    51 
Attributes:   4 
              Views of the forum 
              Post created 
              Some content has been posted. 
              Course total 
Test mode:    10-fold cross-validation 
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=== Classifier model (full training set) === 
 
Sigmoid Node 0 
    Inputs    Weights 
    Threshold    -2.594467271937348 
    Node 2    1.6044705687584218 
    Node 3    1.411712789700032 
    Node 4    1.8385886463129557 
    Node 5    2.532964591360062 
    Node 6    1.3784915303556846 
Sigmoid Node 1 
    Inputs    Weights 
    Threshold    2.6011009009885115 
    Node 2    -1.6039824634668312 
    Node 3    -1.436718981620268 
    Node 4    -1.8303596697844715 
    Node 5    -2.5399739163654393 
    Node 6    -1.3690204746934136 
Sigmoid Node 2 
    Inputs    Weights 
    Threshold    0.6167090145038483 
    Attrib Views of the forum=Good    -1.715707937943521 
    Attrib Views of the forum=Average    -1.0176369001520997 
    Attrib Views of the forum=Poor    2.1741725595881216 
    Attrib Post created=Good    0.8097160152334733 
    Attrib Post created=Average    -0.41168314373849046 
    Attrib Post created=Poor    -0.8616985647458447 
    Attrib Some content has been posted.=Good    0.8082221306631672 
    Attrib Some content has been posted.=Average    -0.4560329826138779 
    Attrib Some content has been posted.=Poor    -0.9538833979046463 
Sigmoid Node 3 
    Inputs    Weights 
    Threshold    0.3972084870827263 
    Attrib Views of the forum=Good    -0.5162006060355333 
    Attrib Views of the forum=Average    -0.14797539675149465 
    Attrib Views of the forum=Poor    0.14645930209950914 
    Attrib Post created=Good    0.6028466779686219 
    Attrib Post created=Average    0.4181350869128601 
    Attrib Post created=Poor    -1.4379308951799301 
    Attrib Some content has been posted.=Good    0.6061549230740177 
    Attrib Some content has been posted.=Average    0.5159057494435141 
    Attrib Some content has been posted.=Poor    -1.523330584505919 
Sigmoid Node 4 
    Inputs    Weights 
    Threshold    0.38609247136695646 
    Attrib Views of the forum=Good    -0.36870258096473607 
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    Attrib Views of the forum=Average    -0.17513505750678518 
    Attrib Views of the forum=Poor    0.12003988512572826 
    Attrib Post created=Good    0.5970327518859667 
    Attrib Post created=Average    0.5019436142974524 
    Attrib Post created=Poor    -1.5490443466108217 
    Attrib Some content has been posted.=Good    0.5699066864389774 
    Attrib Some content has been posted.=Average    0.5594502500137659 
    Attrib Some content has been posted.=Poor    -1.5177064806250797 
Sigmoid Node 5 
    Inputs    Weights 
    Threshold    1.2484553771838647 
    Attrib Views of the forum=Good    -2.721154708641285 
    Attrib Views of the forum=Average    0.80897401765139 
    Attrib Views of the forum=Poor    0.7446347236285197 
    Attrib Post created=Good    0.3404798803766248 
    Attrib Post created=Average    -0.8643900674238533 
    Attrib Post created=Poor    -0.623978249277301 
    Attrib Some content has been posted.=Good    0.36556514191223355 
    Attrib Some content has been posted.=Average    -0.9144585377367481 
    Attrib Some content has been posted.=Poor    -0.6229901290026805 
Sigmoid Node 6 
    Inputs    Weights 
    Threshold    0.36568551408682604 
    Attrib Views of the forum=Good    -0.3998120840445781 
    Attrib Views of the forum=Average    -0.0851182431025099 
    Attrib Views of the forum=Poor    0.08617229421863709 
    Attrib Post created=Good    0.6019071841933489 
    Attrib Post created=Average    0.5143049125029627 
    Attrib Post created=Poor    -1.3803189014482107 
    Attrib Some content has been posted.=Good    0.6088806818765767 
    Attrib Some content has been posted.=Average    0.44042725434112506 
    Attrib Some content has been posted.=Poor    -1.3538366897309562 
Class Pass 
    Input 
    Node 0 
Class Fail 
    Input 
    Node 1 
 
 
Time taken to build model: 0.28 seconds 
 
=== Stratified cross-validation === 
=== Summary === 
 
Correctly Classified Instances          43               84.3137 % 
Incorrectly Classified Instances         8               15.6863 % 
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Kappa statistic                          0.2555 
Mean absolute error                      0.2064 
Root mean squared error                  0.3427 
Relative absolute error                 74.894  % 
Root relative squared error             93.6867 % 
Total Number of Instances               51      
 
=== Detailed Accuracy by Class === 
 
    TP Rate  FP Rate  Precision  Recall   F-Measure  MCC      ROC Area  PRC Area  Class 
                 0.953    0.750    0.872      0.953    0.911      0.275    0.729     0.930     Pass 
                 0.250    0.047    0.500      0.250    0.333      0.275    0.782     0.535     Fail 
Weighted Avg.    0.843    0.640    0.814      0.843    0.820      0.275    0.737     0.868      
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 41  2 |  a = Pass 
  6  2 |  b = Fail 
 
 
Linear Regression – Course Total 
=== Run information === 
Scheme:       weka.classifiers.functions.LinearRegression -S 0 -R 1.0E-8 -num-decimal-places 4 
Relation:     coursetotalAssign 
Instances:    51 
Attributes:   4 
              Views of the forum 
              Post created 
              Some content has been posted. 
              Course total 
Test mode:    10-fold cross-validation 
 
=== Classifier model (full training set) === 
 
Linear Regression Model 
 
Course total = 
 
      4.9504 * Some content has been posted. + 
     43.7798 
 
Time taken to build model: 0.05 seconds 
 
=== Cross-validation === 
=== Summary === 
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Correlation coefficient                  0.4103 
Mean absolute error                     27.388  
Root mean squared error                 32.3576 
Relative absolute error                 88.6087 % 
Root relative squared error             89.9639 % 
Total Number of Instances               51    
 
WEKA results - Students’ academic performance dataset 
 
Decision Tree (J48) 
=== Run information === 
Scheme:       weka.classifiers.trees.J48 -C 0.25 -M 2 
Relation:     StudentPerformanceCorrelation 
Instances:    480 
Attributes:   9 
              gender 
              Nationality 
              PlaceofBirth 
              Semester 
              Relation 
              ParentAnsweringSurvey 
              ParentschoolSatisfaction 
              StudentAbsenceDays 
              Class 
Test mode:    10-fold cross-validation 
=== Classifier model (full training set) === 
J48 pruned tree 
------------------ 
StudentAbsenceDays = Under-7 
|   Relation = Father: M (145.0/52.0) 
|   Relation = Mum 
|   |   gender = M 
|   |   |   ParentAnsweringSurvey = Yes: H (50.0/18.0) 
|   |   |   ParentAnsweringSurvey = No: M (17.0/3.0) 
|   |   gender = F: H (77.0/15.0) 
StudentAbsenceDays = Above-7 
|   ParentAnsweringSurvey = Yes 
|   |   PlaceofBirth = Kuwait 
|   |   |   ParentschoolSatisfaction = Good 
|   |   |   |   Relation = Father: L (18.0/4.0) 
|   |   |   |   Relation = Mum: M (7.0/2.0) 
|   |   |   ParentschoolSatisfaction = Bad: M (4.0) 
|   |   PlaceofBirth = Lebanon: M (0.0) 
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|   |   PlaceofBirth = Egypt: M (0.0) 
|   |   PlaceofBirth = SaudiArabia: H (1.0) 
|   |   PlaceofBirth = USA: L (1.0) 
|   |   PlaceofBirth = Jordan: M (36.0/6.0) 
|   |   PlaceofBirth = Venezuela: M (0.0) 
|   |   PlaceofBirth = Iran: M (1.0) 
|   |   PlaceofBirth = Tunis: L (1.0) 
|   |   PlaceofBirth = Morocco: M (0.0) 
|   |   PlaceofBirth = Syria: M (2.0/1.0) 
|   |   PlaceofBirth = Iraq: M (6.0) 
|   |   PlaceofBirth = Palestine: M (0.0) 
|   |   PlaceofBirth = Libya: M (0.0) 
|   ParentAnsweringSurvey = No: L (114.0/22.0) 
Number of Leaves:  21 
Size of the tree:  29 
Time taken to build model: 0 seconds 
 
=== Stratified cross-validation === 
=== Summary == 
Correctly Classified Instances         339               70.625 % 
Incorrectly Classified Instances       141               29.375 % 
Kappa statistic                          0.5469 
Mean absolute error                      0.2727 
Root mean squared error                  0.3803 
Relative absolute error                 62.9937 % 
Root relative squared error             81.7457 % 
Total Number of Instances              480      
=== Detailed Accuracy by Class === 
 
                 TP Rate FP Rate  Precision  Recall   F-Measure  MCC      ROC Area  PRC Area  Class 
                 0.682    0.264    0.670      0.682    0.676      0.418    0.708     0.650     M 
                 0.803    0.085    0.773      0.803    0.788      0.709    0.889     0.664     L 
                 0.655    0.118    0.699      0.655    0.676      0.547    0.842     0.638     H 
Weighted Avg.    0.706    0.174    0.706      0.706    0.706      0.533    0.796     0.650      
 
=== Confusion Matrix === 
 
   a   b   c   <-- classified as 
 144 27 40 |   a = M 
  25 102   0 |   b = L 
  46   3 93 |   c = H 
 
Multilayer Perceptron 
=== Run information === 
Scheme:       weka.classifiers.functions.MultilayerPerceptron -L 0.3 -M 0.2 -N 500 -V 0 -S 0 -E 20 -H 
a 
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Relation:     StudentPerformanceCorrelation 
Instances:    480 
Attributes:   9 
              Gender 
              Nationality 
              PlaceofBirth 
              Semester 
              Relation 
              ParentAnsweringSurvey 
              ParentschoolSatisfaction 
              StudentAbsenceDays 
              Class 
Test mode:    10-fold cross-validation 
 
=== Classifier model (full training set) === 
 
Sigmoid Node 0 
    Inputs    Weights 
    Threshold    0.3814637704289719 
    Node 3    -2.7571763963687186 
    Node 4    1.5678371919407461 
    Node 5    -1.5897722679582404 
    Node 6    -3.6048428359473674 
    Node 7    -0.3802504636296896 
    Node 8    -2.0326638630700056 
    Node 9    -0.8793377162126023 
    Node 10    0.5471481590704317 
    Node 11    3.9202011860949124 
    Node 12    3.7784209994800237 
    Node 13    -4.4817872064843005 
    Node 14    -4.0711500911499705 
    Node 15    2.3806223215174462 
    Node 16    2.3873849916026693 
    Node 17    3.434436634196776 
    Node 18    -4.561157240072619 
    Node 19    -0.9615059260139783 
    Node 20    -4.425283460816631 
Sigmoid Node 1 
    Inputs    Weights 
    Threshold    -2.9336745879753683 
    Node 3    3.4939486606729484 
    Node 4    -1.396721921435415 
    Node 5    -1.318292604804288 
    Node 6    2.9537271089097645 
    Node 7    1.8339602038982838 
    Node 8    1.8672312007414935 
    Node 9    -4.390375591851855 
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    Node 10    0.5213233856723434 
    Node 11    0.0584844080487969 
    Node 12    -2.2065845175479217 
    Node 13    3.245368483233027 
    Node 14    -1.0349758905198925 
    Node 15    -1.5543978425306244 
    Node 16    -1.1632459042215082 
    Node 17    -3.6164932375165044 
    Node 18    -0.06949077839817837 
    Node 19    -2.725373493970316 
    Node 20    2.791064406420009 
Sigmoid Node 2 
    Inputs    Weights 
    Threshold    -0.40310740087199465 
    Node 3    -2.8177299897819705 
    Node 4    -2.4696966656577732 
    Node 5    -1.4858406030547904 
    Node 6    2.9859107227876107 
    Node 7    -1.2574451697627718 
    Node 8    1.1134950538554373 
    Node 9    1.0070181881135727 
    Node 10    -1.0975089661086694 
    Node 11    -7.139582694653098 
    Node 12    -2.9766208432916037 
    Node 13    -2.0441626024986586 
    Node 14    5.007049926860191 
    Node 15    -2.826015025572404 
    Node 16    -2.1094602140805114 
    Node 17    -2.680811004110196 
    Node 18    4.046909756911588 
    Node 19    0.8301994583907067 
    Node 20    4.380501742832182 
Sigmoid Node 3 
    Inputs    Weights 
    Threshold    -0.5059721669834701 
    Attrib gender=F    -2.6560009398074502 
    Attrib Nationality=KW    0.709915003515178 
    Attrib Nationality=Lebanon    0.9729613741587054 
    Attrib Nationality=Egypt    -2.0765476345809337 
    Attrib Nationality=SaudiArabia    -1.3003884552767235 
    Attrib Nationality=USA    0.5748342625972893 
    Attrib Nationality=Jordan    0.7064762682188721 
    Attrib Nationality=Venezuela    0.5008449994339798 
    Attrib Nationality=Iran    -1.1480956837248049 
    Attrib Nationality=Tunis    2.097649396639002 
    Attrib Nationality=Morocco    0.5815039455029849 
    Attrib Nationality=Syria    1.9556822226309962 
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    Attrib Nationality=Palestine    0.3868870682131213 
    Attrib Nationality=Iraq    0.15653899510621003 
    Attrib Nationality=Libya    1.5157744701238816 
    Attrib PlaceofBirth=Kuwait    -0.4331839116443272 
    Attrib PlaceofBirth=lebanon    0.9992533780346583 
    Attrib PlaceofBirth=Egypt    -0.7084860726860825 
    Attrib PlaceofBirth=SaudiArabia    1.795621949127938 
    Attrib PlaceofBirth=USA    -0.4852587821937245 
    Attrib PlaceofBirth=Jordan    -0.866310096460477 
    Attrib PlaceofBirth=Venezuela    0.4459730260143045 
    Attrib PlaceofBirth=Iran    -1.1675350146039563 
    Attrib PlaceofBirth=Tunis    1.7316037855962714 
    Attrib PlaceofBirth=Morocco    0.5873687410667072 
    Attrib PlaceofBirth=Syria    1.4573394416366685 
    Attrib PlaceofBirth=Iraq    0.2269222700765023 
    Attrib PlaceofBirth=Palestine    0.4441431711744518 
    Attrib PlaceofBirth=Libya    1.50903118392195 
    Attrib Semester=S    1.6051063548359845 
    Attrib Relation=Mum    1.8228687956268415 
    Attrib ParentAnsweringSurvey=No    2.2079260989352023 
    Attrib ParentschoolSatisfaction=Bad    2.2475359305688776 
    Attrib StudentAbsenceDays=Above-7    4.322604720132418 
Sigmoid Node 4 
    Inputs    Weights 
    Threshold    -0.102632774430173 
    Attrib gender=F    4.261439308090913 
    Attrib Nationality=KW    -1.121993215034219 
    Attrib Nationality=Lebanon    -0.7647152850295498 
    Attrib Nationality=Egypt    2.7752740263841438 
    Attrib Nationality=SaudiArabia    0.8028632293137787 
    Attrib Nationality=USA    1.0827617704686419 
    Attrib Nationality=Jordan    -3.3158514511228803 
    Attrib Nationality=Venezuela    0.14739189705320196 
    Attrib Nationality=Iran    0.09996580398173971 
    Attrib Nationality=Tunis    0.009159715660563525 
    Attrib Nationality=Morocco    0.14780747363019509 
    Attrib Nationality=Syria    0.13200655232033195 
    Attrib Nationality=Palestine    1.1744864341105932 
    Attrib Nationality=Iraq    0.6308672980297122 
    Attrib Nationality=Libya    -0.06459810812067282 
    Attrib PlaceofBirth=Kuwait    0.5686035521081126 
    Attrib PlaceofBirth=Lebanon    -0.9982306798719484 
    Attrib PlaceofBirth=Egypt    -0.49339790252029764 
    Attrib PlaceofBirth=SaudiArabia    3.700545892897414 
    Attrib PlaceofBirth=USA    -0.8249287416722504 
    Attrib PlaceofBirth=Jordan    -1.0653412347095925 
    Attrib PlaceofBirth=Venezuela    0.1670751812230907 
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    Attrib PlaceofBirth=Iran    0.12359925036924263 
    Attrib PlaceofBirth=Tunis    -0.33045386239697155 
    Attrib PlaceofBirth=Morocco    0.16179793419001115 
    Attrib PlaceofBirth=Syria    0.2829283301286387 
    Attrib PlaceofBirth=Iraq    0.5938646434540616 
    Attrib PlaceofBirth=Palestine    -0.31123103448778644 
    Attrib PlaceofBirth=Libya      -0.016121565226421858 
    Attrib Semester=S    0.18240751782084874 
    Attrib Relation=Mum    1.032318230067596 
    Attrib ParentAnsweringSurvey=No    0.922363295986144 
    Attrib ParentschoolSatisfaction=Bad    3.5459487289596163 
    Attrib StudentAbsenceDays=Above-7    1.5478174303830834 
Sigmoid Node 5 
    Inputs    Weights 
    Threshold    -0.24568724593914026 
    Attrib gender=F    -1.026547805800398 
    Attrib Nationality=KW    0.10182554440588228 
    Attrib Nationality=Lebanon    0.24559155131385002 
    Attrib Nationality=Egypt    -0.06490354000211575 
    Attrib Nationality=SaudiArabia    -0.171496758661014 
    Attrib Nationality=USA    0.2086560646425656 
    Attrib Nationality=Jordan    0.10124461056210854 
    Attrib Nationality=Venezuela    0.24273809675542274 
    Attrib Nationality=Iran    0.5514296207514329 
    Attrib Nationality=Tunis    0.26951335654649894 
    Attrib Nationality=Morocco    0.28628139015539794 
    Attrib Nationality=Syria    0.6817629750424287 
    Attrib Nationality=Palestine    -0.2474233388778082 
    Attrib Nationality=Iraq    0.18835984137369444 
    Attrib Nationality=Libya    0.1861333343781828 
    Attrib PlaceofBirth=Kuwait    -0.12022955982341584 
    Attrib PlaceofBirth=Lebanon    0.18804007778474008 
    Attrib PlaceofBirth=Egypt    0.09920195314933673 
    Attrib PlaceofBirth=SaudiArabia    -0.497146635412681 
    Attrib PlaceofBirth=USA    0.05735370254800092 
    Attrib PlaceofBirth=Jordan    0.5121567647385586 
    Attrib PlaceofBirth=Venezuela    0.19282231336070066 
    Attrib PlaceofBirth=Iran    0.5637962886627066 
    Attrib PlaceofBirth=Tunis    0.023827256154775205 
    Attrib PlaceofBirth=Morocco    0.29009273202318336 
    Attrib PlaceofBirth=Syria    0.6998611104688534 
    Attrib PlaceofBirth=Iraq    0.17231599424488508 
    Attrib PlaceofBirth=Palestine    0.2138989643533488 
    Attrib PlaceofBirth=Libya    0.2299270277141296 
    Attrib Semester=S    -0.7900845046737317 
    Attrib Relation=Mum    -0.3519460539663662 
    Attrib ParentAnsweringSurvey=No    -1.5447731967500837 
225 | P a g e  
 
    Attrib ParentschoolSatisfaction=Bad    1.802717113931113 
    Attrib StudentAbsenceDays=Above-7    1.5834916845755087 
Sigmoid Node 6 
    Inputs    Weights 
    Threshold    -0.7281548938678447 
    Attrib gender=F    -2.78190476759591 
    Attrib Nationality=KW    2.344223402599697 
    Attrib Nationality=Lebanon    0.3159683971692327 
    Attrib Nationality=Egypt    -0.15558019607740783 
    Attrib Nationality=SaudiArabia    2.8590250591425614 
    Attrib Nationality=USA    -0.09301984221112544 
    Attrib Nationality=Jordan    -2.459430128348856 
    Attrib Nationality=Venezuela    0.9261469512734614 
    Attrib Nationality=Iran    -2.006340865441822 
    Attrib Nationality=Tunis    -0.2804020761134285 
    Attrib Nationality=Morocco    0.615624036561465 
    Attrib Nationality=Syria    3.4245312299257566 
    Attrib Nationality=Palestine    1.899191464945535 
    Attrib Nationality=Iraq    1.033194020644008 
    Attrib Nationality=Libya      0.6599012726449095 
    Attrib PlaceofBirth=Kuwait    2.3368233318274214 
    Attrib PlaceofBirth=Lebanon    -0.32957376908971636 
    Attrib PlaceofBirth=Egypt    -0.062330296280238257 
    Attrib PlaceofBirth=SaudiArabia    -1.8148435851146698 
    Attrib PlaceofBirth=USA    2.852915233877288 
    Attrib PlaceofBirth=Jordan    1.2244681665411457 
    Attrib PlaceofBirth=Venezuela    0.9067269125395446 
    Attrib PlaceofBirth=Iran    -2.0140221312564477 
    Attrib PlaceofBirth=Tunis    2.427131542844428 
    Attrib PlaceofBirth=Morocco    0.6772093348564182 
    Attrib PlaceofBirth=Syria    0.9113964552088998 
    Attrib PlaceofBirth=Iraq    1.0060512440585583 
    Attrib PlaceofBirth=Palestine    0.2512965865872808 
    Attrib PlaceofBirth=Libya      0.7134824619784147 
    Attrib Semester=S    -0.2901238440492256 
    Attrib Relation=Mum    3.3475891779140023 
    Attrib ParentAnsweringSurvey=No    -9.436819120968948 
    Attrib ParentschoolSatisfaction=Bad    -2.9522057199724347 
    Attrib StudentAbsenceDays=Above-7    -6.555575870724469 
Sigmoid Node 7 
    Inputs    Weights 
    Threshold    -0.09528122597509016 
    Attrib gender=F    0.9002306486202795 
    Attrib Nationality=KW    -1.0516947156879837 
    Attrib Nationality=Lebanon    0.15883620281017466 
    Attrib Nationality=Egypt    -0.36288179378677604 
    Attrib Nationality=SaudiArabia    -1.106581059239131 
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    Attrib Nationality=USA    0.7271089189981321 
    Attrib Nationality=Jordan    0.44113389805679093 
    Attrib Nationality=Venezuela    0.08952203989595973 
    Attrib Nationality=Iran    0.807983851793114 
    Attrib Nationality=Tunis    0.8066962772803602 
    Attrib Nationality=Morocco    0.14216483446844627 
    Attrib Nationality=Syria    0.7188922866134123 
    Attrib Nationality=Palestine    -0.5018688004009875 
    Attrib Nationality=Iraq    -0.08278008947787766 
    Attrib Nationality=Libya    0.3890216443914983 
    Attrib PlaceofBirth=Kuwait    -1.5040113775046469 
    Attrib PlaceofBirth=Lebanon    0.15187763664547207 
    Attrib PlaceofBirth=Egypt    -0.22312808393989234 
    Attrib PlaceofBirth=SaudiArabia    -0.2972996231167102 
    Attrib PlaceofBirth=USA    0.021034333767536884 
    Attrib PlaceofBirth=Jordan    0.6430949897267724 
    Attrib PlaceofBirth=Venezuela    0.04296385099241275 
    Attrib PlaceofBirth=Iran    0.8348182561485865 
    Attrib PlaceofBirth=Tunis    0.5418009496072898 
    Attrib PlaceofBirth=Morocco    0.21985704385588808 
    Attrib PlaceofBirth=Syria    -0.48297340821649953 
    Attrib PlaceofBirth=Iraq    -0.08458537503205726 
    Attrib PlaceofBirth=Palestine    0.9460780625929605 
    Attrib PlaceofBirth=Libya    0.3570155627786716 
    Attrib Semester=S    -0.3756610427730449 
    Attrib Relation=Mum    0.6625518172878591 
    Attrib ParentAnsweringSurvey=No    -1.3378997715816816 
    Attrib ParentschoolSatisfaction=Bad    1.6780461321553612 
    Attrib StudentAbsenceDays=Above-7    3.0401317707451203 
Sigmoid Node 8 
    Inputs    Weights 
    Threshold    -0.41802440554987313 
    Attrib gender=F    -0.9604826215998713 
    Attrib Nationality=KW    3.113548134884839 
    Attrib Nationality=Lebanon    1.0218798027067373 
    Attrib Nationality=Egypt    -2.0470457768121086 
    Attrib Nationality=SaudiArabia    -3.623796966343899 
    Attrib Nationality=USA    1.6539518889849765 
    Attrib Nationality=Jordan    2.8779377737526017 
    Attrib Nationality=Venezuela    0.3966726418105994 
    Attrib Nationality=Iran    0.5274048022151555 
    Attrib Nationality=Tunis    1.7672342039534836 
    Attrib Nationality=Morocco    0.4927573728900719 
    Attrib Nationality=Syria    0.021487877068385938 
    Attrib Nationality=Palestine    -1.9037969215575652 
    Attrib Nationality=Iraq    -0.5059164983909485 
    Attrib Nationality=Libya      0.9671560563771207 
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    Attrib PlaceofBirth=Kuwait    -1.1703456451552152 
    Attrib PlaceofBirth=Lebanon    1.0397867364547995 
    Attrib PlaceofBirth=Egypt    2.2817983768039043 
    Attrib PlaceofBirth=SaudiArabia    -1.03041074677019 
    Attrib PlaceofBirth=USA    -0.5559510030696878 
    Attrib PlaceofBirth=Jordan    3.0047072634459204 
    Attrib PlaceofBirth=Venezuela    0.35660115722255753 
    Attrib PlaceofBirth=Iran    0.4682842613770599 
    Attrib PlaceofBirth=Tunis    1.6277557974522732 
    Attrib PlaceofBirth=Morocco    0.4822138220772663 
    Attrib PlaceofBirth=Syria    -2.695259359676229 
    Attrib PlaceofBirth=Iraq    -0.5112520527558057 
    Attrib PlaceofBirth=Palestine    0.38696618839210856 
    Attrib PlaceofBirth=Libya      1.0413048699033376 
    Attrib Semester=S    -2.0835912133592442 
    Attrib Relation=Mum    -2.0823176814745956 
    Attrib ParentAnsweringSurvey=No    4.702421861957988 
    Attrib ParentschoolSatisfaction=Bad    -3.4088574583251248 
    Attrib StudentAbsenceDays=Above-7    8.159816751581134 
Sigmoid Node 9 
    Inputs    Weights 
    Threshold    -0.36069872028451705 
    Attrib gender=F    4.317568044091791 
    Attrib Nationality=KW    0.8318518339530342 
    Attrib Nationality=Lebanon    0.5798014073414934 
    Attrib Nationality=Egypt    0.005217276991842337 
    Attrib Nationality=SaudiArabia    1.7317326871587615 
    Attrib Nationality=USA    0.48459548483975384 
    Attrib Nationality=Jordan    0.2710611888343197 
    Attrib Nationality=Venezuela    0.6328238582996123 
    Attrib Nationality=Iran    -0.9718147198377934 
    Attrib Nationality=Tunis    0.13092292303027295 
    Attrib Nationality=Morocco    0.001741953367318299 
    Attrib Nationality=Syria    -0.09605949588939262 
    Attrib Nationality=Palestine    -0.8703270132838047 
    Attrib Nationality=Iraq    1.2420955670224356 
    Attrib Nationality=Libya      0.15943125634895847 
    Attrib PlaceofBirth=Kuwait    0.8838140216778438 
    Attrib PlaceofBirth=Lebanon    -0.3884779948263948 
    Attrib PlaceofBirth=Egypt    1.0914010766215207 
    Attrib PlaceofBirth=SaudiArabia    0.8115849225228817 
    Attrib PlaceofBirth=USA    0.6000455558185596 
    Attrib PlaceofBirth=Jordan    -2.8386567263345253 
    Attrib PlaceofBirth=Venezuela    0.6325807804350921 
    Attrib PlaceofBirth=Iran    -0.9288876166973322 
    Attrib PlaceofBirth=Tunis    1.0676137085356143 
    Attrib PlaceofBirth=Morocco    -0.011448349264229121 
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    Attrib PlaceofBirth=Syria    -0.09916765776009946 
    Attrib PlaceofBirth=Iraq    1.311350231608528 
    Attrib PlaceofBirth=Palestine    1.8491712286257276 
    Attrib PlaceofBirth=Libya      0.10706597076422343 
    Attrib Semester=S    0.64668714292404 
    Attrib Relation=Mum    7.209269781358636 
    Attrib ParentAnsweringSurvey=No    -3.11466941338686 
    Attrib ParentschoolSatisfaction=Bad    0.2520895266657449 
    Attrib StudentAbsenceDays=Above-7    -1.255548284304976 
Sigmoid Node 10 
    Inputs    Weights 
    Threshold    -0.37622408786628586 
    Attrib gender=F    -2.9972820255836217 
    Attrib Nationality=KW    1.3872455212876453 
    Attrib Nationality=Lebanon    0.34908311962470284 
    Attrib Nationality=Egypt    0.5184620809098887 
    Attrib Nationality=SaudiArabia    0.6007162722974566 
    Attrib Nationality=USA    -0.18933045947137267 
    Attrib Nationality=Jordan    -0.19225975813566173 
    Attrib Nationality=Venezuela    0.41557403388991104 
    Attrib Nationality=Iran    0.7551598759885658 
    Attrib Nationality=Tunis    0.3845522469788813 
    Attrib Nationality=Morocco    0.4281368409556449 
    Attrib Nationality=Syria    0.04992371373761762 
    Attrib Nationality=Palestine    -0.3280832761847234 
    Attrib Nationality=Iraq    0.3034691731676972 
    Attrib Nationality=Libya      0.4417664197726083 
    Attrib PlaceofBirth=Kuwait    1.5289797064683126 
    Attrib PlaceofBirth=Lebanon    0.3245402837274437 
    Attrib PlaceofBirth=Egypt    0.43403884586547364 
    Attrib PlaceofBirth=SaudiArabia    0.17562136101881148 
    Attrib PlaceofBirth=USA    0.05592278267770832 
    Attrib PlaceofBirth=Jordan    -0.7845022333326225 
    Attrib PlaceofBirth=Venezuela    0.3618625758906234 
    Attrib PlaceofBirth=Iran    0.7740072876170727 
    Attrib PlaceofBirth=Tunis    0.3488635275771899 
    Attrib PlaceofBirth=Morocco    0.4296718673753995 
    Attrib PlaceofBirth=Syria    0.10258917551241112 
    Attrib PlaceofBirth=Iraq    0.3458711775010976 
    Attrib PlaceofBirth=Palestine    0.6030070744623485 
    Attrib PlaceofBirth=Libya      0.42837923209422085 
    Attrib Semester=S    -3.62320930251324 
    Attrib Relation=Mum    -0.6440889232252334 
    Attrib ParentAnsweringSurvey=No    0.571113970141261 
    Attrib ParentschoolSatisfaction=Bad    -2.485228201866873 
    Attrib StudentAbsenceDays=Above-7    1.7341852327140628 
Sigmoid Node 11 
229 | P a g e  
 
    Inputs    Weights 
    Threshold    0.4412166082635688 
    Attrib gender=F    0.6832295216937866 
    Attrib Nationality=KW    0.04688380086254131 
    Attrib Nationality=Lebanon    1.5201291480028183 
    Attrib Nationality=Egypt    2.4202491893467886 
    Attrib Nationality=SaudiArabia    -4.742666347013017 
    Attrib Nationality=USA    -0.5588455793751437 
    Attrib Nationality=Jordan    -4.930576994310524 
    Attrib Nationality=Venezuela    -0.5094777288612251 
    Attrib Nationality=Iran    1.27601089184668 
    Attrib Nationality=Tunis    3.3398548527376555 
    Attrib Nationality=Morocco    0.645636983246888 
    Attrib Nationality=Syria    -1.06878904786921 
    Attrib Nationality=Palestine    -1.9238547426324693 
    Attrib Nationality=Iraq    -0.21393508091395413 
    Attrib Nationality=Libya      -0.2363103142130589 
    Attrib PlaceofBirth=Kuwait    -1.32848170109298 
    Attrib PlaceofBirth=Lebanon    1.5044705126525253 
    Attrib PlaceofBirth=Egypt    0.7086558721463212 
    Attrib PlaceofBirth=SaudiArabia    -5.431915451465165 
    Attrib PlaceofBirth=USA    -1.1908887321186972 
    Attrib PlaceofBirth=Jordan    0.7475563788684886 
    Attrib PlaceofBirth=Venezuela    -0.4631908248163005 
    Attrib PlaceofBirth=Iran    1.2164372444495437 
    Attrib PlaceofBirth=Tunis    0.3454295256138755 
    Attrib PlaceofBirth=Morocco    0.6628136328049679 
    Attrib PlaceofBirth=Syria    -1.2509713668240519 
    Attrib PlaceofBirth=Iraq    -0.16117447725724404 
    Attrib PlaceofBirth=Palestine    -0.10574132377460246 
    Attrib PlaceofBirth=Libya      -0.20990687843970054 
    Attrib Semester=S    0.45864082757816954 
    Attrib Relation=Mum    -8.596386490217157 
    Attrib ParentAnsweringSurvey=No    3.992824317867712 
    Attrib ParentschoolSatisfaction=Bad    4.924265815562542 
    Attrib StudentAbsenceDays=Above-7    12.535655713874652 
Sigmoid Node 12 
    Inputs    Weights 
    Threshold    -0.31253691171701425 
    Attrib gender=F    2.139573336862758 
    Attrib Nationality=KW    -0.7503427487641625 
    Attrib Nationality=Lebanon    -0.11962732637020063 
    Attrib Nationality=Egypt    0.8189562844805273 
    Attrib Nationality=SaudiArabia    -0.046291641044724725 
    Attrib Nationality=USA    0.4413858208089109 
    Attrib Nationality=Jordan    1.5891737001296884 
    Attrib Nationality=Venezuela    0.2573807766280192 
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    Attrib Nationality=Iran    1.4164838416108978 
    Attrib Nationality=Tunis    0.16199117710104205 
    Attrib Nationality=Morocco    0.3884636332161311 
    Attrib Nationality=Syria    0.25588022525911586 
    Attrib Nationality=Palestine    -1.2502159197241647 
    Attrib Nationality=Iraq    0.22823129470026415 
    Attrib Nationality=Libya      0.30367533103987 
    Attrib PlaceofBirth=Kuwait    -0.6482397237777133 
    Attrib PlaceofBirth=Lebanon    -0.554970877531544 
    Attrib PlaceofBirth=Egypt    -0.7177661822093347 
    Attrib PlaceofBirth=SaudiArabia    0.34953731269137567 
    Attrib PlaceofBirth=USA    1.0164900775383472 
    Attrib PlaceofBirth=Jordan    -0.8650609613459662 
    Attrib PlaceofBirth=Venezuela    0.2722777612669057 
    Attrib PlaceofBirth=Iran    1.4672958387601835 
    Attrib PlaceofBirth=Tunis    0.04553435876694019 
    Attrib PlaceofBirth=Morocco    0.38045905234166266 
    Attrib PlaceofBirth=Syria    0.34388517276229236 
    Attrib PlaceofBirth=Iraq    0.17784074247240733 
    Attrib PlaceofBirth=Palestine    2.2245368759644517 
    Attrib PlaceofBirth=Libya      0.2929586199279406 
    Attrib Semester=S    -0.7445867543775775 
    Attrib Relation=Mum    3.2598075534332733 
    Attrib ParentAnsweringSurvey=No    -1.3954069615887366 
    Attrib ParentschoolSatisfaction=Bad    2.18009736516602 
    Attrib StudentAbsenceDays=Above-7    2.188578348423591 
Sigmoid Node 13 
    Inputs    Weights 
    Threshold    -0.3494662505707671 
    Attrib gender=F    2.4160730127719927 
    Attrib Nationality=KW    -0.4389027221560991 
    Attrib Nationality=Lebanon    0.8715242099579613 
    Attrib Nationality=Egypt    0.12481335835953218 
    Attrib Nationality=SaudiArabia    -0.8545534811178107 
    Attrib Nationality=USA    0.5105690770317737 
    Attrib Nationality=Jordan    0.7797470070136895 
    Attrib Nationality=Venezuela    0.4057638053641366 
    Attrib Nationality=Iran    0.05779234200038198 
    Attrib Nationality=Tunis    0.9897300196178241 
    Attrib Nationality=Morocco    0.48708111262055354 
    Attrib Nationality=Syria    0.7264250306138758 
    Attrib Nationality=Palestine    -0.33463569863994297 
    Attrib Nationality=Iraq    0.17898203374612223 
    Attrib Nationality=Libya      1.1753033227126224 
    Attrib PlaceofBirth=Kuwait    -1.0654804907855424 
    Attrib PlaceofBirth=Lebanon    0.863829564347187 
    Attrib PlaceofBirth=Egypt    0.5214817428326426 
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    Attrib PlaceofBirth=SaudiArabia    1.3761692745113685 
    Attrib PlaceofBirth=USA    -0.9913890047205302 
    Attrib PlaceofBirth=Jordan    -0.07317827561943417 
    Attrib PlaceofBirth=Venezuela    0.32968819733657206 
    Attrib PlaceofBirth=Iran    0.07022204471563205 
    Attrib PlaceofBirth=Tunis    0.8864551805978711 
    Attrib PlaceofBirth=Morocco    0.537487215123562 
    Attrib PlaceofBirth=Syria    0.4721959783861724 
    Attrib PlaceofBirth=Iraq    0.1724512300513186 
    Attrib PlaceofBirth=Palestine    0.31504388272187883 
    Attrib PlaceofBirth=Libya      1.246936170573977 
    Attrib Semester=S    -0.23967187513861998 
    Attrib Relation=Mum    1.9881672114120876 
    Attrib ParentAnsweringSurvey=No    4.210977704416387 
    Attrib ParentschoolSatisfaction=Bad    -0.4051015416971804 
    Attrib StudentAbsenceDays=Above-7    4.404900657096585 
Sigmoid Node 14 
    Inputs    Weights 
    Threshold    -0.3059786718523789 
    Attrib gender=F    -0.031517157248202254 
    Attrib Nationality=KW    -1.237175691639764 
    Attrib Nationality=Lebanon    2.297737941099926 
    Attrib Nationality=Egypt    0.25130136095345207 
    Attrib Nationality=SaudiArabia    2.337544084808581 
    Attrib Nationality=USA    -2.451373659637455 
    Attrib Nationality=Jordan    -0.5293688736535735 
    Attrib Nationality=Venezuela    1.0495729721125275 
    Attrib Nationality=Iran    -0.6968641544336932 
    Attrib Nationality=Tunis    -0.3323508424077747 
    Attrib Nationality=Morocco    -0.07027428878456272 
    Attrib Nationality=Syria    0.16767067324947743 
    Attrib Nationality=Palestine    0.055165806205685994 
    Attrib Nationality=Iraq    2.3293108095385393 
    Attrib Nationality=Libya      0.18319234739318171 
    Attrib PlaceofBirth=Kuwait    -1.0986051499936482 
    Attrib PlaceofBirth=Lebanon    1.2724939818620196 
    Attrib PlaceofBirth=Egypt    1.7576683941074558 
    Attrib PlaceofBirth=SaudiArabia    0.5686008593657788 
    Attrib PlaceofBirth=USA    -0.5585265972681404 
    Attrib PlaceofBirth=Jordan    -1.537544802226192 
    Attrib PlaceofBirth=Venezuela    0.9727393404919876 
    Attrib PlaceofBirth=Iran    -0.7480620646377593 
    Attrib PlaceofBirth=Tunis    1.0224737641178394 
    Attrib PlaceofBirth=Morocco    -0.1278498706076915 
    Attrib PlaceofBirth=Syria    0.28986475240584264 
    Attrib PlaceofBirth=Iraq    2.3604254358256163 
    Attrib PlaceofBirth=Palestine    -0.9210121126527224 
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    Attrib PlaceofBirth=Libya      0.2165683258059182 
    Attrib Semester=S    -0.011923438928876894 
    Attrib Relation=Mum    4.119030936202205 
    Attrib ParentAnsweringSurvey=No    -3.6687277721668643 
    Attrib ParentschoolSatisfaction=Bad    3.121189160506936 
    Attrib StudentAbsenceDays=Above-7    -1.8143354434560117 
Sigmoid Node 15 
    Inputs    Weights 
    Threshold    -0.4364332845303811 
    Attrib gender=F    -0.8937007400910213 
    Attrib Nationality=KW    -0.8030222432188708 
    Attrib Nationality=Lebanon    0.1968280672130142 
    Attrib Nationality=Egypt    0.3468430803398639 
    Attrib Nationality=SaudiArabia    0.7893606252594613 
    Attrib Nationality=USA    0.4845150494853535 
    Attrib Nationality=Jordan    -0.35447793262727906 
    Attrib Nationality=Venezuela    0.43456557874728874 
    Attrib Nationality=Iran    0.6045470260902326 
    Attrib Nationality=Tunis    0.7080313195005037 
    Attrib Nationality=Morocco    0.5445150524013895 
    Attrib Nationality=Syria    0.615556875179341 
    Attrib Nationality=Palestine    0.80385754455526 
    Attrib Nationality=Iraq    0.34602243033001084 
    Attrib Nationality=Libya      0.5736705045300257 
    Attrib PlaceofBirth=Kuwait    -1.4141677364007768 
    Attrib PlaceofBirth=Lebanon    0.18542855640210648 
    Attrib PlaceofBirth=Egypt    -0.29418954586012713 
    Attrib PlaceofBirth=SaudiArabia    -7.213839660988643E-4 
    Attrib PlaceofBirth=USA    0.8959113040782699 
    Attrib PlaceofBirth=Jordan    2.0782406004072773 
    Attrib PlaceofBirth=Venezuela    0.4308145251322434 
    Attrib PlaceofBirth=Iran    0.6237744582022282 
    Attrib PlaceofBirth=Tunis    0.5004438345905686 
    Attrib PlaceofBirth=Morocco    0.5201867423370037 
    Attrib PlaceofBirth=Syria    0.5186368108570428 
    Attrib PlaceofBirth=Iraq    0.2707360665154008 
    Attrib PlaceofBirth=Palestine    0.4750643491592094 
    Attrib PlaceofBirth=Libya      0.5963660092682674 
    Attrib Semester=S    -3.3224373614392753 
    Attrib Relation=Mum    1.568559334001023 
    Attrib ParentAnsweringSurvey=No    3.6489141530062446 
    Attrib ParentschoolSatisfaction=Bad    3.7623728088571284 
    Attrib StudentAbsenceDays=Above-7    0.946578466713558 
Sigmoid Node 16 
    Inputs    Weights 
    Threshold    -0.5495844451273172 
    Attrib gender=F    3.0895728281491426 
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    Attrib Nationality=KW    0.6288085789550125 
    Attrib Nationality=Lebanon    0.5179197991071506 
    Attrib Nationality=Egypt    0.10240525083766495 
    Attrib Nationality=SaudiArabia    2.4200582826790225 
    Attrib Nationality=USA    -0.08075582159663279 
    Attrib Nationality=Jordan    -0.5811949747248611 
    Attrib Nationality=Venezuela    0.7707556737809907 
    Attrib Nationality=Iran    -0.6562906863618261 
    Attrib Nationality=Tunis    0.2464093166290232 
    Attrib Nationality=Morocco    0.13298054415584212 
    Attrib Nationality=Syria    0.9428074137032504 
    Attrib Nationality=Palestine    0.47901769594433313 
    Attrib Nationality=Iraq    1.1384261854817894 
    Attrib Nationality=Libya      0.4514116209606778 
    Attrib PlaceofBirth=Kuwait    0.41576099013859324 
    Attrib PlaceofBirth=Lebanon    -0.0487927134731452 
    Attrib PlaceofBirth=Egypt    1.020584928890701 
    Attrib PlaceofBirth=SaudiArabia    1.7644611697773303 
    Attrib PlaceofBirth=USA    -1.2073869792718053 
    Attrib PlaceofBirth=Jordan    -1.3693348180601375 
    Attrib PlaceofBirth=Venezuela    0.7603159242558629 
    Attrib PlaceofBirth=Iran    -0.656171771212748 
    Attrib PlaceofBirth=Tunis    1.2279139791755493 
    Attrib PlaceofBirth=Morocco    0.13550755510650256 
    Attrib PlaceofBirth=Syria    0.9230334492263804 
    Attrib PlaceofBirth=Iraq    1.200327043105149 
    Attrib PlaceofBirth=Palestine    1.9454452725487958 
    Attrib PlaceofBirth=Libya      0.4516939594333439 
    Attrib Semester=S    -0.13354542265230512 
    Attrib Relation=Mum    2.8648057199307204 
    Attrib ParentAnsweringSurvey=No    -2.5201876928693343 
    Attrib ParentschoolSatisfaction=Bad    -1.360959570003191 
    Attrib StudentAbsenceDays=Above-7    -3.8177035570397795 
Sigmoid Node 17 
    Inputs    Weights 
    Threshold    -0.05280673177077499 
    Attrib gender=F    2.0756321673605895 
    Attrib Nationality=KW    -0.2503348821026258 
    Attrib Nationality=Lebanon    1.168991513494128 
    Attrib Nationality=Egypt    -0.6383616386371009 
    Attrib Nationality=SaudiArabia    -0.2683045218759459 
    Attrib Nationality=USA    -0.6283294559452215 
    Attrib Nationality=Jordan    1.9107703456486367 
    Attrib Nationality=Venezuela    0.035350177577524004 
    Attrib Nationality=Iran    -0.41175067987264247 
    Attrib Nationality=Tunis    1.0282958741772659 
    Attrib Nationality=Morocco    0.5570759974292536 
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    Attrib Nationality=Syria    -4.079351091605877 
    Attrib Nationality=Palestine    0.8955030834207408 
    Attrib Nationality=Iraq    1.4569675786061962 
    Attrib Nationality=Libya      -0.49838286589054714 
    Attrib PlaceofBirth=Kuwait    -0.938341621386372 
    Attrib PlaceofBirth=Lebanon    1.0737572597373455 
    Attrib PlaceofBirth=Egypt    -1.9826855794720282 
    Attrib PlaceofBirth=SaudiArabia    -3.439087388869417 
    Attrib PlaceofBirth=USA    0.688923563059902 
    Attrib PlaceofBirth=Jordan    3.629048716388587 
    Attrib PlaceofBirth=Venezuela    0.054215503748999326 
    Attrib PlaceofBirth=Iran    -0.492549036055808 
    Attrib PlaceofBirth=Tunis    0.3696843852153519 
    Attrib PlaceofBirth=Morocco    0.5839764900376299 
    Attrib PlaceofBirth=Syria    -0.17321370552622437 
    Attrib PlaceofBirth=Iraq    1.540798519523204 
    Attrib PlaceofBirth=Palestine    0.0176914678671203 
    Attrib PlaceofBirth=Libya      -0.526345671403997 
    Attrib Semester=S    1.005031381421604 
    Attrib Relation=Mum    0.4461001234417136 
    Attrib ParentAnsweringSurvey=No    -1.419077687162616 
    Attrib ParentschoolSatisfaction=Bad    -5.80487567775744 
    Attrib StudentAbsenceDays=Above-7    -7.570558365671547 
Sigmoid Node 18 
    Inputs    Weights 
    Threshold    -0.3940936313679951 
    Attrib gender=F    8.049246830812512 
    Attrib Nationality=KW    -0.5832442381307388 
    Attrib Nationality=Lebanon    0.007858067883755681 
    Attrib Nationality=Egypt    0.3986571602441944 
    Attrib Nationality=SaudiArabia    4.664610467906358 
    Attrib Nationality=USA    -2.1040765315844605 
    Attrib Nationality=Jordan    1.5488533570800338 
    Attrib Nationality=Venezuela    0.8195658904965356 
    Attrib Nationality=Iran    -0.5102417396799525 
    Attrib Nationality=Tunis    -0.0757480024871088 
    Attrib Nationality=Morocco    0.13712384496999677 
    Attrib Nationality=Syria    0.3682322122837278 
    Attrib Nationality=Palestine    -2.9936519229644256 
    Attrib Nationality=Iraq    2.955651437276394 
    Attrib Nationality=Libya      -0.15612538528822018 
    Attrib PlaceofBirth=Kuwait    -4.485810128325179 
    Attrib PlaceofBirth=Lebanon    0.5453427771027155 
    Attrib PlaceofBirth=Egypt    1.210709976644698 
    Attrib PlaceofBirth=SaudiArabia    3.6579463572726802 
    Attrib PlaceofBirth=USA    -2.770648505113824 
    Attrib PlaceofBirth=Jordan    -2.020092120494747 
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    Attrib PlaceofBirth=Venezuela    0.8558950373065811 
    Attrib PlaceofBirth=Iran    -0.4906057926572563 
    Attrib PlaceofBirth=Tunis    1.850308979043269 
    Attrib PlaceofBirth=Morocco    0.15245689168831747 
    Attrib PlaceofBirth=Syria    0.4830849117864746 
    Attrib PlaceofBirth=Iraq    2.9559006965910783 
    Attrib PlaceofBirth=Palestine    2.8708901832363822 
    Attrib PlaceofBirth=Libya      -0.09415266156112695 
    Attrib Semester=S    -0.052697753640945075 
    Attrib Relation=Mum    3.3071747334613675 
    Attrib ParentAnsweringSurvey=No    1.0825221669517315 
    Attrib ParentschoolSatisfaction=Bad    -3.779553817099025 
    Attrib StudentAbsenceDays=Above-7    -6.8494514662429244 
Sigmoid Node 19 
    Inputs    Weights 
    Threshold    -0.6004992692013789 
    Attrib gender=F    -2.858053351192479 
    Attrib Nationality=KW    0.5701356923161198 
    Attrib Nationality=Lebanon    0.6139265321943734 
    Attrib Nationality=Egypt    0.3565470809830461 
    Attrib Nationality=SaudiArabia    -2.1428492402549377 
    Attrib Nationality=USA    2.825319262789472 
    Attrib Nationality=Jordan    -0.6769372005677787 
    Attrib Nationality=Venezuela    0.6552023805215972 
    Attrib Nationality=Iran    0.33279641380028935 
    Attrib Nationality=Tunis    -0.17109768294736213 
    Attrib Nationality=Morocco    0.5026751661020186 
    Attrib Nationality=Syria    0.6165769628120004 
    Attrib Nationality=Palestine    1.8149051200947046 
    Attrib Nationality=Iraq    0.8489686787005165 
    Attrib Nationality=Libya      0.37313442229608024 
    Attrib PlaceofBirth=Kuwait    0.40148422153551155 
    Attrib PlaceofBirth=Lebanon    0.46792871956262116 
    Attrib PlaceofBirth=Egypt    0.39490674197828257 
    Attrib PlaceofBirth=SaudiArabia    0.4901001831049582 
    Attrib PlaceofBirth=USA    -0.20878244394404785 
    Attrib PlaceofBirth=Jordan    -0.9950397262677824 
    Attrib PlaceofBirth=Venezuela    0.6420809465972039 
    Attrib PlaceofBirth=Iran    0.33707930026420274 
    Attrib PlaceofBirth=Tunis    0.41001331465414304 
    Attrib PlaceofBirth=Morocco    0.5174741857275121 
    Attrib PlaceofBirth=Syria    0.769922370249834 
    Attrib PlaceofBirth=Iraq    0.919744548643915 
    Attrib PlaceofBirth=Palestine    2.145548971271406 
    Attrib PlaceofBirth=Libya      0.4689966908049254 
    Attrib Semester=S    2.928245169788764 
    Attrib Relation=Mum    -3.5584961734296394 
236 | P a g e  
 
    Attrib ParentAnsweringSurvey=No    -3.3953940199474406 
    Attrib ParentschoolSatisfaction=Bad    0.598593070066104 
    Attrib StudentAbsenceDays=Above-7    -2.7733083638871716 
Sigmoid Node 20 
    Inputs    Weights 
    Threshold    -0.38614064780916374 
    Attrib gender=F    -1.6096034922636842 
    Attrib Nationality=KW    1.7598937436540296 
    Attrib Nationality=Lebanon    0.34619683797423517 
    Attrib Nationality=Egypt    -0.1636307993572221 
    Attrib Nationality=SaudiArabia    0.18011275503122623 
    Attrib Nationality=USA    3.7982010706428415 
    Attrib Nationality=Jordan    -1.0844149184113818 
    Attrib Nationality=Venezuela    0.3312775215803297 
    Attrib Nationality=Iran    0.06742439601917341 
    Attrib Nationality=Tunis    2.5354857554823518 
    Attrib Nationality=Morocco    0.3955099857459454 
    Attrib Nationality=Syria    0.9195885056689981 
    Attrib Nationality=Palestine    -3.2931958878515113 
    Attrib Nationality=Iraq    -2.154663736863312 
    Attrib Nationality=Libya      0.8793201137066834 
    Attrib PlaceofBirth=Kuwait    1.299116340470202 
    Attrib PlaceofBirth=Lebanon    0.3269801067842269 
    Attrib PlaceofBirth=Egypt    0.3018019106694705 
    Attrib PlaceofBirth=SaudiArabia    -1.973539151823476 
    Attrib PlaceofBirth=USA    2.249566515291322 
    Attrib PlaceofBirth=Jordan    2.870278454986634 
    Attrib PlaceofBirth=Venezuela    0.34813867477089605 
    Attrib PlaceofBirth=Iran    0.015425584263523239 
    Attrib PlaceofBirth=Tunis    2.455137408418972 
    Attrib PlaceofBirth=Morocco    0.3682202800335237 
    Attrib PlaceofBirth=Syria    -2.8731989529598057 
    Attrib PlaceofBirth=Iraq    -2.1015122217062814 
    Attrib PlaceofBirth=Palestine    0.36018644396817817 
    Attrib PlaceofBirth=Libya      0.842929721897098 
    Attrib Semester=S    -1.5759482391839437 
    Attrib Relation=Mum    -7.003699733377179 
    Attrib ParentAnsweringSurvey=No    10.126864772512127 
    Attrib ParentschoolSatisfaction=Bad    -3.384399141412153 
    Attrib StudentAbsenceDays=Above-7    5.059656077581537 
Class M 
    Input 
    Node 0 
Class L 
    Input 
    Node 1 
Class H 
237 | P a g e  
 
    Input 
    Node 2 
 
 
Time taken to build model: 2.36 seconds 
 
=== Stratified cross-validation === 
=== Summary === 
 
Correctly Classified Instances         333               69.375 % 
Incorrectly Classified Instances       147               30.625 % 
Kappa statistic                          0.53   
Mean absolute error                      0.2236 
Root mean squared error                  0.3865 
Relative absolute error                 51.6421 % 
Root relative squared error             83.0861 % 
Total Number of Instances              480      
 
=== Detailed Accuracy by Class === 
 
                 TP Rate FP Rate  Precision  Recall   F-Measure  MCC      ROC Area  PRC Area  Class 
                 0.640    0.257    0.662      0.640    0.651      0.385    0.762     0.722     M 
                 0.787    0.088    0.763      0.787    0.775      0.693    0.928     0.775     L 
                 0.690    0.139    0.676      0.690    0.683      0.548    0.876     0.755     H 
Weighted Avg.    0.694    0.177    0.693      0.694    0.693      0.515    0.840     0.746      
 
=== Confusion Matrix === 
 
   a   b   c   <-- classified as 
 135 30 46 |   a = M 
  26 100   1 |   b = L 
  43   1 98 |   c = H 
 
 
Linear regression  
=== Run information === 
 
Scheme:       weka.classifiers.functions.LinearRegression -S 0 -R 1.0E-8 -num-decimal-places 4 
Relation:     StudentPerformanceCorrelationLinear 
Instances:    480 
Attributes:   8 
              Nationality 
              PlaceofBirth 
              Semester 
              Relation 
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              ParentAnsweringSurvey 
              ParentschoolSatisfaction 
              StudentAbsenceDays 
              Class 
Test mode:    10-fold cross-validation 
 
=== Classifier model (full training set) === 
 
 
Linear Regression Model 
 
Class = 
 
      0.0764 * Semester + 
     -0.3299 * Relation + 
      0.3265 * ParentAnsweringSurvey + 
      0.1118 * ParentschoolSatisfaction + 
     -0.8354 * StudentAbsenceDays + 
      1.2691 
 
Time taken to build model: 0 seconds 
WEKA results – HR Employee Attrition Performance Dataset   
Decision Tree (J48)  
=== Run information === 
Scheme:       weka.classifiers.trees.J48 -C 0.25 -M 2 
Relation:     HRattrition_correlation 
Instances:    1470 
Attributes:   2 
              PercentSalaryHike 
              PerformanceRating 
Test mode:    10-fold cross-validation 
 
=== Classifier model (full training set) === 
 
J48 pruned tree 
------------------ 
 
PercentSalaryHike <= 19: Good (1244.0) 
PercentSalaryHike > 19: Excellent (226.0) 
 
Number of Leaves:  2 
Size of the tree:  3 
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Time taken to build model: 0 seconds 
 
=== Stratified cross-validation === 
=== Summary === 
 
Correctly Classified Instances        1470              100      % 
Incorrectly Classified Instances         0                0      % 
Kappa statistic                          1      
Mean absolute error                      0      
Root mean squared error                  0      
Relative absolute error                  0      % 
Root relative squared error              0      % 
Total Number of Instances             1470      
 
=== Detailed Accuracy by Class === 
 
       TP Rate FP Rate Precision Recall   F-Measure MCC      ROC Area PRC Area Class 
                 1.000    0.000    1.000      1.000    1.000      1.000    1.000     1.000     Good 
                 1.000    0.000    1.000      1.000    1.000      1.000    1.000     1.000     Excellent 
Weighted Avg.    1.000    0.000    1.000      1.000    1.000      1.000    1.000     1.000      
 
=== Confusion Matrix === 
 
    a    b   <-- classified as 
 1244    0 |    a = Good 
    0 226 |    b = Excellent 
   
Multilayer Perceptron  
=== Run information === 
Scheme:       weka.classifiers.functions.MultilayerPerceptron -L 0.3 -M 0.2 -N 500 -V 0 -S 0 -E 20 -H 
a 
Relation:     HRattrition_correlation 
Instances:    1470 
Attributes:   2 
              PercentSalaryHike 
              PerformanceRating 
Test mode:    10-fold cross-validation 
 
=== Classifier model (full training set) === 
 
Sigmoid Node 0 
    Inputs    Weights 
    Threshold    -6.598015608051249 
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    Node 2    14.50851711832911 
Sigmoid Node 1 
    Inputs    Weights 
    Threshold    6.598023445916652 
    Node 2    -14.508534023427766 
Sigmoid Node 2 
    Inputs    Weights 
    Threshold    3.8816199415425103 
    Attrib PercentSalaryHike    -19.13103639956317 
Class Good 
    Input 
    Node 0 
Class Excellent 
    Input 
    Node 1 
 
Time taken to build model: 0.27 seconds 
 
=== Stratified cross-validation === 
=== Summary === 
 
Correctly Classified Instances        1470              100      % 
Incorrectly Classified Instances         0                0      % 
Kappa statistic                          1      
Mean absolute error                      0.0018 
Root mean squared error                  0.0044 
Relative absolute error                  0.6871 % 
Root relative squared error              1.2251 % 
Total Number of Instances             1470      
 
=== Detailed Accuracy by Class === 
 
           TP Rate FP Rate Precision Recall   F-Measure MCC      ROC Area PRC Area Class 
                 1.000    0.000    1.000      1.000    1.000      1.000    1.000     1.000     Good 
                 1.000    0.000    1.000      1.000    1.000      1.000    1.000     1.000     Excellent 
Weighted Avg.    1.000    0.000    1.000      1.000    1.000      1.000    1.000     1.000      
 
=== Confusion Matrix === 
 
    a    b   <-- classified as 
 1244    0 |    a = Good 
    0 226 |    b = Excellent 
