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Abstract—In the scenario where small cells are densely de-
ployed, the millimeter wave (mmWave) wireless backhaul net-
work has been widely used. However, mmWave is easily blocked
by obstacles, and how to forward the data of the blocked flows is
still a significant challenge. To ensure backhauling capacity, the
quality of service (QoS) requirements of flows should be satisfied.
In this paper, we investigate the problem of optimal scheduling to
maximize the number of flows satisfying their QoS requirements
with relays exploited to overcome blockage. To achieve a practical
solution, we propose a relay-assisted and QoS aware scheduling
scheme for the backhaul networks, called RAQS. It consists
of a relay selection algorithm and a transmission scheduling
algorithm. The relay selection algorithm selects non-repeating
relays with high link rates for the blocked flows, which helps
to achieve the QoS requirements of flows as soon as possible.
Then, according to the results of relay selection, the transmission
scheduling algorithm exploits concurrent transmissions to satisfy
the QoS requirements of flows as much as possible. Extensive
simulations show RAQS can effectively overcome the blockage
problem, and increase the number of completed flows and
network throughput compared with other schemes. In particular,
the impact of relay selection parameter is also investigated to
further guide the relay selection.
Index Terms—millimeter wave, QoS, Wireless backhaul
I. INTRODUCTION
With the rapid growth of mobile data demand, it’s becoming
a trend that densely deploying small cells underlying the
homogeneous macrocells to improve network capacity. This
kind of network is usually referred to as heterogeneous cellular
network (HCN) [1]. Because of the huge available bandwidth
in the millimeter wave (mmWave) band, such as the 60GHz
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band and E-band (71-76 GHz and 81-86 GHz), mmWave wire-
less backhaul communication can provide multi-gigabit trans-
mission rates and support a lot of high-speed data services.
Compared with the fibre-based backhaul communication, it’s
more cost-effective, more flexible and easier to deploy. Thus,
it has become a candidate solution for the fifth generation (5G)
mobile communication.
Compared with other electromagnetic waves at lower fre-
quencies, mmWave communication has three main character-
istics: high propagation loss, directivity, and vulnerability to
obstacles [2], [3], [4]. We usually adopt directional antennas
to combat the high propagation loss. The beamforming tech-
niques are used to direct the beams of the transmitter and
receiver towards each other. Under the directional commu-
nication, the multi-user interference (MUI) between different
links is reduced, and thus concurrent transmissions (i.e. spa-
tial reuse) can be fully utilized to improve the transmission
efficiency and increase the network capacity.
Motivation: However, because of the vulnerability to ob-
stacles, the flows (i.e. the traffic data transmitted between
two stations) in mmWave band are easy to be blocked,
which seriously affect the user’s experience for delay-sensitive
applications, e.g., high-definition television (HDTV). For the
blocked flows, how to ensure the data transmission has become
an urgent problem to be solved. Besides, some bandwidth-
intensive applications supported by mmWave networks, such
as uncompressed video streaming, should be provided with
multi-Gbps throughput to guarantee the transmission quality
[5]. Therefore, in order to ensure backhauling capacity, the
quality of service (QoS) requirements of flows should also
be taken into account. Here, the QoS requirements means the
minimum throughput requirements.
Main Contributions: According to the above analysis,
in this paper, we aim at solving the blockage problem and
maximizing the number of flows satisfying their QoS require-
ments. We propose a relay-assisted and QoS aware (RAQS)
scheduling scheme to overcome blockage. In the scheme, we
consider to actively deploy relays in the small cells densely
deployment scenario to forward data for the blocked flows in
the backhaul network. The relay node has simple structure and
is easy to be deployed. It has lower cost and is more flexible
compared with base station (BS). Furthermore, using relay can
reduce the traffic load of BS and the complexity of scheduling.
In RAQS, we optimize the relay selection for the blocked
flows. Since the number of slots in one superframe is limited
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2and all nodes are assumed to be half-duplex, not any relay is
beneficial to achieve the flows’ QoS requirements. Therefore,
the relay path should have a high rate so that the demand of
one flow can be completed as soon as possible and more slots
can be saved to let other flows transmit. Besides, different
blocked flows should choose different relays to reduce the
node contention and allow more flows to transmit concurrently,
which can achieve more flows’ QoS requirements. After
establishing the relay path, an efficient and low-complexity
scheduling algorithm when the relay paths and backhaul paths
coexist is proposed. It fully exploits concurrent transmissions
to satisfy the QoS requirements of flows. The contributions of
this paper are summarized as follows.
• We formulate the optimal concurrent transmission
scheduling problem of the mmWave backhaul network
with the relay paths and backhaul paths considered into a
mixed integer nonlinear programming (MINLP) problem.
In order to ensure backhauling capacity and guarantee
fairness, we aim at maximizing the number of flows with
their QoS requirements satisfied.
• We design a relay selection algorithm to select ap-
propriate relay(s) for the blocked flow(s). The rate of
the selected relay paths are high enough and different
blocked flows select different relays. In this way, we can
make full use of concurrent transmissions to achieve the
QoS requirements of flows in the limited time of one
superframe.
• To achieve a practical solution, we propose an heuristic
algorithm to solve the joint scheduling problem of re-
lay paths and backhaul paths. The interference between
concurrent flows and the difference between the two-hop
relay path and the one-hop backhaul path are considered
to meet the QoS requirements of more flows and improve
the network throughput.
• We conduct extensive simulations in the mmWave band
to evaluate the performance of our RAQS scheme. The
results demonstrate our scheme can guarantee the number
of completed flows and the system throughput at a
high and stable level. Particularly, we also investigate
the impact of the relay selection parameter on system
performance.
The rest of this paper is organized as follows. Section
II introduces the related work. Section III introduces the
system model and assumption. In Section IV, we formulate
the optimal scheduling problem when relay paths and backhaul
paths coexist into an MINLP, and then in Section V, the relay
selection algorithm and corresponding scheduling algorithm in
RAQS are described in detail. In Section VI, we analyze the
impact of interference threshold choice on the performance
of our scheme. Finally, we present the simulation results in
Section VII and we conclude this paper in Section VIII.
II. RELATED WORK
Recently, the mmWave network in the scenario where small
cells are densely deployed has gained much attention. Taori
et al. [6] considered the time-division multiplexing (TDM)-
based scheduling scheme for the backhaul network, but the
directivity of mmWave and concurrent transmissions are not
exploited. Qiao et al. [7] proposed a slot resource sharing
scheme in the mmWave 5G cellular network, where D2D
communications and concurrent transmissions are enabled to
improve network capacity. However, to simplify the problem,
only non-interfering links are allocated to each time slot to
share the resources [7]. Later, Qiao et al. [5] proposed a
STDMA-based scheme in mmWave WPAN, where both non-
interfering and interfering links are allowed to be transmitted
concurrently. With the QoS requirements of flows considered,
the main idea of the scheme is that if scheduling one flow can
increase the system throughput, we then decide to schedule
it. In this way, the number of flows satisfying their QoS
requirements is also maximized. Based on [5], Zhu et al. [8]
proposed a maximum QoS-aware independent set scheduling
algorithm named MQIS in the mmWave backhaul network. In
MQIS, the QoS aware priority is exploited to further increase
the number of flows satisfying their QoS requirements and
the system throughput. In [9], a joint transmission scheduling
algorithm for the radio access and backhaul of small cells
in the mmWave band was proposed. However, all schemes
mentioned above ([6], [5], [8] and [9]) don’t consider the
scenario where the flows may be blocked. In [10], both D2D
communications and concurrent transmissions are exploited
to improve the energy efficiency of multicast transmission in
mmWave small cells, where power control is performed after
concurrent transmission and D2D transmission scheduling
to reduce energy consumption with the achieved throughput
ensured. However, the blockage problem is not considered. In
[11], multi-hop D2D transmissions are exploited to optimize
the transmission scheduling from the base station to the service
points, where the mobility information is considered. In [12],
full duplex mmWave communication is utilized to achieve
better quality of service guarantee in terms of throughput
for flows in mmWave backhaul networks. In [13], concurrent
transmissions, the multi-level antenna codebook, and D2D
communications are jointly exploited to improve the through-
put of multicast transmissions in mmWave small cells.
There are also some literatures focusing on the flow block-
age problem. Genc et al. [14] tried to rely on the reflections
from walls and other surfaces to overcome the obstruction.
Singh et al. [15] used strategically placed reflectors to provide
alternate paths for the blocked paths. Nevertheless, in these
schemes, the power efficiency is reduced because of the power
loss on the reflective surface and the extra path loss caused
by longer transmission path. In [16], the authors resolved
flow blockage by switching the beam path from a LOS link
to a NLOS link, but NLOS transmissions will suffer from
huge attenuation compared with LOS transmissions. In [17],
an analog beam selection scheme with low complexity is
proposed, and furthermore, a beam switching scheme based on
channel state information is proposed to overcome blockage
problem.
In [7], Qiao et al. proposed a relaying mechanism to
reduce the link outage probability by replacing a blocked link
with an alternative path. Niu et al. [1] and Qiao et al. [18]
used other non-PNC (piconet controller) stations in WPAN
to establish multi-hop paths to overcome blockage. However,
3Qiao et al. [18] more focus on how to exploit multiple short
hops to improve the flow throughput and balance the traffic
loads across the network. Singh et al. [19] proposed a novel
multihop medium access control (MAC) architecture for the
60 GHz in-room WPAN. In this architecture, if the LOS
path between the access point (AP) and the wireless terminal
(WT) is obstructed, the AP intelligently chooses a WT in the
neighboring sectors (with expected LOS connectivity to the
lost WT) to act as a relay for future data transfers. However,
it doesn’t consider the QoS requirements of flows. In [20],
Leong et al. proposed a 3D pyramid network infrastructure
consisting of a single AP with four (but not restricted to)
active relays operating in parallel to overcome the obstructions,
but they also don’t consider the QoS requirements of flows
and don’t talk about the specific relay selection algorithm.
Resulting from the limited slot resources and the half-duplex
nature of nodes, we must note that not any relay is beneficial
to satisfy the QoS requirements of flows.
In this paper, we first develop a relay-assisted and QoS
aware scheduling (RAQS) scheme, which exploits independent
relay nodes to solve the blockage problem in mmWave back-
haul network, and considers the QoS requirements of flows
at the same time. Specifically, it consists of a relay selection
algorithm and a transmission scheduling algorithm when relay
paths and backhaul paths coexist.
III. SYSTEM MODEL AND ASSUMPTION
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Fig. 1. The small cells densely deployed underlying the macrocell.
We consider a scenario where small cells are densely
deployed underlying the homogeneous macrocell. As shown in
Figure 1, the network includes NB BSs and NR relays. There
are one or more BSs connected to the backbone network via
the macrocell, which is(are) called gateway(s) [21]. A back-
haul network controller (BNC) resides on one of the gateways.
BNC synchronizes and coordinates the data transmission in the
backhaul network [2]. It can obtain the QoS requirement of
each flow and the location of each BS or relay. The BSs are
connected through backhaul links in mmWave band to form
a mesh network. When there is a traffic demand between two
BSs, we say there is a flow between them. Each BS or relay is
equipped with an electronically steerable directional antenna
so that directional transmissions can be performed between
the transmitters and receivers. When a flow is blocked, it
can be forwarded through the surrounding relay nodes. For
simplicity but without loss of generality, we just consider two-
hop relay paths in mmWave band. In order to achieve a high
transmission rate, in this paper, we assume that line of sight
(LOS) transmissions can be achieved between the optional
relays and the sources (or the destinations) of the blocked
flows. Of course, the original flows (i.e. the unblocked flows)
also perform LOS transmissions. Each node (BS or relay) is
assumed to be half-duplex; so the flows sharing the common
node can’t be transmitted simultaneously.
A. MAC Frame Structure
In our algorithm, time is divided into a series of superframes
[2]. As shown in Figure 2, each superframe consists of two
phases: scheduling phase and transmission phase [22]. In the
scheduling phase, BNC receives the transmission request of
each flow, selects relay(s) for the blocked flow(s) and makes
the scheduling decision. Then, it broadcasts the scheduling
decision to the whole network. In the transmission phase, time
is further divided into K equal time slots (TS). In every TS,
some flows can be transmitted concurrently (either through
a relay path or through a backhaul path) according to the
scheduling decision.
B. Received Power
In this paper, we use a popular LOS path loss model for
mmWave as described in [23]. The received power from the
source node sf to the destination node df of link f can be
expressed as
Pr (sf , df ) = kPtGt(sf , df )Gr(sf , df )d
−n
sfdf
. (1)
k is a factor that is proportional to
(
λ
4pi
)2
, where λ denotes
the wave length; Pt represents the transmission power of the
transmitter; Gt (sf , df ) represents the transmitted antenna gain
in the direction of from sf to df and Gr (sf , df ) represents
the received antenna gain in the direction of from sf to df ,
respectively; dsfdf denotes the distance between sf and df
and n is the path loss exponent [5].
Scheduling Phase Transmission Phase
1 2 3 Ă Ă KTime Slot
Superframe
Fig. 2. The structure of one superframe.
4Similarly, the received interference from the source node sl
of link l to the destination node df of link f can be expressed
as
Pr (sl, df ) = ρkPtGt(sl, df )Gr(sl, df )d
−n
sldf
, (2)
where ρ is the multi-user interference (MUI) factor between
different links, which is related to the cross correlation of
signals from different links [8].
C. Data Rate
With the reduction of multipath effect for directional
mmWave links, the data rate of link f can be estimated
according to the Shannon’s channel capacity [21].
Rf = ηW log2(1 +
Pr(sf , df )
N0W +
∑
l 6=f
Pr(sl, df )
), (3)
where η is the factor that describes the efficiency of the
transceiver design, which is in the range of (0, 1). W is the
channel bandwidth, and N0 is the onesided power spectral
density of white Gaussian noise [5]. l represents the link that
is transmitted simultaneously with f . In fact, only when the
scheduling decision is determined, or in other words, which
links are scheduled at the same time with link f is determined,
the actual rate of one link can be determined.
IV. PROBLEM FORMULATION
In this section, we formulate the optimal scheduling problem
when relay paths and backhaul paths coexist into an MINLP.
It’s assumed that there are F flows in the network and each
flow f has its own QoS requirement qf . If a flow is blocked,
it will select a relay path to forward data. The original flow
is still transmitted through the backhaul path.
For flow f, the maximum number of hops of the selected
path is denoted as Hmaxf . If it chooses the relay path,
Hmaxf = 2; if it is still transmitted in the backhaul path,
Hmaxf = 1. We use a binary variable aifh to indicate whether
the hth hop of the relay path for flow f is scheduled in
the ith slot (i = 1, 2, ... K). If it is, aifh = 1; otherwise
aifh = 0. The source and destination of the hth hop of relay
path for flow f are denoted by sfh and dfh, respectively.
Similarly, bif indicates whether the backhaul path for flow
f is scheduled in the ith slot. sf and df denote the source
and destination of the backhaul path for flow f. Besides,
binary variable I(sfh, dfh, slp, dlp) = 1 means the hth hop
of the relay path for flow f and the pth hop of relay path
for flow l are adjacent (i.e. they share the common node);
I(sf , df , sl, dl) = 1 means the backhaul path for flow f and
flow l are adjacent; I(sfh, dfh, sl, dl) = 1 means the hth hop
of the relay path for flow f and the backhaul path for flow l
are adjacent.
In this paper, we aim at maximizing the number of flows
satisfying their QoS requirements, i.e., the number of com-
pleted flows. This is because many applications in mmWave
band require multi-Gbps throughput to guarantee transmission
quality. As a result, the QoS requirements of flows should be
taken into account. However, as the number of slots in the
transmission phase is limited, if we blindly aim at increasing
the total network throughput, the limited slot resources are
always allocated to the flows with high transmission rates, so
the flows with low transmission rates will hardly be scheduled,
which is unfair. Therefore, aiming at maximizing the number
of completed flows can ensure both backhauling capacity and
fairness.
For a blocked flow transmitted in relay path, only when the
QoS requirement qf is achieved in both two hops, it can be
called a completed flow. This can be expressed as Tf1 ≥ qf &
Tf2 ≥ qf , where Tf1 represents the actual throughput of the
first hop of the relay path for flow f , and Tf2 represents the
actual throughput of the second hop of the relay path for flow
f . For an original flow transmitted in backhaul path, when
the QoS requirement qf is achieved in one hop, it is called
a completed flow. This can be expressed as Tfb ≥ qf , where
Tfb represents the actual throughput of the backhaul path for
flow f . Specifically, the throughput of the link that is currently
being scheduled in the superframe for flow f can be expressed
as
Tf =
K∑
i=1
Rif4t
Ts +K4t . (4)
Here, Ts is the time of scheduling phase and 4t is the time
of one slot. Rif denotes the actual rate of flow f in the ith
slot. The interference from other flows is considered. We use a
scheduling vector ci to indicate which flow(s) is(are) scheduled
in the ith slot. In the vector, if the element cif = 1, it means
flow f is scheduled in this slot; if cif = 0, it means flow f isn’t
scheduled. According to (18), Rif can be calculated as (5).
Rif = ηW log2(1 +
cifPr(sf , df )
N0W +
∑
l 6=f
cilPr(sl, df )
) (5)
For convenience, we use a binary variable If to indicate
whether flow f is completed. If = 1 indicates flow f is
completed; If = 0 indicates it isn’t completed. Therefore, the
optimal scheduling problem (P1) when the relay paths and
backhaul paths coexist can be formulated as follows.
max
F∑
f=1
If (6)
For a blocked flow transmitted in relay path,
If =
{
1, Tf1 ≥ qf & Tf2 ≥ qf ;
0, otherwise.
(7)
For an original flow transmitted in backhaul path,
If =
{
1, Tfb ≥ qf ;
0, otherwise.
(8)
Now let’s analyze the constraints. First, due to the half-
duplex nature of the node, adjacent links can’t be transmitted
simultaneously. Here, three cases are included: 1) when both
two adjacent flows are blocked and transmitted in the relay
paths, the constraint can be expressed as
aifh + a
i
lp ≤ 1, if I(sfh, dfh, slp, dlp) = 1; ∀f, l, h, p, i;
(9)
52) when both two adjacent flows are not blocked and trans-
mitted in the backhaul paths, the constraint can be expressed
as
bif + b
i
l ≤ 1, if I(sf , df , sl, dl) = 1; ∀f, l, i; (10)
3) when one flow is transmitted in the relay path and its
adjacent flow is transmitted in the backhaul path, the constraint
can be expressed as
aifh + b
i
l ≤ 1, if I(sfh, dfh, sl, dl) = 1; ∀f, l, h, i. (11)
Second, if flow f selects the relay path, due to the inherent
order of transmission, different hops in the same path can’t be
concurrently scheduled, which can be expressed as
Hmaxf∑
h=1
aifh ≤ 1; ∀f, i. (12)
Third, in the relay path, the hth hop should be scheduled
ahead of the (h+ 1)th hop due to the inherent transmission
order, which can be expressed as
T∗∑
i=1
aifh ≥
T∗∑
i=1
aif(h+1), if Hmaxf > 1;
∀h = 1 ∼ (Hmaxf − 1) , T ∗ = 1 ∼ K.
(13)
Note that constraint (13) is a group of constraints, since T ∗
varies from 1 to K. Besides, h varies from 1 to Hmaxf − 1,
which ensures that each prior hop is scheduled ahead of the
hop behind.
Finally, for one flow, it can only select one path at most. In
other words, in one slot, it is transmitted either in the backhaul
path or in one hop of the relay path. If the flow is blocked
but it doesn’t select a relay node, it can’t be transmitted at all,
which can be expressed as
aifh + b
i
f
{
≤ 1, if qf > 0 & h < Hmaxf ;
= 0, otherwise;
∀f, h, i. (14)
This is a mixed integer nonlinear programming problem
(MINLP) and is NP-hard. It’s complex and is difficult to be
solved in polynomial time. Therefore, we should propose an
efficient and pratical algorithm to solve it.
V. THE PROPOSED RAQS SCHEME
In this section, we describe the proposed relay-assisted and
QoS aware scheduling scheme (RAQS). It mainly includes
two parts. The first part is a relay selection algorithm for the
blocked flows, and the second part is a heuristic transmission
scheduling algorithm when the relay paths and backhaul paths
coexist. The concurrent transmissions are fully exploited and
the QoS requirements of flows are especially considered in
both two parts. In particular, it’s assumed that during the
transmission, the blockage is always here. Note that in this
paper, when the QoS requirement of one flow is achieved, the
flow is called a completed flow.
sf df
R3 (initial
candidate relay)
R4
R2
R1
R6
R7
dsf df 
R5
Fig. 3. The selection of initial candidate relays for the blocked flow from sf
to df .
A. Relay Selection Algorithm
When a flow is blocked, we need to select a relay for it to
forward data. There are multiple relay nodes in the scenario.
However, it’s not true that any relay is beneficial to achieve the
QoS requirements of more flows. On one hand, if the rate of
the relay link is too low, even if the flow can be transmitted
throughout the transmission phase, it’s not necessarily able
to achieve its QoS requirement in the limited superframe
time. On the other hand, if multiple blocked flows select the
same relay, it may lead to more node contentions because
every node is half-duplex. This is not conducive to concurrent
transmissions and thus reduces the transmission efficiency. As
a result, it is also not beneficial to satisfy more flows’ QoS
requirements.
To guarantee a high rate, according to (1) and (18), the
selected relay(s) can’t be too far from the source and the
destination of the blocked flow. As shown in Fig. 3, if the
flow f between sf and df is blocked, we draw two circles
with sf and df as the centers, respectively. The radiuses of
both circles are equal to the distance dsfdf between sf and
df . The relay nodes that fall within the overlap of the two
circles (R3, R4 and R5, does not include the borders) become
the initial candidate relay set for flow f , which is denoted as
Can1(f).
In order to further guarantee the transmission rate of flow
f , we can then select relay(s) from Can1(f) according to
the time that it takes for the relay path to transmit a certain
amount of data. Only the relays whose used time meets some
condition can be selected. The condition can be described as
1
Rb
1
R1
+ 1R2
> β, (15)
where Rb denotes the rate of the backhaul path when the
flow is not blocked; R1 and R2 denote the rates of the first
and the second hop of the relay path, respectively. All rates
here are calculated without interference, because we have not
made the scheduling decision yet and the interference can’t be
determined. β is called the relay selection parameter, which
can be adjusted according to the actual situation. When a
certain amount of data D is transmitted, for the backhaul path,
6the time it takes can be expressed as DRb ; for the two-hop relay
path, the time it takes can be expressed as DR1 +
D
R2
. So the
formula on the left side of the greater-than sign represents
the time ratio between the backhaul path and relay path. To
simplify the subsequent description, we call it TR (time ratio).
The relay set for flow f selected in this way is denoted as
Can2(f). If there are more than one relays in Can2(f), we
then choose the relay with the maximum TR in Can2(f) and
denote it by Can3(f).
It’s worth noting that if in Can3, different flows select
the same relay, because of the half-duplex nature, there may
be more node contentions, which is harmful to concurrent
transmissions and achieve the QoS requirements of more
flows. Therefore, we only assign the repeated relay to the flow
that needs it most.
Algorithm 1: Eliminating the Repeated Relay
1 Input: The existing candidate relay set array Can2; The
existing selected path array P;
2 The two flows f1, f2 that select the same relay r;
3 Output: The new selected path array P and new Can2;
4 set n1 = the length of Can2(f1), n2 = the length of
Can2(f2);
5 if n1 == 1 & n2 == 1 then
6 P (fi) = r, fi is the flow with a higher TR; fj
removes r from Can2(fj); P (fj) = 0;
7 else if n1 == 1 & n2 > 1 then
8 P (f1) = r; f2 removes r from Can2(f2);
9 if Can2(f2) 6= ∅ then
10 P (f2) = the suboptimal relay r
′
;
11 if r
′
has been assigned to f3 then
12 f1 = f3, iterate Algorithm 1;
13 else
14 P (f2) = 0;
15 else if n1 > 1 & n2 == 1 then
16 P (f2) = r, f1 removes r from Can2(f1);
17 if Can2(f1) 6= ∅ then
18 P (f1) = the suboptimal relay r
′
;
19 if r
′
has been assigned to f3 then
20 f2 = f3, iterate Algorithm 1;
21 else
22 P (f1) = 0;
23 else
24 P (fi) = r, fi is the flow with a higher TR; the other
fj removes r from Can2(fj);
25 if Can2(fj) 6= ∅ then
26 P (fj) = the suboptimal relay r
′
;
27 if r
′
has been assigned to f3 then
28 fi = f3, iterate Algorithm 1;
29 else
30 P (fj) = 0;
The algorithm that eliminating the repeated relay is shown
in Algorithm 1. We allocate the relay according to the number
of relays in Can2, because the relays in Can2 are the relays
with high rates. For a flow f , if there is only one relay
in Can2(f), we think it needs the relay most. Otherwise, a
higher TR means the flow needs the relay more. In addition,
we denote the selected path as P. If a blocked flow f picks
out a relay, P(f) is set to be the selected relay’s ID (1,
2...NR). Otherwise P(f) = 0. The initial P is equal to Can3.
Specifically, the following three cases are included. 1) If the
two flows that select the same relay both have only one
candidate relay in Can2, we assign the relay to the flow with a
higher TR, denoted as fi. Therefore, the other flow fj can’t be
transmitted, which is described in line 6. 2) If one of the two
flows has only one candidate relay in Can2, and the other has
more than one relay in Can2, we assign the relay to the former.
The latter removes the repeated relay from Can2 and selects
the suboptimal relay (i.e. the relay with the second highest
TR in Can2, as shown line 7-22. 3) If both of the two flows
have more than one candidate relay in Can2, we also assign
the relay to the flow with a higher TR. The other removes the
repeated relay from Can2 and selects the suboptimal relay, as
shown in line 23-30. If the suboptimal relay has been assigned
to other flow(s), we iteratively execute the above three rules
until an unused relay is selected for the flow or its Can2
becomes empty. Can2 becomes empty means the flow doesn’t
have a path to transmit.
B. The Proposed Transmission Scheduling Algorithm
After selecting proper relay for each blocked flow as in-
dicated by constraint (14), we propose a heuristic scheduling
algorithm to solve the joint scheduling problem of relay paths
and backhaul paths. In order to fully exploit concurrent trans-
missions and let more flows achieve their QoS requirements,
the concept of contention graph in [24] is still used. The
contention graph could reflect the global information of the
contentions residing in the network [8]. Besides, the difference
between two-hop relay path and one-hop backhaul path is fully
considered.
In the contention graph, each vertex represents one link
(relay link or backhaul link). If two links share the common
node, or the interference that one link has on another is bigger
than a threshold σ, as shown in (16), we say there is a con-
tention between them and then add one edge between the two
vertices. Links that have common node cannot be scheduled
1 2
3 4
Fig. 4. The contention graph with contention between link 1 and link 2 and
contention between link 1 and link 4.
7concurrently due to the constraints (9), (10), and (11). For
example, as shown in Figure 4, there is a contention between
link 1 and link 2, which indicates link 1 and link 2 share the
common node or the interference between them is severe. The
links with contention can’t be scheduled simultaneously. In
contrast, there is no contention between link 1 and link 3. So
they can be scheduled in the same slot. The edge number of
one vertex is called the degree of the link. For instance, the
degree of link 1 is 2, and the degree of link 3 is 0.
max{Pr(sl, df ), Pr(sf , dl)} > σ (16)
The transmission scheduling algorithm is shown in Algo-
rithm 2. Firstly, in line 3, BNC receives the transmission
request of each flow with their QoS requirements qf , and then
it calculates the total number of slots ξf that flow f spends
achieving its QoS requirement when transmitted in the selected
path. If the flow is transmitted in the relay path, the total
number of slots ξf is equal to the sum of the number of slots
spent in each hop, which can be expressed as ξf = ξ1+ξ2. ξ1
represents the number of slots spent in the first hop of the relay
path, and ξ2 represents the number of slots spent in the second
hop of the relay path. If the flow is transmitted in the backhaul
path, ξf is equal to the number of slots spent in the only one
hop, denoted as ξf = ξb. ξb denotes the number of slots spent
in the one-hop backhaul path. Specifically, the number of slots
ξ spent in the current hop can be calculated as (17). Rf is the
rate of the current hop with no interference from other links.
The numerator represents the total number of bits that need to
be transmitted in one superframe. The denominator represents
the number of bits that flow f can transmit in one slot in the
current hop.
ξ =
qf ∗ (Ts +K4t)
Rf ∗ 4t (17)
The flows that spend too many slots will be removed from
the scheduling set, as shown in line 4. This is based on
the knowledge that the number of slots in the transmission
phase is limited. If the flow has been scheduled throughout
the transmission phase, but it still can’t achieve it’s QoS
requirement, the slots are wasted. Next, in line 6, we initialize
the unscheduled headmost hop Ff and the maximum number
of hops Hmaxf for each flow f . Ff is set to 1 at the beginning,
which ensures the first hop of flows transmitted in the relay
path is scheduled first indicated by constraints (12) and (13).
In line 7, We also initialize a F × K scheduling matrix
C = [c1, c2, ......cK ], denoted the scheduling decision in K
slots.
We make the scheduling decision slot by slot. If it is the
first slot or some flows newly achieve their QoS requirements
in the current hop, we use the method in [24] to generate the
contention graph G of all F flows in the current hop. The
flows that have been completed and that are ongoing don’t
need to be judged again. To avoid contention, the neighbor(s)
of ongoing flow(s) in contention graph shouldn’t be scheduled.
These three kinds of flows are called invalid flows and we
remove them from G, as shown in line 8. Then, in line 9-22,
based on G, we make the scheduling decision. While G is
not empty, we prefer to select the flow whose current hop
Algorithm 2: The Transmission Scheduling Algorithm
1 Input:The final selected path array P;
2 Output:The scheduling matrix C;
3 BNC receives the transmission request of each flow with
their QoS requirements qf and calculates ξf of each
flow;
4 remove D = {f |ξf > K}; F = the number of remaining
flows;
5 Initialization: Ff = 1 and Hmaxf for each flow;
CF×K = 0;
6 for slot i (1 ≤ i ≤ K) do
7 if i = 1 or one hop of some flow is newly completed
then
8 generate G of all F flows in the current hop and
remove invalid flows from G;
9 while G 6= ∅ do
10 L= the set of remaining flows in G;
11 obtain Ff for the flows in L;
12 Two = {l|Fl == 2};
13 if |Two| > 1 then
14 M = {t| min
t∈Two
degree (t)};
15 if |M| > 1 then
16 f = min
f∈M
ξ, ξ is the number of slots
spent in the current Ff th hop;
17 else
18 select f ∈M;
19 else
20 select f ∈ Two;
21 cif = 1;
22 remove f and its neighbors from G;
23 else
24 ci = ci−1;
25 if any Tf > qf then
26 if Ff = Hmaxf then
27 cif = −1;
28 else
29 Ff = Ff + 1;
Ff equals 2, as shown in line 12. This is because that it
means the first hop has been finished, if we don’t schedule
the second hop, the slots used in the first hop are wasted.
However, if there are multiple flows whose current hops equal
2, the flow that has the minimal degree is preferred, which
is shown in line 13-14. Smaller degree means there is less
node contention or smaller interference between this link and
other links, which is beneficial to concurrent transmissions and
satisfy more flows’ QoS requirements, which is the objective
function in (6). If there are still multiple flows that have the
same minimal degree, we select the flow that spends the least
number of slots in the current hop, as shown in line 15-16.
The faster one flow achieves its QoS requirement, the more
8slots can be saved to let other flows be transmitted, which
is beneficial to satisfy the QoS requirements of more flows.
The process of selecting a transmission flow is shown in line
12-21. Then the newly selected flow and its neighbor(s) are
also removed from the contention graph, as shown in 22. We
repeat these steps until the contention graph becomes empty.
In this way, we can pick out all the flows that are scheduled
in slot i, denoted as ci. If no flow is completed, as shown in
line 24, we still use the scheduling decision of the last slot. At
the end of each slot, as shown in line 25-29, we should check
whether there are some flows achieve their QoS requirements
in the current hop. If the flow f has achieved qf and the
current hop is the maximum hop, it is completed and will
never be scheduled later, which is denoted as cif = −1. It helps
us to save slots and satisfy more flows’ QoS requirements.
If it isn’t the maximum hop, increase the hop Ff by 1. As
long as one hop of some flow is transmitted completely, the
contention graph in the current hop needs to be regenerated
and the number of slots spent in the current hop needs to be
recalculated. We iteratively make decisions with the method
described above, until all slots are completed.
To estimate the algorithm complexity, we can observe the
outer for loop has K iterations. The inner while loop has F
iterations in the worst case, Thus, the scheduling algorithm
has the complexity of O(FK), which can be implemented in
practice.
TABLE I
SIMULATION PARAMETERS.
Parameter Symbol Value
Transmission power Pt 1000mW
Path loss exponent n 2
MUI factor ρ 1
Transceiver efficiency factor η 0.5
System bandwidth W 1200MHz
Background noise N0 -134dbm/MHz
Slot time 4t 18us
Scheduling phase time Ts 850us
Number of slots in transmission phase K 3000
Half-power beamwidth θ−3dB 30◦
VI. PERFORMANCE ANALYSIS
In this section, we analyze the impact of interference thresh-
old choice on the performance of our scheme. To fully reap the
benefits of concurrent transmissions, the sum of transmission
rates of links scheduled for transmission in the same time slot
should be maximized. This sum can also be regarded as the
throughput in one time slot, and has a big impact on the system
performance. We denote the set of concurrent links scheduled
in the ith slot as Vi. For one link f ∈ Vi, we can obtain its
transmission rate as
Rf = ηW log2
1 + Pr(sf , df )
N0W +
∑
l 6=f,l∈Vi
Pr(sl, df )
 . (18)
The sum of transmission rates of links scheduled in the ith
slot can be obtained as
∑
f∈Vi
Rf =
∑
f∈Vi
ηW log2
1 + Pr(sf , df )
N0W +
∑
l 6=f,l∈Vi
Pr(sl, df )
.
(19)
As stated before, concurrent links should have no contention.
As indicated in (16), the interference between concurrent links
is less than or equal to σ. Thus, the sum rate meets
∑
f∈Vi
Rf ≥
∑
f∈Vi
ηW log2
(
1 +
Pr(sf , df )
N0W + (|Vi| − 1)σ
)
. (20)
The right side of (20) can be regarded as a lower bound of
the sum rate. To maximize the sum rate, we can optimize the
interference threshold σ to maximize the lower bound, which
can be expressed as
∑
f∈Vi
ηW log2
(
1 +
Pr(sf , df )
N0W + (|Vi| − 1)σ
)
= ηW log2
∏
f∈Vi
(
1 +
Pr(sf , df )
N0W + (|Vi| − 1)σ
)
.
(21)
To maximize the lower bound, we should maximize∏
f∈Vi
(
1 +
Pr(sf ,df )
N0W+(|Vi|−1)σ
)
. The number of concurrent links
|Vi| is determined by the threshold σ. When σ increases, more
links will have no contention between each other. Thus, |Vi|
also increases, and the number of product terms increases.
However, each product term will decrease. When σ decreases,
|Vi| also decreases. The number of product terms decreases,
while each product term will increase. Therefore, both too
large and too small σ will decrease the sum rate. There should
be an optimized value of σ that can maximize the sum rate,
which is consistent with the performance evaluation results in
Fig. 7 and Fig. 8.
On the other hand, since the log2(x) function is convex, we
can obtain
ηW
∑
f∈Vi
log2
(
1 +
Pr(sf , df )
N0W + (|Vi| − 1)σ
)
≤ ηW |Vi|log2
1 + ∑
f∈Vi
Pr(sf , df )
N0W |Vi|+ |Vi|(|Vi| − 1)σ
 .
(22)
The equal sign is taken when Pr(sf ,df )N0W+(|Vi|−1)σ is equal for
each link f ∈ Vi. When σ and |Vi| is fixed, more uniform
Pr(sf , df ) can achieve higher sum rate and thus better network
performance. With the transmission power fixed, more uniform
link length can achieve better performance. Therefore, the
relays should be deployed to form uniform relay link length
as the backhaul link to achieve better performance. Thus,
β should be set to near 0.5 to achieve a better network
performance, which is also indicated in Fig. 9 and Fig. 10.
9VII. PERFORMANCE EVALUATION
A. Simulation Setup
In the simulations, as the algorithm performance is depen-
dent on the locations of BSs and relays, we consider a scenario
that 10 BSs are uniformly and randomly distributed in a
100m×100m square area. The relay nodes obey space poisson
distribution with parameter λ = 30. The number of flows is set
to 10. The sources and destinations of 10 flows are randomly
selected. The QoS requirement of each flow is uniformly
distributed between 1Gbps and 3Gbps [8]. The blocked flow(s)
is(are) also randomly set and the frequency of mmWave is
60GHz. Both BSs and relays have the same transmission
power Pt. Particularly, we use the realistic antenna model in
[25]. The gain of a directional antenna in units of dB can be
expressed as follows.
G(θ) =
G0 − 3.01×
(
2θ
θ-3dB
)2
, 0◦ ≤ θ ≤ θml/2
Gsl. θml/2 < θ ≤ 180◦
(23)
θ denotes an angle within the range [0◦, 180◦]. G0 is the
maximum antenna gain and it can be expressed as G0 =
10log(1.6162/sin(θ-3dB/2))2. θ-3dB denotes the angle of the
half-power beamwidth. θml denotes the main lobe width in
units of degrees and it can be expressed as θml = 2.6× θ-3dB.
The sidelobe gain Gsl = −0.4111 × ln(θ-3dB) − 10.579 [21].
To better simulate the real scenario, we choose other relevant
parameters as shown in Table I, most of which are the same
as those in [5].
B. Schemes for Comparison and Metrics for Evaluation
In the simulations, we compare our RAQS algorithm with
the following three schemes:
1) MQIS: The maximum QoS aware independent set based
scheduling algorithm. In the algorithm, concurrent transmis-
sions and the QoS aware priority are exploited to achieve more
successfully scheduled flows and higher network throughput
[8]. To best of our knowledge, MQIS achieves the best
performance in terms of the number of flows satisfying their
QoS requirements and the system throughput. However, it
doesn’t provide a solution to the blockage problem.
2) STDMA: The spatial-time division multiple access algo-
rithm [5]. In this algorithm, if scheduling one flow can increase
the system throughput, we then decide to schedule it. Similarly,
it still doesn’t provide a solution to the blockage problem.
3) Random relay: For the blocked flows, the random
relay selection algorithm selects the final relay(s) without any
special algorithm. It just selects the final relay(s) uniformly
and randomly.
The two metrics, number of completed flows and system
throughput, are used for evaluation. Only when a flow achieves
its QoS requirement in all hops of the selected path, can it be
called a completed flow. The number of completed flows is
the number of completed flows in the system until the end of
simulation. The system throughput represents the throughput
of all flows in the network, which also includes the throughput
of uncompleted flows.
Particularly, we simulate these two metrics under different
number of blocked flows and different interference thresholds
σ in the contention graph. Besides, the impact of relay selec-
tion parameter β in (15) is also simulated. The simulations are
repeated 100 times to get the average results.
C. Simulation Results
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Fig. 5. Number of completed flows under different number of blocked flows.
1 2 3 4 5 6 7 8 9 10
0
5
10
15
Number of blocked flows
6
\V
WH
P
Wh
ro
ug
hp
ut
 (G
bp
s)
MQIS
STDMA
Random relay
The proposed
Fig. 6. System throughput under different number of blocked flows.
To evaluate the impact of the number of blocked flows on
the system performance, we plot the number of completed
flows and system throughput for the four schemes, which
are shown in Figure 5 and Figure 6, respectively. In the
simulations, the interference threshold σ is set to 0.01 and the
relay selection parameter β is set to 0.53. From the results,
we can observe both the number of completed flows and
system throughput for all schemes decrease when the number
of blocked flow increases. However, compared with MQIS
and STDMA, the proposed algorithm always has significantly
better performance. This is because when a flow is blocked,
we can use a relay with good performance to forward the
data, but MQIS and STDMA don’t provide a solution to the
blockage problem. Besides, compared with the random relay
selection algorithm, our scheme can still maintain higher and
more stable performance. This is because when we select
the relays, the rate of the relay link and the node contention
are considered so that the flows can be completed faster and
concurrent transmissions can be fully exploited to improve
the transmission efficiency. No matter how many flows are
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Fig. 8. System throughput under different thresholds.
blocked, we can always select proper relays for them. Specif-
ically, when the number of blocked flows equals 10, our
scheme improves the number of completed flows by 37.0%
and system throughput by 47.8% compared with the random
relay selection algorithm.
In order to investigate the impact of thresholds on the system
performance and find the optimal threshold, the two metrics
under different interference thresholds are shown in Figure 7
and Figure 8. Here, the number of blocked flows is set to 5
and β is set to 0.53. From the results, we can observe the
performance of the proposed algorithm and random algorithm
change significantly with the threshold. when the threshold is
small, the difference between the two algorithms is negligible.
This is because if the threshold is too small, even if the
interference between flows is small, they are considered to be
in contention and thus concurrent transmissions can’t be made
full use of. At this time, the threshold is the main limiting
factor. However, when the threshold increases, the proposed
algorithm could achieve better performance compared with
the random relay scheme. This is mainly because we select
relays with high link rates, which helps to satisfy the QoS
requirements of more flows in the limited time; different
blocked flows select different relays, which is beneficial to
exploit concurrent transmissions to improve the performance.
when σ is bigger than 10(−2), the performance of these two
schemes decreases. This is because that if the threshold is
too big, even if the interference between flows is big, they
can still be scheduled simultaneously. As a result, the link
rates become low and the transmissions become inefficient.
When the threshold is bigger than 10, because the interference
between flows can’t reach to this value, threshold becomes
useless and thus the curves of the both algorithms become
flat. Therefore, under the simulation conditions in this paper,
σ = 10(−2) is the optimal threshold. When σ = 10(−2), the
proposed scheme can improve the number of completed flows
by 14.1% and system throughput by 16.1% compared with
the random relay selection algorithm. Compared with MQIS,
which doesn’t provide a solution to the blockage problem, the
performance of our algorithm always has obvious advantages.
As for STDMA, because it doesn’t involve the threshold, it
doesn’t change at all.
The impact of relay selection parameter β on our protocol is
shown in Figure 9 and Figure 10. At this time, the threshold is
set to 0.01. On one hand, when the number of blocked flows is
small, the impact of β is not obvious. The greater the number
of blocked flows, the greater the effect of β. On the other
hand, the smaller the value of β, the higher the probability
of selecting a relay for the blocked flow(s); so the better the
performance. However, when β is less than a certain value,
the improvement of performance is not obvious. Considering
that when β is too small, the number of relays in Can2 is
larger, and choosing the final relay(s) in P is more complex,
we should select a proper β according to the actual condition.
For example, based to our simulation results, when 5 flows
are blocked, β = 0.53 is proper. This is because on one hand,
when β = 0.53, the number of completed flow and the system
throughput can maintain a high level, and on the other hand,
it’s not very complex to find the final relay(s).
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VIII. CONCLUSION
In this paper, we propose a relay-assisted and QoS aware
scheduling (RAQS) scheme for the blockage problem in
mmWave backhaul networks. First, we propose a relay se-
lection algorithm to forward the data of blocked flow(s),
which can select non-repeating relays with high link rates
for different blocked flows. Then we propose a heuristic
scheduling algorithm to solve the joint scheduling problem of
relay paths and backhaul paths, in which both concurrent trans-
missions and QoS requirements of flows are fully taken into
account. The difference between relay path and backhaul path
is also considered. Extensive simulations show our scheduling
algorithm can effectively overcome the blockage problem, and
keep the number of completed flows (i.e., the flows satisfying
their QoS requirements in all hops) and system throughput at a
high and stable level. In addition, the impact of relay selection
parameter is simulated to further guide the relay selection.
In the future work, we will consider other aspects of
flows, such as delay, in the problem, and also investigate the
delay performance of the proposed scheme. Besides, we will
also investigate the utilization of full duplex technology in
mmWave band to improve network performance.
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