Abstract. We propose a partitioning algorithm to solve a class of linear-quadratic Markov decision processes with inequality constraints and nonconvex stagewise cost; within each region of the partitioned state space, the value function and the optimal policy have analytical quadratic and linear forms, respectively. Compared to grid-based numerical schemes, the partitioning algorithm gives the closed-form solution without discretization error, and in many cases does not suffer from the curse of dimensionality. The algorithm is applied to two applications. In the main application, we present a model for limit order books with stochastic market depth to study the optimal order execution problem; stochastic market depth is consistent with empirical studies and necessary to accommodate various order activities. The optimal execution policy obtained by the algorithm significantly outperforms that of a deterministic market depth model in numerical examples. In the second application, we use the algorithm to compute the exact optimal solution to the renewable electricity management problem, for which previously only an approximate solution was known. As a comparison, we show that the approximate solution can be quite inaccurate for some initial states and thus demonstrate an advantage of the exact solution.
Introduction
Linear-quadratic-Gaussian control is one of the few examples in stochastic dynamic programming that yields a closed-form solution (see, e.g., Bertsekas 1995 , Athans 1971 . It has quadratic costs and linear state dynamics; the optimal policy is a linear function, and the optimal value function is a quadratic function of the state variables. However, two limitations may exist: First, if there are constraints on actions (decision variables), even if they are linear, obtaining analytical solutions may be difficult. Second, the noise in the real world may be non-Gaussian and intertemporally correlated.
To address these problems, we study a class of optimization problems with linear dynamics, quadratic costs, and linear inequality constraints on the action. Furthermore, the uncertainty is modeled as an underlying Markov chain, which fits into the framework of Markov decision processes (MDPs) (see, e.g., Puterman 2009). More precisely, the coefficients, cost matrix, and constraints may jump, contingent on the Markov chain, and the form of dependence is arbitrary (i.e., not necessarily linear or quadratic). In addition, we relax the convexity assumption (e.g., in Birge and Louveaux 2011 and Chizeck et al. 1986 ) that the stagewise cost function must be positive definite. This relaxation is crucial to accommodate the two applications we are interested in exploring.
Rather than using approximations, we propose a partitioning algorithm to characterize the analytical solution of this class of MDPs. Indeed, within each region of the partitioned state space, the value function and the optimal policy have analytical quadratic and linear forms, respectively. Hence, our algorithm is exempt from discretization error, and the complexity usually does not exponentially scale in the dimension of the state space, which are two major drawbacks of grid-based numerical methods.
We apply the algorithm to two applications related to market microstructure. For the first application of the optimal order execution problem in a limit order book (LOB), the general class of MDPs allows us to introduce stochastic market depth, a desirable property of LOB models. The resulting (analytically solved) optimal execution policy is stochastic, and it significantly outperforms deterministic order execution policies in 
Market depth
Notes. Limit buy and sell orders are arranged by their prices. A market order arrives and consumes limit orders of the same quantity of shares (the lightest region).
inventory to meet demand, as the electricity generated from renewable sources is subject to significant uncontrollable fluctuations (e.g., wind speed, weather conditions). However, as noted by Henriot (2014), Schmalensee (2012) and references therein, the trading volume in intraday markets is relatively low, and such illiquidity leads to high price impacts after trading. Thus, the power producer faces a dynamic optimization problem that minimizes the sum of three costs: the trading cost, the production cost, and the imbalance cost caused by the difference between demand and supply (defined as the electricity produced plus the net trading position).
Main Contribution and Literature Review
The main contribution of this paper is threefold: (1) We provide a partitioning algorithm for a class of linear quadratic MDPs with linear inequality constraints and nonconvex stagewise cost; see Section 2. (2) To the best of our knowledge, we are the first to introduce stochastic market depth as a Markov chain into the LOB optimal execution problem. Consequently, our model can incorporate different types of order activities, namely, the submission of limit orders outside the best quotes and order cancellation; see Section 3.2. In numerical examples, the stochastic policy significantly outperforms the deterministic strategy, especially for "unexpected" changes in the market; see Section 3.6. (3) For the renewable electricity management problem, the partitioning algorithm allows us to derive the exact optimal policy, which substantially outperforms the existing approximate solution (based on the relaxation of constraints).
Next we review the literature related to the methodology of this paper. The comparison to studies of both applications is deferred to their respective sections. Downloaded from informs.org by [175.159.126 .252] on 26 April 2018, at 18:41 . For personal use only, all rights reserved.
Management Science, 2018 , vol. 64, no. 2, pp. 784-803, © 2017 Our formulation of the MDP is closely related to the Markovian-jump linear quadratic (MLQ) optimal control proposed in Blair and Sworder (1975) and later extended by Chizeck et al. (1986) . However, in the existing literature, the system is either stochastic but unconstrained as in MLQ or deterministic with constraints without the need for Bellman's principle of optimality (e.g., Bemporad et al. 2002) . Other papers, such as Moore et al. (1999) , consider more complicated noise structure; typically, however, only approximate/suboptimal solutions can be derived. This paper contributes to this stream of literature by presenting a partitioning algorithm to explicitly solve linearquadratic problems that are stochastic and constrained.
Second, the stagewise cost in our paper can be nonconvex, while the realized total cost must be pathwise convex (see Assumption 1 and Equation (4)). Our setting relaxes the convexity assumption in multistage quadratic stochastic programs (Louveaux 1980 , Birge and Louveaux 2011 , Moore et al. 1999 , although their formulation is more general in other dimensions, including non-Markovian dynamics. The relaxation of convexity is necessary for both applications in this paper. The handling of nonconvex cost subject to an even weaker convexity condition in quadratic programming is highlighted in Chen et al. (2014) , in which an investor attempts to unwind a portfolio of multiple assets during a single period with a constant trading rate. By comparison, in our application to the optimal order execution, we consider liquidation of a single asset in multiple periods and explicitly model the LOB. This paper is organized as follows: A class of MDPs and the partitioning algorithm are introduced in Section 2. We present two applications in Sections 3 and 4. Section 5 provides concluding remarks and suggestions for future research.
A Class of Markov Decision Processes
In this section, we propose a partitioning algorithm for a class of linear-quadratic Markov decision processes. The formulation and various extensions are presented in Section 2.1. In Sections 2.2 and 2.3, we show the partitioning algorithm that solves the MDP: The state space can be partitioned into polyhedral regions; in each region, the optimal policy and the value function are closed-form linear and quadratic functions, respectively, of the state. In Section 2.4, the complexity of the algorithm is analyzed.
Formulation
Over a discrete-time finite horizon {0, 1, . . . , n}, consider an underlying Markov chain {S i } n i 0 , governed by a transition probability matrix P (i) , where S i ∈ {s 1 , . . . , s l }. The MDP has a state vector x i ∈ m and an action (decision) vector u i ∈ p . To differentiate, S i is referred to as the exogenous state, and x i as the endogenous state. The objective is to solve the following:
Here, the policy is assumed to be Markovian and nonanticipating, i.e., u i is a function of x i and S i . All coefficient matrices A ∈ m×m , B ∈ m×p , C ∈ (m+p)×(m+p) , D ∈ p and F, G ∈ m can depend on stage i and the realization of the exogenous state S i . The Markov chain can represent the status of the system (e.g., the market condition, the economic cycle). The dependence of the coefficient matrices on time and the exogenous state is arbitrary, and not necessarily linear or quadratic. Next, we show that (1) can be transformed into the following problem, in which the action is a scalar:
The proof is presented in Online Appendix A. The coefficient matrices and dimensions in (2) are not necessarily the same as in (1) after the transformation; in particular,m m + p − 1 andn np. The intuition of Lemma 1 is that a multivariate action can be activated in succession by dividing a stage into consecutive substages and by allowing for one component of the action vector at each substage. As a result, we consider only the problem with a scalar action variable henceforth. Using the framework for dynamic programming, we let J i (x i , S i ) and u * i (x i , S i ) be the value function and the optimal policy, and we define the value of a state-action pair as
By convention, we set V i J i +∞ for the infeasible endogenous state and J n+1 0. The optimality condition is given by the Bellman equation
The following assumption is imposed throughout the paper: Assumption 1. Value function V i is strictly convex in u i for any (x i , S i ) ∈ m × {s 1 , . . . , s l } and i 0, . . . , n.
Several comments are in order for formulation (2). First, Assumption 1 is weaker than the usual assumptions that the coefficient matrix of the stagewise cost C Downloaded from informs.org by [175.159.126 .252] on 26 April 2018, at 18:41 . For personal use only, all rights reserved. must be positive definite for each i as in, e.g., Chizeck et al. (1986) and Birge and Louveaux (2011) . As shown in Sections 3.4 and 4, for the two applications of interest here, C is never positive definite, while Assumption 1 holds under mild conditions. A sufficient condition for Assumption 1 is the so-called pathwise convexity condition: For any realized sample path of the Markov chain {S i s k i } n i 0 , the realized quadratic cost
after we represent x i as a linear function of (u 0 , . . . , u i−1 ) and x 0 . Although the pathwise convexity condition is still stronger than Chen et al. (2014) , in which the objective can be nonconvex pathwise, it is satisfied in our applications. Second, the quadratic cost and linear dynamics in (2) can be generalized to include constant terms and discrete additive random noise. More precisely, consider
where f , g, and d are scalars and c is a vector of length m +1. Here, d represents the additive Markovian noise. 1 This formulation can be easily reduced 2 to (2) by appending a constant endogenous state variable, i.e., (x, 1). For example,
A Simple Case: The One-Step
Deterministic Problem To understand the intuition of the algorithm and shed light on the structure of the solution to the general case, we present the analytical solution of Problem (2) for the simplest case n l 1, i.e., the policy consists of two actions u 0 and u 1 while the Markov chain is a deterministic path. Because l 1, we omit the subscript for the exogenous state.
We first analyze the last stage i 1. The problem is infeasible for any endogenous state in the interior of the region G 1 x 1 ≤ F 1 x 1 . For any feasible state, the cost of the last stage can be expressed as a 1 u
, where a 1 ∈ , b 1 ∈ m and c 1 ∈ m×m . Because a 1 > 0 by Assumption 1, the unconstrained minimizer isũ * 1 (x 1 ) −b 1 x 1 /2a 1 , a linear function of x 1 . We partition the feasible endogenous state space by the linear boundariesũ * 1 ≤ F 1 x 1 , F 1 x 1 ≤ũ * 1 ≤ G 1 x 1 and G 1 x 1 ≤ũ * 1 . In each region, we can find the optimal control policy u * 1
G 1 x 1 , respectively, and obtain the quadratic value function accordingly. Therefore, the state space at i 1 is partitioned into four ( 1 ) = ( 1 ) (1)
regions (including the infeasible one), as illustrated in Figure 2 .
Surprisingly, a notable feature of the value function is its differentiability across boundaries 4 except those between feasible and infeasible regions, which can be verified by simple algebra. This differentiability is crucial: It guarantees that the value of a state-action pair V 0 as defined in (3) does not have a sharp "wedge" in u i , and thus, the minimum can be attained only at a stationary point or either constraint F 0 x or G 0 x. Now, consider a state x 0 at i 0 and its optimal action u * 0 (x 0 ). The state-action pair (x 0 , u * 0 ) will cause x 1 A 0 x 0 + B 0 u * 0 to fall into one of the regions at i 1. For instance, consider the region 1 
. Similar to the case of i 1, u * 0 depends on the relative positions ofũ * 0 , F 0 x 0 and G 0 x 0 , leading to the following linear boundaries:
Combining this with the condition that x 1 ∈ 1 , we obtain three possible regions in which x 0 may fall, as well as the corresponding u * 0 and value function:
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In each region, the first two linear boundaries correspond to the condition that x 1 ∈ 1 ; the third linear boundary corresponds to the positions ofũ * 0 , F 0 x 0 and G 0 x 0 . Note that the region may be a null set if the half spaces do not intersect.
Given that we have obtained three feasible regions for the state x 0 that lead x 1 to fall in 1 , the same process is then conducted for other regions, 2
The solution highlights the key steps in generating linear boundaries and partitioning the state space by backward induction. The region at i + 1 is mapped linearly into the state space at i due to the linear state dynamics. The region at i is then further partitioned by comparison of the unconstrained minimizer and constraints, both linear functions of the endogenous state as the Bellman equation yields a linear unconstrained minimizer.
The General Case
The special case of n l 1 (recall that n is the length of the horizon and l is the number of exogenous states) gives insights into the proof for the general case. However, several technical difficulties must be addressed. For example, why do the regions cover the whole state space and not intersect with one another? How is the differentiability inherited through backward induction? Why are the quadratic coefficients (a 0 and a 1 in Section 2.2) always positive? Theorem 1 gives a formal statement; the proof is available in Online Appendix A. Algorithm 1 can be used to recursively find the partitions as well as the optimal policy and value function. r , the optimal policy and value function of (2) are of the form 
arg min
provided the structure of the partition at i + 1 and that x i+1 falls into k, i+1 r k for k 1, . . . , l. Then the constrained minimizer u * i can be the following:
is a linear function of x i . Combining this with the linear inequalities that A s j , i x i + B s j , i u * i must fall into the intersection of k, i+1 r k for k 1, . . . , l, we obtain polyhedral regions in the state space at i. Finally, the coefficient of the linear policy Second, the differentiability of the value function is crucial in recursively computing the partitions, which guarantees that the maximum is only attained at stationary points when solving the Bellman equation. This property can essentially be attributed to the differentiability of h(x) min u≤ f x {au 2 + b xu + x cx} for a > 0, i.e., the switching of h(x) on the boundary f x −b x/(2a) is smooth. Such a comparison of the unconstrained minimizer and the constraint is the only source of new linear boundaries at stage i, as other linear boundaries are inherited from stage i + 1. Therefore, partitioning will not cause nondifferentiability in backward induction.
Complexity
Next we investigate the number of regions in a partition of the general formulation (2) as a function of problem dimensions m, n and l, which we refer to as the complexity. Note that the partitioning algorithm is an offline algorithm. The partitions are to be computed once, and the optimal policy for any realization of the Markov chain will follow. This is particularly important for optimal execution problems (Section 3), in which the order execution must be re-solved every day.
Although one can easily obtain a theoretical upper bound 3 (n+1)l n+1 for the number of regions, 5 it greatly overestimates, as similarly noted by Bemporad et al. (2002) . Many linear boundaries derived from the Bellman equation, in the form of half-spaces, do not intersect to form a region and are thus redundant. For example, in the LOB application, the number of regions is bounded above by (2l) n+1 , in which m 2 and l, n ∈ + . For electricity management in intraday markets (Section 4), the complexity is bounded above by 2l
n , in which m 3, l 4 and n ∈ + .
Algorithm 1 (The Partitioning Algorithm) 1: initialization 2: set i ← n 3: for j ← 1 to l do 4: compute the cost function of the last stage a s j , n u
, and the unconstrained minimizerũ * n −(b s j , n ) x n /(2a s j , n ) 5: partition the state space into four regions:
, and (G s j , n ) x n 7: compute the value function in the above regions by letting u n u * n in a s j , n u 2 n + (b s j , n ) x n u n + x n c s j , n x n 8: end for 9: for i ← n − 1 to 0 do 10: suppose the linear boundaries of all regions in state s j at stage i + 1 are {l
and eliminate redundant boundaries to obtain a refined partition 11: for j ← 1 to l do 12:
for all region in the refined partition do 13:
if is infeasible for some S i+1 s k and P
go to
Step 12 15: (3) by using the quadratic value function in region for all S i+1 s k in the Bellman equation 17:
define three regions according to the unconstrained minimizerũ * i
compute the value function by letting u i u * i in a s j , i u
end for 20:
flag the rest state space as infeasible 21: end for 22: end for 2.4.1. Randomized Computational Experiments. Because the theoretical bound is overestimating, we conduct randomized computational experiments to investigate the complexity as a function of problem dimensions m, n, and l. For each set of dimensions, we solve 1,000 instances of the MDPs by randomly generating their coefficient matrices and the transition probability matrix of the Markov chain (see Online Appendix B for details). Then the average number of regions at i 0 over all instances and the standard error are computed. The results are shown in the left panel of Table 1 for different combinations of dimensions. By comparison, we also randomly generate 1,000 sets of parameters for both applications and evaluate the average complexity. 7 The results are shown in the right panel of Table 1 .
Two comments are in order on the complexity of the algorithm and Table 1 . First, when m 2, the partitioning algorithm can handle large n and l. This is because linear boundaries on 2 generate a linear number of regions. In the high-frequency example in Table 4 (in Section 3.6), there are only 2,592 regions for m 2, n 500, and l 51. When m 3, for l ≤ 3, the complexity increases mildly in n; however, for l 4, the number of regions grows fast as n increases. In Table 1 , the dimension (m, n, l) (3, 3, 4) yields an average complexity of 1,270.2, much larger than the rest. This is partly because of more extreme instances in higher dimensions: more than 10 of them have a complexity of more than 10,000, giving rise to the high standard error. Second, the complexity of the applications (right panel) is significantly lower than the randomized computational experiments (left panel) for the same dimension. We conjecture that two factors might play a role in practice. First, the coefficient matrices are usually sparse. of B, C, and G are nonzero, whereas in applications, only a few states and actions have interactions. For example, in the application to optimal order execution, C has only three nonzero entries. Sparsity might lead to simplified dynamics and lower complexity. Second, there are often implicit structures embedded in real problems, and regions that do not satisfy the structural constraints are eliminated. For example, in the LOB application, the optimal policy is increasing in the exogeneous state, i.e., the market depth. Such monotonicity might lead to sublinear growth in complexity in n, as illustrated in Figure 3 .
Curse of Dimensionality.
The curse of dimensionality is a serious issue for dynamic optimization. When the dimension of the state space increases, the memory requirement and the computation time usually scale exponentially. In formulation (2), if one resorts to grid-based numerical schemes (e.g., discretizing the state space and performing value iteration), then the required memory and computation time increase exponentially in m. Thus, such numerical schemes suffer from the curse of dimensionality. By contrast, the complexity of the partitioning algorithm can be quite insensitive to the dimension m even for large m, partly because there is no loop involving m in Algorithm 1. In particular, the following example shows that the algorithm works well for m 10, in which l is small.
Example 1 (Inventory Management with a Stochastic
Lead Time). Consider a finite-horizon, discrete-time inventory model with a backlogged demand and a stochastic lead time. The model is a variant of that in Section 9.6 of Zipkin (2000), in which we have quadratic costs instead of their piecewise linear costs. More precisely, the lead time is either 1 or 10 with equal probability, independent of everything else. The deterministic demand is 1 in each period. At the beginning of each period, the inventory manager makes an order knowing the realization of its stochastic lead time (but the realization of the lead time of future orders is unknown). In period i, let u i ≥ 0 be the order size (a decision variable); x i be the net inventory position before ordering; {d i, 1 , . . . , d i, 9 } be the "pipeline" vector, i.e., the order of size d i, j will arrive right before period i + j. The holding and backlog costs are assumed to be quadratic and symmetric, i.e., the cost from i to i + 1 is (x i − 1) 2 , as demand is always 1. Moreover, there is a quadratic order cost u 2 i . To formulate the inventory management problem in the form of (2), let S i ∈ {1, 10} be the exogenous state, where {S i } n i 0 are independent Bernoulli random variables, and the dynamics of the endogenous state be x i+1 x i − 1
for j 1, . . . , 8, and d i+1, 9 1 S i 10 u i . We consider the optimal decision of making three orders (n 3), and the total cost is 
, whereĴ is the value function computed from the grid-based scheme and (x 0 , s 0 ) is the initial state in the examples. For examples of low dimensions (m 2 and m 3), we report the computation time of the grid-based scheme for two approximate error levels (0.1%, finer grid) and (1%, coarser grid). For examples of high dimensions (m 4 and m 10), the grid-based scheme is tested on a grid as fine as the memory can handle (5 10 and 100 × 40 × 40 × 40, respectively). For all numerical examples in this paper, calculations are performed on a laptop with a 2.40 GHz Intel i7-4700 CPU and 8 GB memory.
cleared, i.e., when d i, j 0 for all j. The matrix form of this formulation is available in Online Appendix B.
As mentioned in Section 9.6.3.3 of Zipkin (2000), for inventory models with a stochastic lead time, the structure of the optimal policy is usually unknown. Although some heuristics and approximate algorithms are proposed (see, e.g., Ehrhardt 1984 , Anupindi et al. 1996 , Bradley and Robinson 2005 , none of them provides an analytical solution. Moreover, a large lead time leads to a longer pipeline, or equivalently, higher dimension of the state space, which makes numerical solution infeasible. For Example 1, the dimension is m 10 (not counting the constant state) and a gridbased scheme would first discretize each state variable, e.g., into 10 grid points with uniform steps. Such discretization leads to a 10-dimensional grid of 10 10 points. Note that 10 grid points for each state variable would still be too coarse in most cases. Yet value iteration is virtually infeasible for such a large-scale grid: Regardless of the memory requirement (>100 GB), the computation would be very difficult even for a single iteration. By contrast, the closed-form solution given by the partitioning algorithm has a simple structure: The partition on date 0 has 74 regions, and it can be computed in less than 20 seconds on an average CPU.
To conclude Section 2.4, we list, in Table 2 , the computation time of the examples appearing in this paper. For all examples, the partitioning algorithm outperforms the grid-based scheme in terms of computation time if the latter aims to achieve 0.1% error (see the notes of Table 2 for definition). In particular, examples 1 and 2 have state spaces of high dimensions (m 10 and m 4). For the computation of grid-based schemes to be feasible, the grid cannot be too fine, and hence, the discretization error is large. Their analytical solutions have only 74 and 2,319 regions, respectively, given by the partitioning algorithm.
Application One: Limit Order Book Optimal Execution
Currently, most equity and derivative exchanges around the world either are electronic limit order markets only or have electronic limit orders in addition to on-exchange market making (Parlour and Seppi 2008) . The prevalence of LOBs has motivated an extensive body of research; see, e.g., Parlour and Seppi (2008) , O'Hara (1995), and Gould et al. (2013) for comprehensive surveys. In particular, for theoretical studies, see, e.g., Kyle (1985) , Glosten and Milgrom (1985) , Roşu We propose a limit order book model with stochastic market depth, to which the partitioning algorithm can be applied; the optimal order execution can then be solved in a closed form. In the literature on optimal order execution, the LOB dynamics may or may not be explicitly specified. For example, in Bertsimas and Lo (1998) , Almgren and Chriss (2001) , Almgren (2012) , Chen et al. (2014) , Guo and Zervos (2015) , the problem is solved by assuming some price impact functions without directly modeling the LOB. By comparison, Obizhaeva and Wang (2013) , Alfonsi et al. (2010) solve the optimal execution problem for a one-sided LOB; Tsoukalas et al. (2016) study the problem in twosided and block-shaped LOBs of multiple correlated assets; Horst and Naujokat (2014) consider a more general objective, tracking a target function, for a twosided, block-shaped LOB. Predoiu et al. (2011) study a one-sided LOB with a general shape and resilience function whose market depth remains static, and thus extend the results of Obizhaeva and Wang (2013) , Alfonsi et al. (2010) , Fruth et al. (2014) who propose an LOB model with time-varying but deterministic market depth. We assume that the LOB is block shaped Downloaded from informs.org by [175.159.126 .252] on 26 April 2018, at 18:41 . For personal use only, all rights reserved.
Management Science, 2018 , vol. 64, no. 2, pp. 784-803, © 2017 and that the market depth is stochastic, following a discrete-time Markov chain.
As a feature of our model, the stochastic nature of market depth is supported by empirical evidence. For example, based on 33 Hang Seng Index component stocks, Ahn et al. (2001) show that the market depth is stochastic, with the average exhibiting a reverse U-shape in a day, i.e., the market depth peaks around noon; more precisely, the maximal market depth in a day (at noon) can be more than 20% higher than the average for the whole day; the minimal market depth (in the morning) also deviates −40% from the average. Moreover, static/deterministic market depth is inconsistent with some order activities. For example, placement of limit orders at and outside the best quotes (i.e., non-quote-improving limit orders) and order cancellation lead to stochastic changes in market depth. Biais et al. (1995) empirically show that these two types of order activities may account for more than 60% of limit order activities. In our model, market depth can be reverse U-shaped in expectation with some stochastic variation; non-quote-improving limit order placement and cancellation can also be incorporated. As pointed out in, e.g., Kempf and Korn (1999) , Ranaldo (2004) , Cao et al. (2008) , Kavajecz (1999) , and Goettler et al. (2009) , market depth is an important indicator for LOBs. Therefore, our model provides a more realistic treatment of optimal order execution.
The stochastic model that we use to describe market depth is a discrete-time Markov chain. Markovian and semi-Markovian models are often used to describe LOB dynamics. For example, Guilbaud and Pham (2013) propose an LOB model whose spread follows a Markov chain in which the optimal marketmaking problem is solved by dynamic programming; in Fodra and Pham (2015a, b) , the price return and tick time are modeled by a Markov renewal process, and various stylized facts, such as the mean reversion of the price return, can be captured. Modeling the market depth as a Markov chain allows us to formulate the optimal order execution problem as an MDP. A comparison of LOB models is provided in Table 3 .
This section is organized as follows. After introducing the model in Section 3.1, we show in Section 3.2 that the model can incorporate different order activities. The optimal execution problem is formulated as an MDP in Section 3.3. In Section 3.4 we demonstrate that the optimal execution problem fits into the framework in Section 2. We show various empirical implications of the model in Section 3.5. We conduct numerical Table 3 . Summary of Papers Related to LOB Modeling Predoiu et al. (2011) General shape, static market depth Fruth et al. (2014) Block shape, dynamic but deterministic market depth This paper Block shape, stochastic market depth experiments in Section 3.6 and illustrate the advantage of our model over models with deterministic market depth. The model is extended to include multiple trading venues in Section 3.7.
The Limit Order Book Dynamics
We consider the ask side of the LOB. At time i, the onesided order book is fully determined by the following variables:
The fundamental value of the stock; d t : The spread between M t and the best ask price, d t ≥ 0; Q t : The market depth of the book.
Similar to Obizhaeva and Wang (2013) , Fruth et al. (2014) , and Tsoukalas et al. (2016) , the LOB in our model is of a block shape: The block is on [M t + d t , ∞), with a height of Q t . More precisely, all limit orders are uniformly placed on the price interval [M t + d t , ∞), and the market depth Q t indicates the average number of limit order shares per unit price.
We take snapshots of tick-by-tick buy transactions in the LOB during the period [0, T]; empirical studies of LOBs are usually based on tick-by-tick data (e.g., Biais et al. 1995) . More precisely, transactions are executed at 0 t 0 < t 1 < · · · < t n T, with the order size u i at t i . The transactions consume the limit orders on the book from low prices to high prices. In response, the spread is pushed up at t i +:
Because we are interested only in discrete time, we use i to represent all the information available at t i . Next, we specify the dynamics of M i , d i and Q i for i 0, 1, . . . , n. Following the standard literature, we assume M t to be a martingale: Ɛ[M i+1 | i ] M i . As we shall see in Section 3.3, because of the martingale property, the optimal trading policy does not involve M t .
To describe the dynamics of the spread between t i + and t i+1 , we assume that the price impact decays over time and exponentially mean-reverts to 0, governed by a time-dependent resilience rate ρ i > 0 (see, e.g., Fruth et al. 2014 , Alfonsi et al. 2010 ). More precisely, the evo-
The mean reversion of the spread is well documented in empirical studies (see, e.g., Biais et al. 1995) .
A key feature of our model is that the market depth Q i is stochastic. We assume that Q i follows a finite state Markov chain, as Markovian or semi-Markovian LOB models can capture various stylized facts and provide analytical tractability (Fodra and Pham 2015a, b; Guilbaud and Pham 2013) . The Markov chain is constructed on (Ω, i , ), independent of M i , with exogenous states 0 < s 1 < s 2 < · · · < s l . The transition probability matrix P (i) ∈ l×l with (Q i+1 s k | Q i s j ) 
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Geometric Ornstein-Uhlenbeck processes, as in Almgren (2012) , and take the transition probability to be
where µ i ∈ , σ, θ ∈ + are the transient mean, mean-reversion rate, and volatility of the process, respectively.
In summary, given the LOB state (M i , d i , Q i ) and transaction sizes {u i }, the following events are triggered. The fundamental value M i and the market depth Q i do not instantaneously change, while the spread has a jump at t i . During (t i , t i+1 ], M i has a mean-zero increment. The spread mean-reverts to zero as determined by an exponential rate ρ i . The market depth follows a discrete Markov chain.
Different Order Activities
Our model can incorporate order activities mentioned in Biais et al. (1995) . Snapshots of the LOBs (relative to M t ) at t i and t i+1 are illustrated in Figure 4 . The following order activities are considered: Activity 1. Market buy orders submitted at time t i ; Activity 2. Quote-improving limit sell orders placed between t i and t i+1 ; Activity 3. Non-quote-improving limit sell orders placed between t i and t i+1 ; Activity 4. Cancellation of limit orders between t i and t i+1 . Notes. At t i , a transaction (Activity 1) happens and drives up the best ask price as a result, as shown in panel (a); the dashed line is the spread right after the trade. During (t i , t i+1 ), the order book resilience causes the spread to revert from d i+ to d i+1 , outlined by the dashed lines and solid lines, respectively, in the right panels. Meanwhile, Q i+1 can be either larger than Q i (panel (b)) or less than Q i (panel (c)). The shadowed blocks are caused by corresponding order activities 2, 3, and 4.
At time t i , the best ask price is driven up by a market buy transaction, as shown in panel (a) of Figure 4 . This is caused by Activity 1: A market order of size u i will consume the same amount of shares on the book and drives up the best ask price from
Note that the spread always improves during (t i , t i+1 ) because of mean reversion. Hence, the book can change from panel (a) to panel (b) or (c) as in Figure 4 , depending on whether Q i+1 ≥ Q i or Q i+1 < Q i . In both cases, Activity 2 means that limit orders are submitted below d i+ during (t i , t i+1 ); more precisely, the size of quote-improving limit orders during the period is indicated by the area of the lightly shadowed block:
), the darkly shadowed block can only be caused by the placement of non-quoteimproving limit sell orders, which are limit orders placed above the spread d i+ during (t i , t i+1 ), i.e., Activity 3. The net amount of non-quote-improving limit orders placed per unit price during c) ), the decrease in the market depth can only be caused by limit order cancellation (Activity 4). The net cancellation of Q i − Q i+1 non-quoteimproving limit orders per unit price during (t i , t i+1 ) leads to the darkly shadowed block in panel (c). Meanwhile, Activity 2 is represented by the lightly shadowed block, as in panel (b). Management Science, 2018 , vol. 64, no. 2, pp. 784-803, © 2017 For optimal execution models with static or deterministic market depth, only Activities 1 and 2 are incorporated. Thanks to stochastic market depth, Activities 3 and 4, namely, the submission of non-quote-improving limit orders and order cancellation, can also be incorporated into our model. As shown in Biais et al. (1995) , Activities 3 and 4 may account for more than 60% of the total limit order activities.
Optimal Order Execution
In this section, we consider the optimal execution problem (see, e.g., Predoiu et al. 2011 , Fruth et al. 2014 , Alfonsi et al. 2010 ): A risk-neutral institutional trader wants to buy x 0 shares of stock from the LOB specified in Section 3.1 by submitting market orders, i.e., Activity 1 in Section 3.2 is conducted by the trader, while Activities 2-4 are performed by other market participants. Because the average price per share for the transaction at t i is M i + d i + u i /(2Q i ), the trader's objective is to minimize the expected overall execution cost Ɛ[
, where n i 0 u i x 0 . Note that it is possible to include a penalty term for risk in the objective, such as the mean variance formulation (e.g., Tse et al. 2013) or the mean quadratic variation formulation (Forsyth et al. 2012) . However, in optimal order execution problems for LOBs, it is standard to assume the trader to be risk-neutral and minimize the expected cost without risk adjustment (e.g., Bertsimas and Lo 1998, Predoiu et al. 2011) . The main reason for this is that optimal executions are only part of the overall asset management program, and an institutional trader may want to hold a stock for a longer period T (e.g., several months) than the execution period T. The volatility from period T tends to be much larger than that from T.
Because we focus only on the ask side of the book, we impose the constraints u i ≥ 0. Moreover, the trader is allowed to make decisions by relying on all information available. Therefore, the admissible policy set of the trader is given by Θ {u 0 , u 1 , . . . , u n | n i 0 u i x 0 , u i ≥ 0, u i is i -measurable}. The optimal order execution problem can thus be formulated as
Let x i x 0 − i−1 k 0 u k be the state variable representing the remaining shares to fulfill right before the trade at t i . Because of the structure of the objective function and the dynamics, the problem is a typical MDP. For simplicity, we assume equally spaced trading time, i.e., t i iT/n i∆t in the following. Letū *
be the optimal policy of (7) 
] be the value function at stage i.
As shown in, e.g., Bertsimas and Lo (1998) and Predoiu et al. (2011) , the fundamental value of stock M does not appear in their optimal execution strategies, at least for additive price impact models. The claim also holds in our model. More precisely, setting M t ≡ 0, we have the following:
Similarly, let u *
be the optimal policy and the value function of (8) at stage i. (7) is equivalent to that of (8) 
Proposition 1. i The optimal policy of
ii The optimal execution costs differ by a constant
iii The optimal execution cost decreases in resilience
iv Assume that the transition probability P
has the following property For s j 1 > s j 2 , there exists a(s j 1 , s j 2 ) > 0 such that
Then, the optimal execution cost decreases in market depth
J 0 (x 0 , d 0 , Q 0 ) ≤ J 0 (x 0 , d 0 , Q 0 ), if Q 0 ≥ Q 0 .
The Analytical Solution
We can transform (8) into the general form (2) by simply letting
1/(2s j ) 0 1/2 0 0 0 1/2 0 0 , and F s j , i 0. The equality constraint n i 0 u i x 0 can be translated into an inequality constraint u i ≤ x i or, equivalently, G s j , i (1, 0) at each stage. This is a sufficient and necessary condition for the problem to be feasible at the next stage. Moreover, at the final stage t n , the optimal policy is simply assigned to u * n x n , as all remaining shares will be fulfilled.
Note that the cost coefficient matrix C is never positive definite: The eigenvalues of C s j , i are ( √ 4s 2 j + 1 + 1)/4s j , 0, and (1 − √ 4s
for any Q i . Nevertheless, the following proposition guarantees the convexity of V i in u i and, thus, Assumption 1. 
Chen, Kou, and Wang: A Partitioning Algorithm for MDPs and Market Microstructure
795
The condition will be satisfied if the variation in market depth is not too large (Q i+1 /Q i is small), the resilience effect is strong (ρ is large) or the trader does not trade very frequently (∆t is large). If the condition is not satisfied, then price manipulation as defined in Huberman and Stanzl (2004) may exist: One can buy at low market depth to push the spread high and then sell at high market depth (as if there is no nonnegativity constraint) to make infinite profit. Intuitively, the condition rules out price manipulation and guarantees that a global minimum exists, i.e., V i is convex in u i . Therefore, Assumption 1 enhances the set of practical problems that the algorithm can solve. Now we can apply Algorithm 1 and solve the optimal execution problem for LOBs with stochastic market depth.
The structure of the optimal execution strategy is implied by Theorem 1: At stage i for some realized Q i , the (x, d) space (we consider only the + × + quadrant) is partitioned by a set of linear boundaries {x
For small a k , the price is relatively high compared to the remaining shares. In these regions, the optimal policy is to execute 0 shares at the current stage and wait for the price reversion. However, there might be more than one region in which the optimal policy u i is 0. For example, for a 1 d i ≤ x i ≤ a 2 d i , it may be optimal for the trader to wait at t i and trade at t i+1 , while for x i ≤ a 1 d i , the trader should wait longer. Different future decisions are reflected in the partition of the current state as well.
Empirical Implications
Our model and the resulting optimal execution policy can provide an explanation for some stylized facts suggested in the empirical literature.
(1) Stochastic market depth. Ahn et al. (2001) find that the average intraday market depth has a reverse U-shaped pattern. To capture this feature, we can choose particular forms of µ i and σ so that on average Q i first increases and then decreases. One choice is µ i aQ 0 sin(t i π/T), where a > 0 and T 1 day, leading to reverse U-shaped market depth that mimics the empirical observations in Ahn et al. (2001) .
(2) Market depth and order execution. Ranaldo (2004) , Cao et al. (2008) find that when the market depth is high, traders are more willing to execute market orders. Our model can provide an explanation for this phenomenon by showing that the price impact and total execution cost are decreasing in market depth. Because large trading cost and price impact are unfavorable, traders tend to execute more orders when the market depth is higher. Indeed, the price impact is given by
Therefore, the total execution cost of the trades
Both the price impact and total execution cost decrease in market depth Q i . A similar result is shown in part (iv) of Proposition 1 in which the optimal execution cost also decreases in Q 0 . (3) Nonlinear price impact. Kempf and Korn (1999) observe that empirically the price impact is not a linear function of order size. Our model provides an explanation for this phenomenon: Although the price impact at time t i is linear with coefficient 1/Q i , the coefficient is stochastic over time. Therefore, from a statistical perspective, fitting a linear model with constant coefficients will produce poor results. This phenomenon is inconsistent with block-shaped LOBs with static market depth.
(4) Wait/buy region. From an optimization perspective, a region in a partition at t i corresponds to a set of active constraints u i 1 u i 2 · · · u i k 0 for {i 1 , . . . , i k } ⊂ {i, i + 1, . . . , n}, which depends on the realization of market depth. That is, for a realization of {Q j } n j i , the order executions starting from two endogenous states in the same region at t i share the same pattern: They both buy (u k > 0) or both wait (u k 0) for k ≥ i. As an informal analogy, the partitioning process backward in time is a branching process of the decision tree. A region in the partition represents a "branch" of all future decisions extending to the final stage. In other words, although the system is stochastic, the partition informs whether the trader should buy or wait for any future realization of the Markov chain. Moreover, if two endogenous states differ in future decisions for some realization of the Markov chain, they belong to two regions in the partition of the current state space. This is a generalization of the concept of wait/buy regions in Fruth et al. (2014) .
The Advantage of the Stochastic Policy
In the model presented in Section 3.3, the trader is allowed to exploit all available information when making a decision. However, if the trader uses only the information at t 0 , i.e., u i ∈ 0 are deterministic variables, then the following deterministic optimization problem arises: min , 2018 , , vol. 64, no. 2, pp. 784-803, © 2017 To apply quadratic programming (QP), we compute Ɛ[1/Q i ] given Q 0 . (Because Q i is a Markov chain and Q 0 is known, one can compute (Q i s j | Q 0 ) with the i-step transition matrix and, thus, the expectation.) Then, we express d i in terms of u 0 , . . . , u i−1 so that the objective is a quadratic function of {u i } n i 0 with known coefficients. This deterministic formulation is closely related to the model in Fruth et al. (2014) . By Proposition 2, the quadratic objective function of (9) ii Suppose that the transition matrix of Q i is given by (6) . If the volatility of the market depth goes to zero, then the gap between the optimal value of the deterministic and the MDP formulation converges to zero.
We illustrate and compare the performance of the stochastic and deterministic optimal policies with a numerical example. We investigate cases of lowand high-frequency trading for the parameters ρ 6, T 1 day, d 0 0.1, Q 0 500 and x 0 10,000, while n equals 10 and 500, corresponding to one trade every 2,340 seconds (low frequency) and 23.4 seconds (high frequency), respectively. There are initially 500 units of limit order shares per unit price. We let the state space of the Markov chain be {Q 0 e s | s −0.2, −0.1, . . . , 0.7, 0.8} for n 10 and {Q 0 e s | s −0.2, −0.18, Notes. We also conduct a paired-samples t-test for the costs of the stochastic and deterministic policies, with the null hypothesis that the two policies have costs with an equal mean. The p-value is significant, indicating that the stochastic policy is better than the deterministic policy.
. . . , 0.78, 0.8} for n 500. The market depth follows the geometric Ornstein-Uhlenbeck process in (6). We choose θ 5 and µ i Q 0 (1 + sin(iπ/n)) to reproduce the reverse U-shaped average market depth.
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As a benchmark, we also test the performance of a naive policy that executes an even amount of x 0 /(n + 1) shares per stage. We compute the theoretical expected execution costs of the three policies using the partitioning algorithm.
9 Moreover, we simulate 10,000 sample paths of Q i according to (6). For each sample path, we use the three policies and obtain their realized execution costs. In Table 4 , we compare summary statistics for the execution costs. We also illustrate "unexpected" sample paths of the market depth and the corresponding optimal execution policy in Figures 5 and 6 . In summary, we have following observations:
(1) The average realized cost of the optimal deterministic policy is significantly higher than that of the stochastic policy. In the low-frequency case (n 10), the improvement is more than that of the optimal deterministic policy over the naive policy, which is very simple and involves no optimization. In the highfrequency case (n 500), the differences between the expected costs of the optimal stochastic and deterministic policies are 0.4%, which is less than the lowfrequency case. This result is probably due to the smoothness of the Markov chain in high frequency (see Endnote 8). Nevertheless, as noted by Brogaard et al. (2014) , high-frequency trading (HFT) is associated with daily revenues of approximately $0.43 per $10,000 traded. Therefore, the benefit of the stochastic policy over the deterministic policy in the high-frequency case, approximately $40 per $10,000 traded, remains substantial when measured in HFT terms. This result highlights the advantage of our LOB model: Without incorporating stochastic market depth, a trader who The optimal stochastic policy realized cost: 17,396
The optimal deterministic policy realized cost: 22,089, 27.0% higher
The naive policy realized cost: 22,017, 26.6% higher Average market depth Realized the market depth mistakenly uses a deterministic policy, even the optimal one, will suffer substantial losses.
(2) When the market depth is more volatile (larger σ), the optimal stochastic policy is more advantageous, especially in the low-frequency case.
(3) For the unexpected sample paths of the market depth, the stochastic policy outperforms the deterministic policy by a larger margin than that of the average cost. Adapting to the unexpected changes, the stochastic policy tends to trade in low volume when the market depth is low.
In practice, the realized market depth may deviate from the average, i.e., the reverse U-shape, from time to time. For instance, a corporate press release may greatly alter the limit order flow and trading activities and, thus, the market depth; the presence of other large traders (which may or may not be known to the public) can cause unusual market depth changes; and the stock market often observes different patterns on special dates, e.g., postholiday such as December 26.
The stochastic policy has a significant advantage over the deterministic policy in those scenarios.
Extension to Multiple LOBs
A stock can usually be traded in multiple venues, including primary and regional exchanges; each venue maintains its own limit order book. To minimize the execution cost, an investor who wants to buy a large amount of shares must split the order not only over time but also among multiple venues. Our model can be extended to incorporate this case. Next, we briefly describe the formulation and discuss how to apply the partitioning algorithm for the closed-form optimal policy.
Consider the ask sides of m LOBs and trading dates t i for i 0, . . . , n. For simplicity, let t i+1 − t i ∆t. At t i , the LOBs are described by d i, j , the best ask prices of the jth LOB, and Q i, j , the market depth (assuming zero fundamental value). Here, S i (Q i, 1 Management Science, 2018 , vol. 64, no. 2, pp. 784-803, © 2017 Notes. The dotted curve represents the realized market depth. The solid line shows the realized stochastic policy. The order executions of the deterministic and naive policies (not shown in the figure) follow smooth and flat curves close to zero, in sharp contrast to the pattern of the stochastic policy. For this particular sample path, the deterministic and naive policies have execution costs 4.2% and 28.2% higher, respectively, than that of the stochastic policy.
x 0 and adaptively determines the size of the market order u i, j that is submitted to the jth LOB at t i .
According to Section 2.1, the m-dimensional decision variable {u i, j } m j 1 can be transformed to a scalar by making the investor decide u i, j sequentially for j 1, . . . , m at t i . More precisely, the transformed problem has a length of horizon m(n + 1), a scalar decision variableû i , an endogenous state (x i ,d i, 1 , . . . ,d i, m ), and an exogenous stateŜ i (Q i, 1 , . . . ,Q i, m ).
where z represents the largest integer less than equal to z. In the transformed problem, if i km + j, then the investor focuses on the jth LOB, and one can interpret u i as u k, j .Ŝ i is still a Markov chain: It "freezes" for m − 1 periods and then transits every mth period with the same probability as S (i−1)/m . Then, the partitioning algorithm can be used to solve the optimal execution problem.
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When the market is fragmented (i.e., there are several trading venues), as is the case of the U.S. stock market, a grid-based scheme would suffer from the curse of dimensionality, and the computation time would increase in m at a tremendous rate. See Table 2 in Section 2.4.2 for comparison of computation time for the following example for the case of m 4. Example 2. Consider N 3 limit order books and t i i for i 0, 1, 2, 3 (∆t 1). The market depth of all three order books is equal (Q i, 1 Q i, 2 Q i, 3 Q i ) and has two states Q i ∈ {10, 15}. The transition probability matrix of the Markov chain Q i has all components equal to 0.5. The different resilience rates are ρ i, 1 0.71, ρ i, 2 0.86 and ρ i, 3 0.50. Initially, the investor has demand x 0 100; the prices are d 0, j 0 for j 1, 2, 3, and the initial market depth is Q 0 10. For Example 2, the partitioning algorithm solves the optimal execution cost 74.13 in less than two hours. There are 2,319 regions at i 0. The optimal order execution policy averaged over 1,000 sample paths of the market depth is illustrated in Figure 7 .
Application Two: Renewable Electricity Management in Intraday Markets
The renewable electricity management problem that we consider was first studied in Aïd et al. (2016) Management Science, 2018 , vol. 64, no. 2, pp. 784-803, © 2017 γ − ν/2. Note that the stagewise cost u i (p i + γu i ) is not jointly convex in (u i , x i , p i , d i ), and thus, the algorithm in Birge and Louveaux (2011) cannot be applied. For computation of the optimal policy and value function, note that the endogenous state space (x, p, d) can be reduced to two dimensions because only d − x needs to be tracked, instead of d and x separately. However, a constant state variable must be introduced for the partitioning algorithm to accommodate the drift term and the random noise, as in (5). Consequently, m equals 3 for the partitioning algorithm. The computation time of the partitioning algorithm and the grid-based scheme is listed in Table 2 . The computation time of the grid-based scheme is acceptable at a 1% error level but not at a 0.1% error level. By comparison, the partitioning algorithm provides a useful benchmark to evaluate errors of approximation/discretization algorithms.
Comparison to the Approximate Solution
We compare the exact optimal policy solved by the partitioning algorithm to the approximate solution in Aïd et al. (2016) . The approximate solution relaxes the nonnegativity constraint ofû; as a result, the Markovianjump linear quadratic regulator (Chizeck et al. 1986) can be used to analytically solve the unconstrained problem. The authors derive an error bound involving the probability that the constraint will be violated starting from an initial state, under the unconstrained linear-quadratic regulator. By contrast, our partitioning algorithm solves the discrete-time constrained problem analytically. This method allows us to evaluate the Table 6 for n 1
Boundaries
Optimal policy Probability Note. The third column shows the probability of the constraintû ≥ 0 being active at i n under the optimal policy for initial states starting in each region (i.e., let mal plants can produce negative electricityû and does not recognize the potential negative imbalance cost. Therefore, the relaxation would incur a high imbalance cost if d n − x n ≤ 0 indeed occurs. Similarly, for low price p 0 , the agent tends to buy more from the intraday markets, and d n − x n is more likely to be negative. In both cases, the optimal policy tries to keep a higher level of d i − x i than the approximate solution to avoid a negative imbalance cost.
To illustrate the intuition, we list all three regions in the partition for n 1 and the same parameters as in Table 6 . Table 7 shows that the probability of u * 0 under the optimal policy decreases in −x 0 − 0.23p 0 + d 0 . As expected, in the last region, the approximate solution performs identically to the optimal policy computed by the partitioning algorithm because the constraint is active with zero probability. However, in the first two regions, the approximate solution can perform poorly, as shown by states four to six in Table 6 . Moreover, for initial states in the first two regions, the optimal policy u * 0 is always greater than the approximate solution (equal to the optimal policy in the last region). This result implies that when the constraint is considered, the optimal policy buys more (or sells less) than the approximate solution to target positive d n − x n , thus confirming the aforementioned intuition. In summary, the analytical structure characterized by the partitioning algorithm gives us a better understanding of how the optimal policy is affected by the constraint.
Conclusion and Future Research
We study a class of Markov decision problems with linear state dynamics, quadratic cost, and linear inequality constraints. Based on a partition of the state space, the optimal policy and value function are linear and quadratic functions, respectively, of the endogenous state. We provide an algorithm that can compute the linear boundaries of the partition as well as the optimal policy and value function in each region. We conduct computational experiments to investigate how complexity (the number of regions in the partitions) grows in the problem dimension. As the results show, the partitions often have a moderate number of regions in the examples, much less than the theoretical upper bound.
There are two applications of the partition algorithm. First, we use the algorithm to study an LOB model with stochastic market depth, which captures various empirical phenomena. As shown in the numerical example, the optimal execution cost of a deterministic market depth model is significantly higher than that of our stochastic market depth model. We also apply the algorithm to study a renewable electricity management problem that previously had only an approximate solution. The partitioning algorithm allows us to derive the exact optimal policy, which considerably outperforms the approximate solution.
Methodologically, an interesting future direction would involve exploring whether the partitioning structure can be extended to more general classes of MDPs. For example, without much effort, one can incorporate piecewise quadratic and differentiable cost functions. A more difficult problem entails considering costs other than a quadratic function whose unconstrained minimizer can be easily solved. The key is to find a class of functions f (u, x) that are "closed" under the operation of minimization, i.e., f (u * (x), x) is in the same class. One may also consider the case in which the transition probability matrix depends on the action; this leads to a similar difficulty, as P j, k J i+1 (x i+1 , s k ) in the Bellman equation is likely to have a higher order and is not included in the class of cost functions. Another possible extension is to allow multiple constraints in the same direction, e.g., max{ f 1 x i , f 2 x i } ≤ u i . The value function is thus piecewise differentiable, and the solution is still subject to a partition of the state space, while quadratic boundaries may arise. For the complexity of the partitioning algorithm, the theoretical upper bound greatly overestimates the number of regions in a partition in many examples. Therefore, a more sophisticated complexity analysis might be needed to derive a tighter bound.
