Using the bivariate approach to spatial estimation of air pollution by ozone  by Rojas-Avellaneda, Darío & Martínez-Cervantesb, Javier
Available online at www.sciencedirect.com
Procedia Environmental Sciences 3 (2011) 20–25
1878-0296 © 2011 Published by Elsevier
doi:10.1016/j.proenv.2010.02.005
 Using the bivariate approach to spatial estimation of 
air pollution by ozone 
Darío Rojas-Avellanedaa, Javier Martínez-Cervantesb a* 
abCentro de Investigación en Geografía y Geomática “Ing. Jorge L. Tamayo” 
Contoy 137, C.P. 14240, México D. F  
Abstract 
Improved techniques for analyzing data and spatial interpolation of the concentration of pollutants in 
urban air, obtained from monitoring stations, it is important to study the problems of smog formation and 
to determine the urban areas where a high concentration of pollutants may affect the health of its 
inhabitants, nature conservation and preservation of property. The most common techniques used so far 
considered the methods based on the inverse of the distance between measured points and points to 
consider IDW, and the  geostatistical methods ordinary kriging KO, and universal kriging KU, which 
account for stationary and nonstationary data respectively. To determine the effect of non-stationarity on 
the mean of the data used in this study initially KO and KU methods are considered for interpolation of 
data from the peak of ozone and monthly average concentration of ozone in the atmosphere of the Mexico 
City. A comparison of estimation accuracy achieved by these two models allows us to judge the 
importance of stationarity in the estimation. Cross-validation is used to compare the performance of the 
two methods of interpolation. Next we consider bivariate estimate, which incorporates variables that are 
highly correlated with the concentration of ozone.  
The cokriging method is used to incorporate the temperature, the concentration of NO2 and SO2 
concentration as secondary variables in the spatial prediction of Ozone. A cross-validation procedure is 
used for statistical evaluation of the results and to compare the predictive ability of variables used in the 
cokriging method for estimating the concentration of ozone. To this end we evaluate the root mean 
squared error RMSE between the observed and estimated values at each station for each of the methods 
under consideration.  
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1. Introduction  
The development of methods to facilitate and improve the analysis and understanding of data resulting 
from measurements of spatial or spatiotemporal variables, is a current requirement in all fields of science, 
as a result of the extension of the realms of technical existing remote sensing or by the refinement and 
development of new techniques, which provide us every day a greater amount of information.  
In the field of air pollution, methods are required to improve the spatial estimation and analysis of data 
on the concentration of pollutants provided by environmental monitoring networks or image data obtained 
by remote sensing techniques ([1]Curran and Atkinson, 1998;[2] Kanaroglou et al., 2002;[3] Phillips DL, 
et al . 1997). Recently one of the authors has published an article on spatial interpolation techniques to 
estimate the concentration levels of pollutants in the atmosphere ([4] Rojas-Avellaneda, 2007) in which, 
using data from the concentration of ozone measured at the monitoring stations of the [5]RAMA 
considers univariate methods for estimating the peak of ozone in the atmosphere of Mexico City.  
In order to estimate the effect of non-stationarity in the model used to estimate the concentration of 
ozone in the atmosphere of Mexico City, we consider first the ordinary kriging model, which assumes 
stationarity and then the universal kriging model which assumes a non-stationary mean. A comparison of 
estimation accuracy achieved by these two models allows us to judge the importance of stationarity in the 
estimation. Cross validation is used to compare the performance of the two methods. 
Using the fact that the concentration of ozone in the troposphere is correlated with some 
meteorological variables such as incident radiation and temperature, and some environmental variables 
such as the concentration of SO2 and NO2, in this work we also considered the ordinary cokriging 
method, to estimate the monthly average and ozone peak concentrations in the atmosphere of Mexico 
City using as secondary variables the temperature and the concentrations of NO2 and SO2. 
Though the cokriging method has been used to estimate precipitation in mountainous terrain 
([6]Hevesi et al. 1992; [7]Goovaerts ,1999) to our knowledge the application of the Cokriging method for 
estimating Ozone in the troposphere is used for the first time. 
 
2.0 The kriging methods for determining the concentration of pollutants in the atmosphere.  
 
The kriging methods are geostatistical methods of linear regression, which estimate the value of an 
attribute Z in sites not sampled x0 using weighting functions that reflect the correlation of the variable Z 
between two sampled sites (xi) and between one sample site and the site for estimate (x0). The variable 
that represents the value of ozone concentration at each site xi of the region of interest, is considered a 
random variable Z (x). In order to estimate Z0 = Z (x0), (ie, the value of the pollutant concentration in X0) 
is considered the estimator: 
                                                                                               (1) 
The weights λi are determined using the following two conditions:  
 i. The estimate Z0 *should not be biased. 
E[Z0*-Z0]  =0                                                                                 (2-a) 
 ii The estimation error variance should be minimized:  
Var [Z0*-Z0]      minimun                                                              (2-b) 
where Z0 represents the true but unknown value of Z at x0. ([8] Matheron G. 1971). 
In general we find that the expected value or average of the random variable Z (x) satisfies:   
                             E (Z (x + h)-Z (x)) = m (h)                                                             (3) 
Assuming that the random function is weakly stationary, the average increase of the random function 
must be equal to zero, ie., m (h) = 0, and the variance of the increments must exist and its value must be 
independent of the point x, ie. 
                             Var (Z (x) - Z (x + h)) = 2 γ (h)                                                      (4) 
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This equation defines the variogram function  (h) which is considered isotropic if it depends on module h 
but it will be anisotropic if it depends also on h direction.  
 In practice, the variogram function is estimated from the measured data using the relation:  
                                                          (5) 
Where N(h) represents the number of pairs of items separated by a distance h. This function is called 
sample or experimental variogram. 
In order to ensure that the variance of the data obtained by applying Kriging methods does not become 
negative, only certain functions can be used as variogram models, one of which must fit the sample 
variogram. We consider in this paper, the isotropic spherical variogram model, because of our experience 
in a previous work ([9] Rojas Avellaneda and Silván Cárdenas) it shows the best performance in the 
interpolation of ozone concentration data. Other variogram models can be found in references 
([10]Cressie 1991, pp61-63) ([11]Chilès and Delfiner pp82-85). The spherical model is given by the 
relationship:  
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Where b, s, r are the parameters for the nugget effect, sill and range respectively, to be estimated by the 
fitting process. 
 
2.1 Method of estimation ordinary kriging, KO. 
 
If the random function Z (x) is assumed weakly stationary, and also assumes a constant mean m whose 
value is unknown to some neighborhood, we have: E (Z (x)) = m.  
These conditions lead to the model known as ordinary kriging (KO). The form of the Kriging estimator 
(1) and conditions (2-a) and (2-b) lead to this case of constant mean but unknown value in the system of 
N +1 equations for the coefficients λ and  Lagrange parameter μ, called the system of ordinary kriging 
(KO). 
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(Page 135 of [12]Goovaerts) (page 121 of [10]Cressie). 
 
2.2 Models with non-stationary mean. Universal Kriging method, KU. 
 
In this case it is assumed that the mean of Z (x) is not constant, that is: 
E (Z (x)) = m (x)                                                            (8) 
It is considered that m (x) can be expressed as a linear combination of known basis functions f l(x): 
    m(x) = Σal fl(x)       l=0, ...,L                                     (9)  
Usually it is considered that f0 (x) = 1 thus ensures the case of a constant mean (KO), and for fl (x), l>0 
we consider the monomials fl (x) = xl. The coefficients al, are determined through a linear regression 
process of the sample data on the coordinates of the sample locations.  
 
In this work, as a result of calculating the RMSE between the data evaluated and measured in a cross 
validation process, we found that the best performance is obtained when equation (9) uses the value of L 
= 2, thus  the expression considered for m (x) is: 
m(x) = ao +a1 x+ a2 x
2                                                   (10) 
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By applying the conditions (2-a) and (2-b) for the estimator Z * given in (1), taking into account the 
considerations given in (8) and (9), we obtain the system of equations for the case of Universal Kriging 
(KU): 
Σ Σl l f l(xα )  = α0        = 1,…,n                                     (11-a) 
∑α α f l(xα )  = f l(x0)    l =0,…,L                                     (11-b) 
(Equations (3.16) [11]Chiles and Delfiner)  
 
2.3 Bivariate interpolation model, Ordinary Cokriging. 
 
The bivariate ordinary cokriging method considers two stationary and correlated random variables 
Z1(x) and Z2(x) with constant but unknown mean m1 and m2, which are measured in a given domain, but 
not necessarily in the same sites. The availability of information on meteorological and environmental 
variables in some of the stations of the Environmental Monitoring Network of Mexico City can undertake 
multivariate studies for air pollution. ([13] Sistema de Monitoreo Atmosférico de la Ciudad de México). 
The ordinary cokriging estimator, CKO, which represents the estimated value for the variable Z1 at the 
point xo of the domain of interest is a linear combination of all available data for the two random variables 
Z1 (x) and Z2 (x) with weights w appropriate. 
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Let Z1 (x0) ≡ Z10, Z1 (xi) ≡ Z1i and Z2 (xj) ≡ Z2j. 
The estimator CKO is a linear combination of the values of primary and secondary variables: 
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Weights w1i and w2j  are the weights CKO we must determine. They are determined using the two 
conditions ( 2-a) and (2-b) : 
1-The estimator CKO (12) should not be biased  and  
2- -The variance of the estimation error:  
R = Σi w1i Z1i + Σj w2j Z2j - Z10 should be minimal. 
Applying these two conditions and using the two Lagrange multipliers µ1 y µ2, we obtain the following 
system of equations for the case of ordinary Cokriging (CKO): 
            Σi w1i (Z1j Z1i) + Σ i´ w 2i´  (Z 1j  Z2i´) -  =   (Z1j Z 10)          j=1,…,n1 
              Σi w1i  (Z2j Z1i) + Σ i´  w 2i´  (Z2j Z 2i´) - =  (Z2j Z 10)         j=1,…,n2            (13) 
              Σi  w1i = 1      and     Σi w2i = 0      
Where we should understand that  (Z 1j Z1i) =  11 (x j –x i) and γ (Z 1j  Z 2i´) = γ 12 (x j –  x i´) 
The summations rates vary with i=1,…,n1 ;  i´=  1,…,n2   
To estimate the cross-variogram we consider the expression: 
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Equation 21.15 [14]Wackernagel.  
3.0 Correlation of the concentration of ozone with meteorological and environmental variables. 
The theory of ozone formation in urban air as a secondary pollutant from primary pollutant NO, 
requires the presence of solar radiation ([15]Jacobson M. Z., p 336), which in turn is correlated with 
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temperature. We then expect a correlation between ozone concentration and temperature in the urban 
atmosphere. 
On the other hand, the breaking of urban NO2 to NO and O atom by the action of incident solar 
radiation is   one of the most important sources for the production of ozone in the troposphere. The O in 
turn reacts with O2 in the atmosphere for the formation of O3 ([16]Seinfeld and Pandis pp 235). NO2 
concentration must then correlate negatively with O3 concentration. Figures 1 shows scatter diagrams for 
the monthly averages in April 2008 of the data obtained in one representative station of the [5]RAMA 
between O3 and temperature; O3 and  NO2 and a negative correlation between O3 and SO2. This negative 
correlation indicates that the presence of SO2 decreases ozone formation possibly by a reaction between 
NO2 and SO2. 
                                   
                                                a)                                                      b)                                                  c) 
Fig. 1. Scattergrams of monthly averages in April 2008 at RAMA representative Station Tlalnepantla for  (a)Ozone versus 
Temperature, (b)Ozone vs NO2 and (c)Ozone vs SO2. 
 
This experimental fact, to our knowledge, has no clear theoretical explanation. The value of the 
correlation coefficients between the monthly average concentration of O3, and the average monthly 
temperature, concentration of NO2 and SO2 concentration indicate the validity for the use of these 
variables in the cokriging method with the aim of improving the interpolation of O3 concentration. 
 
4.0 Results and discussion. 
 
The results for the RMSE and Pearson correlation coefficient r are presented in Table No.1.  
for the values of the ozone peak interpolation on April 1, 2008 to 15 hours and  for the monthly averaged 
values in April 2008 using different interpolation methods used in this work.  
The values in the Tables No 1 shows that CKO methods yield a better correlation between estimated and 
measured values for the ozone estimation than the univariate methods, showing the validity and 
usefulness of the bivariate approach. The temperature T, is the variable best correlated with the ozone. In 
figure No 2 we can see the crossvalidation scattergrams for the methods used in this work. The CKO 
method using temperature as second variable outperforms the other interpolation methods. 
 
Tabla No1. RMSE values and correlation coefficient r, between measured and estimated values using KO, KU and CKO models for 
the value of the O3 peak on April 1, 2008 and monthly average value of O3 in April 2008 
 
Interpolation of Ozone peak at 15 hour of 01-04-2008 Monthly average of O3 concentration in April 2008 
Interpolation model Variables RMSE Correl. Coef. r RMSE Correl. Coef. r 
IDW O3 0.01586975 0.3673068              0.0061             0.47 
KO O3 0.01531795 0.4502488              0.005329             0.6523 
KU O3 0.014779116 0.5245573              0.006853             0.365393 
CKO O3 T 0.00006069 0.9999951              0.00021679             0.99974 
CKO O3 NO2 0.013171417 0.7143336              0.007920463             0.4598555 
CKO O3 SO2 0.012431924 0.7492729              0.00294             0.9407 
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Finally in figure No. 2 (e) is shown Ozone concentrations maps for monthly average April 2008 between 
7 and 18 hours. The highest ozone pollution concentrations are found in the southwest region of Mexico 
City as is the preponderant wind field convergence direction for this period of year. The primary 
pollutants are emitted mainly on the east side of the city, are blown by the wind towards the southwest 
where they arrived as ozone 
 
 
                     a)                                      b )               
 
                      c)                                      d)                                                         e) 
Fig. 2 Crossvalidation scattergrams of estimated vs measured values for ozone monthly average April 2008; (a)CK0 method, (b)KU 
Method, (c)KO Method, (d) CKO Method with SO2, (e) Ozone concentrations maps for monthly average April 2008 between 7 and 
18 hours. 
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