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Geometric series of positive linear operators and
inverse Voronovskaya theorem
Ulrich Abel, Mircea Ivan and Radu Pa˘lta˘nea
Abstract
We define the associated geometric series for a large class of positive linear oper-
ators and study the convergence of the series in the case of sequences of admissible
operators. We obtain an inverse Voronovskaya theorem and we apply our results to
the Bernstein operators, the Bernstein-Durrmeyer-type operators, and the symmetri-
cal version of Meyer-Ko¨nig and Zeller operators.
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1 Introduction. Basic notions
Let X be a linear subspace of C[0, 1] and let L : X → X be a positive linear operator. Set
N0 = N ∪ {0}. Denote by Lk, k ∈ N0, the iterates of L, defined by L0 = I, where I is the
identical operator and Lk = L ◦ · · · ◦ L, where L appears k times.
While the iterates of L are always well defined, the geometric series of L, namely
GL =
∞∑
k=0
Lk (1)
needs some restrictions. So, if there is f ∈ X, f 6= 0, such that L(f) = f , then GL(f) is
not defined.
There exists a rich bibliography concerning the convergence of iterates of positive
linear operators, starting with the paper of Kelisky and Rivlin [19] about the iterates of
Bernstein operators. A non-exhaustive list of contributions in this direction is given in
our references: [2], [5], [8], [9], [10], [11], [13], [14], [15], [21], [22], [27], [28].
Comparatively, the geometric series of positive linear operators have been rather ne-
glected.
In paper Pa˘lta˘nea [23] is made the first study of the convergence of the sequence of
geometric series GBn , n ∈ N, where Bn, n ∈ N are the Bernstein operators. A different
approach is given in [4]. A varint of convergence of geometric series of Bernstein operators
on a simplex was studied by Ras¸a [26].
The convergence of geometric series attached to Bernstein-Durrmeyer operators was
studied by Abel in [3].
In the present paper we consider geometric series related to a large class of positive lin-
ear operators including the majority of the usual approximation operators which preserve
linear functions.
Throughout the paper we will use the following notations:
1
B[0, 1], the Banach space of all bounded functions f : [0, 1] → R, endowed with the
sup norm ‖f‖ = supx∈[0,1] |f(x)|;
C[0, 1], the Banach space of all continuous functions f : [0, 1] → R, endowed with the
same sup norm;
Ck[0, 1], the space of all functions f : [0, 1] → R, possessing a continuous derivative of
order k, k ∈ N0, where C0[0, 1] = C[0, 1];
Ck(0, 1), the set of all functions f : [0, 1] → R which have a continuous k-th derivative
on the interval (0, 1);
ψ, the function ψ(x) = x(1− x), x ∈ [0, 1];
Πk, the set of all polynomial functions of degree at most k defined on [0, 1];
ej, the monomials ej(t) = t
j on [0, 1], j = 0, 1, 2, . . ..
Consider the following linear space of functions:
Cψ[0, 1] := {f : [0, 1]→ R | ∃g ∈ B[0, 1] ∩ C(0, 1) : f = ψg}.
Equivalently, we can write
Cψ[0, 1] := {f ∈ C[0, 1] | ∃M > 0 : |f(x)| ≤Mψ(x), x ∈ [0, 1]}.
Note that ψC[0, 1] ⊂ Cψ[0, 1]. On space Cψ[0, 1] we consider the norm
‖f‖ψ := sup
x∈(0,1)
|f(x)|
ψ(x)
, f ∈ Cψ[0, 1].
For simplicity, we write sometimes Cψ[0, 1] instead of (Cψ[0, 1], ‖ · ‖ψ). The following
proposition can be immediately proved.
Proposition 1. The linear space Cψ[0, 1] endowed with the norm ‖·‖ψ is a Banach space.
Remark 1. However, the linear space Cψ[0, 1] endowed with the norm ‖ · ‖ is not a
Banach space. For instance the sequence of functions (ψfn)n, where fn are defined by
fn(x) = n
√
n · x, for x ∈ [0, 1
n
] and fn(x) =
1√
x
, for x ∈ [ 1
n
, 1] is fundamental, but
converges uniformly to
√
x(1− x) which is not an element of Cψ[0, 1].
One of the basic properties of linear positive operators which preserve linear functions
is given in the following well-known result.
Theorem A [see, e.g., [23, p. 5]] If L : C[0, 1] → C[0, 1] is a positive linear operator
such that L(ej) = ej , for j = 0, 1, then we have
L(f)(0) = f(0) and L(f)(1) = f(1), for all f ∈ C[0, 1].
If X and Y are two subsets of C[0, 1], denote X + Y = {f + g| f ∈ X, g ∈ Y }. Denote
by B1, the Bernstein operator of order one:
B1(f)(x) = (1− x)f(0) + xf(1), f ∈ C[0, 1], x ∈ [0, 1]. (2)
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From the well-known theorem of Korovkin [18, Theorem 8, Chapter 1, §5] we can
derive the following immediate consequence.
Theorem B. If L : C[0, 1] → C[0, 1] is a positive linear operator such that L(ϕj) = ϕj ,
j = 1, 2, 3, where {ϕ1, ϕ2, ϕ3} is a Chebyshev system on interval [0, 1], then L = I.
2 Operators from the class Λ and their iterates
Let L : C[0, 1] → C[0, 1] be a positive linear operator preserving constants. By using the
Jessen inequality for functionals [17], we obtain
0 ≤ L(ψ) ≤ ψ. (3)
Eq. (3) yields
‖L(ψ)‖ψ ≤ 1. (4)
The previous equations imply that the function
bL(x) =
{
L(ψ)(x)
ψ(x) , x ∈ (0, 1),
‖L(ψ)‖ψ , x ∈ {0, 1},
belongs to B[0, 1] ∩ C(0, 1) and
L(ψ) = bLψ ≤ ‖L(ψ)‖ψψ. (5)
Definition 1. Denote by Λ the class of all positive linear operators L : C[0, 1] → C[0, 1]
satisfying the following conditions:
(a) L preserves linear functions;
(b) ‖L(ψ)‖ψ < 1;
(c) L 6= B1.
Lemma 1. If L ∈ Λ, then the following properties are satisfied:
(i) ‖L(ψ)‖ψ > 0;
(ii) L(Cψ[0, 1]) ⊂ Cψ[0, 1];
(iii) ‖L‖L(Cψ [0,1],Cψ[0,1]) = ‖L(ψ)‖ψ = ‖bL‖.
Proof.
(i) Suppose, for reductio ad absurdum, that ‖L(ψ)‖ψ = 0. It follows that bL = 0,
hence L(ψ) = 0. We show that this implies L = B1. Indeed, let f ∈ C1[0, 1] and denote
M = 2‖(f−B1(f))′‖. Since f(0) = B1(f)(0) we obtain for t ∈ [0, 12 ] that |f(t)−B1(f)(t)| ≤
‖(f − B1(f))′‖t ≤ Mψ(t). The same inequality can be proved for t ∈ [12 , 1]. Then, for
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t ∈ [0, 1], we deduce |L(f)(t) − B1(f)(t)| = |L(f − B1(f))(t)| ≤ L(|f − B1(f)|)(t) ≤
ML(ψ)(t) = 0. Hence L(f) = B1(f), for f ∈ C1[0, 1]. Since C1[0, 1] is dense in C[0, 1] it
follows L = B1. But this contradicts the hypothesis. It follows that ‖L(ψ)‖ψ > 0.
(ii) Let g ∈ B[0, 1] ∩C(0, 1). We have |L(ψg)| ≤ ‖g‖L(ψ) ≤ ‖g‖ ‖L(ψ)‖ψ ψ. It follows
that L(ψg) ∈ Cψ[0, 1].
(iii) From above, for g ∈ B[0, 1] ∩ C(0, 1), we obtain:
sup
x∈(0,1)
|L(ψg)(x)|
ψ(x)
≤ ‖L(ψ)‖ψ sup
x∈(0,1)
|g(x)| = ‖L(ψ)‖ψ ‖ψg‖ψ ,
i.e.,
‖L(f)‖ψ ≤ ‖L(ψ)‖ψ ‖f‖ψ, f ∈ Cψ[0, 1].
But ‖L(ψ)‖ψ = ‖bL‖. For f = ψ, we have equality and the proof is complete. 
Definition 2. Denote by Λ0, the class of positive linear operators L : C[0, 1] → C[0, 1]
which satisfy the following conditions:
(a1) L preserves linear functions;
(b1) L(Π2) ⊂ Π2;
(c1) L 6= I and L 6= B1.
Lemma 2. We have Λ0 ⊂ Λ. Moreover, Λ0 coincides with the class of those operators
L ∈ Λ, for which bL is a constant function with value in interval (0, 1).
Proof. Let L ∈ Λ0. By (5), we have L(ψ) = bL ψ. Since Lψ ∈ Π2, we deduce that
there exist constants a, b, c such that bLψ = a + b e1 + cψ. From Theorem A it follows
bL(x) = c, x ∈ (0, 1). Taking into account the definition of bL, we deduce that bL = c e0.
From relation (3) we obtain c ≤ 1. If c = 1, then operator L preserves functions
e0, e1, ψ which form a Chebyshev system on interval [0, 1] and by Theorem B it follows
L = I. Contradiction to (c1). Therefore ‖L(ψ)‖ψ = c < 1. If c = 0, which is equiv-
alent to condition ‖L(ψ)‖ψ = 0, then like in the proof of Lemma 1 we obtain L = B1.
Contradiction. Consequenly we have c ∈ (0, 1) and L ∈ Λ.
Conversely, if for L ∈ Λ, there is a constant c ∈ (0, 1) such that bL(x) = c, for x ∈ [0, 1],
it follows that L satisfies condition (b1), since the functions e0, e1, ψ forms a basis of Π2.
Also, since L(ψ) 6= ψ we have L 6= I. 
Theorem 1. If L ∈ Λ we have
lim
k→∞
‖Lk(f)−B1(f)‖ψ = 0, for all f ∈ Cψ[0, 1] + Π1. (6)
Proof. Let f = h+P1, where h ∈ Cψ[0, 1] and P1 ∈ Π1. Since Lk and B1 preserve P1
we have:
Lk(f)−B1(f) = Lk(h)−B1(h) = Lk(h−B1(h)).
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Since h − B1(h) belongs to Cψ[0, 1], by using Lemma 1 (ii) and Eq. (5) repetitively, we
obtain:
‖Lk(f)−B1(f)‖ψ = ‖Lk(h−B1(h))‖ψ ≤
(‖L(ψ)‖ψ)k ‖h−B1h‖ψ .
Since ‖L(ψ)‖ψ < 1, passing to limit as k →∞ the proof of (6) is complete. 
We mention a different result for the convergence of iterates of operators given by
Gavrea and Ivan [10], which in a slightly modified form could be read as follows.
Theorem C If L : C[0, 1] → C[0, 1] is a positive linear operator such that L(ej) = ej ,
j = 0, 1, and there is m > 0 and q ≥ 1 such that ψ − L(ψ) ≥ mψq, then we have
lim
k→∞
‖Lk(f)−B1(f)‖ = 0, for all f ∈ C[0, 1]. (7)
Note that, for q = 1, the conditions in Theorem C are satisfied by operators in class Λ.
However Theorem 1 is not a consequence of Theorem C, since it is given with respect
to norm ‖ · ‖ψ.
3 Geometric series of operators from class Λ
We consider the geometric series GL attached to an operator L ∈ Λ on the space Cψ[0, 1].
Theorem 2. For any L ∈ Λ we have:
(i) the operator GL : Cψ[0, 1] → Cψ[0, 1], given in (1) is well defined if we consider the
convergence with regard to the norm ‖ · ‖ψ and hence also with regard to norm ‖ · ‖;
(ii) the operator GL is positive and linear;
(iii) (1− ‖bL‖)GL(ψ) ≤ ψ;
(iv) ‖GL‖L(Cψ [0,1],Cψ[0,1]) ≤ (1− ‖bL‖)−1.
Proof. (i) Let f ∈ Cψ[0, 1]. From Lemma 1 (ii) it follows by induction that Lk(f) ∈
Cψ[0, 1], for all k ≥ 0. Hence the partial sums of the series
∑∞
k=0 L
k(f) are in Cψ[0, 1].
From Lemma 1 (iii) we obtain ‖Lk‖L(Cψ [0,1],Cψ[0,1]) ≤ ‖bL‖k, for k ≥ 0. It follows that
∞∑
k=0
‖Lk‖L(Cψ [0,1],Cψ[0,1]) ≤
1
1− ‖bL‖ (8)
(note that ‖bL‖ < 1 by Definition 1 (b)). Consequently, the series
∑∞
k=0 L
k(f) is convergent
in the space Cψ[0, 1], with regard to the norm ‖ · ‖ψ.
(ii) It is immediate.
(iii) It follows from Eq. (5).
(iv) The inequality is a consequence of Eq. (8). 
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Theorem 3. For any operator L ∈ Λ, the following equalities are true on the Banach
space (Cψ[0, 1], ‖ · ‖ψ):
(I − L) ◦GL = I; (9)
GL ◦ (I − L) = I. (10)
Proof. Since ‖Lk‖L(Cψ [0,1],Cψ[0,1]) ≤ ‖bL‖k, for k ∈ N0, we obtain
lim
k→∞
‖Lk(f)‖ψ = 0, for all f ∈ Cψ[0, 1].
Then, using the continuity of operator I − L we obtain successively, for f ∈ Cψ[0, 1]):
((I − L) ◦GL)(f) = (I − L)
(
lim
m→∞
m∑
k=0
Lk(f)
)
= lim
m→∞(I − L)
(
m∑
k=0
Lk(f)
)
= lim
m→∞(I − L
m+1)(f)
= f.
For f ∈ Cψ[0, 1], we have
(GL ◦ (I − L))(f) = lim
m→∞
m∑
k=0
(Lk ◦ (I − L))(f) = lim
m→∞(I − L
m+1)(f) = f. 
4 Convergence of geometric series on the space Cψ[0, 1]
For f ∈ C(0, 1) ∩B[0, 1] and x ∈ [0, 1] define
F (f)(x) = (1− x)
∫ x
0
tf(t)dt+ x
∫ 1
x
(1− t)f(t)dt. (11)
In [24], the following immediate result is proved.
Lemma E For any f ∈ C[0, 1], we have F (f) ∈ ψC[0, 1] ∩ C2[0, 1] and
F ′′(f) = −f. (12)
A slightly modified version of it is the following.
Lemma 3. For any f ∈ B[0, 1] ∩ C(0, 1), we have F (f) ∈ ψC[0, 1] ∩ C2(0, 1) and
F ′′(f)(x) = −f(x), x ∈ (0, 1). (13)
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Proof. Let f ∈ B[0, 1]∩C(0, 1). The function g := F (f)ψ−1 defined and continuous on
(0, 1) can be extended by continuity to the interval [0, 1], since lim
x→0+
g(x) =
∫ 1
0 (1−t)f(t)dt
and lim
x→1−
g(x) =
∫ 1
0 tf(t)dt. Relation (13) follows immediately. 
Consider a sequence of operators (Ln)n, Ln ∈ Λ, n ∈ N. For simplicity, we denote
Gn := GLn , αn := 1− bLn , νn := min
x∈[0,1]
αn, (14)
ηn := sup
x,y∈[0,1]
|αn(x)− αn(y)|/νn, (15)
Mkn(x) := Ln((e1 − xe0)k, x), (16)
for x ∈ [0, 1], n ∈ N, k ∈ N0. Then M2n = αnψ. With these notations we have:
Theorem 4. Let the sequence of operators (Ln)n, Ln ∈ Λ, n ∈ N, which satisfies the
following “little-o” conditions:
M4n(x) = o(M
2
n(x)), uniformly with regard to x ∈ [0, 1]; (17)
ηn = o(1), (18)
as n→∞. Then, for any f ∈ B[0, 1] ∩ C(0, 1), we have
lim
n→∞ ‖αnGn(ψf)− 2F (f)‖ψ = 0. (19)
Proof. We split the proof in two steps.
Step 1. We prove relation (19) in the case f ∈ C[0, 1]. Set g = ψf . Fix n ∈ N.
Denote for simplicity fn := f/αn and Hn := F (fn). It follows fn ∈ B[0, 1] ∩ C(0, 1) and
using Lemma 3 we have Hn ∈ C2(0, 1) ∩ Cψ[0, 1]. We obtain for y ∈ (0, 1) and t ∈ [0, 1]:
Hn(t) = Hn(y) +H
′
n(y)(t− y) +
1
2
·H ′′n(y)(t− y)2 +Θn,y(t),
where
Θn,y(t) :=
∫ t
y
(t− u)(H ′′n(u)−H ′′n(y)) du,
and H ′′n(t) = −fn(t), for t ∈ (0, 1). Fix y ∈ (0, 1). Applying the linear functional Ln(·, y),
and taking into account condition (a) from Definition 1 we obtain
Ln(Hn)(y) = Hn(y)− 1
2
fn(y)M
2
n(y) + Ln(Θn,y)(y).
It follows
(I − Ln)(Hn)(y) = 1
2
g(y)− Ln(Θn,y)(y). (20)
Note that Eq. (20) which was derived for y ∈ (0, 1) is also true for y = 0 or y = 1, since
in these cases the both side terms of the equation vanish.
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Denote Sn(y) = Ln(Θn,y)(y), y ∈ [0, 1]. Since Hn ∈ Cψ[0, 1], we obtain (I−Ln)(Hn) ∈
Cψ[0, 1] and then we deduce Sn ∈ Cψ[0, 1]. Applying operator Gn, to the functions in
both sides of Eq. (20) and taking into account Theorem 3 we obtain, for x ∈ [0, 1]:
Hn(x) =
1
2
Gn(g)(x) −Gn(Sn)(x).
Hence
‖αn
(
Gn(g) − 2F (fn)
)‖ψ = 2‖αnGn(Sn)‖ψ. (21)
Let ω(f, δ) := sup{|f(u)− f(v)|, u, v ∈ [0, 1], |u− v| ≤ δ}, for δ > 0, be the modulus
of continuity of f . By condition (17), there is a sequence (βn)n of positive numbers such
that βn → 0 (n→∞) and M4n(x) ≤ βnM2n(x), for all x ∈ [0, 1] and n ∈ N.
For u, y ∈ [0, 1], we obtain
|fn(u)− fn(y)| ≤
∣∣∣f(u)( 1
αn(u)
− 1
αn(y)
)∣∣∣+ |f(u)− f(y)|
αn(y)
≤ ηn‖f‖
αn(y)
+
1
αn(y)
(
1 +
(u− y)2
βn
)
ω(f,
√
βn).
Consequently, for t ∈ [0, 1], by Lemma 3, we have:
|Θn,y(t)| ≤
∣∣∣ ∫ t
y
(t− u)|fn(u)− fn(y)| du
∣∣∣
≤ 1
2αn(y)
[
ηn‖f‖(t− y)2 +
(
(t− y)2 + (t− y)
4
6βn
)
ω(f,
√
βn)
]
.
Then we deduce:
|Sn(y)| = |Ln(Θn,y)(y)| ≤ 1
2αn(y)
[
ηn‖f‖M2n(y) +
(
M2n(y) +
1
6βn
·M4n(y)
)
ω(f,
√
βn)
]
≤ ψ(y)
[1
2
ηn‖f‖+ 7
12
ω(f,
√
βn)
]
,
because M2n = αnψ. Therefore, by Th. 2 (iii), it follows that
‖αnGn(Sn)‖ψ ≤
(
1
2
ηn‖f‖+ 7
12
ω(f,
√
βn)
)
‖αnGn(ψ)‖ψ
≤
(
1
2
ηn‖f‖+ 7
12
ω(f,
√
βn)
) ‖αn‖
νn
≤
(
1
2
ηn‖f‖+ 7
12
ω(f,
√
βn)
)
(1 + ηn). (22)
Since f ∈ C[0, 1] we have limρ→0 ω(f, ρ) = 0. From relations (17), (18), (21) and (22)
it results:
lim
n→∞ ‖αn
(
Gn(g) − 2F (fn)
)‖ψ = 0. (23)
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Finally, we use the inequality
‖αnGn(g)− 2F (f)‖ψ ≤ ‖αn
(
Gn(g) − 2F (fn)
)‖ψ
+2‖αnF (fn)− F (f)‖ψ. (24)
For y ∈ (0, 1), we obtain
|ψ−1(y)(αn(y)F (fn)(y)− F (f)(y))| = ∣∣∣ψ−1(y)F(f · αn(y)e0 − αn
αn
)
(y)
∣∣∣
≤ ψ−1(y)F
(
|f | · |αn(y)e0 − αn|
αn
)
(y)
≤ ηnψ−1(y)F (|f |)(y)
≤ ηn‖F (|f |)‖ψ .
Hence, by using assumption (18) it follows that
lim
n→∞ ‖αnF (fn)− F (f)‖ψ = 0. (25)
From Eqs. (24), (23) and (25) we obtain (19).
Step 2. Now we prove relation (19) in the general case when f ∈ B[0, 1] ∩ C(0, 1).
Let ε, 0 < ε < 1. Then choose a number δ with 0 < δ < ε96(‖f‖+1) . Define
fδ(t) :=


f(δ), t ∈ [0, δ]
f(t), t ∈ [δ, 1 − δ]
f(1− δ), t ∈ [1− δ, 1].
, ϕ1δ(t) :=


1, t ∈ [0, δ]
2− t/δ, t ∈ [δ, 2δ]
0, t ∈ [2δ, 1]
.
Then define the function ϕ2δ(t) = ϕ
1
δ(1− t), t ∈ [0, 1]. Note that:
0 ≤ F (ϕ1δ)(x) ≤ (1− x)
∫ min{x,2δ}
0
tdt+ x
∫ 2δ
min{x,2δ}
(1− t)dt ≤ (1− x)xδ + 2x(1 − x)δ.
It follows ‖F (ϕ1δ)‖ψ ≤ 3δ. In an analogous mode we have ‖F (ϕ2δ)‖ψ ≤ 3δ.
Since fδ, ϕ
1
δ , ϕ
2
δ ∈ C[0, 1], using Step 1, there is nε ∈ N, such that, for any integer
n ≥ nε, we have
‖αnGn(ψfδ)− 2F (fδ)‖ψ < ε
3
, and ‖αnGn(ψϕjδ)− 2F (ϕjδ)‖ψ <
ε
24(‖f‖ + 1) , j = 1, 2.
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Let now n ≥ nε. We have
‖αnGn(ψf)− 2F (f)‖ψ ≤ ‖αnGn(ψfδ)− 2F (fδ)‖ψ
+‖αnGn(ψ(f − fδ))‖ψ + 2‖F (f − fδ)‖ψ
<
ε
3
+
2∑
j=1
‖αnGn(ψ|f − fδ|ϕjδ)‖ψ + 2‖F (f − fδ)‖ψ
≤ ε
3
+ 2‖f‖
2∑
j=1
‖αnGn(ψϕjδ)‖ψ + 4‖f‖
2∑
j=1
‖F (ϕjδ)‖ψ
≤ ε
3
+ 2‖f‖
2∑
j=1
[
‖αnGn(ψϕjδ)− 2F (ϕjδ)‖ψ + 4‖F (ϕjδ)‖ψ
]
≤ ε
3
+ 2‖f‖
[
2 · ε
24(‖f‖ + 1) + 8 · 3δ
]
< ε.
Since ε > 0 was arbitrarily chosen it follows relation (19) in the general case when f ∈
B[0, 1] ∩ C(0, 1). 
Corollary 1. In conditions of Theorem 4 there is a constant M > 0, such that
‖αnGn‖L(Cψ [0,1],Cψ[0,1]) ≤M, for all n ∈ N. (26)
Proof. We can apply the uniform boundedness principle to operators αnGn : Cψ[0, 1]→
Cψ[0, 1] by taking into account relation (19) and the fact that Cψ[0, 1] is a Banach space.

Remark 2. By taking into account Remark 1 we cannot derive by the uniform bounded-
ness principle a bound for ‖αnGn‖L((Cψ [0,1],‖·‖),(Cψ [0,1],‖·‖)), for all n ∈ N.
5 Inverse Voronovskaya theorem
An inverse Voronovskaya theorem was established using the theory of semigroups of op-
erators, for instance in [6]. Here we give a variant of inverse Voronovskaya theorem using
the geometric series of operators. We use the notations given in (14) and (15).
The Voronvskaya theorem can be expressed in the strong form of the convergence in
Banach space (Cψ[0, 1], ‖ · ‖ψ). From the general result given in [12, Corollary 4.3], we
deduce, with the notations in this paper:
Theorem D. Let a sequence of positive linear operators (Ln)n, Ln ∈ Λ0, with the
additional conditions: L(C[0, 1]) ⊂ C4[0, 1], L(Πj) ⊂ Πj, j = 3, 4 and relation (17) is
true. Then, for any f ∈ C2[0, 1], we have:
lim
n→∞
∥∥∥∥ 1νn (Ln(f)− f)−
1
2
f ′′ψ
∥∥∥∥
ψ
= 0. (27)
In this section we state a converse result to Theorem D.
10
Theorem 5. Let (Ln)n be a sequence of operators Ln ∈ Λ, n ∈ N, which satisfy conditions
(17), (18) and also the following condition:
Ln(ψ|α − α(x)e0|)(x) = o(ν2nψ(x)), uniformly for x ∈ [0, 1]. (28)
If for f ∈ Cψ[0, 1] + Π1 there holds
lim
n→∞
∥∥∥∥ 1αn (Ln(f)− f)− gψ
∥∥∥∥
ψ
= 0, (29)
with a certain g ∈ C(0, 1) ∩B[0, 1], then f ∈ C2(0, 1) and g(x) = 12f ′′(x), for x ∈ (0, 1).
Proof. Let f ∈ Cψ[0, 1] +Π1 and g ∈ C(0, 1) ∩B[0, 1] satisfying the conditions in the
theorem. Put f1 = f −B1(f) and hn = 1αn (Ln(f)− f), for n ∈ N. We have f1 ∈ Cψ[0, 1]
and hn ∈ Cψ[0, 1]. Then, there is g1 ∈ C(0, 1)∪B[0, 1], such that f1 = ψg1. First we prove
the following limit
lim
n→∞ ‖αnGn(hn) + f1‖ψ = 0. (30)
Indeed, we can write
αnGn(hn) = αn
∞∑
k=0
Lkn
(
Ln(f1)− f1
αn
)
= −f1 +
∞∑
k=0
αnL
k
n
(
1
αn
Ln(f1)− Ln
(
f1
αn
))
.
By condition (28), there is a sequence (γn)n of positive numbers converging to zero
such that Ln(ψ|α − α(x)e0|)(x) ≤ γnν2nψ(x), for all x ∈ [0, 1] and n ∈ N.
For x ∈ [0, 1] and n ∈ N, we have:∣∣∣∣ 1αn(x) · Ln(f1)(x)− Ln
(
f1
αn
)
(x)
∣∣∣∣ ≤ Ln
(
|f1| · |αn − αn(x)e0|
αnαn(x)
)
(x)
≤ ‖g1‖γnψ(x).
Then, using relation (iii) of Theorem 2, we have:∣∣∣∣∣
∞∑
k=0
αnL
k
n
(
1
αn
Ln(f1)− Ln
(
f1
αn
))∣∣∣∣∣ ≤
∞∑
k=0
αn‖g1‖γnLkn(ψ)
≤ αn
νn
· ‖g1‖γnψ
≤ (1 + ηn)γn‖g1‖ψ.
We obtain (30). Write
αnGn(hn) = αnGn(hn − ψg) + αnGn(ψg). (31)
By Theorem 4,
lim
n→∞ ‖αnGn(ψg) − 2F (g)‖ψ = 0. (32)
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From Corollary 1 there is a constant M such that ‖αnGn‖L(Cψ [0,1],Cψ[0,1]) ≤M , n ∈ N.
It follows ‖αnGn(hn − ψg)‖ψ ≤M‖hn − ψg‖ψ and from relation (29) we obtain
lim
n→∞ ‖αnGn(hn − ψg)‖ψ = 0. (33)
Now from relations (30), (31), (32) and (33) we obtain
−f1 = lim
n→∞αnGn(hn) = 2F (g).
Since 2F (g) ∈ C2(0, 1), it follows −f1 ∈ C2(0, 1] and consequently f ∈ C2(0, 1). Moreover,
using Lemma 3 we deduce on interval (0, 1): f ′′ = (f1+B1(f))′′ = (f1)′′ = (−2F (g))′′ = 2g.

6 Applications
6.1 Bernstein operators
The classical Bernstein operators are given by
Bn(f)(x) =
∞∑
k=0
f
(
k
n
)
pn,k(x), f ∈ C[0, 1], x ∈ [0, 1],
where pn,k(x) =
(
n
k
)
xk(1− x)n−k, 0 ≤ k ≤ n.
If we denote the moments of operators Bn, by M
k
n(x), x ∈ [0, 1], k = 0, 1, . . ., then
M2n(x) =
ψ(x)
n
, M4n(x) =
ψ(x)
n2
[(
3− 6
n
)
ψ(x) + 1
n
]
. It follows Bn ∈ Λ0, with αn(x) = νn =
1
n
. Then, conditions (18) and (28) are automatically satisfied. Also, for n ≥ 2, we have
M4n(x)/M
2
n(x) =
(
3
n
− 6
n2
)
ψ(x) + 1
n2
≤ 34 · 1n − 12 · 1n2 . Hence relation (17) is satisfied too.
Then we can apply Theorem 4 and Theorem 5 to Bernstein operators.
6.2 Bernstein-Durrmeyer type operators
A class of Bernstein-Durrmeyer type operators Uρn , ρ ∈ (0,∞), n ∈ N, which preserve
linear functions is considered in [25], [16]:
(Uρnf)(x) =
n−1∑
k=1
F ρn,k(f)pn,k(x) + f(0)pn,0(x) + f(1)pn,n(x), f ∈ C[0, 1], x ∈ [0, 1]
with functionals F ρn,k, 1 ≤ k ≤ n− 1, defined by:
F ρn,k(f) :=
∫ 1
0
f(t)µρn,k(t)dt, µ
ρ
n,k(t) :=
tkρ−1(1− t)(n−k)ρ−1
B(kρ, (n− k)ρ) ,
where B(x, y) is Euler’s Beta function.
We mention that in the special case ρ = 1, one obtains the “genuine” Durrmeyer
operator and for each f ∈ C[0, 1] we have limρ→∞Uρn(f) = Bn(f), f ∈ C[0, 1], uniformly.
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For fixed ρ, let denote the moments of operators Uρn, by Mkn(x), n ∈ N, k = 0, 1, . . .,
x ∈ [0, 1]. In [25], [16] the following formulas are derived:
M0n(x) = 1,
M1n(x) = 0,
M2n(x) =
(ρ+ 1)x(1 − x)
nρ+ 1
,
M4n(x) =
3ρ(ρ+ 1)2ψ2(x)n
(nρ+ 1)(nρ+ 2)(nρ+ 3)
+
+
−6(ρ+ 1)(ρ2 + 3ρ+ 3)ψ2(x) + (ρ+ 1)(ρ + 2)(ρ+ 3)ψ(x)
(nρ+ 1)(nρ+ 2)(nρ+ 3)
.
Hence Uρn ∈ Λ0 with αn = νn = ρ+1nρ+1 . Then relation (18) and (28) are automatically
satisfied. Condition (17) is also satisfied, since
M4n(x)/M
2
n(x) ≤
3ρ(ρ+ 1)nψ(x) − 6(ρ2 + 3ρ+ 3)ψ(x) + (ρ+ 2)(ρ+ 3)
(nρ+ 2)(nρ+ 3)
and the functions given in the right side of this inequality converge uniformly to 0. Con-
sequently Theorem 4 and Theorem 5 can be applied to operators Uρn.
6.3 A symmetrical version of the Meyer-Ko¨nig and Zeller operators
The Meyer-Ko¨nig and Zeller operators [20], with a slight modification made by Cheney
and Sharma [9] are defined, for f ∈ C[0, 1], by
Zn(f)(x) =


∞∑
k=0
(
n+ k
k
)
(1− x)n+1xkf
(
k
n+ k
)
, x ∈ [0, 1),
f(1), x = 1.
(34)
These operators reproduce linear functions.
We consider here a symmetric variant of operators Zn. Let τ := e0 − e1 and define
Z1n(f)(x) := Zn(f ◦ τ)(1 − x), f ∈ C[0, 1], x ∈ [0, 1], (35)
Z⋆n(f) :=
1
2
(Zn + Z
1
n). (36)
We have Z1n(e0) = Zn(e0) = e0 and, for x ∈ [0, 1]: Z1n(e1)(x) = Zn(e0 − e1)(1 − x) =
1− (1− x) = e1(x). Then Z1n and consequently also Z∗n preserve linear functions.
Let n ∈ N, k ∈ N and x ∈ [0, 1]. Denote mkn(x) = Zn((e1 − xe0)k)(x) and Mkn(x) =
Z⋆n((e1−xe0)k)(x). We have Z1n((e1−xe0)k)(x) = (−1)kmkn(1−x). Therefore, if k is even
we have Mkn(x) =
1
2 (m
k
n(x) +m
k
n(1 − x)). Consider also the notations given in (14) and
(15) for operators Ln = Z
⋆
n, n ∈ N.
Becker and Nessel [7] proved the double inequality:
x(1− x)2
n+ 1
(
1 +
2x
n+ 2
)
≤ m2n(x) ≤
x(1− x)2
n+ 1
(
1 +
2x
n+ 1
)
. (37)
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From this we deduce
ψ
2(n + 1)
(
1 +
4ψ
n+ 2
)
≤M2n(x) ≤
ψ
2(n + 1)
(
1 +
4ψ
n+ 1
)
.
Hence M2n(x) = αnψ, αn ∈ B[0, 1] ∩ C(0, 1) and 12(n+1) ≤ αn(x) ≤ n+22(n+1)2 , for x ∈ [0, 1].
It follows Z⋆n ∈ Λ. Moreover, it follows that ηn ≤ 1n+1 , hence, the sequence of operators
(Z⋆n)n satisfies condition (18).
We start now to estimate the values of Zn(er), for an arbitrary r ≥ 2. A complete
asymptotic expansion is given by Abel in [1]. Here we need a more simple estimate, but
in which the factor ψ is taken into account. In particular case we obtain a new estimate
of moment m2n(x), which, from certain point of view is more precise then the estimate of
Becker and Nessel (37).
Let xj = x(x − 1) . . . (x − j + 1). Let s(j, i) and S(j, i), 1 ≤ i ≤ j be the Stirling
numbers of the first kind and of the second kind, respectively: xj =
j∑
i=1
s(j, i)xi and
xj =
∑j
i=1 S(j, i)x
i. Let r ≥ 2, n ≥ 3 and x ∈ [0, 1). We have
Zn(er)(x) =
∞∑
k=0
(
n+ k
k
)
(1− x)n+1xk
(
k
n+ k
)r
=
r∑
j=1
S(r, j)
∞∑
k=0
(
n+ k
k
)
(1− x)n+1xk k
j
(n+ k)r
=
r∑
j=1
S(r, j)
∞∑
k=j
(
n+ k − j
k − j
)
(1− x)n+1xk (n + k)
j
(n+ k)r
=
r∑
j=1
S(r, j)
j∑
i=1
s(j, i)
∞∑
k=0
(
n+ k
k
)
(1− x)n+1xk+j (n+ k + j)
i
(n + k + j)r
=
r∑
i=1
r∑
j=i
S(r, j)s(j, i)
∞∑
k=0
(
n+ k
k
)
(1− x)n+1xk+j 1
(n+ k + j)r−i
=:
r∑
i=1
Ti.
The permutation of the sums is possible due to the absolute convergence of the involved
series. Then
Tr = S(r, r)s(r, r)
∞∑
k=0
(
n+ k
k
)
(1− x)n+1xk+r = xr.
In order to estimate term Tr−1 we use the following formula(
n+ k
k
)
1
n+ k + j
=
(
n+ k − 1
k
)
1
n
+
(
n+ k − 2
k
)[
− j
n(n− 1) +
j(j + 1)
n(n− 1)(n+ k + j)
]
.
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Denote
σn,r(x) =
r∑
j=r−1
S(r, j)s(j, r − 1)
∞∑
k=0
(
n+ k − 2
k
)
(1− x)n+1xk+j j(j + 1)
n(n− 1)(n + k + j) .
We obtain
Tr−1 =
r∑
j=r−1
S(r, j)s(j, r − 1)
[
1
n
· xj(1− x)− j
n(n− 1) · x
j(1− x)2
]
+ σn,r(x)
=
(
r
2
) r∑
j=r−1
(−1)r−j−1xj(1− x)
[
1
n
− j
n(n− 1) · (1− x)
]
+ σn,r(x)
=
(
r
2
)
xr−1(1− x)2
[
1
n
− 1
n(n− 1)(r − 1− rx)
]
+ σn,r(x).
On the other hand we have
|σn,r(x)| ≤
r∑
j=r−1
(
r
2
) ∞∑
k=0
(
n+ k − 2
k
)
(1− x)n+1 r(r + 1)x
k+r−1
n(n− 1)(n + r − 1)
= 2
(
r
2
)
r(r + 1)
n(n− 1)(n + r − 1) · x
r−1(1− x)2
≤ r
2(r2 − 1)
n(n2 − 1) · x
r−1(1− x)2.
Finally we have
∣∣∣∣∣
r−2∑
i=1
Ti
∣∣∣∣∣ =
∣∣∣∣∣∣
r−2∑
i=1
r∑
j=i
S(r, j)s(j, i)
∞∑
k=0
(
n+ k
k
)
(1− x)n+1xk+j · 1
(n+ k + j)r−i
∣∣∣∣∣∣
=
∣∣∣∣∣∣
r−2∑
i=1
r∑
j=i
S(r, j)s(j, i)
1
n(n − 1)
∞∑
k=0
(
n+ k − 2
k
)
(1− x)n+1xk+j (n+ k)
2
(n + k + j)r−i
∣∣∣∣∣∣
≤ 1
n(n− 1)
r−2∑
i=1
r∑
j=i
|S(r, j)s(j, i)|xj (1− x)2
≤ x(1− x)
n(n− 1)
r−2∑
i=1
r∑
j=i
|S(r, j)s(j, i)|.
From relations above we obtain:
Zn(er)(x) = x
r +
1
n
(
r
2
)
xr−1(1− x)2 + εn,r(x) with |εn,r(x)| ≤ x(1− x)
n(n− 1) · Cr, (38)
where Cr is a constant depending only on r. This is obviously true also for x = 1.
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In the case r = 2 we obtain an estimate more refined than (38), which leads to:
m2n(x) = x(1− x)2
[
1
n
− 1− 2x
n(n− 1) + ρn(x)
]
with |ρn(x)| ≤ 12
n(n2 − 1) . (39)
Denote µn(x) =
1
2((1 − x)ρn(x) + xρn(1− x)). We obtain M2n(x) = ψ(x)αn(x), where
αn(x) =
1
2n
− (1− 2x)
2
2n(n− 1) + µn(x) with |µn(x)| ≤
6
n(n2 − 1) .
Also, for t, x ∈ [0, 1], we obtain
|αn(t)− αn(x)| ≤ 2
n(n− 1) · |(t− x)(t+ x− 1)| + |µn(t)|+ |µn(x)|
≤ 2|t− x|
n(n− 1) +
12
n(n2 − 1) .
Note that Z⋆n(ψ(e1−xe0)2)(x) ≤ 14Z⋆n((e1−xe0)2)(x) ≤ 14 ·ψ(x)‖αn‖ and Z⋆n(ψ)(x) ≤ ψ(x).
From the relation above we obtain
Z⋆n(ψ|αn − αn(x)e0|)(x) ≤
2
n(n− 1) · Z
⋆
n(ψ|e1 − xe0|)(x) +
12
n(n2 − 1) · Z
⋆
n(ψ)(x)
≤ 2
n(n− 1)
√
Z⋆n(ψ)(x)Z
⋆
n(ψ(e1 − xe0)2)(x) +
12ψ(x)
n(n2 − 1)
≤ ψ(x)
n(n− 1) ·
[√
‖αn‖+ 12
n+ 1
]
.
Then relation (28) is immediate.
From relation (38), for r = 2, 3, 4, we obtain, that there is a bounded function qn(x)
with |qn(x)| ≤M , x ∈ [0, 1], such that
m4n(x) =
x(1− x)
n(n− 1) · qn(x).
SinceM4n(x) =
x(1−x)
2n(n−1) ·(qn(x)+qn(1−x)), it followsM4n(x) ≤ Mn(n−1)νn ·M2n(x). Therefore,
relation (17) is valid.
Consequently, all the conditions in Theorem 4 and Theorem 5 are satisfied for the
sequence of operators (Z⋆n)n≥3.
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