Abstract. We show that any deterministic streaming algorithm that makes a constant number of passes over the input and gives a constant factor approximation of the length of the longest increasing subsequence in a sequence of length n must use space Ω( √ n). This proves a conjecture made by 
n ε log m) for any ε > 0. They conjectured a Ω( √ n) lower bound for getting a (1 + ε) factor approximation for some constant ε > 0.
The algorithm of GJKK in [11] is obtained by first showing an upper bound of t log m on the maximum communication by any player in a t-player one-way communication protocol for estimating the length of the LIS when the string is broken into t blocks and one block is given to each player. Their algorithm simulates the protocol for t = √ n, where n is the length of the input sequence. The best lower bound known before our results for the space requirement of streaming algorithms for approximating the length of the LIS was Ω( 1 ε log m) for a (1+ε) approximation, which comes from analyzing the above communication problem with two players, and it holds for randomized algorithms with a constant number of passes [19] . GJKK [11] were able to prove their conjecture for a restricted class of algorithms in a model where the bit sizes of the input are not taken into account. However, their proof works only when m ≥ 2 √ n ; thus, in the standard model, their bound is not better than the Ω(log m) lower bound.
Our main result.
We prove the conjecture made by GJKK in [11] and obtain asymptotically tight lower bounds for all approximation factors, thus resolving the main open problem from their paper. Theorem 1.1. For any ε ≥ 1/n, any deterministic streaming algorithm that makes R passes over the data and computes a (1 + ε)-approximation of lis(σ) in a sequence σ of length n over an alphabet of size m requires space Ω( 1 R n ε log( 2m n )). Theorem 1.1 essentially matches the upper bound of O( n ε log m) proved by GJKK in [11] for one-pass algorithms for all meaningful ε. It shows that no substantial improvement in their upper bound is possible, even if the algorithm were allowed to make a constant number of passes. We should note that in our lower bound, ε can take any value of at least 1/n; it can be a large constant or even ω (1) . Note that there is no need to consider ε < 1/n. Since ε = 1/n corresponds to exactly computing 1.4. Related work. Independently of our work, Ergün and Jowhari [10] subsequently gave a different proof of the conjecture of GJKK in [11] . Their proof is based on analyzing a different communication problem, where estimating total communication is sufficient to prove the conjecture. Their lower bound is proved in the blackboard model. Note, however, that while our methods give tight bounds for all approximation factors, this is not the case in [10] .
Preliminaries and notation.
We will consider the one-way multiparty communication model with t ≥ 2 players P 1 , . . . , P t who are given inputs x 1 , . . . , x t , respectively. Their goal is to compute the function f (x 1 , . . . , x t ). The players communicate in the order P 1 , . . . , P t . We will consider two versions of the model: the private messages model and the blackboard model. Most of our results will be for the former.
We first define single round one-way protocols in the private messages model. At step 1, player P 1 sends a message M 1 = M 1 (x 1 ) to player P 2 , which is a function of his input x 1 . At step i, player P i sends a message M i = M i (x i , M i−1 ) to player i + 1, which depends on his input x i and the message M i−1 received from player i − 1. At step t, player P t must output M t (x t , M t−1 ) = f (x 1 , . . . , x t ). Thus a protocol P for f must specify the functions M 1 , . . . , M t for each player. The total and maximum communication complexities of the protocol P are defined as We will consider multiround protocols in the private messages model with the goal of obtaining lower bounds for multipass streaming algorithms. During each round r ≤ R, player P i sends a message to P i+1 for i ≤ t − 1. At the end of round r < R, player P t sends a message to P 1 . In the last round R, player P t is required to output the outcome of the protocol. The main difference from single round protocols is that in round r ≥ 2, each player's message can depend on the entire input-through the messages the player received-and not just its prefix. We use M r i (x 1 , . . . , x t ) to denote the message sent by P i in round r. Note that
We use CC Finally we consider the unrestricted blackboard model, where players may communicate in any order and any number of times. We use the standard notation D t (f ) and N t (f ) to denote the (total) deterministic and nondeterministic t-party communication complexity of f , respectively.
We will use the extension of the notion of combinatorial rectangles [14] to multi party NIH communication. A combinatorial rectangle is a set of the form S 1 ×· · ·×S t , where S i is a subset of inputs to player P i . As in the two party case, the sets of inputs that have the same communication transcript under the protocol form combinatorial rectangles.
A streaming algorithm receives an input of size n, where n is thought of as very large. We think of this input as either written on an external memory device or obtained on the fly from some source such as a sensor network. The algorithm is allowed to make only one pass over its input or a few passes, while using very little storage space and update time per element. We would like both of these quantities to be sublinear in n; ideally we would like them to be of the order (log n) O(1) . Typically, in order to solve problems in this highly restricted model, we need to settle for randomization and/or approximation.
We use x ∈ [m] t to denote a vector x = (x 1 , . . . , x t ). Given x ∈ [m] t , we will also view it as a matrix of dimension t × in [m] t× . With this matrix view, we let R i (x) and C j (x) denote the ith row and jth column of the matrix, respectively. We use x • y to denote string concatenation. We use x to denote
t , let lis(x) denote the length of the longest increasing subsequence in x. Let lis a (x) denote the length of the longest increasing subsequence in x that ends with a value of at most a. Thus lis(x) = lis m (x). In some places, we will omit floors and ceilings to improve readability.
3.
Lower bounds for a special case. We start by considering the special case of the gapLIS problem with the largest possible gap.
Thus h(x) is a promise problem which is 0 if x is a nonincreasing sequence, 1 if it is an increasing sequence, and it can be arbitrary otherwise.
First we give a lower bound on the communication complexity of this problem that holds even in the unrestricted blackboard model and even for nondeterministic communication complexity.
The proof is via a fooling set argument. As noted in the previous section, the sets of inputs that have the same communication transcript under the protocol form combinatorial rectangles. Moreover, since the output of the protocol on such inputs is the same, the rectangles must be monochromatic: the value of the function must be the same on each input with the same transcript. For each a ∈ [m], let a i be a repeated i times. Clearly h(a t ) = 0. We claim that in any protocol for f , at most t − 1 such inputs can lie in a single monochromatic combinatorial rectangle. Assume for contradiction that a There is a matching upper bound that holds for BB tot t (h) in the blackboard oneway model.
So P 1 writes y 1 on the board, from which P t can compute h. This takes log(
, this bound is not as strong as we would like. In fact, we can improve the lower bound by a factor of t − 1, yielding a tight bound. This improvement is important for obtaining the desired bounds on streaming algorithms. We also obtain a slight improvement for CC tot t (h) over the bound that follows from Lemma 3.1. Our proof technique will crucially use the fact that the messages are private.
Proof. Consider the inputs a t as before. Let S(a, 1) = [a]. For i ≥ 2 we define the set S(a, i) to consist of all increasing sequences x 1 , . . . , x i , where x i ≤ a. We say that a t is done at player P i if the message P i sends for a i is different from any message P i sends on vectors in S(a, i):
. In a protocol for h, every input a t is done at player P t since for any x ∈ S(a, t), h(x) = 1, whereas h(a t ) = 0. On the other hand, no input is done at player P 1 since a 1 = a ∈ S(a, 1). However, it may happen that an input a t is done at many players before P t . So let us consider the first time when a particular input is done. By the pigeonhole principle, there must be some i ≥ 2 so that m t−1 of the inputs a t are done for the first time at player P i , fix this i. We will show that player P i−1 must send many distinct messages to player P i .
Pick two inputs a t and b t which are both done for the first time at player P i . We claim that
. Assume that this is not the case. Since both a t and b t are done for the first time at player P i , they cannot be done at player P i−1 . Thus, there are vectors x ∈ S(a, i − 1) and y ∈ S(b, i − 1) so that 
This contradicts the assumption that b t is done at player P i . This shows that P i−1 has to send m t−1 distinct messages, which implies that CC
To get the bound for CC tot t (h), consider the inputs a t as before. We showed that if m i ≥ 1 of these inputs are done for the first time at player P i , where 2 ≤ i ≤ t,
This bound on CC max t (h) is tight: player P 1 can send y 1 (defined in Lemma 3.2) to P 2 , who sends it to P 3 and so on, so CC
is also essentially tight since one possible protocol is where player P t−1 sends x t−1 to player P t , who compares it to x t and accordingly outputs 0 or 1. This shows that CC tot t (h) ≤ log m. Next we consider the communication problem taking the OR of disjoint instances of h.
). Thus f (x) is 1 if some column is increasing, 0 if every column is nonincreasing, and undefined otherwise. We consider the t player communication complexity when player P i is given R i (x) as input. We would hope that solving f essentially requires solving independent copies of h. However, it turns out that this is true for CC tot t (f ) but not for CC max t (f ). We show that the total communication complexity does satisfy a direct sum property, even for the unrestricted blackboard model. We give a lower bound on N t (f ), which implies lower bounds on D t (f ) and CC any -tuple a = (a 1 , . . . , a ) , where
t as a matrix with the row a repeated t times. Note that there are m choices for a and that f (a t ) = 0. We claim that at most (t− 1) such input matrices can share the same combinatorial rectangle in a protocol. Assume for contradiction that there are more of them. Each such input is specified by a distinct -tuple a. Since there are at least (t−1) +1 distinct tuples, there must be some index j where these tuples take t distinct values. Denote these tuples by a 1 , . . . , a t , and assume that (a 1 ) j < · · · < (a t ) j . The inputs a 1 t , . . . , a t t lie in the same combinatorial rectangle. Hence the input x, where 
We give a protocol where P i+1 will compute h for all columns in group
Thus P i+1 can compute h for each of these columns. If h(C j (x)) = 1 for some column, player P i+1 sends a special message to P i+2 . Otherwise, he sends x i+1,j for j ∈ G i+1 to P i+2 . The maximum message size is b log(m) = t−1 log(m).
The above lemma shows that for the case = O(t) (the important setting of the parameters for our purposes), the maximum communication complexity of solving the OR of instances of the problem is within a constant factor of the maximum communication complexity of solving just one instance, which is Ω(log m) by Lemma 3.3.
Lower bounds for the general problem.
We are able to prove the desired direct sum type property for maximum communication complexity of the problem defined using the more general gapLIS problem as the primitive problem.
and arbitrary (0 or 1) otherwise. For
t such that 1 < lis(x) < k, the value of h k (x) can be arbitrary. Accordingly, on certain inputs x ∈ [m] t , the value f k (x) can be arbitrary. We consider the t-player communication problem, where player P i is given the ith row R i (x) as input, and the players want to compute f k (x). The problem considered in the previous section is a special case of this problem taking k = t.
Single round protocols.
We first analyze single round protocols, which give lower bounds for single pass algorithms. The following theorem and its proof are just a special case of our arguments for multiround protocols. We present them separately first because this case is somewhat simpler.
Theorem 4.1. For the function f k ,
where H() is the binary entropy function.
Proof. As in Lemma 3.4, we will consider inputs of the form a t , where C j (a t ) = a t j ; thus the same row a = (a 1 , . . . , a ) is repeated t times. For each such input, we define the set S i (a) of vectors that are confused with a i by P i . Formally, let
, we consider the length of the longest increasing subsequence in C j (x) ending with a value at most a j and take the maximum over x ∈ S i (a). Formally, let q i,j (a) = max x∈Si(a) lis aj (C j (x) ).
Proof. Since a ∈ S 1 (a), it is clear that q 1,j (a) = 1. Now consider an x ∈ S i (a) such that C j (x) contains an increasing subsequence of length q i,j (a) ending with a value of at most a j . Consider the vector y = x • a ∈ m (i+1) . It is easy to see that y ∈ S i+1 (a), and since C j (y) = C j (x) • a j , we get q i+1,j (a) ≥ q i,j (a). Finally, in a protocol for f k , q t,j (a) < k; otherwise, some vector x such that f k (x) = 1 is not distinguished from a t while f k (a t ) = 0. Note that at most k − 2 of the inequalities q i−1,j (a) ≤ q i,j (a) can be strict. We say that player P i is bad for a on column j if q i−1,j (a) < q i,j (a); otherwise, we say P i is good on j. For a vector a, on each column, there are at most k − 2 bad players. By averaging, for each a, some player is good for a on at least (1 − such that any two vectors in T differ on some coordinate in S. We now come to the crucial claim of our argument. We prove that for the set T described above, one of the players (P i−1 ) must send a different message on every member of the set T . This shows that the maximum communication complexity must be large; in particular, it has to be at least log |T |. The proof of our lower bound for the special case in Lemma 3.3 contains a similar step. There we also show that for a large subset of the 0 inputs, at least one of the players must send a different message for every input in the set. However, in the proof of Lemma 3.3, the structure of the subset is much simpler. To show the lemma, we crucially use the fact that the messages are private.
The vectors a and b differ at some coordinate j ∈ S, and assume that
we can take the increasing subsequence of length q i−1,j (a) in C j (x) ending with a value at most a j and append b j to it. This contradicts
The theorem follows from this claim since
This lower bound is dominated by the term (1 − k t ) log( m k−1 ). Lemma 6.1 will show that this is essentially tight.
Multiround protocols.
We now consider protocols that involve R rounds, which will give lower bounds for multipass algorithms. Similarly to our argument for single round protocols, we attempt to construct a set of inputs such that at least one of the players must send different messages on each member of the set. Instead of achieving this exactly, we will show a similar but slightly different property in Lemma 4.7. Our argument crucially uses that the messages in the protocol are private. This is also the main reason for being able to extend the argument to multiple rounds: even with multiple rounds, a given player P i can rely only on his own input and on the messages received from the previous player P i−1 . However, we must account for the fact that except for the first round, in multiround protocols the first player will get extra information by receiving messages from the last player P t , and this in turn may influence the messages sent by all other players. Taking this into account, our main Lemma 4.7 will be slightly different than the corresponding Lemma 4.3 in the single round proof.
Recall that we use M r i (x) to denote the message sent by P i on input x in round r and that R i (x) denotes the ith row of x, that is, the input of P i . Note that
We define the set S i (a) as
Note that the definition of S i (a) in the single round case is just a special case of this definition. The following properties of these sets will be useful.
This shows that x ∈ S i (a) ⇒ x • a ∈ S i+1 (a). The lemma follows by repeatedly applying this last observation. 
The reduction to LIS.
We apply the reduction from computing f k to the LIS problem from GJKK in [11] and show that Theorem 4.6 yields a tight lower bound on the space complexity of deterministic streaming algorithms for approximating the length of the LIS that make a constant number of passes over the data. For completeness, we present the proof from GJKK in [11] of the following lemma in Appendix A. We now conclude the proof of our main result.
Proof of Theorem 1.1. Suppose that an R-pass streaming algorithm using space S computes a (1 + ε) approximation to the LIS on sequences of length n over an alphabet of size m . Let t = 2 √ εn , k − 1 = t 2 , and =
This gives n ≥ t , ε ≤ k−1 , and m ≥ m . Recall that for 0 < ε < ε , a (1 + ε) approximation is also a (1 + ε ) approximation. Now plugging this into the lower bound of Theorem 4.6 and ignoring the lower order terms, we get
We now compare our lower bound to the upper bound from GJKK in [11] . GJKK in [11] showed that for every 0 < μ < 1, there is an algorithm that uses space O( n μ log m) and on input σ returns a number k that lies between (1 − μ) lis(σ) and lis(σ). In our notation, their result gives the following theorem.
Theorem 4.9 (see GJKK in [11] ). For any ε > 0, there is a deterministic onepass streaming algorithm that computes a (1 + ε) approximation of lis(σ) in a sequence σ of length n over an alphabet of size m, which requires space O( n(1+ε) ε log m). For ε ≤ 3, this is within a constant factor of the lower bound in Theorem 1.1 (the constant is independent of both n and ε). For larger ε, we can improve the dependence on ε using the following simple idea. We divide the input σ into t parts σ 1 , . . . , σ t of size n t each. Now observe that
The first inequality is trivial; the second inequality holds because a 1 t fraction of the largest increasing subsequence of σ comes from some σ i . Using this observation, we run the GJKK [11] algorithm with ε = 1 on each of σ 1 , . . . , σ t to get two approximations 1 , . . . , t , to lis(σ 1 ), . . . , lis(σ t ), respectively. We then return t · max i i which is a 2t-approximation to lis(σ). The GJKK algorithm in [11] When R = 1 (or any constant), Theorem 1.1 matches this upper bound up to constant factors, provided we take m to be (n/2) 1+γ for some γ > 0. In particular, it gives a tight lower bound, even when ε is o (1) or ω(1) . If we take ε = 1 n , then this corresponds to the exact computation of the length of the LIS, for which we get a tight linear lower bound.
Separation between the private messages and blackboard models of one-way communication.
It is interesting to note that the lower bound of Theorem 4.6 for maximum communication in the private messages model holds, even for a version of the function f k with a stronger promise, where in the No case, the input is guaranteed to be of the form a t for a ∈ [m] . In Theorem 5.2 we will show a similar lower bound for total communication in the private messages model. These theorems give direct sum results for maximum and total communication complexities in the private messages model. We show that in the one-way blackboard model, the direct sum property does not hold for this version of f k . To the best of our knowledge, this is the first separation between the private messages and blackboard models of one-way communication. Proof. We divide the columns into k−1 groups G 1 , . . . , G k−1 of size k−1 . Player P i writes his inputs for the columns in G i on the blackboard. The other players check if their inputs agree with his on G i ; otherwise, they know that it is a Yes instance. Suppose for all i, the players P k , . . . , P t all have inputs that agree with P i on the columns in G i . In this case, every column contains the same letter repeated at least t−k +2 times. Hence, none of these columns have an increasing subsequence of length more than k − 1, so this is not a Yes instance. The maximum communication of this protocol is k−1 log m, and the total communication is log m.
By the same argument as Lemma 3.4, we can show that N t (f k ) ≥ log( m k−1 ), so both bounds are nearly tight.
In the setting where k is a constant fraction of , m = O(1) which we are interested in, BB max t (f k ) = O(log m). In the case when = 1, trivially BB max t (f k ) ≥ 1. Thus the maximum communication does not increase by a factor of as in a direct sum result.
Contrasting this with the lower bound of Theorem 4.6 gives a separation for maximum communication between the private messages and the blackboard models.
