• Each entry of the Sylvester resultant matrix S(f, g) ∈ R (m+n)×(m+n) contains either a coefficient a i or a coefficient b i .
• S(f, g) is used extensively in GCD computations. The Sylvester resultant matrix is linear, which makes it easy to use structure preserving matrix algorithms:
• If p(y) and q(y) are polynomials of degrees m and n respectively, then
Theorem 1.1 Let the degree of the GCD of f (y) and g(y) be d, then
1. The rank of S(f, g) is equal to m + n − d.
2. The coefficients of their GCD are given in the last non-zero row of S(f, g)
it has been reduced to upper triangular form by an LU or QR decomposition. The product of two polynomials is equal to the convolution of their coefficients:
• d k (y) be a common divisor of degree k of the exact polynomialsf (y) andĝ(y)
• The degree of the GCD off (y) andĝ(y) bed
• u k (y) and v k (y) be the quotient polynomialŝ
and it is rank deficient
• The nullspace vectors yield the coefficients of the quotient polynomials for k = 1, . . . ,d
• Since the degree of the GCD off (y) andĝ(y) isd, these polynomials possess common divisors of degrees 1, 2, . . . ,d, but not a divisor of degreed + 1:
Calculating the degree of the GCD reduces to estimating the rank of a matrix.
), for k = 1, 2, 3, wherê
) is equal to 
and this matrix has unit loss of rank.
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and this matrix has full column rank.
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It follows that the first rank deficient matrix in the sequence
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), and thus the degree of the GCD off (y) andf
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Properties of the equation
A k x = c k when exact polynomials are specified and all computations are performed exactly:
• It has an infinite number of solutions for k = 1, . . . ,d − 1.
• It has exactly one solution for k =d.
• It has no solution for k =d + 1, . . . , min(m, n).
• When inexact polynomials are specified, the equation
If the polynomials are inexact and it is assumed that their theoretically exact forms have a non-constant GCD, it is necessary to construct a structured low rank approximation of their Sylvester matrix.
Computations on polynomials whose coefficients vary widely in magnitude are problematic.
• Perform two preprocessing operations on the polynomials before the AGCD computations. These operations minimise the ratio
The operations are:
• Scale the coefficients of each polynomial by the geometric mean of its coeffi- • It is numerically advantageous for the coefficients of S(f, g) to have the same magnitude.
• Many researchers scale the coefficients of f (y) and g(y) to have unit 2-norm because it yields a Sylvester matrix that is better conditioned.
• Normalisation by the geometric mean of the coefficients is better for polynomials whose coefficients vary greatly in magnitude because it yields a 'better average' than does normalisation by the 2-norm of the coefficients. • The parameter α in S(f, αg) is interpreted as the weight of g(y) relative to the weight of f (y). Pose this minimisation as a linear programming (LP) problem:
The transformations T = log t S = log s φ = log θ µ = log αᾱ i = log |a * i |β j = log b * j transform this constrained minimisation problem to:
which is a standard linear programming (LP) problem, whose objective function is
The polynomials on which computations are performed arẽ f (w) = Given the inexact polynomialsf (w) andḡ(w), which are assumed to be coprime, calculate the smallest perturbations to their coefficients such that the perturbed forms off (w) andḡ(w) have a non-constant GCD.
Aim:
Compute the Sylvester matrix S(δf, αδḡ), such that
is minimised, where
is rank deficient.
Method:
Use the method of non-linear structured total least norm (SNTLN).
. . . 
•
does not have a solution becausef (w) andḡ(w) are assumed to be coprime.
• In the presence of noise, it is necessary to perturb this equation to
where
is non-linear in the unknowns α, θ and z.
• A k and E k have the same structure, and c k and h k have the same structure:
-Use the method of structured non-linear total least norm The theory presented above considered the Sylvester matrix S(f, αg), but S(g, f /α) is also a Sylvester matrix of f (y) and g(y), where α retains its definition as the weight of g(y) relative to the weight of f (y).
• Are the results obtained with S(f, αg) the same as the results obtained with S(g, f /α)?
No: S(f , αḡ) may be a structured low rank approximation of S(f, αg), but S(ḡ,f /α) may not be a structured low rank approximation of S(g, f /α) because its numerical rank is not defined.
• Are the computations with S(f , αḡ) and S(ḡ,f /α) identical?
Yes: The optimal values of α and θ in the matrix S(ḡ,f /α) are α 0 and θ 0 .
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RESULTS

Notation used in examples:
•f (y) andĝ(y) are the theoretically exact polynomials, and S(f ,ĝ) and S(ĝ,f )
are calculated by normalising each polynomial by the geometric mean of its coefficients.
• f (y) and g(y) are calculated fromf (y) andĝ(y) by adding noise and normalising these inexact polynomials by the geometric mean of their coefficients.
•f (w) andḡ(w) are the polynomials, the coefficients of which form the entries of the Sylvester matrix whose structured low rank approximation is computed. is of order 41×41, and since their GCD is of degree 6, it follows that rank S(f ,ĝ) = 35. Noise with a normwise signal-to-noise ratio of 10 8 was added to the polynomials, which were then normalised, thereby yielding the polynomials f (y) and g(y). Figure 2 shows the results obtained using a linear structure preserving matrix method, and α = 1 and θ = 1 are constant, but each polynomial is normalised by the geometric mean of its coefficients. It is seen that
which is the incorrect value. is of order 40×40, and since their GCD is of degree 4, it follows that rank S(f ,ĝ) = 36. Noise with a normwise signal-to-noise ratio of 10 8 was added to the polynomials, which were then normalised, thereby yielding the polynomials f (y) and g(y). Figure 6 shows the results obtained using a linear structure preserving matrix method, and α = 1 and θ = 1 are constant, but each polynomial is normalised by the geometric mean of its coefficients. It is seen that
which is the incorrect value. A similar result is obtained for S(g, f ). 
SUMMARY
• A non-linear structure preserving matrix method for the computation of a structured low rank approximation of the Sylvester matrix S(f, g) has been discussed.
• The results show that it is important to preprocess the polynomials, thereby introducing the parameters α and θ, in order to compute a structured low rank approximation of S(f, g).
• The polynomial order, that is, (f, g) or (g, f ), is important because the successful computation of a structured low rank approximation of S(f, g) does not guarantee that a structured low rank approximation of S(g, f ) can be computed.
• It is necessary to determine a priori the best matrix, S(f, g) or S(g, f ), to use to compute a structured low rank approximation of the Sylvester matrix of f (y) and g(y).
