Accurate threshold curves of laser-induced damage ͑7-ns single shot at 1.064 m͒ are measured in bulk and at the surfaces of optical components such as substrates, thin films, multilayers, and liquids. The shapes and the slopes of the curves are related to the spot size and to the densities of the nanodefects that are responsible for damage. First, these densities are reported for bulk substrates. In surfaces and films the recorded extrinsic and intrinsic threshold curves permit the discrimination of the effects of microdefects and nanodefects. In all cases the density of nanocenters is extracted by means of a phenomenological approach. Then we test liquids and mixtures of liquids with controlled defect densities. The results emphasize the agreement between measurement and prediction and demonstrate the validity of the presence of different kinds of nanocenter as the precursors of laser damage.
Introduction
There has been much attention paid, during more than 30 years of studies, to laser-induced damage in optical components, which remains a key problem for high-power optics. Today the assumption that nanocenters [1] [2] [3] [4] are responsible for material breakdown can be confirmed, which permits the calculation of a laser-damage probability curve [5] [6] [7] [8] [9] [10] ͑also called threshold curve͒ that encompasses parameters such as low and high thresholds, defect densities, and spot size. In this paper we go further in the investigation and in the definition of these threshold curves that result from the presence of nanocenters.
In the first part of the paper the test apparatus that permits recording of accurate threshold curves with small spot sizes is described. These curves are analyzed in detail from a stochastic phenomenological approach.
In the second part we apply the procedure to test the damage thresholds of bulk materials. The density of defects is determined, and the question of their origin is emphasized.
In the third part, surfaces of substrates and single films, are analyzed, which leads to discrimination between extrinsic and intrinsic regions. It is shown how the limitation to intrinsic zones offers an easier investigation of all phenomena. A comparison of various thin-film materials such as HfO 2 , Ta 2 O 5 , ZnS, SiO 2 and Na 3 AlF 6 that are in current use is presented. The same materials are used to produce multilayer mirrors that are damage tested.
To go further in our study we search for the possibility of controlling and modifying defect densities in components. One way to do so to use liquids and mixtures of liquids, and the results show excellent agreement between prediction and measurements. We believe that these results aid in demonstrating the validity of the presence of nanocenters as responsible for material breakdown.
Experimental Setup and Test Procedure

A. Experimental setup: Laser-Induced Damage Threshold Apparatus
Our test apparatus is shown schematically in Fig. 1 . It involves a single-mode YAG laser beam with 1.064-m wavelength and 7-ns pulse duration. The temporal or spatial shape of the beam can be measured and verified at each shot. The pulse energy delivered can be varied from 1 to 20 mJ. In addition to this shot beam, we use a visible 4-mW He-Ne probe beam that allows the region under study to be located acurately. The two beams are aligned and can be focused at the front or the back surface of the sample or in the bulk of a substrate. The size of the beam focused on the sample lies in the range 10 -100 m, and the energy density per surface unit ͑called the fluence͒ lies at approximately 10 -10 4 J͞cm 2 . This density can be reduced with specific attenuators. As is shown in Fig. 2 , the test zone ͑front or back surface or bulk͒ can be seen and recorded with a microscope used in different modes coupled to a computer-controlled CCD camera. The microscope field varies from 170 to 700 m in diameter. Then measurements can be performed ex situ with atomicforce microscopy ͑AFM͒.
B. Procedure for Damage Test Measurements: Threshold Curve
For each fluence or flux density F a single shot is delivered at N regions R n of the sample, resulting in a 1:1 procedure. Notice that the R:1 procedure 11 is most often used by those who do damage testing. We chose the 1:1 mode to prevent the occurrence of conditioning effects, which would reduce the number of parameters involved. Notice that the conditioning effects consist of preirradiation of the sample at a fluence smaller than the laser-damage threshold. Depending on the material involved, this preirradiation can improve or weaken the damage control in the sample. [12] [13] [14] [15] [16] Under these conditions it seems more difficult to show clearly the precursor centers that initiate the process of laser damage. Therefore by using the 1:1 procedure we obtained all the measurements presented in this paper without the appearence of any effects induced by preirradiation. Any modification by irradiation of these R n regions is detected in real time with the optical microscope coupled to the CCD camera. We optimize the real-time observation and detection by simultaneous use of dark-field and Nomarsky microscope modes and grazing illumination with white light. We also use the techniques of laser beam illumination 17, 18 and total internal reflection microscopy 19, 20 for comparison. In addition, we have verified that any localized ͑nonperiodic͒ defect caused by a laser shot that is detectable by AFM can also be detected by the optical techniques. Therefore the optical criteria for laser damage are highly sensitive, and AFM is used to quantify all dimensions of breakdown.
The damage probability is given by the ratio p ϭ n͞N of the number ͑n͒ of damaged zones to the total number ͑N͒ of tested zones. As illustrated in Fig. 3 , the result is the presence of the low damage thresholds ͑LTs͒ and the high damage thresholds ͑HTs͒ that characterize a stochastic process that makes the investigation of damage phenomena difficult. Notice that the step function ͑Fig. 3͒ is plotted for the LT whereas the HT is reached asymptotically. For this sample the dispersion of the threshold values is large and is given by ⌬T͞T ϭ 2͑HT Ϫ LT͒͑͞HT ϩ LT͒ Ϸ 49%. Single-shot damage probability p is estimated at each fluence F by calculation of frequency p of the event over N regions: p ϭ p͑F͒ Ϸ p͑F, N͒ ϭ n͑F, N͒͞N. Therefore the root mean square of this Bernouilli law is given as N 2 ϭ p͑1 Ϫ p͒͞N, and the relative accuracy is ⌬p͞p ϭ ͓͑1 Ϫ p͒͞pN͔ 0.5 . Such a value will help us to complete and to quantify the accuracy of the measurements ͑Fig. 3͒. With N ϭ 30 and p ϭ 0.5 we obtain ⌬p͞p ϭ 30 Ϫ0.5 ͑Ϸ0.18͒, for which reason all threshold curves should be measured for at least 30 sample regions ͑N Ͼ 30͒.
Phenomenological Approach to Nanocenters: Calculation and Calibration for Small Spot Sizes
The damage shown in Fig. 4 was created at large fluences ͑F Ͼ HT͒ in bulk amorphous and crystalline materials. For crystalline materials ͑here KBr and NaCl͒ the damage pattern reveals a crystalline structure, whereas for amorphous materials ͑fused silica and Zerodur͒ the damage morphology is random. Notice the difference in signatures of the two amorphous materials that is the result of to the weak thermal expansion coefficients of Zerodur. From these observations it is clear that thermomechanical effects are involved in the damage process.
However, at lower fluences, close to the minimum threshold ͑F Ϸ LT͒, the damage behavior is somewhat different, as shown in Fig. 5 , because microscratches are created with diameters much smaller than the shot beam. For this reason we assume [1] [2] [3] [4] that the single-shot laser damage results from the presence of nanocenters or microcenters that act as precursors and that often explain the LT values of films. The precursors are distributed at low densities in terms of the scale of the spot size, which causes the differences that appear at HTs and LTs. Therefore the probability of damage becomes the probability of the presence of a defect that receives more energy density than its intrinsic threshold T 0 .
A. Surface Precursors
Consider for instance surface defects under Gaussian illumination at normal incidence ͑Fig. 6͒; the intensity distribution ͑g͒ is a function of the radial distance ͑r͒ as
where F is the fluence maximum and L is the radius obtained at e
Ϫ2
. In this first case we assume that all the defects have the same laser-damage threshold, T. Provided that the interaction of defects can be neglected in our experimental conditions, 21 this analytical formula 6 -8 for the threshold curve can be obtained directly:
where d is the surface density of defects and S T is the part of the spot size where energy density g is greater Fig. 3 . Threshold curve of laser-induced damage measured in a bulk fused-silica substrate. The solid curve is the average fit that results from all data points. The region between dotted curves gives the theoretical accuracy of measurements with N ϭ 30 ͑see text͒. The typical LTs and HTs are emphasized. No threshold ͑ p ϭ 0͒ occurs below the LT, whereas all R n regions are damaged ͑ p ϭ 1͒ when the fluence is greater than the HT. Between these threshold values the curve is that of probability of damage ͑0 Ͻ p Ͻ 1͒. ͑g Ͼ T͒ than precursor threshold T ͑Fig. 6͒. Surface S T is calculated from Eq. ͑1͒ and is given by
where S ϭ L 2 is the spot size defined at e
. The probability law that results from relations ͑2͒ and Eq. ͑3͒ can be written as
which can also be written in the equivalent form:
Notice that in Eqs. ͑4͒ and ͑4Ј͒ the only unknown parameter is defect density d. The other parameters are determined by experimental measurements.
In Fig. 7 we illustrate the influence of parameters on the damage curve. With the p͑F͒ law the HT is reached asymptotically. Notice that, when the spot size or the density increases, the curve approaches a step function.
We have also to consider the case when several kinds of defect are distributed with densities d i and thresholds T i on the surface sample. Let us assume the presence of M defect classes with thresholds
In the absence of interaction between defects we should obtain
As shown in Fig. 8 , because of the slope discontinuities the presence of several kinds of defect can easily be detected on the curves.
B. Bulk Precursors
Bulk defects are more physical and are valid whenever the shot beam is focused at the surface or in the bulk of a material. In this situation a complete calculation based on the same assumptions as for Eq. ͑4͒ leads to
where d is the bulk density of defects and V T is the efficient bulk where the energy density is greater than defect threshold T. Provided that the beam propagation is classically described as
Fig. 6 . Threshold curve that shows the probability of the presence of defects in region S T , where the energy density is greater than threshold T. ͞, we obtain after integration in the bulk material ͑Fig. 9͒
where u ϭ ͑Ϫ1 ϩ F͞T͒ 0.5 and V is a spot volume, defined as V ϭ ͑4͞3͒w 0 2 ͑2 z R ͒. When there are several kinds of defect with densities d i and thresholds T i , we should write, as for the surface case, (9) where Fig. 10 threshold curves 1 and 2 are plotted for the bulk model and reveal a specific behavior. Notice that when the shot beam is focused at the surface of the sample ͑curve 2͒ the efficient volume is divided by 2 because of the absence of defects in the air superstrate. This fact is of overriding importance if we want to extract and compare the correct densities whenever the beam is focused at the surface or within a bulk material. Therefore, in what follows, all threshold curves are analyzed by use of this bulk model. Notice also that one could plot efficient volume V i as a function of focusing altitude.
C. Calibration and Field Values: Small Spot Sizes
Usually the calibration of threshold curves is an easy task because of the small divergence ⌬i of shot beams. However, the procedure should be modified for small spot sizes that require large divergence, as is discussed here. This is a major consideration if we want to connect the electric field values to the fluence values and if we want to avoid any erroneous interpretation of the ratio of threshold dependence to spot size.
With the experimental setup, energy W or power flux ⌽ ϭ W͞⌬t is measured with a Labmaster pyroelectric system after reflection on a beam splitter ͑see Fig. 1͒ and spot size S is deduced from microscope measurements at the focusing surface. From these two experimental data we usually calculate the abscissa of the threshold curve as an average fluence F M ϭ ⌽͞S, analogous to a flux density, whereas the correct abscissa should be the local fluence F that characterizes value E 0 of maximum electric field E͑r͒ at the surface:
Therefore the problem is to connect average fluence F M to local fluence F. When the divergence is weak ͑⌬i Ϸ 0°͒ the two quantities are connected by means of a single linear formula, given as F M ϭ ͑1͞2 0 r ͒nF͞2, where 0 ϭ ͑ 0 ͞ε 0 ͒ 0.5 is the vacuum impedance, r is the relative permeability, and n is the refractive index of the medium. To give an order of magnitude of the potential breakdown field in silica, an energy of 200 J͞cm 2 ͑typical LT of bulk silica͒ delivered in a 7-ns pulse can be related to a 0.14-GW power or flux, that is, a 7.4 ϫ 10 7 V͞m electric field value. This value is close to the standard dielectric breakdown of fused silica ͑Ϸ3 ϫ 10 7 V͞m͒. Now, for large divergences related to small spot sizes, the Poynting flux of the wave packet must be written exactly:
where is the temporal pulsation, is the permeability, ␣͑͒ ϭ ͑k
, k ϭ 2n͞, is the incident wavelength, ͞2 is the two-dimensional spatial frequency, and A͑͒ is the Fourier transform ͑F.T.͒ of electric field E͑r͒ in plane z ϭ 0:
for normal illumination ͑i ϭ 0°͒. We obtain A͑͒ ϭ ͑1͞4
And therefore
so the electric field can be written as
Equation ͑12͒ proves that the ratio F͞F M ϭ 2͞I͑L͒ is spot-size dependent for large divergences. When different experimental setups are used, this dependence be a source of disagreement among the laser damage probability curves obtained. In Fig. 11 we have plotted the E 0 2 ͑L͒ curve as a function of spot diameter at constant fluence. We notice that, for spot diameters greater than 1 m, field value E 0 remains constant, which fully validates the calibration procedure. 
Application to Optical Substrates and Coatings
The experimental and theoretical tools that we discussed above are first applied to the case of substrates. This situation should be simpler than others described below because of the limited number of physical parameters that can be involved in the damage process.
A. Bulk Substrates
Using bulk substrates permits us to eliminate any cleaning or polishing problems, pits, or scratches. For Fig. 12 several bulk materials were measured and compared for different substrates made from silica and other materials such as C20, EQ20, B2359, Zerodur, Suprasil, and BK7 glass. Typically the best threshold value ͑Ϸ200 J͞cm 2 ͒ of a bulk material is obtained for Suprasil, whereas the lowest value ͑Ϸ2 J͞cm 2 ͒ is obtained for KBr, which is probably due to its low thermal expansion coefficient. All values are summarized in Table 1 . We notice the very low density of nanodefects ͑approximately a few tens of defects in a 100-m 3 volume͒, which explains why these defects are so difficult to detect by use of powerful nonoptical techniques such as scanning electron microscopy and transmission electron microscopy. To detect these nanodefects, a new challenge today is to develop new nondestructive tools. [22] [23] [24] [25] [26] 
B. Surfaces of Substrates
Analysis of surfaces is more complex because of the presence of contaminants that arise from cleaning and polishing. Figure 13 shows threshold curves of the two substrate faces of fused silica. No significant difference appears between the two faces because of the beam focusing that eliminates interference between the faces. This result would be modified for a parallel beam. 27 Notice the value of the LT ͑T Ϸ 70 J͞cm 2 ͒ compared with the value of the bulk LT ͑T ϭ 200 J͞cm 2 ͒ given in Fig. 12 for the same material ͑fused silica͒. This result clearly indicates that the nature of the defects at the surface is different from that in bulk, as illustrated in Fig. 14 . Therefore we might wonder why the density values are similar ͑Ϸ10 4 defects͞mm 3 ͒ for the two bulk densities that we find close to the surface and within the bulk. The reason is that the surface defects, that is, the defects with a threshold of 70 J͞cm 2 , are concentrated in a limited volume ␦V in the vicinity of the surface, whereas the theoretical curve is calculated for a full spot volume V under the assumption of constant density. The procedure to correct this error is described here and in Subsection 4.E. A defect density of ϳ10 10 defects͞mm 3 is obtained for a transition layer with micrometer thick- For KBr lack of space on the sample prevents our plotting a complete curve, so only the low threshold is given. ness; this value is quite different from that found for bulk.
Finally, one should keep in mind that all results may depend on polishing and cleaning techniques. In our case we used ultrasonic cleaning, nonionized water, and sol dry products. With these cleaning methods, no defect could be detected by our nondestructive optical techniques. Most results for bare substrates are summarized in Fig. 15 .
C. Thin Films
New, additional parameters are involved for films that are related to the deposition technique and its specific in situ parameters ͑e.g. deposition rate, partial pressure, cleanliness of chamber, nature and shape of crucible, and stability of evaporated materials͒. In this subsection all the results treated were obtained for materials produced with a standard lowquality chamber involving electron beam deposition. Therefore all coatings suffered a number of pits or spitting defects with micrometer diameters that are visible under the microscope. For this reason we used two procedures, which consist of measuring a first ͑intrinsic͒ threshold curve out of the pits ͑the shot beam is focused between the pits͒ and another ͑extrinsic͒ threshold curve on the pits ͑shot beam focused onto the pits͒. The results are plotted in Fig.  16 for a HFO 2 film and reveal a significant difference between the two curves. In particular, the LT value of the extrinsic film is half of the LT value of the intrinsic film. This result could be explained by the presence of defects as nodules with field overintensity and other specifically induced properties. Notice that this result is not valid for SiO 2 films that exhibit identical intrinsic and extrinsic thresholds. In what follows, we denote by LT e and LT i the extrinsic and intrinsic thresholds, respectively.
In Fig. 17 ͒. Notice also the low value of the LT for HfO 2 , which could be explained by the standard process quality but also by the damage criterion that here is much more sensitive ͑see Section 2͒.
The determination of defect densities is much more complex for films. As usual, the bulk model is required, but, in addition to the substrate defects under the full spot volume we have to take into account another kind of defect within the films ͑limited to the film volume͒. Therefore the integral volume V T Fig. 14 . Threshold curves measured at the front surface of ͑curve 1͒ and in bulk ͑curve 2͒ fused silica. Curve 3 was calculated with the parameters ͑defect density and threshold͒ extracted from the bulk data ͑curve 2͒, when the shot beam was focused at the front surface. Therefore the large differences between curves 1 and 3 prove that the surface defects are strongly different from the bulk defects ͑see text͒. Fig. 15 . LT and HT values for bulk and surfaces of fused silica. The LT is an intrinsic parameter, whereas the HT depends on spot size ͑50 m͒ and defect density. Fig. 16 . Intrinsic ͑shot beam between the pits͒ and extrinsic ͑shot beam on the pits͒ threshold curves measured for a HfO 2 film. Fig. 17 . LT and HT values for several thin-film materials produced by 2 standard quality process. The LT is an intrinsic parameter of the materials, whereas the HT depends on spot size ͑50 m͒ and defect density. Extrinsic ͑E͒ and intrinsic ͑I͒ values are given.
given in Subsection 3.B must be recalculated with a z limitation inside the thin-film layer. The results are illustrated in Fig. 18 , where the threshold curves are plotted for three film thicknesses and for a unique kind of defect. We observe that a large thickness ͑1 mm͒ permits one to reach the classic case in which the density is constant within the whole substrate, whereas a slight thickness has a key role in the determination of densities. We find an order of magnitude of 10 10 defects͞mm 3 for the defect densities of films, which is much higher than that of the bulk substrate ͑10 4 defects͞mm 3 ͒. This result is associated with the poor quality of thin films compared with that of bulk fused silica in terms of laser damage.
D. Multilayer Mirrors
The same materials and technologies were used to produce the multilayer mirrors that are illustrated in Fig. 19 . Unfortunately, for mirrors the number of pits is often high and does not permit to intrinsic data, to be registered, except for HfO 2 ͞SiO 2 coatings. Therefore most curves correspond to the extrinsic case. We first observe that LIDT values remain low for ZnS͞Na 3 
. This value is much more than the single-layer value, which can be explained by the overcoating of the mirror by a half-wave layer or by the fact that light does not reach the substrate. To make an objective comparison of materials it would also be necessary to measure intrinsic values for other oxides and films. Notice that no evident correlation was found with the stationary electromagnetic field within the stacks.
For HfO 2 ͞SiO 2 mirrors the differences between the intrinsic and the extrinsic values could be explained by the presence of nodules, 28 -30 as a result of the deposition process. Removing these nodules led to an enhancement of the mirrors' laser damage threshold. 31, 32 
E. Further Remarks
First it must be remarked that a rigorous analysis of all curves should require taking into account reflection and the values of the electric field at the surface and within the stacks. For bare substrates the reflection is usually low and does not modify the field, nor the LT values, at the top surface. However, although this result can still be valid for single films, it is no longer true for mirrors and other coatings in which the distribution of a stationary electromagnetic field must be included in the stochastic approach. This is the reason why the densities were not extracted for mirrors and why the LT values may depend on the coating design. Moreover, determining the parameters would require introducing at least two kinds of defect and the exact design of the quarter-wave multilayer.
The bulk model can be complex when it is applied to single films and multilayers. An alternative and practical solution to reducing the underestimation obtained with the bulk model could be found in the use of the surface model developed in Subsection 3.A. To reach this point it is necessary to consider the conditions that cause the two models to give similar results for films. We can show that for small thicknesses this condition is given by d S S ϭ d V V, where d S and d V are the surface and the bulk densities and S and V are the spot surface and the volume, respectively. Notice that such a relation is related to the exponential behavior of the damage probability ͑Sec-tion 3͒. Therefore we can fit any experimental threshold curve with the surface model. We also can extract a threshold LT and a density d S and then deduce the physical bulk density d V by using the relation d V ϭ d S ͞e, where e is the thickness of the film. This procedure is validated by the results of Fig. 20 and provides for direct and easy investigation of LIDT curves, with no help from the bulk model. Indeed, all surface and bulk curves are identical for thicknesses less than approximately 30 m. Notice that for greater thicknesses the surface model can still be applied, despite its low accuracy. It would even join the bulk substrate model, provided that the thickness is equal to the z R parameter of Subsection 3.B.
Liquids
To test the phenomenological approach, control of defect densities would be helpful. We made some attempts to do this, 1-4 but we found that, because the precursors should have nanodiameters, with low densities accurate results are difficult to obtain. To solve this problem we chose to use liquids that offer the possibility of mixing defects and densities. The threshold curve in Fig. 21͑a͒ was measured for nonionized water ͑NIW͒. The curve exhibits a strong change in slope near 300 J͞cm 2 . To explain this result and to fit the curve to the calculation and to the bulk model it is necessary to consider the presence of two different kinds of defect with specific densities and low thresholds. As shown in the figure, good agreement is obtained for d 1 To go further with the investigation of liquids we also tested SW, and the result is shown in Fig. 21͑b͒ . As previously, two kinds of defect are necessary to fit the curve, with densities and thresholds given by . Therefore similar thresholds are obtained once again, which tends to prove that Figs. 21͑a͒ and 21͑b͒ characterize the same liquids ͑NIW and SW͒ in different proportions. To complete and check this conclusion, we tested several mixtures of these two liquids by dropping calibrated wavelets of NIW liquid into SW liquid. The results are shown in Fig. 22 and We observed that at low thickness this condition allows the surface and bulk effects to be superimposed. Fig. 21 . Threshold curves measured for ͑a͒ NIW and ͑b͒ SW. The simultaneous presence of two defect classes is necessary for fitting the curves ͑see text͒. reveal once again excellent agreement between theory and experiment. Predictions and measurements the density values are shown in Fig. 23. 
Conclusion
We have presented our experimental setup for laserdamage testing of optical materials at 1.06-m wavelength with 7-ns pulse duration. The test procedure is a 1:1 procedure, which means that N sample regions are illuminated at each fluence F with a unique laser shot, permitting the estimation of probability of damage relative to fluence. The damage criterion is highly sensitive and is given by real-time microscope observation. Because the spot sizes are small, the beam can be focused at the front or the back surface of the substrate or in the bulk. Therefore numerous threshold curves were recorded that characterize the LIDTs of surfaces and bulks of various substrates. It was shown that these substrates support mainly two different kinds of defect at their surfaces and in bulk, with specific densities and thresholds ͑70 and 230 J͞cm 2 for fused silica͒. Also, calibration of the whole system was analyzed in detail and should permit successful intercomparison of LIDT curves provided by different laboratories, whatever the spot sizes or divergences.
All data were analyzed by use of a stochastic approach that involved defect densities, thresholds, and spot sizes under the assumption that nanocenters are responsible for damage initiation. Surface and bulk models were developed to take account of nanocenters and were shown to be nearly equivalent under specific density conditions that provide easy and direct investigation tools. Several kinds of defect may be present at surfaces or in bulk and are responsible for slope changes in the threshold curves. These phenomena were predicted and measured.
Thin films was also investigated, and numerous threshold values were given for materials that are widely used and produced by standard electron beam deposition. For each material, extrinsic and intrinsic LIDT curves were discriminated with different thresholds, depending on whether the shot beam was focused on or between visible defects. The density of damage precursors is much higher in films than in bare substrates. Lastly, we analyzed multilayer mirrors for different couples of materials, pointing out intrinsic threshold values up to 40 J͞cm 2 .
To complete and conclude the study we used liquids and mixtures of liquids to control defect densities and to check our numerical tools and our experimental procedure. The prediction was highly successful, which confirms the presence of nanocenters distributed at low densities.
