In this article, numerical simulation of fuzzy differential equations using general linear method is proposed. The significance of general linear method is derivation of algebraic order conditions of method using technique of rooted trees and B-series. Fuzzy general linear method of order 3 based on the concept of generalized Hukuhara differentiability for solving fuzzy differential equations is developed. Convergence of third-order fuzzy general linear method is proven. The proposed method is tested on fuzzy initial value problems, and the numerical results showed that fuzzy general linear method produced more accurate approximation of fuzzy solution for tested problems compared with the existing fuzzy numerical methods.
Introduction
The study of fuzzy differential equations (FDEs) has been interested by many researchers in recent years. FDEs are known as an ideal mathematical modeling of real-world problems whereby uncertainties and randomness exist. Early approaches in FDEs modeling were Hukuhara derivative and differential inclusions. However, they displayed the disadvantage of having fuzzier solutions using those type of differentiability. 1 Then, generalized Hukuhara differentiability was defined by Bede et al. [1] [2] [3] who use the extension of Hukuhara differentiability. The advantage of the generalized Hukuhara differentiability is having solutions of FDEs with decreasing uncertainty. In this work, we use the generalized Hukuhara differentiability given by Bede and Gal. 2 A more comprehensive understanding of fuzzy theory and fuzzy logic can be found from Bede. 1 The analytical solutions of FDEs are difficult to solve; hence, approximating the solutions of first-order linear FDEs using numerical methods has been investigated by many researches. For instance, Ma et al. 4 and Abbasbandy and Viranloo 5 provided the solutions of FDEs using standard Euler method and Taylor method, respectively. Ghanaie and Moghadam 6 and Abbasbandy and Viranloo 7 suggested the numerical solutions of FDEs using Runge-Kutta method. Later, fuzzy improved Runge-Kutta method for numerical solution of first-order FDEs was introduced by Rabiei and Ismail. 8 Rabiei et al. 9 constructed the fuzzy improved Runge-Kutta Nystro¨m method for direct solution of second-order FDEs. Ghazanfari and Shakerami 10 proposed the numerical solution of FDEs using Runge-Kutta-like method. Moreover, artificial neural network (ANN) method by Effati and Pakdaman, 11 trapezoidal and midpoint methods by Ivaz et al., 12 and reproducing kernel Hilbert space method by Abu Arqub et al. 13 were presented for solving FDEs. Fuzzy fractional differential equation (FFDE) was proposed by Salahshour et al., 14, 15 and Ahmadian et al. 16 derived the Tau method for solving fuzzy fractional kinetic model.
In Bede, 17 characterization theorem was introduced to obtain the solution of FDEs by converting them into a system of ordinary differential equations (ODEs). The advantage of this technique is that any numerical method is applicable to solve FDEs. Bede's characterization theorem was then extended into generalized characterization theorem given by Nieto et al. 18 under generalized differentiability where the FDEs were translated into the two systems of ODEs. It is found that the FDEs appear in many applications. Several examples include modeling of earthquake engineering vibration problems where the parameters of the ground acceleration have a fuzzy credibilistic nature, and as a result, instead of using classical probabilistic methods, the fuzzy approach is considered to develop the seismic response spectrum. 19 Besides this, the dynamic beam equation of heat-type equation which inherits uncertainty is represented by the FDEs. 20 The HIV infection is also modeled as fuzzy boundary value problems to minimize the viral load and drug costs. 21 General linear method (GLM) was constructed by Butcher [22] [23] [24] for numerical solution of first-order ODEs. This method is a linear combination of Runge-Kutta method and multistep method. He used the theory of B-series and different order of rooted trees to construct the algebraic order conditions of GLM. In this article, we considered the GLM as a method with enhancements such as high accuracy.
The first aim of this article is to study the derivation of GLM based on the technique of B-series and rooted trees and obtain the related algebraic order conditions of GLM up to order 4. Then, using the obtained order conditions, we will derive a new set of GLM of order 3. Next and main aim of this research is derivation of fuzzy version of proposed third-order GLM based on the concept of generalized Hukuhara differentiability given by Bede and Gal 2 for solving FDEs. The convergence of third-order fuzzy GLM will be proved through the two lemmas and a theorem.
In section ''Preliminaries,'' basic definitions and theorems on fuzzy sets are provided. In section ''GLM,'' we present the concept and derivation of the GLM. Section ''Third-order fuzzy GLM'' contains the fuzzification of GLM for numerical solution of FDEs. Numerical results of GLM compared with the existing numerical methods are provided in section ''Numerical results,'' and discussion is given in section ''Comparison and discussion.'' Conclusion is discussed in section ''Conclusion.''
Preliminaries
In this section, we present some definitions and notation in the fuzzy settings that will be used in this article. Definition 1. Let X be a nonempty set. A fuzzy set u in X is characterized by its membership function u : X ! ½0, 1: 1 1. u is normal, there exists x 0 2 R such that u(x 0 ) = 1; 2. u is a convex fuzzy set, for all s, r 2 R and
where cl denotes the closure of a subset.
Then, R F is called the space of fuzzy numbers. Definition 2. The r-level set of a fuzzy number u 2 R F , 0 r 1, denoted by ½u r is defined as 1
It is concluded that the r-level set of a fuzzy number is a closed and bounded interval ½u r 1 , u r 2 , where u r 1 is the lower bound of ½u r and u r 2 indicates the upper bound of ½u r .
is the Hausdorff distance between ½u r and ½v r . Then, it is said that D is a metric in R F , and the following properties hold:
, f (t 0 ))\e exists, then f is a continuous function. 1 Definition 5. Let x, y 2 R F . 1 If there exists z 2 R F such that x = y È z, then z is called the Hukuhara difference (H-difference) of x and y, and it is denoted by x É y (note that x É y 6 ¼ x + (À y)).
is known as the (ii) differentiability on (a, b);
3. For all h.0 sufficiently small, 9f 
Definition 7. Consider the fuzzy initial value problem 1
where f : ½t 0 , T 3 R F ! R F is a continuous fuzzy mapping and x 0 2 R F and T is a positive number or infinity. Suppose we have ½x(t) r = ½x r 1 (t), x r 2 (t), and ½f (t, x(t)) r = ½f r 1 (t, x r 1 (t), x r 2 (t)), f r 2 (t, x r 1 (t), x r 2 (t)) From Theorem 1, if x(t) is (i) differentiable, then equation (1) transfers into the following system of ODEs
ð2Þ If x(t) is (ii) differentiable, then equation (1) transfers into the following system of ODEs
General linear method
Consider the first-order initial value problem of ODE given by
The general formulae for GLM introduced by Butcher 22,23 is given by
The output approximations from step number n is denoted by y ½n i , i = 1, 2, . . . , r, the stage values by Y i = 1, 2, . . . , s, and the stage derivatives by F i = 1, 2, . . . , s. Simply we could write as below 
In this section, we derive the new set of coefficients of third-order GLM for numerical solution of firstorder ODEs given in equation (4) . Then, in the next section, we will develop the fuzzy extension of derived third-order GLM for solving fuzzy initial value problems. Coefficients of GLM using Butcher's tableau is given in Table 1 .
To further understand the derivation of GLM, a brief introduction on the concept of ''rooted trees'' is needed. They act as a tool to aid the extraction of order conditions which are required to derive GLM. Rooted trees is defined by Butcher. 24 In this article, we use trees of order 1-4 which are given in Table 2 . In addition, we need to mention that the rooted trees are closely associated with the composition law. The composition law plays an important role in construction of various numerical methods such as Runge-Kutta methods, GLM, Rosenbrock methods, multi-derivative methods, and so on. 25 This law permits the derivation of algebraic order conditions in a convenient way avoiding the traditional tedious calculations of Taylor series expansion.
Definition 8. Let a : T # ! R by a mapping, then the form of a formal series given as follows 22, 24 
is called the B-series, where T # denoting the set of rooted trees together with an additional empty tree [, a([) = 1 and a(t) = 1=g(t) (g(t) is the product over all vertices of the order subtree rooted at that vertex), t j j is the order of tree, s(t) is the symmetry of tree, t! is the factorial of tree, and F(t) is the elementary differential. To derive the order conditions for GLM, we need to satisfy the theorem below.
Theorem 2. The GLM (A, U , B, V ) has order p if there exists j 2 X r and h 2 X s 1 such that for every tree satisfying r(t) p 22
From theorem 2, h represents the stages of method, while Ej is the output approximations computed after a time step. The coefficients of GLM of order 3 with r = 2 and s = 3 are given in Table 2 .
Here, to derive the order conditions of GLM using equations (8a) and (8b), the values of j t and Ej t for T # = ft 0 , t 1 , . . . , t 8 g are used as given in Table 3 .
Using formulae of GLM given in equation (8a), the values of h(t) for t 2 T # are calculated as follows:
For For For Table 2 . General coefficients of fourth-order GLM. Table 3 . Values of j t and Ej t for t 2 T # . For Consequently, by substituting the obtained values of h(t) into equation (8b), the values of (Ej)(t) for T # = ft 0 , t 1 , . . . , t 8 g are given as follows: The order conditions for trees up to order 4 are given in Table 4 .
Using the order conditions given in Table 4 , for t 0 , . . . , t 3 and minimizing the error norm of GLM of order 4 (for trees t 4 , . . . , t 8 ), the GLM of order 3 is derived. In this way, we set the values b 11 = 1=6, b 12 = 2=3, b 13 = 1=6 and u 11 = 1, u 12 = 0, u 21 = 7=9, u 12 = 2=9 and substitute the values of j and Ej given in Table 3 . The coefficients of three stages of third-order GLM is shown in Table 5 . The calculation of various quantities assigned to obtain the method can be found in Table 6 .
Third-order fuzzy GLM
We consider the fuzzy problem 1 where f is a continuous mapping from R F to R F and y 0 2 R F with r-level sets y 0 ½ r = y 1 0; r ð Þ, y 2 0; r ð Þ ½ , r 2 0, 1 ½
The set of interval ½0, T is a set of equally spaced grid points t 0 \t 1 \t 2 Á Á Á \t N = T . The exact solutions whichỸ
The grid points are t n = t 0 + nh for h = T À t 0 =N where n\0\N . Then, the exact and approximate solutions are denoted bỹ
Based on equation (5), the fuzzy GLM of order 3 is given by
where for type (i) differentiability is arranged as Table 5 . Coefficients set of third-order GLM. Table 6 . Calculation of order for GLM. 
From equation (13), the following lemma is applied.
Lemma 1. Let f (y) belong to C 4 ½a, b and let its derivatives be bounded. 10 Also, assume that there exist P and M positive numbers, such that jf (y)j \M, 
is approximated by ½y(t) r = ½y 1 (t; r), y 2 (t; r). The solution is calculated by grid points t 0 \t 1 \t 2 Á Á Á \t N = T where h = (T À t 0 )=N . Let Q and R be functions of Q(t n , y(t n ; r)) and R(t n , y(t n ; r)), respectively. We have
The domain where Q and Rare defined in the region of K is The following lemma and theorem are given to show the convergence of these approximates lim h!0
Let the sequence of numbers fW n g N n = 0 satisfy 8,10
W n + 1 j j A W n j j+ B, 0 n N À 1 for some given positive constants A and B, then
Let the sequence of numbers fW n g N n = 0 and fV n g N n = 0 satisfy 8,10
for some given positive constants A and B and denote U n = W n j j+ V n j j, 0 n N . Then
Theorem 3. Let Q(t, u, v) and R(t, u, v) are in C 4 K and let the partial derivative of Q and R be bounded over K, then for arbitrary fixed r, 0 r 1, the approximate solution of equation (14) converge to the exact solutions f Y 1 (t; r) and f Y 2 (t; r) uniformly in t. 10 Proof. It is sufficient to show lim h!0
where t N = T . For n = 0, 1, . . . , N À 1, using Taylor Theorem, we get
Hence, from equations (14) and (17), we find
For t 2 ½0, T and L.0 is a bound for partial derivatives of Q and R. Thus, by lemma 2
and if h ! 0, we get W N ! 0, V N ! 0 which completes the proof.
Numerical results
To show the efficiency of derived third-order fuzzy GLM, the method is numerically tested on three test problems. All problems are tested based on type (i) differentiability using formulation (15) in section ''Thirdorder fuzzy GLM.'' The accuracy of the method in terms of global error is estimated by the expressions E 1 (t; r) = jy 1 (t; r) ÀỸ 1 (t; r)j and E 2 (t; r) = jy 2 (t; r) ÀỸ 2 (t; r)j. The numerical results are compared with existing Euler method, 18 Runge-Kutta method of order 4, 6 trapezoidal method (TM), 12 and ANN method. 11 Below is the list of notation used in the tabulated results: 
Let l = 1, t = ½0, 0:1, and y 0 = ½r À 1, 1 À r. If y(t) is (i) differentiable, then the exact solution is given asỸ
Based on formulation (2), the approximated solutions using third-order GLM at t = 0:1 and N = 10 subintervals are compared with Euler method and Runge-Kutta method and are shown in Table 7 . Figure 1 shows the plotted graph of GLM with the exact solution. The graphs of exact solutions and approximated solutions and three-dimensional (3D) plot for problem 2 are shown in Figure 2 . Table 8 shows that the numerical solutions of GLM are compared with the TM. Let t = 0, 1 ½ and y 0 = 0:96 + 0:04r, 1:01 À 001r ½ . 11 The exact solution is given as Y 1 t; r ð Þ= t + 0:985 + 0:015r ð Þ e Àt À 1 À r ð Þ0:025e t , Y 2 t; r ð Þ= t + 0:985 + 0:015r ð Þ e Àt + 1 À r ð Þ0:025e t : We compared the GLM with the TM and ANN method at t = 0:1, N = 10, and the results are given in Table 9 . Figure 1 shows the plotted graph of GLM with the exact solution and 3D plot for problem 3.
Comparison and discussion
From problem 1, the results given in Table 7 showed that the GLM with error 10 À10 performed higher accuracy than the Euler method with error of 10 À3 and Runge-Kutta method with error 10 À7 . Graph comparison between approximated solutions by GLM and exact solutions can be seen in Figure 1 . In problem 2, the numerical result of GLM is compared with the TM as shown in Table 8 , and it is obvious that GLM produced error of 10 À7 , while its error is slightly smaller than error obtained by TM. In Figure 2 , the graph indicates that the approximated solutions of GLM are close to the exact solutions. In problem 3, from Table 9 , it can be seen that GLM by achieving the error accuracy of 10 À7 is the most accurate method with the smaller error compared to the ANN with the error of 10 À5 and TM with the error of 10 À7 . The graphical representation of approximated solutions and exact solutions is shown in Figure 3 . The 3D plots of solution for three tested problems are shown.
Conclusion
In conclusion, in this article, GLM of order 3 based on the rooted trees and B-series is developed. The rooted trees act as a powerful tool in extracting the order conditions of a method. We had given out the order conditions as well as a new set of coefficients of GLM. Then, we constructed the fuzzy GLM using the concept of generalized Hukuhara differentiability. The new method applied with the derived coefficients of GLM of order 3 into the fuzzy differential test problems. The numerical results compared with the existing numerical methods showed that the fuzzy GLM is an efficient method for solving FDEs.
