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Dual polar graphs, the quantum algebra Uq(sl2), and
Leonard systems of dual q-Krawtchouk type
Chalermpong Worawannotai
Abstract
In this paper we consider how the following three objects are related: (i) the dual
polar graphs; (ii) the quantum algebra Uq(sl2); (iii) the Leonard systems of dual q-
Krawtchouk type. For convenience we first describe how (ii) and (iii) are related.
For a given Leonard system of dual q-Krawtchouk type, we obtain two Uq(sl2)-module
structures on its underlying vector space. We now describe how (i) and (iii) are related.
Let Γ denote a dual polar graph. Fix a vertex x of Γ and let T = T (x) denote the
corresponding subconstituent algebra. By definition T is generated by the adjacency
matrix A of Γ and a certain diagonal matrix A∗ = A∗(x) called the dual adjacency
matrix that corresponds to x. By construction the algebra T is semisimple. We show
that for each irreducible T -module W the restrictions of A and A∗ to W induce a
Leonard system of dual q-Krawtchouk type. We now describe how (i) and (ii) are
related. We obtain two Uq(sl2)-module structures on the standard module of Γ. We
describe how these two Uq(sl2)-module structures are related. Each of these Uq(sl2)-
module structures induces a C-algebra homomorphism Uq(sl2) → T . We show that
in each case T is generated by the image together with the center of T . Using the
combinatorics of Γ we obtain a generating set L,F,R,K of T along with some attractive
relations satisfied by these generators.
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1 Introduction
In this paper we investigate a topic that involves algebraic graph theory, quantum groups, and
linear algebra. We focus on three objects that turn out to be closely related. The first object
is called a dual polar graph [2, 4, 6]. Dual polar graphs are distance-regular [4]. The second
object is the quantized universal enveloping algebra Uq(sl2). We refer the reader to [16, 17]
for background information on Uq(sl2). The third object is called a Leonard system of dual
q-Krawtchouk type. In order to explain this concept we start with a more basic notion called
a Leonard pair [26]. Roughly speaking a Leonard pair consists of two diagonalizable linear
transformations on a finite-dimensional vector space, each of which acts in an irreducible
tridiagonal fashion on an eigenbasis for the other one. A Leonard system is an “oriented”
version of a Leonard pair. The Leonard systems are classified up to isomorphism [26, 27].
We will focus on a family of Leonard systems said to have dual q-Krawtchouk type.
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Our central results are about how the above three objects are related. Shortly we will
summarize these results. First we describe the three objects more precisely. We begin with
the definition of a Leonard system. For convenience we take the underlying field to be the
complex number field C.
Definition 1.1. [26] Let d denote a nonnegative integer and let V denote a vector space
over C with dimension d+ 1. By a Leonard system on V we mean a sequence
Φ = (A; {Ei}
d
i=0;A
∗; {E∗i }
d
i=0)
that satisfies (i)–(v) below.
(i) Each of A,A∗ is a multiplicity-free element in End(V ).
(ii) {Ei}
d
i=0 is an ordering of the primitive idempotents of A.
(iii) {E∗i }
d
i=0 is an ordering of the primitive idempotents of A
∗.
(iv) EiA
∗Ej =
{
0 if |i− j| > 1
6= 0 if |i− j| = 1
(0 ≤ i, j ≤ d).
(v) E∗iAE
∗
j =
{
0 if |i− j| > 1
6= 0 if |i− j| = 1
(0 ≤ i, j ≤ d).
Definition 1.2. Referring to Definition 1.1, for 0 ≤ i ≤ d let θi (resp. θ
∗
i ) denote the
eigenvalue of A (resp. A∗) associated with Ei (resp. E
∗
i ).
Referring to the Leonard system Φ from Definition 1.1, assume Φ has dual q-Krawtchouk
type. As we will see, the eigenvalues of A and A∗ have the form
θi = h+ κq
d−2i + υq2i−d, θ∗i = h
∗ + κ∗qd−2i (0 ≤ i ≤ d) (1)
where q, h, h∗, κ, κ∗, υ are scalars in C with q2 6= 1 and κ, κ∗, υ nonzero.
We now recall the algebra Uq(sl2). We will use the equitable presentation [15, 29].
Definition 1.3. [15] Let Uq(sl2) denote the C-algebra with generators x, y, z
±1 and relations
zz−1 = z−1z = 1,
qxy − q−1yx
q − q−1
= 1,
qyz − q−1zy
q − q−1
= 1,
qzx − q−1xz
q − q−1
= 1.
We now show how a Leonard system of dual q-Krawtchouk type is related to Uq(sl2).
The following two theorems are our main results along this line.
Theorem 1.4. Fix ǫ ∈ {1,−1}. Let Φ denote a Leonard system on V as in Definition
1.1. Assume Φ has dual q-Krawtchouk type and let h, h∗, κ, κ∗, υ denote the corresponding
parameters from (1). Then there exists a unique Uq(sl2)-module structure on V such that on
V ,
A = h1 + ǫκx+ ǫυy,
A∗ = h∗1 + ǫκ∗z.
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Theorem 1.5. Fix ǫ ∈ {1,−1}. Let Φ denote a Leonard system on V as in Definition
1.1. Assume Φ has dual q-Krawtchouk type and let h, h∗, κ, κ∗, υ denote the corresponding
parameters from (1). Then there exists a unique Uq(sl2)-module structure on V such that on
V ,
A = h1 + ǫκy + ǫυx,
A∗ = h∗1 + ǫκ∗z.
We now recall the definition of a dual polar graph. Let b denote a prime power. Let Fb
denote the finite field of order b. Let U denote a finite-dimensional vector space over Fb en-
dowed with one of the following forms: CD(b), BD(b), DD(b),
2DD+1(b),
2A2D(q),
2A2D−1(q),
where b = q2 [4, p. 274]. A subspace W of U is called isotropic whenever the form vanishes
completely onW . By [6, Theorem 6.3.1] each maximal isotropic subspace of U has dimension
D. Define a graph Γ as follows. The vertex set X of Γ consists of the maximal isotropic sub-
spaces of U . Vertices y, z in X are adjacent in Γ whenever dim(y∩ z) = D−1. Let ∂ denote
the path-length distance function for Γ. By [4, p. 276] for y, z ∈ X , ∂(y, z) = D−dim(y∩z).
By [4, p. 274] the graph Γ is distance-regular with diameter D. We call Γ the dual polar
graph associated with U .
We have a few comments about Γ. By the standard module of Γ we mean the vector space
V = CX of column vectors with rows indexed by X . Let A ∈ MatX(C) denote the adjacency
matrix of Γ. Let θ0 > θ1 > · · · > θD denote the eigenvalues of A. For 0 ≤ i ≤ D let Ei
denote the projection onto the eigenspace of A associated with the eigenvalue θi. For the rest
of this section fix a vertex x ∈ X . Let A∗ = A∗(x) denote the diagonal matrix in MatX(C)
whose diagonal is obtained by rotating row x of |X|E1 by 45 degrees. For 0 ≤ i ≤ D, by
the ith subconstituent of Γ we mean the subspace of V spanned by the vertices at distance
i from x. The subconstituents are the eigenspaces of A∗; for 0 ≤ i ≤ D let E∗i = E
∗
i (x)
(resp. θ∗i ) denote the corresponding projection (resp. eigenvalue). By [4, Theorem 8.4.2,
Theorem 9.4.3] the eigenvalues of A and A∗ have the form
θi = h+ κq
D−2i + υq2i−D, θ∗i = h
∗ + κ∗qD−2i (0 ≤ i ≤ D)
where h, h∗, κ, κ∗, υ are in C with κ, κ∗, υ nonzero. Let T = T (x) denote the subalgebra of
MatX(C) generated by A,A
∗. The algebra T is called the subconstituent algebra or Terwilliger
algebra with respect to x [22]. By [8, p. 157] the algebra T is semisimple. By a T -module we
mean a subspace W ⊆ V such that BW ⊆ W for all B ∈ T . Let W denote an irreducible
T -module. By the endpoint of W we mean min{i|0 ≤ i ≤ D, E∗iW 6= 0}. By the dual
endpoint of W we mean min{i|0 ≤ i ≤ D, EiW 6= 0}. By the diameter of W we mean
|{i|0 ≤ i ≤ D, E∗iW 6= 0}| − 1. We now show how Γ is related to the Leonard systems of
dual q-Krawtchouk type. The following is our third main result.
Theorem 1.6. Let W denote an irreducible T -module. Let r, t, d denote the endpoint, dual
endpoint, and diameter of W , respectively. Then (A|W ; {Et+i|W}
d
i=0;A
∗|W ; {E
∗
r+i|W}
d
i=0) is
a Leonard system of dual q-Krawtchouk type.
We now summarize how Γ is related to Uq(sl2). Since T is semisimple, V is a direct sum
of irreducible T -modules. For each irreducible T -module W in the sum, combining Theorem
3
1.6 with Theorem 1.4 and Theorem 1.5 we obtain two Uq(sl2)-module structures onW . This
gives two Uq(sl2)-module structures on V . In order to describe them in a coherent fashion
we introduce some elements Υ,Ψ in the center of T . These elements act on each irreducible
T -module W as qr+t+d−DI, qr−tI where r, t, d are the endpoint, dual endpoint, and diameter
of W , respectively. We now give our fourth and fifth main results.
Theorem 1.7. There exists a unique Uq(sl2)-module structure on V such that on V ,
A = h1 + κΥ−1Ψx+ υΥΨ−1y,
A∗ = h∗1 + κ∗Υ−1Ψ−1z.
Theorem 1.8. There exists a unique Uq(sl2)-module structure on V such that on V ,
A = h1 + κΥ−1Ψy + υΥΨ−1x,
A∗ = h∗1 + κ∗Υ−1Ψ−1z.
Each of the above Uq(sl2)-module structures on V induces a C-algebra homomorphism
Uq(sl2)→ T . We now describe how their images are related to T . The following is our sixth
main result.
Theorem 1.9. For either of our two C-algebra homomorphisms Uq(sl2) → T , let U denote
the image. Then the algebra T is generated by U together with the elements Υ±1,Ψ±1.
We now describe some relations in T that we find attractive. In order to state these
relations, it is convenient to decompose A = L + F + R where L (resp. F ) (resp. R)
is the lowering matrix (resp. flattening matrix) (resp. raising matrix) of Γ with respect
to x. For vertices y, z of Γ the (y, z)-entry of L (resp. F ) (resp. R) is 1 whenever y, z
are adjacent and ∂(x, z) − ∂(x, y) is 1 (resp. 0) (resp. −1). Define a diagonal matrix
K ∈ MatX(C) with (y, y)-entry q
−2∂(x,y) for y ∈ X . In other words K =
∑D
i=0 q
−2iE∗i . By
construction A∗ ∈ span{I,K}. The algebra T is generated by L, F,R,K. We now describe
how L, F,R,K are related. The following is our seventh main result.
Theorem 1.10. The matrices L, F,R,K satisfy
KL = q2LK, KF = FK, KR = q−2RK,
LF − q2FL = (q2e − 1)L, FR− q2RF = (q2e − 1)R,
q4
q2 + 1
RL2 − LRL+
q−2
q2 + 1
L2R = −q2e+2D−2L,
q4
q2 + 1
R2L− RLR +
q−2
q2 + 1
LR2 = −q2e+2D−2R,
where e is given in the table below:
form CD(b) BD(b) DD(b)
2DD+1(b)
2A2D(q)
2A2D−1(q)
e 1 1 0 2 3/2 1/2
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We will repeatedly use the relations in Theorem 1.10.
This paper is organized as follows. In Sections 2–7 we recall some background concerning
Leonard systems. In Section 8 we introduce the normalized split basis for a Leonard system.
In Section 9 we discuss the intersection matrix of a Leonard system. In Section 10 we recall
the tridiagonal relations and Askey-Wilson relations of a Leonard system. In Section 11 we
recall the Leonard systems of dual q-Krawtchouk type. In Section 12 we recall Uq(sl2) and
describe its finite-dimensional irreducible modules. In Section 13 we prove Theorem 1.4 and
Theorem 1.5. In Section 14 we discuss the subconstituent algebra T of a distance-regular
graph. In Section 15 we recall the notion of a near polygon. After obtaining some basic facts
about near polygons, we focus on a particular type of near polygon called a dual polar graph.
In Sections 16–19 we discuss some basic facts about a dual polar graph and its irreducible
T -modules. In Sections 20, 21 we discuss some central elements Ω, G,G∗ of T that come from
the Askey-Wilson relations. We describe the entries of the matrices Ω, G,G∗. In Section 22
we introduce three central elements Υ,Ψ,Λ of T which will be used to relate T to Uq(sl2).
In Section 23 we prove Theorem 1.6. In Section 24 we prove Theorem 1.7 and Theorem 1.8.
In Section 25 we prove Theorem 1.9. In Section 26 we discuss the matrices L, F,R,K and
prove Theorem 1.10. In Section 27 we describe Ω, G,G∗ in terms of L, F,R,K. In Section
28 we introduce three central elements C0, C1, C2 of T that involve L, F,R,K. We show that
C0, C1, C2 generate the center of T . In Section 29 we show how C0, C1, C2 relate to Ω, G,G
∗
and Υ,Ψ,Λ. In Section 30 we describe the two Uq(sl2)-module structures from Theorem 1.7
and Theorem 1.8 in terms of L, F,R,K.
2 Leonard pairs
We now begin our formal argument. We start by recalling the notion of a Leonard pair.
We will use the following terms. A square matrix X is said to be tridiagonal whenever each
nonzero entry lies on either the diagonal, the subdiagonal, or the superdiagonal. Assume X
is tridiagonal. Then X is said to be irreducible whenever each entry on the subdiagonal is
nonzero and each entry on the superdiagonal is nonzero. We now define a Leonard pair. For
the rest of this paper K will denote a field.
Definition 2.1. [26, Definition 1.1] Let V denote a vector space over K with finite positive
dimension. By a Leonard pair on V we mean an ordered pair A,A∗ where A : V → V and
A∗ : V → V are linear transformations that satisfy (i), (ii) below:
(i) There exists a basis for V with respect to which the matrix representing A is irreducible
tridiagonal and the matrix representing A∗ is diagonal.
(ii) There exists a basis for V with respect to which the matrix representing A∗ is irreducible
tridiagonal and the matrix representing A is diagonal.
Note 2.2. It is a common notational convention to use A∗ to represent the conjugate-
transpose of A. We are not using this convention. In a Leonard pair A,A∗ the linear
transformations A and A∗ are arbitrary subject to (i), (ii) above.
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3 Leonard systems
When working with a Leonard pair, it is convenient to consider a closely related object called
a Leonard system. To prepare for our definition of a Leonard system, we recall a few concepts
from linear algebra. Throughout the paper an algebra is meant to be associative and have a 1,
and a subalgebra has the same 1 as the parent algebra. Let d denote a nonnegative integer and
let Matd+1(K) denote the K-algebra consisting of all d+1 by d+1 matrices that have entries
in K. We index the rows and columns by 0, 1, . . . , d. Let V denote a vector space over K with
dimension d+1. Let {vi}
d
i=0 denote a basis for V . For A ∈ End(V ) and B ∈ Matd+1(K), we
say that B represents A with respect to {vi}
d
i=0 whenever Avj =
∑d
i=0Bijvi for 0 ≤ j ≤ d. An
element A ∈ End(V ) is said to be multiplicity-free whenever it has d + 1 mutually distinct
eigenvalues in K. Assume A is multiplicity-free. Let {Vi}
d
i=0 denote an ordering of the
eigenspaces of A. For 0 ≤ i ≤ d let θi denote the eigenvalue of A corresponding to Vi. Define
Ei ∈ End(V ) such that (Ei − I)Vi = 0 and EiVj = 0 for j 6= i (0 ≤ j ≤ d). Here I denotes
the identity of End(V ). We call Ei the primitive idempotent of A corresponding to Vi (or θi).
Observe that (i) AEi = θiEi (0 ≤ i ≤ d); (ii) EiEj = δijEi (0 ≤ i, j ≤ d); (iii) I =
∑d
i=0Ei;
(iv) A =
∑d
i=0 θiEi. Moreover
Ei =
∏
0≤j≤d
j 6=i
A− θjI
θi − θj
.
We now define a Leonard system.
Definition 3.1. [26, Definition 1.4] Let d denote a nonnegative integer and let V denote a
vector space over K with dimension d+ 1. By a Leonard system on V we mean a sequence
Φ = (A; {Ei}
d
i=0;A
∗; {E∗i }
d
i=0)
that satisfies (i)–(v) below.
(i) Each of A,A∗ is a multiplicity-free element in End(V ).
(ii) {Ei}
d
i=0 is an ordering of the primitive idempotents of A.
(iii) {E∗i }
d
i=0 is an ordering of the primitive idempotents of A
∗.
(iv) EiA
∗Ej =
{
0 if |i− j| > 1
6= 0 if |i− j| = 1
(0 ≤ i, j ≤ d).
(v) E∗iAE
∗
j =
{
0 if |i− j| > 1
6= 0 if |i− j| = 1
(0 ≤ i, j ≤ d).
We refer to d as the diameter of Φ, and say Φ is over K. We call V the vector space underlying
Φ.
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We comment on how Leonard pairs and Leonard systems are related. Fix an integer d ≥ 0
and let V denote a vector space over K with dimension d+ 1. Let (A; {Ei}
d
i=0;A
∗; {E∗i }
d
i=0)
denote a Leonard system on V . For 0 ≤ i ≤ d let vi denote a nonzero vector in EiV . Then
the sequence {vi}
d
i=0 is a basis for V that satisfies Definition 2.1(ii). For 0 ≤ i ≤ d let v
∗
i
denote a nonzero vector in E∗i V . Then the sequence {v
∗
i }
d
i=0 is a basis for V that satisfies
Definition 2.1(i). By these comments the pair A,A∗ is a Leonard pair on V . Conversely let
A,A∗ denote a Leonard pair on V . By [27, Lemma 3.1] each of A,A∗ is multiplicity-free. Let
{vi}
d
i=0 denote a basis for V that satisfies Definition 2.1(ii). For 0 ≤ i ≤ d the vector vi is an
eigenvector for A; let Ei denote the corresponding primitive idempotent. Let {v
∗
i }
d
i=0 denote
a basis for V that satisfies Definition 2.1(i). For 0 ≤ i ≤ d the vector v∗i is an eigenvector for
A∗; let E∗i denote the corresponding primitive idempotent. Then (A; {Ei}
d
i=0;A
∗; {E∗i }
d
i=0)
is a Leonard system on V .
Definition 3.2. Referring to the Leonard system Φ from Definition 3.1, for 0 ≤ i ≤ d let
θi (resp. θ
∗
i ) denote the eigenvalue of A (resp. A
∗) associated with the eigenspace EiV
(resp. E∗i V ). We call {θi}
d
i=0 (resp. {θ
∗
i }
d
i=0) the eigenvalue sequence (resp. dual eigenvalue
sequence) of Φ.
The following notation will be useful. Let λ denote an indeterminate and let K[λ] denote
the K-algebra consisting of the polynomials in λ that have all coefficients in K.
Definition 3.3. Referring to the Leonard system Φ from Definition 3.1, let {θi}
d
i=0 (resp.
{θ∗i }
d
i=0) denote the eigenvalue sequence (resp. dual eigenvalue sequence) of Φ. For 0 ≤ i ≤ d
define polynomials τi, ηi, τ
∗
i , η
∗
i in K[λ] as follows.
τi = (λ− θ0)(λ− θ1) · · · (λ− θi−1),
ηi = (λ− θd)(λ− θd−1) · · · (λ− θd−i+1),
τ ∗i = (λ− θ
∗
0)(λ− θ
∗
1) · · · (λ− θ
∗
i−1),
η∗i = (λ− θ
∗
d)(λ− θ
∗
d−1) · · · (λ− θ
∗
d−i+1).
Observe that each of τi, ηi, τ
∗
i , η
∗
i is monic of degree i.
4 The D4 action
Let Φ denote the Leonard system on V from Definition 3.1. Then each of the following three
sequences is a Leonard system on V .
Φ∗ := (A∗; {E∗i }
d
i=0;A; {Ei}
d
i=0),
Φ↓ := (A; {Ei}
d
i=0;A
∗; {E∗d−i}
d
i=0),
Φ⇓ := (A; {Ed−i}
d
i=0;A
∗; {E∗i }
d
i=0).
Viewing ∗, ↓,⇓ as permutations on the set of all Leonard systems,
∗2 = ↓2 = ⇓2 = 1, (2)
⇓ ∗ = ∗ ↓, ↓ ∗ = ∗ ⇓, ↓⇓ = ⇓↓ . (3)
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The group generated by symbols ∗, ↓,⇓ subject to the relations (2), (3) is the dihedral group
D4. We recall D4 is the group of symmetries of a square, and has 8 elements. Apparently
∗, ↓,⇓ induce an action of D4 on the set of all Leonard systems. Two Leonard systems will
be called relatives whenever they are in the same orbit of this D4 action.
For the rest of this paper we will use the following convention.
Definition 4.1. Referring to Leonard system Φ from Definition 3.1, for any element g in
the group D4 and for any object f associated with Φ, let f
g denote the corresponding object
for the Leonard system Φg
−1
.
5 The standard decomposition and the standard basis
Throughout this section fix an integer d ≥ 0 and let V denote a vector space over K with
dimension d+1. By a decomposition of V we mean a sequence {Vi}
d
i=0 of subspaces of V such
that Vi has dimension 1 for 0 ≤ i ≤ d and V =
∑d
i=0 Vi (direct sum). Let {Vi}
d
i=0 denote
a decomposition of V . By the inversion of this decomposition we mean the decomposition
{Vd−i}
d
i=0.
Definition 5.1. Referring to the Leonard system Φ on V from Definition 3.1, observe that
{E∗i V }
d
i=0 is a decomposition of V . We say that this decomposition is Φ-standard.
Lemma 5.2. [21, Lemma 5.1] Referring to the Leonard system Φ on V from Definition 3.1,
let v denote a nonzero vector in E0V . Then for 0 ≤ i ≤ d the element E
∗
i v is nonzero and
hence a basis for E∗i V . Moreover the sequence {E
∗
i v}
d
i=0 is a basis for V .
Definition 5.3. [21, Definition 5.2] Referring to the Leonard system Φ on V from Definition
3.1, by a Φ-standard basis for V we mean the sequence {E∗i v}
d
i=0 where v denotes a nonzero
vector in E0V .
Lemma 5.4. Referring to the Leonard system Φ on V from Definition 3.1, with respect
to a Φ-standard basis the matrix representing A is irreducible tridiagonal and the matrix
representing A∗ is diag(θ∗0, θ
∗
1, . . . , θ
∗
d) where {θ
∗
i }
d
i=0 is the dual eigenvalue sequence of Φ.
Proof: Immediate from Definition 3.1. ✷
6 The split decomposition and the split basis
Throughout this section let Φ denote the Leonard system on V from Definition 3.1. For
0 ≤ i ≤ d define
Ui = (E
∗
0V + E
∗
1V + · · ·+ E
∗
i V ) ∩ (EiV + Ei+1V + · · ·+ EdV ). (4)
By [27, Theorem 20.7] the sequence {Ui}
d
i=0 is a decomposition of V . This decomposition is
said to be Φ-split [27, Definition 20.2]. By [27, Theorem 20.7] for 0 ≤ i ≤ d both
U0 + U1 + · · ·+ Ui = E
∗
0V + E
∗
1V + · · ·+ E
∗
i V,
Ui + Ui+1 + · · ·+ Ud = EiV + Ei+1V + · · ·+ EdV. (5)
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By [27, Lemma 20.9],
(A− θiI)Ui = Ui+1 (0 ≤ i ≤ d− 1), (A− θdI)Ud = 0, (6)
(A∗ − θ∗i I)Ui = Ui−1 (1 ≤ i ≤ d), (A
∗ − θ∗0I)U0 = 0. (7)
By (6), (7) for 1 ≤ i ≤ d, Ui is invariant under the action of (A − θi−1I)(A
∗ − θ∗i I), and
the corresponding eigenvalue is a nonzero scalar in K. We denote this eigenvalue by ϕi. We
display a basis for V that illuminates the significance of ϕi. Setting i = 0 in (4) we find
U0 = E
∗
0V . Combining this with (6) we find
Ui = (A− θi−1I) · · · (A− θ1I)(A− θ0I)E
∗
0V (0 ≤ i ≤ d). (8)
Let v denote a nonzero vector in E∗0V . From (8) we find that for 0 ≤ i ≤ d the vector
(A− θi−1I) · · · (A− θ0I)v is a basis for Ui. By this and since {Ui}
d
i=0 is a decomposition of
V we find the sequence
(A− θi−1I) · · · (A− θ1I)(A− θ0I)v (0 ≤ i ≤ d) (9)
is a basis for V . With respect to this basis the matrices representing A and A∗ are
A :


θ0 0
1 θ1
1 θ2
· ·
· ·
0 1 θd


, A∗ :


θ∗0 ϕ1 0
θ∗1 ϕ2
θ∗2 ·
· ·
· ϕd
0 θ∗d


. (10)
By a Φ-split basis for V we mean a sequence of the form (9), where v is a nonzero vector
in E∗0V . We call {ϕi}
d
i=1 the first split sequence of Φ. We let {φi}
d
i=1 denote the first split
sequence of Φ⇓ and call this the second split sequence of Φ. For notational convenience define
ϕ0 = 0, ϕd+1 = 0, φ0 = 0, φd+1 = 0.
We now define the parameter array of Φ.
Definition 6.1. [28, Definition 10.1] By the parameter array of Φ we mean the sequence
({θi}
d
i=0; {θ
∗
i }
d
i=0; {ϕi}
d
i=1; {φi}
d
i=1) where {θi}
d
i=0 (resp. {θ
∗
i }
d
i=0) denotes the eigenvalue se-
quence (resp. dual eigenvalue sequence) of Φ and {ϕi}
d
i=1 (resp. {φi}
d
i=1) denotes the first
split sequence (resp. second split sequence) of Φ.
We finish this section with a few characterizations of the Φ-split basis.
Lemma 6.2. [28, Lemma 13.2] Let {vi}
d
i=0 denote a sequence of vectors in V , not all zero.
Then {vi}
d
i=0 is a Φ-split basis for V if and only if both (i) v0 ∈ E
∗
0V ; (ii) Avi = θivi + vi+1
for 0 ≤ i ≤ d− 1.
Lemma 6.3. Let {vi}
d
i=0 denote a sequence of vectors in V , not all zero. Then {vi}
d
i=0 is a
Φ-split basis for V if and only if both (i) vd ∈ EdV ; (ii) A
∗vi = θ
∗
i vi + ϕivi−1 for 1 ≤ i ≤ d.
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Proof: First assume {vi}
d
i=0 is a Φ-split basis for V . With respect to {vi}
d
i=0 the matrices
representing A,A∗ satisfy (10). Therefore the basis {vi}
d
i=0 satisfies (i), (ii), and we are done
in one direction. To prove the other direction assume {vi}
d
i=0 satisfies (i), (ii). We will invoke
Lemma 6.2. To do this we need to verify that {vi}
d
i=0 satisfies Lemma 6.2(i), (ii). By (4)
we have EdV = Ud. By this and (i) we have vd ∈ Ud. By this, (ii) and (7) we have vi ∈ Ui
for 0 ≤ i ≤ d. In particular v0 ∈ U0. By (4) we have U0 = E
∗
0V so v0 ∈ E
∗
0V . Therefore
{vi}
d
i=0 satisfies Lemma 6.2(i). By (ii) we have (A− θiI)vi = ϕ
−1
i+1(A− θiI)(A
∗ − θ∗i+1I)vi+1
for 0 ≤ i ≤ d−1. By this and the discussion below (7) we have (A−θiI)vi = vi+1. Therefore
{vi}
d
i=0 satisfies Lemma 6.2(ii). By Lemma 6.2 the sequence {vi}
d
i=0 is a Φ-split basis for V . ✷
Lemma 6.4. Let {vi}
d
i=0 denote a sequence of vectors in V . Then the following are equiva-
lent:
(i) The sequence {vi}
d
i=0 is a Φ-split basis for V .
(ii) There exists a nonzero w ∈ EdV such that
vi =
(A∗ − θ∗i+1I) · · · (A
∗ − θ∗d−1I)(A
∗ − θ∗dI)w
ϕi+1 · · ·ϕd−1ϕd
(0 ≤ i ≤ d).
Proof: Immediate from Lemma 6.3. ✷
7 A classification of Leonard systems
In [26, Theorem 1.9] Leonard systems are classified up to isomorphism. We now recall this
classification.
Theorem 7.1. [26, Theorem 1.9] Let d denote a nonnegative integer and let
({θi}
d
i=0; {θ
∗
i }
d
i=0; {ϕi}
d
i=1; {φi}
d
i=1) (11)
denote a sequence of scalars taken from K. There exists a Leonard system Φ over K with
parameter array (11) if and only if the following conditions (PA1)–(PA5) hold.
(PA1) θi 6= θj , θ
∗
i 6= θ
∗
j if i 6= j, (0 ≤ i, j ≤ d).
(PA2) ϕi 6= 0, φi 6= 0 (1 ≤ i ≤ d).
(PA3) ϕi = φ1
i−1∑
h=0
θh − θd−h
θ0 − θd
+ (θ∗i − θ
∗
0)(θi−1 − θd) (1 ≤ i ≤ d).
(PA4) φi = ϕ1
i−1∑
h=0
θh − θd−h
θ0 − θd
+ (θ∗i − θ
∗
0)(θd−i+1 − θ0) (1 ≤ i ≤ d).
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(PA5) The expressions
θi−2 − θi+1
θi−1 − θi
,
θ∗i−2 − θ
∗
i+1
θ∗i−1 − θ
∗
i
(12)
are equal and independent of i for 2 ≤ i ≤ d− 1.
Moreover, suppose (PA1)–(PA5) hold. Then Φ is unique up to isomorphism of Leonard
systems.
Theorem 7.2. [26, Theorem 1.11] Let Φ denote a Leonard system with parameter array
({θi}
d
i=0; {θ
∗
i }
d
i=0; {ϕi}
d
i=1; {φi}
d
i=1).
Then (i)–(iii) hold below.
(i) The parameter array of Φ∗ is ({θ∗i }
d
i=0; {θi}
d
i=0; {ϕi}
d
i=1; {φd−i+1}
d
i=1).
(ii) The parameter array of Φ↓ is ({θi}
d
i=0; {θ
∗
d−i}
d
i=0; {φd−i+1}
d
i=1; {ϕd−i+1}
d
i=1).
(iii) The parameter array of Φ⇓ is ({θd−i}
d
i=0; {θ
∗
i }
d
i=0; {φi}
d
i=1; {ϕi}
d
i=1).
8 The normalized split basis
Throughout this section let Φ denote the Leonard system on V from Definition 3.1. In an
earlier section we discussed the Φ-split basis. For our purpose it is convenient to modify the
Φ-split basis by adjusting the normalization.
Lemma 8.1. Let v denote a nonzero vector in E∗0V . For 0 ≤ i ≤ d define
ui =
τ ∗i (θ
∗
d)(A− θi−1I) · · · (A− θ1I)(A− θ0I)v
ϕ1ϕ2 · · ·ϕi
. (13)
Then ui is a basis for the subspace Ui from line (4). Moreover the sequence {ui}
d
i=0 is a basis
for V .
Proof: Since {θ∗j}
d
j=0 are mutually distinct, τ
∗
i (θ
∗
d) 6= 0. The first assertion follows from this
and the comment below (8). The second assertion follows from this and the fact that {Ui}
d
i=0
is a decomposition of V . ✷
Definition 8.2. By a normalized Φ-split basis for V we mean a sequence {ui}
d
i=0 of the form
(13), where v is a nonzero vector in E∗0V .
For the rest of this section we describe the normalized Φ-split basis from various points of
view.
Lemma 8.3. The following (i), (ii) hold.
11
(i) Let {vi}
d
i=0 denote a Φ-split basis for V . Then the sequence
τ ∗i (θ
∗
d)vi
ϕ1ϕ2 · · ·ϕi
(0 ≤ i ≤ d)
is a normalized Φ-split basis for V .
(ii) Let {ui}
d
i=0 denote a normalized Φ-split basis for V . Then the sequence
ϕ1ϕ2 · · ·ϕiui
τ ∗i (θ
∗
d)
(0 ≤ i ≤ d)
is a Φ-split basis for V .
Proof: Compare (9) and (13). ✷
Lemma 8.4. Let {ui}
d
i=0 denote a sequence of vectors in V . Then the following are equiva-
lent:
(i) The sequence {ui}
d
i=0 is a normalized Φ-split basis for V .
(ii) There exists a nonzero w ∈ EdV such that
ui = τ
∗
i (θ
∗
d)(A
∗ − θ∗i+1I) · · · (A
∗ − θ∗d−1I)(A
∗ − θ∗dI)w (0 ≤ i ≤ d).
Proof: Immediate from Lemma 6.4 and Lemma 8.3. ✷
Lemma 8.5. Let {ui}
d
i=0 denote a sequence of vectors in V , not all zero. Then {ui}
d
i=0 is a
normalized Φ-split basis for V if and only if both (i) u0 ∈ E
∗
0V ; (ii) Aui = θiui + ϕi+1(θ
∗
d −
θ∗i )
−1ui+1 for 0 ≤ i ≤ d− 1.
Proof: Immediate from Lemma 8.1. ✷
Lemma 8.6. Let {ui}
d
i=0 denote a sequence of vectors in V , not all zero. Then {ui}
d
i=0 is
a normalized Φ-split basis for V if and only if both (i) ud ∈ EdV ; (ii) A
∗ui = θ
∗
i ui + (θ
∗
d −
θ∗i−1)ui−1 for 1 ≤ i ≤ d.
Proof: Immediate from Lemma 8.4. ✷
Using Lemma 8.5 and Lemma 8.6 we now describe the matrices representing A,A∗ with
respect to a normalized Φ-split basis for V .
Lemma 8.7. With respect to a normalized Φ-split basis for V , the matrices in Matd+1(K)
that represent A,A∗ are described as follows. The matrix representing A is lower bidiagonal
with (i, i)-entry θi for 0 ≤ i ≤ d and (i, i− 1)-entry ϕi/(θ
∗
d− θ
∗
i−1) for 1 ≤ i ≤ d. The matrix
representing A∗ is upper bidiagonal with (i, i)-entry θ∗i for 0 ≤ i ≤ d and (i − 1, i)-entry
θ∗d − θ
∗
i−1 for 1 ≤ i ≤ d. Moreover the matrix representing A
∗ has constant row sum θ∗d.
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Example 8.8. With reference to Definition 3.1 assume d = 4. With respect to a normalized
Φ-split basis for V , the matrices representing A,A∗ are given below.
A :


θ0 0 0 0 0
ϕ1
θ∗
4
−θ∗
0
θ1 0 0 0
0 ϕ2
θ∗
4
−θ∗
1
θ2 0 0
0 0 ϕ3
θ∗
4
−θ∗
2
θ3 0
0 0 0 ϕ4
θ∗
4
−θ∗
3
θ4

 , A
∗ :


θ∗0 θ
∗
4 − θ
∗
0 0 0 0
0 θ∗1 θ
∗
4 − θ
∗
1 0 0
0 0 θ∗2 θ
∗
4 − θ
∗
2 0
0 0 0 θ∗3 θ
∗
4 − θ
∗
3
0 0 0 0 θ∗4

 .
Observe that the matrix representing A∗ has constant row sum θ∗4.
Lemma 8.9. Let {ui}
d
i=0 denote a sequence of vectors in V , not all zero. Then {ui}
d
i=0
is a normalized Φ-split basis for V if and only if both (i) ui ∈ Ui for 0 ≤ i ≤ d; (ii)∑d
i=0 ui ∈ E
∗
dV .
Proof: First assume that {ui}
d
i=0 is a normalized Φ-split basis for V . The sequence {ui}
d
i=0
satisfies (i) by Lemma 8.1. By Lemma 8.7 the matrix representing A∗ with respect to {ui}
d
i=0
has constant row sum θ∗d. Therefore (A
∗ − θ∗dI)
∑d
i=0 ui = 0, and thus the sequence {ui}
d
i=0
satisfies (ii). We have shown that {ui}
d
i=0 satisfies (i), (ii), and we are done in one direction.
To prove the other direction assume {ui}
d
i=0 satisfies (i), (ii). We will invoke Lemma 8.6. To
do this it suffices to verify that {ui}
d
i=0 satisfies Lemma 8.6(i), (ii). By assumption ud ∈ Ud.
By (4) we have Ud = EdV so ud ∈ EdV . Therefore {ui}
d
i=0 satisfies Lemma 8.6(i). By (ii)
we have
0 =
d∑
i=0
(A∗ − θ∗dI)ui
=
d∑
i=0
(A∗ − θ∗i I)ui +
d∑
i=0
(θ∗i − θ
∗
d)ui
=
d∑
i=0
(A∗ − θ∗i I)ui +
d∑
i=1
(θ∗i−1 − θ
∗
d)ui−1.
By (i) and (7) we have (A∗ − θ∗i I)ui ∈ Ui−1 for 1 ≤ i ≤ d and (A
∗ − θ∗0I)u0 = 0. By (i), the
comments above and since {Ui}
d
i=0 is a decomposition of V , the sequence {ui}
d
i=0 satisfies
Lemma 8.6(ii). Therefore by Lemma 8.6 the sequence {ui}
d
i=0 is a normalized Φ-split basis
for V . ✷
9 The intersection matrix
Throughout this section let Φ denote the Leonard system from Definition 3.1. In this section
we recall the intersection matrix of Φ and the dual intersection matrix of Φ.
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Definition 9.1. Consider the matrix in Matd+1(K) that represents A with respect to a Φ-
standard basis. This matrix is irreducible tridiagonal by Lemma 5.4. This matrix will be
written as 

a0 b0 0
c1 a1 b1
c2 · ·
· · ·
· · bd−1
0 cd ad


.
We call this matrix the intersection matrix of Φ. For notational convenience define bd = 0
and c0 = 0. We call ai, bi, ci (0 ≤ i ≤ d) the intersection numbers of Φ.
Definition 9.2. By the dual intersection matrix of Φ we mean the intersection matrix for
Φ∗. We call a∗i , b
∗
i , c
∗
i (0 ≤ i ≤ d) the dual intersection numbers of Φ.
Lemma 9.3. [27, Lemma 11.2] We have ai + bi + ci = θ0 for 0 ≤ i ≤ d.
We now give explicit formulas for the intersection numbers and the dual intersection numbers.
To avoid trivialities assume d ≥ 1.
Lemma 9.4. [27, Theorem 23.5] The following (i), (ii) hold.
(i) bi = ϕi+1
τ ∗i (θ
∗
i )
τ ∗i+1(θ
∗
i+1)
(0 ≤ i ≤ d− 1).
(ii) ci = φi
η∗d−i(θ
∗
i )
η∗d−i+1(θ
∗
i−1)
(1 ≤ i ≤ d).
Lemma 9.5. [27, Theorem 23.6] We have
a0 = θ0 +
ϕ1
θ∗0 − θ
∗
1
,
ai = θi +
ϕi
θ∗i − θ
∗
i−1
+
ϕi+1
θ∗i − θ
∗
i+1
(1 ≤ i ≤ d− 1),
ad = θd +
ϕd
θ∗d − θ
∗
d−1
.
Lemma 9.6. The following (i), (ii) hold.
(i) b∗i = ϕi+1
τi(θi)
τi+1(θi+1)
(0 ≤ i ≤ d− 1).
(ii) c∗i = φd−i+1
ηd−i(θi)
ηd−i+1(θi−1)
(1 ≤ i ≤ d).
Proof: Apply Lemma 9.4 to the Leonard system Φ∗ and use Lemma 7.2(i) to obtain the
result. ✷
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Lemma 9.7. We have
a∗0 = θ
∗
0 +
ϕ1
θ0 − θ1
,
a∗i = θ
∗
i +
ϕi
θi − θi−1
+
ϕi+1
θi − θi+1
(1 ≤ i ≤ d− 1),
a∗d = θ
∗
d +
ϕd
θd − θd−1
.
Proof: Apply Lemma 9.5 to the Leonard system Φ∗ and use Lemma 7.2(i) to obtain the
result. ✷
10 The tridiagonal relations and the Askey-Wilson re-
lations
Throughout this section let Φ denote the Leonard system from Definition 3.1. We recall the
corresponding tridiagonal relations and Askey-Wilson relations.
Lemma 10.1. [12, Theorem 10.1] There exists a sequence of scalars β, γ, γ∗, ̺, ̺∗ taken from
K such that both [
A,A2A∗ − βAA∗A + A∗A2 − γ(AA∗ + A∗A)− ̺A∗
]
= 0, (14)[
A∗, A∗2A− βA∗AA∗ + AA∗2 − γ∗(A∗A+ AA∗)− ̺∗A
]
= 0. (15)
The notation [r, s] means rs−sr. The sequence is uniquely determined by the Leonard system
Φ provided d ≥ 3.
We call (14), (15) the tridiagonal relations.
Lemma 10.2. [30, Corollary 4.4, Theorem 4.5] Let β, γ, γ∗, ̺, ̺∗ denote scalars in K. Then
these scalars satisfy (14), (15) if and only if the following (i)–(v) hold.
(i) β + 1 is the common value of (12) for 2 ≤ i ≤ d− 1.
(ii) γ = θi−1 − βθi + θi+1 (1 ≤ i ≤ d− 1).
(iii) γ∗ = θ∗i−1 − βθ
∗
i + θ
∗
i+1 (1 ≤ i ≤ d− 1).
(iv) ̺ = θ2i−1 − βθi−1θi + θ
2
i − γ(θi−1 + θi) (1 ≤ i ≤ d).
(v) ̺∗ = θ∗2i−1 − βθ
∗
i−1θ
∗
i + θ
∗2
i − γ
∗(θ∗i−1 + θ
∗
i ) (1 ≤ i ≤ d).
Lemma 10.3. [30, Theorem 1.5] Let β, γ, γ∗, ̺, ̺∗ denote the scalars from Lemma 10.1.
Then there exists a sequence of scalars ω, η, η∗ taken from K such that both
A2A∗ − βAA∗A+ A∗A2 − γ(AA∗ + A∗A)− ̺A∗ = γ∗A2 + ωA+ ηI, (16)
A∗2A− βA∗AA∗ + AA∗2 − γ∗(A∗A+ AA∗)− ̺∗A = γA∗2 + ωA∗ + η∗I. (17)
The sequence is uniquely determined by the Leonard system Φ provided d ≥ 3.
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We call (16), (17) the Askey-Wilson relations.
For notational convenience let θ−1 and θd+1 (resp. θ
∗
−1 and θ
∗
d+1) denote the scalars in K
which satisfy Lemma 10.2(ii) (resp. Lemma 10.2(iii)) for i = 0 and i = d.
Lemma 10.4. [30, Corollary 5.2, Theorem 5.3] Let β, γ, γ∗, ̺, ̺∗ denote the scalars from
Lemma 10.1. Let ω, η, η∗ denote scalars in K. Then ω, η, η∗ satisfy (16), (17) if and only if
the following (i)–(iv) hold.
(i) ω = ai(θ
∗
i − θ
∗
i+1) + ai−1(θ
∗
i−1 − θ
∗
i−2)− γ(θ
∗
i + θ
∗
i−1) (1 ≤ i ≤ d).
(ii) ω = a∗i (θi − θi+1) + a
∗
i−1(θi−1 − θi−2)− γ
∗(θi + θi−1) (1 ≤ i ≤ d).
(iii) η = a∗i (θi − θi−1)(θi − θi+1)− γ
∗θ2i − ωθi (0 ≤ i ≤ d).
(iv) η∗ = ai(θ
∗
i − θ
∗
i−1)(θ
∗
i − θ
∗
i+1)− γθ
∗2
i − ωθ
∗
i (0 ≤ i ≤ d).
11 Leonard systems of dual q-Krawtchouk type
For the past few sections we have been discussing general Leonard systems. We now consider
a family of Leonard systems said to have dual q-Krawtchouk type.
For the rest of the paper let q denote a nonzero scalar in K such that q2 6= 1.
We will be discussing the Leonard system Φ from Definition 3.1. Let K denote the algebraic
closure of K.
Definition 11.1. [27, Example 35.8] The Leonard system Φ is said to have dual q-Krawtchouk
type whenever there exist scalars h, h∗, κ, κ∗, υ in K such that κ, κ∗, υ are nonzero and both
θi = h+ κq
d−2i + υq2i−d, (18)
θ∗i = h
∗ + κ∗qd−2i (19)
for 0 ≤ i ≤ d and both
ϕi = κκ
∗qd+1−2i(qi − q−i)(qi−d−1 − qd+1−i), (20)
φi = κ
∗υqd+1−2i(qi − q−i)(qi−d−1 − qd+1−i) (21)
for 1 ≤ i ≤ d.
For the rest of this section assume Φ has dual q-Krawtchouk type with the scalars h, h∗, κ, κ∗, υ
as in Definition 11.1.
Lemma 11.2. The following (i), (ii) hold for 0 ≤ i, j ≤ d.
(i) θi − θj = q
d(q−i − q−j)(q−i + q−j)(κ− υq2i+2j−2d).
(ii) θ∗i − θ
∗
j = κ
∗qd(q−i − q−j)(q−i + q−j).
16
Proof: Immediate from (18) and (19). ✷
Lemma 11.3. The following (i), (ii) hold.
(i) q2i 6= 1 (1 ≤ i ≤ d).
(ii) κ 6= υq2i−2d (1 ≤ i ≤ 2d− 1).
Proof: By Lemma 11.2(i) and since {θi}
d
i=0 are mutually distinct. ✷
Lemma 11.4. The intersection numbers of Φ satisfy the following (i)–(iii).
(i) bi = κq
i(qd−i − qi−d) (0 ≤ i ≤ d− 1).
(ii) ci = υq
i−d(q−i − qi) (1 ≤ i ≤ d).
(iii) ai = h + (κ+ υ)q
2i−d (0 ≤ i ≤ d).
Proof: In the equations of Lemma 9.4 and Lemma 9.5, evaluate the right-hand sides using
Definition 11.1 and Lemma 11.2(ii), and then simplify the result. ✷
Lemma 11.5. The dual intersection numbers of Φ satisfy the following (i)–(iii).
(i) b∗i =
κκ∗qi(qd−i − qi−d)(κ− υq2i−2d)
(κ− υq4i−2d)(κ− υq4i−2d+2)
(1 ≤ i ≤ d− 1), b∗0 =
κκ∗(qd − q−d)
κ− υq2−2d
.
(ii) c∗i =
υκ∗q5i−3d−2(q−i − qi)(κ− υq2i)
(κ− υq4i−2d)(κ− υq4i−2d−2)
(1 ≤ i ≤ d−1), c∗d =
υκ∗q2d−2(q−d − qd)
κ− υq2d−2
.
(iii) a∗i = θ
∗
0 − b
∗
i − c
∗
i (0 ≤ i ≤ d).
Proof: (i), (ii) In the equations of Lemma 9.6, evaluate the right-hand sides using Definition
11.1 and Lemma 11.2(i), and then simplify the result.
(iii) Apply Lemma 9.3 to the Leonard system Φ∗. ✷
Lemma 11.6. Let β, γ, γ∗, ̺, ̺∗ denote the scalars from K which satisfy the following (i)–(v).
(i) β = q2 + q−2.
(ii) γ = h(2− β).
(iii) γ∗ = h∗(2− β).
(iv) ̺ = h2(β − 2)− κυ(β2 − 4).
(v) ̺∗ = h∗2(β − 2).
Then β, γ, γ∗, ̺, ̺∗ satisfy (14), (15).
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Proof: Routine verification using Lemma 10.2 and Definition 11.1. ✷
Lemma 11.7. Let β, γ, γ∗, ̺, ̺∗ denote the scalars from Lemma 11.6. Let ω, η, η∗ denote the
scalars from K which satisfy the following (i)–(iii).
(i) ω = (β − 2)(2hh∗ − (κ+ υ)κ∗).
(ii) η = κυh∗(β2− 4)+ κυκ∗(q+ q−1)(q− q−1)2(qd+1+ q−d−1)−h(β− 2)(hh∗− (κ+ υ)κ∗).
(iii) η∗ = h∗(β − 2)((κ+ υ)κ∗ − hh∗).
Then β, γ, γ∗, ̺, ̺∗, ω, η, η∗ satisfy (16), (17).
Proof: In the equations of Lemma 10.4, evaluate the right-hand sides using Definition 11.1,
Lemma 11.4, Lemma 11.5 and Lemma 11.6, and then simplify the result. ✷
Note 11.8. Among the relatives of Φ we find that the Leonard system Φ⇓ also has dual
q-Krawtchouk type with h⇓ = h, (h∗)⇓ = h∗, κ⇓ = υ, (κ∗)⇓ = κ∗, υ⇓ = κ.
12 The algebra Uq(sl2)
In the previous section we discussed Leonard systems of dual q-Krawtchouk type. We now
turn our attention to the algebra Uq(sl2). Later we will relate the Leonard systems of dual
q-Krawtchouk type and the algebra Uq(sl2).
Definition 12.1. Let Uq(sl2) denote the K-algebra with generators k
±1, e, f and relations
kk−1 = k−1k = 1,
ke = q2ek, kf = q−2fk,
ef − fe =
k − k−1
q − q−1
.
Lemma 12.2. [15, Theorem 2.1] The algebra Uq(sl2) is isomorphic to the K-algebra with
generators x, y, z±1 and relations
zz−1 = z−1z = 1, (22)
qxy − q−1yx
q − q−1
= 1, (23)
qyz − q−1zy
q − q−1
= 1, (24)
qzx− q−1xz
q − q−1
= 1. (25)
An isomorphism with the presentation in Definition 12.1 is given by
z±1 → k±1,
y → k−1 − q(q − q−1)k−1e,
x → k−1 + (q − q−1)f.
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The inverse of this isomorphism is given by
k±1 → z±1,
f → (q − q−1)−1(x− z−1),
e → q−1(q − q−1)−1(1− zy).
We call x, y, z±1 the equitable generators for Uq(sl2). From now on we identify the versions
of Uq(sl2) in Definition 12.1 and Lemma 12.2 via the isomorphism in Lemma 12.2.
We now discuss finite-dimensional Uq(sl2)-modules. For an integer n we define
[n]q =
qn − q−n
q − q−1
.
Lemma 12.3. [16, Theorem 2.6] For an integer d ≥ 0 and for ǫ ∈ {−1, 1} there exists a
Uq(sl2)-module L(d, ǫ) with the following properties. L(d, ǫ) has a basis {vi}
d
i=0 such that
kvi = ǫq
d−2ivi (0 ≤ i ≤ d),
fvi = [i+ 1]qvi+1 (0 ≤ i ≤ d− 1), fvd = 0,
evi = ǫ[d− i+ 1]qvi−1 (1 ≤ i ≤ d), ev0 = 0.
The Uq(sl2)-module L(d, ǫ) is irreducible provided that q
2i 6= 1 for 1 ≤ i ≤ d. Assume q2i 6= 1
for 1 ≤ i ≤ d. Then every irreducible Uq(sl2)-module of dimension d + 1 is isomorphic to
either L(d, 1) or L(d,−1).
Lemma 12.4. [15, Lemma 4.2] For an integer d ≥ 0 and for ǫ ∈ {−1, 1}, the Uq(sl2)-module
L(d, ǫ) has a basis {ui}
d
i=0 such that
ǫxui = q
d−2iui (0 ≤ i ≤ d),
(ǫy − q2i−d)ui = (q
−d − q2i+2−d)ui+1 (0 ≤ i ≤ d− 1), (ǫy − q
d)ud = 0,
(ǫz − q2i−d)ui = (q
d − q2i−2−d)ui−1 (1 ≤ i ≤ d), (ǫz − q
−d)u0 = 0.
Definition 12.5. We call the basis {ui}
d
i=0 from Lemma 12.4 a normalized x-eigenbasis for
L(d, ǫ). Observe that this basis satisfies ǫyu = q−du and ǫzu = qdu where u =
∑d
i=0 ui.
Lemma 12.6. [15, Lemma 4.2] For an integer d ≥ 0 and for ǫ ∈ {−1, 1}, the Uq(sl2)-module
L(d, ǫ) has a basis {ui}
d
i=0 such that
ǫyui = q
d−2iui (0 ≤ i ≤ d), (26)
(ǫz − q2i−d)ui = (q
−d − q2i+2−d)ui+1 (0 ≤ i ≤ d− 1), (ǫz − q
d)ud = 0, (27)
(ǫx− q2i−d)ui = (q
d − q2i−2−d)ui−1 (1 ≤ i ≤ d), (ǫx− q
−d)u0 = 0. (28)
Definition 12.7. We call the basis {ui}
d
i=0 from Lemma 12.6 a normalized y-eigenbasis for
L(d, ǫ). Observe that this basis satisfies ǫzu = q−du and ǫxu = qdu where u =
∑d
i=0 ui.
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Lemma 12.8. [15, Lemma 4.2] For an integer d ≥ 0 and for ǫ ∈ {−1, 1}, the Uq(sl2)-module
L(d, ǫ) has a basis {ui}
d
i=0 such that
ǫzui = q
d−2iui (0 ≤ i ≤ d),
(ǫx− q2i−d)ui = (q
−d − q2i+2−d)ui+1 (0 ≤ i ≤ d− 1), (ǫx− q
d)ud = 0,
(ǫy − q2i−d)ui = (q
d − q2i−2−d)ui−1 (1 ≤ i ≤ d), (ǫy − q
−d)u0 = 0.
Definition 12.9. We call the basis {ui}
d
i=0 from Lemma 12.8 a normalized z-eigenbasis for
L(d, ǫ). Observe that this basis satisfies ǫxu = q−du and ǫyu = qdu where u =
∑d
i=0 ui.
Definition 12.10. [16, p. 21] Let
∆ = ef +
q−1k + qk−1
(q − q−1)2
.
We call ∆ the Casimir element of Uq(sl2).
Lemma 12.11. [16, Lemma 2.7] The element ∆ is central in Uq(sl2).
Lemma 12.12. [16, Lemma 2.7] For an integer d ≥ 0 and for ǫ ∈ {−1, 1}, the element ∆
acts on the Uq(sl2)-module L(d, ǫ) as the identity times
ǫ
qd+1 + q−d−1
(q − q−1)2
. (29)
For the rest of this section suppose q is not a root of unity and char(K) 6= 2.
Lemma 12.13. [16, Lemma 2.7] For all integers d ≥ 0 and for all ǫ ∈ {−1, 1}, the scalars
(29) are mutually distinct.
Let M denote a finite-dimensional Uq(sl2)-module. For an integer d ≥ 0 and for ǫ ∈ {−1, 1}
letMd,ǫ denote the subspace ofM spanned by the irreducible Uq(sl2)-submodules ofM which
are isomorphic to L(d, ǫ). Observe that Md,ǫ is a Uq(sl2)-submodule of M . We call Md,ǫ the
homogeneous component of M associated with d and ǫ. By [16, p. 22] the homogeneous
component Md,ǫ is the eigenspace for ∆ associated with eigenvalue (29). Moreover by [16,
p. 22],
M =
∑
Md,ǫ (direct sum), (30)
where the sum is over all integers d ≥ 0 and ǫ ∈ {−1, 1}.
We emphasize one point for later use.
Lemma 12.14. [16, Theorem 2.9] Every finite-dimensional Uq(sl2)-module is semisimple.
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13 Uq(sl2) and Leonard systems of dual q-Krawtchouk
type
In this section we display two Uq(sl2)-module structures associated with a given Leonard sys-
tem of dual q-Krawtchouk type. Prior to this display we make some comments. Throughout
this section let V denote a vector space over K with finite positive dimension. Let A : V → V
denote a linear transformation. For θ ∈ K define VA(θ) = {v ∈ V |Av = θv}.
Lemma 13.1. [14, Lemma 6.2] Let A : V → V and B : V → V denote linear transforma-
tions. Then for all nonzero θ ∈ K the following are equivalent:
(i) The expression qAB − q−1BA− (q − q−1)I vanishes on VA(θ).
(ii) (B − θ−1I)VA(θ) ⊆ VA(q
−2θ).
Lemma 13.2. [14, Lemma 6.3] Let A : V → V and B : V → V denote linear transforma-
tions. Then for all nonzero θ ∈ K the following are equivalent:
(i) The expression qAB − q−1BA− (q − q−1)I vanishes on VB(θ).
(ii) (A− θ−1I)VB(θ) ⊆ VB(q
2θ).
For the rest of this section let Φ denote a Leonard system on V as in Definition 3.1. Assume
Φ has dual q-Krawtchouk type. Let h, h∗, κ, κ∗, υ denote the corresponding parameters from
Definition 11.1. We are going to define something that turns out to be unique up to sign.
For notational convenience we fix ǫ ∈ {1,−1}.
Definition 13.3. Let {Xi}
d
i=0 denote the Φ
↓-split decomposition of V . Let {Yi}
d
i=0 denote
the inverted Φ-split decomposition of V . Let {Zi}
d
i=0 denote the Φ-standard decomposition
of V . Define the linear transformations X, Y, Z in End(V ) as follows.
(ǫX − qd−2iI)Xi = 0 (0 ≤ i ≤ d), (31)
(ǫY − qd−2iI)Yi = 0 (0 ≤ i ≤ d), (32)
(ǫZ − qd−2iI)Zi = 0 (0 ≤ i ≤ d). (33)
Lemma 13.4. There exists a unique Uq(sl2)-module structure on V such that the equitable
generators x, y, z of Uq(sl2) act on V as X, Y, Z, respectively.
Proof: By construction Z is invertible. We show that X, Y, Z, Z−1 satisfy the defining
relations (22)–(25) of Uq(sl2). By construction Z,Z
−1 satisfy (22). Next we show that Y, Z
satisfy (24). Since {Zi}
d
i=0 is the Φ-standard decomposition of V , we have (A
∗ − θ∗i I)Zi = 0
for 0 ≤ i ≤ d. Using (19) to compare this with (33) we find
ǫZ = κ∗−1(A∗ − h∗I). (34)
By (7) and since {Yi}
d
i=0 is the inverted Φ-split decomposition of V , we have (A
∗−θ∗d−iI)Yi =
Yi+1 for 0 ≤ i ≤ d−1 and (A
∗−θ∗0I)Yd = 0. By this, (19) and (34) we have (ǫZ−q
2i−dI)Yi =
Yi+1 for 0 ≤ i ≤ d − 1 and (ǫZ − q
dI)Yd = 0. By this, Lemma 13.1 and since {Yi}
d
i=0 is
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a decomposition of V , we obtain that Y, Z satisfy (24). Next we show that Z,X satisfy
(25). By applying (7) to Φ↓ and since {Xi}
d
i=0 is the Φ
↓-split decomposition of V , we have
(A∗ − θ∗d−iI)Xi = Xi−1 for 1 ≤ i ≤ d and (A
∗ − θ∗dI)X0 = 0. By this, (19) and (34) we have
(ǫZ − q2i−dI)Xi = Xi−1 for 1 ≤ i ≤ d and (ǫZ − q
−dI)X0 = 0. By this, Lemma 13.2 and
since {Xi}
d
i=0 is a decomposition of V , we obtain that Z,X satisfy (25). Next we show that
X, Y satisfy (23). By construction Zi = E
∗
i V for 0 ≤ i ≤ d. By (5) and since {Yi}
d
i=0 is the
inverted Φ-split decomposition of V , we have EiV +Ei+1V + · · ·+EdV = Y0+Y1+ · · ·+Yd−i
for 0 ≤ i ≤ d. Now for 0 ≤ i ≤ d we have
Xi = (E
∗
dV + E
∗
d−1V + · · ·+ E
∗
d−iV ) ∩ (EiV + Ei+1V + · · ·+ EdV )
= (Zd + Zd−1 + · · ·+ Zd−i) ∩ (Y0 + Y1 + · · ·+ Yd−i). (35)
By (24) and Lemma 13.2, we have (ǫY−q2i−dI)Zi ⊆ Zi−1 for 1 ≤ i ≤ d and (ǫY−q
−dI)Z0 = 0.
Combining this with (32) and (35), we have (ǫY − q2i−dI)Xi ⊆ Xi+1 for 0 ≤ i ≤ d − 1 and
(ǫY − qdI)Xd = 0. By this, Lemma 13.1 and since {Xi}
d
i=0 is a decomposition of V , we ob-
tain X, Y satisfy (23). We have now shown that X, Y, Z, Z−1 satisfy the relations (22)–(25).
Therefore there exists a Uq(sl2)-module structure on V such that x, y, z act on V as X, Y, Z,
respectively. This Uq(sl2)-module structure is unique since x, y, z
±1 generate Uq(sl2). ✷
We now display the second Uq(sl2)-module structure on V .
Definition 13.5. Let {X⇓i }
d
i=0 denote the Φ
↓⇓-split decomposition of V . Let {Y ⇓i }
d
i=0 de-
note the inverted Φ⇓-split decomposition of V . Define the linear transformations X⇓, Y ⇓ in
End(V ) as follows.
(ǫX⇓ − qd−2iI)X⇓i = 0 (0 ≤ i ≤ d),
(ǫY ⇓ − qd−2iI)Y ⇓i = 0 (0 ≤ i ≤ d).
Lemma 13.6. There exists a unique Uq(sl2)-module structure on V such that the equitable
generators x, y, z of Uq(sl2) act on V as X
⇓, Y ⇓, Z, respectively.
Proof: Recall that the Leonard system Φ⇓ has dual q-Krawtchouk type. Apply Lemma 13.4
to Φ⇓. ✷
Lemma 13.7. The Uq(sl2)-module V from Lemma 13.4 is isomorphic to L(d, ǫ).
Proof: By construction Z is diagonalizable on V . By this and [16, Theorem 2.9] we find that
V is a direct sum of irreducible Uq(sl2)-submodules of V . Observe that Z is diagonalizable
on each Uq(sl2)-module in the sum. By construction ǫq
d is an eigenvalue of Z. By these
comments there exists a Uq(sl2)-submodule W of V in the sum such that ǫq
d is an eigenvalue
for Z on W . By Lemma 11.3(i) and Lemma 12.8 any irreducible Uq(sl2)-module that has
ǫqd as an eigenvalue for Z has dimension at least d+ 1. Therefore V = W . By Lemma 12.3
the Uq(sl2)-module V is isomorphic to L(d, ǫ). ✷
Lemma 13.8. The Uq(sl2)-module V from Lemma 13.6 is isomorphic to L(d, ǫ).
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Proof: Recall that the Leonard system Φ⇓ has dual q-Krawtchouk type. Apply Lemma 13.7
to Φ⇓. ✷
Lemma 13.9. For the Uq(sl2)-module structure on V from Lemma 13.4, the following co-
incide:
(i) The inversion of a normalized Φ-split basis for V .
(ii) A normalized y-eigenbasis for the Uq(sl2)-module V .
Proof: Let {ui}
d
i=0 denote a basis for V . Recall the Φ-split decomposition {Ui}
d
i=0 of V from
(4). By construction Yi = Ud−i (0 ≤ i ≤ d) and Zd = E
∗
dV . By this and Lemma 8.9 the
sequence {ui}
d
i=0 is the inversion of a normalized Φ-split basis for V if and only if ui ∈ Yi
(0 ≤ i ≤ d) and (ǫZ − q−dI)
∑d
i=0 ui = 0. By comparing this to (26) and the comment in
Definition 12.7, the sequence {ui}
d
i=0 is the inversion of a normalized Φ-split basis for V if
and only if it is a normalized Y -eigenbasis for the Uq(sl2)-module V . ✷
Lemma 13.10. For the Uq(sl2)-module structure on V from Lemma 13.6, the following
coincide:
(i) The inversion of a normalized Φ⇓-split basis for V .
(ii) A normalized y-eigenbasis for the Uq(sl2)-module V .
Proof: Recall that the Leonard system Φ⇓ has dual q-Krawtchouk type. Apply Lemma 13.9
to Φ⇓. ✷
Recall our Leonard system Φ = (A; {Ei}
d
i=0;A
∗; {E∗i }
d
i=0). We now show how A,A
∗ are
related to the maps X, Y, Z from Definition 13.3.
Lemma 13.11. The maps A,A∗ can be expressed in terms of X, Y, Z as follows.
A = h1 + ǫκX + ǫυY, (36)
A∗ = h∗1 + ǫκ∗Z. (37)
Proof: Line (37) follows from (34). It remains to show that (36) holds. Let {ui}
d
i=0 denote
the inversion of a normalized Φ-split basis for V . By Lemma 13.9 this is also a normalized
Y -eigenbasis for the Uq(sl2)-module V from Lemma 13.4. Now compare the action of each
side of (36) on the basis {ui}
d
i=0 as follows. Let i be given. On the left-hand side evaluate
Aui using Lemma 8.7. On the right-hand side evaluate (h1+ ǫκX + ǫυY )ui using (26), (28).
By comparing the result using (18), (20) and Lemma 11.2(ii), we find that both sides are
equal. Therefore (36) holds. ✷
Next we show how A,A∗ are related to the maps X⇓, Y ⇓ from Definition 13.5 and the map
Z from Definition 13.3.
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Lemma 13.12. The maps A,A∗ can be expressed in terms of X⇓, Y ⇓, Z as follows.
A = h1 + ǫκY ⇓ + ǫυX⇓,
A∗ = h∗1 + ǫκ∗Z.
Proof: Recall that the Leonard system Φ⇓ has dual q-Krawtchouk type. Apply Lemma 13.11
to Φ⇓ and use Note 11.8 to obtain the result. ✷
We now express X, Y, Z in terms of A,A∗. The expressions will involve the inverse of A∗−h∗I.
We take a moment to verify that the inverse exists.
Lemma 13.13. The eigenvalues of A∗− h∗I are κ∗qd−2i (0 ≤ i ≤ d). Moreover A∗ − h∗I is
invertible.
Proof: By construction A∗ − h∗I is diagonalizable with eigenvalues θ∗i − h
∗ (0 ≤ i ≤ d).
By (19) we have θ∗i − h
∗ = κ∗qd−2i (0 ≤ i ≤ d) so these scalars are all nonzero. By these
comments A∗ − h∗I is invertible. ✷
Lemma 13.14. The maps X, Y, Z can be expressed in terms of A,A∗ as follows.
ǫX =
qB − q−1B∗BB∗−1
κq−1(q2 − q−2)
+
κ∗(κq−1 − υq)B∗−1
κ(q + q−1)
(38)
=
qB∗−1BB∗ − q−1B
κq(q2 − q−2)
+
κ∗(κq − υq−1)B∗−1
κ(q + q−1)
, (39)
ǫY =
qB − q−1B∗−1BB∗
υq−1(q2 − q−2)
+
κ∗(υq−1 − κq)B∗−1
υ(q + q−1)
(40)
=
qB∗BB∗−1 − q−1B
υq(q2 − q−2)
+
κ∗(υq − κq−1)B∗−1
υ(q + q−1)
, (41)
ǫZ = κ∗−1B∗, (42)
where B = A− hI and B∗ = A∗ − h∗I.
Proof: By Lemma 13.11,
B = ǫκX + ǫυY, B∗ = ǫκ∗Z. (43)
Thus (42) holds. Next we show that (38), (39) hold. To do this we claim
κκ∗
qXZ − q−1ZX
q − q−1
+ υκ∗I =
qBB∗ − q−1B∗B
q − q−1
. (44)
To prove the claim we evaluate B,B∗ using (43) and simplify the result using (24). By (25),
qZX − q−1XZ
q − q−1
= I. (45)
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Now view (44) and (45) as a system of linear equations in XZ and ZX . Solving the system
we have
XZ =
q2BB∗ −B∗B
κκ∗(q2 − q−2)
+
κq−1 − υq
κ(q + q−1)
I, (46)
ZX =
BB∗ − q−2B∗B
κκ∗(q2 − q−2)
+
κq − υq−1
κ(q + q−1)
I. (47)
In (46) multiply each side on the right by Z−1 and evaluate Z using (42) to obtain (38). In
(47) multiply each side on the left by Z−1 and evaluate Z using (42) to obtain (39). Next
we show that (40), (41) hold. To do this we claim
κ∗υ
qZY − q−1Y Z
q − q−1
+ κκ∗I =
qB∗B − q−1BB∗
q − q−1
. (48)
To prove the claim we evaluate B,B∗ using (43) and simplify the result using (25). By (24),
qY Z − q−1ZY
q − q−1
= I. (49)
Now view (48) and (49) as a system of linear equations in ZY and Y Z. Solving the system
we have
ZY =
q2B∗B −BB∗
υκ∗(q2 − q−2)
+
υq−1 − κq
υ(q + q−1)
I, (50)
Y Z =
B∗B − q−2BB∗
υκ∗(q2 − q−2)
+
υq − κq−1
υ(q + q−1)
I. (51)
In (50) multiply each side on the left by Z−1 and evaluate Z using (42) to obtain (40). In
(51) multiply each side on the right by Z−1 and evaluate Z using (42) to obtain (41). ✷
Next we express X⇓, Y ⇓ in terms of A,A∗
Lemma 13.15. The maps X⇓, Y ⇓ can be expressed in terms of A,A∗ as follows.
ǫX⇓ =
qB − q−1B∗BB∗−1
υq−1(q2 − q−2)
+
κ∗(υq−1 − κq)B∗−1
υ(q + q−1)
(52)
=
qB∗−1BB∗ − q−1B
υq(q2 − q−2)
+
κ∗(υq − κq−1)B∗−1
υ(q + q−1)
,
ǫY ⇓ =
qB − q−1B∗−1BB∗
κq−1(q2 − q−2)
+
κ∗(κq−1 − υq)B∗−1
κ(q + q−1)
(53)
=
qB∗BB∗−1 − q−1B
κq(q2 − q−2)
+
κ∗(κq − υq−1)B∗−1
κ(q + q−1)
,
where B = A− hI and B∗ = A∗ − h∗I.
Proof: Recall that the Leonard system Φ⇓ has dual q-Krawtchouk type. Apply Lemma 13.14
to Φ⇓ and use Note 11.8 to obtain the result. ✷
We comment on how the two Uq(sl2)-module structures are related.
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Lemma 13.16. The Uq(sl2)-module structure from Lemma 13.4 and the Uq(sl2)-module
structure from Lemma 13.6 are related as follows.
X⇓ = κυ−1X + (1− κυ−1)Z−1, (54)
Y ⇓ = υκ−1Y + (1− υκ−1)Z−1. (55)
Proof: To verify (54) evaluate X,Z,X⇓ using (38), (42) and (52), respectively, and simplify
the result. To verify (55) evaluate Y, Z, Y ⇓ using (40), (42) and (53), respectively, and sim-
plify the result. ✷
We summarize this section with the following theorems.
Theorem 13.17. Let Φ denote a Leonard system on V as in Definition 3.1. Assume Φ
has dual q-Krawtchouk type. Let X, Y, Z denote the corresponding elements from Definition
13.3. Then the following (i)–(iii) hold.
(i) There exists a unique Uq(sl2)-module structure on V such that the equitable generators
x, y, z of Uq(sl2) act on V as the maps X, Y, Z, respectively.
(ii) The Uq(sl2)-module V is isomorphic to L(d, ǫ).
(iii) The inversion of a normalized Φ-split basis for V coincides with a normalized y-
eigenbasis for the Uq(sl2)-module V .
Proof: Combine Lemma 13.4 and Lemma 13.9. ✷
Theorem 13.18. Let Φ denote a Leonard system on V as in Definition 3.1. Assume Φ has
dual q-Krawtchouk type. Let X⇓, Y ⇓ denote the corresponding elements from Definition 13.5
and let Z denote the corresponding element from Definition 13.3. Then the following (i)–(iii)
hold.
(i) There exists a unique Uq(sl2)-module structure on V such that the equitable generators
x, y, z of Uq(sl2) act on V as the maps X
⇓, Y ⇓, Z, respectively.
(ii) The Uq(sl2)-module V is isomorphic to L(d, ǫ).
(iii) The inversion of a normalized Φ⇓-split basis for V coincides with a normalized y-
eigenbasis for the Uq(sl2)-module V .
Proof: Combine Lemma 13.6 and Lemma 13.10. ✷
Theorem 13.19. Let Φ denote a Leonard system on V as in Definition 3.1. Assume Φ
has dual q-Krawtchouk type. Let h, h∗, κ, κ∗, υ denote the corresponding parameters from
Definition 11.1. Then there exists a unique Uq(sl2)-module structure on V such that on V ,
A = h1 + ǫκx+ ǫυy,
A∗ = h∗1 + ǫκ∗z,
where x, y, z are the equitable generators for Uq(sl2). This Uq(sl2)-module structure coincides
with the Uq(sl2)-module structure from Theorem 13.17.
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Proof: The existence follows from Lemma 13.4 and Lemma 13.11. The uniqueness follows
from Lemma 13.14 and since x, y, z±1 generate Uq(sl2). ✷
Theorem 13.20. Let Φ denote a Leonard system on V as in Definition 3.1. Assume Φ
has dual q-Krawtchouk type. Let h, h∗, κ, κ∗, υ denote the corresponding parameters from
Definition 11.1. Then there exists a unique Uq(sl2)-module structure on V such that on V ,
A = h1 + ǫκy + ǫυx,
A∗ = h∗1 + ǫκ∗z,
where x, y, z are the equitable generators for Uq(sl2). This Uq(sl2)-module structure coincides
with the Uq(sl2)-module structure from Theorem 13.18.
Proof: Recall that the Leonard system Φ⇓ has dual q-Krawtchouk type. Apply Theorem
13.19 to Φ⇓ and use Note 11.8 to obtain the result. ✷
14 Distance-regular graphs; preliminaries
We now turn our attention to distance-regular graphs. After a brief review of the basic
definitions we recall the subconstituent algebra and the Q-polynomial structure. For more
information we refer the reader to [2, 4, 10, 22].
Let X denote a nonempty finite set. Let MatX(C) denote the C-algebra consisting of the
matrices with entries in C, and rows and columns indexed by X . Let V = CX denote the
vector space over C consisting of the column vectors with entries in C and rows indexed by
X . Observe that MatX(C) acts on V by left multiplication. We call V the standard module
of MatX(C). We endow V with the Hermitean inner product 〈 , 〉 that satisfies 〈u, v〉 = u
tv
for u, v ∈ V , where t denotes transpose and denotes complex conjugation. For all y ∈ X,
let yˆ denote the element of V with a 1 in the y coordinate and 0 in all other coordinates.
Observe that {yˆ | y ∈ X} is an orthonormal basis for V.
Let Γ = (X,R) denote a finite, undirected, connected graph, without loops or multiple
edges, with vertex set X , edge set R, path-length distance function ∂, and diameter D :=
max{∂(x, y)|x, y ∈ X}. For x ∈ X and an integer i (0 ≤ i ≤ D) let Γi(x) = {y ∈ X|∂(x, y) =
i}. We abbreviate Γ(x) = Γ1(x). For an integer k ≥ 0 we say Γ is regular with valency k
whenever |Γ(x)| = k for every x ∈ X . We say Γ is distance-regular whenever for all integers
h, i, j (0 ≤ h, i, j ≤ D) and for all vertices x, y ∈ X with ∂(x, y) = h, the number
phij = |Γi(x) ∩ Γj(y)|
is independent of x and y. The constants phij are called the intersection numbers of Γ. We
abbreviate ci = p
i
1,i−1 (1 ≤ i ≤ D), bi = p
i
1,i+1 (0 ≤ i ≤ D − 1), ai = p
i
1i (0 ≤ i ≤ D), and
c0 = 0, bD = 0.
For the rest of the paper assume Γ is distance-regular with D ≥ 3. Observe that Γ is regular
with valency k = b0. Moreover k = ci + ai + bi for 0 ≤ i ≤ D. By the triangle inequality,
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for 0 ≤ h, i, j ≤ D we have phij = 0 (resp. p
h
ij 6= 0) whenever one of h, i, j is greater than
(resp. equal to) the sum of the other two. In particular ci 6= 0 for 1 ≤ i ≤ D and bi 6= 0 for
0 ≤ i ≤ D − 1.
We recall the Bose-Mesner algebra of Γ. For 0 ≤ i ≤ D let Ai denote the matrix in MatX(C)
with (x, y)-entry
(Ai)xy =
{
1, if ∂(x, y) = i
0, if ∂(x, y) 6= i
(x, y ∈ X).
We call Ai the ith distance matrix of Γ. We abbreviate A = A1 and call this the adjacency
matrix of Γ. Observe that (ai) A0 = I; (aii) J =
∑D
i=0Ai; (aiii) Ai = Ai (0 ≤ i ≤ D); (aiv)
Ati = Ai (0 ≤ i ≤ D); (av) AiAj =
∑D
h=0 p
h
ijAh (0 ≤ i, j ≤ D), where I (resp. J) denotes
the identity matrix (resp. all 1’s matrix) in MatX(C). Using these facts we find {Ai}
D
i=0 is a
basis for a commutative subalgebra M of MatX(C). We call M the Bose-Mesner algebra of
Γ. By [2, p. 190] A generates M . By [4, p. 45] M has a second basis {Ei}
D
i=0 such that (ei)
E0 = |X|
−1J ; (eii) I =
∑D
i=0Ei; (eiii) Ei = Ei (0 ≤ i ≤ D); (eiv) E
t
i = Ei (0 ≤ i ≤ D); (ev)
EiEj = δijEi (0 ≤ i, j ≤ D). We call {Ei}
D
i=0 the primitive idempotents of Γ.
We recall the eigenvalues of Γ. Since {Ei}
D
i=0 form a basis for M , there exist complex scalars
{θi}
D
i=0 such that A =
∑D
i=0 θiEi. Combining this with (ev) we find AEi = EiA = θiEi for
0 ≤ i ≤ D. We call θi the eigenvalue of Γ associated with Ei. By [2, p. 197] the scalars
{θi}
D
i=0 are in R. The {θi}
D
i=0 are mutually distinct since A generates M . By (ei) we have
θ0 = k. By (eii)–(ev),
V = E0V + E1V + · · ·+ EDV (orthogonal direct sum).
For 0 ≤ i ≤ D the space EiV is the eigenspace of A associated with θi. Let mi denote the
rank of Ei and note that mi is the dimension of EiV . We call mi the multiplicity of Ei (or
θi).
We recall the Krein parameters of Γ. Let ◦ denote the entrywise product in MatX(C).
Observe that Ai ◦ Aj = δijAi for 0 ≤ i, j ≤ D, so M is closed under ◦. Thus there exist
complex scalars qhij (0 ≤ h, i, j ≤ D) such that
Ei ◦Ej = |X|
−1
D∑
h=0
qhijEh (0 ≤ i, j ≤ D).
By [3, p. 170], qhij is real and nonnegative for 0 ≤ h, i, j ≤ D. The q
h
ij are called the Krein
parameters of Γ.
We recall the dual Bose-Mesner algebra of Γ. For the rest of this section we fix a vertex
x ∈ X. We view x as a “base vertex”. For 0 ≤ i ≤ D let E∗i = E
∗
i (x) denote the diagonal
matrix in MatX(C) with (y, y)-entry
(E∗i )yy =
{
1, if ∂(x, y) = i
0, if ∂(x, y) 6= i
(y ∈ X). (56)
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We call E∗i the ith dual idempotent of Γ with respect to x [22, p. 378]. Observe that
(esi) I =
∑D
i=0E
∗
i ; (esii) E
∗
i = E
∗
i (0 ≤ i ≤ D); (esiii) E
∗t
i = E
∗
i (0 ≤ i ≤ D); (esiv)
E∗iE
∗
j = δijE
∗
i (0 ≤ i, j ≤ D). By these facts {E
∗
i }
D
i=0 form a basis for a commutative
subalgebra M∗ = M∗(x) of MatX(C). We call M
∗ the dual Bose-Mesner algebra of Γ with
respect to x [22, p. 378]. For 0 ≤ i ≤ D let A∗i = A
∗
i (x) denote the diagonal matrix in
MatX(C) with (y, y)-entry (A
∗
i )yy = |X|(Ei)xy for y ∈ X . Then {A
∗
i }
D
i=0 is a basis for M
∗
[22, p. 379]. Moreover (asi) A∗0 = I; (asii) A
∗
i = A
∗
i (0 ≤ i ≤ D); (asiii) A
∗t
i = A
∗
i (0 ≤ i ≤ D);
(asiv) A∗iA
∗
j =
∑D
h=0 q
h
ijA
∗
h (0 ≤ i, j ≤ D) [22, p. 379]. We call {A
∗
i }
D
i=0 the dual distance
matrices of Γ with respect to x.
We recall the subconstituents of Γ. From (56) we find
E∗i V = span{yˆ|y ∈ X, ∂(x, y) = i} (0 ≤ i ≤ D). (57)
We call E∗i V the ith subconstituent of Γ with respect to x. By (57) and since {yˆ | y ∈ X} is
an orthonormal basis for V we find
V = E∗0V + E
∗
1V + · · ·+ E
∗
DV (orthogonal direct sum).
We recall the subconstituent algebra of Γ. Let T = T (x) denote the subalgebra of MatX(C)
generated by M and M∗. We call T the subconstituent algebra (or Terwilliger algebra) of
Γ with respect to x [22, Definition 3.3]. Observe that T has finite dimension. Moreover
T is semisimple since it is closed under the conjugate transpose map [8, p. 157]. By [22,
Lemma 3.2] the following are relations in T .
E∗hAiE
∗
j = 0 iff p
h
ij = 0, (0 ≤ h, i, j ≤ D), (58)
EhA
∗
iEj = 0 iff q
h
ij = 0, (0 ≤ h, i, j ≤ D). (59)
We recall the Q-polynomial property. The graph Γ is said to be Q-polynomial (with respect
to the given ordering {Ei}
D
i=0 of the primitive idempotents) whenever for 0 ≤ h, i, j ≤ D,
qhij = 0 (resp. q
h
ij 6= 0) whenever one of h, i, j is greater than (resp. equal to) the sum of the
other two [4, p. 235].
For the rest of this section assume Γ is Q-polynomial with respect to {Ei}
D
i=0. We abbreviate
c∗i = q
i
1,i−1 (1 ≤ i ≤ D), b
∗
i = q
i
1,i+1 (0 ≤ i ≤ D−1), a
∗
i = q
i
1i (0 ≤ i ≤ D), and c
∗
0 = 0, b
∗
D = 0.
We call the sequence {θi}
D
i=0 the eigenvalue sequence for this Q-polynomial structure. We
abbreviate A∗ = A∗1 and call this the dual adjacency matrix of Γ with respect to x. The
matrix A∗ generates M∗ [22, Lemma 3.11]. Therefore A,A∗ together generate T .
By (58), (59) we have
E∗iAE
∗
j = 0 if |i− j| > 1, (60)
EiA
∗Ej = 0 if |i− j| > 1
for 0 ≤ i, j ≤ D.
We recall the dual eigenvalues of Γ. Since {E∗i }
D
i=0 form a basis for M
∗ there exist complex
scalars {θ∗i }
D
i=0 such that A
∗ =
∑D
i=0 θ
∗
iE
∗
i . Combining this with (esiv) we find A
∗E∗i =
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E∗iA
∗ = θ∗iE
∗
i for 0 ≤ i ≤ D. By [22, Lemma 3.11] the scalars {θ
∗
i }
D
i=0 are in R. The scalars
{θ∗i }
D
i=0 are mutually distinct since A
∗ generates M∗. We call θ∗i the dual eigenvalue of Γ
associated with E∗i (0 ≤ i ≤ D). We call the sequence {θ
∗
i }
D
i=0 the dual eigenvalue sequence
for the given Q-polynomial structure. By [4, Lemma 2.21(ii)], θ∗0 = m1. For 0 ≤ i ≤ D the
space E∗i V is the eigenspace of A
∗ associated with θ∗i .
Recall the tridiagonal relations from Lemma 10.1.
Lemma 14.1. [24, Lemma 5.4] There exist unique scalars β, γ, γ∗, ̺, ̺∗ in C such that both[
A,A2A∗ − βAA∗A + A∗A2 − γ(AA∗ + A∗A)− ̺A∗
]
= 0, (61)[
A∗, A∗2A− βA∗AA∗ + AA∗2 − γ∗(A∗A+ AA∗)− ̺∗A
]
= 0.
Lemma 14.2. [24, Lemma 5.4] The scalars β, γ, γ∗, ̺, ̺∗ from Lemma 14.1 satisfy the fol-
lowing (i)–(v).
(i) The expressions
θi−2 − θi+1
θi−1 − θi
,
θ∗i−2 − θ
∗
i+1
θ∗i−1 − θ
∗
i
are both equal to β + 1 for 2 ≤ i ≤ D − 1.
(ii) γ = θi−1 − βθi + θi+1 (1 ≤ i ≤ D − 1).
(iii) γ∗ = θ∗i−1 − βθ
∗
i + θ
∗
i+1 (1 ≤ i ≤ D − 1).
(iv) ̺ = θ2i−1 − βθi−1θi + θ
2
i − γ(θi−1 + θi) (1 ≤ i ≤ D).
(v) ̺∗ = θ∗2i−1 − βθ
∗
i−1θ
∗
i + θ
∗2
i − γ
∗(θ∗i−1 + θ
∗
i ) (1 ≤ i ≤ D).
We recall the T -modules. By a T-module we mean a subspace W ⊆ V such that BW ⊆ W
for all B ∈ T. Let W denote a T -module and let W ′ denote a T -module contained in W .
Then the orthogonal complement of W ′ in W is a T -module [9, p. 802]. It follows that
each T -module is an orthogonal direct sum of irreducible T -modules. In particular V is an
orthogonal direct sum of irreducible T -modules.
Let W denote an irreducible T -module. Observe that W is the direct sum of the nonzero
spaces among E∗0W, . . . , E
∗
DW . Similarly W is the direct sum of the nonzero spaces among
E0W, . . . , EDW . By the endpoint of W we mean min{i|0 ≤ i ≤ D, E
∗
iW 6= 0}. By the
diameter of W we mean |{i|0 ≤ i ≤ D, E∗iW 6= 0}| − 1. By the dual endpoint of W we
mean min{i|0 ≤ i ≤ D, EiW 6= 0}. By the dual diameter of W we mean |{i|0 ≤ i ≤
D, EiW 6= 0}| − 1. It turns out that the diameter of W is equal to the dual diameter of W
[19, Corollary 3.3]. By [22, Lemma 3.9, Lemma 3.12] dimE∗iW ≤ 1 for 0 ≤ i ≤ D if and
only if dimEiW ≤ 1 for 0 ≤ i ≤ D; in this case W is called thin. Γ is called thin (with
respect to x) whenever all of its irreducible T -modules are thin.
Lemma 14.3. [22, Lemma 3.4, Lemma 3.9, Lemma 3.12] Let W denote an irreducible T -
module. Let r, t, d denote the endpoint, dual endpoint, and diameter of W , respectively. Then
r, t, d are nonnegative integers such that r + d ≤ D and t + d ≤ D. Moreover the following
(i)–(iv) hold.
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(i) E∗iW 6= 0 if and only if r ≤ i ≤ r + d, (0 ≤ i ≤ D).
(ii) W =
∑d
h=0E
∗
r+hW (orthogonal direct sum).
(iii) EiW 6= 0 if and only if t ≤ i ≤ t + d, (0 ≤ i ≤ D).
(iv) W =
∑d
h=0Et+hW (orthogonal direct sum).
Lemma 14.4. [7, Lemma 4.1, Lemma 8.7] Let W denote a thin irreducible T -module. Let
r, t, d denote the endpoint, dual endpoint, and diameter of W , respectively. For any nonzero
u ∈ EtW , the sequence {E
∗
r+iu}
d
i=0 is a basis forW . Consider the matrices inMatd+1(C) that
represent A and A∗ with respect to this basis. The matrix representing A is irreducible tridi-
agonal with constant row sum θt, and the matrix representing A
∗ is diag(θ∗r , θ
∗
r+1, . . . , θ
∗
r+d).
Definition 14.5. [7, Definition 8.2] Let W denote a thin irreducible T -module. Let r, t, d
denote the endpoint, dual endpoint, and diameter of W , respectively. By a standard basis
for W we mean a sequence {E∗r+iu}
d
i=0 where u is a nonzero vector in EtW . The matrix in
Matd+1(C) that represents A with respect to a standard basis will be denoted

a0(W ) b0(W ) 0
c1(W ) a1(W ) b1(W )
c2(W ) · ·
· · ·
· · bd−1(W )
0 cd(W ) ad(W )


. (62)
We call the matrix (62) the intersection matrix of W .
Lemma 14.6. [7, Lemma 4.2, Lemma 8.8] Let W denote a thin irreducible T -module. Let
r, t, d denote the endpoint, dual endpoint, and diameter of W , respectively. For any nonzero
v ∈ E∗rW , the sequence {Et+iv}
d
i=0 is a basis for W . Consider the matrices in Matd+1(C)
that represent A and A∗ with respect to this basis. The matrix representing A∗ is irreducible
tridiagonal with constant row sum θ∗r , and the matrix representing A is diag(θt, θt+1, . . . , θt+d).
Definition 14.7. [7, Definition 8.2] Let W denote a thin irreducible T -module. Let r, t, d
denote the endpoint, dual endpoint, and diameter of W , respectively. By a dual standard
basis forW we mean a sequence {Et+iv}
d
i=0 where v is a nonzero vector in E
∗
rW . The matrix
in Matd+1(C) that represents A
∗ with respect to a dual standard basis will be denoted

a∗0(W ) b
∗
0(W ) 0
c∗1(W ) a
∗
1(W ) b
∗
1(W )
c∗2(W ) · ·
· · ·
· · b∗d−1(W )
0 c∗d(W ) a
∗
d(W )


. (63)
We call the matrix (63) the dual intersection matrix of W .
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Lemma 14.8. Let W denote a thin irreducible T -module. Let r, t, d denote the endpoint,
dual endpoint, and diameter of W , respectively. Then the sequence
Φ = (A|W ; {Et+i|W}
d
i=0;A
∗|W ; {E
∗
r+i|W}
d
i=0)
is a Leonard system on W . The intersection matrix of Φ from Definition 9.1 coincides with
the intersection matrix of W from (62). The dual intersection matrix of Φ from Definition
9.2 coincides with the dual intersection matrix of W from (63).
Proof: The first assertion follows from Lemma 14.4 and Lemma 14.6. The intersection ma-
trix of Φ coincides with (62) because a Φ-standard basis for W is a standard basis for the
T -module W . The dual intersection matrix of Φ coincides with (63) because a Φ∗-standard
basis for W is a dual standard basis for the T -module W . ✷
Lemma 14.9. Let W denote a thin irreducible T -module. Then there exist scalars ω =
ω(W ), η = η(W ), η∗ = η∗(W ) in C such that both
A2A∗ − βAA∗A+ A∗A2 − γ(AA∗ + A∗A)− ̺A∗ = γ∗A2 + ωA+ ηI, (64)
A∗2A− βA∗AA∗ + AA∗2 − γ∗(A∗A + AA∗)− ̺∗A = γA∗2 + ωA∗ + η∗I (65)
on W . In the above equations, the scalars β, γ, γ∗, ̺, ̺∗ are from Lemma 14.1.
Proof: Apply Lemma 10.3 to the Leonard system from Lemma 14.8. ✷
For notational convenience let θ−1 and θD+1 (resp. θ
∗
−1 and θ
∗
D+1) denote the scalars in K
which satisfy Lemma 14.2(ii) (resp. Lemma 14.2(iii)) for i = 0 and i = D.
Lemma 14.10. Let W denote a thin irreducible T -module. Let r, t, d denote the endpoint,
dual endpoint, and diameter of W , respectively. Let ω, η, η∗ denote scalars in C. Then
ω, η, η∗ satisfy (64), (65) if and only if the following (i)–(iv) hold.
(i) ω = ai(W )(θ
∗
r+i− θ
∗
r+i+1)+ai−1(W )(θ
∗
r+i−1− θ
∗
r+i−2)−γ(θ
∗
r+i+ θ
∗
r+i−1) (1 ≤ i ≤ d).
(ii) ω = a∗i (W )(θt+i−θt+i+1)+a
∗
i−1(W )(θt+i−1−θt+i−2)−γ
∗(θt+i+ θt+i−1) (1 ≤ i ≤ d).
(iii) η = a∗i (W )(θt+i − θt+i−1)(θt+i − θt+i+1)− γ
∗θ2t+i − ωθt+i (0 ≤ i ≤ d).
(iv) η∗ = ai(W )(θ
∗
r+i − θ
∗
r+i−1)(θ
∗
r+i − θ
∗
r+i+1)− γθ
∗2
r+i − ωθ
∗
r+i (0 ≤ i ≤ d).
Proof: Apply Lemma 10.4 to the Leonard system from Lemma 14.8. ✷
We will be discussing the center of T , denoted Z(T ).
Lemma 14.11. Suppose Γ is thin. Then there exist elements Ω, G,G∗ of Z(T ) with the
following property. For every irreducible T -module W , the elements Ω, G,G∗ act on W as
ωI, ηI, η∗I where ω = ω(W ), η = η(W ), η∗ = η∗(W ) are from Lemma 14.9.
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Proof: Let {Wi}
n
i=1 denote a full set of mutually nonisomorphic irreducible T -modules. For
1 ≤ i ≤ n let Vi denote the subspace of V spanned by the irreducible T -modules that are
isomorphic to Wi. Observe that each Vi is a T -submodule of V . By construction
V = V1 + V2 + · · ·+ Vn (direct sum).
There exists matrices Ω, G,G∗ in MatX(C) that act on Vi as ω(Wi)I, η(Wi)I, η
∗(Wi)I, re-
spectively for 1 ≤ i ≤ n. Now consider our irreducible T -module W . By construction
there exists an integer j such that W is contained in Vj . Therefore Ω, G,G
∗ act on W as
ω(Wj)I, η(Wj)I, η
∗(Wj)I, respectively. In particular Ω, G,G
∗ act on W as scalar multiples
of I and leave W invariant. By this and a similar argument to the proof of [13, Lemma 12.1],
each of Ω, G,G∗ is in Z(T ). Since the T -moduleW is irreducible and is contained in Vj, the T -
modules W,Wj are isomorphic. Therefore ω(W ) = ω(Wj), η(W ) = η(Wj), η
∗(W ) = η∗(Wj).
By these comments the Ω, G,G∗ act on W as ω(W )I, η(W )I, η∗(W )I, respectively. ✷
Lemma 14.12. Suppose Γ is thin. Let β, γ, γ∗, ̺, ̺∗ denote the scalars from Lemma 14.1.
Let Ω, G,G∗ denote the elements of T from Lemma 14.11. Then both
A2A∗ − βAA∗A+ A∗A2 − γ(AA∗ + A∗A)− ̺A∗ = γ∗A2 + ΩA +G, (66)
A∗2A− βA∗AA∗ + AA∗2 − γ∗(AA∗ + A∗A)− ̺∗A = γA∗2 + ΩA∗ +G∗. (67)
Proof: Write V as a direct sum of irreducible T -modules. By Lemma 14.9 and Lemma 14.11,
lines (66), (67) hold on each irreducible T -module in the sum. Therefore lines (66), (67) hold
on V . ✷
We mention a result about Z(T ) for later use.
Lemma 14.13. Let C denote an element in Z(T ). Then for vertices y, z ∈ X
Cyz 6= 0 → ∂(x, y) = ∂(x, z).
Proof: Assume Cyz 6= 0. Let i = ∂(x, y) and j = ∂(x, z). We show i = j. Suppose
i 6= j. Since E∗i C = CE
∗
i and E
∗
iE
∗
j = 0, we have E
∗
i CE
∗
j = E
∗
iE
∗
jC = 0. However
(E∗i CE
∗
j )yz = (E
∗
i )yyCyz(E
∗
j )zz = Cyz 6= 0, a contradiction. Therefore i = j. ✷
15 Near polygons
We continue to discuss the distance-regular graph Γ from Section 14. In this section we
consider the case in which Γ is a near polygon. A clique in Γ is called maximal whenever it
is not properly contained in another clique.
Definition 15.1. [4, p. 198] The graph Γ is called a near polygon whenever the following
two axioms hold.
(NP1) There are no induced subgraphs of shape K1,2,1.
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(NP2) For a vertex x in X and a maximal clique M of Γ with ∂(x,M) < D, there exists a
unique vertex in M nearest to x.
Definition 15.2. [4, p. 198] Suppose Γ is a near polygon. Then Γ is called a near n-gon,
where n = 2D+ 1 if there is a vertex at distance D from some maximal clique, and n = 2D
otherwise.
Lemma 15.3. [4, Theorem 6.4.1] The graph Γ is a near polygon if and only if the axiom
(NP1) holds and ai = a1ci for 1 ≤ i ≤ D − 1. In this case Γ is a near (2D + 1)-gon if
aD 6= a1cD and a near 2D-gon if aD = a1cD.
Lemma 15.4. [4, p. 200] Assume Γ is a near polygon. Then each edge in Γ is contained in
a unique maximal clique, and this clique has cardinality a1 + 2.
Lemma 15.5. Assume Γ is a near polygon. Fix x ∈ X. Fix adjacent y, z ∈ X such that
∂(x, y) = ∂(x, z) − 1. Define i = ∂(x, y). Then
Γi(x) ∩ Γ(y) ∩ Γ(z) = ∅, |Γi+1(x) ∩ Γ(y) ∩ Γ(z)| = a1. (68)
Proof: Since y, z are adjacent, we have |Γ(y)∩Γ(z)| = a1. Since ∂(x, y) = i and ∂(x, z) = i+1,
we have Γ(y) ∩ Γ(z) ⊆ Γi(x) ∪ Γi+1(x). By these comments
|Γi(x) ∩ Γ(y) ∩ Γ(z)| + |Γi+1(x) ∩ Γ(y) ∩ Γ(z)| = |Γ(y) ∩ Γ(z)| = a1.
By this it suffices to show that Γi(x) ∩ Γ(y) ∩ Γ(z) = ∅. Suppose there exists a vertex
w ∈ Γi(x) ∩ Γ(y) ∩ Γ(z). Let C denote a maximal clique of Γ that contains y, z. Observe
that w ∈ C by (NP1). By construction ∂(x, C) = i. By (NP2) there exists a unique vertex
in C at distance i from x. However y, w are distinct vertices in C at distance i from x, a
contradiction. The result follows. ✷
We recall some definitions for future use.
Definition 15.6. [31, Definition 3.1] Assume Γ is a near polygon. A subgraph H of Γ is
called weak-geodetically closed whenever for all x, y ∈ H and for all z ∈ X
∂(x, z) + ∂(z, y) ≤ ∂(x, y) + 1 → z ∈ H.
Lemma 15.7. Assume Γ is a near polygon. Let H denote a weak-geodetically closed subgraph
of Γ. For all x, y ∈ H we have
∂(x, y) (in H) = ∂(x, y) (in Γ).
Proof: Clear. ✷
Definition 15.8. [5, p. 145] Assume Γ is a near polygon. A subgraph Q of Γ is called a
quad whenever Q has diameter 2 and Q is weak geodetically-closed.
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16 Dual polar graphs
In this section we discuss a type of near polygon called a dual polar graph. Let b denote
a prime power. Let Fb denote the finite field of order b. Let U denote a finite-dimensional
vector space over Fb endowed with one of the following nondegenerate forms.
name dimU form e
CD(b) 2D symplectic 1
BD(b) 2D + 1 quadratic 1
DD(b) 2D quadratic 0
(Witt index D)
2DD+1(b) 2D + 2 quadratic 2
(Witt index D)
2A2D(q) 2D + 1 Hermitean (b = q
2) 3
2
2A2D−1(q) 2D Hermitean (b = q
2) 1
2
A subspace W of U is called isotropic whenever the form vanishes completely on W . By [6,
Theorem 6.3.1], each maximal isotropic subspace of U has dimension D. Define a graph as
follows. The vertex set consists of the maximal isotropic subspaces of U . Vertices y, z are
adjacent whenever dim(y ∩ z) = D− 1. By [4, p. 274] this graph is distance-regular and has
diameter D. By [4, p. 276] for vertices y, z we have ∂(y, z) = D − dim(y ∩ z). We call this
graph the dual polar graph associated with U .
For the rest of the paper assume Γ is a dual polar graph. In the next few lemmas we recall
some basic data about Γ.
Lemma 16.1. [4, Theorem 9.4.3] The intersection numbers ci, bi of Γ are given by
ci =
bi − 1
b− 1
, bi =
bi+e(bD−i − 1)
b− 1
(0 ≤ i ≤ D).
In particular the valency k = b0 is
k =
be(bD − 1)
b− 1
.
Corollary 16.2. The intersection numbers ai of Γ are given by
ai =
(be − 1)(bi − 1)
b− 1
(0 ≤ i ≤ D).
Proof: Use Lemma 16.1 and ai = k − ci − bi. ✷
Lemma 16.3. [6, Proposition 10.4.1] The graph Γ is a near 2D-gon.
Lemma 16.4. [4, Theorem 9.4.3] Let θ0 > θ1 > · · · > θD denote the eigenvalues of Γ. Then
θi =
1− be + bD+e−i − bi
b− 1
,
mi =
bi(bD − 1)(bD−1 − 1) · · · (bD−i+1 − 1)
(bi − 1) · · · (b2 − 1)(b− 1)
1 + bD+e−2i
1 + bD+e−i
i∏
j=1
1 + bD+e−j
1 + bj−e
for 0 ≤ i ≤ D.
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Lemma 16.5. The graph Γ is Q-polynomial with respect to the ordering θ0 > θ1 > · · · > θD
of the eigenvalues. The corresponding dual eigenvalue sequence is
θ∗i = ζ + ξb
−i (0 ≤ i ≤ D),
where
ζ = −
b(bD+e−2 + 1)
b− 1
,
ξ =
b2(bD+e−2 + 1)(bD+e−1 + 1)
(b− 1)(be + b)
.
Proof: By [4, Table 6.1, Corollary 8.4.2] the graph Γ is Q-polynomial with respect to {θi}
D
i=0.
By [4, Theorem 8.4.1] the corresponding dual eigenvalues satisfy
θ∗i
θ∗0
= 1 +
θ1 − k
k
b− b1−i
b− 1
(0 ≤ i ≤ D). (69)
In (69) evaluate k using Lemma 16.1 and evaluate θ∗0 using θ
∗
0 = m1 and Lemma 16.4. The
result follows. ✷
From now on it is understood that the eigenvalues of Γ are ordered such that θ0 > θ1 >
· · · > θD.
Lemma 16.6. [7, Theorem 17.19] The dual intersection numbers of Γ are given by
c∗i =
ξb−i(bi − 1)(be−i + 1)
(bD+e−2i + 1)(bD+e−2i+1 + 1)
,
b∗i =
ξ(1− bi−D)(b−D−e+i + 1)
(b−D−e+2i + 1)(b−D−e+2i+1 + 1)
,
a∗i = θ
∗
0 − c
∗
i − b
∗
i
for 0 ≤ i ≤ D.
Lemma 16.7. The scalars β, γ, γ∗, ̺, ̺∗ from Lemma 14.1 satisfy the following (i)–(v).
(i) β = b+ b−1.
(ii) γ =
(be − 1)(b− 1)
b
.
(iii) γ∗ = (b− 1)(bD+e−2 + 1).
(iv) ̺ =
(be − 1)2
b
+ bD+e−2(b+ 1)2.
(v) ̺∗ = b(bD+e−2 + 1)2.
Proof: Routine verification using Lemma 14.2, Lemma 16.4 and Lemma 16.5. ✷
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17 The structure of an irreducible T -module for a dual
polar graph
We continue to discuss the dual polar graph Γ from Section 16. For the rest of the paper fix
a vertex x ∈ X and write T = T (x) for the subconstituent algebra. In this section we recall
some basic data about irreducible T -modules.
Lemma 17.1. [24, Example 6.1] The graph Γ is thin.
Lemma 17.2. [24, p. 200] Let W denote an irreducible T -module. Let r, t, d denote the
endpoint, dual endpoint, and diameter of W , respectively. Then for 0 ≤ i ≤ d
ci(W ) =
bt(bi − 1)
b− 1
,
bi(W ) =
bD+e−d−t+i(bd−i − 1)
b− 1
,
ai(W ) =
bD+e−d−t+i − be − bt+i + 1
b− 1
.
Lemma 17.3. [7, Theorem 17.17] Let W denote an irreducible T -module. Let r, t, d denote
the endpoint, dual endpoint, and diameter of W , respectively. Then for 0 ≤ i ≤ d
c∗i (W ) =
ξb−r−i(bi − 1)(bD+e−2t−d−i + 1)
(bD+e−2t−2i + 1)(bD+e−2t−2i+1 + 1)
,
b∗i (W ) =
ξb−r(1− bi−d)(b−D−e+2t+i + 1)
(b−D−e+2t+2i + 1)(b−D−e+2t+2i+1 + 1)
,
a∗i (W ) = θ
∗
r − b
∗
i (W )− c
∗
i (W ),
where ξ is the scalar from Lemma 16.5.
Lemma 17.4. Let W denote an irreducible T -module. Let r, t, d denote the endpoint, dual
endpoint and diameter of W , respectively. Let ζ, ξ denote the scalars from Lemma 16.5. Let
γ, ̺ denote the scalars from Lemma 16.7. Let ω = ω(W ), η = η(W ), η∗ = η∗(W ) denote the
scalars in C that satisfy the following (i)–(iii).
(i) ω = ξ(b−1 − 1)(be+D−d−t−r − bt−r)− 2γζ.
(ii) η = ξb−1(1− be)(be+D−d−r−t − bt−r)− ξbe+D−d−r−2(b+ 1)(bd+1 + 1)− ̺ζ.
(iii) η∗ = −γζ2 − ζω.
Then ω, η, η∗ satisfy (64), (65).
Proof: We verify Lemma 14.10(i)–(iv) using Lemma 16.4, Lemma 16.5, Lemma 16.7, Lemma
17.2 and Lemma 17.3. The result follows from Lemma 14.10. ✷
We give a comment for future use.
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Lemma 17.5. Let W denote an irreducible T -module. Let r, t, d denote the endpoint, dual
endpoint and diameter of W , respectively. Then the isomorphism class of W is determined
by r, t, d.
Proof: By Lemma 17.2 the action of A on W is determined by t, d. By Lemma 17.3 the
action of A∗ on W is determined by r, t, d. By these comments and since A,A∗ generate T ,
the action of T on W is determined by r, t, d. ✷
18 Some combinatorial aspects of a dual polar graph
We continue to discuss the dual polar graph Γ from Section 16. In this section we discuss
some combinatorial aspects of Γ. Recall the quads of Γ from Definition 15.8.
Lemma 18.1. [6, p. 132] For all y, z ∈ X such that ∂(y, z) = 2, there exists a unique quad
containing y, z.
Lemma 18.2. [6, p. 132] Let Q denote a quad in Γ. For all u ∈ X there exists a unique
v ∈ Q nearest to u. Moreover for any w ∈ Q, we have ∂(u, w) = ∂(u, v) + ∂(v, w).
Lemma 18.3. Fix y, z ∈ X such that ∂(x, y) = ∂(x, z) − 1 and ∂(y, z) = 2. Define i =
∂(x, y). Then
|Γi(x) ∩ Γ(y) ∩ Γ(z)| = 1, |Γi+1(x) ∩ Γ(y) ∩ Γ(z)| = b. (70)
Proof: By Lemma 18.1 there exists a unique quad Q containing y, z. Since ∂(y, z) = 2,
we have |Γ(y) ∩ Γ(z)| = c2. By Lemma 16.1 we have c2 = b + 1. Since ∂(x, y) = i and
∂(x, z) = i+ 1, the intersection Γ(y) ∩ Γ(z) ⊆ Γi(x) ∪ Γi+1(x). By these comments
|Γi(x) ∩ Γ(y) ∩ Γ(z)| + |Γi+1(x) ∩ Γ(y) ∩ Γ(z)| = |Γ(y) ∩ Γ(z)| = b+ 1.
Therefore it suffices to show that |Γi(x) ∩ Γ(y) ∩ Γ(z)| = 1. First we show Γi(x) ∩ Γ(y) ∩
Γ(z) 6= ∅. Suppose Γi(x) ∩ Γ(y) ∩ Γ(z) = ∅. Then Γi+1(x) ∩ Γ(y) ∩ Γ(z) 6= ∅. Let
u ∈ Γi+1(x)∩Γ(y)∩Γ(z). Observe that u ∈ Q. Moreover the maximal clique containing the
edge uz lies in Q and, by (NP2), contains a unique vertex v at distance i from x. Observe
that y, v are distinct vertices in Q each at distance i from x. By these comments, Lemma
18.2 and since Q has diameter 2, there exists a unique vertex p in Q at distance i− 1 from
x. By Lemma 18.2 the vertices p, y are adjacent. Let P denote a maximal clique of Γ that
contains p, y. Observe that P is contained in Q. Since ∂(y, z) = 2 and Q has diameter
2, we have ∂(z, P ) = 1. Thus z is adjacent to a unique vertex in P and by construction
it is different from p and y. This vertex is in Γi(x) ∩ Γ(y) ∩ Γ(z), a contradiction. Hence
Γi(x) ∩ Γ(y) ∩ Γ(z) 6= ∅. Now suppose |Γi(x) ∩ Γ(y) ∩ Γ(z)| > 1. Let u, v denote distinct
vertices in Γi(x)∩ Γ(y)∩ Γ(z). By (NP1) the vertices u, v are not adjacent. Observe that Q
contains u, v. By these comments, Lemma 18.2 and since Q has diameter 2, there exists a
unique vertex p in Q at distance i − 1 from x. By Lemma 18.2 the vertex p is adjacent to
u, v, y. The vertices p, u, v, y induce a subgraph of shape K1,2,1 contradicting (NP1). Thus
|Γi(x) ∩ Γ(y) ∩ Γ(z)| = 1. The result follows. ✷
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19 A basis for Z(T )
We continue to discuss the dual polar graph Γ from Section 16. Recall the subconstituent
algebra T . In this section we display a basis for Z(T ). For 0 ≤ r, t, d ≤ D, the triple (r, t, d) is
called feasible whenever there exists an irreducible T -module with endpoint r, dual endpoint
t, and diameter d. Let Feas denote the set of all feasible triples. For λ = (r, t, d) ∈ Feas, let
Vλ denote the subspace of V spanned by the irreducible T -modules with endpoint r, dual
endpoint t and diameter d. Observe that Vλ is a T -module. We call Vλ the homogeneous
component of V associated with λ. Observe
V =
∑
λ∈Feas
Vλ (direct sum).
For all λ ∈ Feas, define the linear transformation Eλ : V → V by
(Eλ − I)Vλ = 0,
EλVλ′ = 0 if λ
′ 6= λ (λ′ ∈ Feas).
Observe that
I =
∑
λ∈Feas
Eλ,
EλEλ′ = δλλ′Eλ (λ, λ
′ ∈ Feas).
Lemma 19.1. [8, Theorem 25.15, Theorem 26.4] The elements {Eλ|λ ∈ Feas} form a basis
for the vector space Z(T ).
20 The central elements Ω, G∗
We continue to discuss the dual polar graph Γ from Section 16. Recall the subconstituent
algebra T and its central elements Ω, G∗ from Lemma 14.11. In this section we show that G∗
is a linear combination of Ω and I. Then we display Ω in a certain attractive form. Using
this form we obtain a characterization of Ω.
Lemma 20.1. The elements Ω, G∗ are related by
G∗ = −γζ2I − ζΩ (71)
where ζ is from Lemma 16.5 and γ is from Lemma 16.7.
Proof: By construction V is a direct sum of irreducible T -modules. Let W denote an ir-
reducible T -module in the sum. It suffices to show that the two sides of (71) agree on W .
By Lemma 14.11 the elements Ω, G∗ act on W as ω(W )I, η∗(W )I, respectively. By Lemma
17.4(iii) we have η∗(W ) = −γζ2− ζω(W ). Therefore the two sides of (71) agree on W . The
result follows. ✷
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Lemma 20.2. We have
Ω =
D∑
i=1
αiE
∗
i AE
∗
i +
D∑
i=0
βiE
∗
i (72)
where
αi =
(bD+e−1 + 1)(bD+e−2 + 1)(1− b)b−i
be−1 + 1
(1 ≤ i ≤ D),
βi =
(bD+e−2 + 1)(be − 1)(2be−1 + 2− (bD+e−1 + 1)b−i)
be−1 + 1
(0 ≤ i ≤ D).
Proof: Let Ω˜ denote the expression on the right of (72). By construction V is a direct sum of
irreducible T -modules. Let W denote an irreducible T -module in the sum. To show Ω˜ = Ω
it suffices to show that Ω˜,Ω agree on W . Let r, d denote the endpoint and diameter of W .
By construction for r ≤ i ≤ r + d the element Ω˜ acts on E∗iW as (αiai−r(W ) + βi)I. By
evaluating ai−r(W ) using Lemma 17.2 we find αiai−r(W ) + βi = ω(W ) where ω(W ) is the
scalar from Lemma 17.4(i). Therefore Ω˜ acts on E∗iW as ω(W )I. By this and since W is a
direct sum of {E∗iW}
r+d
i=r , the element Ω˜ acts on W as ω(W )I. By Lemma 14.11, the element
Ω acts on W as ω(W )I. Therefore Ω, Ω˜ agree on W . The result follows. ✷
Motivated by Lemma 20.2 we consider an element C of T of the form
C :=
D∑
i=1
αiE
∗
i AE
∗
i +
D∑
i=0
βiE
∗
i (73)
for some arbitrary scalars αi ∈ C (1 ≤ i ≤ D) and βi ∈ C (0 ≤ i ≤ D).
Observe that C is invariant under transposition. We find necessary and sufficient conditions
on αi, βi for C to be central in T . By construction C commutes with A
∗. Since A,A∗ generate
T , the element C is central in T if and only if C commutes with A.
Lemma 20.3. For vertices y, z ∈ X, the (y, z)-entry of C is described as follows. First
assume ∂(x, y) 6= ∂(x, z). Then the (y, z)-entry of C is zero. Next assume ∂(x, y) = ∂(x, z)
and let s denote this common distance. Then the (y, z)-entry of C is given by
Case (y, z)-entry of C
y = z βs
∂(y, z) = 1 αs
∂(y, z) ≥ 2 0
Proof: Routine consequence of (73). ✷
Lemma 20.4. For integers i, j (0 ≤ i, j ≤ D) and for vertices y, z ∈ X, the (y, z)-entries
of E∗iAE
∗
jA and AE
∗
i AE
∗
j are described as follows.
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(i) (E∗iAE
∗
jA)yz =
{
0, if ∂(x, y) 6= i;
|Γj(x) ∩ Γ(y) ∩ Γ(z)|, if ∂(x, y) = i.
(ii) (AE∗iAE
∗
j )yz =
{
0, if ∂(x, z) 6= j;
|Γi(x) ∩ Γ(y) ∩ Γ(z)|, if ∂(x, z) = j.
Proof: (i) We have (E∗i AE
∗
jA)yz =
∑
w∈X(E
∗
iAE
∗
j )ywAwz. The result follows.
(ii) By (i) above and since AE∗i AE
∗
j = (E
∗
jAE
∗
i A)
t. ✷
Lemma 20.5. Let y, z denote vertices in X such that ∂(y, z) ≥ 3 or |∂(x, y)− ∂(x, z)| ≥ 2.
Then the (y, z)-entries of AC and CA are both zero.
Proof: First we show (AC)yz = 0. By (73) it suffices to show that each of (AE
∗
iAE
∗
i )yz
and (AE∗i )yz is 0 for 0 ≤ i ≤ D. Let i be given. By construction Ayz = 0 so (AE
∗
i )yz =
Ayz(E
∗
i )zz = 0. By Lemma 20.4(ii), we have (AE
∗
iAE
∗
i )yz = 0. Therefore (AC)yz = 0. By
swapping the roles of y and z we have (AC)zy = 0. By this and since CA = (AC)
t, we have
(CA)yz = (AC)zy = 0. ✷
Lemma 20.6. Let y, z denote vertices in X such that ∂(x, y) = ∂(x, z)− 1 and ∂(y, z) = 2.
Then the following are equivalent:
(i) (AC)yz = (CA)yz.
(ii) bαi+1 = αi where i = ∂(x, y).
Proof: Consider the (y, z)-entries of AC and CA.
(AC)yz =
D∑
j=1
αj(AE
∗
jAE
∗
j )yz +
D∑
j=0
βj(AE
∗
j )yz
= αi+1|Γi+1(x) ∩ Γ(y) ∩ Γ(z)| by Lemma 20.4(ii)
= bαi+1 by the equation on the right of (70),
(CA)yz =
D∑
j=1
αj(E
∗
jAE
∗
jA)yz +
D∑
j=0
βj(E
∗
jA)yz
= αi|Γi(x) ∩ Γ(y) ∩ Γ(z)| by Lemma 20.4(i)
= αi by the equation on the left of (70).
The result follows. ✷
Lemma 20.7. Let y, z denote vertices in X such that ∂(x, y) = ∂(x, z)− 1 and ∂(y, z) = 1.
Then the following are equivalent:
(i) (AC)yz = (CA)yz.
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(ii) a1αi+1 + βi+1 = βi where i = ∂(x, y).
Proof: Consider the (y, z)-entries of AC and CA.
(AC)yz =
D∑
j=1
αj(AE
∗
jAE
∗
j )yz +
D∑
j=0
βj(AE
∗
j )yz
= αi+1|Γi+1(x) ∩ Γ(y) ∩ Γ(z)|+ βi+1 by Lemma 20.4(ii)
= a1αi+1 + βi+1 by the equation on the right of (68),
(CA)yz =
D∑
j=1
αj(E
∗
jAE
∗
jA)yz +
D∑
j=0
βj(E
∗
jA)yz
= αi|Γi(x) ∩ Γ(y) ∩ Γ(z)|+ βi by Lemma 20.4(i)
= βi by the equation on the left of (68).
The result follows. ✷
Lemma 20.8. Let y, z denote vertices in X such that ∂(x, y) = ∂(x, z) and ∂(y, z) ≤ 2.
Then
(AC)yz = (CA)yz.
Proof: Let i denote the common value of ∂(x, y) and ∂(x, z). We have
(AE∗i AE
∗
i )yz = (E
∗
i AE
∗
iAE
∗
i )yz = (E
∗
i AE
∗
iA)yz,
(AE∗i )yz = (E
∗
iAE
∗
i )yz = (E
∗
i A)yz.
The result follows from this and (73). ✷
By combining Lemma 20.5, Lemma 20.6, Lemma 20.7 and Lemma 20.8 we have the following
result.
Theorem 20.9. Consider the element C from (73). Then C is central in T if and only if
the following (i), (ii) hold.
(i) αi = b
1−iα1 (1 ≤ i ≤ D).
(ii) βi = β0 − a1b
1−i b
i − 1
b− 1
α1 (0 ≤ i ≤ D).
Corollary 20.10. Let C denote the subspace of T consisting of central elements of the form
(73). Then Ω and I form a basis for C.
Proof: In the formulas of αi, βi in Theorem 20.9, there are two free variables α1, β0. There-
fore dim C ≤ 2. Observe that I ∈ C. By Lemma 20.2 the element Ω ∈ C. Since I,Ω are
linearly independent, they form a basis for C. ✷
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21 The central element G
We continue to discuss the dual polar graph Γ from Section 16. Recall the subconstituent
algebra T . In this section we investigate the central element G ∈ T from Lemma 14.11.
Lemma 21.1. We have
G = ξ(1− b2)
D∑
i=1
b−iE∗iAE
∗
i−1AE
∗
i + ξ(1− b
−2)
D−1∑
i=0
b−iE∗i AE
∗
i+1AE
∗
i
+ ξ(b−1 − 1)(be − 1)
D∑
i=1
b−iE∗i AE
∗
i − ̺A
∗,
(74)
where ξ is from Lemma 16.5 and ̺ is from Lemma 16.7.
Proof: Recall that I =
∑D
i=0E
∗
i , A
∗ =
∑D
i=0 θ
∗
iE
∗
i , and E
∗
iE
∗
j = δijE
∗
i for 0 ≤ i, j ≤ D. By
these facts and since G is central in T ,
G =
(
D∑
i=0
E∗i
)
G
(
D∑
j=0
E∗j
)
=
D∑
i=0
D∑
j=0
E∗iGE
∗
j =
D∑
i=0
E∗iGE
∗
i .
For 0 ≤ i ≤ D we compute E∗iGE
∗
i . By (66) and since A
∗E∗j = E
∗
jA
∗ = θ∗jE
∗
j (0 ≤ j ≤ D),
E∗iGE
∗
i = (2θ
∗
i − γ
∗)E∗iA
2E∗i − βE
∗
iAA
∗AE∗i
− 2γθ∗iE
∗
iAE
∗
i − ̺θ
∗
iE
∗
i − E
∗
iΩAE
∗
i .
(75)
We now evaluate the right-hand side of (75). First assume 1 ≤ i ≤ D − 1. Using (60),
E∗i A
2E∗i = E
∗
i A
(
D∑
j=0
E∗j
)
AE∗i
= E∗i AE
∗
i−1AE
∗
i + E
∗
iAE
∗
i AE
∗
i + E
∗
iAE
∗
i+1AE
∗
i ,
E∗i AA
∗AE∗i = E
∗
i A
(
D∑
j=0
θ∗jE
∗
j
)
AE∗i
= θ∗i−1E
∗
iAE
∗
i−1AE
∗
i + θ
∗
iE
∗
i AE
∗
i AE
∗
i + θ
∗
i+1E
∗
i AE
∗
i+1AE
∗
i .
Using (72),
E∗iΩAE
∗
i = αiE
∗
iAE
∗
i AE
∗
i + βiE
∗
iAE
∗
i
where αi, βi are from Lemma 20.2. Evaluating the right-hand side of (75) using the above
comments,
E∗iGE
∗
i = (2θ
∗
i − γ
∗ − βθ∗i−1)E
∗
i AE
∗
i−1AE
∗
i + (2θ
∗
i − γ
∗ − βθ∗i − αi)E
∗
iAE
∗
i AE
∗
i
+ (2θ∗i − γ
∗ − βθ∗i+1)E
∗
iAE
∗
i+1AE
∗
i − (2γθ
∗
i + βi)E
∗
i AE
∗
i − ̺θ
∗
iE
∗
i .
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By a similar argument,
E∗0GE
∗
0 = (2θ
∗
0 − γ
∗ − βθ∗1)E
∗
0AE
∗
1AE
∗
0 − ̺θ
∗
0E
∗
0 ,
E∗DGE
∗
D = (2θ
∗
D − γ
∗ − βθ∗D−1)E
∗
DAE
∗
D−1AE
∗
D + (2θ
∗
D − γ
∗ − βθ∗D − αD)E
∗
DAE
∗
DAE
∗
D
− (2γθ∗D + βD)E
∗
DAE
∗
D − ̺θ
∗
DE
∗
D.
In the preceding equations we now evaluate the coefficients on the right-hand side. The θ∗i
are from Lemma 16.5, the β, γ, γ∗ are from Lemma 16.7, and αi, βi are from Lemma 20.2.
By these lemmas,
2θ∗i − γ
∗ − βθ∗i−1 = ξ(1− b
2)b−i (1 ≤ i ≤ D),
2θ∗i − γ
∗ − βθ∗i − αi = 0 (1 ≤ i ≤ D),
2θ∗i − γ
∗ − βθ∗i+1 = ξ(1− b
−2)b−i (0 ≤ i ≤ D − 1),
2γθ∗i + βi = ξ(1− b
−1)(be − 1)b−i (0 ≤ i ≤ D).
The result follows. ✷
Corollary 21.2. For vertices y, z ∈ X, the (y, z)-entry of G is described as follows. First
assume ∂(x, y) 6= ∂(x, z). Then the (y, z)-entry of G is zero. Next assume ∂(x, y) = ∂(x, z)
and let s denote this common distance. Then the (y, z)-entry of G is given in the table below.
Case (y, z)-entry of G
y = z ξb−s−1(1− b2)(bcs − b
−1bs)− ̺θ
∗
s
∂(y, z) = 1 ξb−s−1(1− b)(b2 + b+ be − 1)
∂(y, z) = 2,Γs+1(x) ∩ Γ(y) ∩ Γ(z) = ∅ ξb
−s(1− b2)|Γs−1(x) ∩ Γ(y) ∩ Γ(z)|
∂(y, z) = 2,Γs+1(x) ∩ Γ(y) ∩ Γ(z) 6= ∅ −ξb
−s−1(b+ 1)(b− 1)2
∂(y, z) ≥ 3 0
In the above table ξ is from Lemma 16.5 and ̺ is from Lemma 16.7.
Proof: The first assertion follows from Lemma 14.13. Now suppose ∂(x, y) = ∂(x, z) = s.
We verify the table. By (74), the (y, z)-entry of G is given by
Gyz = ξ(1− b
2)b−s(E∗sAE
∗
s−1AE
∗
s )yz + ξ(1− b
−2)b−s(E∗sAE
∗
s+1AE
∗
s )yz
+ ξ(b−1 − 1)(be − 1)b−s(E∗sAE
∗
s )yz − ̺(A
∗)yz.
In the above equation the terms on the right-hand side are given by
(E∗sAE
∗
s−1AE
∗
s )yz = |Γs−1(x) ∩ Γ(y) ∩ Γ(z)| by Lemma 20.4,
(E∗sAE
∗
s+1AE
∗
s )yz = |Γs+1(x) ∩ Γ(y) ∩ Γ(z)| by Lemma 20.4,
(E∗sAE
∗
s )yz =
{
0 if ∂(y, z) 6= 1;
1 if ∂(y, z) = 1,
(A∗)yz =
D∑
i=0
θ∗i (E
∗
i )yz = θ
∗
s(E
∗
s )yz = δyzθ
∗
s .
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We now split our argument into cases.
Case y = z: We have |Γs−1(x) ∩ Γ(y) ∩ Γ(z)| = |Γs−1(x) ∩ Γ(y)| = cs and |Γs+1(x) ∩ Γ(y) ∩
Γ(z)| = |Γs+1(x) ∩ Γ(y)| = bs. By these comments Gyz is as shown in the table.
Case ∂(y, z) = 1: By (NP1) the vertices y, z together with Γ(y) ∩ Γ(z) form a maximal
clique of Γ. By Lemma 16.3 this clique is at distance less than D from x. By (NP2) we have
|Γs−1(x) ∩ Γ(y) ∩ Γ(z)| = 1 and so |Γs+1(x) ∩ Γ(y) ∩ Γ(z)| = 0. By this and the preliminary
comments we find that Gyz is as shown in the table.
Case ∂(y, z) = 2: Let Q denote a quad containing y, z. Observe that Γ(y)∩Γ(z) is contained
in Q. First assume Γs+1(x)∩Γ(y)∩Γ(z) = ∅. By the preliminary comments we find that Gyz
is as shown in the table. Next assume Γs+1(x) ∩ Γ(y) ∩ Γ(z) 6= ∅. Then ∂(x,Q) = s− 1 by
Lemma 18.2 and since Q has diameter 2. By Lemma 18.2 we have |Γs−1(x)∩Γ(y)∩Γ(z)| = 1.
Let u denote the unique vertex in Γs−1(x)∩Γ(y)∩ Γ(z). We claim Γs(x)∩ Γ(y)∩ Γ(z) = ∅.
Suppose there exists a vertex v in Γs(x) ∩ Γ(y) ∩ Γ(z). Then v is adjacent to u by Lemma
18.2. Now u, v, y, z induce a subgraph of shape K1,2,1 which contradicts (NP1). Hence the
claim holds. We have |Γ(y)∩ Γ(z)| = c2 and c2 = b+ 1 by Lemma 16.1. By these comments
and since |Γ(y)∩Γ(z)| = |Γs−1(x)∩Γ(y)∩Γ(z)|+|Γs(x)∩Γ(y)∩Γ(z)|+|Γs+1(x)∩Γ(y)∩Γ(z)|,
we have |Γs+1(x)∩Γ(y)∩Γ(z)| = b. By this and the preliminary comments we find that Gyz
is as shown in the table.
Case ∂(y, z) ≥ 3: We have Γ(y)∩Γ(z) = ∅ so |Γs−1(x)∩Γ(y)∩Γ(z)| = 0 and |Γs+1(x)∩Γ(y)∩
Γ(z)| = 0. By this and the preliminary comments we find that Gyz is as shown in the table. ✷
22 The central elements Υ, Ψ, Λ
We continue to discuss the dual polar graph Γ from Section 16. Recall q from Section 11
and b from Section 16. For the rest of the paper b, q are related as follows.
b = q2.
We note that q is nonzero and not a root of unity.
In Lemma 14.11 we discussed the central elements Ω, G,G∗ of the subconstituent algebra
T . In this section we introduce three more central elements Υ, Ψ, Λ of T . These central
elements will be useful later when we display some Uq(sl2)-module structures on the standard
module V .
Definition 22.1. [18, Definition 3.1] Let W denote an irreducible T -module. Let r, t, d
denote the endpoint, dual endpoint, and diameter of W , respectively. By the displacement
of W of the first kind we mean r + t+ d−D. By the displacement of W of the second kind
we mean r − t.
Lemma 22.2. [18, Lemma 3.2] Let W denote an irreducible T -module. Then the following
(i), (ii) hold.
(i) Let µ denote the displacement of W of the first kind. Then 0 ≤ µ ≤ D.
(ii) Let ν denote the displacement of W of the second kind. Then −D ≤ ν ≤ D.
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Definition 22.3. For an integer µ (0 ≤ µ ≤ D) let Vµ denote the subspace of V spanned
by the irreducible T -modules for which µ is the displacement of the first kind. Observe that
Vµ is a T -module. By [25, Lemma 4.4] we have V =
∑D
µ=0 Vµ (orthogonal direct sum). For
0 ≤ µ ≤ D we define a matrix σµ ∈ MatX(C) such that
(σµ − I)Vµ = 0,
σµVµ′ = 0 if µ 6= µ
′ (0 ≤ µ′ ≤ D).
In other words σµ is the projection from V onto Vµ. We note that Vµ = σµV .
The following three lemmas are immediate from Definition 22.3.
Lemma 22.4. The following (i), (ii) hold.
(i) I =
∑D
µ=0 σµ.
(ii) σµσµ′ = δµµ′σµ (0 ≤ µ, µ
′ ≤ D).
Lemma 22.5. We have
V =
D∑
µ=0
σµV (orthogonal direct sum).
Moreover for 0 ≤ µ ≤ D the subspace σµV is spanned by the irreducible T -modules for which
µ is the displacement of the first kind.
Recall the set Feas from Section 19.
Lemma 22.6. For 0 ≤ µ ≤ D we have
σµV =
∑
V(r,t,d)
where the sum is over all (r, t, d) ∈ Feas such that r + t + d−D = µ.
Definition 22.7. Let Υ denote the matrix in MatX(C) such that
Υ =
D∑
µ=0
qµσµ.
Lemma 22.8. For 0 ≤ µ ≤ D the matrix Υ acts on σµV as q
µI.
Proof: Immediate from Lemma 22.4(ii). ✷
Lemma 22.9. The matrix Υ is invertible and its inverse is
Υ−1 =
D∑
µ=0
q−µσµ.
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Proof: Immediate from Lemma 22.4. ✷
Definition 22.10. For an integer ν (−D ≤ ν ≤ D) let Vν denote the subspace of V spanned
by the irreducible T -modules for which ν is the displacement of the second kind. Observe
that Vν is a T -module. By [25, Lemma 4.4] we have V =
∑D
ν=−D Vν (orthogonal direct sum).
For −D ≤ ν ≤ D we define a matrix ψν ∈ MatX(C) such that
(ψν − I)Vν = 0,
ψνVν′ = 0 if ν 6= ν
′ (−D ≤ ν ′ ≤ D).
In other words ψν is the projection from V onto Vν . We note that Vν = ψνV .
The following three lemmas are immediate from Definition 22.10.
Lemma 22.11. The following (i), (ii) hold.
(i) I =
∑D
ν=−D ψν.
(ii) ψνψν′ = δνν′ψν (−D ≤ ν, ν
′ ≤ D).
Lemma 22.12. We have
V =
D∑
ν=−D
ψνV (orthogonal direct sum).
Moreover for −D ≤ ν ≤ D the subspace ψνV is spanned by the irreducible T -modules for
which ν is the displacement of the second kind.
Lemma 22.13. For −D ≤ ν ≤ D we have
ψνV =
∑
V(r,t,d)
where the sum is over all (r, t, d) ∈ Feas such that r − t = ν.
Definition 22.14. Let Ψ denote the matrix in MatX(C) such that
Ψ =
D∑
ν=−D
qνψν .
Lemma 22.15. For −D ≤ ν ≤ D the matrix Ψ acts on ψνV as q
νI.
Proof: Immediate from Lemma 22.11(ii). ✷
Lemma 22.16. The matrix Ψ is invertible and its inverse is
Ψ−1 =
D∑
ν=−D
q−νψν .
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Proof: Immediate from Lemma 22.11. ✷
Earlier we defined the notion of diameter for an irreducible T -module. Using this notion we
define some more projections involving V .
Definition 22.17. For an integer d (0 ≤ d ≤ D) let Vd denote the subspace of V spanned by
the irreducible T -modules of diameter d. Observe that Vd is a T -module, and V =
∑D
d=0 Vd
(orthogonal direct sum). For 0 ≤ d ≤ D we define a matrix ρd ∈ MatX(C) such that
(ρd − I)Vd = 0,
ρdVd′ = 0 if d 6= d
′ (0 ≤ d′ ≤ D).
In other words ρd is the projection from V onto Vd. We note that Vd = ρdV .
The following three lemmas are immediate from Definition 22.17.
Lemma 22.18. The following (i), (ii) hold.
(i) I =
∑D
d=0 ρd.
(ii) ρdρd′ = δdd′ρd (0 ≤ d, d
′ ≤ D).
Lemma 22.19. We have
V =
D∑
d=0
ρdV (orthogonal direct sum). (76)
Moreover for 0 ≤ d ≤ D the subspace ρdV is spanned by the irreducible T -modules of diameter
d.
Lemma 22.20. For 0 ≤ d ≤ D we have
ρdV =
∑
V(r,t,d)
where the sum is over all integers r, t such that (r, t, d) ∈ Feas.
Definition 22.21. Let Λ denote the matrix in MatX(C) such that
Λ =
D∑
d=0
qd+1 + q−d−1
(q − q−1)2
ρd.
Lemma 22.22. For 0 ≤ d ≤ D the matrix Λ acts on ρdV as
qd+1 + q−d−1
(q − q−1)2
I. (77)
Proof: Immediate from Lemma 22.18(ii). ✷
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Lemma 22.23. [13, Lemma 12.1] The matrices Υ,Ψ,Λ are central elements in T .
The central elements Ω, G, G∗ of T from Lemma 14.11 are related to Υ,Ψ,Λ as follows.
Proposition 22.24. Let ξ, ζ denote the scalars from Lemma 16.5, and let γ, ̺ denote the
scalars from Lemma 16.7. Then Ω, G,G∗ can be expressed in terms of Υ,Ψ,Λ as follows.
(i) Ω = ξ(q−2 − 1)(q2eΥ−2 −Ψ−2)− 2γζI.
(ii) G = ξq−2(1− q2e)(q2eΥ−2 −Ψ−2)− ξqD+2e−5(q2 − 1)2(q2 + 1)Υ−1Ψ−1Λ− ̺ζI.
(iii) G∗ = ζξ(1− q−2)(q2eΥ−2 −Ψ−2) + γζ2I.
Proof: (i) By construction V is a direct sum of irreducible T -modules. Let W denote an
irreducible T -module in the sum. It suffices to show that for the equation in (i) the two
sides agree on W . Let µ, ν denote the displacement of W of the first kind and second kind,
respectively. By Lemma 14.11 the element Ω acts on W as ω(W )I. By Lemma 22.5 we have
W ⊆ σµV . By this and Lemma 22.8 the matrix Υ acts on W as q
µI. By Lemma 22.12
we have W ⊆ ψνV . By this and Lemma 22.15 the matrix Ψ acts on W as q
νI. By these
comments, Lemma 17.4(i) and Definition 22.1, the two sides agree on W . The result follows.
(ii) Similar to the proof of (i).
(iii) Combine Lemma 20.1 and (i). ✷
23 Irreducible T -modules and Leonard systems of dual
q-Krawtchouk type
We continue to discuss the dual polar graph Γ from Section 16. In Lemma 14.8 we obtained
a Leonard system on each irreducible T -module. In this section we show that this Leonard
system has dual q-Krawtchouk type.
Theorem 23.1. Let W denote an irreducible T -module. Let r, t, d denote the endpoint, dual
endpoint and diameter of W , respectively. Let Φ denote the corresponding Leonard system
on W from Lemma 14.8. Then Φ has dual q-Krawtchouk type. Let h, h∗, κ, κ∗, υ denote the
parameters corresponding to Φ from Definition 11.1. Let ζ, ξ denote the scalars from Lemma
16.5. Then
h =
1− q2e
q2 − 1
, h∗ = ζ, κ =
q2e+2D−2t−d
q2 − 1
, κ∗ = ξq−2r−d, υ = −
q2t+d
q2 − 1
. (78)
Proof: By Lemma 14.8 the Leonard system Φ and the T -moduleW have the same intersection
matrix and dual intersection matrix. We show that Φ has dual q-Krawtchouk type by
verifying that its parameter array satisfies (18)–(21). By Lemma 16.4 the eigenvalue sequence
{θt+i}
d
i=0 has the form (18) with scalars h, κ, υ given in (78). By Lemma 16.5 the dual
eigenvalue sequence {θ∗r+i}
d
i=0 has the form (19) with scalars h
∗, κ∗ given in (78). By Lemma
9.5 we have ϕ1 = (θ
∗
r − θ
∗
r+1)(a0(W ) − θt). On the right-hand side evaluate the eigenvalue
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using Lemma 16.4, evaluate the dual eigenvalues using Lemma 16.5, evaluate a0(W ) using
Lemma 17.2, and simplify the result to get
ϕ1 = −ξ(q
2d − 1)q2(e+D−d−t−r−1). (79)
By (PA4) we have φ1 = ϕ1 + (θ
∗
r+1 − θ
∗
r)(θt+d − θt). On the right-hand side evaluate the
eigenvalues using Lemma 16.4, evaluate the dual eigenvalues using Lemma 16.5, evaluate ϕ1
using (79), and simplify the result to get
φ1 = ξ(q
2d − 1)q2(t−r−1). (80)
On the right-hand side of (PA3) evaluate the eigenvalues using Lemma 16.4, evaluate the
dual eigenvalues using Lemma 16.5, evaluate φ1 using (80), and simplify the result to get
ϕi =
ξ
q2 − 1
(q2(d+1) − q2)(q−2i − 1)q2(e+D−d−t−r−i) (1 ≤ i ≤ d). (81)
On the right-hand side of (PA4) evaluate the eigenvalues using Lemma 16.4, evaluate the
dual eigenvalues using Lemma 16.5, evaluate ϕ1 using (79), and simplify the result to get
φi =
ξ
q2 − 1
(q2(d+1) − q2)(q−2i − 1)q2(e+D−d−t−r−i) (1 ≤ i ≤ d). (82)
Using (78) it is routine to verify that (81), (82) satisfy (20), (21), respectively. Therefore
the Leonard system Φ has dual q-Krawtchouk type. ✷
24 Two Uq(sl2)-module structures on the standard mod-
ule V
We continue to discuss the dual polar graph Γ from Section 16. In this section we display
two Uq(sl2)-module structures on the standard module V . Then we show how the two
Uq(sl2)-module structures are related.
Lemma 24.1. Let W denote an irreducible T -module. Let r, t, d denote the endpoint, dual
endpoint and diameter of W , respectively. Let h, h∗, κ, κ∗, υ denote the corresponding pa-
rameters from (78). Then there exists a unique Uq(sl2)-module structure on W such that on
W ,
A = h1 + κx+ υy, (83)
A∗ = h∗1 + κ∗z. (84)
Moreover the Uq(sl2)-module W is isomorphic to L(d, 1).
Proof: Combine Theorem 23.1 and Theorem 13.19 taking ǫ = 1. ✷
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Lemma 24.2. Let W denote an irreducible T -module. Let r, t, d denote the endpoint, dual
endpoint and diameter of W , respectively. Let h, h∗, κ, κ∗, υ denote the corresponding pa-
rameters from (78). Then there exists a unique Uq(sl2)-module structure on W such that on
W ,
A = h1 + κy + υx,
A∗ = h∗1 + κ∗z.
Moreover the Uq(sl2)-module W is isomorphic to L(d, 1).
Proof: Combine Theorem 23.1 and Theorem 13.20 taking ǫ = 1. ✷
Theorem 24.3. There exists a Uq(sl2)-module structure on V such that on V ,
A = h1 + κΥ−1Ψx+ υΥΨ−1y, (85)
A∗ = h∗1 + κ∗Υ−1Ψ−1z, (86)
where
h =
1− q2e
q2 − 1
, h∗ = ζ, κ =
q2e+D
q2 − 1
, κ∗ = ξq−D, υ = −
qD
q2 − 1
. (87)
Proof: By construction V is a direct sum of irreducible T -modules. Let W denote an
irreducible T -module in the sum. It suffices to show that (85), (86) hold on W . Let µ, ν
denote the displacement of W of the first kind and second kind, respectively. Consider the
Uq(sl2)-module structure on W from Lemma 24.1. Writing (83), (84) in terms of (87) and
µ, ν we get
A = h1 + κqν−µx+ υqµ−νy, (88)
A∗ = h∗1 + κ∗q−µ−νz, (89)
where h, h∗, κ, κ∗, υ are from (87). By Lemma 22.5 we have W ⊆ σµV . By this and Lemma
22.8 the matrix Υ acts on W as qµI. By Lemma 22.12 we have W ⊆ ψνV . By this and
Lemma 22.15 the matrix Ψ acts on W as qνI. By these comments and (88), (89) we find
that (85), (86) hold on W . Therefore (85), (86) hold on V . ✷
Theorem 24.4. There exists a Uq(sl2)-module structure on V such that on V ,
A = h1 + κΥ−1Ψy + υΥΨ−1x,
A∗ = h∗1 + κ∗Υ−1Ψ−1z,
where the scalars h, h∗, κ, κ∗, υ are from (87).
Proof: Similar to the proof of Theorem 24.3 but use Lemma 24.2 instead of Lemma 24.1. ✷
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Lemma 24.5. For the Uq(sl2)-module structure on V from Theorem 24.3, the actions of
x, y, z on V are given by
x =
ΥΨ−1(qB − q−1B∗BB∗−1)
κq−1(q2 − q−2)
+
q−1κ∗Υ−1Ψ−1B∗−1
q + q−1
−
qκ∗υΥΨ−3B∗−1
κ(q + q−1)
(90)
=
ΥΨ−1(qB∗−1BB∗ − q−1B)
κq(q2 − q−2)
+
qκ∗Υ−1Ψ−1B∗−1
q + q−1
−
q−1κ∗υΥΨ−3B∗−1
κ(q + q−1)
,
y =
Υ−1Ψ(qB − q−1B∗−1BB∗)
υq−1(q2 − q−2)
+
q−1κ∗Υ−1Ψ−1B∗−1
q + q−1
−
qκ∗κΥ−3ΨB∗−1
υ(q + q−1)
(91)
=
Υ−1Ψ(qB∗BB∗−1 − q−1B)
υq(q2 − q−2)
+
qκ∗Υ−1Ψ−1B∗−1
q + q−1
−
q−1κ∗κΥ−3ΨB∗−1
υ(q + q−1)
,
z = κ∗−1ΥΨB∗, (92)
where B = A− hI, B∗ = A∗ − h∗I and the scalars h, h∗, κ, κ∗, υ are from (87).
Proof: Similar to the proof of Lemma 13.14 but use Theorem 24.3 instead of Lemma 13.11. ✷
Lemma 24.6. For the Uq(sl2)-module structure on V from Theorem 24.4, the actions of
x, y, z on V are given by
x =
Υ−1Ψ(qB − q−1B∗BB∗−1)
υq−1(q2 − q−2)
+
q−1κ∗Υ−1Ψ−1B∗−1
q + q−1
−
qκ∗κΥ−3ΨB∗−1
υ(q + q−1)
(93)
=
Υ−1Ψ(qB∗−1BB∗ − q−1B)
υq(q2 − q−2)
+
qκ∗Υ−1Ψ−1B∗−1
q + q−1
−
q−1κ∗κΥ−3ΨB∗−1
υ(q + q−1)
,
y =
ΥΨ−1(qB − q−1B∗−1BB∗)
κq−1(q2 − q−2)
+
q−1κ∗Υ−1Ψ−1B∗−1
q + q−1
−
qκ∗υΥΨ−3B∗−1
κ(q + q−1)
(94)
=
ΥΨ−1(qB∗BB∗−1 − q−1B)
κq(q2 − q−2)
+
qκ∗Υ−1Ψ−1B∗−1
q + q−1
−
q−1κ∗υΥΨ−3B∗−1
κ(q + q−1)
,
z = κ∗−1ΥΨB∗, (95)
where B = A− hI, B∗ = A∗ − h∗I and the scalars h, h∗, κ, κ∗, υ are from (87).
Proof: Similar to the proof of Lemma 13.14 but use Theorem 24.4 instead of Lemma 13.11. ✷
We draw several corollaries from Lemma 24.5 and Lemma 24.6.
Corollary 24.7. The Uq(sl2)-module structure on V from Theorem 24.3 is unique.
Proof: By Lemma 24.5 and since x, y, z±1 generate Uq(sl2). ✷
Corollary 24.8. The Uq(sl2)-module structure on V from Theorem 24.4 is unique.
Proof: By Lemma 24.6 and since x, y, z±1 generate Uq(sl2). ✷
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Corollary 24.9. For the C-algebra homomorphism Uq(sl2)→ End(V ) induced by the Uq(sl2)-
module structure on V from Theorem 24.3, the image is contained in T .
Proof: By Lemma 22.23 and Lemma 24.5. ✷
Corollary 24.10. For the C-algebra homomorphism Uq(sl2) → End(V ) induced by the
Uq(sl2)-module structure on V from Theorem 24.4, the image is contained in T .
Proof: By Lemma 22.23 and Lemma 24.6. ✷
In Theorem 24.3 and Theorem 24.4 we gave Uq(sl2)-actions on the standard module V . We
now describe how these actions look on each irreducible T -module.
Lemma 24.11. Let W denote an irreducible T -module. Then W is invariant under the
Uq(sl2)-action from Theorem 24.3. Moreover the action of Uq(sl2) on W coincides with the
Uq(sl2)-action from Lemma 24.1.
Proof: The first assertion follows from Corollary 24.9 . We now verify the second asser-
tion. By Lemma 24.1 it suffices to show that (83), (84) hold on W . Let µ, ν denote the
displacement of W of the first kind and second kind, respectively. By Lemma 22.5 we have
W ⊆ σµV . By this and Lemma 22.8 the matrix Υ acts on W as q
µI. By Lemma 22.12 we
have W ⊆ ψνV . By this and Lemma 22.15 the matrix Ψ acts on W as q
νI. By applying
these comments, Definition 22.1 and (87) to (85), (86) we find that (83), (84) hold on W . ✷
Lemma 24.12. Let W denote an irreducible T -module. Then W is invariant under the
Uq(sl2)-action from Theorem 24.4. Moreover the action of Uq(sl2) on W coincides with the
Uq(sl2)-action from Lemma 24.2.
Proof: Similar to the proof of Lemma 24.11 but use Lemma 24.2 and Corollary 24.10 instead
of Lemma 24.1 and Corollary 24.9. ✷
We finish this section with a comment describing how the two Uq(sl2)-module structures on
V from Theorem 24.3 and Theorem 24.4 are related.
Theorem 24.13. Consider the table below. In the first column the three displayed elements
each induces an element in End(V ) using the Uq(sl2)-module structure from Theorem 24.4.
In the second column the three displayed elements each induces an element in End(V ) using
the Uq(sl2)-module structure from Theorem 24.3. For each row the two elements induce the
same element of End(V ).
Uq(sl2)-module structure Uq(sl2)-module structure
from Theorem 24.4 from Theorem 24.3
z z
x −q2eΥ−2Ψ2x+ (1 + q2eΥ−2Ψ2)z−1
y −q−2eΥ2Ψ−2y + (1 + q−2eΥ2Ψ−2)z−1
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Proof: The first row is immediate from (92), (95). To prove the second row evaluate x on
the left using (93), and evaluate x, z on the right using (90), (92). To prove the last row
evaluate y on the left using (94), and evaluate y, z on the right using (91), (92). ✷
25 Two homomorphisms Uq(sl2) → T
We continue to discuss the dual polar graph Γ from Section 16. In Theorem 24.3 and
Theorem 24.4 we displayed two Uq(sl2)-module structures on the standard module V . In
this section we show how these two Uq(sl2)-module structures are related to T . By Corollary
24.9 the Uq(sl2)-module structure from Theorem 24.3 induces a C-algebra homomorphism
Uq(sl2)→ T . By Corollary 24.10 the Uq(sl2)-module structure from Theorem 24.4 induces a
C-algebra homomorphism Uq(sl2)→ T . For either of the two C-algebra homomorphisms, let
U denote the image. We show that T is generated by U together with the elements Υ±1,Ψ±1
where Υ is from Definition 22.7 and Ψ is from Definition 22.14.
Recall below Lemma 12.13 we discussed the homogeneous components for a Uq(sl2)-module.
We now consider the homogeneous components for the Uq(sl2)-module structure on V from
either Theorem 24.3 or Theorem 24.4.
Lemma 25.1. Consider the Uq(sl2)-module structure on V from either Theorem 24.3 or
Theorem 24.4. Then
Vd,−1 = 0, Vd,1 = ρdV (0 ≤ d ≤ D). (96)
In other words, in the sum (76) the summands are the homogeneous components of the
Uq(sl2)-module V .
Proof: First assume the Uq(sl2)-module structure on V is from Theorem 24.3. Recall from
Lemma 22.19 that ρdV is spanned by the irreducible T -modules of diameter d. By Lemma
24.11 and Lemma 24.1 each irreducible T -module of diameter d is a Uq(sl2)-module isomor-
phic to L(d, 1). By these comments,
ρdV ⊆ Vd,1. (97)
By summing (97) over 0 ≤ d ≤ D and comparing the result to (76) we have
V =
D∑
d=0
Vd,1 (direct sum). (98)
By comparing (98) to (30) with M = V we have (96). We are now done for the case in which
the module structure is from Theorem 24.3. For the case in which the module structure is
from Theorem 24.4, the argument is similar using Lemma 24.2 and Lemma 24.12 instead of
Lemma 24.1 and Lemma 24.11. ✷
In the beginning of this section we discussed two C-algebra homomorphisms Uq(sl2) → T .
We now discuss these homomorphisms.
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Theorem 25.2. For either of our two C-algebra homomorphisms, let U denote the image.
Then the algebra T is generated by U together with the elements Υ±1,Ψ±1 where Υ is from
Definition 22.7 and Ψ is from Definition 22.14.
Proof: By Theorem 24.3, Theorem 24.4, and since A,A∗ generate T . ✷
We finish this section with a comment. Recall the Casimir element ∆ of Uq(sl2) from Defi-
nition 12.10.
Lemma 25.3. For the Uq(sl2)-module structure on V from either Theorem 24.3 or Theorem
24.4, the Casimir element ∆ acts on V as the element Λ from Definition 22.21.
Proof: By (76), for 0 ≤ d ≤ D it suffices to show that ∆,Λ agree on ρdV . Recall from
Lemma 22.22 that the element Λ acts on ρdV as (77). By Lemma 25.1 and Lemma 12.12,
the element ∆ acts on ρdV as (77). Therefore they agree on ρdV . The result follows. ✷
26 The matrices L, F,R,K
We continue to discuss the dual polar graph Γ from Section 16. In this section we define
some nice matrices that generate T and find relations among them.
Definition 26.1. We define the matrices L, F,R in T by
L =
D∑
i=1
E∗i−1AE
∗
i , (99)
F =
D∑
i=0
E∗i AE
∗
i , (100)
R =
D−1∑
i=0
E∗i+1AE
∗
i . (101)
We call L (resp. F ) (resp. R) the lowering matrix (resp. flattening matrix) (resp. raising
matrix).
Observe that Lt = R and F t = F . Moreover A = L+ F +R.
Lemma 26.2. The following (i)–(iii) hold.
(i) LE∗i = E
∗
i−1LE
∗
i = E
∗
i−1L = E
∗
i−1AE
∗
i (1 ≤ i ≤ D), LE
∗
0 = 0.
(ii) FE∗i = E
∗
i FE
∗
i = E
∗
i F = E
∗
iAE
∗
i (0 ≤ i ≤ D).
(iii) RE∗i = E
∗
i+1RE
∗
i = E
∗
i+1R = E
∗
i+1AE
∗
i (0 ≤ i ≤ D − 1), RE
∗
D = 0.
Proof: Routine verification using Definition 26.1 and E∗iE
∗
j = δijE
∗
i (0 ≤ i, j ≤ D). ✷
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Proposition 26.3. The following (i), (ii) hold.
(i) LF − q2FL = (q2e − 1)L.
(ii) FR− q2RF = (q2e − 1)R.
Proof: (i) Let y, z denote vertices in X . Let i = ∂(x, z). For the equation in (i) we show
that the (y, z)-entries of both sides are equal. By construction
Lyz =
{
1 if ∂(y, z) = 1 and ∂(x, y) = i− 1;
0 otherwise.
By Definition 26.1 and Lemma 20.4,
(LF )yz =
{
0 if ∂(x, y) 6= i− 1;
|Γi(x) ∩ Γ(y) ∩ Γ(z)| if ∂(x, y) = i− 1,
(FL)yz =
{
0 if ∂(x, y) 6= i− 1;
|Γi−1(x) ∩ Γ(y) ∩ Γ(z)| if ∂(x, y) = i− 1.
We split our argument into cases.
Case y = z, or ∂(y, z) > 2, or ∂(x, y) 6= i− 1: The (y, z)-entries of LF, FL and L are zero.
Therefore the (y, z)-entry of each side of the equation in (i) is zero.
Case ∂(y, z) = 2 and ∂(x, y) = i − 1: By Lemma 18.3 the (y, z)-entry of LF is q2 and the
(y, z)-entry of FL is 1. The (y, z)-entry of L is zero. Therefore the (y, z)-entry of each side
of the equation in (i) is zero.
Case ∂(y, z) = 1 and ∂(x, y) = i − 1: By Lemma 15.5 and Corollary 16.2 the (y, z)-entry
of LF is q2e − 1 and the (y, z)-entry of FL is 0. The (y, z)-entry of L is 1. Therefore the
(y, z)-entry of each side of the equation in (i) is q2e − 1.
(ii) Take the transpose of each term in (i). ✷
Proposition 26.4. The following (i), (ii) hold.
(i)
q4
q2 + 1
RL2 − LRL+
q−2
q2 + 1
L2R = −q2e+2D−2L.
(ii)
q4
q2 + 1
R2L− RLR +
q−2
q2 + 1
LR2 = −q2e+2D−2R.
Proof: (i) Let
S =
q4
q2 + 1
RL2 − LRL+
q−2
q2 + 1
L2R + q2e+2D−2L.
We show S = 0. Since I =
∑D
i=0E
∗
i ,
S =
(
D∑
i=0
E∗i
)
S
(
D∑
j=0
E∗j
)
=
D∑
i=0
D∑
j=0
E∗i SE
∗
j .
56
By Lemma 26.2 and since E∗l E
∗
m = δlmE
∗
l for 0 ≤ l, m ≤ D, we have E
∗
i SE
∗
j = 0 if i 6= j− 1.
Therefore it suffices to show E∗j−1SE
∗
j = 0 for 1 ≤ j ≤ D. Let j be given. By Lemma 16.5,
θ∗l − θ
∗
l−1 = q
2(θ∗l+1 − θ
∗
l ) (1 ≤ l ≤ D − 1). (102)
Expanding (61) we get
0 = A3A∗ − (β + 1)A2A∗A+ (β + 1)AA∗A2 −A∗A3
+ γ(A∗A2 − A2A∗) + ̺(A∗A− AA∗).
In the above equation multiply each term on the left by E∗j−1 and on the right by E
∗
j . Simplify
the result using A = L+ F +R, and A∗E∗l = θ
∗
lE
∗
l (0 ≤ l ≤ D) along with Lemma 16.7(i),
Lemma 26.2 and (102). This yields
0 = (q + q−1)2E∗j−1
(
−
q4
q2 + 1
RL2 + LRL−
q−2
q2 + 1
L2R
)
E∗j
+ E∗j−1
(
LF 2 − βFLF + F 2L− γ(FL+ LF )− ̺L
)
E∗j .
(103)
Using Lemma 16.7 and Proposition 26.3(i) one checks
LF 2 − βFLF + F 2L− γ(FL+ LF )− ̺L = −q2D+2e−2(q + q−1)2L. (104)
Simplifying (103) using (104) and q + q−1 6= 0, we have E∗j−1SE
∗
j = 0. We have now shown
that S = 0. The result follows.
(ii) Take the transpose of each term in (i). ✷
Definition 26.5. We define the matrix K ∈ T by
K =
D∑
i=0
q−2iE∗i . (105)
Observe that K is diagonal. Moreover K = ξ−1(A∗ − ζI) where ζ, ξ are from Lemma 16.5.
The next two lemmas follow from Definition 26.5.
Lemma 26.6. The matrix K is invertible and K−1 =
D∑
i=0
q2iE∗i .
Lemma 26.7. For 0 ≤ i ≤ D we have KE∗i = E
∗
iK = q
−2iE∗i .
Lemma 26.8. The algebra T is generated by L, F,R,K.
Proof: Recall that T is generated by A,A∗. The result follows from this, the comments after
Definition 26.1, and the comments after Definition 26.5. ✷
Proposition 26.9. The following (i)–(iii) hold.
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(i) KL = q2LK.
(ii) KF = FK.
(iii) KR = q−2RK.
Proof: (i) By (105) we have KL =
∑D
i=0 q
−2iE∗i L and q
2LK =
∑d
i=0 q
2−2iLE∗i . Comparing
these equations using Lemma 26.2(i) we find KL = q2LK.
(ii) Similar to the proof of (i).
(iii) Take the transpose of each term in (i). ✷
We mention a consequence of the relations from Proposition 26.3, Proposition 26.4 and
Proposition 26.9.
Lemma 26.10. The matrices LR,RL, F,K mutually commute.
Proof: By Proposition 26.9 the matrix K commutes with each of LR,RL, F . By Proposition
26.3 the matrix F commutes with each of LR,RL. It remains to show that LR,RL commute.
In Proposition 26.4 multiply each side of equation (i) on the right by R and multiply each
side of equation (ii) on the left by L. Taking the difference between the resulting equations
and simplifying we get LR2L = RL2R. Therefore LR,RL commute. The result follows. ✷
The matrices L, F,R can be expressed in terms of A,K,K−1 as follows.
Lemma 26.11. The following (i)–(iii) hold.
(i) L =
q−1K−1AK + qKAK−1 − (q + q−1)A
(q − q−1)2(q + q−1)
.
(ii) F =
(q2 + q−2)A−K−1AK −KAK−1
(q − q−1)2
.
(iii) R =
qK−1AK + q−1KAK−1 − (q + q−1)A
(q − q−1)2(q + q−1)
.
Proof: In each equation eliminate A using A = L + F + R and simplify the result using
Proposition 26.9. ✷
27 The central elements Ω, G,G∗ in terms of L, F,R,K
We continue to discuss the dual polar graph Γ from Section 16. Recall the central elements
Ω, G,G∗ of T from Lemma 14.11. Recall the elements L, F,R,K of T from Section 26. In
this section we display each of Ω, G,G∗ in terms of L, F,R,K.
Proposition 27.1. Let ξ, ζ denote the scalars from Lemma 16.5, and let γ, ̺ denote the
scalars from Lemma 16.7. Then Ω, G,G∗ can be expressed in terms of L, F,R,K as follows.
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(i) Ω = −
ξ(q2 − 1)2
q2
KF −
ξ(q2 − 1)(q2e − 1)
q2
K − 2γζI.
(ii) G = ξ(1− q4)KRL+ ξ(1− q−4)KLR + ξ(q−2 − 1)(q2e − 1)KF − ̺ξK − ̺ζI.
(iii) G∗ =
ζξ(q2 − 1)2
q2
KF +
ζξ(q2 − 1)(q2e − 1)
q2
K + γζ2I.
Proof: (i) Combine Lemma 20.2, Definition 26.1 and Definition 26.5.
(ii) Combine Lemma 21.1, Definition 26.1 and Definition 26.5.
(iii) Combine Lemma 20.1 and (i). ✷
28 The central elements C0, C1, C2
We continue to discuss the dual polar graph Γ from Section 16. In this section we define three
matrices C0, C1, C2 in T which involve L, F,R,K from Section 26. We show that C0, C1, C2
are in Z(T ). Then we display the actions of C0, C1, C2 on each irreducible T -module. Using
this data we show that C0, C1, C2 generate Z(T ).
Definition 28.1. We define the matrices C0, C1, C2 in T as follows.
(i) C0 = KF +
q2e − 1
q2 − 1
K.
(ii) C1 =
q2
q2 + 1
KRL−
q−2
q2 + 1
KLR +
q2e+2D−2
q2 − 1
K.
(iii) C2 =
1
q2 + 1
K2RL−
q−2
q2 + 1
K2LR +
q2e+2D−2
q4 − 1
K2.
We have an observation.
Lemma 28.2. The matrices C0, C1, C2 are symmetric.
Proof: By Lemma 26.10 and Definition 28.1 together with the fact that F,K are symmetric
and Rt = L. ✷
Lemma 28.3. Each of C0, C1, C2 is in Z(T ).
Proof: We first show that C0 ∈ Z(T ). By Lemma 26.8 it suffices to show that C0 com-
mutes with each of L, F,R,K. By Lemma 26.10 the matrix C0 commutes with F,K. Using
Proposition 26.3(ii) and Proposition 26.9(iii) one checks that C0 commutes with R. By this,
Lemma 28.2 and since Rt = L, we have C0L−LC0 = (RC0−C0R)
t = 0. Therefore C0 com-
mutes with L. We have now shown that C0 commutes with each of L, F,R,K. Therefore
C0 ∈ Z(T ). By a similar argument using Proposition 26.4, Proposition 26.9 and Lemma
26.10 we find that C1, C2 are in Z(T ). ✷
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Lemma 28.4. Let W denote an irreducible T -module. Let r, t, d denote the endpoint, dual
endpoint and diameter of W , respectively. Then the following (i)–(iii) hold.
(i) C0 acts on W as χ0(r, t, d)I where
χ0(r, t, d) =
q2e+2D−2d−2r−2t − q2t−2r
q2 − 1
. (106)
(ii) C1 acts on W as χ1(r, t, d)I where
χ1(r, t, d) =
q2e+2D−1−d−2r(qd+1 + q−d−1)
q4 − 1
. (107)
(iii) C2 acts on W as χ2(r, t, d)I where
χ2(r, t, d) =
q2e+2D−2−2d−4r
q4 − 1
. (108)
Proof: Fix an integer i (0 ≤ i ≤ d). By Definition 28.1(i), (100), (105) and Definition 14.5,
the element C0 acts on E
∗
r+iW as
q−2r−2iai(W ) +
q−2r−2i(q2e − 1)
q2 − 1
(109)
times I. Using Lemma 17.2 one checks that (109) equals χ0(r, t, d). Therefore (i) holds. By
Definition 28.1(ii), (99), (101), (105) and Definition 14.5, the element C1 acts on E
∗
r+iW as
q2−2r−2i
q2 + 1
ci(W )bi−1(W )−
q−2−2r−2i
q2 + 1
bi(W )ci+1(W ) +
q2e+2D−2−2r−2i
q2 − 1
(110)
times I. Using Lemma 17.2 one checks that (110) equals χ1(r, t, d). Therefore (ii) holds. By
Definition 28.1(iii), (99), (101), (105) and Definition 14.5, the element C2 acts on E
∗
r+iW as
q−4r−4i
q2 + 1
ci(W )bi−1(W )−
q−2−4r−4i
q2 + 1
bi(W )ci+1(W ) +
q2e+2D−2−4r−4i
q4 − 1
(111)
times I. Using Lemma 17.2 one checks that (111) equals χ2(r, t, d). Therefore (iii) holds. ✷
Theorem 28.5. The algebra Z(T ) is generated by C0, C1, C2.
Proof: Let Z ′ denote the subalgebra of T generated by C0, C1, C2. We show Z
′ = Z(T ). By
Lemma 28.3, the algebra Z ′ is contained in Z(T ). We now show the reverse inclusion. To do
this, by Lemma 19.1 it suffices to show Eλ ∈ Z
′ for all λ ∈ Feas. Let (r, t, d) and (r′, t′, d′)
denote distinct elements of Feas. We claim that there exists an integer i ∈ {0, 1, 2} such
that χi(r, t, d) 6= χi(r
′, t′, d′). Suppose this is not the case. By (106)–(108),
q2e+2D−2d−2r−2t − q2t−2r = q2e+2D−2d
′−2r′−2t′ − q2t
′−2r′ , (112)
q−d−2r(qd+1 + q−d−1) = q−d
′−2r′(qd
′+1 + q−d
′−1), (113)
q−2d−4r = q−2d
′−4r′. (114)
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We show d = d′. By (114) we have q−d−2r = q−d
′−2r′ . By this and (113) we have
qd+1 + q−d−1 = qd
′+1 + q−d
′−1. Simplifying this we get (qd+d
′+2 − 1)(qd+1 − qd
′+1) = 0. Since
d+d′+2 6= 0 and q is not a root of unity, we have qd+1 = qd
′+1 so d = d′. Next we show r = r′.
This is immediate from (114) and the fact that d = d′. Now we show t = t′. Evaluate (112)
using r = r′ and d = d′, and simplify the result we get (q2e+2D−2d + q2t+2t
′
)(q2t
′
− q2t) = 0.
But q2e+2D−2d + q2t+2t
′
6= 0 since q is not a root of unity. Therfore q2t
′
= q2t and thus t = t′.
We have shown (r, t, d) = (r′, t′, d′) for a contradiction. Therefore the claim holds. By the
claim and Lemma 28.4 we have Eλ ∈ Z
′ for all λ ∈ Feas. The result follows. ✷
We finish this section with a comment.
Lemma 28.6. The following (i), (ii) hold.
(i) RL =
q2 + 1
q2 − 1
K−1C1 −
q2 + 1
q2 − 1
K−2C2 −
q2e+2D
(q2 − 1)2
I.
(ii) LR =
q2(q2 + 1)
q2 − 1
K−1C1 −
q4(q2 + 1)
q2 − 1
K−2C2 −
q2e+2D
(q2 − 1)2
I.
Proof: Solve for RL and LR using Definition 28.1(ii), (iii). ✷
29 How C0, C1, C2 relate to Ω, G,G
∗ and Υ,Ψ,Λ
We continue to discuss the dual polar graph Γ from Section 16. So far we obtained a number
of central elements of T . We have Ω, G,G∗ from Lemma 14.11, Υ,Ψ,Λ from Section 22, and
C0, C1, C2 from Section 28. In Proposition 22.24 we expressed Ω, G,G
∗ in terms of Υ,Ψ,Λ.
In this section we express Ω, G,G∗ in terms of C0, C1, C2 and express C0, C1, C2 in terms of
Υ,Ψ,Λ.
Proposition 29.1. Let ζ, ξ denote the scalars from Lemma 16.5 and let γ, ̺ denote the
scalars from Lemma 16.7. Then the following (i)–(iii) hold.
(i) Ω = −ξq−2(q2 − 1)2C0 − 2γζI.
(ii) G = ξ(q−2 − 1)(q2e − 1)C0 + ξ(q
−2 − 1)(q2 + 1)2C1 − ̺ζI.
(iii) G∗ = ζξq−2(q2 − 1)2C0 + γζ
2I.
Proof: (i) Evaluate Ω using Proposition 27.1(i). Evaluate C0 using Definition 28.1.
(ii) Evaluate G using Proposition 27.1(ii). Evaluate C0, C1 using Definition 28.1.
(iii) Combine Lemma 20.1 and (i). ✷
Proposition 29.2. The matrices C0, C1, C2 can be expressed in terms of Υ,Ψ,Λ as follows.
(i) C0 = (q
2 − 1)−1(q2eΥ−2 −Ψ−2).
(ii) C1 = q
2e+D−3(q2 − 1)(q2 + 1)−1Υ−1Ψ−1Λ.
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(iii) C2 = q
2e−2(q4 − 1)−1Υ−2Ψ−2.
Proof: (i) By construction V is a direct sum of irreducible T -modules. Let W denote an
irreducible T -module in the sum. It suffices to show that for the equation in (i) the two
sides agree on W . Let r, t, d denote the endpoint, dual endpoint, and diameter of W , re-
spectively. By Lemma 28.4, the element C0 acts on W as χ0(r, t, d)I. By Lemma 22.5 we
have W ⊆ σr+t+d−DV . By this and Lemma 22.8 the matrix Υ acts on W as q
r+t+d−D1. By
Lemma 22.12 we have W ⊆ ψr−tV . By this and Lemma 22.15 the matrix Ψ acts on W as
qr−t1. By these comments and (106), the two sides agree on W . The result follows
(ii), (iii) Similar to the proof of (i). ✷
30 L, F,R,K and Uq(sl2)
We continue to discuss the dual polar graph Γ from Section 16. In this section we display
some relationships between the Uq(sl2)-module structures from Theorem 24.3 and Theorem
24.4 and the matrices L, F,R,K from Section 26.
Recall the central elements Υ,Ψ of T from Section 22.
Lemma 30.1. The actions of x, y, z on the Uq(sl2)-module V from Theorem 24.3 are given
by
x = q−DΥ−1Ψ−1K−1 + q−2e−D(q2 − 1)ΥΨ−1R,
y = q−DΥ−1Ψ−1K−1 − q−D(q2 − 1)Υ−1ΨL,
z = qDΥΨK.
Proof: Let h denote the scalar from (87) and let ξ denote the scalar from Lemma 16.5. By
Lemma 28.1 we have F − hI = K−1C0. By this and Proposition 29.2 we have
F − hI = (q2 − 1)−1(q2eΥ−2 −Ψ−2)K−1. (115)
In each of (90)–(92) evaluate B,B∗ using B = L+ F +R − hI and B∗ = ξK. Simplify the
result using Proposition 26.9 and (115). ✷
Lemma 30.2. The actions of x, y, z on the Uq(sl2)-module V from Theorem 24.4 are given
by
x = q−DΥ−1Ψ−1K−1 − q−D(q2 − 1)Υ−1ΨR,
y = q−DΥ−1Ψ−1K−1 + q−2e−D(q2 − 1)ΥΨ−1L,
z = qDΥΨK.
Proof: Similar to the proof of Lemma 30.1 but use (93)–(95) instead of (90)–(92). ✷
We now give reformulations of Lemma 30.1 and Lemma 30.2 in terms of the generators k, e, f
for Uq(sl2).
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Lemma 30.3. The actions of k, e, f on the Uq(sl2)-module V from Theorem 24.3 are given
by
k = qDΥΨK,
e = Ψ2KL,
f = q1−2e−DΥΨ−1R.
Proof: Combine Lemma 12.2 and Lemma 30.1. ✷
Lemma 30.4. The actions of k, e, f on the Uq(sl2)-module V from Theorem 24.4 are given
by
k = qDΥΨK,
e = −q−2eΥ2KL,
f = −q1−DΥ−1ΨR.
Proof: Combine Lemma 12.2 and Lemma 30.2. ✷
We finish this section with a comment decscribing how the two actions of Uq(sl2) on V from
Theorem 24.3 and Theorem 24.4 are related.
Theorem 30.5. Consider the table below. In the first column the three displayed elements
each induces an element in End(V ) using the Uq(sl2)-module structure from Theorem 24.4.
In the second column the three displayed elements each induces an element in End(V ) using
the Uq(sl2)-module structure from Theorem 24.3. For each row the two elements induce the
same element of End(V ).
Uq(sl2)-module structure Uq(sl2)-module structure
from Theorem 24.4 from Theorem 24.3
k k
e −q−2eΥ2Ψ−2e
f −q2eΥ−2Ψ2f
Proof: Compare the Uq(sl2)-actions from Lemma 30.3 and Lemma 30.4. ✷
31 Acknowledgements
This paper was the author’s Ph.D. thesis at the University of Wisconsin–Madison. The
author would like to thank his advisor Paul Terwilliger for offering many valuable ideas and
suggestions.
63
References
[1] E. Artin. Geometric Algebra. Interscience, New York, 1957.
[2] E. Bannai and T. Ito. Algebraic Combinatorics I: Association Schemes. Ben-
jamin/Cummings, London, 1984.
[3] N. Biggs. Algebraic Graph Theory. Second edition. Cambridge University Press, Cam-
bridge, 1993.
[4] A. E. Brouwer, A. M. Cohen, and A. Neumaier. Distance-Regular Graphs. Springer-
Verlag, Berlin, 1989.
[5] A. E. Brouwer and H. A. Wilbrink. The structure of near polygons with quads. Geom-
metriae Dedicata. 14 (1983), 145–176.
[6] P. J. Cameron. Projective and Polar Spaces. QWM Math Notes, London, 1992.
[7] D. Cerzo. Structure of thin irreducible modules of a Q-polynomial distance-regular
graph. Linear Algebra Appl. 433 (2010), no. 8–10, 1573–1613. arXiv:1003.5368.
[8] C. Curtis and I. Reiner. Representation Theory of Finite Groups and Associative Alge-
bras. Interscience, New York, 1962.
[9] J. T. Go and P. Terwilliger. Tight distance-regular graphs and the subconstituent alge-
bra. European J. Combin. 23 (2002), 793–816.
[10] C. D. Godsil. Algebraic Combinatorics. Chapman and Hall, Inc., New York, 1993.
[11] R.A. Horn and C.R. Johnson.Matrix Analysis. Cambridge University Press, Cambridge,
MA, 1985.
[12] T. Ito, K. Tanabe and P. Terwilliger. Some algebra related to P - and Q-polynomial
association schemes. Codes and association schemes (Piscataway NJ, 1999), 167–192,
DIMACS Ser. Discrete Math. Theoret. Comput. Sci. 56, Amer. Math. Soc., Providence
RI, 2001.
[13] T. Ito and P. Terwilliger. Distance-regular graphs and the q-tetrahedron algebra. Eu-
ropean J. Combin. 30 (2009), no. 3, 682–697. arXiv:math.CO/0608694.
[14] T. Ito and P. Terwilliger. q-Inverting pairs of linear transformations and the
q-tetrahedron algebra. Linear Algebra Appl. 426 (2007), no. 2–3, 516–532.
arXiv:math.RT/0606237.
[15] T. Ito, P. Terwilliger, and C. W. Weng. The quantum algebra Uq(sl2) and its equitable
presentation. J. Algebra 298 (2006), 284–301. arXiv:math.QA/0507477.
[16] J. C. Jantzen. Lectures on quantum groups, Graduate Studies in Mathematics 6, Amer.
Math. Soc., Providence RI, 1996.
64
[17] C. Kassel. Quantum Groups, Springer-Verlag, New York, 1995.
[18] Joohyung Kim. Some matrices associated with the split decomposition for a Q-
polynomial distance-regular graph. European J. Combin. 30 (2009), no. 1, 96–113.
[19] A. A. Pascasio. On the multiplicities of the primitive idempotents of a Q-polynomial
distance-regular graph. European J. Combin. 23 (2002), 1073–1078.
[20] E. E. Shult and A. Yanushka. Near n-gons and line systems. Geometriae Dedicata. 9
(1980), 1–72.
[21] P. Terwilliger. Leonard pairs from 24 points of view. Rocky mountain Journal of
Mathematics., 32(2):827–888, 2002.
[22] P. Terwilliger. The subconstituent algebra of an association scheme I. J. Algebraic
Combin. 1 (1992), 363–388.
[23] P. Terwilliger. The subconstituent algebra of an association scheme II. J. Algebraic
Combin. 2 (1993), 73–103.
[24] P. Terwilliger. The subconstituent algebra of an association scheme III. J. Algebraic
Combin. 2 (1993), 177–210.
[25] P. Terwilliger. The displacement and split decompositions for a Q-polynomial distance-
regular graph. Graphs Combin. 21 (2005), 263–276. arXiv:math.CO/0306142.
[26] P. Terwilliger. Two linear transformations each tridiagonal with respect to an eigenbasis
of the other. Linear Algebra Appl. 330 (2001), 149–203. arXiv:math.RA/0406555.
[27] P. Terwilliger. Two linear transformations each tridiagonal with respect to an eigen-
basis of the other; an algebraic approach to the Askey scheme of orthogonal poly-
nomials. Lecture notes for the summer school on orthogonal polynomials and special
functions. Universidad Carlos III de Madrid, Leganes, Spain. July 8–July 18, 2004.
arXiv:math.QA/0408390
[28] P. Terwilliger. Two linear transformations each tridiagonal with respect to an eigenbasis
of the other; the TD-D canonical form and the LB-UB canonical form. J. Algebra. 291
(2005), no. 1, 1–45. arXiv:math.RA/0304077.
[29] P. Terwilliger. The universal Askey-Wilson algebra and the equitable presentation of
Uq(sl2). SIGMA 7 (2011) 099, 26 pages. arXiv:1107.3544.
[30] P. Terwilliger and R. Vidunas. Leonard pairs and the Askey-Wilson relations. J. Alegbra
Appl. 3 (2004) 411–426. arXiv:math.QA/0305356.
[31] C. Weng. Weak-geodetically closed subgraphs in distance-regular graphs. Graphs.
Combin. 14 (1998), no.3, 275–304.
65
Chalermpong Worawannotai
Department of Mathematics
University of Wisconsin
480 Lincoln Drive
Madison, WI 53706-1388 USA
email: worawann@math.wisc.edu
66
