Abstract. A new class of change point test statistics is proposed that utilizes a weighting and trimming scheme for the cumulative sum (CUSUM) process inspired by Rényi (1953) . A thorough asymptotic analysis and simulations both demonstrate that this new class of statistics possess superior power compared to traditional change point statistics based on the CUSUM process when the change point is near the beginning or end of the sample. Generalizations of these "Rényi" statistics are also developed to test for changes in the parameters in linear and non-linear regression models, and in generalized method of moments estimation. In these contexts we applied the proposed statistics, as well as several others, to test for changes in the coefficients of Fama-French factor models. We observed that the Rényi statistic was the most effective in terms of retrospectively detecting change points that occur near the endpoints of the sample.
Introduction
We consider in this paper the development of a new class of change point test statistics that are useful in addressing the problem of retrospectively detecting change points in parameters of interest that might occur near the beginning or end of a sequence of observations. Such end-of-sample change points are usually difficult to detect with traditional procedures, like those based on measuring the fluctuations of the cumulative sum (CUSUM) process, since they rely on the existence of a proportional number of observations before or after the change point in order to maintain power. For an up to date survey on change point analysis in the context of time series data, we refer the reader to Aue and Horváth (2013) . Several authors have thus considered the problem of improving the power of change point tests in the case when the change might lie near the end points of the sample. The resulting methods typically resort to weighting the maximally selected CUSUM process or Wald Ftype statistics, and this is sometimes combined with trimming the domain on which such processes are maximized. In the context of a single change in the mean of scalar time series, Andrews (1993) considers the maximum of the standardized CUSUM process on a trimmed domain, which corresponds to the maximally selected likelihood ratio test with independent and identically distributed normal observations. The standardized CUSUM process can also be maximized over all possible change points without trimming, and in this case a DarlingErdős result is needed in order to establish the null asymptotics of the statistic. The details and history of these results are chronicled in Csörgő and Horváth (1993) , and Csörgő and Horváth (1997) . Darling-Erdős type statistics are considered in Ling (2007) and Hidalgo and Seo (2013) in order to test for changes in the model parameters in general time series models with weakly dependent errors. In related work, Andrews (2003) develops end-of-sample instability tests assuming that the location of the potential change point in the parameters is known a priori, and that the number of observations before or after the change point is presumed to be fixed in the asymptotics. Some of these results and practical considerations for end-of-sample change point detection with known and unknown potential change points are surveyed in Busetti (2015) . We propose here a new class of change point test statistics that utilize more heavily weighted and trimmed CUSUM processes than have been considered previously. The inspiration for this weighting/trimming scheme comes from some results of Rényi related to the uniform empirical process, which were further studied by Csörgő; see Rényi (1953) and Csörgő (1965) . For this reason, we refer to the proposed statistics as "Rényi" statistics. We establish the null asymptotics of these Rényi statistics below, which utilize some recent results on the rate of convergence in the Gaussian approximation of partial sum processes for general weakly dependent time series. We further show that these statistics possess superior power when compared to traditional tests based on the CUSUM process when the change point is near the end points of the sample. These results may also be generalized to test for changes in model parameters in linear and non-linear regression using the least squares principle and generalized method of moment estimation. In a Monte Carlo simulation study, we observed that the proposed statistic outperformed traditional CUSUM based statistics in this setting. We also demonstrate the proposed method in an application to test for change points in the parameters of the Fama-French five factor model. In this case we observed that the proposed statistic is more efficient in retrospectively detecting evident change points when they are near the end points of the sample. The paper is organized as follows. In Section 2, the Rényi statistic is introduced and we develop its asymptotic properties. This statistic is extended to test for changes in linear and nonlinear regression in Section 3. An asymptotic comparison between the proposed test and standard CUSUM based test statistics is given in Section 4. We present the results of a Monte Carlo simulation study in which we compare the proposed statistic to several competitors for end of sample changes in Section 5, and then present a data application in Section 6. Proofs of all results are given in an online supplement to this article . The code and data used to reproduce the simulation study and data analysis are available at https://github.com/ntguardian/CPAT.
Rényi change point statistics, and their null asymptotics
At first, we restrict our attention to the simple location model for scalar random variables X t = µ t + e t , 1 ≤ t ≤ T, (2.1) where Ee i = 0, and further consider the hypothesis test of H 0 : µ 1 = µ 2 = . . . = µ T , versus the at most one change in the mean alternative, H A : µ 1 = µ 2 = . . . = µ t * = µ t * +1 = . . . = µ T with some 1 < t * < T, where t * is unknown. Multivariate generalizations of these results are presented in Section B of the supplement to this article, Horváth et al (2018+), but here we focus on the univariate case in order to simplify the presentation. Typical test statistics for this hypothesis testing problem are based on functionals of the CUSUM process. For example,
which denotes the maximally selected CUSUM process, can be applied. In order to increase the power of A T when the change point t * might be close to 1 or T , weighted CUSUM statistics may be used. Let 0 ≤ τ < 1/2, and define the weighted version of A T :
; we refer to Csörgő and Horváth (1993) and Csörgő and Horváth (1997) for a comprehensive study of such statistics. The maximally selected standardized CUSUM A T (1/2) has received special attention in the literature due to its connection with maximally selected likelihood ratio tests assuming Gaussian observations. The statistic A T (1/2) appears in Andrews (1993) , where it is shown that even when the errors in model (2.1) are independent and identically distributed, A T (1/2) → ∞ in probability under both H 0 and H A . Andrews (1993) introduced the statistic
X s , to overcome this problem, which depends on the choice of a trimming parameter t T , usually taken to satisfy, (2.2) t T = Tθ with some 0 <θ < 1/2.
Under (2.2), the convergence in distribution ofĀ T (1/2, t T ) follows immediately from the weak convergence of T −1/2 T u s=1 e s , 0 ≤ u ≤ 1 when H 0 holds. Although A T (1/2) diverges in probability, it does have a limit distribution to an extreme value law after a suitable normalization using the results of Darling and Erdős (1956) ; see Csörgő and Horváth (1993) . We note that if t T /T → 0, as T → ∞, thenĀ T (1/2, t T ) obeys a Darling-Erdős law. A common feature of all of the above statistics is that they may be written as the maximal weighted difference between the sample means of the first t and the last T − t observations. To illustrate, simple calculation shows that
and so the CUSUM used to define A T is the difference between the sample means of the first t and the last T − t observations that is down-weighted at the end points by a factor of T −1/2 . In order that change points at the beginning or end of the sample might be more apparent, one might instead consider directly the maximal difference between the sample means before and after each potential change point t. The statistic based on maximizing this difference over all t will evidently not have a limiting distribution without down-weighting or trimming the difference near the endpoints. We consider here the properties of
which we refer to as a Rényi statistic. The limit distribution of D T will evidently depend on the choice of the trimming parameter t T . For example, if (2.2) holds, then t
1/2
T D T would converge in distribution to the maximum of a Gaussian process on a trimmed domain, and yield a similar test as in Andrews (1993) . To increase the power of D T when a change in the mean might be near the endpoints of the sample, we assume instead that Assumption 2.1. t T → ∞ and t T /T → 0, as T → ∞.
In order to establish the limit distribution of t 1/2 T D T under Assumption 2.1, we require a rate in the weak convergence of the partial sum process of the e s 's, which we quantify with the following assumption. Assumption 2.2. There are independent Wiener processes {W T,1 (x), 0 ≤ x ≤ T /2} and
and (2.4) max
with some σ > 0 and 0 < κ < 1/2.
The constant σ 2 can be interpreted as the long run variance of the sequence e s , −∞ < s < ∞. Assumption 2.2 has been established for several broad classes of stationary sequences. In the case when e s , −∞ < s < ∞ is a stationary and strongly mixing sequence, Assumption 2.2 was shown to hold in Kuelbs and Philipp (1980) (see also Bradley (2007) and Davis et al. (1995) 
where ξ 1 , ξ 2 are independent and each have the same distribution as ξ defined in (2.5). T D T /σ exceeds the 1 − α quantile of max(ξ 1 , ξ 2 ). Below, we compare this test based on D T to other typical change point statistics, but before doing so we develop Rényi type statistics in more general change point problems formulated for regression models. We note that one may also obtain similar results with D T defined with asymmetric trimming, i.e. to define
with s T also satisfying 2.2. We develop this case in the supplement to this paper, Horváth et al. (2018+).
Extension to change point tests in regression models
We consider in this section the details of applying Rényi statistics in two important cases: simple linear regression and nonlinear regression using both the least squares principle and generalized method of moments.
3.1. Linear regression. Consider the simple linear regression
where x t ∈ R d and β t ∈ R d . We wish to test the null hypothesis
The sequences {x t } and {e t } are independent.
(ii) The sequence {x t } is stationary, ergodic, and |cov(x 0 (i), x t (i))| ≤ c(t + 1) −ζ with some c > 0 and ζ > 2, where x j (k) denotes the kth coordinate of x j . (iii) The sequence {e t } satisfies Ee 0 = 0 and |Ee t e s | ≤ c(|t − s| + 1)
−ζ with some c > 0 and ζ > 2.
We use the least squares estimatorβ T = (Z T Z T ) −1 Z T X T , where
and X T = (X 1 , X 2 , . . . , X T ) . It follows from the ergodic theorem that
Assumption 3.2. C z is a nonsingular matrix.
The residuals are defined by 
where ξ 1 , ξ 2 are independent and they have the same distribution as ξ of (2.5).
The statistic in Theorem 3.1 depends on the unknown long run variance σ 2 which can be estimated from the residualsê t , 1 ≤ t ≤ T , as discussed in Section 5 below.
3.2. Nonlinear regression. We next consider the nonlinear regression model X t = h(x t , θ t )+ e t , 1 ≤ t ≤ T, where the θ t 's are d-dimensional parameter vectors. Under the null hypothesis H (2) 0 : θ 1 = θ 2 = . . . = θ T and the alternative is formulated as H (2) A : there is 1 < t
is denoted by θ 0 . Using the least squares principle, the estimator for θ 0 is the location of the minimizer of
where the minimum is taken over the parameter space Θ. We make the following mild assumptions:
Assumption 3.3. The parameter space Θ is a compact subset of R d , and θ 0 is an interior point of Θ.
The conditions formulated in Assumption 3.4 ensure that under H 0 the differences between the functionals based on the unobservable errors e t and the residuals
are asymptotically negligible in the sense that they do not affect the limit in Theorem 2.1 when X t is replaced byẽ t . 
where ξ 1 , ξ 2 are independent and they have the same distribution as ξ of (2.5). g(x t ,θ T ) = 0, where x t contains both model and instrumental variables. Let m t (θ) = g(x t , θ), and we assume that the parameter θ ∈ Θ, where Θ is a compact subset of R. One could more generally consider θ ∈ R d , d ≥ 1, which we address in the the supplement to this paper, Horváth et al. (2018+) . Model stability in this case can be described as H
, for a unique θ 0 ∈ Θ, and a single change point at time t * is characterized
Under H 0 , θ 0 denotes the true value of the parameter. We require that Assumption 3.1 holds for the instrumental variables, which yields that m t (θ) is a stationary sequence. The following assumptions are standard in GMM estimation, see for example the conditions of Theorem 3.1 of Hansen (1982) . Assumption 3.7. There are independent Wiener processes {W T,1 (x), 0 ≤ x ≤ T /2} and
and (3.4) max
Ling (2007) establishes general conditions under which Assumption 3.7 holds.
0 , Assumptions 2.1, and 3.5-3.7 hold, and that x t satisfies Assumption 3.1(ii). Then as T → ∞, we have
where σ 2 is defined in Assumption 3.7, and ξ 1 and ξ 2 are independent with the same distribution as ξ of (2.5).
A comparison of the Rényi and maximally selected CUSUM statistics for end-of-sample changes
The primary advantage of the Rényi statistic over traditional test statistics is in its ability to detect change points that occur near the end points of the sample. We now study this advantage in detail by comparing the asymptotic properties of D T under the alternative of an end-of-sample change point to those of the maximally selected CUSUM statistic A T . A similar analysis could be conducted for the other CUSUM based statistics described above. If H 0 and Assumption 2.2 hold, then it is well known that
where B(t), 0 ≤ t ≤ 1 denotes a standard Brownian bridge (see Aue and Horváth (2013) ). Let ∆ = µ t * +1 − µ t * denote the size of change. In what follows, we allow both ∆ and t * to depend on T . The necessary and sufficient conditions for the asymptotic consistency of both A T and D T are as follows: Remark 4.1. Consider the case when |∆| is constant. Writing t * = T θ T , an early change point can be characterized by the assumption that θ T → 0 (a late change, θ T → 1, can be investigated similarly). In this case, Condition 4.1 reduces to 
Therefore, the power of D T asymptotically exceeds that of
Next we provide more detailed information on the local power functions of A T and D T in the case of an early change.
Theorem 4.2. We assume that t * /T → 0 as T → ∞, i.e. the change is early. (i) If {e s , −∞ < s < ∞} is a stationary sequence satisfying Assumption 2.2,
with someν > 2 and C for all 1 ≤ u ≤ v ≤ T, and |∆|(t * ) 3/2 /T → ∞, then we have that
where N denotes a standard normal random variable.
(ii) If Assumptions 2.1 and 2.2, t * /t T → ∞, and t
1/2
T t * |∆|/T → 0 hold, then we have that
where W (u) is a standard Wiener process.
Remarks 4.1, 4.2, and Theorem 4.2 suggest that t T should be chosen to be fairly small in order to detect early changes in contrast to the standard CUSUM based procedures. In the simulations and applications below we take t T = log T , and also consider several other potential choices of t T .
Consistency of Rényi statistics in regression.
We briefly discuss the consistency of our procedure based on the Rényi statistic constructed from the residualsê t andẽ t . The consistency of tests developed in the context of nonlinear regression can be discussed along similar lines as those based on Theorem 3.1, and so we focus just on this latter case. On account of Assumption 3.1(iii), the ergodic theorem implies that
x s =x 0 a.s.
with somex 0 ∈ R d . Let β (1) and β (2) denote the regressors before and after the change point t * , respectively. We allow that both β (1) and β (2) might depend on T and β (1) −β (2) → 0 is included under the alternative. We need some minor conditions on the size and the location of the change:
A , Assumptions 2.1-2.2, and 3.1-4.1 hold, then, as T → ∞, we have
Implementation details and a simulation study
Below we provide specifications for practically implementing the proposed tests, and study these in a simulation study. The code and data used to reproduce the simulation study and data analysis below are available at https://github.com/ntguardian/CPAT.
5.1.
Estimating the long run variance. Normalizing D T so that it has a pivotal limit distribution requires the estimation of σ 2 . Therefore in practice we use the statisticŝ
T,t are estimators for σ 2 assuming the observations might contain a mean change in order to preserve monotonic power; see Perron and Vogelsang (1992) and Vogelsang (1999) . So long as the sequence of estimatorsσ T,t satisfies (5.1) max
it follows from Theorem 2.1 that under H 0 and the assumptions of Theorem 2.1,
where ξ 1 and ξ 2 are independent and distributed as ξ of (2.5). Therefore, we aim to construct estimatorsσ T,t that satisfy (5.1) and (5.2). Also, under the conditions of Theorem 4.1(b) we have under the alternative thatĜ
In case of observations that are presumed to be uncorrelated, we use the estimators
Theorem 5.1. We assume that {e t , −∞ < t < ∞} is a stationary and ergodic sequence with Ee 0 = 0 and Ee When the model errors are presumed to be serially correlated, we use a kernel-smoothed estimate of the spectral density at frequency zero to estimate σ 2 ; see, for example, Priestley (1981) . The standard assumptions on the kernel K and the window (smoothing parameter) h will be used here:
with some c > 0, and K(u) is Lipshitz continuous on the real line.
For any 1 ≤ s ≤ T and 1 ≤ t < T we define
For every fix t we define the long run variance estimator
Our estimator accounts for a possible change in the mean at an unknown time. The classical estimator for σ 2 is similarly defined, one needs to replaceX t andX T −t withX T in definitions of the empirical covariance of lag . If {e t , −∞ < t < ∞} satisfies a Bernoulli shift assumption as considered in Aue et al. 
5.2.
Finite sample properties of Theorem 2.1. We now present the results of a simulation study that aimed to investigate how the limit result in Theorem 2.1 manifests under H 0 in finite samples for several different data generating processes (DGP's). All simulations were performed using the R statistical computing language. We considered two different DGP's under H 0 : 1) e t are iid normal random variables, 2) e t are iid taking values +1 and −1 with probability 1/2. For each of these DGP's, we generated 100,000 simulated samples of lengths T = 50, 250 and 1000, and calculated t 1/2 T D T /σ. We note that we did not estimate σ Figure 5 .1. Plots of the density of the limit (dash) and density estimates of the the Rényi statistics (solid) with sample size T = 250, t T = log T , e t is standard normal (upper left), e t is Bernoulli (upper right) and t T = T 1/2 , e t is standard normal (lower left), e t is Bernoulli (lower right) based on the standard normal kernel with bandwidths computed from the data were compared to the density of the limit in Theorem 2.1. The distribution of ξ can be found using Monte Carlo simulation, or using the formulas in Csörgő and Révész (1981, page 43). We employ the latter method below. Figure 5 .1 shows that the most relevant factor determining the speed of convergence in Theorem 2.1 for each DGP was the choice of t T . Large choices (t T = T 1/2 ) performed the best. But, even in the case when t T = log T , the convergence is quite fast, and importantly the difference between the sample and theoretical quantiles at the 0.9, 0.95, and 0.99 levels was small for each value of T and DGP considered.
5.3.
Comparison of change point tests for end-of-sample changes. We further compared the Rényi statistic D T ( log T ) in the case of changes occurring early in the sample to the standard CUSUM statistic A T , the Darling-Erdős statistic
where M T = 2 log log(T /(log T ) 3/2 ) −(1/2) log log log(T /(log T ) 3/2 ) + (1/2) log π, and to the Lagrange multiplier statistic LM t of equation (8) of Hidalgo and Seo (2013) . The limiting distributions of A T and E T are reviewed in Aue and Horváth (2013) . For the sake of brevity and in order to ease comparisons, we did not include the statistics of Andrews (1993) and Ling (2007) , due to their relative similarity in performance to the Darling-Erdős statistic. Comparing to the previous subsection, we in these simulations replace the theoretical σ with the corresponding long-run variance estimators defined in (5.4) with the Bartlett kernel and bandwidth defined in Andrews (1991) report results when the trimming parameter is t T = log T . Results for other choices of trimming parameter for D T were similar to the logarithmic case, with trimming parameters closer to the location of the change point (for a fixed T ) tending to perform better. We summarize these results as follows: (i) In the presence of moderate serial correlation and with a small sample size, the statistics utilizing normalization by the long run variance estimator tended to be oversized, as seen in Figure 5 .3. This did improve with increasing sample size. (ii) We observed that the test based on D T ( log T ) held its size well, even when using the kernel based long run variance estimator. This is especially true relative to the other CUSUM based tests, which typically had inflated size. (iii) When the change was very early, i.e. when t * = T 1/4 , the statistic D T ( log T ) exhibited higher power than either the standard CUSUM, DarlingErdős, or Hidalgo and Seo (2013) statistics. (iv) The standard CUSUM based statistic A T displayed low empirical power for such end-of-sample changes. Since the proportion of the observations before the change was decreasing to zero, the power of the CUSUM and the Darling-Erdős tests decreased or did not change as the sample size increased. The power of the Rényi statistic was still increasing with the sample size confirming the conclusion of Remark 4.2. (v) Among the competing statistics, the Rényi statistic generally showed the best performance for end of sample change detection, followed closely by the statistic of Hidalgo and Seo (2013).
Data Application: Application to change point testing in Fama-French factor models
In this section we illustrate the Rényi-type test's ability to detect end-of-sample structural changes when compared to both CUSUM or the Darling-Erdős statistic with an application (2015)) is a linear regression model intended to describe the expected return of a security or portfolio of financial assets. The model takes the following form:
In (6.1), R t is the return of the security or portfolio at time t; R F t is the risk-free rate of return; R M t is the market return; SM B t is the return on a diversified portfolio of small stocks minus the return on a diversified portfolio of big stocks; HM L t is the return of a portfolio of stocks with a high book-to-market (B/M) ratio minus the return of a portfolio of stocks with a low B/M ratio; RM W t is the returns of a portfolio of stocks with robust profitability minus a portfolio of stocks with weak profitability; and finally CM A t is the return of a portfolio of stocks with conservative investment minus the return of a portfolio of stocks with aggressive investment. Kenneth French published data for estimating these coefficients on his website, along with portfolios he constructed. Among the portfolios are 49 industry portfolios constructed by assigning each stock on the NASDAQ, NYSE, and AMEX exchanges to an industry portfolio based on the company's four-digit SIC code. One of those portfolios represents the banking industry. Both value-weighted and equal-weighted returns are provided, and here we use the value-weighted returns. More details about the data can be found on Kenneth French's website (French (2017) ). We estimated the coefficients of (6.1) for the banking portfolio using OLS on an expanding window of data with the starting point fixed at January 4th then ranged from 901 days in the initial sample to 965 days for the final sample. Notably this period includes September 15th of that year on which day Lehman Brothers filed for bankruptcy. For each of these datasets we estimated the coefficients of (6.1) and performed the CUSUM, Darling-Erdős, and Rényi-type tests (with trimming parameter t T = log(T ) for the latter) on the residuals. We did this both with and without using the HAC variance estimation described in (5.4) with the Bartlett kernel and bandwidth selected using the method of Andrews (1991). We report results for the former case, since the difference was negligible. We used R and C++ for computations, including functionality provided by the Rcpp and cointReg packages; see Eddelbuettel (2013) and Aschersleben and Wagner (2016) . A visual inspection of the residuals (not shown) suggests they are heteroskedastic. We performed Ljung-Box and Box-Pierce tests on the squared residuals to test for this type of dependence for one lag, with both tests rejecting the null hypothesis of independence (p < 0.001). Figure 6 shows the resulting p-value from each test indexed by the last date in the sample. We also compared these to the end-of-sample change point test of Andrews (2003) , which assumes that the potential change point is specified by the user. As the potential change point location for Andrews (2003) (2003) was not able to detect a change in this period, which we believe can be attributed to the fact that their statistic is not as strongly weighted as, for example, the Rényi-type statistic.
Supplementary Material
This supplement contains the proofs of the results in the main paper, as well as multivariate generalizations of Theorem 2.1. Generalizations to Rényi type statistics defined with asymmetric trimming are also developed. We provide the details of the consistency of the variance estimators defined in Section 5 of the main paper.
Appendix A. Proofs of Main Results
A.1. Proof of Theorem 2.1. First we note that under H 0
e s and V T,2 = max
Lemma A.1. If Assumptions 2.1-2.2 hold, then we have
Proof. It is easy to see that 
By the scale transformation of the Wiener process
Thus we get that
Similarly,
Thus we conclude 1 T max
and therefore (A.2) follows Assumption 2.1. Similar arguments can be used to prove (A.3).
Lemma A.2. If Assumptions 2.1-2.2 hold, then we have
where ξ 1 and ξ 2 are defined in Theorem 2.1.
Proof. It follows from Assumption 2.2 that
by Assumption 2.1 and similarly
Since the Wiener processes W T,1 and W T,2 are independent for all T , the asymptotic independence in Lemma A.2 follows from (A.4) and (A.5). By symmetry, we need to show only that
where ξ is defined above Theorem 2.1. By the scale transformation of the Wiener process 
It follows from Assumptions 2.1, 2.2 and 3.1 that
and therefore
Hence using a two term Taylor expansion with Assumption 3.4 we conclude
Using again Assumption 3.4 with (A.6) we get that
The result now follows from Theorem 2.1. Proof of Theorem 3.3. It follows from Assumptions 3.1 and 3.6 that for all θ ∈ Θ,
By the mean value theorem for all θ, θ ∈ Θ, we have that for some ν ∈ (θ, θ ),
which yields thatθ
Again by the mean value theorem we have that
where ν T satisfies |ν T − θ 0 | ≤ |θ T − θ 0 |. By Assumption 3.6, we have that
Hence by Assumption 3.7, we get that
Applying Assumptions 2.1, 3.7 and (A.9), we get that
Indeed by the mean value theorem, we have that
with ν t ∈ (θ T , θ 0 ), and (A.9) and (A.10) imply that
which establishes (A.10). (A.11) follows similarly. Now the result follows from (A.10), (A.11), Assumption 3.7, and Theorem 2.1.
A.3. Proof of Theorems 4.1-4.3. Since the change in mean occurs at time t * we have that
where
Proof of Theorem 4.1. It follows from (A.12) that
and therefore (4.1) from the main text and Condition 4.1 imply (4.2) of the main paper. Similarly,
Hence (4.3) of the main paper follows from Theorem 2.1 and Condition 4.2.
Lemma A.3. If (4.4) from the main paper holds, then we have that
Furthermore, for all x > 0 we have
with some constant c * . By the the maximal inequality of Billingsley (1968) 
We note that there is a constant c 1 > 0 such that z t * ,T − z t,T ≥ c 1 (t * − t)∆T −1/2 , if 1 ≤ t ≤ t * , and therefore for all c 2 we have (A. 21) lim sup
where t 1 = (log T )/∆ 2 . Next we observe that
Hence it follows from (A.20
for all x > 0. Let t C,1 = C/∆ 2 . We note that by (A.17) for all C > 2 lim α→∞ P max t * −t1≤t≤t C,1
It is easy to see that for all α and c 1 > 0 lim sup Elementary arguments give that for C sufficiently large lim sup
Similarly to (A.22) and (A.23) we have
Thus we conclude
Also,
for all C > 0. It follows from Assumption 2.2 and the stationarity of e s , −∞ < s < ∞ that for all C > 0 max 
We note that
where v t,T is defined in A.14. We write
where 
, where Again due to the assumptions of Theorem 4.2(ii) we have that sup 2t * ≤t≤T −t Tv t,T → −∞ as T → ∞, and therefore by (A.27) we have 
Hence Assumption 3.1(ii) yields
so the result follows from Assumption 4.1(ii).
Appendix B. Multivariate generalization of Theorem 2.1
Consider a stationary sequence of random vectors X t ∈ R d that satisfies which
where Eε t = 0, and
which we assume is well defined and invertible. We let · denote the Euclidean norm in R d . We consider the asymptotic properties of D T defined by
i.e. D T is the square root of the trimmed maximally selected quadratic form based the difference between the averages of X t .
Assumption B.1. t T → ∞ and t T /T → 0, as T → ∞.
In order to establish the limit distribution of D T under Assumption B.1, we require a rate in the weak convergence of the partial sum process of the ε j 's, which we quantify with the following assumption: Assumption B.2. There are two independent sequences of standard d−dimensional Wiener processes
and (B.3) max
with some 0 < κ < 1/2.
Theorem B.1. Under these assumptions, we have that
where ξ 1 , ξ 2 are independent and each have the same distribution as
where W(x) is a standard d-dimensional Brownian motion.
B.1. Proof of Theorem B.1. Evidently under (B.1), the statistic D T does not depend on µ, and hence we may assume without loss of generality that D T is defined by
It follows then that
and
where ξ 1 , ξ 2 are independent and each have the same distribution as ξ defined in (C.3).
We can also formulate our results in terms of more generally weighted CUSUM processes. Let
where τ satisfies 1/2 < τ < ∞. The limit distribution of F T (τ ) will be given in terms of the distribution of the random variable
We note that by the law of iterated logarithm at zero for the Wiener process, the random variable ξ(τ ) is finite a.s. for all 1/2 < τ < ∞.
Theorem C.2. If H 0 and Assumptions B.1-C.1 hold, and 1/2 < τ < ∞, then, as T → ∞, we have
where ξ 1 (τ ), ξ 2 (τ ) are independent and they have the same distribution as ξ(τ ).
We can also formulate our results in terms of more generally weighted CUSUM processes. Let We note that by the law of iterated logarithm at zero for the Wiener process, the random variable ξ(τ ) is finite a.s. for all 1/2 < τ < ∞.
Theorem C.3. If H 0 and Assumptions B.1-C.1 hold, and 1/2 < τ < ∞, then, as T → ∞, we have
To prove Theorem C.3, we write under H 0 that sup Assumption D.1. The sequence e s − ∞ < s < ∞ is a Bernoulli shift, i.e. there is measurable function f such that e s = f (ε s , ε s−1 , . . .), where ε s , −∞ < s < ∞ are independent and identically distributed random variables in some measurable space. In addition, 
