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COINCIDENCE POINTS OF MAPPINGS IN BANACH
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Abstract. In this article we prove an existence theorem for co-
incidence points of mappings in Banach spaces. This theorem gen-
eralizes the Kantorovich fixed point theorem.
1. Introduction
In this short note we develop the ideas of Leonid Kantorovich [2] to
the problem of coincidence points of mappings in Banach spaces.
Problem of coincidence points is actively discussed for the last decade.
We do not try to present any survey of the large amount of articles pub-
lished in this field.
We just mention only one very general and simple result obtained
by A.V. Arutyunov that is most close to the topic of our article.
Let (Q, dQ), (P, dP ) stand for the metric spaces; the space Q is com-
plete. And let u, v : Q→ P be mappings.
By v : Q→ P denote a Lipschitz continuous mapping:
dP (v(x1), v(x2)) ≤ β dQ(x1, x2), x1, x2 ∈ Q.
A mapping u : Q→ P we assume to be continuous and such that the
inequality
dP (u(x
′), y) ≤ α r
implies that there exists an element x ∈ Q, dQ(x, x
′) ≤ r which
satisfies the following equation u(x) = y. This assumption holds for
any r > 0; the positive number α is fixed.
Such a mapping u is said to be the α−covering.
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Theorem 1 ([1]). If β < α then there exists a point x∗ ∈ Q such that
v(x∗) = u(x∗).
The proof of this theorem is based upon a successive approximation
procedure that is similar to one from the contraction mapping principle.
Describe briefly this process. Take any point x0 ∈ Q. Then there
exists a point x1 ∈ Q such that u(x1) = v(x0) and so on. Eventually,
we obtain u(xi+1) = v(xi). The sequence {xi} can be chosen such that
dQ(xi+1, xi) ≤
β
α
dQ(xi, xi−1).
So it is convergent with exponential rate.
In this article we present a theorem that allows to obtain existence
results even for the case when the successive approximation procedure
converges arbitrary slow.
1.1. Example. Let X, Y be Banach spaces over the field R or C. By
BX(xˆ, R) we denote the open ball of this space:
BX(xˆ, R) = {x ∈ X | ‖x− xˆ‖X < R},
and BX(xˆ, R) = {x ∈ X | ‖x− xˆ‖X ≤ R}.
Consider a continuous bilinear function A : X ×X → Y such that
‖A(x1, x2)‖Y ≤ a‖x1‖X‖x2‖X , A(x1, x2) = A(x2, x1).
Let B : X → Y stand for a bounded linear operator onto:
BY (0, b) ⊆ B(BX(0, 1))
with some positive constant b. Let C stand for a fixed element of
Y, ‖C‖Y = c.
Proposition 1. If D = b2 − 4ac ≥ 0 then the equation
A(x, x) +Bx+ C = 0 (1.1)
has a solution.
If D > 0 then this proposition follows from theorem 1; the corre-
sponding successive approximations converge exponentially. If D = 0
then the successive procedure converges slower than exponentially and
the result does not follow from theorem 1.
Proposition 1 follows from theorem 2, we discuss it in the next sec-
tion.
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2. Main Theorem
Suppose for some fixed x0 ∈ X and r > 0 we are given with a
continuous mapping
Ψ : BX(x0, 2r)→ Y.
In the sequel we use a notation I = [τ0, τ0 + r); it is allowed to be
r =∞. Let ψ ∈ C(I) be a non-decreasing function.
Definition 2.1. We shall say that Ψ is a ψ-covering iff for any τ0 ≤
τ ′ < τ ′′ < τ0 + r and for any x
′ ∈ BX(x0, r) one has
BY (Ψ(x
′), ψ(τ ′′)− ψ(τ ′)) ⊆ Ψ
(
BX(x
′, τ ′′ − τ ′)
)
.
Remark 1. If we take ψ(τ) = ατ then ψ−covering turns into α−covering.
Introduce also a function Φ : BX(x0, r) → Y which is assumed to
be Freche´t differentiable at each point and the function x 7→ Φ′(x) is
continuous with respect to the operator norm.
Theorem 2. Suppose that the following hypotheses hold
H1. The mapping Ψ is a ψ−covering.
H2. There exists an increasing function ϕ ∈ C1(I) such that
‖Φ(x0)−Ψ(x0)‖Y ≤ ϕ(τ0)− ψ(τ0)
and for each τ ∈ I the inequality ‖x− x0‖X ≤ τ − τ0 implies
‖Φ′(x)‖ ≤ ϕ′(τ).
Assume also that an equation ψ(τ) = ϕ(τ) has at least one solution
and let τ∗ ∈ I be its smallest solution. Then there exists a point
x∗ ∈ BX(x0, r), ‖x∗ − x0‖X ≤ τ∗ − τ0
such that
Φ(x∗) = Ψ(x∗). (2.1)
Remark 2. If X = Y, Ψ(x) = x, ψ(τ) = τ then hypothesis H1
holds automatically and theorem 2 turns into Kantorovich’s result.
Rewrite equation (1.1) as follows
Φ(x) = A(x, x) + C, Ψ(x) = −Bx, Φ(x) = Ψ(x).
It is not hard to show that Ψ is a ψ−covering with
ψ(τ) = bτ, r =∞, τ0 = 0, x0 = 0
and ϕ(τ) = aτ 2 + c.
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3. Proof of Theorem 2
Show that there is an increasing sequence {τj}j∈N ⊂ I such that
τj → τ∗ and ψ(τj+1) = ϕ(τj).
Indeed, introduce a function α0(τ) = ψ(τ) − ϕ(τ0). Hypothesis H2
implies α0(τ0) < 0 but since ϕ is an increased function we see
α0(τ∗) = ψ(τ∗)− ϕ(τ0) > 0.
Thus there is τ1 ∈ (τ0, τ∗), α0(τ1) = 0.
Take a function α1(τ) = ψ(τ)− ϕ(τ1). It is easy to see
α1(τ∗) > 0, α1(τ1) < 0
thus there exists τ2 ∈ (τ1, τ∗) such that α1(τ2) = 0 and so on.
Lemma 3.1. There exists a sequence {xj} ⊂ X, j = 0, 1, 2, . . . such
that
‖xj − x0‖X ≤ τj − τ0, (3.1)
‖xj+1 − xj‖X ≤ τj+1 − τj , (3.2)
Ψ(xj+1) = Φ(xj), (3.3)
Remark 3. From (3.1) and (3.2) it follows that xj , xj+1 ∈ BX(x0, r).
Proof of Lemma 3.1 We build this sequence by induction. Let us
obtain formulas (3.1)-(3.3) for j = 0.
To employ definition 2.1 we put
τ ′ = τ0, x
′ = x0, τ
′′ = τ1, y = Φ(x0).
Then in accordance to hypothesis H2
‖y −Ψ(x′)‖Y ≤ ψ(τ
′′)− ψ(τ ′).
and by hypothesis H1 there exists x1, ‖x1−x0‖X ≤ τ1− τ0 such that
Ψ(x1) = Φ(x0).
Assume that we have already constructed x1, . . . , xn+1 and formulas
(3.1)-(3.3) hold for j = 0, . . . , n.
Consider an interval in X
x = xn +
τ − τn
τn+1 − τn
(xn+1 − xn), τ ∈ [τn, τn+1].
Then by the induction assumption ‖xn+1−xn‖X ≤ τn+1− τn it follows
that
‖x− xn‖X ≤ τ − τn
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and
‖x− x0‖X ≤ ‖x− xn‖X +
n∑
k=1
‖xk − xk−1‖X ≤ τ − τ0 < r.
From hypothesis H2 we obtain
‖Φ′(x)‖ ≤ ϕ′(τ).
Consequently we have
‖Φ(xn+1)− Φ(xn)‖Y
=
∥∥∥
∫
1
0
Φ′
(
xn + t(xn+1 − xn)
)
(xn+1 − xn)dt
∥∥∥
Y
≤
∫ τn+1
τn
ϕ′(τ)dτ
= ϕ(τn+1)− ϕ(τn) = ψ(τn+2)− ψ(τn+1).
Observing that Φ(xn) = Ψ(xn+1) we yield
‖Φ(xn+1)−Ψ(xn+1)‖Y ≤ ψ(τn+2)− ψ(τn+1).
So we are ready to use hypothesis H1 and definition 2.1 with
τ ′ = τn+1, τ
′′ = τn+2, x
′ = xn+1
to obtain xn+2 such that Ψ(xn+2) = Φ(xn+1) and
‖xn+2 − xn+1‖X ≤ τn+2 − τn+1.
From the induction assumption we also have
‖xn+2 − x0‖Y ≤ τn+2 − τ0.
The Lemma is proved.
Now we are ready to prove the theorem. Since a series
∑
∞
k=1(τk −
τk−1) is convergent then by (3.2) the series
∑
∞
k=1(xk − xk−1) is also
convergent. Therefore the sequence {xk} converges: xk → x∗. From
(3.1) it follows that ‖x∗ − x0‖X ≤ τ∗ − τ0 < r. To finish the proof it
remains to pass to the limit in (3.3).
The Theorem is proved.
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