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Abstract 
Detecting surface defects is a challenging visual recognition problem arising in many processing steps during 
manufacturing. These defects occur with arbitrary size, shape and orientation. The challenges posed by this 
complexity have been combated with very special, runtime intensive and hand-designed feature representations. In this 
paper we present a machine vision system which uses basic patch statistics from raw image data combined with a two 
layer neural network to detect surface defects on arbitrary textured and weakly labeled image data. Evaluation on an 
artificial dataset with more than 6000 examples in addition to a real micro-cold forming process showed excellent 
classification results. 
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1. Introduction 
Non-destructive visual analysis of textured surfaces is 
a common application for machine vision systems. They 
are concerned with recognizing patterns to distinguish 
between defect and non-defect classes. In manufacturing 
scenarios such vision systems have to be reliable, 
accurate and fast. In many cases visual inspection is still 
realized by humans with respect to the high detection 
rate but limited by inspection frequency and costs. 
Focusing all this issues often results in very problem 
specific automated solutions with highly optimized 
feature representations for defect and non-defect regions. 
A very challenging application in visual inspection deals 
with strong textured materials. Common criteria to 
qualify textured materials are isotropy, homogeneity and 
coarseness [1]. Simple algorithms are often not sufficient 
in the strong textured case, because background texture 
is very strong compared to the defect region. In many 
cases there is not much difference between background 
texture and defect area.  
Detecting such local texture anomalies is one of the 
important research topics in machine vision [2]. Xie 
divided the methods for textural defect detection in four 
main categories: statistical, structural, filter based and 
model based [3]. The focus in this paper is set to 
statistical and model based techniques. Statistical texture 
representation methods measure the distribution of pure 
pixel values inside a specific image region. Well known 
techniques are histograms [4-5], co-occurrence matrices 
[6-7] and local binary patterns [8-9]. 
Focusing inspection scenarios with prior information 
about defect parameters or a sufficient quantity of 
training data, supervised machine learning methods can 
be applied to learn a detection model. Kumar used a 
macro-window approach in combination with principal 
component analysis (PCA) for feature generation to train 
a feed forward neural network and successfully applied 
it to fabric scenarios [10]. In [11] a combination of 
binary tree-based support vector machine (SVM) 
structures showed good results in welding defect 
detection. Filter bank techniques in combination with an 
unsupervised learning method where introduced by 
Leung and Malik for reliable texture recognition and 
categorization [12]. Based on this work Xie and 
Mirmehdi introduced the TEXEM model which deals 
with image patches of arbitrary size and generates 
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Gaussian mixture models in a hierarchical two-layer 
fashioned learning procedure [13]. Another neural
network technique driven by evolutionary reinforcement 
learning was proposed by Siebel and Sommer [14]. They 
compare two different feature architectures and
evaluated them on an artificial benchmark dataset. In
[18] a method was introduced using Eigenchannels and a
mixture model to find defect patterns in textured images.
The method introduced in this paper presents a very 
basic feature description combined with a two layer 
neural network representation. Features are generated by 
combining multi-resolution analysis and grayscale patch
statistics. In an offline training procedure a neural
network trains a model based on randomly selected
image pages to separate background from defect region
and applies this model to unknown examples. Different 
parameter settings of the proposed technique will be
evaluated and compared with the same dataset as used in 
[14]. In a final case study, we apply the framework to a
real micro-cold forming scenario by inspecting metallic
micro cups. Thereby, image acquisition is realized by
confocal laser microscopy. The method shows good 
detection performance on artificial texture databases and
in real manufacturing processes.
2. Defect Detection Method
The proposed detection scheme in Fig. 1 is composed
of two major sections. In an offline training mode the
algorithm uses a dataset of labeled training examples 
with and without defect regions and extracts random 
patches of size s = N×N, where N is the number of pixel 
in x-and y direction. If a patch is part of a defect region
the label y is set to 1 and 0 vice versa. The extraction of 
statistical values which describe each single patch is part 
of the feature calculation step. Each single image patch
is now represented by a feature vector with
corresponding defect label (x,y), where X={x(1) (m)} is
a matrix containing all m training examples as row 
vectors. In the last step the neural network classifier uses
all training examples X to learn a hypothesis (model) 
h(x) via backpropagation learning procedure.
The training procedure runs in an offline mode.
Therefore it is not related to any runtime constraints. The
evaluation of unknown examples without label is
realized in sliding window vice fashion. The complete 
image is divided into overlapping blocks of size s where 
the overlap is s/2 in x and y direction. The learned neural
network model uses the extracted statistical features and
predicts whether an image patch belongs to the defect or 
non-defect class.
In some cases the algorithm classifies individual
image pages as defective, although there are defect free.
Therefore, we use a non-maxima suppression technique 
to adjust incorrect local classification results. A final
visualization step marks all classified defect areas.
2.1. Feature Extraction
The set of features extracted from raw image data is
crucial for final classification results. To keep the
framework simple we use basic statistical features based 
on grayscale values inside the image patches. Fig. 2
shows the overall method for feature extraction and
model learning. Instead of using the complete image as
training example we extract a fixed number of patches p
with size s from each image as demonstrated in the
Random patch generation part of Fig. 2. The next step
Patch layout shows the overall representation of raw 
image patches where each image patch is now 
represented as a row vector. Note that (x(i),y(i)) represents
the i-th training example with the corresponding image
label 1 (defect) or 0 (non-defect). It is common practice
to apply basic normalization procedures before
extracting patch features [15]. The result is a 
representation of the training example vectors in a range 
of [0,1].
After normalization, statistical features are calculated 
to represent an image patch. The feature generation step
takes the training data X and outputs a function 
f: N×N D which maps each single training example
x(i) from a N×N dimensional to a D dimensional space. 
The value of D is a parameter of the framework and 
represents the number of statistical features. Besides
Fig. 1. Defect detection framework structure
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features like mean, median and standard deviation (std), 
we use central moments from 2nd to 5th order. The 
central moment mk of order k of a grayscale image patch 
is calculated by 
 
   (1) 
 
 
where E(x(i)) is the expected value of x(i). Other 
moments used for feature representation in this paper are 
Hu-moments [16]. This seven rotation invariant features 
are derivations and combinations of the basic central 
moments. The calculation of statistical image features on 
raw image patches reduces the feature dimension from 
N×N to D=15 elements for each training example vector 
x(i). This is the final feature dimension and the input 
values to the neural network training algorithm. 
2.2. Learning Defect Classifier 
In the previous feature calculation step we mapped 
the features to a new representation f D. Now we use 
the labeled training data to train a neural network using 
backpropagation. An example of a neural network 
structure is shown in Fig. 2 Feature classification. The 
size of the input layer is equal to the feature dimension, 
here k=15. The second layer, called the hidden layer, has 
L1 nodes. In the output layer, all nodes from the hidden 
layer are mapped to one final node showing the 
classification result. All weights in the neural network 
are initialized by random numbers. Training a network 
means optimizing network detection performance. This 
is realized by minimizing the performance function. The 
performance measurement function in this case is the 
mean squared error (MSE). Other techniques for 
network optimization are discussed in [20]. We used 
MSE minimization because it performed best in this 
scenario. The MSE measures the averaged squared error 
between the network output (layer L2) h(x) and the 
labels of the training examples y. MSE is defined as:
 
 
 
 
         (2) 
 
 
After training, the algorithm outputs the weight 
matrix W and the additional biases b. The weight matrix 
W has the size D×L1 and the bias vector b 1×L1. Every 
unknown example can be classified by calculating the 
feature hypotheses h(x) by 
 
           (3) 
 
where g(z)=1/(1+exp(-z)) is called the sigmoid function 
and is applied component-wise to the vector z. The final 
classification result is a value between [0, 1] and predicts 
whether an unknown image patch contains defect 
regions or not. 
3. Experiments and Analysis 
3.1. Dataset  
The dataset used in this work is provided by the 
German Association for Pattern Recognition (DAGM) 
and the European Neural Network Society (GNNS) [17]. 
We refer to it in the following as DAGM dataset. The 
dataset consists of 6 different classes with 150 positive 
examples (defect) and 1000 negative examples (non-
defect). These are more than 6500 examples in total with 
an image size of 512px×512px each. The images inside 
a single class are similar but all examples have a very 
strong background texture and varying kinds of defects. 
Examples from each are shown in Fig. 4. In many cases  
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it is hard to detect the defect region, even with human 
eyes. The dataset provides weak labels for each training 
example to mark the defect. This means, that a label area 
contains not just defect pixel, but also very much 
background pixel which makes it even harder for an 
algorithm to separate defect from non-defect class. 
3.2. Detection Performance  
Instead of using the whole image for feature 
extraction, we are using random patch generation. To 
find the best patch size s=N×N, we evaluated 3 different 
arrangements starting from s=7×7 were the distribution 
of pixel values is very coarse. Additionally we used 
s=20×20 and s=32×32 which corresponds to a more 
significant statistical gray-scale value distribution inside 
each patch.  
A common strategy is to divide a dataset in training 
data and evaluation data. Here, 70% of the negative and 
positive image data are used for training and 30 % are 
used for evaluation. To get positive training data (with 
defect) we randomly extracted 1500 patches of size s 
from labeled image areas for each class and 600 patches 
for evaluation. In the negative case for non-defect 
images the total number of training examples is 5000 
and 1800 for evaluation. 
The sub-parameters for the optimal configuration of 
the neural network are optimized using grid search. The 
hidden layer size in the neural network is L1 = 25. We 
evaluated this value by experiments and selected it as a 
tradeoff between computation time and classification 
accuracy. Neural networks tend to overfitting during 
training procedure which results in a very specific 
problem model. With respect to better classification 
performance using unknown examples we use early 
stopping criteria to optimize generalization of the neural 
network model [19]. 
To measure the detection performance of the learned 
model we use ROC analysis (Receiver Operating 
Characteristic). ROC space is defined with the false 
positive rate (fpr) on the x-axis and true positive rate 
(tpr) on the y-axis. Here, tpr is the ratio of correct 
detected defects TP with respect to the total number of 
defect images P, tpr=TP/P. The fpr shows the ratio of 
defect free images incorrectly classified as defective FP 
with respect to the total number of defect free images N 
(fall-out), fpr=FP/N. The ROC curve is ideal, if the area 
under the curve is approximately one, and therefore if 
the curve is in the north-west of the ROC graph. 
Fig. 3 shows the classification results on the 
evaluation dataset for all 6 classes. In each ROC curve 
we displayed the results for the 3 patch sizes. The patch 
size in class 1 and 6 marginally influences the overall 
detection performance. In contrast, the detection 
performance for class 2 and 4 reduces significantly when 
using a patch size of s=7×7. This confirmed that using 
statistically significant distributions of gray-scale values 
improves the detection result.  
Using a patch size of s=20×20 of s=32×32 
marginally influences the detection performance in all 
six classes. We recommend a patch size of s=20×20 as 
an ideal tradeoff between detection performance and 
Fig. 3. ROC curve analysis of all six classes with different patch size configurations. From left to right and from top down class 1-6 
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(a) Class 1: original label (120) (b) Class 1: detection result (d) Class 2: detection result(c) Class 2: original label (10)
(e) Class 3: original label (87) (f) Class 3: detection result (g) Class 4: original label (13) (h) Class 4: detection result
(i) Class 5: original label (58) (j) Class 5: detection result (k) Class 6: original label (143) (l) Class 6: detection result
runtime. Fig. 4 shows detection examples of the DAGM 
dataset, where a complete image of size 512px×512px is 
analyzed in sliding window vice fashion by shifting a 
window of patch size s=20×20 over the image with a 
window stride of half patch size (s/2) in x and y 
direction. The neural network evaluates each patch 
(procedure see Fig. 1) and positive (defect) patches are 
visualized with yellow rectangles. To avoid single hits, 
we apply mean shift, witch clusters all detected 
rectangles and deletes very small clusters (1-3 hits). 
Note that in some cases (e.g. class 4) not each pixel of 
the defect is classified as defective, but a major part of 
the defect. 
4. Case Study 
The statistical features combined with a neural 
network works very well on the artificial DAGM 
dataset. To demonstrate real world suitability we focus 
on a real micro cold forming scenario, where a micro 
cold forming machine produces micro cups [20]. The 
micro cups (aluminum) have a diameter of 800 μm and a 
height of 500 μm. Confocal laser microscopy (Keyence 
VK-9700-3D) is used as metrology since it performs 
very well in the micro range [21]. The focus of the 
metrology is set to the bottom of the micro cup as shown 
in Fig. 5. Red ellipses mark the defective regions. The 
kinds of defects vary from cracks, dents up to soiling 
and vary in size, shape and orientation [9]. 
The dataset consists of 67 images with defect and 106 
without defect. The image resolution is 1024px×1024px. 
Based on the higher image resolution we also increased 
the patch size to s=32×32. We extracted 250 positive 
patches (with defect) and 620 negative patches for 
training and 100 positive and 250 negative patches for 
evaluation. As before, the dataset is divided into a 
training set and an evaluation set. The same holds for the 
generation of random patches. Statistical features are 
used for training and the size of the hidden layer is 
L1=25. 
Fig. 4: Detection examples from all classes. In column order, class 1 to class 6. Ellipses in red mark the original weak label, yellow areas mark 
detection results based on neural network classification. Numbers in brackets show image number in database (runtime ~ 50 ms/image) 
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The real scenario was evaluated with the same criteria 
as the artificial dataset. As a result, each defect region 
was correctly classified and no defect free image patch 
was treated as defective. This corresponds to 100% 
defect detection and 0% false alarms.  
5. Conclusion 
Surface inspection is a common application for 
machine vision systems. We introduced a neural network 
structure which uses random generated image patches 
and statistical feature representations for defect detection 
on textured surfaces. Evaluation with different parameter 
settings showed very good defect detection results. We 
recommend a patch size of s = 20×20 to handle the strict 
runtime restrictions in many surface inspection scenarios 
(here: ~50ms/image of size 512px×512px).  
Additionally, we applied the technique to a real cold 
forming process. A micro cold forming machine 
produces micro cups and confocal laser microscopy is 
used to inspect the micro cup surface. Our learning 
defect classifier correctly detects all examples and shows 
excellent performance also in real world scenarios. 
The presented method is able to deal with different 
kinds of textures and defect geometries by establishing a 
model learning hierarchy. The results are reliable when 
using a huge amount of training data (more than 6000 
examples). In real manufacturing processes the number 
of training data is often limited because it is very time 
consuming and expensive to generate training data. Our 
method showed very good results, also using just a 
smaller amount of training data (~850). Future research 
focuses on a comparison with other learning algorithms 
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Fig. 5: Micro cup examples with marked defect region 
