We develop a connection between mixture and envelope representations of probability densities, especially as they arise in Bayesian and likelihood-based inference. We refer to this connection using the term "hierarchical duality." It suggests an interesting and previously under-exploited relationship between marginalization and profiling, or equivalently, between the FenchelMoreau theorem for convex functions and the Bernstein-Widder theorem for Laplace transforms. We give several different sets of conditions under which such a duality result obtains. We then extend existing work on envelope representations in several ways, including novel generalizations to variancemean models and to multivariate Gaussian location models. This turns out to provide an elegant missing-data interpretation of the proximal gradient method, a widely used algorithm in signal processing.
Introduction

Marginalization versus profiling in hierarchical models
A large number of statistical problems can be expressed in the form minimize x∈R d l(x) + φ(x) .
(1)
Perhaps the most common example arises in estimating the regression coefficients x in a generalized linear model. Here l(x) is a negative log likelihood or some other measure of fit, and φ(x) is a penalty function that effects a favorable bias-variance tradeoff. From the Bayesian perspective, l(x) and φ(x) correspond to the negative logarithms of the sampling model and prior distribution in the hierarchical model
and the solution to (1) may be interpreted as a maximum a posteriori (MAP) estimate. Another common case is where x is a variable in a decision problem where options are to be compared on the basis of expected loss, and where l(x) and φ(x) represent conceptually distinct contributions to the loss function. For example, l(x) may be tied to the data, and φ(x) to the intrinsic cost associated with the decision. Many Bayesian testing and model-selection problems can be phrased in just this form (Scott and Berger, 2006; Muller et al., 2006; Hahn and Carvalho, 2013) .
This paper is about the use of auxiliary variable schemes for representing probability models such as (2) in analytically convenient forms. Our examples focus on regression problems, but because (1) and (2) have the same optimal points, such schemes are useful any statistical optimization problem of the form (1).
Specifically, we study the connection between mixture and envelope representations. Both are widely used techniques for simplifying statistical computation, and both can be motivated in terms of notionally missing data. A mixture is the marginal of a higher-dimensional joint distribution: p(x) = Λ p(x, λ) dλ. An envelope is the pointwise supremum of a higher-dimensional joint distribution: p(x) = sup λ {p(x, λ)}. These two representations correspond to the statistical operations of marginalizing and profiling out the auxiliary variable λ, respectively. Each approach has a long tradition in its own right, and reflects a particular school of thought about how to handle nuisance parameters in a statistical model. Marginalization is stereotypically Bayesian, though it also arises in the frequentist treatment of mixed-effects models, as well as models involving missing data. Profiling, on the other hand, is stereotypically frequentist, and does not initially seem to have a natural Bayesian interpretation.
In the context of auxiliary-variable representations of (2), however, marginaliz-ing and profiling can be viewed simply as different ways of defining one family of probability distributions in terms of another. In fact, we will argue that there are many cases in which these two operations are dual to each other, in the sense that profiling under one model corresponds exactly to marginalizing under a different model. This establishes a formal Bayesian interpretation of profiling, at least in several important special cases. In summary, this paper makes the following specific contributions. First, we give several different sets of conditions under which marginalization and profiling are dual to one another. The different sets of conditions correspond to different possible forms for the joint model p(x, λ). They are by no means exhaustive, but seem to encompass a wide variety of practical problems. We consider both conditionally exponential models (Section 2) and conditionally normal models (Section 3). In this context, one of our primary goals is to encourage Bayesians to view the EM algorithm as just one of a broader family of optimization procedures with elegant missing-data interpretations.
Second, we give conditions under which p(x) may be represented as a variancemean envelope of Gaussian distributions. This extends some of our recent work on the use of variance and variance-mean mixtures in Bayesian computation Scott, 2012, 2013) . It also generalizes earlier work by Geman and Reynolds (1992) and Geman and Yang (1995) on the class of so-called "half-quadratic" penalties, connecting it with more recent work on penalized likelihood (e.g. Strawderman et al., 2013) .
Finally, we propose a multivariate generalization of envelope representations based on Gaussian location models. This applies to any log likelihoods with a Lipschitz-continuous gradient, and provides a statistical interpretation of the proximal gradient method, a widely studied algorithm in the literature on signal processing.
One thing we do not do in this paper is study the frequentist properties of estimators. Rather, we focus on the question of representation for a particular problem, and the algorithmic consequences of different choices of representation. Good recent examples of work on the frequentist properties of Bayesian shrinkage rules include Bogdan et al. (2011 ), Bhattacharya et al. (2012 , and Datta and Ghosh (2013) , and we encourage the interested reader to consult these papers.
Related work
Our paper builds upon and unifies five papers in particular: those by Geman and Reynolds (1992) , Geman and Yang (1995) , Polson and Scott (2013) , Taddy (2013) , and Strawderman et al. (2013) . All these papers discuss the fundamental issue of problem representation for Bayesian MAP estimation. Our goal is to provide a more general theory that unites various representations under the framework of hierarchical models.
There has also been recent interest in the Bayesian literature in representing likelihoods and pseudo-likelihoods using mixtures (Li et al., 2010; Polson and Scott, 2011; Gramacy and Polson, 2012; Polson et al., 2013b) , and our paper sits firmly in this line of work as well. At a more fundamental level, mixture representations of probability densities are very common in Bayesian inference. It is typical, for example, to express Bayesian versions of penalized-likelihood estimators as Gaussian scale mixtures. See, for example, the recent papers on the Bayesian lasso estimator (Park and Casella, 2008; Hans, 2009) ; the bridge estimator (Polson et al., 2013a) ; the relevance vector machine of Tipping (2001) ; the normal/Jeffreys prior of Figueiredo (2003) and Bae and Mallick (2004) ; the normal/exponential-gamma model of Griffin and Brown (2005) ; the normal/gamma and normal/inverse-Gaussian models (Caron and Doucet, 2008; Griffin and Brown, 2010) ; the horseshoe prior of Carvalho et al. (2010) ; the double-Pareto model of Armagan et al. (2012) ; and the Bayesian elastic net (Hans, 2011) . Envelope representations are also commonly used in variational-Bayes approximations of posterior distributions (e.g. Jaakkola and Jordan, 2000; Armagan, 2009 ).
Preliminaries
We begin by establishing some definitions, notation, and important facts. Let x denote a d-dimensional parameter of interest, y an n-vector of outcomes, and A a fixed n × d matrix whose rows a T i are the design points or features. All vectors are column vectors. Observations are indexed by i ∈ {1, . . . , n}, parameters by j ∈ {1, . . . , d}, and iterations in an algorithm by k ∈ N. Thus a linear model is y = Ax + error, and not y = Xβ + error, as is typical in statistics.
All functions in this paper are assumed to be lower semi-continuous. We also use the following conventions: sgn(x) is the algebraic sign of x; x + = max(x, 0); ι C (x) is the set indicator function taking the value 0 if x ∈ C, and ∞ if x / ∈ C; R + = [0, ∞), R ++ = (0, ∞), and R is the extended real line R ∪ {−∞, ∞}. We use v a to denote the ℓ a norm of a vector,
and x T y for the Euclidean inner product between two vectors. The soft thresholding operator is denoted by S(y; λ) = arg min
We use N (x | µ, σ 2 ) to denote the density function, evaluated at x, of the normal distribution with mean µ and variance σ 2 . Similary, G(x | r, s) is the gamma distribution with shape r and rate s, E(x | r) the exponential distribution with rate r, and DE(x | m, s) the double-exponential or Laplace distribution with center m and scale s. Where it is clear from context, we will also use N (x | µ, Σ) to denote the density of the multivariate normal distribution with mean vector µ and covariance matrix Σ.
Many important envelope representations arise from identities in convex analysis. The most important notion is that of a convex conjugate of a function f (x), defined as f ⋆ (λ) = sup x {λ T x − f (x)}. As f ⋆ is the pointwise supremum of a family of affine (and therefore convex) functions, it is convex even when f (x) is not. The following result is called the Fenchel-Moreau theorem, and is a well-known fact about convex conjugates of closed, proper convex functions (e.g. Boyd and Vandenberghe, 2004, §3.3.2) .
such that the following dual relationship holds:
is instead a concave function, (A) holds with sup replaced by inf in both equations.
(C) If f (x) is differentiable, the maximizing value of λ in the first equation iŝ λ(x) = ∇f (x).
Part (B) follows by applying claim (A) to the convex function −f (x), and appealing to the fact that sup A g(x) = − inf A [−g(x) ]. Part (C) follows from a simple result about scalar functions often known as the envelope formula. Suppose that f (x) is a scalar function, that f (x) = inf λ ξ(x, λ), and that both functions are differentiable. Then df dx = ∂ξ(x, λ) ∂x
If the same relation holds with the inequality sign flipped, then g(x) is instead said to minorize f (x). A function f (x) is completely monotone on A ⊂ R if its derivatives alternate in sign: (−1) k f (k) (x) ≥ 0 for all k = 0, 1, 2, . . . and for all x ∈ A. A completely monotone function is therefore nonnegative, nonincreasing, convex, and so forth.
Finally, for any function f (x), the Moreau envelope E γ f (x) and proximal mapping prox γ f (x) for parameter γ > 0 are defined as
Intuitively, the Moreau envelope is a regularized version of f . It approximates f from below, and has the same set of minimizing values as f (Rockafellar and Wets, 1998, Chapter 1G) . The proximal mapping returns the value that solves the minimization problem defined by the Moreau envelope. It balances two goals: minimizing f , and staying near x. The proximal operator generalizes the notion of Euclidean projection onto a convex set: if 2 Hierarchical duality: the exponential case
Envelope representations for concave penalties
Starting here with the class of conditionally exponential models, we develop a connection between mixture and envelope representations, or equivalently, between marginalization and profiling. Throughout this section, we assume a simple Gaussian model y ∼ N (y | x, 1), meaning that the problem is
Suppose that φ(x) : R + → R + is a concave nondecreasing function, of the kind typically used in penalized regression problems. For now we assume that the desired prior is symmetric about the origin and thus lose no generality in considering only non-negative values of x. Any such φ may be represented in terms of its concave dual φ ⋆ :
The domain restriction λ ≥ 0 is inherited from the fact that φ(x) is nonnegative and nondecreasing, which implies that φ ⋆ (λ) = inf x≥0 {λx − φ(x)} = −∞ whenever λ < 0.
The advantage of the envelope representation is algorithmic. It leads to a simple iterative scheme whose inner-most step is equivalent to an ℓ 1 -penalized problem, for which many efficient algorithms are available (e.g. Efron et al., 2004; Kim et al., 2007; Friedman et al., 2010) . To see this, use (7) to rewrite the original problem (6) as
A local minimum may now be found by iteratively minimizing over x and λ. The partial minimization step in x (holding λ fixed) is equivalent to solving an ℓ 1 -penalized least-squares fit. In this simple case there is a closed-form solution involving the soft-thresholding operator:
with φ ′ (0) understood as a right-handed limit. An important caveat is that this iterative scheme can only be expected to converge to global minimum if the original problem is convex. Only special circumstances will guarantee global convergence in the case of a nonconvex likelihood or penalty (Mazumder et al., 2011) .
Notice that with λ (k) implicitly defined as a function of x (k) , the concavity of φ(x) means that, for all x,
with equality achieved at x = x (k) . Thus the calculation of λ (k) is the majorization step in a majorization/minimization (MM) algorithm (see, e.g. Zhou et al., 2010) . This also highlights the connection with the LLA algorithm of Zou and Li (2008) . Consider the variational representation of φ(x 0 ), with x 0 fixed. Because the value of λ that attains the minimum in Equation (7) is precisely φ ′ (x 0 ), the envelope representation defines a locally linear approximation to φ(x) at x 0 (hence LLA).
We prefer the interpretation in terms of concave conjugates, which has a missingdata interpretation similar to that of the EM algorithm (Dempster et al., 1977) . Specifically, we have written the prior for x as the envelope of a joint prior distribution in x and λ, where p(x | λ) is double exponential. The true prior for x is recovered by treating λ as a nuisance parameter and profiling it out:
where p(λ) = λ −1 e φ ⋆ (λ) . We refer to priors that can be represented this way as envelopes of double exponentials.
Examples
Several special cases of this envelope representation have been studied in the literature on sparse regression. We give two examples.
Example 1 (log penalty or double-Pareto). Consider the estimation problem
The penalty function φ(x; γ, a) = γ log(1 + x/a) was referred to as the doublePareto penalty by Armagan et al. (2012) . It is concave and nondecreasing on R + , and has dual
where C is a constant not involving λ. Thus we may express the original problem as
This has a quasi-Bayesian interpretation: the objective function is the joint posterior density in (x, λ) arising from the hierarchical model
The solution to the original problem is the x ordinate of the joint MAP estimate in (x, λ) for (9):
This justifies the alternative name "gamma-lasso" adopted by Taddy (2013) .
Example 2 (Minimax concave penalty). Consider problem (6) where φ(x; γ, a) is the minimax concave penalty (MCP) function, defined by Zhang (2010) as
This is concave and nondecreasing on R + , and its dual is easily computed:
This leads to Strawderman et al. (2013) derive this same representation via a different argument.
As before, the double-Pareto-penalized estimate has a quasi-Bayesian interpretation as the joint MAP estimate in (x, λ) under a hierarchical model: Strawderman et al. (2013) refer to the third-stage prior as half-Gaussian. This does not account for the leading term of λ −1 , which cancels with the normalization constant of the DE(0, λ −1 ) prior in the middle stage.
The dual mixture representation
Both examples suggest a natural statistical interpretation for the partial minimization step in λ: the profiling out of a nuisance parameter λ in a hierarchical model where (x | λ) ∼ DE(0, λ −1 ), and with the top-level prior density p(λ) ∝ λ −1 e φ ⋆ (λ) . We have referred to this interpretation as "quasi-Bayesian": although (9) describes a typical hierarchical model, profiling out λ makes little sense from a Bayesian perspective. Instead, the more natural approach if starting from a model such as (9) would be to marginalize over λ in middle stage. Doing so would lead to a different estimator, reflecting the general fact that profiling and marginalization lead to different behaviors. That is, if p(x, λ) is a joint distribution having marginal p(x) = p(x, λ)dλ, the MAP estimate for p(x) does not usually equal the x ordinate of the joint MAP estimate for p(x, λ) (e.g. O'Hagan, 1976) . For example, marginalizing over λ in (9) leads to the normal-exponential-gamma model (Griffin and Brown, 2005) , whereas profiling leads to the double-Pareto model. These differ in functional form.
This raises several interesting questions. Suppose that we begin with the hierarchical model
and estimate x by profiling out λ under the working prior p V (λ). When does this operation correspond to marginalizing out λ under some other true prior p I (λ)? (The I and V stand for the integral and variational representation, respectively.) That is, given a specific prior or penalty on x, for what priors p I (λ) and p V (λ) does the relation
hold? When it does, profiling with respect to p V (λ) ≡ λ −1 e φ ⋆ (λ) and marginalizing with respect to p I (x) may be thought of as dual operations to one another, and the priors themselves may be described as hierarchical duals.
This leads us to consider the mapping between p V (λ) and p I (λ), and thus to the following result. It may be stated informally as: all penalty functions φ(x) with completely monotone derivatives yield true Bayesian posterior modes under a mixture-of-exponentials prior, and have corresponding dual priors as in (10). The theorem shows that, although profiling would not initially seem to be a natural Bayesian operation, there are nonetheless situations under which profiling with respect to a working prior is equivalent to marginalizing under some true prior.
Theorem 2 (Duality for exponential mixtures). Suppose that a density f (x) is a mixture of exponentials with mixing density p I (λ):
Then f (x) is also an envelope of exponentials as in (10), under the working prior
is the concave conjugate of φ(x) = − log f (x). Conversely, suppose that φ(x) is nonnegative with totally monotone derivative, and that φ(0) = 0. Then
for some probability measure F (λ). Assuming that F has a density f (λ), the mixing density for the mixture-of-exponentials representation in (10) is
It is worth remarking that the implied prior p I (λ) in the mixture-of-exponentials representation need not be proper. Nonetheless, there is a long tradition in Bayesian statistics of using improper priors (see Berger, 2006 , for a review). The resulting estimator is a well-specified posterior mode as long as the implied posterior density is bounded and proper, which will be true quite generally.
Equivalence of mixture and envelope representations
The second (converse) statement of Theorem 2 is weaker than the forward direction in two senses. First, the existence of a concave variational representation (7) is necessary, but not sufficient, for an integral representation to exist; this requires the additional condition that φ ′ (x) is totally monotone. Second, even when the integral representation does exist, F (λ) cannot be easily identified, except in special cases where the inverse Laplace transform of e −φ(x) is available in closed form. Luckily, we need not identify p I (λ) explicitly in order to see the operational equivalence of profiling (under p V ) and marginalizing (under p I ). For example, consider the posterior distribution corresponding to the simple Gaussian model,
This naturally suggests the following EM algorithm for computing the MAP estimatex.
E step. Compute the expected value of the complete-data log posterior from (10):
where
). This conditional may be calculated by differentiating the prior p(x) ∝ e −φ(x) under the integral sign:
and therefore
This matches the profiling (or majorization) step in (3).
This corresponds to the minimization step of the MM algorithm in (3).
In summary, the forward direction of Theorem 2 shows that prior representable as a mixture of exponentials has a corresponding variational representation in terms of a dual function φ ⋆ (λ), and a working prior p V (λ) ∝ λ −1 e φ ⋆ (λ) . This dual may be explicitly computed under far more general circumstances than those in which the mixing measure p I (λ) is known.
Moreover, if the penalty function satisfies the stated conditions of the theorem, then f (x) = e −φ(x) is a mixture of exponentials, and profiling corresponds to the more stereotypically Bayesian operation of marginalizing, albeit under some other prior for λ. This result provides a statistical interpretation of the majorization step-profiling a nuisance parameter in a hierarchical model-together with the notion of a dual prior as the p I (λ) that would yield the same estimator if one marginalized instead.
3 Hierarchical duality: the Gaussian case 3.1 Random scale Similar duality results are also available for many conditionally Gaussian models. We will begin with scale mixtures and then proceed to location mixtures and variance-mean mixtures. We will see that these all arise from applying the Fenchel-Moreau theorem to transformations of the original objective function. This is analogous to the way in which Gaussian scale mixtures arise from applying the Bernstein-Widder theorem to transformations of a probability density function.
As before, we assume a simple Gaussian observation model, y ∼ N (y | x, 1). Let φ(x) : R + → R + be some function, and suppose that the function θ(x) = φ( √ 2x) is concave. This class of penalties was studied in the context of image processing by Geman and Reynolds (1992) , who used them to detect underlying edges in blurred images. By Lemma 1, we may write any such φ(x) as
where θ ⋆ (λ) is the concave dual of θ(x). Thus the prior is an envelope of normals with a random scale,
where p V (λ) may be expressed in terms of the concave dual for θ(x). Combining this with some basic facts about normal scale mixtures leads to the following duality result.
Theorem 3. Suppose that p(x) ∝ e −φ(x) is symmetric in x, and let θ(x) = φ( √ 2x). Suppose that θ ′ (x) is completely monotone. Then p(x) has both a mixture and envelope representation in terms of a conditionally Gaussian model with a random scale:
where the working variational prior is p V (λ) = λ −1/2 e θ ⋆ (λ) . Moreover, the optimal value of λ in the envelope representation iŝ
Complete monotonicity of θ ′ (x) is sufficient to ensure that θ(x) is concave, although the converse does not hold. Thus the class of priors representable as scale mixtures of normals is a strict subset of those representable as envelopes of normals. This fact was also observed by Palmer et al. (2006) .
As with the class of conditionally exponential models, both p I (λ) and p V (λ) have Bayesian interpretations as prior distributions for λ in a hierarchical model. In this case p(x | λ) is a Gaussian distribution with varance λ −1 . The key difference is the way in which e −φ(x) may be recovered from the hierarchical model: by marginalizing λ under p V (λ), and by profiling out λ under p V (λ).
Moreover, as before, both interpretations lead to the same iterative algorithm. Consider the envelope representation first. Using (11) we may write the estimator asx = arg min
which leads to the following iterative scheme:
Next, consider the mixture representation and the corresponding EM algorithm. Letλ(x) = E(λ | x) be the expected value of λ, given x, under the prior p I (λ). The complete-data log posterior arising from (12) is
ignoring constants not depending on x. We can compute E(λ | x) using the identity dp(
Dividing through by e −φ(x) = R + N (x | 0, λ −1 )p(λ)dλ gives an expression for the conditional moment needed in an EM algorithm,
which leads to the same iterative scheme as in (13).
Example 3 (Binomial logit). Consider a simple binomial model parameterized by the log odds of success, as in a logistic regression model: (y | x) ∼ Binom{m, w(x)}, where m is a fixed number of trials, and w(x) = 1/(1 + e −x ). The negative log likelihood is
where κ = y − m/2. The function log cosh(x/2) satifies the conditions of Theorem 3:
Therefore we may write the logit likelihood as both a mixture and an envelope of a conditionally Gaussian model with a random scale:
(16) Each representation has been used independently of the other, without their connection being appreciated. Jaakkola and Jordan (2000) used the envelope representation to construct a variational-Bayes estimate in the logistic-regression model. Meanwhile, Polson et al. (2013b) used the mixture representation to construct a Gibbs sampler, and identified the mixing distribution p I (λ) as an infinite convolution of gammas known as the Polya-Gamma distribution. The minimizing value of λ in (15) is the same as the conditional moment E(λ | x) in the Polya-Gamma mixture representation:λ
Random location
The following result from Geman and Yang (1995) establishes a class of priors that may be written as envelopes of normals with a random location parameter. They refer to this as the family of half-quadratic regularizers.
Lemma 4 (Geman and Yang, 1995) . (A) Let φ(x) be a function such that θ(x) = 1 2 x 2 − φ(x) is closed and convex. Equivalently, let ψ(λ) be a function such that η(λ) = 1 2 λ 2 + ψ(λ) is closed and convex. If either condition holds, then the following dual relationship holds:
(B) The minimizing value of λ in the expression for φ iŝ
with φ ′ (0) understood as a right-handed limit.
We give a proof in the appendix. But the idea is simply to apply the FenchelMoreau theorem to θ(x) or η(λ), thereby establishing that these functions form a Legendre pair. We now state our duality result for Gaussian models with random locations.
Theorem 5. Suppose that p(x) = e −φ(x) , φ(x) > 0, satisfies the following conditions:
2. φ(x) has continuous derivatives of all order. Then f (x) has both a mixture and an envelope representation as a normal location model:
The series
where the variational prior for λ is
This is a weaker duality result: the conditions under which both a mixture and an envelope representation exist are notably more restrictive than for the case of random-scale models. Moreover, unlike for the random-scale case, neither class is strictly broader than the other. Condition (4) must hold in order for an envelope representation to exist, and this will fail for many Gaussian location mixtureswhich can, for example, have an arbitrary number of modes.
As for the other direction, the following result from Dasgupta (1994) shows that many familiar distributions cannot be represented as Gaussian location mixtures.
Theorem 6 (Dasgupta, 1994) . Suppose that p(x) has a representation as a Gaussian scale mixture:
Then p(x) may also be represented as a Gaussian location mixture if and only if the mixing distribution p(σ 2 ) places probability zero on the interval [0, 1).
This rules out a large number of common families, including the Student t, double exponential, and logistic distributions. It is easily checked that all three models have simple Gaussian envelope representations. Moreover, all are known to be Gaussian scale mixtures, and the corresponding mixing distributions for the variance all place positive mass on [0, 1). They therefore cannot be Gaussian convolutions.
It is evident from these results that the envelope representation will be more useful for most practical problems. We now give three examples.
Example 4 (Limited-translation rule). Consider the limited-translation rule of Efron and Morris (1972) , which corresponds to the penalty function φ(x) = min(1, x 2 /2). The implied prior is Gaussian near the origin, but improper. Simple algebra yields the ψ(λ) function in the envelope representation of Lemma 4:
Efron and Morris (1972) used the rule as a compromise between Stein's estimator and the maximum-likelihood estimate. The idea is to limit the risk associated with individual components of a multivariate location parameter, while giving up only a small fraction of the reduction in total risk given by Stein's rule.
Example 5 (A non-sparse penalty). Lemma 4 offers the option of specifying a prior directly via the dual function ψ(λ) in the envelope representation. Consider the function ψ(λ) = λ 2(1 + λ) on λ ∈ R + . It is easy to check that 1 2 λ 2 +ψ(λ) is a convex function on R + , meaning that there is a corresponding dual function with the envelope representation
.
Although φ(x) lacks a simple closed form, it may be evaluated numerically. It is neither globally convex nor concave, behaving like a quadratic function near the origin and like the function ψ itself for large arguments. This penalty was propoesd by Geman and Yang (1995) . It is interesting primarily because it will behave like ridge regression near the origin, and thus will not induce a sparse estimator. While this may be an undesirable feature in some contexts, it will surely be appropriate in others. For example, Leeb and Pötscher (2008) discuss some of the potential problems with sparse estimators, relating them to the same unbounded risk property that arises with the use of Hodges' thresholding estimator.
Example 6 (Binomial logit, part 2). Again suppose that (y | x) ∼ Binom{m, w(x)}, with m fixed and w(x) = 1/(1 + e −x ). Let κ = y − m/2. Write the negative log likelihood as l(x) = m log cosh(x/2) − κx − log 2 .
The function log cosh(x/2) satisfies the conditions of Lemma 4, and so we may write
ignoring constants. Conditional upon λ, this is a quadratic function in x. This gives an alternate conditionally Gaussian representation of the logistic-regression model to that of Example 3.
In each case, we recognize the representation for f (x) as the Moreau envelope of some function ψ(λ), and the partial minimization step in x as the proximal mapping of that function. Though this equivalence does not help us actually compute the updates, it does connect the idea of a Gaussian envelope representation with familiar ideas from variational analysis.
Variance-mean envelopes
We now generalize the results of Geman and Reynolds (1992) and Geman and Yang (1995) to the case of variance-mean envelopes of Gaussians. These are analogous to the widely studied class of variance-mean mixtures (e.g. Barndorff-Nielsen, 1978; Barndorff-Nielsen et al., 1982; Polson and Scott, 2013) . Because they are usually asymmetric, such representations are typically useful for handling likelihood and pseudo-likelihood functions rather than penalties.
Theorem 7. Let f (x) be some function, and suppose there exists a κ ∈ R for which g(x) = f (x) + κx is symmetric in x and has the property that θ(
has an envelope representation as a variance-mean normal distribution with drift parameter κ:
where ψ(λ) = θ ⋆ (λ) + κ 2 /2λ. Moreover, the optimal value of λ, as a function of x, isλ
This is essentially an application of Theorem 3 to the original function f (x), after the addition of a linear offset. By assumption, this is a symmetrizing transformation and results in a function that is concave in x 2 , at which we point we have a random-scale representation.
Example 7 (Quantile regression). Choose q ∈ (0, 1) and let l(x) = |x| + (2q − 1)x. This is the hinge loss function, and is used in quantile regression for the qth quantile (Koenker, 2005) . Li et al. (2010) represent this as a pseudo-likelihood involving the asymmetric Laplace distribution. We derive the corresponding envelope representation as a variance-mean Gaussian.
Let κ = 2q − 1. Then g(x) = l(x) + κx is clearly symmetric in x, and is concave in x 2 , and the conditions of the theorem apply. We thus have
In this case θ(x) = √ 2x, which has concave dual θ ⋆ (λ) = −1/(2λ 2 ). Thus
4 Multivariate envelopes 4.1 A generalization of the random-location case So far we have appealed to mixture and envelope representations of univariate distributions, which must be applied component-by-component in multivariate problems. But the following result provides a multivariate generalization of Geman and Yang (1995) for a wide class of priors and likelihoods that may be represented in terms of a conditionally Gaussian location model. Theorem 8. Let p(x) be a likelihood or prior distribution for x ∈ R d , and let f (x) = − log p(x). Suppose that ∇f (x) exists and satisfies
for some c, and for all x, y. Then p(x) has an envelope representation in terms of a multivariate normal location model:
and the optimal value of λ, as a function of x, iŝ
The key requirement is that the function being represented must have a Lipschitzcontinuous gradient with Lipschitz constant L = 1/c. For example, in a leastsquares problem where l(x) = with ψ(λ) given by the lemma. To find the posterior mode, we therefore need to solve the problem
which is clearly equivalent to problem (1). This leads to the following iterative algorithm, which uses only gradient evaluations of the likelihood.
We recognize the second step as the proximal operator of the penalty φ(x), evaluated at aλ (k+1) . For many penalties this operator is computationally negligible, and has a closed-form solution. Alternatively, it can be solved by appyling the method of Section 2 to each component of x, assuming that φ(x) is separable.
Example: binomial logit, part 3
As an example, return again to the binomial logit model, this time with design matrix A and d-dimensional regression vector x. Suppose that x is given a doublePareto prior. Here the MAP estimate is the solution to the problem
As before, there are m i trials and y i successes at each design point a i . The log likelihood satisfies the conditions of Theorem 8 with a = 4/l d , where l d is the maximum eigenvalue of A T A. Therefore the λ update in (17) becomes
Meanwhile, we can evaluate the x update in closed form. The overall problem clearly separates component by component, and so we must solve the scalar problem
This is clearly equivalent to the problem minimize x∈R,z≥0
First consider the case u ≥ 0. In this case, the best choice of x is clearly nonnegative and we may optimize over x ≥ 0. Likewise, if u < 0, the best choice of x is nonpositive, and we may optimize over x ≤ 0. In either case, with a little bit of algebra we reach an equivalent problem that may be written as minimize z∈R,y≥0
where the optimal value of z provides the solution to the original problem. This is differentiable in z and therefore easily solved for both z and x:
The connection with the proximal gradient method
We now show that the multivariate Gaussian envelope in Theorem 8 provides a statistically meaningful missing-data interpretation for the proximal gradient algorithm, a widely used tool in signal processing (see, e.g. Combettes and Pesquet, 2011) . The proximal gradient method is usually motivated as an algorithm for finding the fixed point of a "forward-backward" operator derived from the standard optimality conditions from subdifferential calculus. This has connections, not pursued here, with the forward-backward method for solving partial differentiable equations.
We first sketch the operator-theoretic justification of the proximal-gradient algorithm, before making the connection with Gaussian location envelopes. Suppose that l(x) is differentiable but that φ(x) is not, and let ∂ be the subdifferential operator. A necessary and sufficient condition for x ⋆ to be the solution to (1) is that
the sum of a point ∇l(x) and a set ∂φ(x) which is nonempty under quite general conditions. We will use this fact to characterize x ⋆ as the fixed point of the following operator:
x ⋆ = prox the expression for the x update, we have
which is precisely the proximal gradient method with step size a. When applied to least-squares problems, the proximal-gradient method is often called iterative shrinkage thresholding (IST). Figueiredo and Nowak (2003) provide an EM interpretation of this algorithm, but the interpretation does not carry through in the case of a non-Gaussian likelihood. Our envelope representation is a different kind of missing-data argument, and applies to any log likelihood with a Lipschitz-continuous gradient.
Discussion
The immediate motivation for our work was the desire to provide an overarching theory to connect the various special cases of envelope representations studied by Geman and Reynolds (1992) and Geman and Yang (1995) in image restoration, and more recently by Taddy (2013) and Strawderman et al. (2013) in penalizedlikelihood estimation. In particular, both Taddy (2013) and Strawderman et al. (2013) express surprise and interest in the "profile Bayesian" interpretation of the estimators they study. Yet these authors do not connect their work with the earlier line of thinking on image analysis, or with modern signal-processing algorithms like the proximal gradient method. One of our goals has been to exploit this connection and generalize it to a much broader class of functions that arise frequently in statistics, including both likelihoods and priors.
We have also sought to answer the much more basic question, "Under what circumstances does profiling have a sound Bayesian interpretation?" Our results provide at least a partial answer for conditionally exponential and conditionally normal models: for the vast majority of commonly used mixture representations, there is a dual envelope representation, and profiling under the latter is equivalent to marginalizing under the former. Moreover, the latter is typically much easier to work with, as one never needs to solve an inverse integral equation to identify an appropriate mixing measure.
An important difference between mixture and envelope representations concerns the propriety of the corresponding likelihoods, priors, and posteriors. If p(x, λ) is a proper joint distribution, then p(x, λ)dλ) is proper, but sup λ p(x, λ) need not be. Indeed, we have seen many examples-including quantile regression, the minimaxconcave penalty, and logistic regression-in which the function of interest does not correspond to the negative logarithm of a proper probability distribution, but still has an envelope representation in terms of a proper joint distribution. This is makes the profile approach very useful for handling pseudo-likelioods, improper priors, or likelihoods for discrete parameters that are not proper probability distributions in themselves (as in logistic regression). There has been some work on representing likelihoods using improper mixing measures (e.g. Gramacy and Polson, 2012) . But this requires attention to finer points of measure theory, which is almost never necessary with envelope representations.
A Proofs
Theorem 2. The Bernstein-Widder theorem (e.g. Widder, 1946, Theorem 12) states that a function f (x) is completely monotone if and only if
where F (λ) is the cumulative distribution function of some non-negative finite Borel measure. Therefore any density that is a mixture of exponentials must be completely monotone. Moreover, we also have the following characterization of a completely monotone function in terms of its logarithm (e.g. Bochner, 1960, Theorem 4.1.5) . Suppose that φ(x) ≥ 0. Then the function f (x) = e −aφ(x) is completely monotone for every a > 0 if and only if φ ′ (x) is completely monotone. This establishes the backward direction.
Moreover, if e −φ(x) is a mixture of exponentials, then φ ′′ (x) exists and is nonpositive everywhere. Thus φ(x) is concave and has the envelope representation given by the theorem. This establishes the forward direction.
Theorem 3. We appeal to the following result on normal scale mixtures from Andrews and Mallows (1974) . Let f (x) be a density function on R. The composition g(x) = f ( √ 2x) is completely monotone if and only if f is a Gaussian scale mixture:
f (x) = g(x 2 /2) = 
This may be seen by applying the Bernstein-Widder theorem to g(x 2 /2). Now let f (x) = e −φ(x) . We have f ( √ 2x) = e −θ(x) . Appealing again to Theorem 4.1.5 of Bochner (1960) The optimal value of λ may be computed from the representation θ(z) = inf λ≥0 {λz − θ ⋆ (λ)}. By Lemma 1, the optimal value of λ in this expression iŝ
Theorem 7. Suppose there exists a κ for which g(x) = f (x) + κx is symmetric in x, and suppose that θ(x) = g( √ 2x) is concave on R + . We may therefore write θ(z) = inf λ {λz − θ ⋆ (λ)}, witĥ
We use this fact to write p(x) as + θ ⋆ (λ). Moreover, the optimal value of λ is, from the definition of θ,λ (x 2 /2) = θ ′ (x 2 /2) = f ′ (x) + κ x .
Theorem 8. If f (x) = − log p(x) meets the stated conditions, then ∇f is Lipschitz continuous with modulus of continuity L = 1/a. By the Cauchy-Schwartz inequality, this implies
Therefore Lx − ∇f (x) is monotone in x, which is equivalent to the function
being convex. Let θ ⋆ (λ) be the convex conjugate of θ(x). Then
and the optimal value of λ is, by Lemma 1, λ(x) = ∇θ(x) = Lx − ∇f (x) .
Equivalently,
Simple algebra reduces this to f (x) = inf . Expressing p(x) = e −f (x) in terms of this envelope yields the formula already given.
