Abstract-Dynamic fluctuations of nuclear plant sensors contain information about their response characteristics and bandwidth features. The random fluctuations can be characterized by using auto-regression (AR) time-series models. These discrete-time models are then utilized to estimate time-domain and frequencydomain signatures. Prior to developing these models, the sensor measurements are enhanced by filtering both low-frequency and high-frequency components using wavelet transforms. The use of wavelet transform for signal conditioning results in minimum distortion of the signal bandwidth, and thus provides an effective approach for data pre-processing. This integrated approach is applied to plant data from a pressurized water reactor (PWR). Univariate AR models were established for several pressure transmitter data, and used to estimate response time parameters of sensors and their frequency spectra. The results of this integrated approach demonstrate the improvement in the sensor signature estimation compared to the direct use of plant measurements.
T HE quality of measurements from protection and control systems and their use play an important role in safe and efficient operation of commercial nuclear power plants. Sensor calibration can be an expensive and time consuming process when performed by an intrusive technique. This can lead to increased downtime, longer outage, and additional exposure to the maintenance staff [1] . On-line monitoring is a non-intrusive technique of monitoring sensors for calibration verification and detecting potential drifts. On-line monitoring of any power generation system is important as it relates to safety, reliability, and efficient operation of the plant. Periodic calibration and response time estimation of nuclear plant safety system sensors are stipulated by the Nuclear Regulatory Commission (NRC) [2] and are being performed routinely by all nuclear utilities in the United States. Redundant channel calibration and closed loop calibration are the latest techniques that have been developed for on-line testing and calibration of sensors [3] , [4] . Redundant channel calibration uses multiple instrument channels to detect drifts in process sensors. The closed loop calibration finds the relationships among the process variables, and is then used to monitor and calibrate sensors [5] .
On-line monitoring and calibration verification generally use either steady-state or quasi steady-state operational data. Process measurements and nuclear instrumentation signals in power reactors are characterized by wide-band fluctuations about their nominal values. These random fluctuations depend on the reactor power level and vary in the range 0.5% to 2% of nominal signal levels. The random variations are caused by randomness in the coolant flow rate, reactor pressure, heat transfer variations, neutron flux, boiling, and other process-related dynamics. The wide-band component of a signal contains information about vibration of reactor internals, changes in process dynamics, and sensor response characteristics. If the wide-band component of a signal is processed with attention to the quality of the signal, it can provide information about response time of sensors, reactor stability, estimation of performance-related parameters, flow velocity, and bandwidth information.
With the focus on extracting information from wide-band random component of the signals, an approach of combining discrete-time modeling and wavelet transform for modeling and estimating sensor dynamics is presented. Auto-regression (AR) time series modeling is an effective approach for characterizing stationary signals. Recursive, on-line techniques are available for developing univariate AR models [6] , [7] . The AR modeling can also be implemented for non-stationary data by dividing a large data block into smaller blocks that are piece-wise stationary.
The method presented in this paper incorporates a signal conditioning approach using wavelet transform. The wavelet transform was first introduced to overcome the drawbacks of classical spectral methods. It is a powerful tool for time-frequency analysis. It is useful for processing signals that have non-stationary behavior. It is even applicable to data which have discontinuities, higher derivatives, and self-similarities.
In this paper, the wavelet transform is used for filtering both low frequency (high-pass) and high frequency (low-pass) components in the wide-band sensor measurement. Wavelet transform has been used in many areas, including sensor validation and medical applications [8] , [9] . A good review of time-frequency analysis and applications, including the empirical-mode decomposition approach, is provided in Ref. [10] .
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This paper presents an approach that integrates wavelet transform for signal pre-processing and auto-regression modeling for signal dynamic characterization. The optimal time-series models are used for estimating the response time of nuclear plant sensors and their frequency spectra. This technique is applied to measurements from a four-loop pressurized water reactor (PWR). The PWR data were acquired from a benchmark database and was reported in Ref. [11] . The results of application of the integrated approach show considerable improvement in the approach for processing wide-band data from nuclear power plants and the estimation of sensor performance parameters. The implementation of wavelet transform results in minimum distortion of the signal bandwidth and helps to extract features that are associated only with sensor dynamics.
Section II provides a description of the recursive estimation of AR model parameters, model order determination, spectral estimation, and calculation of response time of device being modeled by computing its impulse and step responses using the AR model. A description of the wavelet transform and its use for low-pass and high-pass filtering is given in Section III. Results of applications to several transmitters (pressure, flow, and level) are presented in Section IV. Concluding remarks and continuing research are summarized in Section V.
II. DISCRETE-TIME MODELING OF STATIONARY SIGNALS

A. Auto-Regression (AR) Modeling
Measurements from processes that contain limited memory can be modeled using finite length discrete-time models. One such modeling approach for random signals can be characterized by using univariate auto-regression (AR) models. If is a sequence of discrete measurements of a random signal, then y(t) may be characterized as a function of a finite number of previous measurements, that is for time . The AR model is defined by the equation (1) Where is assumed to be a wideband noise (approaching white noise), with zero mean and finite variance , and are time-invariant parameters. There are situations where AR models with changing parameters can be developed in order to characterize non-stationary or transient data. The signal is assumed to be a stationary random signal with zero mean and finite variance. It is not necessary that have a Gaussian distribution; but this property is useful in assuring the optimality of parameter estimation, and in calculating the parameter variances.
The autocorrelation function of has the property (2) In Eq. (2), is the time lag in the calculation of the autocorrelation function. is assumed to be a white noise sequence. The problem of estimating an AR model can also be stated as: given the sequence of measurements , estimate the parameters of the model defined by Eq. (1), such that when a white noise sequence is passed through the model, the signal is generated.
B. Estimation of AR Model Parameters
The AR parameters can be estimated either using a leastsquares technique that minimizes the one-step model prediction error, or by using the Yule-Walker equations [6] that facilitate a recursive model parameter estimation algorithm. Here, recursion refers to stepping from one model order to the next, and estimating the parameters of the current model as a function of the parameters of the lower-order model.
Consider an AR(n) model of order, , with corresponding parameters . Multiplying both sides of Eq. (1) by y(t-k),
, and using the property of signal stationarity, the following equations, generally called the Yule-Walker equations, are obtained in terms of the autocorrelation function of y(t) [6] . (3) is the autocorrelation function of at time lag (or ) where is the data sampling interval (second). Equation (3) is now written for . Thus, the parameters are solved by a simple matrix inversion. It is often not numerically efficient to use direct inversion in the above estimation. The correlation matrix in Eq. (3) is a Toeplitz matrix [7] , T, such that the matrix elements have the property, -. The correlation matrix represented in Eq. (3) is a symmetric Toeplitz matrix. The property of symmetry and positive definiteness of this matrix can be used to derive expressions for recursive estimation of the AR parameters. The Yule-Walker equations can be solved recursively, for successively higher order models. That is, the parameters of model are estimated from the parameters of model and an additional autocorrelation function at lag ( ). This facilitates fast computation of AR models up to a desired maximum order, and the determination of optimal model order, . The recursive parameter estimation is given by the following equation, originally developed by Durbin [6] . (4) (5) The starting value for the recursion is (6) The parameter is first calculated from Eq. (5) using the parameters of the AR(n) model and an additional autocorrelation value, . The remaining coefficients of the model are then calculated using Eqs. (4). For a Gaussian random signal, parameter estimation using prediction error minimization, Yule-Walker equations, and the maximum likelihood estimation, all give the same parameter values (as the measurement sample, N, becomes large) [12] . This establishes the optimality of parameter estimation using the Yule-Walker equations.
C. Determination of Optimal AR Model Order
The optimal model order generally corresponds to the minimum model prediction error. The optimal order selection is made based on the concept of Final Prediction Error (FPE) and Akaike Information Criterion (AIC) discussed in [12] , [13] . The FPE is calculated as (7) Where is the total sample size, is the model order, and is the variance of the prediction error, or equivalently the variance of the driving noise. The objective is to choose n such that FPE is a minimum.
The information criterion, AIC, is calculated using (8) Where is the noise variance, is the number of AR parameters. The model order, is selected, such that AIC is a minimum. This is same as maximizing the information.
In practice, an absolute minimum may not be attained by these criteria. It is sufficient that the model order is an integer that provides a good fit to the data, such that a further increase in the model order, , does not change the criterion functions. It is important to realize that overfitting the model to provide the smallest value for the criterion function, would result in fitting the background noise in the signal. Thus, parsimony in model fitting must be exercised. This may require running several trial cases and comparing the model estimated frequency spectrum with the spectrum estimated using the fast Fourier transform. The selection criteria defined by Eqs. (7) and (8) performed very well in previous applications [7] , [12] .
D. Estimation of Frequency and Time Domain Signatures
Estimation of Signal Frequency Spectrum: After the order has been decided by the selection criteria, the AR parameters can be used to estimate the frequency spectrum of the signal , and the response time of the sensor under study. These computations are made numerically for a general AR model of order, .
Using the AR model defined in Eq. (4), the relationship between the input and output spectra for a stationary system is given by (9) The estimate of the power spectrum of is given by (10) is the power spectrum of the signal . is the linear transformation (frequency response) from the AR model. is the power spectrum of the noise sequence . is equal to and is the frequency (Hz). Note that the frequency spec- trum is discrete in nature, and has a Nyquist folding frequency of Hz (11)
Estimation of Response Time of Sensors:
The response characteristic of a process sensor is represented by its 'time constant'. The time constant of a sensor or a device is defined (for a first order dynamic approximation) as the time it takes for the step response of the sensor to reach 63.2% of its steady-state value. In general, this definition of the time constant is adapted, even if the device response is not described by a pure first order dynamics. The time constant indicates how fast the sensor responds for a change in the process variable being measured. Fig. 1 is a plot of the step response of a first order system with a time constant of 1 sec. The figure shows the definition of the time constant.
The step response of the sensor is calculated using the model estimated using the normal training data. The first step is to calculate the impulse response of the sensor using the model. This is performed recursively as shown in Eq. (12) . (12) is the impulse response of the sensor at time step, . Note that the initial value of the impulse response is set to zero to satisfy the physical realizability of real systems, and is an arbitrary value [12] .
The integration of the impulse response gives the step response of the sensor (device) as shown in Eq. (13) (13)
The step response is calculated numerically and the time constant is then estimated as the time for the step response to reach 63.2% of its steady-state value. Application of this technique to operating plant data is presented in Section IV.
III. SENSOR SIGNAL BANDWIDTH TUNING USING WAVELET TRANSFORM
A. Wavelet Transform
It is often desirable to pre-process sensor measurements in order to remove undesirable frequency bands, both at low and at high frequency levels. This band-passing of signals can be achieved effectively by using multi resolution wavelet transform that selectively removes frequency components by simultaneous low-pass and high-pass filtering. The use of tuned wavelet transform is results in minimum distortion of the filtered data and is more efficient in band-limiting the signals compared to digital filters.
Wavelet transform is a time frequency analysis tool which interprets the signal as the sum of scaled and shifted wavelets. It was first introduced as Continuous Wavelet Transform (CWT) [14] using continuous scaling (a) and shifting (b) parameters. The CWT is defined in Eq. (14) where is a square integrable function, is a mother wavelet and .
B. Discrete Wavelet Transform and Multi-resolution Analysis
The wavelet transform is interpreted again on dyadic scale by discretizing scaling and shifting parameters only and is called the Discrete Wavelet Transform (DWT). The discretization is done as and where and m are integers. The expression given in Eq. (15) is useful in understanding this concept. Express as (15) In this representation, the terms are related to values of CWT of with and . From this comparison it is seen that the wavelet coefficients for an orthonormal DWT are samples of CWT on dyadic grids.
At this point the scaling function is introduced related to the mother wavelet to simplify the multi scale (multi resolution) representation [15] , [16] . (16) Then the main objective is to express the function by the basic sum of scaling and wavelet function, here are the detail coefficients at different scale and is the approximation coefficient at last scale.
(17) This process can be represented by convolution of the expansion coefficients ( and ) with the wavelet function and the scaling function followed by decimation (down-sampling by 2). The wavelet coefficients in Eq. (17) are representative of high-pass filtering and scaling coefficients are representative of low-pass filtering [16] . Fig. 2 shows a block diagram of multi-resolution wavelet decomposition.
In order to achieve the approximations and details of the original signal the expansion coefficients should be reconstructed. It should be noted that each approximation and detail contains different frequency band information. The results of implementing the discrete wavelet transform on plant data are presented in Section IV.
IV. APPLICATION OF INTEGRATED SIGNAL ANALYSIS APPROACH TO NUCLEAR PLANT SENSOR DATA
A. Nuclear Plant Benchmark Data
The wavelet signal conditioning algorithm and the AR modeling technique were applied to dynamic data (random fluctuations about nominal power level) from a four-loop pressurized water reactor (PWR). These data were available from a benchmark study conducted for IAEA [11] . Table I lists the signals used in this study. The measurements include coolant pressure, mass flow rate and liquid level sensors. All the sensors are pressure transmitters, either absolute pressure or differential pressure measurement. The size of the data block for each sensor is 208,400 samples with a sampling rate of 200 Hz. 
B. AR Model Order Selection
Feedwater flow rate signal was used to illustrate the selection of AR model order. AR model parameters, up to a maximum order of , were estimated using the calculated autocorrelation function and the recursive estimation algorithm. Figs. 3  and 4 show the plots of final prediction error (FPE) and the information criterion (AIC) as a function of the model order. Both these criteria are functions of the prediction error, and exhibit similar behavior.
Even though an absolute minimum is not reached, a model order of provides a fit that minimizes the prediction error and provides parsimony in the selection of the AR model. If the model order is increased without consideration of the behavior of the autocorrelation function, there would be singularities in the solution due to ill-conditioned autocorrelation matrix and model fitting would break down. Depending on the device memory or its response time, the autocorrelation function, , does not change after a certain lag, . Care must be exercised in terminating model selection beyond a certain lag (k) in order to avoid erroneous model estimation and computational instability.
C. Implementation of Wavelet-based Signal Filtering
The feedwater flow measurements were used establish the efficacy of multi-resolution wavelet transform as a tool for bandpass filtering of the signal. AR models were developed using the original acquired data and the data that were pre-processed using wavelet filter banks. The results generated from the two sets of models were compared. The feedwater flow signal is used to illustrate the advantages of signal pre-processing using wavelet transform to exclude both low-frequency and high-frequency components.
The frequency spectrum of the original signal has dominating low-frequency components. This can affect the estimation of response characteristics severely. These lower frequencies are part of the process dynamics, and if characterization of the sensors is the objective, then the lower frequency components must be eliminated from the measurements. Fig. 5 show the computed frequency spectrum of the feed water flow sensor, using an AR(30) model. Fig. 5 also indicates the presence of frequency components above 10 Hz. The Nyquist folding frequency for this signal is Hz. The application of wavelet filtering eliminates both low-frequency as well as high-frequency signal components, thus minimizing the effect on the estimated response time signatures. Fig. 5 shows frequency components in the signal that are not reflective of the transmitter dynamics. The low-frequency effects are process related and the high frequency components are due to pump rotational dynamics. Thus, the low-frequency and highfrequency components are eliminated to provide a true representation of the transmitter dynamics. Based on this and the discussion with the source that supplied plant measurements, the bandwidth for signal pre-processing was established as 0.2-12.5 Hz. Fig. 6 is the AR-estimated power spectrum of the same feed water flow signal after band passing the signal in the pass band The signal reconstruction operation can be executed by deleting the wavelet coefficients both in the low frequency range and in the high frequency range. Each of the signals used in the analysis is decomposed into 9 levels using the Db20 wavelet from the MATLAB library. Then the coefficients whose frequency content is associated with coefficients below 0.2 Hz and above 12.5 Hz are deleted from signal reconstruction. In other words, only the 5th, 6th, 7th, 8th, and 9th detail coefficients were employed to reconstruct the filtered signal. The characteristic break frequency can be calculated by observing the intersection of the low and high frequency asymptotes. The estimated frequency spectrum may be used to compare the signals and diagnose faults in the system or in the process. Fig. 7 is the plot of the frequency spectrum of the pressurizer pressure signal estimated from the AR model. The dynamics of this signal has strong energy peaks compared to that for the feedwater flow signal. Calculation of transmitter time constant does not simply follow from the break frequency of the spectrum. Moreover, a single break frequency cannot be estimated for devices with resonant features and dynamics of order greater than one. The transmitter step response can be calculated by using the fitted AR model as described in Section III.
D. Estimation of Sensor Response Time
The AR models are also used to compare the response time of the sensor before and after filtering. The calculation of sensor time constant using the fitted AR model is described in Section III. Fig. 8 is the plot of the estimated step response of the feedwater flow transmitter before the signal is band-pass filtered. The response indicates that the feedwater flow sensor dynamics has an estimated time constant of 0.95 sec and is sluggish in its response. This slow response is due the low-frequency dynamics in the original signal. The time constant is estimated by calculating the time for the sensor step response to reach 63.2% of the steady state value. The response time was calculated as 0.95 for the sensor.
The filtered data were then used to determine the sensor response time using its AR model. Fig. 9 is the plot of the step response for the same sensor, but using the AR model of the band-pass filtered signal. The estimated response time for this case is 0.2 sec. It is clear that deleting the lower frequency components from the signal subtracts the process related information from the sensor data. Low-frequency components result in sluggish device response to an external perturbation.
One of the advantage of the AR modeling technique is that even smaller data size may be used to estimate sensor characteristics. This property was tested by using just 2500 data points from the original data. This smaller data sample was also band passed in the same pass-band as the above entire sample. Fig. 10 shows that the response time calculated is still close to 0.2 sec, even though measurement sample size is only 12.5 sec compared to 1042 sec for the original data sample.
This procedure of fitting AR models using smaller data samples can be used to track a signal that is not stationary. Small sets of data can be acquired and the responses can be calculated to verify sensor performance.
Using a procedure similar to the above discussion, the response time of all the transmitters were calculated. Table II provides a comparison of the estimated time constants of eight different pressure transmitters, measuring various process variables (pressure, flow, level). The results show that the estimated response time, in general, is smaller for the filtered data compared to that from the original data without filtering.
This comparison clearly shows that the response time after the data were filtered gave a better estimate of the time constant of the sensors as the values are closer to the expected values of the response times of the pressure sensors. The two redundant steam generator narrow range sensors show that the first sensor is comparatively slower than the second. The sluggishness in this sensor is because of the fault that was introduced in the sensing line. The AR models can also be used for tracking sensor performance over a period of time, and thus can be used for monitoring possible sensor faults.
Figs. 11 and 12 show the comparison of AR frequency spectra of the two narrow range level transmitter signals. The frequency features indicate that the narrow range1 transmitter has a larger time constant compared to that of the narrow range2 transmitter. The actual estimates are made directly using the AR models. The estimated time constants are compared in Table II. V. CONCLUDING REMARKS An integrated signal analysis approach is presented for extracting response time characteristics of sensors used in nuclear power plants. The random fluctuations in plant variables are processed using auto-regression discrete-time models and used to estimate the step response of a variety of sensors. The time-domain and frequency-domain features are enhanced by using wavelet-based band-pass filtering of the plant data. Frequency band tuning with multi-resolution filter banks results in a minimum distortion of the signal in the pass band which can be easily identified.
This integrated approach was applied to operating PWR plant measurements from flow, pressure, and level sensors (pressure transmitters). The combination of AR modeling and wavelet filtering showed distinct improvement in the estimation of sensor time constants. This approach can be implemented on-line and the entire procedure can be automated for continuous applications. The AR modeling approach is also effective when a limited data sample is available, such as during a plant operational transient.
Future research includes the extension of this method to multivariate signal analysis which also provides cause and effect relationships among a set of plant measurements.
