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1. INTRODUCTION 
In this paper we discuss the asymptotic behavior of solutions of a nonlinear 
system of partial differential equations which describes approximately the 
transport of mobile carriers (electrons and holes) in a semiconductor device 
[6,7]. The system we consider is given by 
g = Au - V . (z&j) - R(u, er)‘ 
i 
(l.la) 
$ = Av + V * (WV+) - R(u, o) ) 
I 
(x, t) E D x [0, co), (I.lb) 
uAt,h=u-v-f 
i 
(l.lc) 
for the three real scalar functions U, 21, #, where D is an open, bounded, simply 
connected region in Rn with smooth boundary aD. In (l.l), we adopt a 
standard form for the “recombination” term, 
R(u, 4 = (UT) ((uv - l>/(u + v + 2)); (1.2) 
we remark, however, that this specific choice is not essential to the present 
results. 
In (1. 1), (1.2) K, T are given positive constants; we assume the function f 
and the initial data for II, et are given smooth functions of x in D. We restrict 
consideration to solutions of (1. I), (1.2) satisfying homogeneous Neumann 
boundary conditions, 
v~Vu=v~Qv=v~Q~=O, (x,t)EaD x [O, co); (1.3) 
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in view of (1.3), we impose a consistency requirement on the specified initial 
data, 
s (u(x, 0) - D(X, 0) - f(x)) dx=0, D 
and also require u( ., 0), o(., 0) to be uniformly positive in D. 
It was proved in [5] that the problem (l.l)-(1.4) so restricted with regard 
to the domain and initial data, has a unique classical solution, depending 
smoothly on the initial data, and such that the solution functions U(X, t), 
ZI(X, t) remain uniformly positive in D. 
If D is the interior region of a semiconductor device, the variables admit 
the following identification: U, z, are the local densities of electrons and holes, 
respectively; 9 is the electrostatic potential, with K the dielectric constant of 
the material and f the local density of stationary ionized impurity atoms; and 
R(u, v) is the local rate of recombination of mobile carriers. Various simplify- 
ing assumptions have been made in obtaining (1. l), (1.2) [5]. 
Because of the physical origin of the problem, several numerical computa- 
tions, based on the use of finite difference methods, have been reported [l-3]. 
Such computations invariably employ more interesting boundary conditions 
than (1.3); typically, relations of the form (1.3) are assumed on a part of the 
boundary, and Dirichlet conditions are imposed on the remainder. An analysis 
of the related steady-state problem, with boundary conditions of this form, 
appeared in [4]; however, it has not been possible to analyze the problem 
(l.l), (1.2) with such boundary conditions. 
We conjectured in [5] that with boundary conditions of the form (1.3), 
the solutions of (1.1) and (1.2) corresponding to any smooth positive initial 
data satisfying (1.4), would simply decay into the steady-state solution of 
(l.l)-(1.2). In this paper, we prove this for two special cases: the case that 
the function f is simply a constant, and the case that the initial data is suf- 
ficiently close to the steady-state solution. We also show that the solution 
functions remain bounded as t--t co, in general. 
The present work is motivated by a desire to improve on the available 
numerical methods for problems of this type. At present, fully implicit 
methods are generally used, which require the solution of a large nonlinear 
discrete system at each time step. There is computation and analytical 
evidence to suggest that some alternative methods, based on separate solution 
of Eqs. (l.la)-( 1.1~) will require prohibitively small time steps for stability. 
In order to utilize the present results, we regard the domain D as a (possibly 
small) interior subregion of a larger domain in which a numerical solution 
is sought, presumably satisfying more general boundary conditions than (1.3). 
In such an interior region, however, the boundary conditions (1.3) and the 
other hypotheses on which the present results depend are perhaps reasonable. 
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We would then infer from the present results that any local spontaneous 
growth behavior, even one of bounded amplitude, occurring in a numerical 
solution of this type of problem, is evidence of numerical instability, and 
should not be associated with the behavior of the actual solution. Some addi- 
tional remarks on the utility of the results are contained in a summary. 
2. NOTATION AND PREVIOUS RESULTS 
Let g, h be functions of x in D; we use the following notation 
(& 4 = s, g(x) h(x) dx, II g IiL, = (J‘, I &)I” dx)l’pI 
II g Il0.h = (j-Dge(x) 44 q2v 
llg III = (S, I Vg I2 dJx)l”, ilg /Il.h = (S, I Vg I2 h d.r)l”. 
We use c, C to denote several sufficiently small and large constants, 
respectively, distinguished where necessary by subscripts; the parameters on 
which such constants depend will be stated explicitly where required. The 
following two results were obtained in [5], and will be used below. 
THEOREM 1. The system (l.l)-( 1.3) possesses a unique steady-state solution, 
given by 
uo(x, t) = ez(@, a,(~, t) = e-z(x), 
&(x, t) = z(x) + const, XEB; (2-l) 
tcfk?=eZ-ee-Z-f, XED; v.Vz=O, XE~D. (2.2) 
LEMMA 1. For all Jinite p > 1, the solutions of (1. l)-( 1.4) satisfy 
II 4-P th., + II 4.7 th., < C(P) (1 + t), (2.3) 
where C(p) d p d e en s only on p explicitly and the L, norms of the initial data 
functions. 
A stronger form of this estimate, in which the factor of (1 + t) is avoided, 
is obtained as follows. 
B. V. Gokhale has pointed out that with the assumed form of the boundary 
conditions, the quantity 
G = s, [$I V$I I2 + u(log u - 1) + v(log v  - l)] dx (2.4) 
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is nonincreasing as a function of time. In [5] we obtained the relation 
$+ < --cap, + C(ag4 + a,-, + aID>, P>, 1, (2.5) 
where 
a,= Ju”+?P)dx, 
I 
p>l; a,rl, 
and C, c are positive and depend only on p, D, T. Since 
a,(t) < CC1 + G(t)), (2.6) 
it follows from Gokhale’s result that a, is bounded independently of time. 
Using (2.5) recursively, one then obtains bounds for a, , depending on p, D, 
7, and the initial data, but independent of time. 
3. RESULTS FOR A CONSTANT IMPURITY DENSITY 
In this section, we show that in the case that the specified function f in 
(1.1~) is simply a constant, the solution of (l.l)-(1.4) decays exponentially 
into the steady state solution. For the potential #, we have the following two 
lemmas. 
LEMMA 2. Iff is constant in D, then there exists a constant X, > 0 such that 
Proof. Differentiating (1.1~) with respect to time, using (l.la), (l.lb) 
for au/at, &/at we obtain 
K(ajat) d+ = d(~4 - V) - v . ((u + V) v+j 
= KA’$ - v . ((u + v) v#), 
(3.2) 
using (1.1~) for u - v and in view off being constant. Taking the scalar 
product of (3.2) with #, integrating by parts, we obtain 
since u + v is positive and II A# llL, estimates II+ [I1 , with the constant 
depending only on D. The result (3.1) folloivs from (3.3). 
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LEMMA 3. If f is constant, then there exists a positive constant A, such that 
U=KdZ,h=U-V-f, (3.4) 
satisfies 
II u(-, t)llLz < Ce+, (3.5) 
where C depends on the initial data but A, does not. 
Proof. In view of (3.4) and L emma 1, we have, for all finite p > 1, 
II u IL., < C(P) (1 + t)* (3.6) 
We rewrite (3.2) as 
K(&,/at) = dU - v * ((U -,- V) v$h); 
taking the scalar product with a and integrating by parts, we obtain 
+ 1 II tJ II?, = - II CJ Ill” + (u + v, VfJ * w> 
< - $ II (3 Ill” + t ((u + +, I w I”) 
G - ?I II 4,” + i+ II 24. + v lI~,ll I v* I ll$ 
(3.7) 
< - 4 II 0 II: + : II u + v II:, II I w I iit: II I w I llif 
= - s II 0 II? + Q II 24 + v II:, II I v I iit: II # /!Y3 
e - 4 II fJ II? + c II 24 + v IIt6 II (7 II”:,” II # l/Y3, 
by repeated use of Holder’s inequality. In (3.7) we apply a PoincarC estimate 
to the first term, and apply Lemma 1 with p = 6, Eq. (3.6) with p = 4, and 
Lemma 2 respectively, to the three factors in the second right-hand term to 
obtain 
$ II u lli, < -c2 II 0 lit, + C(1 + t)10’3 exp (- + U) , 
from which (3.5) follows. 
We now use Lemma 3 to obtain the following result. 
THEOREM 1. If f is a cmstant, then the solution variables II, v, 1 Vt,b 1 decay 
exponentially, in L,(D), into their respective steady-state values as t -+ CO. 
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Proof. Set d = [T(U + z, + 2)1-l, and use (3.4) to rewrite (l.la) with v  
and the second derivatives of # eliminated, obtaining 
g = Au - Vu . V# - (; - d) cru - d(u2 - fu - 1). (3.8) 
Let u,, be the (constant) steady-state value of u, then w = u - u,, satisfies 
$f = Aw - VW . V# - (+ - d) u(w + zq,) - r(u, w) w, (3.9) 
where the function Y > 0 is obtained via the mean value theorem. Taking 
the scalar product of (3.9) with w, we obtain 
; $ II w II;, = - II w Ill” - (w, VW * w> 
- II w 1li.T - (w (w + %I) (; - d)) 
= - II w 111” + & (w2, 4 - II w l1i.T - (w” + w4 0 (; - d)) 
< - II w IIt - II w II:,, + c II w IIt4 II tJ IIL, 9 (3.10) 
applying the Schwarz inequality to the last term, and using the uniform 
boundedness of d. In view of the definition of w, we may apply Lemma 1 with 
p = 4 and Lemma 3 to the last term in (3.10) to obtain 
& $ II w II& < - II w llf - II w lli.y + CC1 + t12 e+ (3.11) 
In (3.11) we write w(x, t) = z%(t) + 6(x, t), with so rZ(x, t) dx = 0. Then 
from (3.11), we have 
-jj g 11 6 II& < -c 11 22, I& + C(l + Q2 eeAzta, (3.12) 
from which the exponential decay of G follows. The constant component @ 
satisfies an ordinary differential equation of the form 
dii 
‘2 - fG - ’ 
z=- T(2c + v  + 2) 
+ exponentially decaying terms, (3.13) 
from which it follows that @ approaches the positive solution of 
ti2 - fti - 1 = 0, which, using (2.2) is the stady-state value for u. (In (3.12), 
@is defined similarly to ii.) 
Entirely analogous relations hold for the function v, so the proof of 
Theorem 2 is complete. 
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4. STABILITY OF THE STEADY-STATE SOLUTION 
THEOREM 3. Suppose the number of space dimensions n does not exceed 3; 
then for su$iciently small values of 
II UC., 0) - uo(*k, + II f4.9 0) - z’0(‘)11L2 > 
the solution of the problem (l.l)-(1.4) as described above decays exponentially 
into the steady-state solution as t + co, in L, . 
Proof. We denote the departure of the variables from their steady-state 
values by the functions 8, q5, W, 
4x, 4 = ~~(4 (1 + 4x, t) - e(x, 9, 
v(x, t) = v&q (1 + $(x, t) - 4% t)), 
IcI(x, t) = &J(x) + 4x, t); 
(4.1) 
using (2.1), (2.2), (4.1) we may rewrite Eq. (1.1) as 
u. g (e - w) = v  - cuove) - d(e - 4) - c . (uO(e - w) v,) 
+ we2 + 92 + 4, 
vo ; (d - w) = v  * (VOW) + q - $1 +- v  * (vo($ - w) VW) 
+ we2 + 42 + 4, 
(4.2) 
(4.3) 
Kh = Uo(w - 0) f Vo(W - +), (4.4) 
with d = [7(uo + v. + 2)1-l, and where the O(P f  c$” + w”) terms in 
(4.2), (4.3), which represent the higher order variation of the recombination 
terms in (l.la), (l.lb), are equal and of opposite sign. We take the scalar 
products of (4.2) with 8, (4.3) with +, and (4.4) with &/at, perform integra- 
tions by parts and combine the results to obtain 
$(dH/dt) = -F + El + E, + E, , (4.5) 
H = II 0 ll:,u, + II sb II;,, - II w Il;,uo+vo - K /I w I’; > (4.6) 
F = II e k, + II + IIL, + II 0 - d IIL , (4.7) 
El = i(uo ) ye*) * VW) - i(vo , V(qP) . VW), (4-V 
E, = - +(uO , ve * V(w”)) + $(V” , 04 * V(w”)), (4.9) 
I E, I G co e I + I 4 I ,e2 + 42 + 4. (4.10) 
The functions 0, 4, w determined from (4.1) are unique up to a common 
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add itive constant. Except where otherwise stated, we assume this constant 
chosen so that SD W(X, t) dx = 0, and this w satisfies a PoincarC estimate, 
independently of t. In order to maintain some continuity of the argument, 
we defer the proof of the following lemma. 
LEMMA 4. There exists a positive constant C,, such that 
+4I~<H<CoF. (4.11) 
We next use (4.6), (4.7), (4.1 l), the Sobolev inequality, with n < 3, and the 
uniform boundedness of u,, , v,, to obtain estimates of the fwm 
II e It, + II -4 II!, + II W II? + II c&J /I& G CH; (4.12) 
II 6 II; + II + 111” + II 0 II;, + II + II:, < CF. (4.13) 
Using these estimates, we show that if H is sujiciently small initially, then it 
decays exponentially. We estimate the terms in (4.5) as follows: 
I Es I < ‘?I 0 IIL, + II (b II41 (II 0 ll”L + II 4 IIt4 + II W II;,) < cW’~F. (4.14) 
Integrating the expression for El by parts, we obtain 
El = - i&do + v. , (e2 - 4”) dW) - #do - v. , (d2 + $b2) v& ’ VW); (4.15) 
Using (4.4) f or A w in (4.15) we obtain from the Schwarz inequality 
I El I < WI 0 II;, + II d ll”L4) (II 6’ II;, + II 4 II;, + II W II?,) 
+ C(II 0 II:, + II 4 II:,) II w ii1 (4.16) 
< CH112F. 
Finally 
I E2 I G c(l ve 1 -t i v+ i , i wvw 1) 
G 41i 0 II; + II 4 13 + + c(w2, I VW 12) 
< 0rCF + ; C(w”, I VW I”) 
= arCF - ; C(w3, dw) 
(4.17) 
G 0rcF -I- : qw2, 1 we i -I- i w$ 1 + W”> 
G 0 + + C(ll W II:, + ii W ii~4(ii we lh, -t Ii wd lid) 
< d-F + ; C II a~ II;, (II 8 11~~ + II # lb4 + 11 W lb,) 
< olCF + $ CHF, 
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for any positive constant 01. he&zg (4.14), (4.16), (4.17) into (4.5) we obtain 
=F a+H1/2+;H)C2-l]. 
[( 
(4.18) 
In (4.18), we chose 3cK2 = 1, then assume the initial value of H is so small 
that C2(EN2 + H/a) < Q initially, then (4.18) becomes 
dH/dt < - QF < - $(H/C,), (4.19) 
using (4.1 I), from which the exponential decay of H follows. To show that H 
is initially small under the hypotheses of the theorem, we have from (4.6) 
H < C(ll 0 /l%2 + II 4 !I:, + II w ;I;, 
< C(ll 8 - w l12L2 + II + - w iIt,) 
< WI 4’3 0) - %(M, + II 4’7 4 - %(9llt,>, 
using (4.4) for Aw. It follows from (4.12) that the exponential decay of H 
implies the statement of the theorem. 
Proof of Lemma 4. Taking the scalar product of (4.4) with w and inte- 
grating by parts gives 
< 4 II e IIL, + s II + Ill,, - t Ii w IILL, - a II w II”,., 
= :H + (42) II w II: 
from (4.6), from which the first inequality in (4.11) follows. To obtain the 
second inequality, we note that from (4.4), (4.6), (4.7) it follows that both F 
and Hare unchanged by the addition of a common constant to 9,+, w. Since H 
is nonnegative, we have from (4.6), (4.7) 
(4.20) 
409149/‘-‘5 
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We now select the additive constant in 0, +, w so that 
e=O+b, 4=$--b 
holds, with b a constant and 8, + satisfying 
(4.21) 
s, e(x) d(x) dx = s, q(x) d(x) dx = 0. (4.22) 
Inserting (4.21) into (4.20) and using (4.22) then gives 
&&b II fJ II,“.,, + II 6 ll~.,, + 4b2 s, d dx 
SD (uo + vo) dx 
4 Joddx 1 
EC 0’ (4.23) 
since from (4.22) it follows that the Raleigh quotients in (4.23) are bounded. 
This completes the proof of Lemma 4. 
5. DISCUSSION AND SIJMMARY 
From the analysis of Section 3, we can infer the qualitative behavior of 
the actual solution functions in this case. The assumption of a constant 
function f is perhaps best justified as an approximation in “bulk neutral” 
regions, where the values of 1 f 1 and u + v  are very large and approximately 
equal. In this case we may take X, m (U + V)/K in (3.3)) and infer that the L, 
norm of the electric field, given by II 9 iI1 , is damped out (by the drift of the 
charged mobile carriers in the electric field) in a time of order K/(U + o), the 
local “dielectric relaxation” time, which is very short in bulk regions. After 
this period, the two mobile carrier distributions u, er differ by the constant f, 
but are not individually constant in space, so that subsequent motion of 
mobile carriers occurs by diffusion. We next infer from the “heat equation” 
character of (3.9) and (3.11) that the variable parts (in space) of the carrier 
density distributions will be damped out in a time of the order of the time 
required for electrons or holes to diffuse across the region D. Then the carrier 
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density distributions will be constant in space, but a constant excess (or 
deficiency) in the total number of carriers will persist. In view of (1.3), no 
carriers are permitted to cross the boundary, so that the relatively slow 
recombination mechanism, as described by (3.12), must remove the excess 
carriers (or generate the additional carriers needed) in a relatively long time 
of O(T). Such behavior is expected on the basis of existing physical theory [6]. 
It will be noted that the results of Sections 3 and 4 can be maintained if the 
boundary conditions (1.3) are replaced by Dirichlet conditions of the form 
$b = 0, u = u. , v = ~1s on part or all of the boundary ao. Theorem 2 fails 
to hold, however, because of its dependence on Lemma 1. The results of 
Section 4 are valid, however, and one may conclude that if the problem (1. l), 
(1.2) is well posed with such boundary conditions, the steady-state solution 
remains stable. 
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