In a meta-analysis of 113 experiments we examined neurophysiological outcomes of learning, and the relationship between neurophysiological and behavioral outcomes of learning. Findings showed neurophysiology yielding large effect sizes, with the majority of studies examining electroencephalography and eye-related outcome measures. Effect sizes on neurophysiological outcomes were smaller than effect sizes on behavioral outcomes, however. Neurophysiological outcomes were, but behavioral outcomes were not, influenced by several modulating factors. These factors included the sensory system in which learning took place, number of learning days, whether feedback on performance was provided, and age of participants. Controlling for these factors resulted in the effect size differences between behavior and neurophysiology to disappear. The findings of the current meta-analysis demonstrate that neurophysiology is an appropriate measure in assessing learning, particularly when taking into account factors that could have an influence on neurophysiology. We propose a first model to aid further studies that are needed to examine the exact interplay between learning, neurophysiology, behavior, individual differences, and task-related aspects. address: A.M.Tinga@uvt.nl (A.M. Tinga). 1 Neurophysiology concerns the physiology of the nervous system (Fulton, 1949) . The central nervous system consists of the autonomic and central nervous system.
Introduction
Learning can be defined as the processing of information that is derived from experiences in order to update system properties (Barron et al., 2015) . Through learning experiences the ability to execute specific tasks or operations improves and transitions from slow and effortful controlled processing to fast and less effortful automatic processing (Borghini et al., 2016; Chein, 2003 Schneider and Chein, 2003) . In the psychological sciences learning is commonly measured through assessing behavioral performance, using post-hoc measures of behavior, for instance through comparing pre-and posttest assessments or using measures of reaction times or accuracy (Luu et al., 2009; Webb et al., 1966) . These (post-hoc) behavioral measures, however, have several important limitations. To start with, these measures might be affected by the process of measurement itself: When participants are able to detect that specific behaviors are of interest in the measurement or observation, they might change such behaviors either on purpose or without being conscious about it (Webb et al., 1966) . For instance, participants who are asked to describe their emotional experience might report different results than that they would provide neurophysiologically. Another downside of post-hoc behavioral measures is that such measures provide little insight into the learning process itself (Benikos et al., 2013) . It is valuable to know the outcome of the learning process, but insight into the process itself may provide information about changes that ultimately affect the outcome. Non-invasive neurophysiological methods 1 overcome both problems by offering the opportunity to objectively monitor the learning process online and to even improve learning or training by providing the trainee and/or trainer with information on the learning process in order to adjust it when necessary (Chiang et al., 2018) .
There is considerable optimism about the use of neurophysiological measures for studying learning. Krigolson et al. (2015) reviewed about 90 studies on EEG changes during motor learning and concluded that specific ERP components seem to provide important insights into learning, although the authors stress the importance of more research. Leff et al. (2011) reviewed over 80 studies on fNIRS activity during motor tasks and indicate that this type of measurement is promising for studying motor learning but stress again that more research is needed focused at, among other things, improving data quality and consistent reporting. Similar to the previous two studies, a review by Lai et al. (2013) on 113 studies evaluating the effect of learning in general on eye-related measures showed that these measures provide a promising alternative to behavioral measures. Lai et al. (2013) also pointed out that the employment of these measures to study learning is increasing over the years and they stress the importance of a theoretical framework to guide interdisciplinary studies.
Despite this optimism regarding the use of neurophysiological measures in learning, others have pointed out some important concerns with regards to the validity of applying neurophysiological measures in studying learning. Brouwer et al. (2014) examined five different types of neurophysiological outcomes (i.e., EEG, eye-related measures, electrodermal activity, heart rate, and respiration) during learning on an nback task with three different difficulty levels. They found that neurophysiological outcomes changed over time and were affected by difficulty level, but time, however, did not interact with difficulty level. That is, despite the advantage of neurophysiological measures discussed above, changes in neurophysiology over time during learning might be nonspecific. For instance, neurophysiological changes might reflect effects of adaptation or concentration. Brouwer et al. (2014) therefore stressed that caution needs to be exercised with regard to interpreting neurophysiological data, because such data may not provide the expected insight into the learning process. In a review on neurophysiological outcomes and cognitive states in general, Cowley (2015) comes to a similar conclusion by pointing out that these neurophysiological outcomes can measure simple cognitive states, such as arousal or attentiveness, but that they are limited in measuring higher-order cognition, such as decision making and executive control.
In sum, on the one hand studies have shown promise for neurophysiology measuring learning, on the other hand there is caution for the use of such measures. To date, there is no review yet examining multiple different neurophysiological outcome measures and relating this to other, more frequently employed, outcome measures. Given the discussion whether or not neurophysiological outcome measures in learning provide insights into the learning process, evidence from single studies does not suffice. Instead, a comprehensive overview of studies using different neurophysiological outcome measures is desirable. The current meta-study will assess the reported effects for neurophysiological measures in the literature at large and examine factors that might influence these effects. The neurophysiological effects will then be compared to behavioral effects, the latter being the most frequently examined outcome of learning. Finally, the results will be integrated in a first model on learning, behavioral changes and neurophysiological changes to guide future research.
Methods

Literature search and article selection
Following a similar procedure as outlined by Souman et al. (2018) and Spreij et al. (2014) and Tinga et al. (2016) , a literature search was conducted in the Web of Science database, which is considered to be one of the two most extensive scientific databases (Aghaei Chadegani et al., 2013) , using a combination of the search term 'learning' with terms such as 'physiological', 'eye movements, 'eye tracking', 'pupil', 'heart rate', 'respiration', 'skin conductance', 'EEG', and 'fNIRS'. In addition, references in and references to relevant articles identified through this search were assessed and, when applicable, retrieved using both the Web of Science database and other scientific databases, such as PubMed and Google Scholar, to maintain the quality of the search while simultaneously widening the scope of the search to be as complete as possible. We focused on articles in an 11-year window, 2006-2016, with date last searched in spring 2017.
The document type, source title, title, and abstract of the articles retrieved from the search were screened, including only English articles which evaluated learning by examining one or more of the following non-intrusive neurophysiological measurements: heart rate (variability), electrodermal activity, EEG, fNIRS, or eye-related measures. fMRI and magnetoencephalography (MEG) outcome measures were for example not included as these methods are considered to be more invasive.
Only those articles were included reporting experiments that examined effects over time (e.g. over blocks, trials) during learning itself, or examining effects of pre versus post learning. Articles focusing on affective learning (e.g., fear conditioning and fear extinction) were excluded as neurophysiological measures in these studies primarily reflect the fearful affective response to stimuli. For articles to be included a statistically significant increase of behavioral performance over time had to be reported to ensure that learning actually took place. Furthermore, statistics had to be reported in such a way that at least one effect size for one effect of interest could be computed. Excluded were those articles published in a journal with an impact factor below 1 (1 is an arbitrary number in this case, but impact of the journal was considered relevant in order to increase the comparability of studies), animal studies, experiments on patients, experiments in children (i.e., under 17 years old), reviews, non-English language studies, notes, books, book chapters, and studies of which the full article was not accessible. In total, 1,894 articles were screened, of which 94 articles met the criteria for eligibility (see Fig. 1 ). Obviously, a literature search can never be exhaustive. However, we expect that the search reported in the current meta-study is representative and allows for comparability of studies because 1) one of the two most extensive scientific databases (Web of Science) was used as the main source for the literature search; 2) this main literature search was extended through references in and to identified articles; and 3) the criteria for inclusion enhanced homogeneity of the articles.
Data extraction
In total, 92 articles reporting 113 experiments and 308 effects of neurophysiological changes over time during learning were included for further analysis in this meta-study. 2
Factors in learning
The 113 experiments in 92 articles were next evaluated on the factors that may have influenced the course of learning. Eight factors were identified: 1) Implicit versus explicit learning: knowledge is unconsciously acquired and cannot be verbalized versus knowledge is consciously acquired and this acquired knowledge cannot be verbalized (Baddeley et al., 2009) ; 2) Shallow versus deep learning: when the task involves encoding of the physical qualities of stimuli such as color or loudness versus when the task involves encoding of meaning, implication or inference making (Craik and Lockhart, 1972; Marton and Säljö, 1976) ; 3) Sensory system in which learning takes place (for example learning visual or auditory information) (Conway and Christiansen, 2005; Kubovy, 1988; Shams and Seitz, 2008) ; 4) Number of days on which learning takes place (spacing) (Baddeley and Longman, 1978; Kornell and Bjork, 2008) ; 5) Time spent learning (time on task) (Murre, 2014); 6) Feedback or no feedback on performance (Danna et al., 2015; Hattie 2 Initially, 115 experiments and 324 effects of neurophysiological changes over time during learning were included out of the 94 studies that met the inclusion criteria. In four papers (Alain et al., 2010; Alain and Snyder, 2008; Ben-David et al., 2011; Benikos et al., 2013) , for a total of 16 effects, only the statistics of a trend were reported. These trends were not included in the current meta-analysis, to allow for comparison of the effects. This resulted in two articles (Ben-David et al., 2011; Benikos et al., 2013Ben-David et al., 2011 Benikos et al., 2013) to be completely excluded as all reported effects of interest in these articles were trends (total of 12 trends reported in these 2 articles). and Timperley, 2007; Katz and Manta, 2015; Sigrist et al., 2013) ; 7) Age of participants (Charness et al., 2001; Kubeck et al., 1996;  Voelcker-Rehage, 2008); 8) Gender of participants (Astur et al., 2016; Hyde, 2014; Van der Elst et al., 2005) Additionally, possible effects of type of neurophysiological outcome measure were examined to explore whether different measurement techniques have different effects. When the exact time in which learning took place was not explicitly stated, all stated information was used to compute the approximate learning time in minutes.
Other factors that have been reported in the included studies to affect neurophysiology during learning include effects of mood (Larson et al., 2013) , deviations in expectations (Maryott et al., 2011 ), familiarity (Wisniewski et al., 2014 and similarity of the items in the material that has to be learned (Tokudome and , and the way in which to-be-learned material is presented (Wang et al., 2013) . These factors could not be extracted in a systematic way from the included studies as few studies reported on these factors or as information could otherwise not be extracted, which does not allow for testing the effect of these factors.
Effect size computation
Effect sizes for each of the included effects were computed. Partial eta-squared ( p 2 ) was used as this is the most commonly reported effect size in the literature. However, in order to allow for comparing different studies with different error terms, Hedge's g effect sizes were computed additionally (Fritz et al., 2012) . Hedge's g does not rely on the degrees of freedom (df) but instead is calculated as ((2*t)/√n)*(1-(3/(4*n-9))) for within subjects designs (Lakens, 2013; Louwerse et al., 2014) . One extreme outlier (> or < 3.5 SD from the mean) from the Hedge's g values was excluded from further analyses. 3 There was a strong correlation between both measures of effect size Hedge's g and partial etasquared ( p 2 ), r = .798, p < .001.
Analyses on neurophysiological outcome measures
Linear mixed-effects models were used to analyze which of the eight examined factors influenced the effect sizes of learning over time as assessed by non-intrusive neurophysiological measures. We analyzed the effects of the factors in two different ways: 1) taking into account random variability of the different type of measurement technique used; and 2) without taking any random factor into account. Type of measurement technique was included as a random factor as this might filter out variability due to the employed technique. Following other studies (Louwerse et al., 2014; Miller et al., 2005) , we did not include experiment as a random factor in our analyses, as we were interested in the differences between experiments (such as differences in employed task or included participants) which would be filtered out when correcting for experiment. Lme in (R Core Team, 2017) was used to perform the current meta-study's linear mixed-effects models analyses.
When a factor was categorical, only categories with more than 10 cases were included and random sampling from the larger category/ categories to get the number of cases of the smallest category with 1000 repetitions was applied. Linear mixed-effects models analyses were performed for each repetition and the average F and p values were computed. This way, analyses were corrected for unequal sample sizes and, in effect, the outcomes of the analyses were more robust.
Analyses on behavioral outcome measures and their relationship with neurophysiological outcome measures
When possible, effect sizes of changes over time in behavioral outcome measures (measures of reaction times/completion times or measures related to accuracy) were also computed. This resulted in 140 effect sizes for behavioral outcomes. To test for a difference between neurophysiological and behavioral outcomes during learning, effect sizes on both outcome measures were compared using repeated-measures ANOVA. In addition, the analyses to explore the effects of the eight factors were also performed on the behavioral outcome measures in order to examine whether behavioral outcomes and neurophysiological outcomes are affected by the same factors. The repeated-measures ANOVA analyses were repeated controlling for the effects of factors that had a significant effect in the analyses described above. In this way, it could be tested whether possible differences between behavior and neurophysiology were explained by the effects of the factors. 
Results and discussion
Effect sizes for changes in neurophysiological outcome measures over time
The average p 2 effect size for all neurophysiological measures was 0.35 (SD = 0.22) and the average Hedge's g effect size was 1.14 (SD = 1.17). Effect sizes of this magnitude are considered to be large (Cohen, 1988; Richardson, 2011 Richardson, 2011 ). An overview of the effect sizes for each outcome measurement can be found in Table 1 .
As can be seen in Table 1 , most of the included experiments reported effects on EEG and eye-related outcome measures. Relatively few experiments focused on fNIRS, heart rate (variability), respiration and electrodermal activity. The specifics of the 92 included articles' experiments are presented in Tables 2a-2f.
Electrodermal activity
Electrodermal activity refers to variations in the electrical properties of the skin in response to sweat secretion. The change in conductance of the skin can be measured non-invasively by applying a low constant voltage across two electrodes placed on the skin (Fowles et al., 1981) . In measuring learning, skin conductance has been mostly examined during affective learning such as fear conditioning and extinction (Phelps et al., 2001; Ressler et al., 2004) . Findings have shown an increase over time in skin conductance in response to a stimulus when it is repeatedly paired with an aversive stimulus and showing a decrease in skin conductance in response to a stimulus when it is not paired anymore with the aversive stimulus.
Among 113 experiments, only a single experiment (including two effects) incorporated electrodermal activity as a technique (Table 2a) , with average effect sizes of 0.05 (SD = 0.01) and 0.42 (SD = 0.03) for p 2 and Hedge's g respectively.
Respiration
Respiration can be measured non-invasively via a respiration belt around the upper body measuring the body's expansion and contraction. As is the case for electrodermal activity, respiration has hardly been used in studies examining non-affective learning. Yet it has been demonstrated that respiration rate generally increases with an increase in effort or attentional demands (Backs and Seljos, 1994; Grassmann et al., 2016 Grassmann et al., 2016 , indicating that this measure could potentially provide insight in learning.
As with experiments using electrodermal activity, only one experiment (including one effect) measured respiration rate during learning (Table 2b) , with an effect size of 0.06 and 0.47 for p 2 and Hedge's g respectively. Brouwer et al. (2014) measured skin conductance and respiration changes during learning on an n-back task with three different difficulty levels. There was no statistically significant change in skin conductance and respiration over time. Yet, skin conductance and respiration were both sensitive to difficulty level, with a higher difficulty level being related to an increase in skin conductance and respiration. As electrodermal activity and respiration rate were only included as a measurement in a single experiment, it cannot be concluded Note. Exp. = experiment, '=' = no change.
A.M. Tinga, et al. Neuroscience and Biobehavioral Reviews 99 (2019) 59-89 Note. Nr = not reported, exp. = experiment, '+' = increase, '-' = decrease, '=' = no change.
A.M. Tinga, et al. Neuroscience and Biobehavioral Reviews 99 (2019) 59-89 whether these measurements are suitable for examining learning.
Heart rate and heart rate variability
Heart rate and heart rate variability (the variations of the intervals between consecutive heartbeats) can be measured non-invasively either via electrocardiography (ECG) or photoplethysmography (PPG). For ECG multiple sensors are placed on the body to measure electrical activity of the heart, while for PPG a single optical sensor is placed on the earlobe or the finger to measure peripheral changes in blood flow. Although ECG is more conventional, PPG may be as useful as ECG with the two being highly correlated in measures of heart rate when they are properly applied (Lu et al., 2009) .
Two experiments (including five effects) were included that examined changes in heart rate (variability) over time during learning (Table 2c) , with average effect sizes of 0.33 (SD = 0.29) and 1.46 (SD = 1.11) for p 2 and Hedge's g respectively. Brouwer et al. (2014) examined learning on an n-back task and Borghini et al. (2016) examined learning on the NASA multi-attribute-task-battery which is a visuomotor task. Both experiments reported decreases in heart rate and increases in heart rate variability outcome measures over time during learning (with one out of five effects not being statistically significant). As measures of heart rate (variability) were only included in relatively few experiments, these findings should be interpreted with caution.
Functional near-infrared spectroscopy
Functional near-infrared spectroscopy (fNIRS) non-invasively records cortical hemodynamic activity by using near-infrared light. The technique is based on the assumption that neural activation and the vascular response are coupled (León-Carrión and León-Domínguez, 2012) .
Four experiments (including eleven effects) were included that examined changes in brain activity as measured with fNIRS (Table 2d) , with average effect sizes of 0.31 (SD = 0.21) and 1.31 (SD = 0.63) for p 2 and Hedge's g respectively. Three of the four included experiments (Hatakenaka et al., 2007; Hiyamizu et al., 2014; Ikegami and Taga, 2008) focused on motor learning and showed changes in activity in the sensorimotor cortex, suggesting that changes in cortical activity are dependent on the sensory system in which learning takes place. Additionally, motor performance correlated with fNIRS outcome measures with a decrease in sensorimotor cortex activity being related to more efficient movements (Ikegami and Taga, 2008) . Two of the included experiments examining fNIRS (Ayaz et al., 2012; Hiyamizu et al., 2014 Hiyamizu et al., 2014 reported a decrease of activity in the (dorsolateral) prefrontal cortex. Out of the total of 11 reported effects, only 1 did not reach statistical significance. The reported changes in fNIRS outcome measures in the four included experiments suggest that these measures could provide insight into learning over time, but as with the other techniques covered so far, results should be interpreted with caution as they are based on relatively few experiments.
Eye-related measures
Eye-related measures can be collected non-invasively through eyetracking technology. Common eye-related measures include 1) pupil dilation; 2) eye gaze; 3) blink rate; and 4) blink duration (Eckstein et al., 2017; McDougal and Gamlin, 2015) .
Forty-two experiments with a total of 96 effects were included for eye-related outcome measure changes during learning over time (Table 2e) , with average effect sizes of 0.39 (SD = 0.24) and 1.53 (SD = 1.04) for p 2 and Hedge's g respectively. Effects have been reported on relatively low-level tasks examining processes such as discrimination learning (DeLoss et al., 2014) and visual search (Hout and Goldinger, 2012; Neider et al., 2010) and on higher-level tasks such as route learning or spatial navigation (de Condappa and Wiener, 2016; Mueller et al., 2008) . Most effects were reported for gaze, for a total of 84 effects. Of these 84 effects, 74 showed a modulation of gaze during learning over time, with effects being reported for example on fixations, saccades and scan paths. Nine effects were reported for pupil dilation, all showing a decrease in dilation over time. Three effects were reported for blink rate or duration, of which one demonstrated an increase in blink duration and of which two did not show an effect on blink rate. The reported findings suggest that measures related to gaze (and possibly pupil dilation) provide insight into learning over time. As blink rate and duration were included only in few experiments, we cannot conclude that these measurements provide an insight into the learning process.
Electroencephalography
Electroencephalography (EEG) is a method in which cortical electrical activity is measured non-invasively through electrodes that are placed on the scalp (Antonenko et al., 2010) . Two different aspects of EEG are informative of cortical activity, namely 1) spectral power; and 2) event-related potentials (ERPs). Compared to fNIRS, EEG has a better temporal resolution but a reduced spatial resolution (Crosson et al., 2010; Zama and Shimada, 2015) . fNIRS is a relatively new measurement technique compared to EEG and is therefore applied less often (Kopton and Kenning, 2014) .
Regarding EEG outcome measures during learning, 69 experiments were included that incorporated these measures (Table 2f) , with average effect sizes of 0.33 (SD = 0.21) and 1.43 (SD = 1.26) for p 2 and Hedge's g respectively.
3.1.6.1. Spectral power. In studies on learning, EEG spectral power has been the focus relatively frequently compared to the other discussed outcome measures. Especially alpha (about 8-13 Hz) and theta (about 4-7 Hz) oscillations have been examined, with alpha oscillations being best picked-up at parietal recording sites and theta oscillations being more pronounced at frontal midline locations (Klimesch et al., 2005) . Spectral power changes were reported in 15 experiments with a total of 42 effects for a wide variety of tasks ranging from relatively low-level perceptual learning such as auditory distance learning (Wisniewski et al., 2014) and visual search learning (Shoji and Skrandies, 2006; van den Berg et al., 2016 ) to a bit higher-level such as computer game learning (Maclin et al., 2011) . Alpha power effects were reported 21 times of which 19 showed an increase in alpha power over time during learning and 2 showed no statistically significant change. Regarding theta power, six effects were reported of which only one effect demonstrated a decrease in power over time, two effects showed an increase in power over time and three effects demonstrated no statistically significant change. Only a single effect was reported for gamma power. In a study measuring learning over multiple days (Hamame et al., 2011) gamma was reported to decrease over the first two days after which it increased over the third and fourth day. Beta spectral power was reported for seven effects, of which four demonstrated a decrease and three effects demonstrated an increase. Three effects were reported for delta power, demonstrating a decrease, no change and an increase. Finally, global field power was shown to increase over time during learning for four effects. These spectral power changes have been reported mostly for parietal and frontal sites.
A relationship between performance and spectral power was reported in Tan et al. (2016) , Hamame et al. (2011) ; Moisello et al. (2013) , and Nikolaev et al. (2016) . A relationship between performance and spectral changes was not found in the study of Bays et al. (2015) .
Thus, spectral power changes were reported in a considerable number of experiments, although most were focused on relatively lowlevel perceptual learning. Effects have been reported mostly for parietal and frontal sites. Additionally, relationships between performance and spectral power have been reported. Alpha power is frequently reported to increase during learning. It therefore seems that alpha power provides insight into learning over time. Theta power measures were included less often and mostly did not show any change, which makes it
Table 2d
Details on effects for fNIRS outcome measures. Note. Nr = not reported, exp. = experiment, '+' = increase, '-' = decrease, '=' = no change, IFG = inferior frontal gyrus, SMA = supplementary motor area, DLPFC = dorsolateral prefrontal cortex, SMC = sensorimotor cortex, fNIRS = functional near-infrared spectroscopy. (continued on next page) A.M. Tinga, et al. Neuroscience and Biobehavioral Reviews 99 (2019) 59-89 (continued on next page) A.M. Tinga, et al. Neuroscience and Biobehavioral Reviews 99 (2019) 59-89 A.M. Tinga, et al. Neuroscience and Biobehavioral Reviews 99 (2019) 59-89 A.M. Tinga, et al. Neuroscience and Biobehavioral Reviews 99 (2019) 59-89 unclear whether theta power is a suitable measure for examining learning over time. Additional spectral power changes were reported, but as these effects are not numerous and inconsistent no conclusions on these spectral power outcome measures can be drawn based on the included experiments.
3.1.6.2. Event-related potentials. Next to spectral power, ERPs have also been frequently included compared to the other outcomes discussed. ERPs reflect cortical responses to specific events and are calculated by averaging the EEG signal over many trials. By averaging, oscillations are filtered out in order for the specific response to an event to remain (Antonenko et al., 2010) . Of the total of 151 effects that were reported for ERPs in 59 experiments, 131 reported effects demonstrated a statistically significant change over time during learning while 20 did not. Changes in ERPs were reported for a relatively wide variety of tasks, ranging from relatively low-level such as sequence learning (Beaulieu et al., 2014; Steinemann et al., 2016 Steinemann et al., 2016 and orientation discrimination learning (Song et al., 2007; Wang et al., 2016 ) to a bit higher-level such as language learning (Soskey et al., 2016) and again computer game learning (Maclin et al., 2011) . Effects were mostly reported for ERP amplitudes (128 effects) and less for ERP latencies (15 effects). The four most frequently reported components were the P300 (26 effects), the N100 (18 effects), the error-related negativity (ERN, 16 effects) and the feedback-related negativity (FRN, 13 effects). Generally, these components have been related to the processing of unpredictable stimuli and to attention and orientation (N100 and P300) (Rietschel et al., 2014; Steinemann et al., 2016) or to the processing of an error (ERN) or feedback (FRN) (Pietschmann et al., 2011; Unger et al., 2012b; Walsh and Anderson, 2011b) . Effects regarding the P300 and the N100 were mostly identified at central-parietal sites, while the ERN and FRN were mostly identified at frontal-central sites.
Performance has been related to changes in ERPs in 16 experiments, with only one experiment that did not find any statistically significant relationship between performance and ERPs .
Thus, modulations of ERP amplitudes and latencies have been reported in relatively many studies for a wide variety of tasks and again most tasks were focused on relatively low-level perceptual learning. Effects were mostly reported for frontal-central and central-parietal sites. Additionally, relationships between performance and spectral power have been reported. Overall, we can conclude that EEG ERP measures seem to provide insight into learning over time.
Effect of factors on effect sizes of neurophysiological changes during learning
Eight factors were identified from the included studies that allowed us to evaluate their effect on effect sizes of outcome measures during learning. As discussed in the method section these factors included: 1) implicit versus explicit learning; 2) shallow versus deep learning; 3) sensory system in which learning takes place; 4) number of days on which learning takes place; 5) time spent learning; 6) feedback or no feedback on performance; 7) age of participants; and 8) gender of participants. Additionally, possible effects of type of neurophysiological outcome measure were examined in an exploratory fashion.
Linear-effects models analyses with and without controlling for variation due to type of outcome measure demonstrated the same pattern of results. When examining the effect of outcome measure the results without controlling for outcome measure are reported below (as controlling for type of outcome measure would not be appropriate here, as outcome measure is the variable of interest). For the remaining analyses, only the results of mixed-effects models analyses correcting for outcome measure are reported, with the results of the analyses without random factor being reported in Appendix A.
As the number of reported effects for heart rate, electrodermal activity and respiration was small (five or lower), the relationship Note. Nr = not reported, exp. = experiment, '+' = increase, '-' = decrease, '=' = no change.
A.M. Tinga, et al. Neuroscience and Biobehavioral Reviews 99 (2019) 59-89 (continued on next page) A.M. Tinga, et al. Neuroscience and Biobehavioral Reviews 99 (2019) 59-89 (continued on next page) A.M. Tinga, et al. Neuroscience and Biobehavioral Reviews 99 (2019) 59-89 Note. Nr = not reported, exp. = experiment, '+' = increase, '-' = decrease, '=' = no change, LRP = lateralized readiness potential, FRN = feedback-related negativity, FRP = feedback-related positivity, ERP, eventrelated potential, GFP = global field power, ER = event-related, EEG = electroencephalography.
between effect size and EEG, eye-related measures and fNIRS was examined (reported effects was 11 or higher). Additionally, the difference between the two types of outcome measures with the largest sample size, EEG and eye-related measures, was tested. Effect sizes did not significantly differ between the three outcome measures. F(2, 30) = 1.10, p = .497 and F(2, 30) = 0.90, p = .542 for p 2 and Hedge's g respectively, neither did they differ significantly between EEG and eyerelated measures , F(1, 190) = 4.37, p = .069 and F(1, 190) = 0.96, p = .526 for p 2 and Hedge's g respectively. These findings suggested that different neurophysiological outcomes did not change in a different way over time during learning. Only 2 of the 113 included experiments applied more than one measurement technique (Borghini et al., 2016; Brouwer et al., 2014Borghini et al., 2016 Brouwer et al., 2014) . In the study of Borghini et al. (2016) EEG alpha and theta power and heart rate measures decreased over time, while blink rate did not. In the study of Brouwer et al. (2014) EEG alpha, heart rate variability, and blink duration increased, and pupil size decreased over time, but skin conductance, respiration and number of blinks did not change over time. These findings suggest that learning-related changes over time might be of different strength between types of measurement techniques, but also within one specific measurement technique.
The absence of a difference between three different measures in the current meta-analysis might be affected by the fact that neurophysiological processes and measurements are influenced by one another. For example, changing respiration frequency is known to affect heart rate (variability) and blood pressure (Novak et al., 1993; Pitzalis et al., 1998) . As another example, heart rate, eye movements and eye blinks can generate artifacts of a relatively large amplitude in EEG recordings (Jung et al., 2000; Müri et al., 1998) . These influences are not always taken into account (Brown et al., 1985; Tatum et al., 2011 Tatum et al., 2011 .
Although the current meta-analysis did not demonstrate an effect of type of measurement on the strength in neurophysiological changes over time and although differences might be overshadowed by the fact that measurements are influenced by one another, the included experiments that applied more than one measurement technique indicate that a difference might exist. Therefore, controlling for type of outcome measure in the remaining analysis still appears to be appropriate.
Explicit versus implicit learning
Effect sizes did not significantly differ between explicit ( p 2 : M = 0.34, SD = 0.22; Hedge's g: M = 1.43, SD = 1.19) and implicit learning ( p 2 : M = 0.41, SD = 0.24; Hedge's g: M = 1.68, SD = 1.01), F (1, 40) = 1.18, p = .452 and F(1, 39) = 1.38, p = .425 for p 2 and Hedge's g respectively. This finding was in line with included experiments comparing explicit and implicit learning, which did not show a difference in changes in ERPs over time during explicit and implicit learning for sequence learning (Ferdinand et al., 2008) and visuomotor learning (Hill, 2014) .
In previous studies, learning-related changes in neurophysiology have been reported to differ between explicit and implicit learning. In a study examining sequential learning, explicit learning was related to changes in ERPs, while implicit learning was not related to any ERP changes (Russeler and Rosler, 2000) . In contrast, a study using transcranial magnetic stimulation on the primary motor cortex during motor learning demonstrated that changes in cortex excitability occurred with implicit, but not with explicit learning (Hirano et al., 2017) .
Although the current meta-analysis did not find a difference between explicit and implicit learning for neurophysiological changes over time, previous studies did demonstrate differences between the two. An explanation for this discrepancy might lie in the type of task and details of the applied measurement technique.
Shallow versus deep learning
Effect sizes did not significantly differ between shallow ( p 2 : M = 0.36, SD = 0.23; Hedge's g: M = 1.51, SD = 1.30) and deep ( p 2 : M = 0.30, SD = 0.20; Hedge's g: M = 1.28, SD = 0.75) learning, F(1, 170) = 4.08, p = .093 and F(1, 170) = 2.20, p = .219 for p 2 and Hedge's g respectively. Although 79 experiments were classified as focusing on shallow learning and 34 as focusing on deep learning, none of the included experiments compared shallow to deep learning.
Previous studies have reported that deep, compared to shallow, encoding of stimuli is related to stronger and more widely spread activation of the brain, as measured by fMRI, and that the activation during encoding is related to whether the item is remembered or not at a later point in time (Davachi and Wagner, 2002; Grady et al., 1999; Otten et al., 2001) .
Processing level (shallow or deep) can be related to task difficulty, with more difficult tasks needing deeper processing. Of the included studies, Brouwer et al. (2014) reported that changes over time in skin conductance, EEG theta power, respiration, heart rate (variability), pupil size, and eye blink were not affected by difficulty level. EEG alpha power changes over time during learning were affected by difficulty level, yet as the difference in alpha power between difficulty levels was larger in the first than in the last block the effects were interpreted as not being related to learning. demonstrated that difficult, compared to easy, orientation discrimination learning changed more ERP components over time. Zendel et al. (2016) presented participants with single task or dual task training with or without switching priority for one of the dual task's tasks. One ERP amplitude (N200) only increased over time in the dual task with switching priority condition, while another (N100) only increased over time in the single task condition. ERP latency measures either did not change or changed in all conditions. Difficulty level might affect learning-related neurophysiological changes in different ways depending on the type of task and details of the applied measurement technique. Not finding an effect of shallow versus deep learning on neurophysiological changes over time may be attributed to the differences between the various studies, preventing a conclusive effect.
Sensory system in which learning took place
When considering the sensory system in which learning took place across the 92 studies, a significant difference was found between visuomotor or spatial (M = 0.42, SD = 0.23), visual (M = 0.34, SD = 0.22) and auditory (M = 0.25, SD = 0.10) learning, F(2, 57) = 4.71, p = .045 for p 2 . Although the pattern was similar for Hedge's g, the difference between visuomotor or spatial (M = 1.66, SD = 1.09), visual (M = 1.43, SD = 1.24) and auditory (M = 1.07, SD = 0.27) learning did not reach significance for this measure of effect size, F(2, 57) = 3.12, p = .110. Learning appeared to have differentially affected neurophysiological changes over time depending on different sensory systems, with changes over time being largest for visuomotor or spatial learning, followed by visual learning and with changes being smallest for auditory learning. None of the included experiments specifically compared neurophysiological changes during learning between different sensory systems. Yet, the finding of the current meta-study fits research demonstrating that multisensory learning leads to better learning outcomes than unisensory learning (Shams and Seitz, 2008) , as visuomotor or spatial learning can be regarded as multisensory learning and visual and auditory learning as unisensory learning.
Number of learning days and time spent learning
The amount of time spent learning is likely to affect learning outcomes. Indeed, a significant relationship was found between neurophysiological changes during learning and the number of learning days, with p 2 increasing with more learning days, F(1, 289) = 4.43, p = .036.
The pattern was similar for Hedge's g with the relationship approaching statistical significance, F(1, 288) = 3.77, p = .053. This suggested that neurophysiological outcome measures demonstrated larger changes when learning was distributed over multiple days. There was no significant relationship between effect size and time spent learning in minutes, F(1, 233) = 2.29, p = .131 and F(1, 232) = 2.63, p = .106 for p 2 and Hedge's g respectively, even though effects did show a similar tendency with more time spent yielding higher learning outcomes.
In line with the finding that more learning days increases neurophysiological changes over time, let participants complete three training sessions on different days and showed that ERP amplitudes changed within one session and over multiple days, with the changes being larger over multiple days than within one session.
Related to the time spent learning is expertise, as it is only acquired after investing a considerable amount of time in the task at hand. Kuhnis et al. (2013) demonstrated different effects on neurophysiological changes over time during auditory learning between musicians (having a lot of experience in processing of subtle auditory differences) and non-musicians (having less experience), with ERP changes being more pronounced in musicians than in non-musicians.
Feedback on performance
Whether or not feedback is received may have an influence on neurophysiological changes during learning. For both measures of effect size a significant difference was found between receiving feedback ( and Hedge's g respectively. Neurophysiological changes during learning were larger when receiving no feedback compared to when receiving feedback, but might be affected differently by positive and negative feedback, as reported in Arbel et al. (2014) and Opitz et al. (2011) . In these experiments, participants had to learn to pair objects with their names (Arbel et al., 2014) or had to classify non-word strings (Opitz et al., 2011 ) on a trialby-trial basis while receiving feedback on the accuracy of each answer. Positive feedback on answers changed ERP responses over time while negative feedback did not. Additionally, ERP responses to positive feedback, but not negative feedback, early on task were related to behavioral outcomes at a later time on task in the study of Arbel et al. (2014) . It also appears that there are differences in learning from feedback on a neurophysiological level between active and observational learning (Bellebaum and Colosio, 2014; Bellebaum et al., 2010Bellebaum and Colosio, 2014; Bellebaum et al., 2010) , between different levels of punishment sensitivity (Unger et al., 2012a) , between immediate feedback or feedback with a short delay of one second (Opitz et al., 2011) , between different affective-motivational states (Unger et al., 2012b) , and between younger and older adults (Eppinger and Kray, 2011; Eppinger et al., 2008) .
Age
Changes in neurophysiological measures over time during learning were sensitive to age, with p 2 effect size decreasing with increasing age, F(1, 159) = 7.14, p = .008. The pattern was similar for Hedge's g with the relationship approaching statistical significance, F(1, 159) = 3.65, p = .058. The effect of age was also examined in four of the metastudy's included experiments. Alain and Snyder (2008) demonstrated that learning to distinguish different auditory vowels was paralleled by changes in ERP amplitudes of which some were present in both younger (19-34 years) and older adults (61-78 years) and some were only present in younger or in older adults. For one effect that was present in both age groups, the authors reported the learning-related changes in ERP amplitudes to be larger in younger than older adults. Eppinger and Kray (2011) presented younger and older participants with a task in which they had to learn from feedback. ERP changes over time were only present in younger adults. In two experiments of Pietschmann and colleagues (Pietschmann et al., 2011; Pietschmann et al., 2008) younger participants who learned stimulus-response associations demonstrated changes in ERP amplitudes over time, while older participants did not (Pietschmann et al., 2011) or did only for one ERP amplitude measure (Pietschmann et al., 2008) . However, Neider et al. (2010) did not find a difference between younger and older adults in changes in eye movements over time during visual search learning.
Gender
No significant relationship was found between effect size and gender of participants, F(1, 230) = 0.41, p = .525 and F(1, 229) = 0.95, p = .330 for p 2 and Hedge's g respectively. This indicates that gender had no influence on neurophysiological changes over time during learning. Only one of the current meta-study's included experiments specifically looked at the effect of gender. The study by Mueller et al. (2008) examined gender differences in spatial navigation learning and demonstrated that eye movements developed differently over time for males and females, while pupil size did not. Gender effects may therefore be modulated by task or measurement.
Overall, out of the eight examined factors, four factors influenced neurophysiological changes over time during learning: 1) sensory system in which learning took place; 2) number of learning days; 3) feedback on performance; and 4) age. For the remaining four factors (namely: implicit versus explicit learning; shallow versus deep learning; time spent learning; and gender of participants) no effects were found that reached significance.
Effect sizes for changes in behavioral outcome measures over time and their relationship with neurophysiology
So far we have discussed the findings for neurophysiological measures. However, in order to interpret the findings reported until now, they need to be placed into perspective by considering behavioral outcomes, outcomes that are more commonly used in assessing learning. Whereas the earlier reported average effect sizes for neurophysiological measures were = 0.35 p 2 (SD = 0.22) and Hedge's g = 1.14 (SD = 1.17), the average p 2 effect size for behavioral outcomes was 0.53 (SD = 0.26) and 2.41 (SD = 1.69) for Hedge's g. Effect sizes of this magnitude are considered to be large (Cohen, 1988 ; Behavior and neurophysiology are connected with a bidirectional line to demonstrate that they influence each other reciprocally. Neurophysiological changes are additionally influenced by several factors (depicted in gray): age of participants, feedback on performance, number of learning days, and sensory system in which learning took place. See text for further details. Richardson, 2011 Richardson, 2011 . The effect sizes for behavioral outcomes were significantly larger than those for neurophysiological outcomes, F(1, 97) = 79.58, p < .001, R 2 = .45 and F(1, 97) = 58.87, p < .001, R 2 = .38 for p 2 and Hedge's g respectively. Note that only studies that reported at least one significant effect on behavior were included in the current meta-analysis, while a study could also be included when no significant effects were found on neurophysiology. Therefore, it could be expected that effect sizes for behavior are higher than effect sizes for neurophysiology. Yet, the difference remains rather large (with R 2 ranging from .38 to .45), especially when considering that these results are based on the average effect sizes for all reported behavioral and neurophysiological outcomes (including insignificant ones). Linear mixed-effects models with and without controlling for variation due to type of outcome measure (measures of reaction times/ completion times or measures related to accuracy) did not demonstrate any significant relationship between behavioral outcome effect sizes and any of the examined factors, all F < 3.22 and all p > .142. The exact results can be found in Appendix B and suggest that changes in behavioral measures over time during learning, in contrast to neurophysiological measures, were not influenced by any of the examined factors.
The effect of the four factors that demonstrated an effect on neurophysiological changes during learning (i.e. sensory system in which learning took place, number of learning days, feedback on performance, and age) on the relationship between neurophysiology and behavior was assessed in an exploratory fashion by repeating the tests for differences while controlling for these four factors. In this analysis, the difference between effect sizes for behavioral and neurophysiological outcomes disappeared, F(1, 54) = 1.79, p = .187, R 2 = .03 and F(1, 54) = 0.785, p = .380, R 2 = .01 for p 2 and Hedge's g respectively. This suggests that some factors that are either task-related or related to individual differences between participants influence neurophysiological outcomes in such a way that makes these outcomes different from behavioral outcomes.
General discussion
Learning over time could be reflected in several non-invasive neurophysiological measures such as skin conductance, respiration, heart rate (variability), EEG, fNIRS, and eye-related measures. The current meta-study included 92 articles reporting 113 experiments and 308 effects in order to provide an integrated account of studies on neurophysiological changes during learning over time and to assess the strength of effects of those changes and what factors might influence this. Additionally, neurophysiological changes were compared to behavioral changes during learning as measures of behavior are most commonly employed to assess learning.
The majority of studies examined brain activity (EEG or fNIRS) or eye-related measures and were mostly fundamental, focusing on relatively low-level tasks such as perceptual learning, with some studies focusing on somewhat higher-level tasks like computer game learning or language learning. Relatively few studies examined other measures such as electrodermal activity, respiration rate, heart rate and heart rate variability. The average neurophysiological effect sizes in the included articles was large, demonstrating neurophysiological measures provide insight into learning. Yet, neurophysiological effects were smaller than behavioral effects.
The effect sizes of neurophysiological changes over time were affected by four of the eight factors we considered: 1) sensory system in which learning took place; 2) number of learning days; 3) feedback on performance; and 4) age. Importantly, there were no effects of these factors on behavioral changes, suggesting that changes in neurophysiology during learning might be more sensitive to individual differences of participants (such as age) and factors related to the performed task (such as feedback). When controlling for the factors that had a significant effect on neurophysiological outcomes during learning, the difference between behavioral and neurophysiological outcomes disappeared. These findings suggest that some factors that are either taskrelated or related to individual differences between participants influence neurophysiological outcomes in such a way that makes these outcomes different from behavioral outcomes. As neurophysiological outcomes are sensitive to these factors and therefore vary more than behavioral outcomes, the interpretation of neurophysiological changes during learning may be more challenging. Yet, this can be dealt with by taking these influential factors into account.
It may be the case that changes in neurophysiology over time during learning and the way in which they are affected by several factors are not specifically related to the learning process, but rather reflect unspecific changes. This has been suggested by Brouwer et al. (2014) as they did find an effect of difficulty level but did not find an interaction between difficulty level and time for multiple neurophysiological outcomes (i.e., skin conductance, respiration, heart rate variability, pupil size, EEG alpha and theta power, number and duration of blinks). Yet, several studies did demonstrate an interaction between difficulty level and time although those all focused on ERP components Zendel et al., 2016) , indicating an interaction between difficulty level and time which is reflected back only in specific processes in the brain (such as ERP components).
Considering findings beside those related to difficulty level, Alain et al. (2010) reported changes in ERP components to be different during auditory learning, compared to a similar task in which learning did not take place. During categorization learning, participants who demonstrated learning on behavioral outcomes showed changes in ERP components, but participants that did not learn did not (Krigolson et al., 2009) . Findings on less specific outcome measures have also been reported. Moisello et al. (2013) examined EEG spectral power, which reflects brain activity more globally, and demonstrated clear differences in how theta and alpha power changed over time between learning and non-learning in specific time windows. Similarly, Tan et al. (2014) showed that beta power activity after movements on a visuomotor task changed over time during learning but not during non-learning. Takeuchi et al. (2011) demonstrated that changes in pupil size occurred during visual search learning, but not during passive viewing without presentation of the to-be-learned material. These findings suggest that neurophysiological changes during learning can indeed be specific for learning, for measures reflecting specific brain processes, but also for measures that generally reflect more automatic processing.
Based on the current meta-analysis, we can outline a first model for the effects of learning on behavior and neurophysiology (Fig. 2) . The model is presented with the aim of comprehensively summarizing the findings of the current meta-analysis and guiding future research on learning and neurophysiology.
As indicated in the model in Fig. 2 , learning leads both to changes in behavior and neurophysiology, which is supported by the large effect sizes for behavioral and neurophysiological changes during learning in the current meta-analysis and findings that show differences in these outcome measures between learning and non-learning conditions. A bidirectional line between behavior and neurophysiology has also been included in models of amongst others decision making (Gutnik et al., 2006) , traumatic stress (Lee et al., 2014) , and gambling (Sharpe and Tarrier, 1993) . This bidirectional line is also supported by experimental work demonstrating a direct influence of behavior on neurophysiology (Seymour and Dolan, 2008) and vice versa (Kosfeld et al., 2005) .
The proposed model is not meant to be exhaustive, but provides a starting point in establishing how learning, behavior and neurophysiology are related to each other and how this is influenced by specific factors, based on the outcomes of the current meta-analysis. Further research should be aimed at validating and expanding this model for the effects of learning on behavior and neurophysiology.
The current meta-analysis demonstrated an effect of age, number of learning days, and sensory system in which learning took place on neurophysiological changes during learning. As such, these factors are included in the model and connected to neurophysiological changes. However, other factors outside the scope of the current meta-analysis have also been reported to influence neurophysiology during learning. Similarly, factors influencing behavioral changes during learning have been reported as well. Factors within the scope of the proposed model therefore require testing and need to be extended based on further research.
Although we found no difference between the different neurophysiological outcome measures, effects of learning have only been reported relatively frequently and were robust only for certain outcome measures (e.g. EEG Alpha frequencies, EEG ERPs, gaze and pupil dilation). Additionally, the two studies that included multiple outcome measures within one experiment (Borghini et al., 2016; Brouwer et al., 2014Borghini et al., 2016 Brouwer et al., 2014) reported different effects of learning on different outcome measures. Therefore, future research should examine the effect of type of neurophysiological outcome measure in more detail.
All in all, non-invasive neurophysiological measures yield large effect sizes on learning over time suggesting that these measures could provide important insights into learning. Effect sizes on neurophysiological outcomes were however smaller than effect sizes on behavioral outcomes. It appears that differences between individuals (such as age) and differences in the task at hand (such as whether feedback is provided or not) need to be taken into account, as neurophysiology might be more sensitive to these factors than behavioral measures. The difference between neurophysiology and behavior actually disappeared after controlling for these factors.
Individual studies have questioned whether neurophysiological changes during learning are specifically related to the learning process. Yet, when considering the literature on neurophysiological measures, multiple studies show clear differences between learning versus nonlearning. The combined findings of the current meta-analysis demonstrate neurophysiology is suitable for assessing learning, particularly when considering individual differences and task-related aspects. Therefore, neurophysiological outcomes have the potential to be a useful tool in assessing learning instead of, or in addition to, behavioral outcomes. Neurophysiology is objective and can be measured online without interrupting learning, providing detailed continuous insights in the learning process.
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