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Molecular dynamics simulations 
on an Alliance cluster help 
biochemists understand how 
damaged DNA is recognized by 
a cell's genetic repair system. 
Deep in the heart of every Living cell, the DNA 
police are out in force. Patrolling precincts and checking IDs, 
they keep tabs on any suspicious movements, any deviant 
behaviors. One squad, known as the nucleotide excision repair 
system (NER), is so indispensable that no cell-whether from a 
bacterium or a blue whale-can go on for Long without them. 
The forte of NER is an uncanny ability to recognize friend 
from foe. From a dizzying range of healthy DNA sequences, it 
can recognize an impressive Lineup of bad-apple mistakes, snip 
out the errors, and repair the chain good as new. At the same 
time, it doesn't step on the toes of other DNA repair systems, 
which fix other types of damage such as base mismatches. 
Keeping the message error-free is critical so that when the 
time comes for a cell to divide, it will pass on DNA free of 
potentially dangerous mutations. 
In fact, bacteria and higher organisms have evolved two 
entirely different NER systems that can recognize and repair 
similar types of DNA damage. This suggests how important it is 
to keep an organism's genetic inheritance intact. But just how 
NER systems can find a few bad bases in a Lengthy chain of 
sound DNA remains unknown. 
Because these systems are so complex and poorly under-
stood, two biochemistry researchers at the University of 
Kentucky are approaching the problem from the opposite direc-
tion. "What we're concerned with is, how does it recognize 
damage? And under what circumstances does the NER miss a 
problem?" says professor of biochemistry H. Peter Spielmann. 
Together with doctoral biochemistry student R. Jake Isaacs, 
Spielmann is working with Alliance supercomputers housed 
at the University of Kentucky to determine what it is about 
damaged DNA that makes it recognizable to NER systems. 
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The weakest link 
Because DNA damage comes in so many forms, NER probably 
doesn't home in on specific errors. Instead, scientists theorize, 
these systems may be detecting changes in the stability of the 
DNA itself. 
In the watery environment of a cell, DNA is never still. Its 
component base pairs twist and roll, its molecular moieties 
spin and whirl, and its phosphodiester backbone flexes and 
stretches with all the action of a disco-dancing John Travolta. 
Scientists suspect that NER operates by gauging the range 
of motion in a given section of DNA. Working its way down a 
strand of DNA, NER may bind to, then bypass, sequences with 
the more sedate movements of stable, healthy DNA and stop to 
fix weak, wobbly sections bearing errors. By simulating on a 
supercomputer the intricate, moment-by-moment gyrations of 
both damaged and undamaged DNA sequences, Isaacs and 
Spielmann hope to determine why some are recognized and 
repaired by NER and others are not. 
"We're trying to approach this from an experimental side 
and are using molecular dynamics to flesh out what's happen-
ing, to fill in the physical picture for us," Isaacs says. 
"Ultimately, we would Like to develop a predictive model so 
that we could Look at the molecular dynamics of some damage 
types and say, 'This is going to be recognized by NER, whereas 
this might not be:" 
An example of DNA damage 
recognized by the 
nucleotide excision repair 
system (NER.) At left is a 
normal DNA sequence. At 
right is the same sequence 
damaged by the carcino-
genic HMT molecule (red). 
The damage has caused 
major changes to the con-
formation of the DNA, as 
seen in the distorted shape 
of the DNA backbone (green 
ribbons.) The damage has 
also affected interactions 
between nearby nucleotide 
bases (blue.) Together, 
these changes increase the 
local flexibility of the DNA 
molecule, which in tum 
may make it recognizable 
by NER. 
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An example of DNA damage 
not recognized by NER. 
At left is a normal 
DNA sequence. At 
right is the same 
sequence after 
damage from the 
intercalator mole-
cule TOTO (red). 
Like the carcinogen 
HMT, TOTO has distorted 
the shape of the DNA 
backbone (green ribbons) 
and altered the DNA mole-
cule's internal dynamics. 
But unlike HMT, TOTO dam-
age increases the rigidity of 
the DNA molecule, which 
may prevent the error from 
being recognized by NER. 
Isaacs and Spielmann have already conducted experiments 
to determine how a few sample DNA sequences behave in real 
life. Some of their sequences represent DNA damaged by known 
mutagenic chemicals; others represent common coding errors 
such as the substitution of one base for another; and still oth-
ers represent types of damage not recognized or fixed by NER. 
Using nuclear magnetic resonance (NMR) spectroscopy, the 
researchers gained a snapshot of the equilibrium conformation, 
or shape, each molecule assumes most often. Spielmann 
likens it to a photograph of his daughter. "It's an accurate 
representation, except that she usually is moving around." 
The researchers also subjected the sample sequences to a 
more advanced type of NMR imaging. This technique yields a 
fuzzy picture of how tightly coupled the movement of certain 
carbon-hydrogen pairs in the molecule is to the molecule as a 
whole. "It tells us that this atom moves more independently, 
or is more disordered than, its neighbors," Spielmann says. It 
also shows how far each carbon-hydrogen group sweeps out in 
space, but not the exact coordinates of its movements. "It 
could be going around in a circle, a cone, up or down; you 
don't really know," Isaacs says. 
Most importantly, NMR cannot demonstrate that any 
given atom is moving in concert with several others. Known 
as a vibrational mode, this information is necessary to 
reconstruct the dynamic responses of a DNA sequence to 
an NER inspection. 
Molecular moviemaking 
Armed with their experimental data, the researchers have 
turned to Alliance supercomputers to fill in the gaps. "We're 
making a movie of how this DNA molecule is wiggling around 
in solution, how it's changing its conformation over time," 
Isaacs says. They're tracking the enormously complicated 
movements of between 10,000 and 20,000 atoms over the 
course of five to ten nanoseconds. Most are the water and 
sodium solvent molecules so important to the behavior of DNA 
within a cell. Like cartoon animators obsessed with detail, the 
scientists are saving a million snapshots of the molecule's 
coordinates for every nanosecond of the simulation to get a 
reasonably realistic record of the action. "That's what's great 
about computers-we can see every atom. From that, we can 
calculate believable vibrational modes," Spielmann says. 
To run their simulations, the scientists first used the 
University of Kentucky's Hewlett-Packard N-4000 complex. 
Now they use the university's HP Superdome, which replaced 
the N-4000 complex last December. Initial runs have taken up 
about a third of the 100,000 hours of supercomputing time 
they have been allotted. Spielmann and Isaacs are using the 
Amber 6.0 software package developed by researchers at the 
University of California, San Francisco, to simulate so-called 
molecular dynamics trajectories. The team has already complet-
ed runs for each of their sample molecules with the program's 
default settings. However, the results only loosely agreed with 
their experimental data. 
An example of DNA 
damage seldom recog-
nized by NER. At left is 
a normal DNA sequence 
featuring two cytosine bases 
(purple). At right is 
the same DNA 
sequence with two 
G-T mismatches, 
with guanine 
bases (red) 
subsituted for the 
cytosines. The mismatches 
cause only minor changes to 
the conformation and flexibil-
ity of the DNA molecule. 
This may explain why G-T 
mismatches are frequently 
missed by N ER. 
Isaacs is now tweaking the program to get outputs that 
match the team's NMR data. Once he's finished fine-tuning the 
model, the team hopes to use it to derive some general princi-
ples about the effects of nucleotide sequences and DNA damage 
on DNA motion. Someday researchers will be able to plug in 
sequence information about a given stretch of DNA and expect 
a model program to simulate its behavior quite realistically. By 
then, perhaps, the secret workings of the DNA police will be out 
in the open. 
This research is supported by the National Science Foundation. 
Access online http:/ jaccess.ncsa.uiuc.edu/CoverStoriesjdynamicdna/ 
For further information: 
http:/ /www.mc.uky.edu/biochemistry/Departmentjfaculty/ 
Spielmann/ 
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Variation of 91nf9Fs with Fo, where the quantity 
91.J9Fs represents the difference in surface tem-
perature calculations that include the effects of 
beam propagation through an absorbing gas, ein• 
and those that neglect these effects, 9Fs· Sulfur 
hexaflouride gas was used with laser intensities 
of about 6 MW/m2• This plot shows that for short 
times, the change in temperature is small. 
However, these small differences in the tempera-
ture result in a considerable change in the etch 
field as shown in the plot below. 
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Preserving the pattern 
When the light hits the surface in a laser-aided chemical reaction, 
magic happens. But problems also start. Not only does the surface 
temperature start to rise, but the process gas temperature also 
changes, which in turn causes the density of the gas medium to 
vary. The change in density alters the optical properties of the 
gas. With different optical properties in the gas, the light's profile 
changes, and it bends in unexpected ways. You're left with the 
light from a disco ball instead of a beam thrown in a regimented 
pattern. This wild light profile not only crushes your precision but 
also further affects the system's temperature and the optical prop-
erties of the gas. As the cycle continues, the beam's profile 
becomes more and more skewed. 
Hammonds' computer code considers all aspects of this 
cycle-how the laser beam hits a given surface, how that impact 
influences the gas medium, and how the beam changes as a 
result. In a series of runs that began in August 1999, Hammonds 
has varied the initial density of the gas, the intensity of the laser, 
and the duration of the laser's pulse. 
Early runs focused on code development, optimization, vali-
dation, and parallelization. Results of recent runs, however, have 
yielded publication in Optics Communications and articles in press 
at The International Journal of Heat and Mass Transfer and Parallel 
Computing. These articles give researchers an early feel for the 
time and length scales to be considered in someday manipulating 
laser-aided chemical etching systems. They also outline the 
challenges of building computational models of the systems. 
The team's eventual goals are more ambitious. "Ultimately, 
we want a mathematical model that serves as a predictive tool as 
well as a higher-order theory of the whole system," says 
Hammonds. 
With such a tool, the specifications of a laser (its power and 
pulse duration, for example), a gas (its density), and a surface 
(the energy it takes to dislodge atoms from it) would go in. The 
impact on the laser's profile would come out. When the team's 
models can do that, designing laser-aided chemical etching sys-
tems will be dramatically more feasible because researchers will 
know how the parts are going to influence one another. 
Variation of t;n/EFs with Fo, where the quantity 
t;n/EFs represents the difference in the normalized 
surface etch depth calculations that include the 
effects of beam propagation through an absorbing 
gas, 9n• and results that neglect these effects, Efs· 
These calculations were performed using the same 
parameters detailed in the plot above. The small 
temperature variations shown in the other plot 
result in differences in etch depths that are tens to 
hundreds of times greater. These results suggest 
that beam effects induced by temperature variations 
could be important for calculations of certain laser-
aided chemical etching processes. 
Coming to the points 
As with many computational models, Hammonds' first step in 
modeling laser-aided chemical etching systems is to discretize 
the domain, or throw a net of evenly distributed points into a 
three-dimensional, hypothetical section of the system. "We 
solve for those particular points and assume everything in 
between," Hammonds says. 
At each point, two features, among others, are modeled 
and influence one another. The temperature field is determined 
by an energy equation and drives change in what is known as 
the gas' refractive index. The amplitude field, meanwhile, 
describes the way the light travels as a function of the refrac-
tive index. Each point takes data from its neighbors and solves 
a system of equations that represent these features. 
There are three ways to describe the amplitude field at 
these points. With an implicit scheme, you solve for every point 
at the same time. This method can be very precise, but it's also 
hugely time-consuming. An explicit scheme, which starts at a 
boundary point of the modeled system and then calculates its 
neighbors, also has its problems. Due to the fundamental 
nature of the equations used to model the amplitude field, 
small errors propagate and grow as the computation runs. 
Hammonds opted for a third approach, combining the two 
methods in order to minimize the negative aspects of each. 
Instead of every point in the modeled space being solved at 
once, the space is split into planes, a set of points that share 
two of the space's three axes. Starting at the edge of the 
space-where conditions are best known-a plane's 6,400 or 
so points are solved implicitly. The data from those points are 
then used to solve the next plane, and the process continues 
until solutions are obtained for around 2,500 planes. 
The temperature field, meanwhile, is solved with a purely 
explicit model, using the same grid of points and system of 
planes. 
A chance meeting 
Hammonds, with the help of NCSA's Faisal Saied, also combined 
two methods in parallelizing the code. The amplitude field por-
tions employ MPI, a stalwart, widely used method of writing 
parallel code. The temperature field calculations relied on 
OpenMP, another parallel programming standard that allows 
shared memory to be exploited. Though MPI scales to more 
processors more efficiently than OpenMP, Hammonds found that 
the gains from using MPI on the temperature field would have 
been fractional. Since OpenMP is quicker to implement, he 
went with it. 
Performance studies determined that the OpenMP portion 
of the code runs most efficiently on four Origin2000 processors 
and that MPI runs best on nine processors. Accordingly, this 
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James Hammonds and Mark Shannon, University of Illinois. 
configuration was used for most runs. The two codes are 
coupled, and thus run simultaneously and feed one another 
data seamlessly. To date, Hammonds' code has consumed about 
12,000 hours on the Origin2000. 
"Before using the NCSA machines," he says, III was using 
the U of I's engineering workstations [a shared resource, freely 
available to students]. I would get booted off after the code 
ran for about a day [because he was monopolizing so much 
time]." 
He considered simplifying his model. A chance meeting 
with NCSA's Allison Clark while he was volunteering with the 
U of I's BOAST program, which attempts to pique young stu-
dents' interest in science and technology through hands-on 
outreach programs, sold him on another possibility. 
"I used the supercomputing facilities at the San Diego 
Supercomputer Center for my master's research [at the 
University of California, Berkeley], so the supercomputer idea 
had crossed my mind. It was either that or scale down the 
code. Allison's suggestion, however, swayed me to pursue 
supercomputing at NCSA. Without the NCSA machines and help 
from people like Faisal, the time required to run the code that I 
had developed would have been prohibitively long." 
With the machines and expertise, however, the team may 
someday help scientists drop the bomb in favor of a shovel. 
This research is supported by the National Science Foundation and the 
Office of Naval Research. 
Access online http:/ jaccess.ncsa.uiuc.edu/CoverStories/LACE/ 
For further information: 
http:/ jwww.staff.uiuc.edu/-masl/ 
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Cate q?,i lla rand NCSAs' partnership goes 
back to 1989. Through the years of Caterpillar's 
participation in NCSA's Private Sector Program, the part-
nership has constantly grown, matured, and evolved-just 
as Caterpillar's equipment has. Together, the world's largest 
manufacturer of heavy equipment and engines and the 
world's premier high-performance computing research 
center have tackled some of industry's most complex 
problems, advancing the state of the art in virtual proto-
typing and immersive visualization, design simulation, 
knowledge discovery, and knowledge management. 
While these individual breakthroughs are critical, it's 
the relationship-the sharing of time, technology, and 
talent-that is paramount. For more than a decade, 
technology has passed from research center to business 
leader. And insight has flowed from conjecture to practice. 
The ongoing partnership sets the standard for interaction 
between the public and private sectors. 
"Caterpillar is a model partner in our Private Sector 
Program," says Dan Reed, NCSA's director. "They have 
explored a variety of our technology development pro-
grams and have stimulated collaboration with several of 
our other partners. Because NCSA has always been on 
the cutting-edge of technology development, we have 
been able to team with Caterpillar to strengthen their 
competitive advantage in several disciplines." 
"As I look back over the relationship, it's been a very 
productive and valuable partnership,'' says Sherril West, 
Caterpillar vice president with responsibility for the 
Technical Services Division. "Together with NCSA, we've 
developed innovations that have helped us fuel profitable 
growth and deliver industry-leading products and services 
to our customers. We have been able to leverage all of 
NCSA's resources, take advantage of their far-reaching 
vision, learn from the other corporate partners, and 
ultimately incorporate what we have learned into our 
plans and strategies." 
In May NCSA's Private Sector Program awarded its 
2002 Industrial Grand Challenge Award to Caterpillar, 
honoring 13 years of constant innovation and an expand-
ing view of what partnership can do. NCSA's Private Sector 
Program gives partners access to all of NCSA's technology 
and knowledge. It creates an environment in which 
companies are free to experiment with their most daring 
ideas. The annual Grand Challenge Award honors the 
partner that has achieved the most significant strategic 
business breakthrough as a result of working with NCSA. 
These breakthroughs ensure America's continued leadership 
in global business. 
Surnrner Access 
Models developed in Caterpillar's Immersive Technology 
Environment in Peoria. 
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Champaign Simulation 
Center model of com-
plex material flow 
behavior, which allows 
Caterpillar to optimize 
forging processes. 
Virtual prototyping and 
design simulation 
Caterpillar and NCSA currently 
focus on a trio of business areas. 
The first is virtual prototyping 
and design simulation. Caterpillar 
has worked with NCSA in this 
challenging field for almost a 
decade. With NCSA's help, the 
company has built two research 
centers dedicated to virtual 
prototyping and design-the 
Champaign Simulation Center 
and Caterpillar's Immersive 
Technology Environment in 
Peoria. Researchers at these cen-
ters develop new products using 
the Latest computers and visual-
ization techniques. This design 
strategy significantly reduces 
development time and cost. 
"Virtual product develop-
ment was one of the early 
successes of our relationship, 
where we've been able to apply 
virtual reality to assess and 
evaluate various new product 
designs without having to incur the cost and the time to develop actual 
prototypes and run them in the field," says Mike Simmons, manager of 
advanced materials technology at Caterpillar. "We're still relying, though, 
to a great extent on NCSA to provide the ongoing technology develop-
ments so we can continually stay on the cutting edge of that virtual 
reality art." 
Last year Caterpillar filed two new visualization patents based on 
NCSA collaborations. And NCSA received a grant from the National Science 
Foundation to develop an advanced virtual reality environment for model-
ing earthmoving equipment. 
Knowledge discovery 
Caterpillar also Leverages NCSA's data-mining expertise. The company built 
its own knowledge discovery tool, based on NCSA's Data to Knowledge 
(D2K) software infrastructure. More than 100 Caterpillar engineers use this 
Reliability Information System (RIS) to track product dependability and 
unearth possible early signs of component failure. 
Caterpillar collects "a Lot of data. But very few people analyze the 
data and then get information and knowledge out of it," according to 
Syamala Srinivasan, manager of developmental processes at Caterpillar. 
Caterpillar engineers use RIS to analyze the collected data and convert it 
to useful information that they can act upon. This analysis allows them to 
improve reliability and reduce Caterpillar's warranty costs. 
"With NCSA, since they are in the university kind of environment, 
they are very creative, and they think about out-of-the box kinds of solu-
tions. With the can-do kind of attitude they would say, 'Don't ask me the 
question whether it's possible. Everything is possible. Tell me when you 
want it;" Srinivasan says. 
Knowledge management 
Most recently NCSA began working with Caterpillar to study the com-
pany's Knowledge Network. Communities of practice often develop within 
any company-people share information with those who work on similar 
tasks and with those who have different skills or knowledge. The 
Knowledge Network helps formalize and strengthen these relationships 
and streamlines communication. 
The Knowledge Network is already being used in Caterpillar's 
corporate offices, and a pilot project with dealers will allow salespeople 
to more easily receive help and information from the company. 
"The Knowledge Network helps us increase our 'speed to knowledge;" 
says David Vance, president of Caterpillar University, "and that's critical 
to companies that want to be successful in the future. In the future, 
more than ever before, it's knowledge that's important. Not just what you 
do, but what you know. And what you know for tomorrow, because that's 
going to drive what you're working on today. 
"The relationship we have with NCSA and with collaborations like 
this certainly boosts our competitiveness and profitability by allowing us 
to more quickly refine what we're working on, and tying us together very 
quickly allows us to leverage our intellectual capital. The key to success 
in tomorrow's business is leveraging that intellectual capital-being the 
first out with new ideas that work really well." 
In the end, Caterpillar and NCSA's history of innovation and collabo-
ration drives all of these accomplishments, just as it will drive the part-
nership's future achievements. Relationships like these-relationships 
that look to singular goals but alter traditional thinking about how 
industry does business-give companies like Caterpillar the power to 
drive positive change and build a better world. 
"One of the strengths of partnering an active research institution 
with a Fortune 100 company is that you get different perspectives on 
solving problems," says Reed. "The academic environment encourages 
people to think about wild and crazy ideas. Some of those wild and crazy 
ideas turn out to change the world." 
Access online http:/ jaccess.ncsa.uiuc.edu/CoverStories/GCA2002/ 
For more information: 
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Award-winning Caterpillar team with 
NCSA Director Dan Reed (left). 
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The single largest mass extinction of species that our planet has ever 
seen occurred not with the end of the Age of Dinosaurs, some 65 million 
years ago. Rather it occurred much earlier-toward the end of the Permian 
period, which spanned 286 to 245 million years ago and immediately preceded 
the beginning of the Age of the Dinosaurs. In the late Permian, most species, 
including perhaps 95 percent of all life in the oceans, simply ceased to be. 
Explanations for this mass extinction have been debated since it was 
discovered in the 1820s. In this respect, researching the Permian is much like 
researching the late Cretaceous, when the dinosaurs disappeared. But there's 
one big difference: 260 million years ago is a lot longer ago than a mere 65 
million years. This fact dramatically affects the amount and kinds of evidence 
available to scientists studying the Permian mass extinction. 
"One of the interesting things about this is that the number of data 
points is very, very small," says John Marshall, an atmospheric scientist at the 
Massachusetts Institute of Technology. "Speculations are made from a few 
dozen data points, so there isn't much data 
to constrain the speculations." 
That's where Alliance resources come in. 
Using the Alliance SGI Origin2000 supercom-
puter at Boston University, Marshall and 
colleagues-including MIT biogeochemist 
Mick Follows and graduate student Rang 
Zhang-are building complex models of the 
Permian environment. While not full-blown 
simulations of the Permian world-there are 
simply too few data for that-these models 
allow the scientists to explore the feasibility 
of various extinction scenarios. That's 
because the models draw not only on the 
sparse geological record of the Permian, but 
also on oceanography, atmospheric science, 
paleobiology, and relevant chemistries. 
Views of Earth's single 
landmass during the 
Permian period. 
urnrner Access 
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late Permian haline mode ocean circulation scenario in which 
convection is triggered by evaporation from the subtropics. The 
color map is the sea surface temperature, the overlapped con-
tour is the stream function showing the pattern of horizontal 
flow. This haline mode is unstable and periodically-every few 
thousand years or so-flips to the thermal mode before slowly 
reestablishing itself. 
0 5 1 0 15 20 25 30 
late Permian thermal mode ocean circulation scenario. Here 
convection is triggered by cooling at the pole. The color map is 
the sea surface temperature, the overlapped contour is the 
stream function showing the pattern of horizontal flow. Note 
the marked difference between the haline and thermal modes 
in the pattern of circulation in the semienclosed Tethis Sea. 
A few good rocks 
"Geologically, the further you go back, the less Earth you 
have to look at today," explains John P. Grotzinger, a geolo-
gist at MIT. Although entire mountain ranges date from the 
Permian-in western Texas, northern England, British 
Columbia, and Japan-much of this rock is not scientifically 
useful. 
To study such an ancient age, geologists need rocks 
that can be radiometrically dated based on the known rate 
of decay of uranium to lead; that contain fossilized animals 
or plants; or that provide specific information, usually trace 
elements that can be determined in ratios of one to another, 
about the nature of the paleoceanic environment. Because 
the Permian was so long ago, such data are subject to 
destruction and inaccessibility caused by more recent geo-
logic events. 
What's more, to figure out what might have happened 
to so many marine species, "We need a much better under-
standing of how late Permian oceans may have worked. 
That's why John Marshalrs work is so important," says 
Andrew Knoll, a Harvard University paleobotanist and expert 
on mass extinctions. "He's building on the kind of circula-
tion models that have been constructed to understand cir-
culation in today's deep oceans. That's no mean problem in 
itself." 
Unlimited speculation 
In stark contrast with today's oceans-where cold, highly 
oxygenated water is drawn to great depths-Marshall and 
colleagues theorize that during the Permian period, the 
deep ocean may have become stagnant and oxygen poor. 
Since nearly all life depends on oxygen, this would have 
created a lethal chemistry dramatically different from 
to day's. 
It's an attractive explanation, but hardly the only one. 
In the past few months other research groups have reported 
evidence that volcanic activity altered the climate or that a 
devastating meteor hit the earth. 
"If it had been easy to settle, it would have been 
settled long ago," says Knoll, adding that there have been 
only two extinctions of this magnitude in the last 500 
million years. "Because this event was so unusual, you 
can trot out unusual hypotheses to explain it." 
Given the paucity of observations, physical and biogeo-
chemical models may offer the best way to constrain specu-
lation. "It's best to build and study simple models first, and 
only then combine them together," Marshall notes. "What 
the Alliance computers help us do is to study the synthesis 
and connection between the component models in a com-
prehensive way." 
Thermal mode 
-1J~~I 
E rJo 10 
-£; -2000 
a.. 
Q) 
0 
-3000 
-50 
Stagnant depths 
0 
Latitude 
50 
E 
-£; -2000 
a.. 
Q) 
0 
-3000 
-50 
The models Marshall and colleagues are studying begin with 
known characteristics of the physical world. For example, 
scientists know that the Level of oxygenation of the deep 
ocean depends on the transport of oxygen-rich waters from the 
surface. But oceanic Life consumes oxygen. Marshall's models 
suggest that if ocean circulation were weaker than it is now, 
consumption of oxygen might outstrip the supply of oxygen, 
Leading to oxygen-poor (anoxic) deep oceans rich in dissolved 
organic carbon. Then, if a rapid change in ocean circulation 
were to flush the deep ocean-bringing abyssal waters to the 
surface-the rapid release of carbon dioxide to the atmosphere 
would have significant biological impacts, perhaps triggering 
extinctions. 
But what might cause the deep ocean waters to become 
stagnant in the first place? "We find through computer-based 
experimentation that the answer depends on the strength 
of the atmospheric hydrological cycle, the pole-equator 
temperature gradient, and the geographical distribution of 
Land and sea, amongst many other things," Marshall says. 
Specifically, evidence suggests that by the end of the 
Permian period, the Land masses of the Earth had aggregated 
into a single, hemispheric-scale supercontinent. Sea Level was 
hundreds of meters below where it is today, the climate was 
warm and dry, and there were no polar ice caps. The scientists 
theorize, and simulate on the computer, that in this warm 
environment enhanced evaporation in the subtropics could 
have triggered haline convection, or the churning of seawaters 
caused by the increased density of water that comes with 
increased salinity. If this situation did occur, salt-heavy waters 
would have sunk to mid-depth, Leaving the abyssal ocean 
stagnant, warm, and anoxic. 
0 
Latitude 
50 
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Overturning stream function of late 
Permian thermal mode and haline 
mode drculation scenarios. In the 
thermal mode, much as in the 
modem climate, the abyss is 
ventilated by polar convection 
triggered by cooling, drawing 
oxygen down into the deep ocean. 
In the haline mode, saline-driven 
convection drives a shallow cell with 
sinking from the subtropics. The 
abyss is warm, stagnant, and anoxic. 
Depending on parameters, the 
drculation flips between the two 
modes every few thousand years. 
But the models also show that the haline mode is unstable 
and eventually flips to a mode reminiscent of the present 
climate. In this thermal mode, cooling triggers deep-reaching 
convection at the poles, flushing the deep ocean with oxygen-
rich water. This flushing could explain how the ocean became 
Life-friendly once again. 
Exactly when and how all this might have happened is 
under study. Currently the researchers are using their models to 
critically examine the conditions under which oceanic thermal 
and haline modes might be induced. "We find that, depending 
on the parameters, the ocean can remain for many thousands 
of years in one mode and then flip to the other mode," Marshall 
says. "The distribution of Land and sea can favor one mode of 
circulation over another." 
So how close are scientists to agreement on the causes of 
the Late Permian extinction? "A consensus is not going to occur 
easily or often," Knoll replies. ''I'm not sure how close we are to 
solving it. But we know Lots more than we did even 10 years 
ago." 
He adds, "It's predictive modeling Like John's that's going 
to tell us what we should be Looking for to answer these 
questions." 
This research is supported by the National Science Foundation. 
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From household products to Life-saving medical 
applications, emulsions improve our daily activities in 
countless ways. We coat our hardwood floors with 
emulsions that add shine and prevent scratches. We keep 
cream cheese and margarine sealed against bacteria in 
plastic tubs made from emulsions. We mold emulsions to 
form intravenous tubes with glasslike clarity through 
which nurses and doctors can spot fluid blockages. 
Emulsions, stable suspensions of one Liquid in another 
unmixable liquid, are some of the most versatile 
resources available. 
"The experimental study of emulsions dates back 
to the ancient Egyptians and Babylonians, who mixed 
oil and vinegar to season their salads. However, the 
numerical simulation of that process is a more recent 
event," explains Yuriko Renardy of Virginia Tech. 
For instance, the mayonnaise in your refrigerator is 
an emulsion of vegetable oil in Lemon juice, stabilized 
by a molecule found in egg yolks. When you put 
mayonnaise on bread with a knife, the spreading 
motion causes a process that scientists call shearing. 
During shearing, lipid globules in the mayonnaise 
deform, break up, and then coalesce. This drop 
deformation process resembles a simple version of 
emulsions mixed on a large scale for industrial use. 
Industries that use and produce emulsions want to 
know what will happen if they feed a mixture of liquids 
with different-sized drops into a mixer. How will the 
mixture look when it comes out? The outcome is what 
scientists call drop-size distribution. 
Imagine you want to make an IV tube. You must 
blend two unmixable liquids, each of which has a valu-
able characteristic, such as transparency and flexibility, 
that you want in the final product after the liquids are 
blended, poured in molds, and cooled to a solid. To 
retain both characteristics, you want the drop sizes of 
each liquid to be small and evenly dispersed. Smaller 
drops approximate mixing better than Large drops 
because they provide more surface area in contact 
between the two liquids. They will still be unmixable 
liquids, but the separate drops will hold together much 
more securely. A secure emulsion will make the original 
liquids in the IV tube Less likely to separate over time. 
A group of scientists from Virginia Tech is providing 
the expertise needed to make production of state-of-the-
art emulsions a science. Yuriko Renardy, the project lead 
and a math professor; Michael Renardy, also a math 
professor; Jie Li, a former Virginia Tech postdoc; Damir 
Khismatullin, a research assistant professor; and Mary 
Ann Clarke, a PhD student, are numerically modeling the 
drop-size distribution of emulsion drops using NCSA's 
SGI Origin2000 supercomputer. 
Renardy's team has used about 200,000 hours 
on the Origin2000 since the project's inception. The 
simulations required 32 to 64 processors for the most 
intense runs. 
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Building new algorithms 
Renardy's team began the simula-
tions in 1997, obtaining the code 
SURFER from Stephane Zaleski at 
the University of Paris. SURFER 
includes three components. The 
first component tracks liquid drop 
interfaces. The second and most Yuriko Renardy, 
Virginia Tech. time-intensive component solves 
the governing equations of motion. The third is an 
algorithm that calculates the force caused by interfacial 
tension. The three components work together to supply 
Renardy's team with information about the forces 
between the Liquid drops that determine drop-size 
distribution. 
When Renardy obtained SURFER, a member of 
Zaleski's group, Jie Li, joined the Virginia team as a 
postdoctoral research associate. Li taught Renardy and 
the other team members how to use and adjust the code 
to calculate drop-size distribution in liquids that have 
factors not addressed by the original three components. 
For instance, they added a model to study Liquids that 
move only after a certain amount of force is applied. 
The new and improved code is called SURFER++. 
SURFER++ also addresses questions about the 
effects of surfactants, which are molecules that stay on 
the interface between two unmixable Liquids and reduce 
the surface tension. When the Liquids are moving, these 
molecules move around on the interface and surface 
tension varies from one place to another. This variation 
changes the distribution pattern of the drop types. 
Understanding how surfactants affect the surface tension 
between two liquids in a given flow will provide valuable 
knowledge about how to work with the surfactants to 
affect drop-size distribution and produce emulsions that 
will not separate easily. 
Renardy's team is now developing a different 
approach to both the volume-tracking component of 
SURFER++ and the surface tension algorithm. They are 
enabling the code to handle interfaces that have high 
curvatures, or cusping. Cusping occurs when a drop is 
sheared and breaks off into a daughter drop. To calculate 
the drop-size distribution, the team begins with a Large 
mother drop and watches it stretch until the first daugh-
ters pinch off. The remainder of the drop Looks Like a 
cylindrical tube with pointy ends, which then retract due 
to surface tension. After retraction, the ends break off 
again. The second generation produces daughter drops 
that are much smaller than the first generation. Accurate 
simulations that include cusping and all other possible 
physics occurring will provide a more complete picture 
of drop-size distribution. 
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Diagram of the Cambridge Shearing System. 
Still shots from Renardy's video of an oscillatory 
shear simulation. 
Putting theory into action 
One of the simulations Renardy completed on the Origin2000 was a project for 
the Polymer Rheology Group at Cambridge University. The rheology group 
studies the changes in form and flow of polymers, which are types of emulsions. 
Malcolm Mackley, director of the rheology group, and Sirilak Wannaborworn, a 
PhD student, performed experiments with an emulsion of polydimethysiloxane 
(PDMS) dispersed in polyisobutene (PIB), two polymers common in many 
industries. Mackley expressed his enthusiasm at finding a connection between 
the rheology group and Renardy's projects: "I first became aware of Yuriko's 
work when I visited a research Laboratory in Eindhoven, Holland. The professor 
at Eindhoven showed me a beautiful video sequence of droplet deformation that 
Yuriko had created and I immediately realized that her numerical work Linked 
with our experimental studies." 
The rheology group used a micro-optic apparatus called the Cambridge 
Shearing System to shear the PDMS and PIB emulsion drops. During each run, an 
emulsion drop was suspended between two horizontal, parallel plates that moved 
back and forth. The scientists performed both simple shear and oscillatory shear 
measurements on the drop. During the simple shears, the drop was sandwiched 
between two plates that slide horizontally. Renardy Likens the movement to an 
"infinitely Large knife putting mayo on infinitely Long bread." The oscillatory 
shears mimicked the movement of the knife being drawn back and forth across 
the bread. The scientists sheared the drop by oscillating the plate to the right, 
then to the Left, reversing the direction periodically, such as every three seconds. 
The rheology group then provided Renardy with the experimental data for 
both types of shears. Through direct numerical simulations, the scientists hoped 
to obtain corroboration that the empirical measurements were correct. It may 
sound strange that scientists would seek theoretical corroboration to confirm the 
accuracy of empirical data. However, experimentalists often worry that the forces 
they are observing may not be due to the theoretical flow they have in mind. 
Therefore it is helpful to have their data checked against numerical simulations 
detailing the proposed theoretical flow. Corroboration gives them some confi-
dence that their data are correct and not due to other forces they have not 
considered. 
Renardy completed the numerical simulations of drop breakup under 
oscillatory shear and got quantitative agreement. The good data match means 
that scientists can use the numerical simulations to accurately predict drop-size 
distribution in simple problems. In Large-scale industrial mixing, the flow pattern 
is much more complicated than in the precise calculations performed in the Lab 
simply because there are more drops and more forces working on them. However, 
the answers gleaned from a model problem for drop-size distributions in the Lab 
will serve as a useful rule of thumb for drop-size distribution in the emulsion 
industry and eventually will improve the objects we use every day. 
This research is supported by the National Science Foundation Division of Chemical and 
Transport Systems, the NSF Division of Mathematical Sciences, the NSF Division of 
International Programs, the American Chemical Society Petroleum Research Fund, and 
Centre National de La Recherche Scientifique. 
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