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Solving dierential equations is relevant to the eld of scientic computation. Moreover,
numerical methods provide a way in which an approximate solution to a dierential equation
can be found. In this thesis, we add to two approaches of solving dierential equations
numerically. One is the method of nite dierences and the other is the approach of spectral
methods. In Chapters II and III of this thesis we add to the approach of nite dierences.
Chapter II and its relevant discussion in the introduction of this thesis is from [29] and
Chapter III and its relevant discussion in the introduction of this thesis is from [30]. The
author notes that both papers were co-authored with Divakar Viswanath. In Chapter IV of
this thesis, we add to the approach of spectral methods. In addition, we discuss the problem
of interpolation in Chapter I as it is relevant to both spectral and nite dierence methods.
1
1.1 Finite Dierence Weights and Increased Order of Ac-
curacy
Finite dierence methods involve replacing a derivative of a function with a weighted combi-
nation of function values at a given set of grid points. The weights are called nite dierence
weights. To make our discussion concrete, consider a smooth function of one real variable
f(z). Then an example of a nite dierence approximation to f ′(z̄), the rst derivative of
f(z) at z̄, using only the values of f at the real grid points z̄ and z̄ + h where h > 0 is the
forward dierence approximation [25]. The forward dierence approximation is given by
f ′(z̄) ≈ f(z̄ + h)− f(z̄)
h
, (1.1.1)






for the grid points z̄ + h and
z̄ respectively. The geometric interpretation of the forward dierence approximation is the
slope of the secant line connecting the points (z̄, f(z̄)) and (z̄ + h, f(z̄ + h)). Alternatively,
one could write a nite dierence approximation to f ′(z̄) using only the values of f at the
points z̄−h and z̄ with the backward dierence approximation [25]. The backward dierence
approximation is given by
f ′(z̄) ≈ f(z̄)− f(z̄ − h)
h
, (1.1.2)
where the geometric interpretation is the slope of the secant line connecting (z̄−h, f(z̄−h))
and (z̄, f(z̄)). Both (1.1.1) and (1.1.2) are one-sided approximations to f ′(z̄) in the sense
that the only information used to approximate the derivative of the function lies entirely
either to the right or to the left of f(z̄). One could rectify this by taking the average of
the above two one-sided approximations. This gives rise to a two-sided approximation, the
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centered dierence approximation [25], for one derivative
f ′(z̄) ≈ f(z̄ + h)− f(z̄ − h)
2h
, (1.1.3)
whose geometric interpretation is the slope of the secant line connecting the points (z̄ −
h, f(z̄ − h)) and (z̄ + h, f(z̄ + h)).
The order of accuracy of (1.1.1), (1.1.2) and (1.1.3) is determined by computing the error in
the approximation. The error in the approximation can be found by taking a Taylor Series
expansion. The relevant Taylor Series are




















Then the error in the forward, backward and central dierence approximations are given by
f(z̄ + h)− f(z̄)
h




f(z̄)− f(z̄ − h)
h




f(z̄ + h)− f(z̄ − h)
2h




respectively. The order of accuracy of the forward and backward dierence approximations
are said to be O(h) as the error takes this form. Moreover, the order of accuracy of the
central dierence approximation is higher by one and is O(h2).
Finite dierence approximations can be used to approximate higher order derivatives. An
example of a nite dierence approximation to f ′′(z̄), the second derivative of f(z) at z̄, using
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the values of f at the points z̄ − h, z̄ and z̄ + h is the central dierence approximation [25]
for the second derivative
f ′′(z̄) ≈ f(z̄ + h)− 2f(z̄) + f(z̄ − h)
h2
. (1.1.6)
An example of a nite dierence approximation to f ′′(z̄) that is uncentered is the forward
dierence approximation to the second derivative which uses the values of f at the grid
points z̄, z̄ + h and z̄ + 2h. The forward dierence approximation to the second derivative
is given by
f ′′(z̄) ≈ f(z̄ + 2h)− 2f(z̄ + h) + f(z̄)
h2
. (1.1.7)
Again the error in the nite dierence approximations (1.1.6) and (1.1.7) can be computed
by Taylor Series expansion. The relevant Taylor Series are shown in (1.1.4) where the Taylor
Series for f(z̄ + 2h) is obtained by plugging in 2h for h in the Taylor Series expansion of
f(z̄ + h).
The errors in (1.1.6) and (1.1.7) are then given by
f(z̄ + h)− 2f(z̄) + f(z̄ − h)
h2




f(z̄ + 2h)− 2f(z̄ + h) + f(z̄)
h2
− f ′′(z̄) = f ′′′(z̄)h+O(h2), (1.1.8)
respectively. Thus, the order of accuracy of the central dierence approximation to the
second derivative is higher by one and is O(h2).
In general, nite dierence approximations can be used to approximate f (m)(z̄), the m-th
order derivative of f(z) at z = z̄ where m ≥ 1. As we show in the discussion preceding
Section 2.1, we may rst construct a nite dierence approximation to f (m)(0), the m-th
4
order derivative of f(z) at z = 0, and then by merely shifting grid points approximate the
m-th derivative of f at any other point. Hence, if given the distinct grid points hzi, where
1 ≤ i ≤ N and h is the mesh parameter, the basic problem in constructing nite dierence
approximations is to approximate f (m)(0) using the values of f at these N grid points. The
grid points can be taken as z1, . . . , zN by setting the mesh parameter h = 1.
In the spirit of formulas (1.1.1), (1.1.2), (1.1.3), (1.1.6) and (1.1.7) the nite dierence









are the nite dierence weights. By setting the mesh parameter to 1, the nite









for a smooth function f , the choice
of the weights wk,m, 1 ≤ k ≤ N , is unique (see Section 2.2). However for certain grids, these




, which is one order higher than what is typical
for the m-th derivative with N grid points. This is termed as superconvergence or boosted
order of accuracy [29].
We have already seen that the centered nite dierence approximations for the rst and
second derivative of a smooth function f at the point z̄, equations (1.1.3) and (1.1.6) re-
spectively, exhibit a boosted order of accuracy. There is a false perception that this boosted
order of accuracy is related to a symmetric choice of grid points about z̄. In fact, there are
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unsymmetrical nite dierence formulas that too exhibit a boosted order of accuracy. An
example of such an unsymmetrical nite dierence approximation with a boosted order of
accuracy is the nite dierence approximation to the second derivative at z = 0 using the
three grid points where z1 = −3, z2 = 1 and z3 = 2 (see below) [29].
In Chapter II of this thesis we explain when this boosted order of accuracy occurs. We
show that if the grid points are xed, there exists unique weights wk,m such that the order
of accuracy of (1.1.9) is O(hN−m). And that for real grid points, the order of accuracy
can be increased by at most one. The order of accuracy of (1.1.9) is increased by one (i.e.
O(hN−m+1) which is a boosted order of accuracy) if and only if [29]
SN−m = 0, (1.1.11)




zi1 . . . zip . (1.1.12)
This algebraic result explains why the example given above of a nite dierence approxi-
mation to the second derivative at z = 0 using the three real grid points where z1 = −3,
z2 = 1 and z3 = 2, has a boosted order of accuracy. For the special case m = 2 and N = 3,
equation (1.1.11) requires the grid points to satisfy z1 + z2 + z3 = 0 to achieve a boosted
order of accuracy. The grid points clearly satisfy this condition.
Moreover we show that if the grid points are allowed to be complex, then the order of
accuracy of (1.1.9) can be increased by no more than m, the order of the derivative. The
6
order of accuracy is increased by b with 1 ≤ b ≤ m if and only if [29]
SN−m = SN−m+1 = · · · = SN−m+b−1 = 0. (1.1.13)
For complex grid points, the maximum boost in the order of accuracy is obtained when the
grid points are at the vertices of a regular N sided polygon centered at 0, with 0 being the
point at which the derivative is to be approximated.1
In Chapter II of this thesis we also discuss an ecient method, the method of partial products,
for the computation of the weights wk,m. In [1618] Fornberg describes an algorithm for
determining the weights wk,m when the grid points are given by zk. His derivation begins
with the Lagrange interpolant. As is well known (which we shall review), there exists a unique
polynomial π(z) of degree N − 1 which satises the interpolation conditions π(zk) = fk for




wkπk(z)fk where πk(z) =
∏
j 6=k
(z − zj) and wk = 1/πk(zk), (1.1.14)
where wk is the Lagrange weight at zk. The nite dierence weight wk,m is equal to the
coecient of zm in wkπk(z) times m! (see Section 2.2). The computation of the Lagrange
weights wk takes 2N
2 − 2N arithmetic operations [29]. The exact operation count for Forn-
berg's algorithm is given in Lemma 2 of [29]. The author notes that the method of partial
products uses less memory and fewer arithmetic operations than Fornberg's algorithm [29].
The operation count is lower by a factor of (5m+5)/4, where m is the order of the derivative,
in the limit of large N [29].
1We thank Professor Jerey Rauch for this observation.
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1.2 Barycentric Hermite Weights and Updates
In Chapter III of this thesis, we discuss the problem of Hermite interpolation. Hermite in-
terpolation involves interpolating the value of a function and potentially, successive values of
the derivative of that function on a set of grid points. An example of a Hermite interpolation
problem is to nd a polynomial interpolant, π(z), that satises the conditions
π(z1) = f1, π
′(z1) = f
′




where the grid points are z1 = −1 and z2 = 1 [30]. Evidently, the polynomial interpolant
that satises (1.2.1) must not only pass through the function at z1 and z2, but must also
pass through the function with the correct slopes at z1 and z2. In this example, the number
of conditions specied at z1 and z2, which we call n1 and n2 respectively, are both 2. We let
N := n1 + n2. Davis in [11] shows that there exists a unique polynomial of degree at most
N−1 = 3, called the Hermite interpolant, that satises the conditions (1.2.1). Moreover, the
Hermite interpolant may be expressed in either of two forms, the Newton or barycentric form.
In this thesis, we consider only the barycentric form due to issues of numerical instability
with the Newton form [15,33,34]. The Hermite interpolant π(z) in barycentric form, which
satises (1.2.1), is given by [30]





























We now provide a thorough explanation of the construction of the above formula. The
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Hermite interpolation conditions (1.2.1) are equivalent to the conditions that the Taylor
series about z = z1 and z = z2 of π(z) is f1 + f
′
1(z − z1) and f2 + f
′
2(z − z2) respectively.
Moreover, by the uniqueness of π(z), π(z) is the unique polynomial of degree at most 3 which
has these Taylor series about z = z1 and z = z2. Thus, if we can nd a polynomial of degree
at most 3 that has the right Taylor series expansions, then we have the unique Hermite
interpolant. With this in mind, we construct π(z) with two fundamental polynomials of
degree 3, p1 and p2. The role of p1 is to ensure that π(z) has the right Taylor series about
z = z1 while not interfering with the required terms in the Taylor Series of π(z) about z = z2.
To not interfere with the required terms terms in the Taylor Series about z = z2, p1 must be
O((z − z2)2) as z → z2. Similarly the role of p2 is to ensure that π(z) has the right Taylor
series at z = z2 while not interfering with the required terms in the Taylor Series of π(z)
about z = z1. Hence, p2 must be O((z − z1)2) as z → z1. These Taylor Series conditions on
p1 and p2 can be explicitly summarized as
p1(z) = f1 + f
′
1(z − z1) +O((z − z1)2) as z → z1,
p1(z) = O((z − z2)2) as z → z2,
p2(z) = O((z − z1)2) as z → z1,
p2(z) = f2 + f
′
2(z − z2) +O((z − z2)2) as z → z2. (1.2.3)
9
The Taylor Series Conditions (1.2.3) are equivalent to the conditions









p2(z1) = 0, p2(z2) = f2
p
′






If p1 and p2 satisfy the above conditions, we can easily see that p1+p2 is a degree 3 polynomial
that satises (1.2.1). Hence, we can construct π(z) from p1 and p2 in the following manner
π(z) = p1 + p2. (1.2.5)
As previously mentioned, it is evident that p1 must be a degree 3 polynomial that contains
the terms (z−z2)2 and with the right Taylor series expansion of f1 +f
′
1(z−z1)+O((z−z1)2)
about z = z1. To construct p1, we need to have a way to undo the eect of multiplication
by (z− z2)2 in the Taylor Series of p1 about z = z1. To do so, we note that the Taylor Series
of (z − z2)−2 about z = z1 is given by
(z − z2)−2 = w1,0 + w1,1(z − z1) +O((z − z1)2) (1.2.6)
where w1,0 = 1/4 and w1,1 = 1/4. Let W1(z) denote the truncated Taylor Series of (z−z2)−2
10
so that W1(z) = (z − z2)−2 +O((z − z1)2). Hence,
W1(z) := w1,0 + w1,1(z − z1), (1.2.7)
and
(z − z2)2W1(z) = 1 +O((z − z1)2). (1.2.8)
In other words, the polynomial W1(z) undoes the eect of multiplication by (z − z2)2 just
enough to ensure that (z − z2)2W1(z) × (f1 + f
′
1(z − z1)) = f1 + f
′
1(z − z1) + O((z − z1)2)
as z → z1 and (z − z2)2W1(z) × (f1 + f
′
1(z − z1)) = O((z − z2)2) as z → z2. Thus,
(z − z2)2W1(z) × (f1 + f
′
1(z − z1)) has the desired Taylor series about z = z1 and z = z2.
Unfortunately, (z − z2)2W1(z) × (f1 + f
′
1(z − z1)) is a degree 4 polynomial. However, this
can be easily xed, as we will show, by dropping all terms of order (z − z1)2 and higher in
the polynomial W1(z) × (f1 + f
′
1(z − z1)) and then multiplying by (z − z2)2 to obtain the
degree 3 polynomial p1(z).




W̃1(z) := f1W1(z) + f
′
1(z − z1)(W1(z)− w1,1(z − z1)). (1.2.9)
Multiplying by (z − z2)2 and observing (1.2.8) yields
(z − z2)2W̃1(z) = f1W1(z)(z − z2)2 + f
′
1(z − z1)W1(z)(z − z2)2 +O(z − z1)2,
= f1 + f
′
1(z − z1) +O((z − z1)2). (1.2.10)
This is the desired Taylor Series expansion as z → z1. Clearly (z− z2)2W̃1(z) is O((z− z2)2)
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as z → z2. Thus, the fundamental polynomial p1(z) is given by
p1(z) = (z − z2)2W̃1(z)

















where the second line is obtained by factoring out (z + 1)2 and plugging in the numerical
value for z2 and the expression for W̃1(z) using (1.2.9) and (1.2.7) with the numerical values
of w1,0 = 1/4 and w1,1 = 1/4.
We can use this same line of reasoning to obtain p2. Summing the resulting expression for
p2 with p1 gives the barycentric representation of the Hermite interpolant, π(z), in (1.2.2).
We now turn to the general Hermite interpolation problem. Let zk, where 1 ≤ k ≤ K,




k=1 nk. The problem of Hermite interpolation is to nd the polynomial interpolant
of degree N−1, π(z), that interpolates the value of the function and its rst nk−1 derivatives
at each grid point zk in the list z1, . . . , zK . Hence, π(z) must pass through all the grid points





= fk,r for r = 0, . . . , nk − 1, 1 ≤ k ≤ K, (1.2.12)
where f (r)(zk) is denoted by fk,r [30]. An elegant proof of the uniqueness and existence of
the general Hermite interpolant can be found in [11].
12






























k=1(z − zk)nk . The general Hermite interpolant, π(z), shown in (1.2.13) is
clearly a polynomial of degree N − 1. Moreover, the choice of barycentric weights, wk,r, is
uniquely determined by the interpolation conditions π(z) must satisfy (1.2.12). In Chapter
III, we review a derivation to formula (1.2.13) and show why it is the Hermite interpolant.
In this thesis, we are concerned with computing and updating the unique barycentric weights
wk,r. We provide a more direct derivation of the method of Butcher et al. [24] for computing
the barycentric weights. Our approach also lends itself to an ecient method for updating
the barycentric weights. If an additional data item is added to a current grid point or at
a new grid point, our method uses only O (N) operations to update all barycentric weights
(see Section 3.3).
1.3 The General Finite Interpolation Problem
In this section, we review an elegant approach by Davis [11] to the problem of interpolation
that is relevant to Lagrange and Fourier interpolation which are widely used throughout this
thesis. This section shamelessly borrows from Chapter 2 of [11]. As is well known, if one
has a set of grid points, zi, where 1 ≤ i ≤ N , with the associated data fi, there exists a
unique polynomial interpolant of degree at most N − 1 that passes through them. Hence,
there is a unique polynomial interpolant, π(z), whose degree is at most N − 1 that satises
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the conditions
π(zi) = fi for 1 ≤ i ≤ N. (1.3.1)
Davis attempts to generalize the problem of polynomial interpolation via the so called general
problem of interpolation by inquiring if one can construct an interpolant (polynomial or
other) based instead on any N arbitrary pieces of information.
To state the general problem of interpolation formally, let V denote a vector space of dimen-
sion N over a eld F and let V ∗ denote the dual space of V (recall the dimension of V ∗ is
also N [21]). Moreover, let L1, . . . , LN denote N linear functionals in V
∗. Hence, Li, for all
i ∈ {1, . . . , N}, is a linear mapping from V to F . The general problem of interpolation then
asks if given a list of values fi, where 1 ≤ i ≤ N , does there exist a π in V that satises the
conditions
Li(π) = fi for 1 ≤ i ≤ N? (1.3.2)
Davis [11] shows that the answer to this question is: yes, there does exist a solution π in V
if and only if L1, . . . , LN form a basis for V
∗. Moreover, the solution, π, is unique. We state
this result of Davis below. Its proof can be found in [11].
Theorem 1. Let V and V ∗ denote a vector space over a eld F and its dual respectively with
dimension N . Let L1, . . . , LN be N linear functionals in V
∗. Then (1.3.2) has a solution, π
in V , for a list of values fi where 1 ≤ i ≤ N , if and only if L1, . . . , LN form a basis for V ∗.
Moreover, π is the unique solution.
To determine if L1, . . . , LN form a basis for V
∗, Davis provides a useful result shown below.
Its proof can be found in [11].
Theorem 2. Let V and V ∗ denote a vector space over a eld F and its dual respectively
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with dimension N . Let β = {P1, ..., PN} denote a basis for V and let L1, . . . , LN be N linear
functionals in V ∗. Then if
|Li(Pj)| 6= 0, (1.3.3)
where |Li(Pj)| represents the determinant of the matrix whose (i, j)-th entry is Li(Pj), the
set of linear functionals L1, . . . , LN form a basis for V
∗.
Two applications of the general problem of interpolation are Lagrange and Fourier interpola-
tion. Using the framework of the general problem of interpolation, we review the existence of
the Lagrange and Fourier interpolants. We also review an elegant derivation of the Lagrange
and Fourier interpolants using a few basic results from Linear Algebra which we now turn
to.
1.3.1 Representation of vectors in V and V ∗ using a basis and its
dual
We continue with our notation above and let V represent an N dimensional vector space
over a eld F and V ∗ its dual. Let β = {P1, ..., PN} be a basis for V . Then there exists a
unique basis, β∗ = {L1, ..., LN} for V ∗ such that Li(Pj) = δij for 1 ≤ i, j ≤ N [21]. We call











It is readily seen that Li(π) is the i-th coordinate of π expressed in the basis β. We think
of (1.3.5) as a way of writing any π ∈ V by merely sampling π. That is by sampling π in
accordance to the linear functionals in β∗, we may reconstruct π in terms of the sampled
values. Verication of the above statements are shown below [21].
Theorem 3. Let V and V ∗ denote a vector space over a eld F and its dual respectively
with dimension N . Let β = {P1, ..., PN} be a basis for V and β∗ = {L1, ..., LN} its dual
basis. Then any π in V may be expressed as π =
∑N
i=1 Li(π)Pi.
Proof. As the Pi's form a basis for V , we have π =
∑N
i=1 ciPi. Hence Lj(π) =
∑N
i=1 ciLj(Pi) =
cj. Thus, π =
∑N
i=1 Li(π)Pi.
Theorem 4. Let V and V ∗ denote a vector space over a eld F and its dual respectively
with dimension N . Let β = {P1, ..., PN} be a basis for V and β∗ = {L1, ..., LN} its dual
basis. Then any L in V ∗ may be expressed as L =
∑N
i=1 L(Pi)Li.
Proof. As the Li's form a basis for V
∗, we have L =
∑N
i=1 aiLi. Hence L(Pj) =
∑N
i=1 aiLi(Pj) =




Let V represent the N dimensional space of polynomials whose degree is at most N − 1. In
the general problem of interpolation, the Li's specify the type of interpolation. For the case
of Lagrange interpolation, we let Li(π) = π(zi) for 1 ≤ i ≤ N . The general interpolation
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problem applied to the case of Lagrange interpolation is then: given the data fi at the grid
point zi, 1 ≤ i ≤ N , can we nd a unique π ∈ V such that
Li(π) = fi for 1 ≤ i ≤ N? (1.3.6)
To answer yes, Theorem 1 requires the Li's to form a basis for V
∗. To show that β∗ =
{L1, . . . , LN} forms a basis for the N dimensional space V ∗, it is sucient to show that they
are linearly independent which we now do.
Lemma. L1, ..., LN are linearly independent functionals on V .
Proof. Let L :=
∑N
i=1 ciLi. If L = 0 (i.e. L(p) = 0 for all p ∈ V ), then L(1) = 0, L(z) =
0, ..., L(zN−1) = 0. As Li(π) = π(zi), we have

1 . . . 1
z1 . . . zn


















As the Vandermonde matrix shown above is non-singular [11], we have ci = 0 for all i. Hence,
the linear functionals L1, ..., LN are linearly independent.
To actually construct the Lagrange interpolant, we wish to express π as a linear combination
of the data Li(π) = fi. To do so, we merely refer to (1.3.5). Hence, we are now left with
nding the basis β for V whose dual is β∗. Equation (1.3.5) then provides the π in V , which
we call the Lagrange interpolant, that solves our interpolation problem.
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To nd the basis β = {P1, . . . , PN} whose dual is β∗, we need to nd polynomials Pj of
degree at most N − 1 that satisfy
Li(Pj) = δij 1 ≤ i, j ≤ N,
Pj(zi) = δij 1 ≤ i, j ≤ N. (1.3.7)


















Thus, we have constructed the π in V , which solves the Lagrange interpolation problem
(1.3.6). Observe π(z̄), (for some xed value of z̄) can be written in terms of the data values




Let V represent the 2n+ 1 dimensional space of trigonometric polynomials where
{vi}2ni=0 = {1, sin(τ), cos(τ), sin(2τ), cos(2τ), ..., sin(nτ), cos(nτ)} (1.3.10)
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p(τ) sin(kτ)dτ, k ∈ {1, . . . , n}. (1.3.11)





L2i(p) = ai for 1 ≤ i ≤ n, (1.3.12)
L2i−1(p) = bi for 1 ≤ i ≤ n. (1.3.13)
By Theorem 1 and Theorem 2, it suces to show |Li(vj)| 6= 0. Observe by orthogonality,
Li(vj) = δij. Hence, |Li(vj)| 6= 0 and the interpolation problem, (1.3.13), possesses a unique
solution p(τ).
To construct the Fourier interpolant, we observe that as Li(vj) = δij for all 0 ≤ i, j ≤ 2n,






















π(τ) sin(kτ)dτ , k ∈ {1, . . . , n}. (1.3.14)
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1.4 Quasi-Uniform Spectral Scheme (QUSS)
What is a QUSS? It is a spectral method that employs a more uniform spatial grid than
the Chebyshev grid [5]. Why use a grid more uniform than the Chebyshev grid? Well,






near the endpoints of its interval. Hence, use of a Chebyshev grid for the spatial
discretization of a time dependent PDE with an explicit scheme for time marching results





even for solutions which have
no large gradients near the boundary [34]. In Chapter IV of this thesis we explore three
dierent mappings (KT, Elliptic and Theta) that are capable of producing a grid more
uniform than the Chebyshev grid. The grids produced by the mappings vary from the
Chebyshev grid to the uniform grid as their map parameter, β, varies (see Section 4.6).
For reasons explained in Chapter IV of this thesis, we only explore the mappings in the
context of a mapped cosine basis (so we don't use a grid more uniform than the Chebyshev
grid with a polynomial basis). Hence, when we approximate a function via interpolation
with a so called mapped cosine interpolant (see 4.8.2), we move beyond just polynomial
interpolation, but rather, to an interpolant that varies from a polynomial to a trigonometric
one whose interpolation points vary from Chebyshev to uniform grid points respectively.
In our construction of the mapped cosine interpolant to approximate a function f(x), we
interpolate the mapped function F (τ ; β) = f(X (τ ; β)) in the computational coordinate τ
with a trigonometric interpolant, PN−1(τ ; β), in uniform grid points where X (τ ; β) is one
of the three mappings: KT, Elliptic or Theta with map parameter β (see 4.3, 4.4 and 4.5).
We obtain our interpolant of f(x), pN−1(x; β), by mapping PN−1(τ ; β) back to the physical
coordinate via pN−1(x; β) = PN−1(T (x; β); β) where T (x; β) is the inverse of X (τ ; β) (see
20
4.8.2).
Moving beyond polynomial interpolation is obviously not new and is surveyed elegantly in
Chapter 22 of Trefethen's new book [36]. However, our aim in this chapter of the thesis, is
to give practical advice of how one should pick the map parameter β (or more, accurately,
how not to pick the map parameter, hint: not too close to its uniform limit) and determine
if one of the three mappings, KT, Elliptic or Theta is a clear winner in terms of accuracy of
interpolating the function
f(x; s, γ) =
γ2
γ2 + (x− s)2
(1.4.1)
as γ and N , the number of interpolation points, is varied (see 4.10).
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CHAPTER II
Finite Dierence Weights and Increased Order of
Accuracy
In light of our discussion of Lagrange Interpolation, we would like to generate a nite dier-
ence approximation to the m-th order derivative of a function based on only the values of
the function at select grid points. Specically, let z1, . . . , zN be N distinct points with data
f1, ..., fN as the function values at the grid points respectively (i.e. f(zi) = fi, 1 ≤ i ≤ N).
Let V represent the space of polynomials whose degree is at most N − 1. Then there ex-
ists a unique polynomial interpolant π ∈ V such that π(zj) = f(zj), 1 ≤ j ≤ N [11].
Moreover, as illustrated in Section 1.3, the polynomial interpolant may be expressed as
π(z) =
∑N
k=1 fkPk(z). Let πk(z) :=
∏






By dierentiating our interpolant, we can obtain a nite dierence approximation for the














































Moreover, we observe that ck,m and wk,m/m! are the coecients of z
m in πk(z) and Pk(z)
respectively.
In addition, we may by exercise of the chain rule, obtain a nite dierence formula using the


































Moreover, we may now compute the m-th order derivative of the function at a non-zero point
by merely shifting the grid points. That is, to compute our nite dierence approximation










Noting g(m)(0) = f (m)(z̄), it follows that
f (m)(z̄) =
∑N
k=1 wk,mf(hzk + z̄)
hm
. (2.0.12)




j=1(z − zj) and rk(z) :=
∏N
j=k(z − zj). Observe,
πk(z) = lk−1(z)rk+1(z). (2.1.1)
Moreover, we denote the coecients of 1, z, . . . , zM in lk(z) and rk(z) by Lk,0, . . . , Lk,M
and Rk,0, . . . , Rk,M , respectively. We compute the coecients Lk,m and Rk,m in the order
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k = 1, 2, . . . , N and k = N,N − 1, . . . , 1, respectively.
We observe ck,m, the coecient of z





The nite dierence weight wk,m is obtained by (2.0.5). Computer code may be seen in [29].
The total operation count is fewer than 2N2 +NM2 + 8NM − 4M2 −N + 2M + 2 [29].
2.2 Increased Order of Accuracy
In this section, we prove a series of theorems regarding the order of accuracy of (2.0.10). We
rst note the following Lemma.














k = 0 (2.2.1)




















Ng(hzk), 1 ≤ k ≤ N, (2.2.2)


































































By continuity of g(y) at y = 0, as h approaches zero, the right hand side of the above





To show the converse, consider f(z) = zn, where n ∈ {0, 1, . . . , N − 1} /











N−m) as h→ 0. (2.2.7)





k = 0. (2.2.8)

















k = m!. (2.2.10)
Observe the conditions on the weights of the above lemma can be stated as:

1 1 · · · 1













where eNm is the m-th unit vector in R
N . Note the matrix on the LHS of (2.2.11) is the
transpose of the Vandermonde matrix, which is non-singular. Hence, if the grid points are
xed, we are guaranteed a unique solution of (2.2.11). We summarize below.
Theorem 6. There exists a unique choice of weights wk,m, k = 1, . . . , N , such that the nite





Proof. The proof is given in the discussion above.
Thus, if the grid points are xed, it is then guaranteed that there exists unique weights
wk,m such that (2.0.10) has error O(h
N−m). However, if we consider the centered dierence
approximation
(
f(h) − 2f(0) + f(−h)
)
/h2 to f ′′(0), we observe that its order of accuracy
is O(h2); hence, better than O(h3−2). Thus, we are now interested in establishing necessary
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and sucient conditions on the grid points that would ensure that the weights wk,m have this
increased order of accuracy. Moreover, we would like to introduce the following terminology.
We say that the order of accuracy of (2.0.10) is increased by b if the order of accuracy of
(2.0.10) is O(hN−m+b).





, where b is a positive integer, if and only if the weights wk,m satisfy
w1,mz
N−1+β
1 + · · ·+ wN,mz
N−1+β
N = 0 (2.2.12)
for β = 1, . . . , b in addition to the conditions of Lemma 5. Also the function f is assumed
to be N + b times continuously dierentiable.
Proof. Similar to the proof of Lemma 5.
We introduce the following notation. By
det (z1, z2 . . . , zN ;n1, n2, . . . , nN) (2.2.13)
we denote the determinant of the N ×N matrix whose (i, j)-th entry is znij .
Theorem 8. Let wk,m, k = 1, . . . , N , be the unique solution of (2.2.11) so that the nite
dierence formula (2.0.10) has an order of accuracy that is at least N − m. The order of
accuracy is increased by b, where b is a positive integer, if and only if
det (z1, . . . , zN ; [0, 1, . . . , N − 1, N − 1 + β]−m) = 0 (2.2.14)
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for each β = 1, . . . , b. Here [0, 1, . . . , N −1, N −1 +β]−m denotes the sequence 0, 1, . . . N −
1, N − 1 + β with m deleted.
Proof. Consider the case where the weights wk,m are real and the grid points zk are also real.
Let
γm : = [w1,m, . . . , wN,m],
vβ :=[z
N−1+β
1 , . . . , z
N−1+β
N ] (2.2.15)
and Wm be the vector space spanned by γm.Then by assumption and Lemma 5 every row of
the Gram matrix, excluding the m-th row, is orthogonal to γm. As the Gram matrix is non-
singular, its row vectors are linearly independent. Since every row of the Gram matrix except
the m-th row belongs to W⊥m(orthogonal complement of Wm) and as dim(W
⊥
m) = N − 1, we
have that the rows of the Gram matrix from a basis for W⊥m .
By Lemma 7 the order of accuracy of the nite dierence method is increased by b if and only
if vβ ∈ W⊥m . Observe this is equivalent to requiring det(z1, . . . , zN ; [0, 1, . . . , N − 1, N − 1 +
β]−m) = 0 as the rows of the Gram matrix are linearly independent. Moreover, should the
weights and the grid points be complex, the above argument can be repeated by swapping
γm with its complex conjugate γ̄m.
Lemma 9. If z1, . . . , zN are distinct points, then
det(z1, . . . , zN ; [0, . . . N − 1, N ]−m) =
∏
1≤i<j≤N






zi1 . . . zip . (2.2.17)
Proof. Consider the Gram determinant
det (z1, . . . , zN , zN+1; 0, . . . , N − 1, N) . (2.2.18)






(zN+1 − zk) . (2.2.19)
Moreover, by expanding (2.2.18) by minors of its last column, we observe that the coecient
of zmN+1is given by
(−1)N+m det(z1, . . . , zN ; [0, . . . N − 1, N ]−m). (2.2.20)
Furthermore, by inspection of (2.2.19), we note that the coecient of zmN+1is given by
∏
1≤i<j≤N
(zj − zi)× (−1)N−m
∑
1≤i1<...<iN−m≤N
zi1 . . . ziN−m . (2.2.21)
Equating (2.2.20) with (2.2.21) yields the desired result.
We are now ready to state necessary and sucient conditions on the grid points that ensure
(2.0.10) has an order of accuracy that is increased by one.
Theorem 10. The nite dierence formula, (2.0.10), with distinct grid points zk and weights
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wk,m that satisfy (2.2.11) has an order of accuracy that is increased by 1 if and only if
SN−m = 0.
Proof. Observe by theorem 8, the order of accuracy is increased by 1 if and only if det(z1, . . . , zN ;
[0, . . . N−1, N ]−m) = 0. Then by lemma 9 and the fact that all the grid points are distinct,
this determinant will vanish if and only if SN−m = 0.
Corollary 11. If the grid points z1, . . . , zN are symmetric about 0 (in other words z is a grid
point if and only if −z is a grid point) and N −m is odd, the order of accuracy is increased
by 1.




zi1 . . . ziN−m (2.2.22)
is equal to zero. Consider the non-zero terms in (2.2.22). We denote the symmetric coun-
terpart of the term zi1 . . . ziN−m in (2.2.22) to be the term obtained by swapping each grid
point, ziα , with the grid point −ziα where 1 ≤ α ≤ N −m. By assumption −ziα = zβ where
β 6= iα. Moreover, as N −m is odd, the symmetric counterpart of a term in (2.2.22) is itself
a distinct term in (2.2.22). That is
(−1)N−mzi1 . . . ziN−m = −zi1 . . . ziN−m = zĩ1 . . . zĩN−m , (2.2.23)
where zĩ1 . . . zĩN−m 6= zi1 . . . ziN−m . Moreover, note that the symmetric counterpart of zĩ1 . . . zĩN−m
is zi1 . . . ziN−m .
Thus, by pairing each non-zero term in (2.2.22) with its symmetric counterpart, we observe
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SN−m = 0.
Moreover, we now prove the following lemma to attain necessary and sucient conditions
on the grid points that ensure (2.0.10) has an order of accuracy that is increased by two.
Lemma 12. If z1, . . . , zN are distinct points and m ≥ 1, then
det(z1, . . . , zN ; [0, . . . , N − 1, N + 1]−m) =∏
1≤i<j≤N
(zj − zi)× (S1SN−m − SN−m+1) . (2.2.24)
Proof. Consider the determinant
det(z1, . . . , zN+1; [0, . . . , N,N + 1]−m). (2.2.25)
By Lemma 9, we have





zi1 . . . ziN+1−m . (2.2.26)
Observe as m ≥ 1,
∑
1≤i1<...<iN−m≤N+1
zi1 . . . ziN+1−m =
∑
1≤i1<...<iN−m≤N
zi1 . . . ziN+1−m + zN+1
∑
1≤i1<...<iN−m≤N
zi1 . . . ziN−m . (2.2.27)
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Thus,





zi1 . . . ziN+1−m . (2.2.29)
Hence,






(zj − zi)× (SN−m+1 + zN+1SN−m). (2.2.30)
As
∏N
k=1(zN+1 − zk) can be expanded as
N∏
k=1
(zN+1 − zk) = zNN+1 − p1zN−1N+1 + . . .+ (−1)
NpN , (2.2.31)
where the pi's are the elementary symmetric polynomials and in particular, p1 = S1. Thus,
the coecient of zNN+1 in (2.2.25) is given by
∏
1≤i<j≤N
(zj − zi)× (SN−m+1 − S1SN−m). (2.2.32)
Moreover, by expanding (2.2.25) by minors of its last column, we observe the coecient of
zNN+1is given by
− det(z1, . . . , zN ; [0, . . . , N − 1, N + 1]−m). (2.2.33)
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Hence,
det(z1, . . . , zN ; [0, . . . , N − 1, N + 1]−m) =∏
1≤i<j≤N
(zj − zi)× (S1SN−m − SN−m+1) . (2.2.34)
Theorem 13. The order of accuracy of the nite dierence formula (2.0.10) is increased by
2 if and only if SN−m = 0 and SN−m+1 = 0, where m ≥ 1.
Proof. Observe by theorem 8, the order of accuracy is increased by 2 if and only if det(z1, . . . , zN ;
[0, . . . N − 1, N ] − m) = 0 and det(z1, . . . , zN ; [0, . . . N − 1, N + 1] − m) = 0. As noted in
theorem 10, the former condition is equivalent to the condition SN−m = 0. Hence by Lemma
12, the conditions SN−m = 0 and det(z1, . . . , zN ; [0, . . . N − 1, N + 1]−m) = 0 are equivalent
to the conditions SN−m = 0 and SN−m+1 = 0.
As noted in the introductory paragraph, if the grid points are real, then the order of accuracy
of (2.0.10) can never be increased by more than one. We now prove this result.
Theorem 14. The order of accuracy of the nite dierence formula (2.0.10) for the m-th
derivative can never be increased by more than 1 as long as the grid points are real. Here
m ≥ 1.
Proof. By theorem 13, the grid points z1, . . . , zN must satisfy SN−m = 0 and SN−m+1 = 0
for the order of accuracy of (2.0.10) to be increased by more than one. We aim to show
by contradiction that both conditions can not be satised. Let r := N −m and recall that
S0 := 1. Moreover, observe 1 ≤ r ≤ N − 1 and N > 2.
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We rst consider the case where zero is not a grid point. Suppose Sr = 0 and Sr+1 = 0.
As the Sp's are the p-th elementary symmetric functions in z1, . . . , zN (distinct real non-zero



















S2r > Sr−1Sr+1 for 1 ≤ r ≤ N − 1. (2.2.36)
In particular, (2.2.36) implies S2r 6= Sr−1Sr+1. However, by assumption Sr = 0 and Sr+1 = 0;
thus, S2r = Sr−1Sr+1. We have an obvious contradiction and this proves the result.
We now consider the case where zero is a grid point (it should be noted that we can have
at most one zero grid point as all the grid points are distinct). Denote by zl, for some
l ∈ {1, . . . , N}, the zero grid point. Moreover, denote the elementary symmetric function
formed by adding all possible products of r numbers out of z1, . . . , zN excluding zl by sr.
Observe Sr = sr for 1 ≤ r ≤ N − 1. Again let us suppose Sr = 0 and Sr+1 = 0. As the sp's
are the p-th elementary symmetric functions in z1, . . . , zN excluding zl (distinct real non-zero
points), we have by Newton's Inequality
s2r > sr−1sr+1 (2.2.37)
Thus,
S2r > Sr−1Sr+1 for 1 ≤ r ≤ N − 1. (2.2.38)
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Thus, a contradiction will arise as in the rst case. Hence the proof is complete.
We now state necessary and sucient conditions on the grid points that ensure (2.0.10) has
an order of accuracy that is increased by b. We note that for the case of real grid points, we
have already shown b ≤ 1. We now aim to show that for the case of complex grid points,
b ≤ m.
Theorem 15. The order of accuracy of the nite dierence formula (2.0.10) for the m-th
derivative is increased by b if and only if SN−m = SN−m+1 = · · · = SN−m+b−1 = 0. Even
with complex grid points, the order of accuracy can never be increased by more than m.
Proof. A rigorous proof is omitted for the former statement. We merely show the general
pattern computationally. Note that the case of b = 1 and b = 2 have already been established.
We illustrate the general procedure for the case b = 3. Consider the
det(z1, . . . , zN+1; [0, . . . , N,N + 2]−m). (2.2.39)
Observe by lemma 12, we have













S+1 = S1 + zN+1
S+N−m+1 = SN−m+1 + zN+1SN−m
S+N−m+2 = SN−m+2 + zN+1SN−m+1. (2.2.41)
Thus,













k=1(zN+1 − zk) can be expanded as
N∏
k=1
(zN+1 − zk) = zNN+1 − p1zN−1N+1 + p2z
N−2
N+1 . . .+ (−1)
NpN , (2.2.43)
where the pi's are the elementary symmetric polynomials and in particular, p1 = S1 and
p2 = S2. Thus, the coecient of z
N





S1SN−m+1 − SN−m+2 − S21SN−m + S2SN−m
)
. (2.2.44)
Moreover, by expanding (2.2.40) by minors of its last column, we observe the coecient of
zNN+1is given by
− det(z1, . . . , zN ; [0, . . . , N − 1, N + 2]−m). (2.2.45)
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Hence,






1SN−m − S1SN−m+1 − S2SN−m
)
. (2.2.46)
Thus by the conditions of theorem 8 for the case b = 3, the order of accuracy of the nite
dierence formula (2.0.10) for the m-th derivative is increased by 3 if and only if SN−m =
SN−m+1 = SN−m+2 = 0. The case of b = 4 and so on are proved in a similar manner.
The proof of the latter statement is by contradiction. That is, suppose the order of accuracy
is increased bym+1. Then SN = 0. Moreover, as the grid points are distinct, only one of the
N grid points is zero. However, this would imply that SN−1 6= 0, which is a contradiction.
Thus, the order of accuracy can never be increased by more than m.
38
CHAPTER III
Barycentric Hermite Weights and Updates
We now consider the Hermite Interpolation problem. Let V represent the space of polyno-
mials whose degree is at most N − 1 where N = n1 + . . . + nK . Let z1, . . . , zK be distinct
points. Then given the data f (0)(zk), ..., f
(nk−1)(zk), 1 ≤ k ≤ K, there exists a unique hermite
interpolant, π ∈ V , such that π(s)(zj) = f (s)(zj) , 1 ≤ j ≤ K and 0 ≤ s < nj [11].
Again, let f (s)(zk) be denoted by fk,s. Moreover, let π
∗(z) :=
∏K
j=1(z − zj)nj . Then the





























3.1 Derivation of the Barycentric Form of the Hermite
Interpolant
By existence and uniqueness, π(z) is the unique polynomial in V whose Taylor series about
z = zk is given by: fk,0 + . . . +
fk,nk−1
(nk−1)!
(z − zk)nk−1 for all 1 ≤ k ≤ K. Let π∗(z) :=∏K




wk,r(z − zk)r. (3.1.1)
Moreover, wk,r is dened so that Wk(z) is merely the Taylor Series of πk(z)
−1, about z = zk,
truncated to the (nk − 1)-th power. Hence, Wk(z)πk(z) = 1 +O((z − zk)nk) as z → zk.
Let W̃k(z) denote the polynomial Wk(z)
(






(nk − 1)-th power and let pk(z) := πk(z)W̃k(z). Then pk(z) is a polynomial of degree N − 1.
Moreover, pk(z) satises the Hermite interpolation conditions at z = zk (shown below) and
is O((z − zj)nj) for all j 6= k. Observe,
pk(z) = πk(z)W̃k(z) = πk(z)
(
fk,0Wk(z)





Wk(z)− wk,nk−1(z − zk)nk−1 − wk,nk−2(z − zk)nk−2
)

















(z − zk)r +O(z − zk)nk as z → zk. (3.1.2)
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+O(z − zk)nk as z → zk. (3.1.4)
Recall Wk(z) is the Taylor series expansion of πk(z)
−1, about z = zk, truncated to the
(nk − 1)-th power. Hence, Wk(z) − wk,nk−1(z − zk)nk−1 − wk,nk−2(z − zk)nk−2 is the Taylor
series expansion of πk(z)
−1 truncated to the (nk − 3)-th power. Therefore, πk(z)(Wk(z) −
wk,nk−1(z − zk)nk−1 −wk,nk−2(z − zk)nk−2) = 1 +O(z − zk)nk−2 as z → zk. Multiplication by
fk,2(z−zk)2
2!
conrms that the third line in the above expression reduces to (3.1.4).
Thus, the degree N − 1 polynomial, pk(z), satises the Hermite interpolation conditions at
z = zk and is O((z − zj)nj) for all j 6= k by denition of πk(z). That is,
p
(r)
k (zj) = fk,rδj,k for 0 ≤ r ≤ nj − 1 and 1 ≤ j ≤ K. (3.1.5)
Moreover, as
∑K


































































1− z − zk
zj − zk
)−nj
= 1 + I1(z − zk) + I2(z − zk)2 + . . . (3.2.4)
where the Ii's are dened as the Taylor series coecients in the above expansion.
In our attempt to obtain a recurrence formulae for the Ii's (and hence the barycentric















= I1 + 2I2(z − zk) + 3I3(z − zk)2 + . . . . (3.2.5)
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Noting that (
















nl(zl − zk)−r, (3.2.7)
























1− z − zk
zj − zk
)−nj
(P1 + P2(z − zk) + . . .+ Pm+1(z − zk)m + . . .)
=
(
1 + I1(z − zk) + I2(z − zk)2 + . . .
)
(P1 + P2(z − zk) + . . .+ Pm+1(z − zk)m + . . .) (3.2.8)
Thus,
(
1 + I1(z − zk) + I2(z − zk)2 + . . .
)
(P1 + P2(z − zk) + . . .+ Pm+1(z − zk)m + . . .)
= I1 + 2I2(z − zk) + 3I3(z − zk)2 + . . . (3.2.9)
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Further, by equating powers of z−zk, we obtain the desired recurrence formulae for the Ii's.
I1 = P1
2I2 = P2 + I1P1
3I3 = P3 + I1P2 + I2P1 (3.2.10)
· · ·





Hence, the barycentric weights are given by
wk,r = CkIr. (3.2.12)
3.3 Barycentric Weight Updates
We now show how to update all barycentric weights for the following two update cases in
O(N) operations.
1. A new grid point is added and the new data item is the function value at the new grid
point.
2. At a pre-existing grid point, the value of the next possible order of the derivative of
the function is specied.
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Case 1)
In this case, a new grid point is added at ζ = zK+1. Hence, πk(z) must be updated to





for 1 ≤ k ≤ K, where W ′k(z) must satisfy
πk(z)(z − ζ)W ′k(z) = 1 +O((z − zk)nk). (3.3.1)
As πk(z)Wk(z) = 1 +O((z − zk)nk), the above condition can be recast as
(z − ζ)W ′k(z) = ((z − zk) + (zk − ζ))W ′k(z) = Wk(z) +O((z − zk)nk). (3.3.2)
Thus,




(zk − ζ)w′k,r + w′k,r−1
)
(z − zk)r =
nk−1∑
r=0
wk,r(z − zk)r. (3.3.3)
Equating powers of z − zk yields
(zk − ζ)w′k,0 = wk,0
(zk − ζ)w′k,r + w′k,r−1 = wk,r for 1 ≤ r < nk. (3.3.4)
This completes the updates for wk,r for 1 ≤ k ≤ K. We observe that it takes two operations
to update each barycentric weight wk,r.
The only remaining item to compute is wK+1,0. As noted previously (see introductory para-
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graph of this section), we require
πK+1(z)WK+1(z) = 1 +O((z − ζ)). (3.3.5)
Hence, WK+1(z) is the Taylor series of πK+1(z)
−1centered at z = ζ truncated to the 0-th
power. That is, wK+1,0 = πK+1(ζ)
−1 =
∏K
k=1(ζ − zk)−nk . Thus, the total cost of updating
all weights and computing the new weight in this case is O(N).
Case 2)
In this case, the value of the next possible order of the derivative of the function is specied
at a pre-existing grid point. That is, fκ,nκ is introduced at the point ζ = zκ for some κ,
1 ≤ κ ≤ K. Hence, πk(z) must be updated to πk(z)(z − ζ) for k 6= κ and therefore the
weights, wk,r, are updated using (3.3.4).
Moreover, πκ(z) =
∏
j 6=κ(z − zj)nj remains unchanged. Thus, wκ,r also remains unchanged




κ(z) = 1 +O((z − zκ)nκ+1) (3.3.6)
That is, W ′κ(z) ← Wκ(z) + wκ,nκ(z − zκ)nκ . Therefore, the only term left to compute is
wκ,nκ . However, we also would like to be able to handle a future update which may occur at
another point. In that spirit, we introduce the quantity
Ak =
{
1/(zj − zk) repeated nj times
∣∣∣ j 6= k and 1 ≤ j ≤ K} (3.3.7)
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It should be noted that Ak is a multiset. Moreover, we dene Pr(Ak) as the sum of the r-th




nj(zj − zk)−r (3.3.8)
In addition, let Ir(Ak) be related to Pr(Ak) by the triangular identities specied in (3.2.10).
Observe that when computing the barycentric weights, wk,0, . . . , wk,nk−1, as specied in
(3.2.12), the following intermediate quantities
Ck,P1(Ak), . . . ,Pnk−1(Ak), I1(Ak), . . . , Ink−1(Ak) (3.3.9)
arise. When fκ,nκ is added at z = ζ, the intermediate quantities are updated at all grid
points.
For the grid points where zk 6= ζ (i.e. k 6= κ), we note A′k ← Ak ∪ {1/(ζ − zk)}(multiset
union). Hence, the intermediate quantities are updated as follows,
C ′k ← Ck/(zk − ζ)




= Ir(Ak) for r = 1, . . . , nk − 1 (3.3.10)
Note, the rst and second update follow directly from the denition of C ′k and Pr(A′k) given




= Ir(Ak) for r = 1, . . . , nk − 1 where I0(A′k) := 1.
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Proof. The updated Tk(z), T
′
k(z), is given by
T ′k(z) = Tk(z)
(




A Taylor Series expansion yields










+ . . .
)
(3.3.12)
Recall the Ir(Ak)'s are simply the Taylor coecients of Tk(z) about z = zk(and similarly for
Ir(A′k)). Thus,
1 + I1(A′k)(z − zk) + I2(A′k)(z − zk)2 + . . .
=
(










+ . . .
)
(3.3.13)
Equating powers of z − zk yields,
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I1(A′k) = I1(Ak) +
1
zκ − zk



























This completes the updates for the intermediate quantities. We observe that the total number
of intermediate quantities is O(N). Hence, the total cost of the update procedure for the
intermediate quantities where k 6= κ is O(N).
For the grid point zκ, we observe that Aκ is unchanged and furthermore, the intermediate
quantities remain unchanged. However, we are left with our original task of computing
wκ,nκ . As specied in (3.2.12), wκ,nκ = CκInκ(Aκ). Thus, we are simply left with generating









respectively. This completes the computation of wκ,nκ . We note Pnκcan be computed using
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only 2nκ − 1 operations [30]. Thus, the total cost of the update procedure is O(N).
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CHAPTER IV
Quasi-Uniform Spectral Scheme (QUSS)
In this chapter, we motivate and explain a Quasi-Uniform Spectral Scheme (QUSS) (it is
a spectral method that employs a more uniform spatial grid than the Chebyshev grid) and
explore three dierent mappings (KT, Elliptic and Theta) that are capable of producing
such a grid (see Section 4.3, Section 4.4 and Section 4.5 for more details). We begin by rst
reviewing Chebyshev polynomials and the Chebyshev grid.
4.1 Chebyshev Polynomials
Chebyshev polynomials are widely used as a choice of basis functions in pseudospectral
methods for non-periodic problems on a bounded domain [4, 5] and have been surveyed
in classic numerical analysis and approximation theory textbooks such as [4, 11, 35]. To
construct the N -th Chebyshev polynomial, we let z = eiθ denote a point on the upper half
of the unit circle in the complex plane where Re(z) = x = cos(θ), Im(z) = y = sin(θ) and
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where θ = arccos(x). We make use of the fact that on the unit circle y = sin(θ) =
√
(1− x2)

















= 2x2 − 1. (4.1.2)






2) = 2x2 − 1,
T3(x) = Re(z
3) = 4x3 − 3x. (4.1.3)
The following trigonometric identities are useful for constructing a recurrence relationship
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that Chebyshev polynomials satisfy.
TN+1 = cos((N + 1)θ) = cos(Nθ) cos(θ)− sin(Nθ) sin(θ), (4.1.4)
TN−1 = cos((N − 1)θ) = cos(Nθ) cos(θ) + sin(Nθ) sin(θ). (4.1.5)
If we add (4.1.4) and (4.1.5) we have the desired recurrence relation [11,35]
TN+1(x) = 2 cos(Nθ) cos(θ)− TN−1,
= 2xTN(x)− TN−1(x), (4.1.6)
where T1(x) = cos(θ) = x and TN(x) = cos(Nθ). We note that higher order Chebyshev
polynomials can be computed using this recurrence relation.
4.2 The Case for QUSS
The roots of the N -th Chebyshev polynomial play an important role in polynomial interpo-







, k = 1, . . . , N. (4.2.1)
We shall hereby refer to these roots as the points of the Chebyshev grid (though they
are often referred to as points of the Chebyshev roots grid). Polynomial interpolation of
seemingly simple functions such as 1
1+x2
over the interval −1 ≤ x ≤ 1 with equispaced grid
points (which we will refer to as the uniform grid) are vulnerable to Runge's phenomenon.
However, the problem is remedied when one changes to the non-uniform Chebyshev grid as
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we will explain below [4, 35]. We point out that an elegant approach involving potential
theory that explains why polynomial interpolation with Chebyshev grid points overcomes
Runge's phenomenon can be found in [35].
We now turn to the geometrical construction of the Chebyshev grid points. Consider again
the upper half of the unit circle in the complex plane. The points zk where
zk = e




π, k = 1, . . . , N (4.2.3)
lie on the upper half of the unit circle in the complex plane where each successive point is
obtained by a rotation of π
N
radians as seen by the equality zi+1 = zie
i π
N for 1 ≤ i ≤ N − 1.
The Chebyshev grid points, xk, are then simply the projections of the points zk onto the real
axis [35]. Thus,
xk = Re(zk). (4.2.4)
This is graphically illustrated in Figure 4.2.1 on page 55.
We can clearly see from this construction that the Chebyshev grid is much ner near the
endpoints, x = ±1, than the center of the interval, x = 0. To quantify this, we let ∆E and ∆C
represent the grid spacing near the endpoint and center of the Chebyshev grid respectively.






















Figure 4.2.1: Graphical Construction of the Chebyshev grid points


















































































We conclude from the above formulas that the grid spacing near the endpoints of the Cheby-
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However, for a uniform grid with N points on the interval −1 ≤ x ≤ 1, the grid separation





By comparing ∆U and ∆C , we see that the grid spacing near the center of the interval for
the Chebyshev grid with N points is larger than the case of the uniform grid with N points
by a factor of π
2
. Thus, the Chebyshev grid has a poorer resolution near x = 0 than the
corresponding uniform grid by a factor of π
2
[5]. Moreover, by comparing ∆U and ∆E we see
that near the endpoints x = ±1, the Chebyshev grid is much ner than the uniform grid.
Hence compared to the uniform grid, the Chebyshev grid sacrices resolution near x = 0 to
have more resolution near the endpoints x = ±1. This sacrice is worth it for polynomial
interpolation. As reviewed in [4], the largest errors in polynomial interpolation do not
occur near the center of the interval, but rather at the endpoints of the interval. Thus by
increasing the resolution near the endpoints, the Chebyshev grid is able to overcome Runge's
phenomenon.
We note that this increase in resolution near the endpoints is not mandated by the physics
of any underlying problem, but rather by the wild oscillations of high degree polynomials
near the endpoints [4], which is strictly a mathematical obstruction. Hence we would expect
that the Chebyshev grid to come at a cost! The rst obvious cost is that we have poorer
resolution near the center of the interval as noted previously. Furthermore, by increasing the





, use of the Chebyshev grid for spatial discretization of
a time dependent PDE with an explicit scheme for time marching results in a CFL condition





[5, 34]. This is true even for cases where no large
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gradients are present near the boundary [34]. In contrast, use of the uniform grid for spatial






These downsides to the Chebyshev grid serve as a motivation to develop a spectral method
which uses a more uniform spatial grid than the Chebyshev grid. Such a method is dubbed
as a Quasi-Uniform Spectral Scheme (QUSS) [5]. In this thesis we explore QUSSs in the
context of three dierent mappings that are capable of producing a grid more uniform than
the Chebyshev grid coupled with a mapped cosine basis. The three mappings are the KT,
Elliptic and Theta mappings. In all of the mappings, we map from the computational grid
(τ) to the physical grid (x) via x = X (τ ; β) where β represents the map parameter as detailed
in the discussion of the mappings below. Moreover, we map from the physical grid (x) to
the computational grid (τ) via τ = T (x; β). The mappings T (x; β) and X (τ ; β) are inverses
in the sense that for a xed value of β, they satisfy
X (T (x; β); β) = x
and
T (X (τ ; β); β) = τ. (4.2.12)
We note the important fact that for all of the mappings X (τ ; β) we consider, X (τ ; β) maps
the interval τ ∈ [0, π] to the interval x ∈ [−1, 1] and similarly T (x; β) maps the interval
x ∈ [−1, 1] to the interval τ ∈ [0, π]. We now turn to a discussion of the mappings and the
resulting grids.
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4.3 Elliptic Mapping and Grid
In the construction of the Chebyshev grid, the upper half of the unit circle is divided and the
resulting projections onto the x-axis constitute the points in the Chebyshev grid as explained
previously. In an attempt to obtain a more uniform grid, a natural generalization is to use
an ellipse with a semi-major axis of 1 that lies along the x axis. By dividing the upper half
of the ellipse and taking projections onto the x-axis as shown in Figure 4.3.1 on page 59,
the resulting grid points are given by the so-called Elliptic mapping. The Elliptic mapping
is given by







and the inverse mapping is given by




























A careful derivation of the Elliptic mapping and the resulting grid is shown below.
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4.3.1 Construction of the Elliptic Mapping from the Denition of
Arclength







Figure 4.3.1: Graphical Construction of the Elliptic mapping grid points with m = .7
We consider an ellipse with a semimajor axis of 1 and a semiminor axis of b that is parametrized
by x = cos(ϕ) and y = b sin(ϕ) where 0 ≤ ϕ < 2π. Then the arclength of this ellipse from 0




















m := 1− b2. (4.3.6)




(i.e. the angle measured clockwise where φ = 0 corresponds to the point x = 0 and y = b).






































It is useful to introduce Ē(x;m) := E(arcsin(x);m). Using this notation we have
s(ϕ′;m) = Ē(1;m)− Ē(cos(ϕ′);m), (4.3.8)
where we use the fact that sin(π
2
− ϕ′) = cos(ϕ′). Dropping the prime, where x′ = cos(ϕ′),
we have our formula for the arclength
s(x;m) = Ē(1;m)− Ē(x;m). (4.3.9)
In all of our mappings, we map from the uniform computational grid (τ) to the physical grid
(x). To construct the Elliptic grid, we rst construct a set of uniformly spaced arclength
points from the uniform grid, τ ∈ [0, π]. To do this, we note that by the denition of the







Then from (4.3.9) and (4.3.10),
s(τ ;m) = s(x(τ)) = Ē(1;m)− Ē(x(τ);m),
2Ē(1;m)
π
τ = Ē(1;m)− Ē(x;m). (4.3.11)
Inverting the last equation and solving for x yields (4.3.1). The resulting Elliptic grid points
xi, as seen in (4.3.1), are given by











π, i = 0, . . . , N − 1. (4.3.12)
4.4 Koslo Tal-Ezer Mapping and Grid
We now introduce the Koslo Tal-Ezer (KT) mapping [10]. The KT map has a wide audience
as noted in Table 4.1 on page 62. Table 4.1 on page 62 is an expanded version of Table 16.4
in [4]. The KT Mapping [10] with map parameter β is given by














































































































































































































































































































































































































































































































and the inverse mapping is given by














α := 1− β, (4.4.3)
p := arcsin(α). (4.4.4)
The resulting KT grid is given by




π, i = 0, . . . , N − 1, (4.4.5)
where X (τ ; β) is given by (4.4.1).
4.5 Theta Mapping and Grid
As we will discuss later in this thesis, the Elliptic and KT maps both possess singularities in
the complex τ -plane. In an attempt to construct a map which has no singularities, we dene
the Theta mapping using a Jacobi theta function. We use Jacobi theta functions as they
are used in the theory of diusion and are known to be free of singularities. The particular


























(−1)m exp(−σ2(τ −mπ)2). (4.5.1)
We integrate the Jacobi theta function twice with respect to τ for use in the Theta mapping
(see Ξ(τ ;σ) below). The Theta Mapping with map parameter σ is given by
X (τ ;σ) = Ξ(τ ;σ)
Ξ(0;σ)
, (4.5.2)
where Ξ(τ ;σ) is given by

















(−1)mV (τ − πm;σ). (4.5.4)
and where
























The resulting Theta grid is given by




π, i = 0, . . . , N − 1, (4.5.6)
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where X (τ ; β) is given by (4.5.2).
4.6 The Uniform and Chebyshev Limits of the KT, El-
liptic and Theta Mapping
In our discussion of the mappings, we map from the interval τ ∈ [0, π] to the interval
x ∈ [−1, 1] via X (τ ; β). We will show in our discussion below that all of the mappings go
from the uniform mapping
x = X (τ) = 1− 2
π
τ, (4.6.1)
to the Chebyshev mapping
x = X (τ) = cos(τ) (4.6.2)
as the map parameter is varied. As the grid points xi are given by X (τi; β) where τi is the
uniform grid, the range of grids produced varies from its uniform limit of
xi = −1 +
2
π
τi, i = 0, . . . , N − 1, (4.6.3)
to its Chebyshev limit of
xi = cos (τi) , i = 0, . . . , N − 1. (4.6.4)
To illustrate the range of mappings produced as the map parameter is varied, we plot the
the uniform mapping, KT mapping with map parameter β = .1 and Chebyshev mapping
below.
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Figure 4.6.1: A plot of the range of mappings
4.6.1 Elliptic Mapping
The Elliptic mapping reduces to the uniform mapping when the map parameter m = 1. As
m tends to 1, the semi-minor axis of the ellipse seen in Figure 4.3.1 on page 59 goes to zero
(see (4.3.6)) and the ellipse collapses to a line. It follows from (4.3.11) that the mapping
reduces to the uniform mapping X (τ ; 1) = 1− 2
π
τ .
When the map parameter m = 0, the Elliptic mapping reduces to the Chebyshev mapping.
When m = 0, by (4.3.11) we have that since Ē(1; 0) = π
2
,
τ = Ē(1; 0)− Ē(x; 0). (4.6.5)
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As Ē(x; 0) =
´ arcsin(x)
0




Thus, when m = 0, the Elliptic mapping reduces to the Chebyshev mapping.
4.6.2 KT Mapping
The KT mapping reduces to the Chebyshev mapping when the map parameter β approaches
1 (or equivalently as α = 1− β approaches 0). Observe that in the limit as α→ 0,












T (x; 1) = arccos(x). (4.6.7)
Thus, the KT mapping reduces to the Chebyshev mapping when β = 1.
Another important limit of the KT mapping is when the map parameter β approaches 0. In
this case




















Equivalently in this limit,




The Theta mapping reduces to the Chebyshev mapping when σ = 0. Observe from (4.5.2)
that X (τ ; 0) = Ξ(τ ;0)
Ξ(0;0)
= cos(τ). Hence, when σ = 0, the Theta Mapping reduces to the
Chebyshev mapping.










































if m is odd
, (4.6.12)
where the prime symbol after the summation symbol in the rst line of the above equations
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. Comparing (4.6.13) and (4.6.11) we observe that in
the limit as σ →∞, the Theta mapping reduces to the Fourier series of the even extension
of 1− 2
π
τ . Hence, for τ ∈ [0, π],
lim
σ→∞
X (τ ;σ) = 1− 2
π
τ. (4.6.14)
Therefore, in the limit as σ →∞, the Theta mapping reduces to the uniform mapping.
4.7 Grid Transformation and Polynomial Interpolation
So far in our treatment of QUSS, we have discussed mapping the grid points using one of the
three mappings: KT, Elliptic or Theta. Furthermore, we have seen that the mapping has
two limits in the grid it produces. At the two extremes of the choices of the map parameter,
a Chebyshev grid or a uniform grid is produced. In other words, the mappings are capable
of producing a more uniform grid than the Chebyshev grid where the mapping parameter
decides how uniform the grid will be. However, in our use of QUSS, we modify the spectral
method by not only mapping the grid points, but by also mapping the basis function. We
will leave the discussion of the mapped basis functions for the next section. However, the
69
purpose of this section is to illustrate why it is a bad choice to simply produce a more uniform
grid than the Chebyshev grid from one of the mappings and then keep a polynomial basis. In
essence, one will be exposed to Runge's phenomenon if this is done. To demonstrate this, we
will construct the polynomial cardinal function associated with the center grid point of the
interval [−1, 1] for the uniform, Chebyshev and KT grid for various choices of the mapping
parameter (we are free to use the Elliptic or Theta grid instead of the KT grid to arrive at a
similar conclusion). Moreover, we will call the cardinal function associated with the center
grid point Cc and the value of the function at the center grid point fc. The polynomial
interpolant is given by the sum of the products of the cardinal function and the function
value at the grid points as noted in (1.3.8) and (1.3.9) (note we use the letter C instead of
P in this chapter to denote the cardinal functions).
We aim to show that huge rapid oscillations near the endpoints of the interval [−1, 1] develop
in the cardinal function Cc as we move to a more uniform grid away from the Chebyshev grid
when the number of grid points are suciently high (from numerical experimentation, this
number is as small as 9 grid points). Hence, small numerical errors in the value of fc will be
magnied near the endpoints due to the term fcCc in the polynomial interpolant (1.3.9) and
thus, cause huge catastrophic errors at the ends of the interval in the polynomial interpolant
(1.3.9). Thus, we press for the case that we can not only map the grid points, but also the
basis functions (we will map the basis function in the next section).
For the purpose of illustration, we pick the total number of grid points, N , to be 21 and
denote the grid points by xi where 0 ≤ i ≤ N − 1. The center grid point is denoted by xk
where we pick k = 10 for the remainder of this section. Moreover, the cardinal function Cc
is dened by the formula Cc(xi) = δik for 0 ≤ i ≤ N − 1 where δik is the Kronecker delta
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We now turn to the case of the least uniform grid used in this thesis, the Chebyshev grid.
The Chebyshev grid points are given by




π, i = 0, . . . , N − 1, (4.7.3)
as noted in (4.2.1). Plugging these grid points into (4.7.1) reveals Cc for the case of the
Chebyshev grid. We plot the cardinal function Cc in Figure 4.7.1 on page 72 where we
observe that the oscillations decrease rapidly from the center to the endpoints of the interval
[−1, 1].
How about the cardinal function Cc for a uniform grid on the interval [−1, 1]? Well, the
uniform grid points on [−1, 1] are given by xi = −1 + 2i+1N where i = 0, . . . , N − 1 (these are
the grid points that the mapping produces in its uniform limit as noted earlier). Plugging
these grid points into (4.7.1) reveals Cc for the case of the uniform grid. We plot Cc in Figure
4.7.2 on page 72 where we can clearly see the ever increasing oscillations towards the ends
of the interval [−1, 1]. The values of Cc at the ends of the interval are more than 20 times
the value of Cc at the center of the interval! These wild oscillations help explain Runge's
phenomenon. Moreover, small numerical errors in the value of fc will be amplied near the
endpoints due to the term fcCc in the polynomial interpolant (1.3.9) as was noted earlier.
To illustrate the eects of going from the non-uniform Chebyshev grid to a more uniform
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Figure 4.7.1: The Polynomial Cardinal Function Cc with a Chebyshev Grid.
Figure 4.7.2: The Polynomial Cardinal Function Cc with a Uniform Grid.
grid with a polynomial basis, we use the KT mapping with map parameter β and observe the
cardinal function Cc as the grid becomes more uniform. As explained in the previous section,
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as β goes from 1 to 0, the grid produced goes from the Chebyshev grid to the uniform grid.
The i-th grid point produced from the KT mapping is given by
xi = X (τi; β), i = 0, . . . , N − 1, (4.7.4)
where τi are the uniform grid points given by (4.7.3) and where x(τ ; β) is given in (4.4.1).






X (τk; β)−X (τi; β)
)
. (4.7.5)
Plots of the cardinal function Cc for various values of the map parameter β are shown in
Figure 4.7.3 on page 73, Figure 4.7.4 on page 73 and Figure 4.7.5 on page 74.
Figure 4.7.3: The Polynomial Cardinal
Function Cc with a KT Grid where the
mapping parameter β=0.9
Figure 4.7.4: The Polynomial Cardinal
Function Cc with a KT Grid where the
mapping parameter β=0.3
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Figure 4.7.5: The Polynomial Cardinal Function Cc with a KT Grid where the mapping
parameter β=0.1
We observe from these gures that when β = 0.9, which is very close to the Chebyshev limit
of the KT map, the oscillations produced decrease rapidly from the center of the interval
[−1, 1]. However as β goes toward 0, the uniform limit of the KT map, we see that the
cardinal function Cc tends towards its uniform counterpart. When β = 0.3, we observe that
the oscillations initially decrease from the center of the interval but then increase rapidly
towards the endpoints. And when β = 0.1, we see this eect exaggerated and observe ever
increasing oscillations towards the ends of the interval [−1, 1] where values of Cc are more
than 6 times the value of Cc at the center of the interval! Thus, we can safely conclude that
mapping only the grid points without changing the basis function from the polynomial basis
is a poor decision. In the next section, we promote the use of mapped cosine basis.
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4.8 The Case for a Mapped Cosine Basis
In this section we would like to illustrate what happens to the cardinal function Cc described
in the previous section when we also map the basis function from the basis of polynomials.
First, we review the important fact that polynomial interpolation in Chebyshev grid points
is equivalent to trigonometric (cosine) interpolation with equispaced grid points.
4.8.1 Polynomial and Trigonometric Interpolation
Let f(x) be the function we wish to approximate by an interpolant pN−1(x) and let xi be
the Chebyshev grid points (4.7.2). Then, as reviewed in Chapter I of this thesis, there exists
a unique polynomial interpolant of degree at most N − 1, pN−1(x), that interpolates the N












As pN−1 is in the space of polynomials of degree at most N − 1 and as {T0(x), . . . , TN−1(x)}





where the prime symbol after the summation symbol indicates that the rst term in the
series is multiplied by 1
2
as before. The Chebyshev grid is obtained by mapping the uniform
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computational grid points τi over the interval [0, π] (4.7.2) to the non-uniform physical grid
points xi on [−1, 1] via the the mapping xi = X (τi) where x = X (τ) = cos(τ). If we also map
















where PN−1(τ) = pN−1(x(τ)), F (τ) = f(x(τ)) and as reviewed in the beginning of this
chapter, Tn(cos(τ)) = cos(nτ). Moreover, we call C̃i(τ) the cosine cardinal functions. The
coecients cn in (4.8.6) and (4.8.3) can be obtained by a discrete cosine transform (DCT-







δj,k, 0 ≤ j, k ≤ N − 1. (4.8.7)
Alternatively to obtain the coecients cn, we may employ an N point trapezoidal rule with






PN−1(τ) cos(nτ)dτ , n = 0, . . . , N − 1. (4.8.8)






F (τi) cos(nτi). (4.8.9)
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From (4.8.4) and (4.8.6), we see that PN−1(τ) is a trigonometric function that interpolates the
N distinct data points (τi, F (τi)) where i = 0, . . . , N−1. Hence, we conclude that polynomial
interpolation on a Chebyshev grid can be transformed to trigonometric interpolation with
equispaced grid points under the mapping x = X (τ) = cos(τ). Of course, the argument can
be reversed. That is, we can start with the trigonometric interpolant on the uniform grid
and then transform it to the polynomial interpolant on the Chebyshev grid by using the
mapping τ = T (x) = arccos(x) and follow the preceding argument backwards. We follow
this line of reasoning and inquire about other choices of maps T (x). In particular, for the
KT, Theta and Elliptic maps.
4.8.2 Trigonometric and Mapped Cosine Interpolation
To ensure the notation of this subsection is not confused, we clearly state that we let f(x)
be the function we wish to approximate in the physical coordinate x and F (τ ; β) be the
mapped function in the computational coordinate τ given by
F (τ ; β) = f(X (τ ; β)), (4.8.10)
where x = X (τ ; β) represents either the KT, Theta or Elliptic mapping with a xed map
parameter β (we will later address the extraordinarily important question of how to choose
the map parameter β). Moreover, we let T (x; β) represent the inverse of the mapping X (τ ; β)
in the sense of 4.2.12. Hence, it follows that for a xed value of β
f(x) = F (T (x; β); β). (4.8.11)
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We let pN−1(x; β) denote the interpolant (in general this will not be a polynomial) that ap-
proximates f(x) on the physical coordinate x and we let PN−1(τ ; β) represent the interpolant
on the computational coordinate τ . From 4.2.12, it follows that for a xed value of β
pN−1(x; β) = PN−1(T (x; β); β). (4.8.12)
From equations (4.8.4), (4.8.5), (4.8.6), (4.8.9) we have that the trigonometric interpolant
PN−1(τ ; β) that interpolates the data (τi, F (τi; β))
N−1
i=0 where τi is the uniform computational
grid (4.7.3) is given by
PN−1(τ ; β) =
N−1∑
i=0
F (τi; β)C̃i(τ ; β), (4.8.13)















F (τi; β) cos(nτi). (4.8.16)
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cos(T (x; β))− cos(T (xj; β))












where xi = X (τi; β) and by 4.2.12, τi = T (xi; β). We also point out that f(xi) = f(X (τi; β)) =
F (τi; β). From the above equations, we can see that pN−1(x; β) is the interpolant in the phys-
ical coordinate x that interpolates the data {(xi, f(xi))}N−1i=0 . We call {1, cos(T (x; β)), . . . ,
cos((N − 1)T (x; β))} the mapped cosine basis set (irrelevant of whether it actually forms a
basis) and say that pN−1(x; β), the approximation to f(x), is a mapped cosine interpolant
(we also call it the KT mapped cosine interpolant when the map is KT and similarly when
the map used is Theta or Elliptic).
Theorem 17. Let the range and domain of the mapping T (x; β) for a xed value of β be
given by [0, π] and [−1, 1] respectively. If T (x; β) is invertible with inverse X (τ ; β), then the
set of functions {1, cos(T (x; β)), . . . , cos((N − 1)T (x; β))} is linearly independent over the
interval [−1, 1] where N is a xed integer.
Proof. By contradiction. Suppose that the set of functions {1, cos(T (x; β)), . . . , cos((N −
1)T (x; β))} are linearly dependent. That is there exists some choice of bn, all of which are
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not zero, such that
N−1∑
n=0
bn cos(nT (x; β)) = 0 (4.8.21)
for all x ∈ [−1, 1]. We note that every point x ∈ [−1, 1] can be mapped uniquely from a
point in τ ∈ [0, π] using the invertible mapping x = X (τ ; β). Hence by using the mapping
x = X (τ ; β) in (4.8.21) and using the denition of the inverse (4.2.12), we have
N−1∑
n=0
bn cos(nτ) = 0 (4.8.22)
for all τ ∈ [0, π]. However as is well known, the set of functions {1, cos(τ), . . . , cos((N −
1)τ)} over the interval τ ∈ [0, π] is linearly independent. Therefore, the only choice of
coecients bn that would satisfy (4.8.22) is bn = 0 for all n = 0, . . . , N − 1. Hence, we have
a contradiction. Therefore the set of functions {1, cos(T (x; β)), . . . , cos((N − 1)T (x; β))} is
linearly independent over the interval [−1, 1].
A plot of the rst few KT mapped cosine basis functions are shown in Figure 4.8.1 on page
81, Figure 4.8.2 on page 81 and Figure 4.8.3 on page 81 as the map parameter goes from its
uniform limit T (x; 0) = π
2
(1 − x) to its Chebyshev limit T (x; 1) = arccos(x). The mapped
cosine basis set clearly varies from its uniform limit of
{1, cos(π
2
(1− x)), . . . , cos((N − 1)π
2
(1− x))}, (4.8.23)
to its Chebyshev limit of
{1, T1(x), . . . , TN−1(x)}, (4.8.24)
where Ti(x) is the i-th Chebyshev polynomial as suggested in (4.8.1), (4.8.2) and (4.8.3).
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Figure 4.8.1: cos(T (x; β)) as β is varied
from its uniform to Chebyshev limit
Figure 4.8.2: cos(2T (x; β)) as β is var-
ied from its uniform to Chebyshev limit
Figure 4.8.3: cos(5T (x; β)) as β is varied from its uniform to Chebyshev limit
We now point out that the mapped cosine cardinal functions, Ci(x; β) (4.8.18), under any
choice of mapping T (x; β) (KT, Elliptic, Theta or other) will have peaks the same height. In
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particular, if we choose the mapping T (x; β) = arccos(x), then the mapped cosine cardinal
functions in the uniform grid points τi (4.8.18) can be transformed to the polynomial cardinal
function with Chebyshev grid points (4.8.2) as explained in the previous subsection. Hence,
the mapped cosine cardinal functions Ci(x; β) with any choice of mapping T (x; β) will have
peaks the same height as the polynomial cardinal function in Chebyshev grid points. Figure
4.7.1 on page 72 is an illustration of a polynomial cardinal function in Chebyshev grid points.
For an illustration of a mapped cosine cardinal function where T (x; β) depends on β, we
plot the cardinal function associated with the center grid point Cc(x; β) (4.8.18) with the
KT mapping given in (4.4.2) for two choices of β, β = 0.01 and β = 0.99 in (4.8.4) and
(4.8.5) respectively. We pick the total number of grid points, N , to be 21 and the center
grid point to be given by xk = X (τk; β) where k = 10 as in the previous section.
Figure 4.8.4: The KT Mapped Cosine
Cardinal Function Cc where the mapping
parameter β=.01
Figure 4.8.5: The KT Mapped Cosine
Cardinal Function Cc where the mapping
parameter β=.99
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We observe the expected, that the oscillations die out toward the ends of the interval [−1, 1]
or equivalently that the heights of the plots of Cc are no dierent than in Figure 4.7.1 on page
72. Hence, Runge's phenomenon can be avoided in the mapped trigonometric interpolant
pN−1(x; β). Moreover, we observe that as the mapping parameter tends from its uniform limit
(β = 0) toward its Chebyshev limit (β = 1) for the KT mappings, the oscillations become
more and more non-uniform towards the ends of the interval [−1, 1]. The Chebyshev limit
represents the case where we have the most non-uniform oscillations.
4.8.3 Example of a Mapped Cosine Interpolant: Runge's Function





over the interval [−1, 1] by a mapped cosine interpolant. The mapped function F (τ ; β)
(4.8.10) is given by
F (τ ; β) =
1




arcsin2(α) + 25 arcsin2(α cos(τ))
, (4.8.27)
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where we rst consider X (τ ; β) to be given by the KT mapping (4.4.1). The KT mapped











where xi = X (τi; β) , f(xi) = F (τi; β) and τi are the uniform grid points given in (4.7.3).
Evidently, pN−1(x; β) interpolates f(x) at the grid points {xi}N−1i=0 . Plots of the KT mapped
interpolant pN−1(x; β) are shown in Figure 4.8.6 on page 84, Figure 4.8.7 on page 84 and
Figure 4.8.8 on page 85 for various values of the map parameter β where N = 15.












Figure 4.8.6: Runge's function and its
KT mapped cosine interpolant with β =
0.01 and N = 15. The 15 interpolated
grid points are circled.












Figure 4.8.7: Runge's function and its
KT mapped cosine interpolant with β =
0.3 and N = 15. The 15 interpolated grid
points are circled.
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Figure 4.8.8: Runge's function and its KT mapped cosine interpolant with β = 0.9 and
N = 15. The 15 interpolated grid points are circled.
We can visually see (N was picked to be small for this purpose) from the above plots that
the choice of β = .01, where the grid points are very close to uniform, is better than β = 0.3
or β = 0.9. A plot of the dierent grid points for the three examples above is shown in
Figure 4.8.9 on page 85.
-1 -0.5 0 0.5 1
x
Figure 4.8.9: KT Mapped Grid Points for β = 0.01(red diamond), β = 0.3 (black circle)
and β = 0.9 (blue dots) where N = 15.
We are now left with the question of how to pick the optimal map parameter? In a sense, this
boils down to a question of how we wish to approximate f(x). That is, which set of functions
{1, cos(T (x; β)), . . . , cos((N − 1)T (x; β))} along with the interpolation points xi = X (τi; β)
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should we use to approximate f(x)? Recall that {1, cos(T (x; β)), . . . , cos((N − 1)T (x; β))}
and xi = X (τi; β) vary from their uniform limits of (4.8.23) and (4.6.3) respectively to their
Chebyshev limits of (4.8.24) and (4.6.4) respectively as the map parameter is varied. In an
attempt to nd the optimal map parameter we let
E(N − 1, β) := max
x∈[−1,1]
|f(x)− pN−1(x; β)|, (4.8.29)
where pN−1(x; β) interpolates f(x) at the N grid points (xi, f(xi))
N−1
i=0 where xi = X (τi; β)
and τi are the uniform grid points (4.7.3). The optimal map parameter, β
∗
N−1, is then dened
as
β∗N−1 = arg min
β
E(N − 1; β). (4.8.30)
To have a feel for how E(N − 1, β) looks like, we plot E(N − 1, β) for the KT mapped cosine
interpolant with N = 50 in Figure 4.8.10 on page 87. This gure reveals that the optimal
map parameter for N = 50 for the KT map is roughly β∗ ≈ .01. However, we observe a V
shaped curve for the approximation error where the magnitude of the slope on the left side of
the curve is larger than its right. This has practical signicance since if one picks β naively
smaller than β∗ by an order of magnitude (roughly 10−3) they are penalized more than for
a choice of β larger than β∗ by an order of magnitude (roughly 10−1). This dierence in
error is roughly an order of magnitude. Hence, we seek the cause of this V shaped curve to
give valuable advice of how to pick the map parameter for the practitioner who uses mapped
cosine interpolants.
It turns out that the V shaped curve is the result of two dierent singularities of the function
F (τ ; β) in the complex τ -plane where τ = τr + iτim. One singularity,τ
KT
1 , is from Runge's
function (4.8.25) which has a simple pole located at x = i
5
. This singularity can be found
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Figure 4.8.10: The KT mapped cosine approximation error (4.8.29) of Runge's function
as β is varied and where N = 50



















where the last line follows from (4.4.2) and the fact that for real valued y, cos−1(iy) =
π
2
− sinh−1(y), sin(iy) = i sinh(y) and sin−1(iy) = i sinh−1(y).
The other singularity is from a branch point singularity of the KT map. From (4.4.1), we
see that the map is singular when
(1− β) cos(τ) = 1. (4.8.32)
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From the identity cos(τr + iτim) = cos(τr) cosh(τim) + i sin(τr) sinh(τim) and the fact that
0 < β < 1, we see that the KT map is singular when







where r is an integer. We show in our discussion of error in the next section that the eects
of the singularities τKT1 and τ
KT
2 on the approximation error E(N − 1, β) are
[ ] exp(−(N − 1)µKT1 ) (4.8.34)
and
[ ] exp(−(N − 1)µKT2 ) (4.8.35)
respectively where [ ] denotes an algebraic function of N and µKTi = |Im(τKTi )| for i = 1, 2.
Hence, the dominant term in the interpolation error will be from the singularity closest to
the real axis (modulo the eect of the algebraic function of N in front of the exponential
exp(−(N − 1)µKTi ) for i = 1, 2 of course). We plot µKT1 and µKT2 as β varies for reference
below. We observe from these plots that when β is close to its Chebyshev limit of one,
E(N − 1, β) is dominated by the singularity from Runge's function τKT1 and when β is close
to its uniform limit of zero, E(N − 1, β) is dominated by the singularity from the KT map
τKT2 .
We see from Figure 4.8.10 on page 87 that when β decreases from its Chebyshev limit of
one, the error initially drops which corresponds to the fact that the singularity associated
with Runge's function is pushed higher into the complex τ plane (see Figure 4.8.11 on
page 89). However, as β comes closer to its uniform limit of zero, unfortunately, the KT
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Figure 4.8.11: Plot of µ1 = |Im(τ1)| as β is varied from 0 to 1.
We observe that as β goes towards its uniform limit of zero, the singularity in the τ -plane
that results from the pole of Runge's function, moves away from the real axis.
mapping singularity is pushed closer to the real axis (see Figure 4.8.12 on page 90) and
abruptly becomes the dominant singularity. The optimum value of β is then when the
two error terms [ ] exp(−(N − 1)µKT1 ) and [ ] exp(−(N − 1)µKT2 ) are equal. As N is xed
in Figure 4.8.10 on page 87, the terms in brackets are constants (though these constants
may depend on the map parameter). To discover these constants, we t the interpolation
error curve in Figure 4.8.10 on page 87 with the dominant term in the approximation error
c1 exp(−(N − 1)µKT1 ) when β is close to one and with the dominant error term in the
approximation error c2 exp(−(N − 1)µKT2 ) when β is close to zero. The results of the t







Figure 4.8.12: Plot of µ2 = |Im(τ2)| as β is varied from 0 to 1.
We observe that as β decreases to 0, the singularity in the τ -plane that results from the
branch point singularity of the KT map, moves towards the real axis.






The plots of the tted curves and the interpolation error are shown in Figure 4.8.13 on page
91.
Curiosity begs the question of how the approximation error of Runge's function using a
mapped cosine interpolant would look like if we employed either of the Elliptic or Theta
maps. For the Elliptic mapping we have

































Figure 4.8.13: The KT mapped cosine approximation error of Runge's function (4.8.29)
(blue dots) and ts (4.8.36) (green line) and (4.8.37) (red line) as β is varied and where
N = 50
which follows directly from equations (4.8.26) and (4.3.1). The singularity of Runge's func-
tion mapped to the complex τ -plane is given by
























A plot of µE1 as m is varied is shown in Figure 4.8.14 on page 92. We observe from this
plot that when m is close to its Chebyshev limit of zero, E(N − 1, β) is dominated by the
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singularity from Runge's function τE1 .
Figure 4.8.14: Plot of µ1 = |Im(τ1)| as m is varied from 0 to 1.
We observe that as m goes towards its uniform limit of one, the singularity in the τ -plane
that results from the pole of Runge's function, moves away from the real axis.









. Hence, from (4.3.4), the zeros of dT
dx
occur when xs = ±1/
√
m. The mapping singu-
larity of X (τ ;m) is then




























∣∣∣∣Im(Ē ( 1√m ;m
))∣∣∣∣ . (4.8.42)




m) for m close to 1. Hence, when m is close to its uniform limit of one, E(N − 1, β) is
dominated by the singularity from the Elliptic mapping τ2. We plot the approximation
error E(N − 1,m) for the Elliptic mapped cosine interpolant with N = 100 in the gure
below and t the approximation error when m is close to its Chebyshev limit (m = 0)












. The results of the t indicate that form close to its Chebyshev















We now turn to a discussion of the approximation error of Runge's function using a mapped
cosine interpolant where the Theta map is employed.
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Figure 4.8.15: The Elliptic mapped cosine approximation error of Runge's function (blue
dots) and ts (4.8.44) (green line) and (4.8.43)(red line) as m is varied and where N=100
For the Theta mapping, Runge's function mapped to the τ plane is given by







where Ξ(τ ;σ) is given in equation (4.5.4). The Theta mapping possesses no singularities.
The only singularity is that of Runge's function mapped to the complex τ -plane, τΘ1 , which





Inverting (4.8.46) is relatively challenging; hence, we will only show numerical results for the
approximation error (4.8.29). The approximation error of Runge's function using a Theta
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mapped cosine interpolant is shown in 4.8.16 for N = 100. In this gure we observe a
decrease in error by roughly 4 orders of magnitude when σ initially moves away from its
Chebyshev limit (σ = 0). We suspect this decrease in error is due to the singularity τΘ1 being
pushed further from the real axis for small values of σ. While the Theta mapping possesses
no singularities, it does however, as σ tends toward its uniform limit (σ → ∞), reduce to
the Fourier series of the even extension of 1 − 2
π
τ as noted earlier in this thesis and hence,
develops sharp peaks at τ = 0 and τ = π. We suspect these sharp peaks may be behind the
increase in error seen as σ tends to its uniform limit.


















Figure 4.8.16: The Theta mapped cosine approximation error of Runge's function (blue
dots) as σ is varied and where N=100
To compare all of the mappings in the context of the example of Runge's function, we show
E(N − 1, β) for all three of the mappings with N = 100 next to one another in one plot.
We observe that the mapped cosine interpolants outperform Chebyshev interpolants with an







































Figure 4.8.17: The KT mapped cosine approximation error as β is varied (top left), the
Elliptic mapped cosine approximation error as m is varied (top right) and the Theta mapped
cosine approximation error as σ is varied (center bottom) of Runge's function where N=100
Observe that as the map moves away from its Chebyshev limit (β = 1 for KT, m = 0 for
Elliptic and σ = 0 for Theta) to its uniform limit (β = 0 for KT, m = 1 for Elliptic and
σ =∞ for Theta) an increase in accuracy is initially seen for all of the mappings. Thus for
Runge's function, mapped cosine interpolants outperform Chebyshev interpolants with an
appropriate choice of the map parameter!
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4.9 Error from a Theoretical Viewpoint
As usual, we let f(x) denote the function we wish to approximate and let x = X (τ ; β) be one
of the three mappings KT, Elliptic or Theta that maps the interval τ ∈ [0, π] to the interval
x ∈ [−1, 1] with inverse τ = T (τ ; β). So far, we have motivated the use of mapped cosine
interpolants to approximate f(x) where we rst approximate the mapped function F (τ ; β) by
interpolation at the uniform grid points τi (4.7.3) with a cosine interpolant, PN−1(τ ; β) (see
equations (4.8.17)-(4.8.16)). The approximation to f(x) is then PN−1(τ ; β) mapped back to
the physical domain, pN−1(x; β), as illustrated in equations (4.8.12). Moreover, pN−1(x; β)
interpolates f(x) at the grid points xi = X (τi; β) (see equations (4.8.17)-(4.8.20)).
The error in the approximation of f(x) by pN−1(x; β) over the interval x ∈ [−1, 1] is the
same as the error in approximating F (τ ; β) with PN−1(τ ; β) over the interval τ ∈ [0, π]. This
is because
|f(x)− pN−1(x; β)| = |f(X (τ ; β))− pN−1(X (τ ; β); β)| = |F (τ ; β)− PN−1(τ ; β)| (4.9.1)
and since the point (x, f(x) − pN−1(x; β)) is mapped uniquely to the point (τ ;F (τ ; β) −
PN−1(τ ; β)) for x ∈ [−1, 1] and τ ∈ [0, π]. Thus, for a xed choice of map parameter β and
number of interpolation points N ,
max
x∈[−1,1]
|f(x)− pN−1(x; β)| = max
τ∈[0,π]
|F (τ ; β)− PN−1(τ ; β)|. (4.9.2)
We now consider an even extension (2π periodic) of the function F (τ ; β) dened on the
interval τ ∈ [0, π] to the interval τ ∈ [−π, π]. The Fourier series of the even extension is
97
given by




Truncating the above series at term N − 1 yields an approximation to F (τ ; β) given by




To understand the error in interpolating f(x) with pN−1(x; β) for a xed value of β, we
point out the fact that the error in approximating F (τ ; β) with a trigonometric interpolant
PN−1(τ ; β) is at worst a factor of two times the error in approximating F (τ ; β) with a
truncated cosine series expansion FN−1(τ ; β) [4,36]. In other words, the approximation error
from interpolation
EI(N − 1) := |F (τ ; β)− PN−1(τ ; β)| (4.9.5)
and from truncation
ET (N − 1) := |F (τ ; β)− FN−1(τ ; β)| (4.9.6)
are related by
EI ≤ 2ET . (4.9.7)
A classic result [3,4] from Fourier convergence theory illustrates that the rate of convergence





Bn sin(nτ), where τ ∈ [−π, π], are related to the singularities of the function g(τ). In
particular, if g(τ) possesses singularities that are branch points/poles whose imaginary parts
are given by µi > 0 for 1 ≤ i ≤ M , the coecients of its Fourier series expansion (An






pi := exp(−µi) and γi is an algebraic function of n that depends on the order of the pole/type
of branch point as reviewed in [4]. Applying this result to the coecients of the even extension







where µi, 1 ≤ i ≤ M is now the imaginary parts of the branch points/poles of the function
F (τ ; β). Moreover, the dominant term in the sum (4.9.8) will be [ ]pn where [ ] denotes an
algebraic function of N and where p := exp(−µ) and µ := mini |µi|, is the imaginary part of
the closest singularity to the real axis. Hence for large n,
an ∼ [ ]exp(−nµ). (4.9.9)
In addition, for series whose coecients fall geometrically, the truncation error, where we
truncate at term N − 1 in the series, asymptotically behaves like O(|aN−1|) [4]. Thus, the
truncation error in approximating F (τ ; β) with FN−1(τ ; β) is
ET (N − 1) ∼ O ([ ] exp(−(N − 1)µ)) . (4.9.10)
From equation (4.9.7), the interpolation error in approximating F (τ ; β) with PN−1(τ ; β) is
also
EI(N − 1) ∼ O ([ ] exp(−(N − 1)µ)) . (4.9.11)
It follows from 4.9.2 that the error in the approximation of f(x) by pN−1(x; β) over the
interval x ∈ [−1, 1] behaves for large N like (4.9.11).
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In the previous section we worked through the example of Runge's function and we observed
the eects on the approximation error 4.8.29 that the mapping singularity and the inherent
singularity of Runge's function had as the map parameter was varied. We learned from
both of the KT and Elliptic maps that initially, as the map moved away from its Chebyshev
limit toward its uniform limit, the mapped singularity of Runge's function in the τ -plane
moved away from the real axis which resulted in an increase of accuracy. However, as the
map moved further toward the uniform limit, the inherent singularity of the map, which is
moving closer to the real axis as the map tends to its uniform limit, abruptly becomes the
dominant singularity in the complex τ -plane and accuracy is lost. In the next section, we
set out to answer the question of whether there is an ideal map in terms of accuracy.
4.10 Ideal Map?
In an attempt to numerically answer the question of whether there is an ideal map in terms
of accuracy for use in the construction of the cosine mapped interpolants, we interpolate the
function
f(x; s, γ) =
γ2
γ2 + (x− s)2
(4.10.1)
with a mapped cosine interpolant (see equations (4.8.17)-(4.8.20)) for various values of s
and γ. The mapped cosine interpolant with map parameter β that interpolates (4.10.1) for
a given choice of s and γ using N interpolation points is denoted by pN−1(x; β, s, γ). The
singularities of (4.10.1) are evidently at xs = s± iγ. We let
E(N − 1, β, γ) : = max
s∈[0,1]
||f(x; s, γ)− pN−1(x; β, s, γ)||∞, (4.10.2)
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where ||f(x; s, γ) − pN−1(x; β, s, γ)||∞ := maxx∈[−1,1] |f(x; s, γ) − pN−1(x; β, s, γ)|. We point
out that E(N − 1, β, γ) denotes the maximum interpolation error of f(x; s, γ) as the real
part of the singularity in the complex x-plane, s, varies between zero and one over the
whole interval −1 ≤ x ≤ 1 when the imaginary part of the singularity of f(x; s, γ) in the
complex x-plane is xed as γ. To gauge the accuracy of the maps, we let β∗(N, γ) denote
the optimum map parameter in the sense that it produces the minimum interpolation error
in E(N − 1, β, γ) and we let EB(N, γ) denote this minimum possible error. That is,
β∗(N, γ) := arg min
β
E(N − 1, β, γ), (4.10.3)
EB(N, γ) := E(N − 1, β∗(N, γ), γ). (4.10.4)
We point out that EB(N, γ) represents the best (as dened above) possible approximation
error using N interpolation points with the choice of mapping X (τ ; β) to construct the
mapped cosine interpolant of f(x; s, γ) whose singularity in the complex x-plane is γ units
above/below the real axis. By plotting EB(N, γ) in the N, γ plane, we hope to answer the
question of which (if any) of the mappings KT, Elliptic or Theta is the ideal map for a
function whose singularity is γ units above/below the real axis. For the KT map, we denote
EB(N, γ) as EBKT (N, γ) and with subscripts of E and Θ (instead of KT ) for the Elliptic and
Theta maps respectively. Plots of EBKT (N, γ), EBE(N, γ) and EBΘ(N, γ) are shown in Figure
4.10.1 on page 102, Figure 4.10.3 on page 103 and Figure 4.10.5 on page 103 respectively.
Plots of the mapping parameter (4.10.3) are also shown below for the Elliptic and KT
mappings in Figure 4.10.4 on page 103 and Figure 4.10.2 on page 102 respectively. The plot
of (4.10.3) for the Theta mapping is omitted due to the lack of smoothness in the plot (a
smoother plot is computationally expensive). In the plots below, we denote the mapping
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parameter (4.10.3) as m∗(N, γ) and β∗(N, γ) for the Elliptic and KT mapping respectively.
We learn from these plots that the mapping parameter (4.10.3) is really a function of how far
the singularity is from the real axis and not so much on the number of interpolation points
N (particularly for the KT mapping).
N






Figure 4.10.2: Contour plot of
log10 (β
∗(N, γ))
The portion of the graph right of the
dashed line is ignored as the error has
saturated to 10−12 in this region of the










Figure 4.10.4: Contour plot ofm∗(N, γ)
The portion of the graph right of the
dashed line is ignored as the error has sat-
urated to 10−12 in this region of the N, γ
plane (see Figure 4.10.3 on page 103).
N

























are regions where the errors of the two maps (i.e.
numerator and denominator) are roughly the same. The gures below indicate that for the
most part, EB(N, γ) has the same order of magnitude for all of the mappings. We do see a
point in the N, γ plane (roughly when N = 60 and γ = .36) where EB(N, γ) diers by at
most an order of magnitude. However, the values of EBE(N, γ), EBKT (N, γ) and EBΘ(N, γ) at
this point are respectively 1.3× 10−11, 1.5× 10−12 and 10−12. So while the Theta map and
the KT map have errors at this point that are roughly an order of magnitude smaller than




































Figure 4.10.6: Plot of
EBE(N,γ)
EBKT (N,γ)
Observe at the point N = 60 and γ = .36, the value of EBKT (N, γ) is smaller than EBE(N, γ)
by more than a factor of 7. The values of EBE(N, γ) and EBKT (N, γ) at this point are given by




























































Figure 4.10.7: Plot of
EBE(N,γ)
EBΘ(N,γ)
Observe at the point N = 60 and γ = .36, the value of EBΘ(N, γ) is smaller than EBE(N, γ)
by more than a factor of 8. The values of EBE(N, γ) and EBΘ(N, γ) at this point are given by

















































Figure 4.10.8: Plot of
EBKT (N,γ)
EBΘ(N,γ)
Observe that EBKT (N, γ) and EBΘ(N, γ) are roughly the same over the N, γ plane.
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4.11 Conclusions
In this chapter, we have motivated the use of Quasi-Uniform Spectral Schemes (QUSSs) and
explored three dierent mappings (KT, Elliptic and Theta) that are capable of producing a
grid more uniform than the Chebyshev grid. We showed that it is a poor idea to simply use
the mappings to generate a more uniform grid while still using a polynomial basis. We have
motivated the use of a mapped cosine basis {1, cos(T (x; β)), . . . , cos((N − 1)T (x; β))} along
with the associated grid points given by xi = X (τi; β) where τi are the uniform grid points
(4.7.3), 0 ≤ i ≤ N − 1 (see Section 4.8) and X (τ ; β) is one of three mappings: KT, Elliptic
or Theta. We observed that for these three mappings, as the map parameter was varied, the
set of functions {1, cos(T (x; β)), . . . , cos((N−1)T (x; β))} and its associated grid points xi =
X (τi; β), vary from their uniform limits of {1, cos(π2 (1−x)), . . . , cos(
(N−1)π
2
(1−x))} and xi =
−1 + 2
π
τi, i = 0, . . . , N − 1 respectively to their Chebyshev limits of {1, T1(x), . . . , TN−1(x)}
and xi = cos (τi) , i = 0, . . . , N − 1 respectively. We noted that a discussion of which
map parameter β to pick in the context of interpolating a function f(x) is really a dis-
cussion of which mapped cosine interpolant (which is a linear combination of the func-
tions {1, cos(T (x; β)), . . . , cos((N − 1)T (x; β))}) to use along with the interpolation points
xi = X (τi; β).
In addition, we interpolated Runge's function at the grid points xi = X (τi; β) with a mapped
cosine interpolant. We observed that this mapped cosine interpolant, with an appropriate
choice of the map parameter, has better accuracy than a polynomial interpolant in Chebyshev
grid points. Moreover, we observed the eects of the singularity of both Runge's function
and the mapping singularity on the accuracy of the mapped cosine interpolant for the cases
of the KT and Elliptic maps. Indeed, we learned from both of the KT and Elliptic maps
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that initially, as the map moved away from its Chebyshev limit toward its uniform limit, the
mapped singularity of Runge's function in the complex τ -plane moved away from the real
axis which resulted in an increase of accuracy. However, as the map moved further toward
the uniform limit, the inherent singularity of the map, which is moving closer to the real
axis as the map tends to its uniform limit, abruptly becomes the dominant singularity in
the complex τ -plane and accuracy is lost resulting in a V -shaped curve which is seen for the
approximation error (see 4.8.3). Our practical advice to the practitioner who uses the KT,
Elliptic or Theta map, is that he should be wary of being too greedy and picking a choice of
map parameter very close to the uniform limit due to the eects of the map singularity for the
KT and Elliptic maps, and the loss of smoothness in the Theta map. Indeed, we observed for
the KT map, that if one picks β naively smaller than β∗ by an order of magnitude (roughly
10−3) they are penalized more than for a choice of β larger than β∗ by an order of magnitude
(roughly 10−1) and that the penalty was roughly an order of magnitude (see 4.8.3).
Finally, we numerically investigated whether there is an ideal map among the three mappings:
KT, Elliptic and Theta in terms of accuracy of the mapped cosine interpolant of the function
f(x; s, γ) =
γ2
γ2 + (x− s)2
. (4.11.1)
We learned that for all three mappings EB(N, γ), which is the best (as dened in (4.10.3) and
(4.10.2)) possible approximation error using N interpolation points with the given choice of
mapping to construct the mapped cosine interpolant of f(x; s, γ) whose singularity in the
complex x-plane is γ units above/below the real axis, was roughly similar in the N, γ plane.
We also learned that the optimum mapping parameter (4.10.3) for the KT and Elliptic
maps is not so much a function of the number of interpolation points, but rather is heavily
107
dependent on how far the singularity is from the real axis.
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