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ON THE STRUCTURE OF ∞-HARMONIC MAPS
NICHOLAS KATZOURAKIS
Abstract. Let H ∈ C2(RN×n), H ≥ 0. The PDE system
(1) A∞u :=
(
HP ⊗HP + H[HP ]⊥HPP
)
(Du) : D2u = 0
arises as the “Euler-Lagrange PDE” of vectorial variational problems for the
functional E∞(u,Ω) = ‖H(Du)‖L∞(Ω) defined on maps u : Ω ⊆ Rn −→ RN .
(1) first appeared in the author’s recent work [K3]. The scalar case though has
a long history initiated by Aronsson in [A1]. Herein we study the solutions of
(1) with emphasis on the case of n = 2 ≤ N with H the Euclidean norm on
RN×n, which we call the “∞-Laplacian”. By establishing a rigidity theorem for
rank-one maps of independent interest, we analyse a phenomenon of separation
of the solutions to phases with qualitatively different behaviour. As a corollary,
we extend to N ≥ 2 the Aronsson-Evans-Yu theorem regarding non-existence
of zeros of |Du| and prove a Maximum Principle. We further characterise all
H for which (1) is elliptic and also study the initial value problem for the ODE
system arising for n = 1 but with H(·, u, u′) depending on all the arguments.
1. Introduction
Let H ∈ C2(RN×n) be a nonegative function which we call Hamiltonian. In this
paper we study the classical solutions u : Ω ⊆ Rn −→ RN of the PDE system
(1.1) A∞u :=
(
HP ⊗HP +H[HP]⊥HPP
)
(Du) : D2u = 0.
Here [HP(P )]
⊥ denotes the orthogonal projection on the nullspace of HP(P )> :
RN −→ Rn and HP is the derivative matrix (for details see the Preliminaries 1.1).
The system (1.1) arises as a sort of Euler-Lagrange PDE of vectorial variational
problems in L∞ for the functional
(1.2) E∞(u,Ω) :=
∥∥H(Du)‖L∞(Ω).
Calculus of Variations in L∞ is very important for applications, since minimisation
of the maximum value leads to more realistic models when compared to the more
classical case of integral functionals in which case we minimise the average. (1.1)
is a quasilinear 2nd order system in non-divergence form which was first formally
derived by the author in the recent work [K3] as the limit of Euler-Lagrange equa-
tions of the functionals
∫
Ω
(
H(Du)
)p
as p→∞. Herein particular emphasis will be
given on the 2D case for n = 2 ≤ N with H(P ) = 12 |P |2, where | · | is the Euclidean
norm on RN×n. In this case (1.1) simplifies to
(1.3) ∆∞u :=
(
Du⊗Du+ |Du|2[Du]⊥⊗ I
)
: D2u = 0.
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2 NICHOLAS KATZOURAKIS
We call (1.3) the “∞-Laplacian” and its solutions ∞-Harmonic maps. The name
stems from its derivation which we now recall. After expansion and normalisation
of the p-Laplace system ∆pu = Div
(|Du|p−2Du) = 0, we have
(1.4) Du⊗Du : D2u + |Du|
2
p− 2 ∆u = 0.
Let [Du]> and [Du]⊥ denote the orthogonal projections on the range of Du and
the nullspace of Du> respectively. Since [Du]> + [Du]⊥ = I, by expanding ∆u
with respect to these projections, we get
(1.5) Du⊗Du : D2u + |Du|
2
p− 2 [Du]
>∆u = −|Du|
2
p− 2 [Du]
⊥∆u.
By orthogonality, right and left hand side of (1.5) are normal to each other. Hence,
they both vanish and (1.5) actually decouples to 2 systems. By renormalising the
right hand side of (1.5) and rearranging, we get
(1.6) Du⊗Du : D2u+ |Du|2[Du]⊥∆u = −|Du|
2
p− 2 [Du]
>∆u.
As p→∞, (1.6) formally leads to (1.3). In the case of (1.3) the projection [Du]⊥
coincides with the projection on the geometric normal space of the image of the
solution. When n = 1, the system simplifies to
∆∞u = (u′ ⊗ u′)u′′ + |u′|2
(
I − u
′ ⊗ u′
|u′|2
)
u′′ = |u′|2u′′.(1.7)
In particular, it follows that ∞-Harmonic curves are affine and no interesting phe-
nomena arise.
When N = 1, the normal coefficient |Du|2[Du]⊥ vanishes identically and the
same holds when u is submersion. The single ∞-Laplacian PDE DiuDjuD2iju = 0
and the related scalar L∞-variational problems have a long history. ∆∞ was first
derived and studied by Aronsson in the ’60s in [A3, A4] and has been extensively
studied ever since (see for example Crandall [C], Barron-Evans-Jensen [BEJ] and
references therein). A major difficulty in its study is its degeneracy and the emer-
gence of singular solutions (see e.g. [A6, A7, K1]). In the last 25 years the single
PDE has been studied in the context of Viscosity Solutions.
A further difficulty of the vectorial case which is not present in the scalar case
is that (1.1) has discontinuous coefficients even when the operator A∞ is applied to
C∞ maps which are solutions. As an example consider
(1.8) u(x, y) := eix − eiy , u : R2 −→ R2.
In [K3] we showed that (1.8) is a smooth solution of the ∞-Laplacian near the
origin. However, the coefficient |Du|2[Du]⊥ of (1.3) is discontinuous. The problem
is that the projection [Du]⊥ “jumps” when the dimension of the image changes.
Indeed, for (1.8) we have rk(Du) = 2 off the diagonal {x = y}, while rk(Du) = 1
otherwise. Hence, the domain of (1.8) splits to 3 components, the “2D phase Ω2”,
whereon u is essentially 2D, the “interface S” where the coefficients of ∆∞ become
discontinuous and the “1D phase Ω1”, whereon u is essentially 1D (and in this
case is empty). Much more intricate examples of smooth 2D ∞-Harmonic maps
whose interfaces have triple junctions and corners are constructed in [K6]. For any
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K ∈ C1(R) with ‖K‖L∞(R) < pi2 , the formula
(1.9) u(x, y) :=
∫ x
y
eiK(t)dt
defines a smooth∞-Harmonic map whose phases are as shown in Figures 1(a), 1(b)
below, when K qualitatively behaves as shown in the Figures 2(a), 2(b) respectively.
Figure 1(a). Figure 1(b).
Figure 2(a). Figure 2(b).
Moreover, on Ω1 (1.9) is given by a scalar ∞-Harmonic function times a constant
vector, and on Ω2 it is a solution of the vectorial Eikonal equation.
One of the principal results of this paper is that this phase separation is a general
phenomenon for smooth 2D ∞-Harmonic maps. On each phase the dimension of
the tangent space is constant and these phases are separated by interfaces whereon
[Du]⊥ becomes discontinuous. More precisely, in Section 3 we prove the next
Theorem 1.1 (Structure of 2D∞-Harmonic maps). Let u : Ω ⊆ R2 −→ RN be an
∞-Harmonic map in C2(Ω)N , that is a solution to (1.3). Let also N ≥ 2. Then,
there exists disjoint open sets Ω1, Ω2 ⊆ Ω and a closed nowhere dense set S such
that Ω = Ω1 ∪ S ∪ Ω2 and:
(i) On Ω2 we have rk(Du) = 2 and the map u : Ω2 −→ RN is an immersion and
solution of the vectorial Eikonal equation:
(1.10) |Du|2 = c2 > 0.
The constant c may vary on different connected components of Ω2.
(ii) On Ω1 we have rk(Du) = 1 and the map u : Ω1 −→ RN is given by an essentially
scalar ∞-Harmonic function f : Ω1 −→ R:
(1.11) u = a+ ξf , ∆∞f = 0, a ∈ RN , ξ ∈ SN−1.
The vectors a, ξ may vary on different connected components of Ω1.
(iii) On S, |Du|2 is constant and also rk(Du) = 1. Moreover if S = ∂Ω1 ∩ ∂Ω2
(that is if both the 1D and 2D phases coexist) then u : S −→ RN is given by an
essentially scalar solution of the Eikonal equation:
(1.12) u = a+ ξf , |Df |2 = c2 > 0, a ∈ RN , ξ ∈ SN−1.
We note that this phase separation is a genuinely vectorial phenomenon, which
does not arise when the rank is one. By employing Aronsson’s result on the non-
existence of zeros for the gradient of scalar ∞-Harmonic functions contained in
[A4], we deduce the following consequence of Theorem 1.1:
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Corollary 1.2 (∞-Harmonic maps have positive rank). Let u : Ω ⊆ R2 −→ RN be
an ∞-Harmonic map in C2(Ω)N . Then, either |Du| > 0 on Ω or |Du| ≡ 0 on Ω.
Hence, non-constant ∞-Harmonic maps have positive rank.
Corollary 1.2 is an extension to the vector case of the aforementioned theorem
of Aronsson, which has been subsequently improved by Evans [E] and Yu [Y].
Hence, ∞-Harmonic maps have positive rank but generally non-constant rank. As
a corollary, in Section 3 we also establish a vectorial version of the Maximum
Principle known as the Convex Hull Property, valid for n = N = 2:
Corollary 1.3 (Convex Hull Property). Suppose that u : Ω ⊆ R2 −→ R2 is an
∞-Harmonic map. Then, for all Ω′ b Ω, the image u(Ω′) is contained in the closed
convex hull of the boundary values:
(1.13) u(Ω′) ⊆ co (u(∂Ω′)).
Since a convex set coincides with the intersection of half-spaces containing it, (1.13)
is just an elegant formulation of the Maximum Principle for all 1D projections of u.
It is well known in the context of Minimal Surfaces (see e.g. [CM], [O]) and more
generally in Calculus of Variations (see [K2] and references therein). A topological
consequence of Corollary 1.3 is
Corollary 1.4 (Absence of interfaces). Suppose that u : Ω ⊆ R2 −→ R2 is an
∞-Harmonic map. Then:
(i) If Ω2 b Ω, then Ω2 = ∅ and S = ∅. Hence, either the set whereon u is a local
diffeomorphism has a common boundary portion with Ω or it is empty and u is
everywhere essentially scalar without any interface S.
(ii) If Ω b R2 and u is essentially scalar near ∂Ω, then there is no interface S
inside Ω and u is essentially scalar throughout Ω.
The main analytical machinery required for the proof of Theorem 1.1 is developed
in Section 2 and is a rigidity result for maps with 1D range of independent interest.
To begin with, consider a map u : Ω ⊆ Rn −→ RN given as composition of a scalar
function f ∈ C2(Ω) with a unit speed curve ν : R −→ RN , that is u = ν ◦ f . Then,
we have Du = (ν˙ ◦ f) ⊗Df and hence u is a Rank-One map, that is rk(Du) ≤ 1
on Ω.
Figure 3.
Interestingly, the class of Rank-One maps is rigid since a certain converse is true as
well: all maps which satisfy rk(Du) ≤ 1 arise as compositions of unit speed curves
with scalar functions. More precisely,
Theorem 1.5 (Rigidity of Rank-One maps). Suppose Ω ⊆ Rn is open and con-
tractible and u : Ω ⊆ Rn −→ RN is in C2(Ω)N . Then, the following are equivalent:
(i) u is a Rank-One map, that is rk(Du) ≤ 1 on Ω or equivalently there exist maps
ξ : Ω −→ RN and w : Ω −→ Rn with w ∈ C1(Ω)n and ξ ∈ C1(Ω \ {w = 0})N such
that Du = ξ ⊗ w.
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(ii) There exists f ∈ C2(Ω), a partition {Bi}i∈N of Ω to Borel sets where each Bi
equals a connected open set with a boundary portion and Lipschitz curves {νi}i∈N ⊆
W 1,∞loc (R)N such that on each Bi u equals the composition of νi with f :
(1.14) u = νi ◦ f , on Bi ⊆ Ω.
Moreover, |ν˙i| ≡ 1 on f(Bi), ν˙i ≡ 0 on R \ f(Bi) and there exists ν¨i on f(Bi),
interpreted as 1-sided on ∂f(Bi), if any. Also,
(1.15) Du = (ν˙i ◦ f)⊗Df , on Bi ⊆ Ω,
and the image u(Ω) is an 1-rectifiable subset of RN :
(1.16) u(Ω) =
∞⋃
i=1
νi
(
f(Bi)
) ⊆ RN .
Theorem 1.5 is optimal. Without extra assumptions, there may not exist any
f globally defined on Ω and u(Ω) may bifurcate without being given by a single-
valued curve ν for which u = ν ◦ f (Corollary 2.1, Example 2.2). Theorem 1.5
has been motivated by the rigidity results of Rindler in [R1, R2]. Actually, we
extend a part of his result from constant rank-one tensors ξ ⊗ w to variable rank-
one ξ(x)⊗w(x) tensor fields. When compared to the rigidity results known in the
literature (see e.g. Kirchheim [Ki]), it is somewhat surprising in that most rigidity
phenomena appear for rank greater than 2. The idea is as follows: if Du = ξ ⊗ w,
then since Curl(Du) ≡ 0, we invoke Poincare´’s lemma to write w = Df for a scalar
f and we also show that rk(Dξ) ≤ 1 . Then, we employ geodesic flows, Riemannian
exponential maps and a curvilinear extension of “De Giorgi-type” arguments to
show that ξ and f locally have the same level sets and hence ξ = ν˙ ◦ f .
It seems that the natural setting for Theorem 1.5 is that of Lipschitz maps.
Indeed, we provide such an extension in Theorem 2.3. Yet, this does not follow by
a direct approximation argument and substantial complications arise. The problem
is that the Rank-One property is not invariant under mollification: the mollification
may “fatten” and its Hausdorff dimension may increase (Remark 2.4). We remedy
this problem by imposing an extra approximation assumption.
In Section 4 we focus on the general system (1.1). We motivate our results by
observing that (1.3) is quasilinear and degenerate elliptic, that is, for
(1.17) Aαiβj(P ) := PαiPβj + |P |2[P ]⊥αβδij
we can rewrite the ∞-Laplacian (1.3) as A(Du)αiβjD2ijuβ = 0 and A satisfies the
symmetry condition and the Legendre-Hadamard condition:
Aαiβj = Aβjαi,(1.18)
Aαiβj ηαai ηβaj ≥ 0, η ∈ RN , a ∈ Rn.(1.19)
However, the general system (1.1) is not degenerate elliptic since [HP ]
⊥ and HPP
are symmetric but if N ≥ 2 their product may not commute, not even when H is
strictly convex on RN×n. For N = 1, though, Aronsson’s equation HPiHPjD2iju = 0
is trivially degenerate elliptic. In Theorem 4.1 we characterise the Hamiltonians
which lead to elliptic systems as the “geometric” ones which depends on Du via
the Riemannian metric Du>Du on u(Ω) ⊆ RN , that is when H(P ) = h( 12P>P ).
In the case of ∆∞, we have h(p) = tr(p). In dimensions n ≤ 3, this is a complete
equivalence. However, if n ≥ 4 complicated structures in the higher order tensors
HP...P appear and a necessary extra assumption is required for the full equivalence.
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Without it, H can be written in this form up to an O(|P |4) correction. In the case
n = 1, we deduce that H is radially symmetric. This is very restrictive, but should
be compared with the rigidity of Lipschitz extensions for maps in Kirszbraun’s
theorem (see e.g. Federer [F], p. 201), in contrast to the flexibility of scalar Lipschitz
extensions.
In this paper we also tackle two more independent topics related to the study
of solutions to our system (1.1). Iin Section 5 we focus on the 1D case for n =
1 ≤ N and we study the ODE system arising from Hamiltonian H ∈ C2(R×RN ×
RN ) depending on all arguments H = H
(
x, u(x), u′(x)
)
. The 1D case of vectorial
Calculus of Variations in L∞ provides an important model for Data Assimilation
[K9]. We first formally derive the system in the limit as p → ∞ of the Euler-
Lagrange equations of the respective Lp-functional (equation (5.8)). By imposing
the condition of radial dependence in u′, we obtain the degenerate elliptic version
of the system:
(1.20) A∞u = |u′|2
(
hpu
′′ − Ru′hη
)
+ hxu
′ = 0.
Here h ≡ h(·, u, 12 |u′|2), the arguments of h are (x, η, p) and Ru′ is the reflection
operator with respect to the normal hyperplane [u′]⊥.
Figure 4.
We note that although Ru′ is discontinuous at critical points, in this case the
coefficients of (1.20) are continuous. In Theorem 5.2 we study existence, uniqueness
and W 2,∞loc (R)N regularity of solutions to the initial value problem for (1.20).
Finally, motivated by Aronsson’s paper [A6], in Section 6 we analyse the class
of solutions to (1.3) of the radial form u = ρkf(kθ) for k > 0 and f a curve in RN .
Interestingly, in Proposition 6.1 we prove that such solutions are very rigid since
their image is contained in either an affine line or an affine plane.
We conclude this long introduction with some related results known in the lit-
erature. In [K4] we identified the variational principle characterising ∞-Harmonic
maps for the model functional E∞(u,Ω) = ‖Du‖L∞(Ω). Surprisingly, the apt notion
is not the obvious extension of Aronsson’s notion in higher dimensions but instead
“a rank-one absolute minimal coupled by ∞-minimal area”. For details see [K4]. In
[K5] we extended the results of [K3], [K4] to the subelliptic setting. In [K7], among
other things, we proved that the Dirichlet problem for the ∞-Laplacian{
∆∞u = 0, in B∗,
u(x) = x, on ∂B∗,
surprisingly, has infinitely many smooth solutions u : B∗ ⊆ Rn −→ Rn on the
punctured unit ball B∗ = {x : 0 < |x| < 1}, for all n ≥ 2. The crucial observation
is that smooth solutions the differential inclusion
Du(Ω) ⊆ K , K :=
{
P ∈ Rn×n : |P | = 1, det(P ) > 0
}
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are ∞-Harmonic. In words, smooth solutions of the vectorial Eikonal equation
which are local diffeomorphisms solve the ∞-Laplacian. For details see [K7]. It
is worth mentioning that the maximum principle we establish herein is not a com-
parison principle and does not imply uniqueness. Ou, Troutman and Wilhelm in
[OTW] and Wang and Ou in [WO] studied the “tangential part” of (1.3). Sheffield
and Smart in [SS] used the nonsmooth operator norm on RN×n as their Hamilton-
ian and derived a very singular variant of (1.3) which governs the so-called “tight
maps”, that is vectorial optimal Lipschitz extensions. Our theorem 1.1 relates to
an analogous phase separation of tight maps observed in [SS]. Capogna and Raich
in [CR] used the dilation K(P) = |P |
n
det(P ) as Hamiltonian on R
n×n and developed
an L∞ variational approach to optimise Quasiconformal maps. They derived and
studied a special important case of (1.1). Their results have been advanced by the
author in [K8]. In the light of our general Theorem 4.1, it is not a coincidence that
all Hamiltonians known in the literature depend on the gradient via the Riemannian
metric Du>Du.
1.1. Preliminaries. Throughout this paper we reserve n,N ∈ N for the dimen-
sions of Euclidean spaces and SN−1 denotes the unit sphere of RN . Greek indices
α, β, γ, ... run from 1 to N and Latin i, j, k, ... form 1 to n. The summation con-
vention will always be employed in repeated indices in a product. Vectors are
always viewed as columns. Hence, for a, b ∈ Rn, a>b is their inner product and ab>
equals a ⊗ b. If u = uαeα : Ω ⊆ Rn −→ RN is a map, the gradient matrix Du is
viewed as Diuαeα ⊗ ei : Ω −→ RN×n = RN ⊗ Rn and the Hessian tensor D2u as
D2ijuαeα⊗ei⊗ej : Ω −→ RN⊗S(Rn). If V is a vector space, then S(V ) denotes the
symmetric linear operators T : V −→ V for which T = T> and S(V )+ the subset of
nonegative ones. The Euclidean norm on RN×n is |P | = (PαiPαi) 12 = (tr(P>P )) 12 .
If F ∈ C∞(RN×n) is a function and we denote the standard basis elements of RN×n
by eαi := eα ⊗ ei, then its q-th order derivative tensor FP...P at P0
(1.21) FP...P (P0) = FPα1i1 ...Pαqiq (P0)eα1i1 ⊗ ...⊗ eαqiq
is viewed as a multilinear map ⊗(q)Rn −→ ⊗(q)RN , or equivalenly as an element
of ⊗(q)(RN×n). Here “⊗(q)” is the q-fold tensor product. Hence, FP...P is a map
RN×n −→ ⊗(q)(RN×n). We will say that a q-th order tensor C ∈ ⊗(q)(RN×n) is
fully symmetric in all its arguments when
(1.22) C...αi...βj... = C...αj...βi... = C...βj...αi....
We also introduce the following contraction operation for tensors which extends the
inner product P : Q = tr(P>Q) = PαiQαi of RN×n. For, if C ∈ ⊗(q)(RN×n) and
A ∈ ⊗(p)(RN×n) with p ≤ q, we define C : A ∈ ⊗(q−p)(RN×n) by
(1.23) (C : A)αqiq...αp+1ip+1 := Cαqiq...α1i1Aαpip...α1i1 .
Let now P : Rn −→ RN be linear map. Upon identifying linear subspaces with
orthogonal projections on them, we have the split RN = [P ]> ⊕ [P ]⊥ where [P ]>
and [P ]⊥ denote range of P and nullspace of P> respectively. Hence, if ξ ∈ SN−1,
then [ξ]⊥ or simply ξ⊥ is (the projection on) the normal hyperplane I − ξ ⊗ ξ.
Consequently, the ∞-Laplacian (1.3) in index form reads
(1.24) DiuαDjuβD
2
ijuβ + |Du|2[Du]⊥αβD2iiuβ = 0
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and the system (1.1) becomes
(1.25)
(
HPαiHPβj + H[HP ]
⊥
αγHPγiPβj
)
(Du)D2ijuβ = 0.
For convenience we use a different scaling in (1.24) and (1.25) and we multiply the
normal term of (1.24) by a factor 2 which is plausible since (1.25) consists of two
systems normal to each other. Finally, Hk denotes the k-dimensional Hausdorff
measure and for measure theoretic notions we use herein we refer to Simon [S].
2. Rigidity of Rank-One maps.
2.1. The case of smooth Rank-One maps. In this subsection we establish our
Geometric Analysis rigidity result in the case of C2 maps.
Proof of Theorem 1.5. The implication (ii)⇒ (i) is trivial and the whole proof
is devoted to establish the reverse implication (i) ⇒ (ii). For, suppose there exist
ξ : Ω ⊆ Rn −→ RN and w : Ω ⊆ Rn −→ Rn such that Du = ξ ⊗ w. By replacing ξ
by ξ/|ξ| on {|ξ| > 0} and w by |ξ|w on {|ξ| > 0}, we may pass all the zeros of Du
to w and assume that |ξ| ≡ 1 on
(2.1) Ω0 := {|Du| > 0} = {|w| > 0}.
By differentiating Dkuα = ξαwk, we have
(2.2) D2ijuα = (Djξα)wi + ξα(Djwi),
(2.3) D2jiuα = (Diξα)wj + ξα(Diwj).
Since u ∈ C2(Ω)N , the curl of Du vanishes and we have
(2.4) D2ijuα = D
2
jiuα.
Hence, by (2.2), (2.3), (2.4),
(2.5) (Djξ)wi − (Diξ)wj = ξ(Diwj − Djwi).
Since |ξ|2 = 1 on Ω0, we have Dkξ>ξ = 0 thereon. Hence, the two sides of (2.5)
are normal to each other. By applying the projections ξ ⊗ ξ and [ξ]⊥ = I − ξ ⊗ ξ,
(2.5) decouples on Ω0 to
(2.6) Curl(w)ij = Diwj − Djwi ≡ 0,
(2.7) (Djξ)wi − (Diξ)wj ≡ 0.
By (2.6), the curl of w : Ω0 ⊆ Rn −→ Rn vanishes and by (2.1) w ≡ 0 on Ω \ Ω0.
Hence, since Ω is contractible, by Poincare´ ’s Lemma w can be represented by the
gradient of a scalar function f ∈ C2(Ω): w = Df . By (2.7), for all i, j ∈ {1, ..., n}
for which {wi 6= 0} ∩ {wj 6= 0} 6= ∅, we have
(2.8)
Djξα
wj
=
Diξα
wi
.
By (2.8), the quotient Dkξα/wk is independent of k. Hence, we may define
(2.9) η :=
Dkξ
wk
: {wk 6= 0} ⊆ Ω0 −→ RN .
By (2.8), η is well defined on all of Ω0 since ∪n1{wk 6= 0} is an open cover of
Ω0 = {|w| > 0} and on the overlaps the different expressions coincide. By (2.9), we
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have Dkξα = ηαwk on {wk 6= 0}. Actually, this extends to the whole of Ω0 since
by (2.7) we get Dkξ = 0 whenever wk = 0. Thus,
(2.10) Dξ = η ⊗Df , on Ω0,
and also η is normal to ξ, since η>ξ = 1wkDk(
1
2 |ξ|2) = 0, on {wk 6= 0}. We now
employ (2.10) to show that in a certain local sence ξ and f have the same level sets.
Fix α ∈ {1, ..., N} and set
A := Ω0 ∩ {|ηα| > 0},(2.11)
g := ξα , λ := ηα.(2.12)
We then obtain
(2.13) Dg = λDf , on A,
while |Dg| > 0 and |λ| > 0 on A. (2.13) says that the level hypersurfaces {f = f(x)}
and {g = g(x)} passing through x have for all x ∈ A the same tangent spaces:
(2.14) [Dg]⊥ = [Df ]⊥ = I − Df|Df | ⊗
Df
|Df | .
Consider the level hypersurfaces of f , g as Riemannian submanifolds of A with the
induced metrics from Rn. Since covariant derivatives coincide with tangential pro-
jections of derivatives in Rn, the geodesic equations for χ, ψ with initial conditions
χ(0) = ψ(0) = x ∈ A and χ˙(0) = ψ˙(0) = e ∈ [Df(x)]⊥ = [Dg(x)]⊥ are
(2.15)
{
[Df(χ(t))]⊥χ¨(t) = 0, t > 0,
χ(0) = x, χ˙(0) = e,
(2.16)
{
[Dg(ψ(t))]⊥ψ¨(t) = 0, t > 0,
ψ(0) = x, ψ˙(0) = e.
Since [Dg]⊥ ≡ [Df ]⊥, χ and ψ satisfiy the same ODEs with the same initial con-
ditions. Hence, by uniqueness, χ ≡ ψ. Consequently, the esponential maps expfx
and expgx of {f = f(x)} and {g = g(x)} coincide and hence (expgx)−1 ◦ expfx equals
the identity their common geodesically convex neighbourhod centered at x. Hence,
the level hypersurfaces of f, g within A coincide, but perhaps they are at different
heights. Cover A by countably many balls whose radii are small enough to guar-
rantee that the intersections of the level sets of f , g with each ball are connected.
Figure 5.
Using this cover, we decompose A to a partition of connected Borel sets by writting
A = ∪∞1 Ai, where each Ai equals an open subset of the ball of the cover with
possibly some boundary portion. Then, for each t ∈ R and each i ∈ N there is a
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unique ρi(t) ∈ R such that {f = t} equals {g = ρi(t)} locally within Ai. Hence,
there exists a unique bijection ρi : f(Ai) ⊆ R −→ g(Ai) ⊆ R such that
(2.17) {g = ρi(t)} = {f = t} = {ρi ◦ f = ρi(t)},
within Ai ⊆ Ω0. Equivalently,
(2.18) g = ρi ◦ f , on Ai, i ∈ N.
We extend ρi from f(Ai) to R by zero.
Figure 6.
On Ω0 \ A = Ω0 \ ∪∞1 Ai, we have Dg ≡ 0. Hence, there exists a constant function
ρ0 : f(Ω0 \A) ⊆ R −→ R such that
(2.19) g = ρ0 ◦ f , on Ω0 \ ∪∞1 Ai.
We extend ρ0 by zero on R as well. By recalling (2.11) and (2.12), we have shown
that for any ξα, 1 ≤ α ≤ N , there exists a partition of Ω0 to disjoint connected
Borel sets Aαi where each A
α
i equals an open set with possibly some boundary
portion and also their complement Aα0 := Ω0 \ ∪∞1 Aαi . There also exist functions
ρiα : R −→ R such that
(2.20) ξα = ρ
i
α ◦ f , on Aαi , i = 0, 1, 2, ... .
Hence, by recalling that |ξ| ≡ 1 on Ω0, there exists a partitition of Ω0 to connected
Borel sets {Bi}i∈N which are intersections of the Ai’s and respective bounded curves
µi : R −→ {0} ∪ SN−1 ⊆ RN which satisfy
(2.21) |µi| ≡ 1 on f(Bi) , µi ≡ 0 on R \ f(Bi),
and are such that
(2.22) ξ = µi ◦ f , on Bi,
for all i ∈ N. We set
(2.23) νi(t) :=
∫ t
0
µi(s) ds , i ∈ N.
Then, by (2.21) we have that νi ∈W 1,∞loc (R)N , while |ν˙i| ≡ 1 on the interval f(Bi)
and also ν˙i ≡ 0 on R \ f(Bi). By (2.22) we have
(2.24) ξ = ν˙i ◦ f , on Bi.
Hence, (2.24) implies
Du = ξ ⊗ w = (ν˙i ◦ f)⊗Df = D(νi ◦ f),(2.25)
on Bi. Thus, u = ν
i ◦ f on each Bi ⊆ Ω0, up to an additive constant. By taking
difference quotients in (2.24), comparing with (2.10) and passing to limits, we obtain
(2.26) Dξ = (ν¨i ◦ f)⊗Df,
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and hence ν¨iα ◦ f = DkξαDkf , on Bi. Thus, ν¨i exists on f(Bi) ⊆ R and is
interpreted as 1-sided at the endpoints of this interval in case it is not open. Since
Du = 0 and Df = 0 on ∂(Ω0) ∩ Ω, we can extend the partition ∪∞1 Bi of Ω0 to
Ω0 ∩Ω and further extend the families {Bi}i∈N and {νi}i∈N by attaching the limit
values and setting
B0 := Ω \ Ω0,(2.27)
ν0 := u
∣∣
Ω\Ω0 = const.(2.28)
Hence, since u = νi ◦ f on each Bi of the partition ∪∞0 Bi = Ω, we conclude that u
is 1-rectifiable and the image u(Ω) equals a union of images of Lipschitz curves:
(2.29) u(Ω) =
∞⋃
i=1
νi
(
f(Bi)
)
.
The theorem follows. 
As we have already mentioned in the Introduction, an extra assumptions is
required in order to deduce that a rank-one map u has the form u = ν◦f for a unique
single-valued unit speed curve ν. This assumption guarrantees “low complexity”
for the direction field ξ.
Corollary 2.1 (Strong Rigidity of Rank-One maps). Suppose Ω ⊆ Rn is open
and contractible and u : Ω ⊆ Rn −→ RN is in C2(Ω)N . Consider the following
statements:
(i) u is a strictly Rank-One map, that is rk(Du) = 1 on Ω or equivalently there
exist C1 maps ξ : Ω −→ RN \ {0} and w : Ω −→ Rn \ {0} such that Du = ξ ⊗ w.
Moreover, the following condition holds
(2.30) E := Ω ∩
(
N⋃
α=1
∂
{|Dξα| > 0}) = ∅.
(ii) u equals the composition of a single curve ν ∈W 1,∞loc (R)N with a scalar function
f ∈ C2(Ω), without critical points that is u = ν ◦ f with |ν˙| ≡ 1 on f(Ω), ν˙ ≡ 0 on
R \ f(Ω). Moreover, Du = (ν˙ ◦ f) ⊗Df on Ω and u(Ω) is 1-rectifiable, equal to
ν(f(Ω)).
Then, (i) implies (ii) and also (ii) implies that u is a strictly rank-one map, that
is assertion (i) without (2.30).
Proof of Corollary 2.1. In the setting of the proof of Theorem 1.1, if in addition
the set E given by (2.30) is empty and moreover rk(Du) > 0 on Ω, then for
all α ∈ {1, ..., N}, either Dξα does not vanish anywhere inside Ω0 = Ω or it is
identically constant. In both cases, the previous set A is connected and coincides
with Ω. Hence, the curve ν constructed is unique and consequently u = ν ◦ f with
|ν˙| ≡ 1 on f(Ω) and ν˙ ≡ 0 on R \ f(Ω). The reverse implication is obvious. 
Example 2.2. The additional assumption (2.30) of Corollary 2.1 is necessary in
order to obtain u = ν ◦ f . It reduces the complexity of ξ and leads to the avoidance
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of bifurcations in the curve ν. For, let u : R2 −→ R2 be given by
u(x) :=

(
+ f4(x), f(x)
)>
, on {f > 0} ∩ {x1 > 0},(− f4(x), f(x))>, on {f > 0} ∩ {x1 < 0},
(0, f(x))>, on {f ≤ 0},
where
f(x) := 1 − |x− e1|2|x+ e1|2.
Then, u can not be written as u = ν ◦f for a single-valued curve ν since the unique
ν bifurcates and has two branches: ν±(t) =
(± t4χ(0,∞)(t), t)>.
Figure 7.
2.2. Extension to Lipschitz Rank-One maps. In this subsection we extend
Theorem 1.5 to the Lipschitz setting. As we have already explained, this does
not follow by a standard mollification argument and an additional approximation
property is required, which we introduce as assumption.
Theorem 2.3 (Rigidity of Lipschitz Rank-One maps). Suppose Ω ⊆ Rn is open,
bounded and contractible and u : Ω ⊆ Rn −→ RN is in W 1,∞(Ω)N .
We moreover assume that there exists a family {V ε}ε>0 of rank-one smooth
tensor fields in C∞(Ω)Nn where each V ε is curl-free (that is rk(V ε) ≤ 1 and also
DjV
ε
αi −DiV εαj = 0) such that
(2.31) V ε
∗−−⇀ Du in L∞(Ω)Nn and V ε −→ Du a.e. on Ω, as ε→ 0.
Then, the following are equivalent:
(i) u is a Rank-One map, that is rk(Du) ≤ 1 a.e. on Ω or equivalently there exist
L∞ vector fields ξ : Ω −→ RN and w : Ω −→ Rn such that Du = ξ ⊗ w a.e. on Ω.
(ii) There exists f ∈ W 1,∞(Ω), a partition {Bi}i∈N of Ω to measurable sets which
covers it a.e., that is
∣∣Ω \ (∪∞1 Bi)∣∣ = 0 and Lipschitz curves {νi}i∈N ⊆W 1,∞loc (R)N
such that on each Bi u equals the composition of ν
i with f :
(2.32) u = νi ◦ f , on Bi ⊆ Ω.
Moreover, ‖ν˙i‖L∞(R) ≤ 1 and ν˙i = 0 a.e. on R \ f(Bi). Also,
(2.33) Du = (ν˙i ◦ f)⊗Df , a.e. on Bi ⊆ Ω,
and the image u(Ω) is an 1-rectifiable subset of RN :
(2.34) H1
(
u(Ω) \
∞⋃
i=1
νi
(
f(Bi)
))
= 0.
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Remark 2.4. The extra approximation assumption (2.31) of Theorem 2.3 requires
that Du is in the intersection of the weak∗ and the pointwise closures in L∞(Ω)Nn
of the cone which consists of smooth rank-one curl-free tensor fields. Such an
assumption is superfuous if either ξ or w is identically constant, since mollification
of Du = ξ ⊗ w produces the desired approximations V ε.
Generally, however, all standard mollification methods average at each point
contributions from nearby points. As a result, if such a “partial affinity” of u fails
to hold and both ξ and w vary, the range u(Ω) may “fatten” and the mollification
of u may not be rank-one any more. Unfortunately, we have not been able neither
to verify the necessity of the assumption nor to construct a proper mollification
scheme allowing to drop it. Notwithstanding, this W 1,∞-extension is not required
for the phase separation theorem of the ∞-Laplacian.
Proof of Theorem 2.3. Is suffices to demonstrate the implication (i) ⇒ (ii).
Suppose Du = ξ ⊗w a.e. on Ω. By a rescaling of the form Du = ( 1|ξ|ξ)⊗ (|ξ|w) on
{|ξ| > 0}, we may assume that ξ : Ω0 −→ SN−1, where Ω0 := {|Du| > 0} ⊆ Ω and
also that ξ = 0 a.e. on Ω \Ω0. By assumption, we have rk(V ε) ≤ 1 and hence there
exist ξε : Ω ⊆ Rn −→ RN and wε : Ω ⊆ Rn −→ Rn such that V ε = ξε ⊗wε. By an
appropriate rescaling inside the products ( 1|ξε|ξ
ε)⊗ (|ξε|wε) on {|ξε| > 0}, we may
assume that ξε : Ωε −→ SN−1 where Ωε := {|V ε| > 0} ⊆ Ω and also that ξε ≡ 0
on Ω \ Ωε.
We now claim that ξε −→ ξ and also that wε −→ w as ε → 0, both weakly∗
in L∞(Ω) and also a.e. on Ω; indeed, there exists η such that ξε
∗−−⇀ η and hence
by the L1(Ω)Nn strong convergence of ξε ⊗ wε which follows by the Dominated
Convergence theorem, we have
(2.35) wε = (ξε)>(ξε ⊗ wε) ∗−−⇀ η>(ξ ⊗ w) = (η>ξ)w,
as ε→ 0. Thus, by uniqueness of limits of ξε⊗wε we have [(η⊗η)ξ]⊗w = ξ⊗w a.e.
on Ω and hence ξ = η. Since Ω is contractible, by Poincare´’s lemma, for any ε > 0
there exists a smooth map uε : Ω ⊆ Rn −→ RN such that V ε can be represented as
the gradient of uε: Duε = ξε ⊗ wε. Moreover, each uε is a smooth rank-one map:
by Theorem 1.5, there exist scalar functions fε ∈ C∞(Ω), partitions of Ω to Borel
sets {Bεi }i∈N with Ω = ∪∞1 Bεi , families of Lipschitz curves {νiε}i∈N ⊆ W 1,∞loc (R)N
with ‖ν˙iε‖L∞(R) ≤ 1 and ν˙iε ≡ 0 on R \ fε(Bεi ) such that uε = νiε ◦ fε on each
Bεi ⊆ Ω, while the images uε(Ω) are 1-rectifiable, equal to ∪∞1 νiε(fε(Bεi )).
We will now show that appropriate normalised shifts of the maps uε approximate
u. Fix a point x ∈ Ω and set d := diam(Ω). Since Duε ∗−−⇀Du in L∞(Ω)Nn as
ε→ 0, for all x, y ∈ Ω and ε > 0 small we have
|uε(x)− uε(y)| ≤ (‖Du‖L∞(Ω) + 1)|x− y|.(2.36)
We further normalise uε by considering appropriate shifts, denoted again by uε,
such that uε(x) = u(x). By (2.36), we have
‖uε‖L∞(Ω) ≤ d
(‖Du‖L∞(Ω) + 1) + |u(x)|.(2.37)
Hence, there exists v such that uε
∗−−⇀v in W 1,∞(Ω)N as ε→ 0. We will now show
that u ≡ v. Since Duε −→ Du a.e. on Ω, for Hn−1-a.e. direction e ∈ Sn−1, we
have that Duε −→ Du H1-a.e. on the set (x + span[e]) ∩ Ω =: I. We fix such an
e. By Egoroff’s theorem, for any σ ∈ (0, 1), there is an H1-measurable set Eσ ⊆ I
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with H1(Eσ) ≤ σ such that Duε −→ Du uniformly on I \ Eσ as ε → 0. Since
uε(x) = u(x), by the 1-dimensional Poincare´ inequality, for ε > 0 small we have∫ d
0
∣∣uε(x+ te)− u(x+ te)∣∣ dt ≤ d∫ d
0
∣∣Duε(x+ te)e−Du(x+ te)e∣∣ dt
≤ d2 sup
I\Eσ
∣∣Duε −Du∣∣ + d(2‖Du‖L∞(Ω) + 1)H1(Eσ).(2.38)
Since uε −→ v in C0(Ω)N and Duε −→ Du in C0(I \ Eσ)Nn as ε→ 0, by passing
to the limit in (2.38) we obtain
(2.39)
∫ d
0
∣∣v(x+ te)− u(x+ te)∣∣ dt ≤ d (2‖Du‖L∞(ΩR) + 1)σ.
By letting σ → 0, by (2.39) we get u ≡ v on I ⊆ Ω. Since this holds for Hn−1-a.e.
direction e ∈ SN−1, we get u ≡ v on Ω. Hence, uε ∗−−⇀ u in W 1,∞(Ω)N as ε → 0.
Since Dfε
∗−−⇀w in L∞(Ω)n , for ε > 0 small we have
|fε(x)− fε(y)| ≤ (‖w‖L∞(Ω) + 1)|x− y|.(2.40)
We further normalise the family fε by considering appropriate shifts denoted again
by fε such that fε(x) = f(x). By replacing also each νεi with the translate
νεi
( · −(f(x)− fε(x))), we do not affect the previous normalisation uε(x) = u(x).
Consequenly, (2.40) implies
‖fε‖L∞(Ω) ≤ d
(‖w‖L∞(Ω) + 1) + |f(x)|.(2.41)
As a result, there exists an f such that fε
∗−−⇀f in W 1,∞(Ω) as ε→ 0.
Since ν˙εi ◦ fε = ξε on Bεi and ν˙εi ◦ fε = 0 on Ω \Bεi , for ε, δ > 0 small we have∣∣Bεi4Bδi ∣∣ = ∫
Ω
∣∣χBεi − χBδi ∣∣
=
∫
Ω
∣∣|ν˙εi ◦ fε| − |ν˙δi ◦ fδ|∣∣(2.42)
≤
∫
Ω
∣∣ξε − ξδ∣∣.
Since ξε −→ ξ in L1(Ω)N , for each i ∈ N the family {Bεi }ε>0 is Cauchy in measure
and hence has a measurable limit Bi ⊆ Ω. Since for all ε > 0 we have Ω = ∪∞1 Bεi
and Bεi ∩ Bεj = ∅ for i 6= j, the limit family forms a cover of Ω except perhaps for
a nullset:
∣∣Ω \ (∪∞1 Bi)∣∣ = 0. We recall that we have uε = νεi ◦ fε on Bεi and also
‖ν˙εi‖L∞(R) ≤ 1 and ν˙εi ≡ 0 on R \ fε(Bεi ).
Figure 8.
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Hence, if x ∈ Bεi , for any t ∈ R we have
|νεi(t)| ≤ ‖ν˙εi‖L∞(R)|t− fε(x)| + |νεi(fε(x))|
= |t− f(x)| + |u(x)|.(2.43)
If x 6∈ Bεi , then f(x) is in the complement of the interval fε(Bεi ) and since |νεi| is
constant on R \ fε(Bεi ), for any t ∈ R we have
|νεi(t)| ≤ ‖ν˙εi‖L∞(R)|t− f(x)| + |νεi(f(x))|
≤ |t− f(x)| + max ∣∣νεi(∂(fε(Bεi ))∣∣(2.44)
≤ |t− f(x)| + ‖uε‖L∞(Ω).
As a result, since the family uε is uniformly bounded on Ω, for each i ∈ N the
family {νεi}ε>0 ⊆ W 1,∞loc (R)N has a weak∗ limit νi ∈ W 1,∞loc (R)N which satisfies
‖ν˙i‖L∞(R) ≤ 1. By passing to the limit as ε→ 0 we get u = νi ◦ f on Bi ⊆ Ω and
νi = 0 on R \ f(Bi). Finally, the image u(Ω) is 1-rectifiable in RN and up to an
H1-nullset of RN , we have u(Ω) = ∪∞1 νi(f(Bi)). The theorem follows. 
3. The structure of 2-dimensional ∞-Harmonic maps.
In this section we use the Rigidity Theorem 1.5 proved in Section 2 to analyse
the phase separation of classical solutions to (1.3) when n = 2 and N ≥ 2.
Proof of Theorem 1.1. We begin by setting
Ω1 := int
{
rk(Du) ≤ 1},(3.1)
Ω2 :=
{
rk(Du) = 2
}
,(3.2)
and let also S := Ω \ (Ω1 ∪ Ω2). Our PDE system (1.3) decouples to
DuD
(1
2
|Du|2
)
= 0,(3.3)
|Du|2[Du]⊥∆u = 0.(3.4)
On Ω2, we have rk(Du) = 2 and hence u
∣∣
Ω2
: Ω2 −→ RN is an immersion. Thus,
Du(x) possesses a left inverse (Du(x))−1 for all x ∈ Ω2. Hence, (3.3) implies
(3.5) (Du)−1DuD
(1
2
|Du|2
)
= 0
and hence D
(
1
2 |Du|2
)
= 0 on Ω2, or equivalently
(3.6) |Du|2 = const.,
on each connected component of Ω2. Moreover, (3.6) holds on S as well, the
common boundary of Ω2 and Ω1.
Figure 9.
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On the other hand, on Ω1 we have rk(Du) ≤ 1. Hence, there exist vector fields
ξ : Ω1 ⊆ R2 −→ RN and w : Ω1 ⊆ R2 −→ Rn such that Du = ξ ⊗ w. Suppose first
that Ω1 is contractible. Then, by the Rigidity Theorem 1.5, there exists a function
f ∈ C2(Ω1), a partition of Ω1 to Borel sets {Bi}i∈N and Lipschitz curves {νi}i∈N ⊆
W 1,∞loc (R)N with |ν˙i| ≡ 1 on f(Bi), |ν˙i| ≡ 0 on R \ f(Bi) twice differentiable on
f(Bi), such that u = ν
i ◦ f on each Bi and hence Du = (ν˙i ◦ f) ⊗Df on Bi. By
(3.3), we obtain(
(ν˙i ◦ f)⊗Df)⊗ ((ν˙i ◦ f)⊗Df) :
:
[
(ν¨i ◦ f)⊗Df ⊗Df + (ν˙i ◦ f)⊗D2f
]
= 0,(3.7)
on Bi ⊆ Ω1. Since |ν˙i| ≡ 1 on f(Bi), we have that ν¨i is normal to ν˙i and hence
(3.8)
(
(ν˙i ◦ f)⊗Df)⊗ ((ν˙i ◦ f)⊗Df) : ((ν˙i ◦ f)⊗D2f) = 0,
on Bi ⊆ Ω1. Hence, by using again that |ν˙i|2 ≡ 1 on f(Bi) we get
(3.9)
(
Df ⊗Df : D2f)(ν˙i ◦ f) = 0,
on Bi ⊆ Ω1. Thus, ∆∞f = 0 on Bi. By (3.4) and again since |ν˙i|2 ≡ 1 on f(Bi),
we have [Du]⊥ = [ν˙i ◦ f ]⊥ and hence
(3.10) |Df |2 [ν˙i ◦ f ]⊥Div((ν˙i ◦ f)⊗Df) = 0,
on Bi ⊆ Ω1. Hence,
(3.11) |Df |2 [ν˙i ◦ f ]⊥
(
(ν¨i ◦ f)|Df |2 + (ν˙i ◦ f)∆f
)
= 0,
on Bi, which by using once again |ν˙i|2 ≡ 1 gives
(3.12) |Df |4(ν¨i ◦ f) = 0,
on Bi. Since ∆∞f = 0 on Bi and Ω1 = ∪∞1 Bi, f is ∞-Harmonic on Ω1. Thus, by
Aronsson’s theorem in [A4], either |Df | > 0 or |Df | ≡ 0 on Ω1.
If the first alternative holds, then by (3.12) we have ν¨i ≡ 0 on f(Bi) for all i
and hence νi is affine on f(Bi), that is ν
i(t) = tξi + ai for some |ξi| = 1, ai ∈ RN .
Thus, since u = νi ◦f and u ∈ C2(Ω1)N , all ξi and all ai coincide and consequently
u = ξf + a, ξ ∈ SN−1, where a ∈ RN and f ∈ C2(Ω1).
If the second alternative holds, then f is constant on Ω1 and hence by the
representation u = νi ◦ f , u is piecewise constant on each Bi. Since u ∈ C2(Ω1)N
and Ω1 = ∪∞1 Bi, necessarily u is constant on Ω1. But then |Du|Ω2 | = |Df |S | = 0
and necessarily Ω2 = ∅. Hence, |Du| ≡ 0 on Ω, that is u is affine on each of the
connected components of Ω.
If Ω1 is not contractible, cover it with balls {Bm}m∈N and apply the previous
argument. Hence, on each Bm, we have u = ξmfm+am, ξm ∈ SN−1, am ∈ RN and
fm ∈ C2(Bm) with ∆∞fm = 0 on Bm and hence either |Dfm| > 0 or |Dfm| ≡ 0.
Since u ∈ C2(Ω1)N , on the overlaps of the balls the different expressions of u must
coincide and hence we obtain u = ξf + a for ξ ∈ SN−1, a ∈ RN and f ∈ C2(Ω1)
where ξ and a may vary on different connected components of Ω1. The theorem
follows. 
Theorem 1.1 implies a vectorial version of the Maximum Principle when n =
N = 2, which we now prove.
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Proof of Corollary 1.3. We begin by observing that (1.13) is an elegant restate-
ment of the Maximum Principle for all projections η>u of u, that is, when for all
Ω′ b Ω and all directions η ∈ SN−1 we have
(3.13) sup
Ω′
η>u ≤ max
∂Ω′
η>u.
Indeed, (3.13) says that u(Ω′) is contained in the intersection of all halfspaces
containing u(∂Ω′). To see (3.13), fix Ω′ and η ∈ SN−1 and let Ω1, Ω2, S respectively
be the constant rank domains and the interface of u, as in Theorem 1.1. Suppose
that u = ξf + a on Ω1 ∪ S, where ξ ∈ SN−1, a ∈ RN and f ∈ C2(Ω1 ∪ S). Then,
|D(η>u)| = |η>Du|χΩ2 + |η>Du|χS∪Ω1
= |η>Du|χΩ2 + |η>ξ| |Df |χS∪Ω1 .(3.14)
If |Df | ≡ 0 on Ω1, then Ω2 = ∅ and u is affine. Hence, (3.13) follows. Suppose now
|Df | > 0 on Ω1. Since u|Ω2 is a local diffeomorphism, we have |η>Du| > 0 for all
η ∈ SN−1.
Figure 10.
Consequently, for all η ∈ SN−1 \ [ξ]⊥, in view of (3.14) we have |D(η>u)| > 0 on
Ω. Hence, η>u has no interior critical points inside Ω and consequently we have
(3.15) max
Ω′
η>u = max
∂Ω′
η>u,
for all directions η 6⊥ ξ. By letting dist(η, [ξ]⊥)→ 0, (3.15) implies (1.13). 
4. Characterisation of the class of elliptic PDE systems.
In this section we focus on the general Aronsson system (1.1). As already ex-
plained in the introduction, when N ≥ 2 the normal coefficient H[HP ]⊥HPP is
not symmetric and as a result the system generally is not degenerate elliptic, not
even for strictly convex Hamiltonians. In Theorem 4.1 below we establish that all
“geometric” Hamiltonians which depend on Du via the induced Riemannian metric
Du>Du lead to elliptic systems. Moreover, in low dimensions n ≤ 3 the converse
is true as well for (normalised) analytic Hamiltonians with fully symmetric Hes-
sian tensor. When n ≥ 4, there appear complicated structures in the minors of
forth and higher order derivatives and an additional assumption is required. The
constructive method of proof reveals that it is necessary. The main idea in the
reverse direction is to impose the commutativity relation [HP ]
⊥HPP = HPP [HP ]⊥
and use power-series expansions of H and induction, by a term-after-term blow-up
argument along inverse images under HP of rank-one directions.
Theorem 4.1 (Classification of Hamiltonians leading to elliptic systems (1.1)).
Suppose that H ∈ C2(RN×n) is a non-negative Hamiltonian with n ≥ 1, N ≥ 2.
Suppose also that [HP (P )]
⊥ = [P ]⊥ on RN×n. Consider the following statements:
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(i) There exists h ∈ C2 (S(Rn)+), with symmetric gradient hp, such that
(4.1) H(P) = h
(1
2
P>P
)
.
(ii) The system
(4.2) A∞u :=
(
HP ⊗HP +H [HP ]⊥HPP
)
(Du) : D2u = 0
is degenerate elliptic, that is, the tensor map
(4.3) Aαiβj(P ) := HPαi(P )HPβj (P ) +H(P)[HP (P )]
⊥
αγHPγiPβj (P)
satisfies the Legendre-Hadamard condition and the symmetry condition
A(P ) : (η ⊗ w)⊗ (η ⊗ w) ≥ 0,(4.4)
A(P ) : (Q⊗R−R⊗Q) = 0,(4.5)
for all η ∈ RN , w ∈ Rn and P,Q,R ∈ RN×n.
Then, (i) implies (ii). If moreover H is analytic at 0 and satisfies
(4.6) {H = 0} = {HP = 0} = 0, HPP (0) > 0 & HPP : (v ⊗ w − w ⊗ v) = 0,
for v, w ∈ Rn, P ∈ RN×n, then, (ii) implies (i) when either
a) n ≤ 3,
or
b) n ≥ 4 and the q-th order derivative tensor HP...P (0) ∈ ⊗(q)(RN×n) is contained
in the linear subspace L q which consists of fully symmetric tensors T for which the
only non-trivial components are of the form Tα1iα2jα3k...αqk, where αm ∈ {1, ..., N},
i, j, k ∈ {1, ..., n}.
If n ≥ 4 but HP...P (0) 6∈ L q, then H has the form (4.1) up to a fourth order
correction: H(P ) = h
(
1
2P
>P
)
+O(|P |4). If N ≤ n, it does not follow that hp > 0.
In the case that H(P ) equals h
(
1
2P
>P
)
, the elliptic system takes the form
(4.7) A∞u =
(
Duhp ⊗Duhp + h[Du]⊥⊗ hp
)
: D2u = 0
with h = h
(
1
2Du
>Du
)
.
The extra assumption HP...P (0) ∈ L q is necessary only in higher dimensions
n ≥ 4. It requires that HP...P (0) vanishes when more than 3 of its Latin indices are
different to each other. The linear space L q can be descrided as
L q :=
{
T ∈ ⊗(q)(RN ⊗ Rn) ∣∣ T = Tα1i1...αqiqeα1i1 ⊗ ...⊗ eαqiq :
T...αi...βj... = T...βi...αj... = T...βj...αi... ,(4.8)
{i1, ...iq} 6= {i, j, k, ..., k} =⇒ T = 0
}
.
If HP...P (0) 6∈ L q, then Hamiltonians with a little more complicated fourth and
higher order derivatives also give rise to elliptic systems.
Proof of Theorem 4.1. We first prove the implication (i)⇒ (ii). For, assume that
the Hamiltonian H has the form (4.1). We begin by observing that the symmetry
assumption hpij = hpji implies that second derivatives of h are fully symmetric in
all indices: obviously since h is in C2(S(Rn)) we have hpijpkl = hpklpij and also
(4.9) hpijpkl = (hpkl)pij = (hplk)pij = hpijplk .
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By using (4.9), we suppress the arguments in the notation of h and calculate
HPαi(P ) =
1
2
hpkl
(
δαβδkiPβl + δαβδilPβk
)
= Pαkhpki ,(4.10)
and
HPαiPβj (P ) =
1
2
hpikplm
(
δβγδjlPγm + δβγδjmPγl
)
Pαk + hpikδαβδkj
= δαβhpij + hpikpjmPαkPβm.(4.11)
Also, by assumption [HP (P )]
⊥ = [P ]⊥. By (4.10) and (4.11), we have(
HP ⊗HP +H[HP ]⊥HPP
)
(P ) = Php ⊗ Php + h[P ]⊥
(
I ⊗ hp + PhppP>
)
= Php ⊗ Php + h[P ]⊥ ⊗ hp,(4.12)
where h = h
(
1
2P
>P
)
. Hence, in view of (4.3), equation (4.7) follows. Also, since
h ≥ 0 and hp, [P ]⊥ are positive symmetric, conditions (4.4) and (4.5) follow as well:
A(P ) : (η ⊗ w)⊗ (η ⊗ w) = PαkhpkiηαwiPβlhpljηβwj + h[P ]⊥αβηαηβhpijwiwj
= (Php : η ⊗ w)2 + h([P ]⊥ : η ⊗ η)(hp : w ⊗ w)(4.13)
≥ 0,
A(P ) : (Q⊗R−R⊗Q) = ±PαkhpkiQαiPβlhpljRβj ± h[P ]⊥αβQαihpijRβj
= ±(Php : Q)(Php : R) ± h[P ]⊥ : (QhpR>)(4.14)
= 0,
for all η ∈ RN , w ∈ Rn, P,Q,R ∈ RN×n. Hence, (ii) follows.
Now we assume (ii) and prove the reverse implication. For, suppose H is analytic
at 0 and suppose that (4.4) - (4.8) hold. By (4.5), we have
(4.15)
(
HP ⊗HP +H[HP ]⊥HPP
)
(P ) : (Q⊗R−R⊗Q) = 0,
for all P,Q,R ∈ RN×n. By symmety of HP ⊗HP and since by (4.6) we have H > 0
and HP 6= 0 on (RN×n) \ {0}, (4.15) gives
(4.16) [HP ]
⊥HPP : (Q⊗R−R⊗Q) = 0.
By the identity [HP ]
⊥ = I − [HP ]> and since I, HPP and [HP ]⊥ are symmetric,
for Q = eα ⊗ ei and R = eβ ⊗ ej , (4.16) gives the commutativity relation
(4.17) [HP ]
⊥
αγHPγiPβj = HPαiPγj [HP ]
⊥
γβ
on (RN×n) \ {0}, that is
(4.18) [HP ]
⊥HPP = HPP [HP ]⊥.
We set Aαiβj := HPαiPγj (0). By assumtpion (4.6), we have A > 0 in S(RN×n). By
analyticity of H and since H(0) = 0 and HP (0) = 0, we have
H(P ) =
1
2
A : P ⊗ P + O(|P |3),(4.19)
HP (P ) = A : P + O(|P |2),(4.20)
HPP (P ) = A + O(|P |),(4.21)
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as |P | → 0. Since A = HPP (0) > 0 andHP (0) = 0, the mapHP is a diffeomorphism
between open neighbourhods of zero in RN×n. Hence, there is an r > 0 such that
(4.22) HP : BNnr := {Q ∈ RN×n : |Q| < r} −→ HP (BNnr ) ⊆ RN×n
is a diffeomorphism. Hence, there is a ρ > 0 such that for 0 < t < ρ, ξ ∈ SN−1 and
w ∈ Sn−1, there exists a unique P (t) ∈ BNnr such that
(4.23) t ξ ⊗ w = HP
(
P (t)
)
.
Moreover, |P (t)| → 0 as t→ 0. The path P ( . ) is the inverse image through HP of
the rank-one line spanned by ξ ⊗ w. By (4.23), we have
(4.24) [HP
(
P (t)
)
]> = [t ξ ⊗ w]> = ξ ⊗ ξ.
By evaluating (4.18) at P (t) and using (4.24) and (4.21), we obtain
(4.25) (ξ ⊗ ξ)(A + o(1)) = (A + o(1))(ξ ⊗ ξ),
at t→ 0. In the limit we get (ξ ⊗ ξ)A = A(ξ ⊗ ξ), that is
(4.26) ξαξκAκiβj = Aαiκjξκξβ ,
for all i, j ∈ {1, ..., n}, α, β ∈ {1, ..., N}. By the symmetry condition in assumption
(4.6), for all i, j fixed the matrix Aαiβj commutes with all 1-dimensional projections
of RN . Hence, it is simultaneously diagonalisable with them and as such a multiple
of the identity. Thus, there is a symmetric matrix Aˆij such that
(4.27) Aαiβj = Aˆijδαβ .
Consequently, A : P ⊗P = Aˆ : P>P . We now set Bαiβjγk := HPαiPβjPγk(0). Then,
by (4.27), equations (4.20) and (4.21) become
HP (P ) = PAˆ + O(|P |2),(4.28)
HPP (P ) = I ⊗ Aˆ + 1
2
B : P + O(|P |2),(4.29)
and hence by (4.28) and (4.23) we get
(4.30) t ξ ⊗ w = P (t)Aˆ + O(|P (t)|2).
Since A > 0 in S(RN×n), we have Aˆ > 0 in S(Rn) as well. Thus, for 0 < t < ρ, we
have
(4.31)
P (t)
|P (t)| + O(|P (t)|) =
t
|P (t)|ξ ⊗
(
(Aˆ−1)>w
)
.
As t→ 0, we have |P (t)| → 0 and by compactness along an infinitessimal sequence
tm → 0 there exists a P¯ with |P¯ | = 1 such that P (tm)/|P (tm)| → P¯ . By passing to
the limit in (4.31) as m → ∞ along {tm}, we obtain that the limit of tm/|P (tm)|
exists and
(4.32) lim
m→∞
P (tm)
|P (tm)| = P¯ = ξ ⊗
[(
lim
m→∞
tm
|P (tm)|
)
(Aˆ−1)>w
]
.
Since Aˆ−1 > 0 and |P¯ | = 1, for any v ∈ Sn−1, there is a w ∈ Sn−1 such that (4.32)
becomes
(4.33) lim
m→∞
P (tm)
|P (tm)| = P¯ = ξ ⊗ v.
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By (4.18), (4.24), (4.28) (4.29), we have
ξ ⊗ ξ
(
I ⊗ Aˆ + 1
2
B : P (t) + O(|P (t)|2)
)
=
(
I ⊗ Aˆ + 1
2
B : P (t) + O(|P (t)|2)
)
ξ ⊗ ξ.(4.34)
By cancelling the commutative term ξ ⊗ ξ(I ⊗ Aˆ), (4.34) gives
ξ ⊗ ξ
(
B :
P (t)
|P (t)| + O(|P (t)|)
)
=
(
B :
P (t)
|P (t)| + O(|P (t)|)
)
ξ ⊗ ξ.(4.35)
By passing to the limit in (4.35) along tm → 0, in view of (4.33) we obtain
(4.36) ξ ⊗ ξ(B : ξ ⊗ v) = (B : ξ ⊗ v)ξ ⊗ ξ,
for all ξ ∈ SN−1, v ∈ Sn−1. Hence, (4.36) for v = ek says
(4.37) ξα(Bβiλjµk ξµξλ) = (Bαiλjµk ξµξλ)ξβ .
By (4.37), B : ξ ⊗ ξ is proportional to ξ; hence, there is a map Bˆ : RN −→ ⊗(3)Rn
such that B : ξ ⊗ ξ = Bˆ(ξ)⊗ ξ, or
(4.38) Bαiλjµk ξµξλ = Bˆijk(ξ) ξα.
By assumption (4.6) and induction, all second and higher order derivatives are fully
symmetric in all their indices. Hence, we may fix i, j, k ∈ {1, ..., n} and suppress
the dependence in them to obtain Bακλ ξκξλ = Bˆ(ξ) ξα with Bˆ ∈ C∞(RN \ {0}).
The idea now is to differentiate in order to cancel both ξ’s contracted with B and
then contract again with a vector which annihilates ξ from the right hand side. For,
by differentiating we get
(4.39) DβBˆ(ξ)ξα = −Bˆ(ξ)δαβ + 2Bαβγξγ .
By (4.39), we obtain that DBˆ(ξ)⊗ξ is symmetric. Hence, we get that DBˆ(ξ)⊗ξ =
ξ ⊗DBˆ(ξ) and hence there exists B¯ ∈ C∞(RN \ {0}), such that DBˆ(ξ) = B¯(ξ)ξ.
Thus, (4.39) gives
(4.40) B¯(ξ)ξ ⊗ ξ + Bˆ(ξ) I = 2B : ξ.
By differentiating the expression DBˆ(ξ) = B¯(ξ)ξ, we get
(4.41) DB¯(ξ)⊗ ξ = D2Bˆ(ξ) − B¯(ξ) I.
By (4.41), we obtain that DB¯(ξ) ⊗ ξ is symmetric too. Hence, there exists Bˇ ∈
C∞(RN \ {0}), such that DB¯(ξ) = Bˇ(ξ)ξ and hence (4.41) gives
(4.42) D2Bˆ(ξ) = Bˇ(ξ)ξ ⊗ ξ + B¯(ξ) I.
By differentiating (4.39) again and inserting (4.42) we get
2Bαβγ = D
2
βγBˆ(ξ)ξα + DβBˆ(ξ)δαγ + DγBˆ(ξ)δαβ(4.43)
= Bˇ(ξ)ξαξβξγ + B¯(ξ)
(
ξαδβγ + ξβδαγ + ξγδβα
)
,
for all ξ ∈ RN \ {0}. Since N ≥ 2, for each η ∈ RN we can choose a nonzero ξ
normal to η. Hence, by triple contraction in (4.43) we obtain
B : η ⊗ η ⊗ η = 1
2
[
Bˇ(ξ)(ξ>η)2 + B¯(ξ)|η|2
]
(ξ>η) = 0.(4.44)
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Hence, by full symmetry in all indices we obtain HPαiPβjPγk(0) = Bαiβjγk = 0 and
consequently third order derivatives vanish. We now set
(4.45) Cαiβjγkδl := HPαiPβjPγkPδl(0)
and then for 0 < t < ρ, (4.29) and (4.35) become
HPP (P (t)) = I ⊗ Aˆ + 1
3!
C : P (t)⊗ P (t) + O(|P (t)|3),(4.46)
ξ ⊗ ξ
(
C :
P (t)
|P (t)| ⊗
P (t)
|P (t)| + O(|P (t)|)
)
(4.47)
=
(
C :
P (t)
|P (t)| ⊗
P (t)
|P (t)| + O(|P (t)|)
)
ξ ⊗ ξ.
By setting t = tm and letting m→∞, in view of (4.33), we get
ξ ⊗ ξ
[
C : (ξ ⊗ v)⊗ (ξ ⊗ v)
]
=
[
C : (ξ ⊗ v)⊗ (ξ ⊗ v)
]
ξ ⊗ ξ,(4.48)
for all ξ ∈ RN , v ∈ Rn. Hence, for v = ek,
ξα
[
Cβiκjλkµk ξκξλξµ
]
=
[
Cαiκjλkµk ξκξλξµ
]
ξβ .(4.49)
By (4.49), there exists a map Cˆ : RN \{0} −→ ⊗(4)Rn with Cˆijkk ∈ C∞(RN \{0})
such that
(4.50) Cαiκjλkµk ξκξλξµ = Cˆijkk(ξ)ξα.
By fixing again the indices i, j, k, dropping them and arguing exactly as we did
before for Bαβγ , there exist C¯, Cˇ ∈ C∞(RN \ {0}) such that
3!Cαβγδξδ = Cˇ(ξ)ξαξβξγ + C¯(ξ)
(
ξαδβγ + ξβδαγ + ξγδβα
)
.(4.51)
By differentiating (4.51), we get
3!Cαβγδ − C¯(ξ)
(
δαβδγδ + δγβδαδ + δδβδγα
)
= Cˇ(ξ)
(
ξαξβδγδ + ξβξγδαδ + ξγξαδβδ
)
(4.52)
+DδCˇ(ξ)
[
ξαξβξγ +
(
ξαδβγ + ξβδαγ + ξγδβα
)]
.
Fix η ∈ RN . Since N ≥ 2, there exists ξ ⊥ η, ξ 6= 0. Then, (4.52) gives[
Cαβγδ − C¯(ξ)
3!
(
δαβδγδ + δγβδαδ + δδβδγα
)]
ηαηβηγηδ = O(|η>ξ|)
= 0.(4.53)
By (4.53), the function C¯ is constant and moreover for all i, j, k,
(4.54) Cαiβjγkδk =
C¯ijkk
3!
(
δαβδγδ + δγβδαδ + δδβδγα
)
.
If either n ≤ 3 or n ≥ 4 but HPPPP (0) ∈ L 4, where L 4 is given by (4.8), then
in view of (4.45), the tensor Cαiβjγkδl has no more than 3 different indices i, j, k, l
for which it is non-zero. Hence, by full symmetry in all indices, (4.54) completely
determines HPPPP (0) and gives
HPPPP (0) : ⊗(4)P = 1
2
C¯ijklPαiPαjPβkPβl =
C¯
2
: (P>P )⊗ (P>P ).(4.55)
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Now we iterate the above arguments. The analog of (4.48) after blowing up along
tm for q-th order derivatives is
(4.56) ξ ⊗ ξ
[
HP...P (0) : ⊗(q−2)(ξ ⊗ v)
]
=
[
HP...P (0) : ⊗(q−2)(ξ ⊗ v)
]
ξ ⊗ ξ,
for all ξ ∈ RN , v ∈ Rn. When HP...P (0) ∈ L q, the only components of the tensor
HPα1i1 ...Pαqiq (0) which may not vanish are of the form
(4.57) HPα1iPα2jPα3k...Pαqk(0),
where i, j, k ∈ {1, ..., n} and α1, ..., αq ∈ {1, ..., N}. Hence, (4.56), completely
determines HP...P (0). By induction, all odd order derivatives of H vanish and all
even order derivatives depend on P via P>P : we have
(4.58) HP...P (0)︸ ︷︷ ︸
q-th order
: ⊗(q)P =
{
Cq : ⊗(q/2)P>P, q ∈ 2N,
0, q ∈ 2N+ 1,
for certain tensors Cq ∈ ⊗(q/2)Rn. Hence, by defining h : Rn×n −→ R by
(4.59) h(p) :=
∞∑
m=1
2mC2m : ⊗(m)p,
we obtain
(4.60) H(P ) = h
(1
2
P>P
)
.
Hence, h ≥ 0 with h ∈ C∞(S(Rn)+) and also hp = h>p . Moreover, by assumption
and (4.60) we have [P ]⊥ = [HP (P )]⊥ = [Php( 12P
>P )]⊥.
If finally HP...P (0) 6∈ L q, then H has the form (4.60) up to a correction of order
O(|P |4). This follows by decomposing each HP...P (0) to the sum of a term in L q
and a term in the orthogonal complement of L q. The O(|P |4) function arises from
the series consisting of the forth and higher order parts of HP...P (0) : ⊗(q)P in the
orthogonal complements. The theorem follows. 
5. The 1-dimensional case of ODE system with dependence on all
arguments.
5.1. Formal derivation of the general ODE System. Let H be a non-negative
Hamiltonian in C2(R × RN × RN ), where N ≥ 2 and we denote the arguments of
H by H(x, η, P ). Consider the integral functional
(5.1) Em(u, I) :=
∫
I
(
H(x, u(x), u′(x))
)m
dx,
where m ≥ 2 and u : I ⊆ R −→ RN . The Euler-Lagrange equation of functional
(5.1) is the ODE system
(5.2)
(
Hm−1(·, u, u′)HP (·, u, u′)
)′
= Hm−1(·, u, u′)Hη(·, u, u′)
which after expansion and normalisation gives
(5.3)
(
H(·, u, u′))′HP (·, u, u′) + H(·, u, u′)
m− 1
((
HP (·, u, u′)
)′ −Hη(·, u, u′)) = 0,
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on I ⊆ R. We define the following projections of RN :
[H(x, η, P )]> := sgn
(
HP (x, η, P )
)⊗ sgn(HP (x, η, P )),(5.4)
[H(x, η, P )]⊥ := I − [H(x, η, P )]>.(5.5)
Then, by employing (5.4) and (5.5) to expand the term in bracket of (5.3), we
obtain
(
H(·, u, u′))′HP (·, u, u′) + H(·, u, u′)
m− 1 [HP (·, u, u
′)]>
((
HP (·, u, u′)
)′ −Hη(·, u, u′))
(5.6)
= − H(·, u, u
′)
m− 1 [HP (·, u, u
′)]⊥
((
HP (·, u, u′)
)′ −Hη(·, u, u′)).
By perpendicularity of the orthogonal projections (5.4) and (5.5), the left and right
hand sides of (5.6) are normal to each other. Hence, they both vanish. By re-
normalising the right hand side and rearranging, we get(
H(·, u, u′))′HP (·, u, u′) + H(·, u, u′)[HP (·, u, u′)]⊥((HP (·, u, u′))′ −Hη(·, u, u′))
= − H(·, u, u
′)
m− 1 [HP (·, u, u
′)]>
((
HP (·, u, u′)
)′ −Hη(·, u, u′)).(5.7)
As m → ∞, we obtain the complete system of fundamental ODEs for a general
Hamiltonian with dependence on all the arguments(
H(·, u, u′))′HP (·, u, u′) + H(·, u, u′)·
· [HP (·, u, u′)]⊥
((
HP (·, u, u′)
)′ −Hη(·, u, u′)) = 0,(5.8)
whose solutions are curves u : I ⊆ R −→ RN .
5.2. Degenerate elliptic ODE systems. We begin by observing that the El-
lipticity Classification Theorem 4.1 readily extends to the case of H(x, η, P ) with
dependence on all arguments; the form (4.1) of the Hamiltonian modifies to
(5.9) H(x, η, P ) = h
(
x, η,
1
2
P>P
)
and the PDE systems (4.2) and (4.7) modify by the appearance of first and lower
order tems. In the case of ODEs where n = 1, the “geometric” Hamiltonians of the
form (5.9) become the radially symmetric ones:
(5.10) H(x, η, P ) = h
(
x, η,
1
2
|P |2
)
,
where h ∈ C2(R × RN × [0,∞)) and the degenerate elliptic ODE system takes a
particularly important and simple form. We note that when we have lower order
terms, the Hamiltonian
H(x, η, P ) = h
(
x, η,
1
2
|P − V (x, η)|2
)
also leads to degenerate elliptic system, and this is important elsewhere [K9].
However, for simplicity herein we choose V ≡ 0. In the case of ∆∞, we have
h(x, η, p) = p. We now derive the ODEs in the elliptic case.
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Suppose h ∈ C2(R × RN × [0,∞)) with arguments denoted by h(x, η, p) and
define H ∈ C2(R× RN × RN ) by means of (5.10). We henceforth assume
(5.11)
{
hp(x, η, ·) = 0
} ⊆ {0} = {h(x, η, ·) = 0},
for all (x, η) ∈ R1+N . Assumption (5.11) is natural and will make the normal
coefficient H[HP ]
⊥ of (5.8) continuous. By using (5.10) and supressing arguments,
we calculate derivatives:
HP = hpP, HPP = hppP ⊗ P + hpI, Hη = hη,(5.12)
HPη = P ⊗ hpη, HPx = hpxP, Hx = hx.(5.13)
By expanding derivatives in (5.8) and using (5.10), (5.12) and (5.13), we get
(hp)
2(u′ ⊗ u′)u′′ + hp(u′ ⊗ hη)u′ + hxhpu′
+h[hpu
′]⊥
(
hpp(u
′ ⊗ u′)u′′ + (u′ ⊗ hpη)u′(5.14)
+ hpxu
′ + hpu′′ − hη
)
= 0,
where h = h
(·, u, 12 |u′|2). By assumption, (5.11), we have {hpu′ = 0} = {u′ = 0} =
{h = 0}. Hence, we obtain that [hpu′]⊥ = [u′]⊥. On {u′ 6= 0}, we multiply the
normal term of (5.14) by
|u′|2hp
h to obtain
(hp)
2(u′ ⊗ u′)u′′ + hp
(
(u′ ⊗ u′)hη + hxu′
)
+ |u′|2hp[u′]⊥
(
hpu
′′ − hη
)
= 0.(5.15)
Hence, by using the identity |u′|2I = u′ ⊗ u′ + |u′|2[u′]⊥, (5.15) gives
(5.16) (hp)
2|u′|2u′′ − hp
(
|u′|2
(
I − 2 u
′
|u′| ⊗
u′
|u′|
)
hη − hxu′
)
= 0.
By introducing the reflection operator Rξ : RN −→ RN with respect to the hyper-
plane [ξ]⊥, ξ ∈ RN \ {0}, given by
(5.17) Rξ := I − 2 ξ|ξ| ⊗
ξ
|ξ| ,
the ODE system (5.16) becomes
(5.18) A∞u := |u′|2
(
hpu
′′ − Ru′hη
)
+ hxu
′ = 0,
where h = h
(·, u, 12 |u′|2). In view of (5.11), the systems (5.18) and (5.8) are equiv-
alent on {u′ = 0} as well. The system (5.18) comprises the degenerate elliptic ODE
system.
Remark 5.1. We observe that in the special case where h = h
(
1
2 |u′|2
)
and hη ≡ 0,
hx ≡ 0, solutions of (5.18) trivialize to affine and actually (5.18) is equivalent
to ∆∞. In the special case where h = h
(·, 12 |u′|2) and hη ≡ 0, solutions of (5.18)
become essentially scalar with affine rank-one range, that is u(R) is contained in an
affine line of RN since u′′ becomes proportional to u′ and (5.18) becomes essentially
scalar. Consequently, (5.18) is most interesting when h
(
x, u(x), 12 |u′(x)|2
)
depends
on u(x) and hence hη 6≡ 0. In this case the reflection operator Ru′ with respect
to the normal hyperplane [u′]⊥ is discontinuous on {u′ = 0} at critical points of u,
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but the product |u′|2Ru′ is continuous. However, in all cases the system is always
degenerate.
5.3. The initial value problem for the elliptic ODE systems. In this sub-
section we solve the initial value problem for ODE system (5.18) and consider some
regularity questions.
Theorem 5.2 (The initial value problem for the ODE system). Suppose that h ∈
C2
(
R×RN × [0,∞)) satisfies h, hp ≥ 0 and also (5.11) and consider the following
problem
(5.19)
 A∞u = |u′|2
(
hpu
′′ − Ru′hη
)
+ hxu
′ = 0,
u(x0) = u0 , u
′(x0) = v0 , x0 ∈ R.
Then:
(i) For any non-critical initial conditions (u0, v0) ∈ RN × (RN \{0}), there exists a
unique maximal smooth solution u : (x0 − r, x0 + r) −→ RN for some r > 0 which
solves (5.19) and satisfies |u′| > 0.
(ii) For any critical initial condition (u0, 0) ∈ RN × {0}, there exists at least one
solution to (5.19), one of them being the constant one u ≡ u0.
(iii) If
(5.20) hη(x, η, 0) 6= 0 and hx(x, η, p) = O(p) as p→ 0,
then bounded maximal solutions of (5.19) starting (in positive time) from non-
critical data, either are defined on [x0,∞) being smooth and satisfying |u′| > 0,
or they reach a critical point u′ = 0 and form a discontinuity in u′′ in finite time.
(iv) If
(5.21) c ≤ hp ≤ 1
c
for c > 0, and hx(x, η, p) = O(p) as p→ 0,
then bounded maximal solutions of (5.19) either are globally smooth or can be ex-
tended past singularities as W 2,∞loc (R)N strong solutions which satisfy (5.18) every-
where and are eventually constant.
The interpretation of W 2,∞loc (R)N solutions to (5.19) as strong everywhere so-
lutions is the same as in Aronsson [A1, A2, A5]: at critical points of u whereon
u′′ may not exist but is essentially bounded in a neighbourhod of {u′ = 0}, the
coefficient |u′|2 vanishes.
Example 5.3. The solution of problem (5.19) is generally non-unique for critical
initial conditions. Choose h(x, η, p) := 12 |η|2 + p. Then, (5.18) takes the form
(5.22) |u′|2
(
u′′ − Ru′u
)
= 0
and the Hamiltonian is H(u, u′) = 12 (|u|2 + |u′|2). In view of example 3 in Aron-
sson’s paper [A1], for essentially scalar solutions u = ξv where ξ ∈ SN−1 and
v : R −→ R, (5.22) takes the form |v′|2(v′′ + v)ξ = 0. Hence, for initial conditions
u
( − pi2 ) = −e1, u′( − pi2 ) = 0, (5.23) admits the solutions u1(x) = e1 sinx and
u2(x) = −e1.
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The non-uniqueness for critical data owes to that (5.18) is an 1-dimensional degen-
erate elliptic system and the initial value problem is not well-posed for it.
Proof of Theorem 5.2. All assertions follow directly by considering the following
dynamical formulation of the ODE (5.18). For, we write the N -dimensional second
order degenerate implicit system (5.18) as a 2N -dimensional first order explicit
system for a vector field defined off an N -dimensional “slice” of R2N . For U =
(u, v)> ∈ R2N , we set
(5.23) U(x) := (u(x), u′(x))>, U : I ⊆ R −→ R2N ,
(5.24) F (x, U) :=
 v
1
hp
(
x,u, 12 |v|2
) (Rvhη(x, u, 12 |v|2) − hx(x,u, 12 |v|2)|v|2 v)
 ,
where
(5.25) F : R× RN × (RN \ {0}) −→ R2N .
Then, in view of (5.23) and (5.24), ODE system (5.18) can be written as
(5.26) U˙(x) = F
(
x, U(x)
)
, U : I ⊆ R −→ R2N .
We now merely observe that the equation
(5.27) u′′ =
1
hp
(·, u, 12 |u′|2)
(
Ru′hη
(
·, u, 1
2
|u′|2
)
− hx
(·, u, 12 |u′|2)
|u′|2 u
′
)
which follows by (5.26), implies that under assumption (5.20) the first term in the
bracket becomes discontinuous at critical points of u, while the second one vanishes.
Solutions extend past critical points where u′′ “jumps” by constant solutions. 
6. Rigidity of radial 2-dimensional solutions.
In this section we study a class of special solutions of the ∞-Laplacian, that of
smooth ∞-Harmonic maps u : R2 −→ RN , N ≥ 2 of the form u = ρkf(kθ) in polar
coordinates (ρ, θ). Here k > 0 is a parameter and f : R −→ RN is a curve in RN .
It follows that such solutions are very rigid, because if k 6= 1 they are essentially
scalar and if k = 1 they always have affine image. The result here is
Proposition 6.1 (Rigidity of radial 2D ∞-Harmonic maps). Let u : R2 −→ RN
be an ∞-Harmonic map of the form u = ρkf(kθ) in polar coordinates (ρ, θ) ∈ R2,
k > 0, f ∈ C∞(R)N , N ≥ 2. Then, f solves the ODE systems
f ′ ⊗ f ′(f ′′ + f) + k − 1
k
(|f ′|2 + |f |2)f = 0,(6.1)
[(f ′, f)]⊥f ′′ = 0.(6.2)
Moreover:
(i) If k 6= 1, then all solutions have constant rank one, the image u(R2) is contained
into a line passing through the origin and f can be represented as f(θ) = ξg(θ) for
some ξ ∈ SN−1 and g ∈ C∞(R).
(ii) If k = 1, then all solutions have rank at most two and the image u(R2) is
contained into a 2-plane of RN passing through the origin. On this plane f can be
represented as
(6.3) f(θ) = c cosB(θ)
(
cosA(θ), sinA(θ)
)>
,
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where c ∈ R and A,B ∈ C∞(R) satisfy |B′|2 + |A′|2 cot2B = 1 and 0 < B ≤ pi2 .
Proof of Proposition 6.1. The derivation of the “tangential part” (6.1) of ∆∞
is entirely analogous to Aronsson’s derivation of its scalar counterpart in the paper
[A6], p. 138. Hence, it suffices to outline the derivation of the “normal part” (6.2).
Since for all α ∈ {1, ..., N} we have uα = ρkfα(kθ), we obtain[
Dxuα
Dyuα
]
=
[
cos θ − sin θ
sin θ cos θ
] [
Dρuα
1
ρDθuα
]
=
[
cos θ − sin θ
sin θ cos θ
] [
kρk−1fα
kρk−1f ′α
]
.(6.4)
Let O(θ) denote the rotation-by-θ appearing in (6.4). By recalling that (f, f ′) is a
matrix-valued curve R −→ RN ⊗ R2, we may write
(6.5) Du = kρk−1(f, f ′)O(θ)>.
Hence, since O(θ)> = O(θ)−1 we have
N(Du>) =
{
η ∈ RN : η>(f, f ′)O(θ)> = 0} = N((f, f ′)>).(6.6)
and consequently [Du]⊥ = [(f, f ′)]⊥. Moreover,
[Du]⊥∆u = [(f, f ′)]⊥
(
1
ρ
Dρu + D
2
ρρu +
1
ρ2
D2θθu
)
= [(f, f ′)]⊥
(
kρk−2f + k(k − 1)ρk−2f + k2ρk−2f ′′
)
(6.7)
= k2ρk−2[(f, f ′)]⊥f ′′.
By Corollary 1.2, we may require |Du| > 0 and hence (6.2) follows by (3.4) and
(6.7). Now, for (i) we have that if k 6= 1 then on {|f | > 0} (6.1) gives
(6.8) − k
(
f ′′ + f
)>
f ′
(k − 1)(|f ′|2 + |f |2)f ′ = f.
Consequently, f ′ is everywhere proportional to f and as a result f(R) is contained
into an 1-dimensional subspace of RN .
For (ii), we have that if k = 1 then (6.2) implies f ′′ = λf + µf ′ for some
λ, µ ∈ C∞(R). Hence, f(R) is contained into a 2-dimensional subspace of RN . (6.1)
gives the extra condition that f ′>(f ′′+f) = 0 which implies |f ′|2+|f |2 = c2 for some
c ∈ R. Hence, if c 6= 0 then 1c (|f ′|, |f |)> is on the unit circle and as such |f | = c cosB
and |f ′| = c sinB, for some B valued in [0, pi2 ]. Hence, f = c cosB(cosA, sinA)>
for some A. The differential relation |B′|2 + |A′|2 cot2B = 1 follows easily. 
Acknowledgement. I am indebted to I. Velcˇic´ for our inspiring scientific dis-
cussions. I am also grateful to L. Capogna, Ch. Wang, J. Manfredi, F. Rindler,
S. Aretakis and E. Scalas for their suggestions and constructive comments. I also
thank L. C. Evans and Y. Yu for their interest and encourangement. Last but not
least, I warmly thank the referees whose careful reading and constructive sugges-
tions substantially improved both the content and the appearance of this paper.
ON THE STRUCTURE OF ∞-HARMONIC MAPS 29
References
A1. G. Aronsson, Minimization problems for the functional supxF (x, f(x), f ′(x)), Arkiv fu¨r Mat.
6 (1965), 33 - 53.
A2. G. Aronsson, Minimization problems for the functional supxF (x, f(x), f ′(x)) II, Arkiv fu¨r
Mat. 6 (1966), 409 - 431.
A3. G. Aronsson, Extension of functions satisfying Lipschitz conditions, Arkiv fu¨r Mat. 6 (1967),
551 - 561.
A4. G. Aronsson, On the partial differential equation u2xuxx + 2uxuyuxy + u
2
yuyy = 0, Arkiv fu¨r
Mat. 7 (1968), 395 - 425.
A5. G. Aronsson, Minimization problems for the functional supxF (x, f(x), f ′(x)) III, Arkiv fu¨r
Mat. (1969), 509 - 512.
A6. G. Aronsson, On Certain Singular Solutions of the Partial Differential Equation u2xuxx +
2uxuyuxy + u2yuyy = 0, Manuscripta Math. 47 (1984), no 1-3, 133 - 151.
A7. G. Aronsson, Construction of Singular Solutions to the p-Harmonic Equation and its Limit
Equation for p =∞, Manuscripta Math. 56 (1986), 135 - 158.
BEJ. E. N. Barron, L. C. Evans, R. Jensen, The Infinity Laplacian, Aronsson’s Equation and
their Generalizations, Transactions of the AMS, Vol. 360, Nr 1, Jan 2008.
CR. L. Capogna, A. Raich, An Aronsson type approach to extremal quasiconformal mappings, J.
Differential Equations, Volume 253, Issue 3, 1 August 2012, Pages 851-877.
CM. T. H. Colding, W. P. Minicozzi II, An excursion into geometric analysis, Surv. Differ. Geom.,
IX, Int. Press, Somerville, MA, (2004).
C. M. G. Crandall, A visit with the ∞-Laplacian, in Calculus of Variations and Non-Linear
Partial Differential Equations, Springer Lecture notes in Mathematics 1927, CIME, Cetraro
Italy 2005.
E. L.C. Evans, Estimates for smooth absolutely minimizing Lipschitz extensions, Electr. Jour.
of Diff. Equations, Vol. 1993 (1993), No. 03, pp. 19.
F. H. Federer, Geometric Measure Theory, Classics in Mathematics, Vol. 153, Springer, 1963.
K1. N. Katzourakis, Explicit Singular Viscosity Solutions of the Aronsson Equation, C. R. Acad.
Sci. Paris, Ser. I, pp. 1173-1176 (2011).
K2. N. Katzourakis, Maximum Principles for Vectorial Approximate Minimizers of Nonconvex
Functionals, Calculus of Variations and PDE, March 2013, Vol. 46, Issue 3 - 4, 505 - 522.
K3. N. Katzourakis, L∞ Variational Problems for maps and the Aronsson PDE System, J. Dif-
ferential Equations, Volume 253, Issue 7, 1 October 2012, 2123 - 2139.
K4. N. Katzourakis, ∞-Minimal Submanifolds, Proceedings of the AMS, to appear.
K5. N. Katzourakis, The Subelliptic ∞-Laplace System on Carnot-Carathe´odory Spaces, Adv.
Nonlinear Analysis. Vol. 2, Issue 2, 213 - 233, 2013.
K6. N. Katzourakis, Explicit 2D ∞-harmonic maps whose interfaces have junctions and corners,
Comptes Rendus Acad. Sci. Paris, Ser.I, 351 (2013) 677680.
K7. N. Katzourakis, Nonuniqueness in vector-valued Calculus of Variations in L∞ and some
linear elliptic systems, preprint, 2013.
K8. N. Katzourakis, Optimal ∞-Quasiconformal Immersions, preprint, 2012.
K9. N. Katzourakis, J. Bro¨cker, 1-Dimensional Calculus of Variations in L∞ and applications
to data optimisation, manuscript in preparation, 2014.
Ki. B. Kirchheim, Rigidity and Geometry of Microstructures, Lecture notes 16, Max-Planck-
Institute fu¨r Mathematik in den Maturwissennschaften, Leipzig, 2003.
O. R. Osserman, The Convex Hull Property of Immersed Manifolds, J. Diff. Geom. 6 (1971), 267
- 270.
OTW. Y.L. Ou, T. Troutman, F. Wilhelm, Infinity-Harmonic maps and morphisms, preprint,
2011.
R1. F. Rindler, Lower semicontinuity and Young measures in BV without Albertis Rank-One
Theorem, Adv. Calc. Var., electronically published, DOI 10.1515/ACV.2011.008.
R2. F. Rindler, Lower Semicontinuity and Young Measures for Integral Functionals with Linear
Growth, PhD dissertation, Worcester College, University of Oxford, 2011.
S. L. Simon, Lectures on Geometric Measure Theory, Proceedings of the Centre for Mathematical
Analysis, Australian National University, Vol. 3, 1983.
SS. S. Sheffield, C.K. Smart, Vector Valued Optimal Lipschitz Extensions, Comm. Pure Appl.
Math., Vol. 65, Issue 1, January 2012, 128 - 154.
30 NICHOLAS KATZOURAKIS
WO. Z.P. Wang, Y.L. Ou, Classifications of some special infinity-harmonic maps, Balkan J.
Geom. Appl. 14 (2009), no. 1, 120 - 131.
Y. Y. Yu, A remark on C2 Infininity-Harmonic functions, Electr. Jour. of Diff. Equations, Vol.
2006 (2006), No. 122, pp. 14.
Department of Mathematics and Statistics, University of Reading, Whiteknights, PO
Box 220, Reading RG6 6AX, UK and BCAM - Basque Center for Applied Mathematics,
Mazarredo 14, E48009, Bilbao, Spain
E-mail address: n.katzourakis@reading.ac.uk
