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Abstract While boreal lowland bogs have been extensively studied using the eddy-covariance (EC)
technique, less knowledge exists on mountainous peatlands. Hence, half-hourly CO2 ﬂuxes of an ombrotrophic
peat bog in the Harz Mountains, Germany, were measured with the EC technique during a growing season with
exceptionally dry weather spells. A common biophysical process model for net ecosystem exchange was used
to describe measured CO2 ﬂuxes and to ﬁll data gaps. Model parameters and uncertainties were estimated by
robust inverse modelling in a Bayesian framework using a population-based Markov Chain Monte Carlo sampler.
The focus of this study was on the correct statistical description of error, i.e. the differences between the mea-
sured and simulated carbon ﬂuxes, and the inﬂuence of distributional assumptions on parameter estimates,
cumulative carbon ﬂuxes, and uncertainties. We tested the Gaussian, Laplace, and Student’s t distribution as
error models. The t-distribution was identiﬁed as best error model by the deviance information criterion. Its use
led to markedly different parameter estimates, a reduction of parameter uncertainty by about 40%, and, most
importantly, to a 5% higher estimated cumulative CO2 uptake as compared to the commonly assumed Gaussian
error distribution. As open-path measurement systems have larger measurement error at high humidity, the
standard deviation of the error was modeled as a function of measured vapor pressure deﬁcit. Overall, this paper
demonstrates the importance of critically assessing the inﬂuence of distributional assumptions on estimated
model parameters and cumulative carbon ﬂuxes between the land surface and the atmosphere.
1. Introduction
Peatlands cover only 3% of the land surface but store up to 30% of terrestrial carbon (Gorham, 1991). Car-
bon ﬂuxes between peatland and atmosphere are strongly coupled to both the hydrological cycle and cli-
matic conditions (e.g., Adkinson et al., 2011, Lindroth et al., 2007; Weber et al., 2017a). This gives rise to the
assumption that local changes in rain patterns and an increase in temperature as predicted for central
Europe (Hattermann et al., 2011) will affect the carbon ﬂuxes in and out of peatlands. However, future
changes of C sequestration in peatlands are difﬁcult to predict, because meteorological conditions inﬂuence
a variety of processes controlling the fate of C in peatlands (Gitay et al., 2001). Moreover, peatlands occur in
different climate zones and differ in their physical and chemical properties, nutrient status, and vegetation;
and thus, CO2 exchange. While boreal lowland bogs have been extensively studied using the eddy-
covariance (EC) technique, less knowledge exists on mountainous peatlands. To address this knowledge
gap, we measured the CO2 exchange of a temperate ombrotrophic peat bog in the Harz Mountains, Ger-
many, during the very dry growing season of 2013.
EC is an established measurement technique to quantify the exchange of water and carbon between homoge-
neous and ﬂat land surfaces and the lower atmosphere. With EC it is possible to directly and continuously mea-
sure atmospheric ﬂuxes. For adequate turbulence conditions, measured ﬂuxes have been shown to agree well
with chamber measurements, also on sloped terrain (Hammerle et al., 2007). In northern peatlands, the
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requirement of a homogeneous and ﬂat surface is often met because of their extensive open surface area. As a
consequence, there are numerous EC studies on exchange processes in preserved boreal peatlands (Kellner,
2001; Kurbatova et al., 2002; Moore et al., 2006; Runkle et al., 2014; Sutherland et al., 2014). In contrast, bogs in
other climates and in particular undisturbed bogs, have been investigated less frequently. Despite the large num-
ber of small peatlands in mountain ranges (Pullens et al., 2016), there are only few EC studies conducted on these
ecosystems as a result of their limited area and their complex local topography (Batzer & Baldwin, 2012). These
site-speciﬁc characteristics may result in an inﬂuence of advection on measured ﬂuxes (Etzold et al., 2010) and
therefore possibly lead to temporary violations of the Monin-Obukhov similarity theory which is the basis for the
EC ﬂux calculation (Stiperski & Rotach, 2016) and in turn can lead to mixed ﬂux signals for measurements in the
transition layer (Nicolini et al., 2015). Nonetheless, previous studies successfully applied EC at sites with challeng-
ing turbulence characteristics (Heusinger & Weber, 2017; Weber & Kordowski, 2010). Furthermore, open path EC
measurements are sensitive to low vapour pressure deﬁcits because they lead to a contamination of the lenses
of the infrared gas analyzer (IRGA; Serrano-Ortiz et al., 2008).
Models of net ecosystem exchange (NEE) have become essential tools in the micrometeorological analysis of
vegetated sites. However, such models have to be calibrated to yield a robust ﬁlling of data gaps and reliable
estimates of cumulative C uptake (Falge et al., 2001), to differentiate between respiration and photosynthesis,
and to test our understanding of the underlying biophysical processes governing C exchange (e.g., Gilmanov
et al., 2013; Lasslop et al., 2010; Raj et al., 2016). To achieve these goals, biophysical model parameters have to be
estimated by inverse modeling using high-quality measured data sets. Central to the estimation of model param-
eters is the formulation of a statistical model of the differences between the model-predicted and observed sys-
tem response. In the remainder of this article, we will refer to these difference as ‘‘errors’’. Under the assumption
of negligible systematic errors, i.e. by assuming that the model is an unbiased representation of measured NEE,
the remaining discrepancies between model and observations, caused by signal noise, unaccounted aspects of
turbulent transport, varying footprint size or surface heterogeneity (Hollinger & Richardson, 2005; Moncrieff et al.,
1996), are usually treated as random error. An adequate assumption about the statistical properties of the errors
is crucial to correctly quantify true parameter and prediction uncertainty (Hollinger & Richardson, 2005). Most fre-
quently, ordinary least squares (OLS) estimation has been used in peatland studies (e.g., Adkinson et al., 2011;
Humphreys et al., 2006). OLS estimation assumes that the errors are mutually independent, normally distributed,
have zero expectation, and equal variance (homoscedasticity). Under these assumptions, the parameters
obtained from minimizing the OLS objective function can be regarded as maximum-likelihood estimates. For
ecosystems other than peatlands, the validity of the statistical assumptions underlying OLS estimation has been
questioned. More accurate calibration results in studies on forested sites have been achieved by introducing
advanced weighting schemes to deal with variance heterogeneity (heteroscedasticity) (Lasslop et al., 2008) or by
using non-Gaussian error distributions (Hollinger & Richardson, 2005; Richardson et al., 2008).
In this study, EC measurements over a mountainous, undisturbed bog in Central Europe were used to quantify
NEE. An established biophysical model was calibrated to assess the dependence of NEE on photosynthetic active
radiation and meteorological variables. We hypothesize that a Gaussian error distribution has to be rigorously
tested as the actual differences between the calibrated model and the observations (residuals) may indeed be
non-Gaussian. Model calibration and uncertainty quantiﬁcation were carried out in a Bayesian framework using
a population-based Markov-chain Monte Carlo (MCMC) algorithm. Besides the determination of maximum-
likelihood estimates, we robustly quantiﬁed the posterior statistical distribution of the model parameters and
the posterior predictive distribution of NEE. In the following, we test the performance of three likelihood func-
tions which are based on different assumptions regarding the statistical error distribution. The inﬂuence of the
distributional assumptions on i) the estimated model parameters, ii) biophysical response functions, and iii) NEE
predictions, including cumulative NEE are analyzed, and the most adequate error model is identiﬁed by model
performance criteria and an analysis of residuals. To describe heteroscedasticity, we introduce a model which
relates the error standard deviation to the vapor pressure deﬁcit and test its adequacy.
2. Material and Methods
2.1. Site Description and Instrumentation
During the growing season 2013, EC measurements were carried out over a 150 day time period from 5
June to 30 October at a soli-ombrotrophic peat bog site Odersprungmoor (OM), Harz Mountains, Central
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Germany (UTM 32U 608000 mE 5737000 mN; 800–821 m a.s.l.) The
long-term average temperature is 6.88C and annual precipitation is
1,270 mm. The bog has an open area of 16.9 ha which is surrounded
by spruce forest and a vegetation height of less 20 cm. Further exten-
sive vegetation mapping was carried out by Baumann (2009). The
open part is almost elliptical in shape with the longer axes oriented in
SE-NW direction and situated on a saddle with an average slope of 3%
(Jensen, 1990). For the OM, Weber et al. (2017a, 2017b) show the com-
plexity of soil hydraulic properties and their depth-dependence which
exert an inﬂuence on gas ﬂuxes in the soil and evaporation rates. The
location of the site is illustrated in Figure 1. The months June and
August, were the driest on a 100 year record on precipitation at
nearby Braunlage, and due to the large amounts of precipitation in
late July, the month was at the median precipitation amount. This is
important, since extreme dry conditions can potentially lead to a net
CO2 release due to the oxidation of the organic soils in peatlands, and
in particular peat bogs. All in all, the growing season of 2013 can be
characterized to be, comparatively, very dry.
Three-dimensional wind components were measured with a sonic
anemometer (CSAT3a; Campbell Scientiﬁc, Inc.) and water and CO2
concentrations were measured with an open-path IRGA (EC150;
Campbell Scientiﬁc, Inc. Logan, Utah, USA). The instruments were
installed on a tower at 2 m height and orientated towards 2328. Both instruments measured at a frequency
of 10 Hz. Furthermore, air temperature (Ta) and humidity were recorded by a HUMI-CAP HP155 (Vaisala Oyj,
Helsinki, Finland), and incoming and outgoing short and longwave radiation with a net radiometer (NR01;
Hukseﬂux Thermal Sensors B.V., Delft, Netherlands). The precipitation at the site was registered with a rain
gauge (Theodor Friedrichs & Co. GmbH, Schenefeld, Germany). A mean soil temperature (Ts) of the upper
soil layer was determined from measurements at 2 and 6 cm depth in the vicinity of the tower using ther-
mocouple elements (TCAV-L; Campbell Scientiﬁc, Inc.). The volumetric soil water content was monitored at
4 cm depth by a moisture probe (CS616L; Campbell Scientiﬁc, Inc.). The groundwater table depth was moni-
tored from 29 June onwards with a tensiometer (T5 Tensiometers, UMS, Munich, Germany) in 60 cm depth.
2.2. Data Processing
Raw EC data were processed with the EddyPro v6.2.0 software (LI-COR Biosciences Inc., 2014) to obtain half-
hourly ﬂuxes. Fluxes occurring at wind directions (/) between 320 and 1358 were discarded due to the prox-
imity to the surrounding forest and hillslope (compare Figure 1). The footprint was calculated according to
the model by Kljun et al. (2004), if the atmospheric stability parameter f was within 2200< f< 1 and the
friction velocity u* was greater than 0.2 m s21. In cases where these necessary conditions were not met, the
footprint was calculated by the model of Kormann and Meixner (2001). Half-hourly ﬂuxes of CO2 were com-
puted from measured and corrected variables by the equation
FCO25w0q0CO2 (1)
where FCO2 is the measured ﬂux density of carbon dioxide (lmol s
21 m22), w is the vertical wind speed (m
s21), and qCO2 is the concentration of CO2 in dry air (mmol m
23). The apostrophe in equation (1) denotes the
ﬂuctuating term and the overbar indicates the mean within the averaging period. FCO2 is a measure for NEE
and used synonymously in EC studies (e.g., Adkinson et al., 2011; Laﬂeur et al., 2001). Data were discarded
(i) if the turbulence and steady state criterion by Foken (2006) was >7, (ii) under low turbulence conditions
at nighttime, (iii) if they fell outside the footprint length of 1,000 m, (iv) if the IRGA signal strength< 70%,
and (v) during precipitation events. This led to a data availability limited to 34% of the measurement period,
a similar value for mountainous peatlands was found by Pullens et al. (2016). The reason was mainly
because of dew formation on the sensor of the IRGA and inadequate turbulence conditions. For the
accepted data, the mean 90% footprint of the data set was within the outer boundaries of the peat bog
which guarantees that the measured NEE is representative of the bog and undisturbed by the surrounding
forest.
Figure 1. Aerial map of the study site with elevation contour lines (in m) (Sur-
veying and Cadastral Authority Lower-Saxony,VC 2015). The position of the EC-
tower is denoted by the black cross. Blue dots indicate the average distance of
the 90% footprint area for different wind directions in increments of 10 degrees
within the accepted wind sector.
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The groundwater table depth was calculated from the tensiometer data by assuming hydrostatic condi-
tions, i.e. a linear pressure head distribution with depths. The pressure head measured with the tensiometer
(60 cm depth) was positive throughout the entire measurement period indicating that the water table
depth did not fall under the installation depth. This indicates that the proﬁle was well-watered throughout
the measurement campaign. As a consequence, neither the effect of water table depth nor volumetric
water content were included in the model for NEE. We checked this assumption a posteriori by analyzing
the relationship between the residuals and volumetric water content.
2.3. Model for NEE
NEE (lmol m22 s21) was described as the sum of gross primary production GPP (lmol m22 s21) and ecosys-
tem respiration ER (lmol m22 s21)
NEE5ER1GPP (2)
We follow the sign convention that a ﬂux directed from the surface to the atmosphere gets a positive sign
and vice versa. As a result, a positive NEE indicates a net CO2 release from the bog and a negative NEE indi-
cates an uptake of CO2 by net photosynthesis.
The ER ﬂux was modelled with van’t Hoff’s Q10 model (Van’t Hoff, 1898). This model is often used to describe
temperature dependent ecosystem respiration at peatland locations (Adkinson et al., 2011; Glenn et al.,
2006; Parmentier et al., 2009) and is given by
ER5BR  Q
Ts2Tref
Tref
10 (3)
where BR is the base rate respiration at 108C (mmol m22 s21), Q10 is a parameter describing temperature
sensitivity, Ts is the soil temperature which is assumed to control respiration rates (8C), and Tref510C is the
reference temperature.
In accordance with other peatland studies such as Bubier et al. (2002), Glenn et al. (2006), Adkinson et al.
(2011), and Campbell et al. (2014), GPP was modelled assuming a hyperbolic light response curve (Tamiya,
1951; Zobitz et al., 2011). Here, we additionally account for a temperature dependence of the light-use efﬁ-
ciency LUE (Yuan et al., 2007) so that the model for GPP is
GPP52Amax  QPPFD  LUE Tað ÞAmax1QPPFD  LUE Tað Þ (4)
where Amax is the maximum assimilation rate of CO2 (mmol m
22 s21), QPPFD (mmol m
22 s21) is the photosyn-
thetically active photon ﬂux density, and LUE(Ta) is given in (mmol CO2 (mmol PPFD)
21). The temperature
response of the light use efﬁciency is parameterized by the equation
LUE Tað Þ5
Lmax
Ta2Tminð Þ  Ta2Tmaxð Þ
Ta2Tminð Þ  Ta2Tmaxð Þ2 Ta2Topt
 2 if Tmin < Ta < Tmax
0 otherwise
8><
>: (5)
where Tmin and Tmax are the minimum and maximum air temperatures for photosynthesis (8C), respectively,
and Topt is the optimal temperature (8C) at which LUE(Ta) equals Lmax, which is the maximum light use efﬁ-
ciency (mmol CO2 (mmol PPFD)
21) (Yuan et al., 2007). The inﬂuence of water content on NEE is not consid-
ered. Throughout this study, Tmin and Tmax were set to 0 and 408C, respectively, and Topt was estimated by
inverse modeling. The photosynthetically active photon ﬂux density QPPFD (mmol m
22 s21) was estimated
from incoming short wave radiation (K#) by assuming that approx. 50% of K# is photosynthetically active
(Szeicz, 1974) and 1 W m22 equals 4.2 mmol m22 s21 of QPPFD (McCree, 1972). This biophysical model is not
dependent on the ambient CO2 concentration which can be ignored for studies covering only a few years
and less.
2.4. Parameter Estimation and Uncertainty Analysis
The observed NEE data were used to identify the values of the model parameters BR, Q10, Amax, Lmax, and
Topt by inverse modeling. Parameter estimation was carried out in a Bayesian framework, i.e. the unknown
model parameters were treated as random variables. The joint probability density function (pdf) of the
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model parameters was approximated by Markov Chain Monte Carlo (MCMC) sampling, a technique which
generates a representative sample from the parameter pdf (Brooks, 1998).
According to the continuous case of Bayes’ theorem, the posterior pdf of the model parameters is (Box &
Tiao, 1992; Reichert & Omlin, 1997)
fpost pjyð Þ5 L yjpð Þfprior pð Þf yð Þ (6)
where fpost pjyð Þ is the posterior distribution of the model parameters p, conditional on the time series vector of
observed NEE ﬂuxes, denoted by y, L yjpð Þ is the likelihood function, fprior pð Þ is the prior distribution of the
model parameters, and f yð Þ is the probability density of the measurements, or evidence. As f yð Þ is independent
of the model parameters, it serves as a normalizing constant which ensures that fpost pjyð Þ integrates to unity. By
assuming a non-informative prior distribution, i.e. a uniform distribution within physically feasible parameter
bounds, the posterior becomes proportional to the likelihood function within the parameter bounds. As poste-
rior sampling by MCMC requires that fpost pjyð Þ is only known up to a constant of proportionality (Gelman et al.,
2004), MCMC sampling is possible without specifying f yð Þ. More information on the interpretation of the differ-
ent pdfs can be obtained from standard textbooks like Box and Tiao (1992) and Gelman et al. (2004).
By assuming statistically independent observations y, the likelihood function can be written as the product
of N individual likelihoods Li which quantify the probability to observe a single data point yi
L yjpð Þ5
YN
i51
Li yijpð Þ (7)
In the following, we present the mathematical expressions for the individual likelihood functions Li for dif-
ferent assumptions regarding the error, i.e. the difference between model-predicted and observed NEE
ﬂuxes. The error is deﬁned as
ei pð Þ5yi2f ti ; pð Þ i51; . . . ;N (8)
where f ti;pð Þ denotes the model-predicted ﬂux at time ti . Throughout this study, the errors are assumed to
have an expectation of zero, and are normalized by their standard deviation ri (lmol s
21 m22) to yield a
standardized error
ei pð Þ5
ei
ri
i51; . . . ;N (9)
The fact that the standard deviation of the error ri can vary with the magnitude of the observed variable
has been acknowledged in CO2 forest-atmosphere exchange studies, too (e.g., Van Wijk et al., 2008). As
open path EC measurements are rather sensitive to air humidity due to a possible contamination of the
lenses of the IRGA (Serrano-Ortiz et al., 2008), measurement error is expected to be higher when the water
vapor pressure deﬁcit is small. The relationship between r and the vapor pressure deﬁcit Dv (kPa) was mod-
elled by the smoothed piecewise linear function (Chen & Mangasarian, 1996; Iden & Durner, 2014)
r Dvð Þ5r11r22r1Dvc Dvc2Dv1mln 11exp
Dv2Dvc
m
   	
(10)
where r1 (lmol s
21 m22), r2 (lmol s
21 m22), and Dvc (kPa) are model parameters and m50:01 kPa is a
parameter which smoothes the function r Dvð Þ around Dvc . Equation (10) predicts a linear decrease of r
from r2 to r1 within the interval 0 < Dv < Dvc and a constant value of r1 for Dv > Dvc . The standard devia-
tion of the error in NEE was calculated as function of Dv by equation (10) and then used to standardize the
residuals by equation (9).
Under the assumptions that the standardized residuals follow a Gaussian distribution with expectation zero,
the probability to observe a single data point yi is (Aster et al., 2013)
Li yijpð Þ5 1ﬃﬃﬃﬃﬃ
2p
p
ri
exp 20:5 e2i
 
(11)
and the likelihood function is calculated by the product deﬁned by equation (7).
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Hollinger and Richardson (2005) proposed a Laplace distribution to describe a more heavily-tailed distribu-
tion of the error with a pronounced peak. Assuming a Laplace-distribution with expected value zero, the
likelihood to observe a single data point is
Li yijpð Þ5 1ﬃﬃﬃ
2
p
ri
exp 2
ﬃﬃﬃ
2
p
jeij
 
(12)
The third model to describe the statistical distribution of the residuals in this article is Student’s t-distribu-
tion (Aster et al., 2013). The t-distribution is symmetric around its expected value of zero and has heavier
tails than the Gaussian distribution (Lange et al., 1989). The likelihood to observe a single data point assum-
ing the t-distribution is (Scharnagl et al., 2015)
Li yi jpð Þ5
C m112
 
ﬃﬃﬃﬃﬃﬃﬃ
m p
p
C m2
 
ri
11
e2i
m
 2m112
(13)
where C denotes the gamma function and m is a kurtosis parameter which is constrained to values greater
than two. The advantage of the t-distribution over the Laplace distribution is that it is less peaked, rounder
in the vicinity of the mode, and that it converges to a normal distribution for m ! 1. The variance of the t-
distribution is m= m22ð Þ and for small values of m it produces increasingly heavier tails compared to the nor-
mal distribution. As the value of m is not known a priori, m was estimated as an additional parameter. As a
consequence, the total number of estimated parameters is 8 for the Gauss and Laplace distributions (5
parameters for the NEE model, 3 nuisance parameters to describe heteroscedasticity) and 9 for the t-
distribution (m as additional nuisance parameter). Note that the error standard deviation ri occurs in the
denominator of equation (13) to ensure that the pdf integrates to unity after standardizing the error by its
standard deviation.
The posterior distribution of the estimated model parameters was estimated by MCMC sampling using the
population-based MCMC sampler DREAM (DiffeRential Evolution Adaptive Metropolis; Vrugt et al., 2009). A
technical summary of the algorithm, recommendations for use, details on convergence diagnostics, and
example applications are presented in Vrugt (2016). We used the dream package (Guillaume & Andrews,
2012; Joseph & Guillaume, 2013) in R (R Core Team, 2015). The control parameters for the DREAM algorithm
are summarized in Table 1. As mentioned, a uniform prior distribution within physical viable parameter
bounds (Table 2) was used. The ﬁnal number of parameter sets used for statistical inference after thinning
was 10,000. The three models of the likelihood function were compared using the maximum value of the
log-posterior log fpost p^jyð Þ, where p^ is the mode of the posterior, and the deviance information criterion DIC
(Spiegelhalter et al., 2002) deﬁned as
Table 1
Control Parameters Used in the DREAM Algorithm
Parameter Explanation Value/option
ndim Number of parameters to be estimated 8 (normal/Laplace)
9 (t)
DEpairs Number of pairs to generate a jump 3
nCR Number of crossover values 3
Steps Number of steps used for the adaptive tuning of crossover values 10
gamma Kurtosis parameter of the Bayesian Inference Scheme 0
eps Random error of ergodicity 0.001
outliertest Test for outliers within a chain IQR test
thin.t Chain thinning for the resulting samples 10
boundHandling Method to handle constraint violations Reﬂection
burnin.length Portion of data discarded to avoid burn-in effects 0.7
ndraw Maximum number of generated samples 200,000
Rthres Threshold for Gelman-Rubin statistic 1.1
Note. The parameter names are the option names as used in the R implementation of the algorithm (Guillaume &
Andrews, 2012). Further explanation on the parameters is given by Vrugt (2016)
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DIC5D p^ð Þ12nD (14)
where the deviance D is deﬁned as twice the negative log posterior,
and nD is the Bayesian complexity or effective number of model
parameters which is deﬁned as (Spiegelhalter et al., 2002)
nD5D pð Þ2D pð Þ (15)
where the overbar indicates the mean. In Bayesian model selection,
the DIC allows a direct comparison of models with different number
of parameters and the model with the smallest DIC is favored over the other models.
The uncertainty of the estimated model parameters was assessed by a statistical analysis of the generated
parameter sample. We calculated the mode, median, variance, coefﬁcient of variation (CV, standard devia-
tion divided by the mode), 2.5% and 97.5% quantiles, and 95% interquantile range (IQR). The uncertainty of
the model prediction caused by the uncertainty in the parameters was assessed by propagating the param-
eter samples through the NEE model and calculating the 95%-IQR of the model prediction. Prediction uncer-
tainty was quantiﬁed by drawing samples from the posterior predictive distribution as described in Gelman
et al. (2004) and Iden and Durner (2008). The uncertainty of the estimated nuisance parameters was
accounted for.
3. Results and Discussion
3.1. Measured Environmental Variables
An overview of meteorological and hydrological conditions and their seasonal variation during the mea-
surement period is given in Figure 2. Daily means of K#, Ta and Ts were highest during July and decreased
towards fall. The vapor pressure deﬁcit was generally low throughout the measurement period with a mean
RH in July of 78% and 91% in September and October. The soil water content was lowest in July and
increased towards the fall, which coincides with the daily sums of precipitation, which were low in July and
August, and very high in September and October. Although there was a higher precipitation sum in July
than in August, the volumetric water content of the soil declined to 0.4 due to a period of 19 consecutive
days without rain (Figure 2). The measured evapotranspiration was
very close to the potential evapotranspiration as calculated with the
Penman-Monteith equation assuming a surface resistance of zero;
and thus, depended mainly on meteorological conditions and was
unaffected even by the low volumetric water contents as a potential
limitation to water availability (data not shown). Figure 2 shows a
large variability in meteorological drivers and volumetric soil moisture
conditions.
Midday median FCO2 in July and August were highest with up to 211
mmol m22 s21. In September, the measured midday median ﬂux den-
sity was 28 mmol m22 s21 and in October it was 24 mmol m22 s21.
Despite the relatively dry conditions in July, no reduction in observed
CO2 uptake by the studied peat bog could be related to low volumet-
ric moisture content or water table depth. Following a typical seasonal
trend, daily means of observed carbon ﬂuxes were highest in July
with 23.1 g C m22 d21. Midday FCO2 in August is similar to midday
FCO2 in July while higher respiration rates at night occurred in August
leading to an average daily FCO2 of 22.0 g C m
22 d21. In September
and October, shorter day lengths and reduced K # led to a limitation
of GPP causing a further reduction in net uptake in September (-1.1 g
C m22 d21) and a net loss in October (0.4 g C m22 d21). Median diur-
nal variations for the different months and the entire campaign are
presented at the end of the manuscript together with the simulation
results.
Table 2
Lower and Upper Bounds Used to Deﬁne the Uniform Prior Distribution of the
Estimated Model Parameters
Parameter BR Q10 Amax Lmax Topt
Units (mmol m22 s21) (mmol m22 s21) (8C)
Lower bound 0 0 15 0 5
Upper bound 6 5 25 1 15
Figure 2. Daily means of (a) incoming shortwave radiation, (b) air temperature,
(c) soil temperature, (d) daily sum of precipitation, (e) vapor pressure deﬁ-
cit(vpd), and (f) half hourly volumetric water contents (VWC). Precipitation is
not available before DOY 180.
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3.2. Comparison of Statistical Models
Table 3 summarizes the maximum log-posterior-likelihood and the
DIC for the three different statistical models compared in this study.
The model calibration which is based on the t-distribution has the
highest posterior likelihood and the smallest DIC and is therefore
identiﬁed as the best model. The improvement obtained by switching
from the Gaussian to the Laplace distribution is more pronounced
than that obtained from switching from the Laplace to the t-
distribution. Obviously, a statistical error distribution with heavier tails
is needed for modeling the data set with the applied NEE model. Note that the higher number of estimated
parameters in case of the t-distribution (9 compared to 8) is accounted for in the DIC.
The fact that the t-distribution is best suited to describe the data is conﬁrmed by the analysis of residuals in Fig-
ure 3. On the left-hand side histograms of the standardized model residuals, ei , together with the corresponding
theoretical pdfs are shown (standard normal, standard Laplace, t-distribution). On the right-hand side, quantile-
quantile plots are shown which compare the empirical quantiles of the standardized residuals with their theoret-
ical equivalents. It becomes evident that neither the Gauss nor the Laplace distributions can describe the heavy
tails of the distribution while the quantile-quantile for the t-distribution indicates an excellent agreement
between the pdf and the residuals. This shows that the standardized residuals closely follow the t-distribution.
Figure 4 shows additional diagnostic plots for the model using the t-distribution. The top-left plot (a) shows
the estimated relationship between the error standard deviation and the vapor pressure deﬁcit deﬁned by
equation (10). The grey-shaded area symbolizes the 95%-IQR. The estimated standard deviation (posterior
mode) decreases from 6.5 mmol m22 s21 at a Dv of 0 kPa and approaches 1.5 mmol m
22 s21 in the vicinity
of Dvc which was estimated to be 0.16 kPa. The shape of the function suggests that the error standard devi-
ation decreases until a critical value of Dv is reached, above which the IRGA measures the CO2 ﬂux with an
approximately constant precision (see Billesbach, 2011). This demonstrates that the assumption of a higher
measurement error for small vapor pressure deﬁcits is nicely reﬂected in the data and correctly identiﬁed
by inverse modeling. We hypothesize that the model of the standard deviation given by equation (10) is
generalizable to other studies using open path systems in settings with high relative humidity.
The time series of the standardized residuals shown in Figure 4b (top-right) indicates that the identiﬁed model
for the dependence of the error standard deviation on the Dv leads to variance homogeneity (homoscedasticity)
of the standardized residuals and is thus correct. Moreover, no seasonal trend is visible in the time series of the
standardize residuals. The importance of this is discussed in detail in sec-
tion 3.4. In the center-right plot (Figure 4d), the standardized residuals are
plotted versus the modelled NEE to highlight that the model is adequate
for both negative and positive values of the NEE. Figure 4d conﬁrms this
by illustrating that the error has a homogeneous variance and zero bias.
Thus, the model for the NEE and the error model are adequate both for
positive NEE (daytime, dominant GPP) and negative NEE (nighttime, ER).
The empirical autocorrelation function of the standardized residuals
indicates a minor degree of autocorrelation and supports the assump-
tion of independent errors made in equation (7) (Figure 4c, center-
left). This is particularly noteworthy, as the simulations are based on
half hourly measurements. This also implies that it is not required to
include vegetation senescence in the applied NEE model for the fall
measurements, because seasonal trends in photosynthesis and respi-
ration are not observable. This might be due to the very long vegeta-
tion period at the site (April-November) and because our
measurements did not cover the vegetation growth in spring.
Finally, Figure 4e (bottom right) shows that the standardized residuals
do not show any discernible correlation with the water content in the
top peat layer, i.e. their binned mean (black dots) and variance (scatter
of grey dots) are almost independent of the water content. The only
Table 3
Comparison of the Performance of the Three Likelihood Models: Mean Weighted
Error, Log Posterior Likelihood, and Deviance Information Criterion (DIC)
Likelihood model
Mean weighted
error Log-posterior DIC
Normal 20.003 26,066 12,147
Laplace 20.03 25,564 11,143
Student’s t 20.09 25,506 11,030
Figure 3. (a-c) Histograms and (d-f) quantile-quantile plots of standardized
residuals for the normal (a and d), Laplace (b and e) and t-distribution (c and f).
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exception is under the driest condition with a moisture content of< 0.45 were the mean exceeds the null
line by 1.5 mmol m22 s21. However, there are only very few measurements available in this range (< 0.2%
of the data set) and the mean of the second driest bin is already only marginally different from zero. Overall,
this supports our model choice which neglects the effect of water table depth or soil water content on NEE
in the model, although its inﬂuence on NEE in ombrotrophic peatlands has been acknowledged (e.g., Brown
et al., 2017; Lund et al., 2007; Strachan et al., 2016). Different approaches exist to modify biophysical models
by explicitly accounting for water table depth (Strack & Zuback, 2013; Strack et al., 2014). Given the results
shown in Figure 4, we conclude that in spite of the exceptionally dry weather spells, the effect of water con-
tent on NEE can be neglected in this study.
3.3. Model Parameters, Response Functions and Uncertainties
The mode and median of the estimated model parameters are shown in Table 4 together with their 95%-
IQRpar and the coefﬁcient of variation (CV). In general, the mode deviated only slightly from the mean for all
Figure 4. Analyses of the standardized residuals for the inference based on the t-distribution. Relationship between
standard deviation and the VPD including 95 % estimation uncertaity (a), (b) time series of the standardized residuals, (c)
empirical autocorrelation function, (d) standardized residuals versus the ﬁtted NEE, and (e) standardized residuals as
function of the water content in the top peat layer including the bin mean.
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estimated parameters, indicating that the posterior parameter distributions were minimally
skewed. The assumption of a normal distribution resulted in differences estimates of the parame-
ters BR, Q10, Topt, and Lmax compared to the other two distribution assumptions. More strikingly,
in the majority of cases even the 95%-IQRpar ranges do not overlap with those obtained for
either the Laplace or t-distributions. The estimated BR and Lmax obtained with the normal distri-
bution assumption were smaller, and the values of Q10, Amax and Topt were higher than those
estimated using the non-Gaussian distributions. The estimated biophysical model parameters were
similar for the Laplace and t-distributions. The uncertainty of the estimated parameters (95%-IQR-
par and CV) reveals a reduction in uncertainty when switching from the Gauss- to the Laplace-
distribution. The smallest CV values of the biophysical model parameters were obtained using the
t-distribution. All values are smaller than 5% except for parameter Topt with a relative estimation
uncertainty of approx. 8%. These results show that parameter uncertainty is reduced if the errors
are described using heavier tailed distributions, while in the case of the Gauss distribution undue
weight is given to residuals located further away from zero (Finsterle & Najita, 1998; Hollinger &
Richardson, 2005).
These ﬁndings are corroborated by the pairwise scatter plots and histograms shown in Figure 5 which visu-
alize the parameter sample drawn from the posterior pdf using the DREAM algorithm in case of the t-
distribution. Note that the parameter samples show a large distance from the bounds of the prior distribu-
tion given in Tab. 2, indicating a complete sampling of the parameter space. All correlation coefﬁcients indi-
cate a small to moderate cross-correlation between the model parameters. The parameters for the maximal
assimilation rate Amax and the maximum light use efﬁciency Lmax show a negative correlation but the value
of 20.71 is still moderate. For biophysical reasons, a correlation between Topt and Q10 must also be
expected, but the correlation coefﬁcient is only 0.64. These small values also prove that all parameters were
identiﬁable. For future studies, these indices can be used to construct informative prior distributions for a
Bayesian inference scheme.
The determined parameters in the model for heteroscedasticity in equation (10) are comparable for the
Gauss and Laplace distributions. In contrast to this, the two standard deviations r1 and r2 are much smaller
for the t-distribution. These small values are compensated by the additional dispersion of the t-distribution,
i.e. the estimated value of m was 2.3 and this results in an additional standard deviation of approximately 2.8
for the t-distribution (see section 2.4 for details).
Table 4
Estimated Parameters (Mode of the Posterior), Median Parameter Values, 2.5% and 97.5% Quantiles, and Coefﬁcient of
Variation (CV) for the NEE Model Parameters and the Three Error Models Compared in This Study
Parameter BR Q10 Amax Lmax Topt r2 r1 Dvc m
Units (mmol m22 s21) (mmol m22 s21) (8C) (mmol m22 s21) (mmol m22 s21) (kPa)
Normal Distribution
Median 2.86 1.28 20.03 0.038 8.12 2.8 15.6 0.22 na
Mode 2.93 1.31 19.38 0.043 8.02 2.8 16.4 0.22 na
2.5% 2.65 1.14 18.74 0.038 5.2 2.7 14.5 0.21 na
97.5% 3.13 1.43 20.67 0.047 9.7 2.9 18.9 0.23 na
CV 4.3% 6.0% 2.5% 5.6% 14.2% 1.6% 7.2% 1.8% na
Laplace Distribution
Median 2.31 1.74 20.8 0.034 11.6 2.6 12.9 0.16 na
Mode 2.33 1.72 20.8 0.033 11.3 2.5 12.2 0.19 na
2.5% 2.22 1.53 19.96 0.031 9.05 2.5 10.3 0.16 na
97.5% 2.44 1.81 22.05 0.036 12.14 2.7 15.8 0.20 na
CV 2.6% 4.2% 2.5% 3.2% 8.3% 2.1% 10.9% 6.6% na
Student’s t Distribution
Median 2.45 1.49 20.74 0.034 9.1 1.6 7.9 0.15 2.7
Mode 2.50 1.52 20.83 0.034 9.3 1.5 6.5 0.16 2.3
2.5% 2.32 1.42 19.99 0.032 8.5 1.4 5.2 0.13 2.1
97.5% 2.56 1.67 21.80 0.036 11.2 1.6 8.9 0.17 2.7
CV 2.4% 4.2% 2.2% 2.9% 7.8% 2.9% 11.8% 7.5% 5.5%
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Figure 6 shows the marginal posterior distributions of the biophysical model parameters for the different
likelihood models. In most cases there is only a (very) small overlap between the marginal distributions
obtained using the Gaussian likelihood and the ones compared to using the Laplace or Student’s t likeli-
hoods. The latter two have similar spread (variance) and show only slight differences in their modes. The
related statistical metrics are provided in Tab. 4.
In addition to the uniqueness of individual parameters dealt with in Figure 6, the uniqueness of the bio-
physical response functions is illustrated in Figure 7. The functions and their 95%-IQR were obtained by
propagating the sample from the posterior parameter pdf through equations (3–5). The study of the
response functions reveals that both GPP and ER will be inﬂuenced by the choice of the likelihood function
because a switch from the Gaussian to the more dispersed distributions changes all three response func-
tions shown in Figure 7, and closely reﬂect the discussion of the individual parameters above. The response
functions obtained in the case of the normal distribution differ markedly from those obtained for the
Laplace and t-distribution, in particular for ER. In agreement with Table 4, parameter uncertainty is highest
for the Gauss distribution and decreases markedly for the non-Gaussian distributions which show similar
95%-IQRpar.
3.4. Time Series of NEE and Model Adequacy
For the sake of brevity, the presentation in this section is restricted to the model calibration using the t-
distribution which was shown above to lead to the best statistical description of the error. With a small
Figure 5. Pairwise scatter plots and histograms of the parameter samples from the posterior. The results are shown
for the model based on the t-distribution and restricted to the biophysical parameters, i.e. the estimated nuisance
parameters are not shown. The values in the subplots are the correlation coefﬁcients after Pearson (r), parameter
description is given in the text. BR (mmol m22 s21) is the base rate respiration at 108C, Q10 is a parameter describ-
ing temperature sensitivity, Amax (mmol m
22 s21) is the maximum assimilation rate of CO2, Topt (8C) is the optimal
temperature at which the light use efﬁciency function equals Lmax (mmol CO2 (mmol PPFD)
21), which is the maxi-
mum light use efﬁciency.
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mean weighted error of 20.09 mmol m22 s21 (Table 3), the simulated
NEE shows a minimal mean deviation from the measured values. In
Figure 8a a selected measurement period spanning DOY 190–210
illustrates the excellent model description of the measured NEE data.
The selected time period is the one with the smallest measured water
content, which was selected for two reasons i) it shows contrasting
model performances, ii) it contains periods with minimal and maximal
prediction intervals, iii) it covers the driest periods (Figure 2) and is;
thus, diagnostic for the model performance during these meteorologi-
cal conditions. The results highlight the feasibility to use a biophysical
process model for gap ﬁlling, providing the environmental drivers are
available and adequately represented in the model. The uncertainty
intervals reﬂecting the uncertainty in the model parameters (IQRpar)
are very narrow and are almost entirely masked by the line denoting
the simulation. Only very few data points lie outside the prediction
interval (IQRpred) which represents the uncertainty to observe a single
data point. The 95%-prediction intervals have an average width of
about 10 mmol m22 s21 and the width closely follows the time series
of the Dv . One period during which IQRpred increases is highlighted in
Figure 8b (DOY 192). During the early hours, Dv is close to zero and
due to the parametrization of heteroscedasticity (equation (10) and
parameter values in Table 4), the prediction interval is wide during the
morning hours. As the daylight hours begin, Dv increases, the stan-
dard deviation of the measurement error decreases and the predic-
tion interval shrinks. Figure 8b also nicely illustrates the inﬂuence of
K# on the measured and simulated NEE data. During the late morning
hours, K# decreases due to increased cloudiness and both the meas-
urements and the simulations reﬂect this reduction in supply of
energy by a reduced GPP. This reaction of the ecosystems response to
the environmental driver K# is reﬂected in the measurements and
model and contributes to the above mentioned minimal autocorrela-
tion in the residuals. Finally, Figure 8c gives an overview of ideal measurement conditions with a sufﬁciently
high Dv (DOY 200) and shows that the observations are described very well by the model which was cali-
brated over the entire measurement period from June to October.
First we direct the reader to Figure 9, before we ﬁnish discussing the results in Figure 8 at the end of
this section. Figure 9 shows median daily time series of NEE for the individual months June to October
and the entire measurement period (bottom, right) and compares measured and calibrated ﬂuxes. The
measured and simulated ﬂuxes are very well described from Jun-Oct. Visibly; the individual months are
still within good agreement when comparing observed and modelled values, but the match is no longer
as exceptional as for the entire period. An explanation can be found through the formulation of Bayes’
theorem (equation. (6)) which states that the posterior distribution of the model parameters is condi-
tional on the observed time series of measured CO2 ﬂuxes. This means the best parameter set is the
best estimate conditional to the entire data set, and not automatically for each individual subset. How-
ever, we purposefully inverted the entire time series, since a larger environmental variability (presented
in Figure 2) and therefore more information is contained in the entire data set, leading to more robust
modelling. Clearly, this result shows that for the data set of this peatland and season, which contained a
large variability of environmental drivers, monthly estimates of model parameters are not required. Since
the monthly subsets are still predicted very well (Figure 9) this is an indication on the robustness of the
process model, too. Eco-physiologically, this means that the Odersprungmoor, as an ecosystem, assimi-
lates and releases carbon which can be modelled without additionally accounting for growth and senes-
cence terms as is common in e.g., agro-ecosystems (as indicated in section 3.2). As the ecosystem is not
changing its internal features despite the historically extreme dry periods, the model parameters can be
treated as constant in time.
Figure 6. Marginal posterior distributions of the estimated biophysical
model parameters for three different statistical models of the error distribu-
tion. Parameter description is given in the text. BR (mmol m22 s21) is the
base rate respiration at 108C, Q10 is a parameter describing temperature
sensitivity, Amax (mmol m
22 s21) is the maximum assimilation rate of CO2,
Topt (8C) is the optimal temperature at which the light use efﬁciency func-
tion equals Lmax (mmol CO2 (mmol PPFD)
21), which is the maximum light
use efﬁciency.
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The only time period in which a slightly more pronounced mismatch is observable can be found between 7
and 12 am in September. In this period, GPP might be underestimated due to a misrepresentation of the Ta-
dependent variation of LUE in the transition season of the vegetation. Additionally, the night time respira-
tion in July and August is very slightly underestimated.
In the light of the above mentioned results, we wish to focus on some more subtle details of Figure 8. First
for the daytime CO2 ﬂuxes. For a number of days peak CO2 uptake was systematically underestimated (DOY
194–196, 208, 2010); however, for others it was over-estimated (DOY 202–204), and during a number of
days the modelled match the observed very well (DOY 190, 192–193, 201, 205–207-208), the median
Figure 7. Estimated biophysical response functions and their 95%-IQR for the three different statistical models: a) ecosys-
tem respiration, b) gross primary productivity using the estimated (mode of posterior) Lmax, and c) the light use efﬁciency
function. Ts (8C) is the soil temperature, QPPFD (mmol m
22 s21) is the photosynthetically active photon ﬂux density, and
Lmax (mmol CO2 (mmol PPFD)
21) which is the maximum light use efﬁciency.
Figure 8. Selected time series of NEE showing measurements, simulations and the 95%-IQR of the model (IQRpar) and
individual measurements (IQRpred). The IQRpar are so narrow that the red lines are not visible. The bottom plots are close-
ups highlighting the inﬂuence of incoming shortwave radiation (K#) on NEE and the inﬂuence of the VPD on the error
standard deviation and thus the width of the prediction interval IQRpred.
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daytime ﬂuxes; however, are matched perfectly (Figure 9). For the night-time values, the systematic mis-
match appears a little larger, and is also reﬂected in Figure 9. Since the values for other months are well
described during night times (June, September, October), we, as mentioned before, have no explanation for
this small difference.
3.5. Net Ecosystem Exchange at the Odersprungmoor
The Odersprungmoor is a mountainous peatland with a small fetch. As a consequence, there are constraints
for applying the EC technique and data gaps are both wide and large in number. This makes it difﬁcult to
ﬁll the gaps by simple approaches like look-up table methods or mean diurnal variation (Moffat et al., 2007).
The well-calibrated biophysical model provides an alternative approach for gap-ﬁlling and enables the cal-
culation of the cumulative net ecosystem ﬂux, NEEcum (g C m
22). The NEEcum were 2201, 2219, and 2208 g
C m22 for the normal, Laplace and t-distribution, respectively, and the associated widths of the 95%-IQR are
40, 25, and 23 g C m22 (Table 5). In comparison to the model calibration using the normal distribution, the
application of the Laplace distribution leads to an increase in carbon uptake of almost 10%. This predicted
increase is reduced when switching to the best model, the t-distribution. Although the increase in carbon
uptake persists, it amounts to 5% compared to the assumption of Gaussian error. In agreement with the
decrease in parameter uncertainty for the Laplace- and t-distributions, the 95%-IQR of the carbon ﬂux
decreases markedly when assuming the Laplace- and t-distributions. Overall, accounting for the heavy-tails
of the error distribution reduced the width of the uncertainty intervals by a factor of two.
Figure 9. Median daily time series of the measured and simulated NEE for the individual months and the entire measure-
ment period.
Table 5
Comparison of Cumulative NEE (NEEcum) and the Respective 95%2IQR for the Three Different Statistical Models
NEEcum 95% CI NEEcum 95% CI NEEcum 95% CI
(g C m22)
Normal distribution Laplace distribution Student’s t distribution
Jun 262.8 [265.6;259] 262.7 [265;260.6] 261.5 [263.6;259.5]
July 281.1 [284.8;275.8] 279.5 [282.8;276.5] 278.9 [281.7;275.7]
Aug 259.7 [263.4;254.7] 260.8 [263.6;258.1] 259.0 [261.8;256.4]
Sept 215.3 [217.9;210.3] 220.1 [222;217.9] 217.0 [219.5;215.7]
Oct 12.5 [8.9;18.1] 3.59 [1.93;5.75] 7.6 [4.87;8.8]
Jun-Oct 2201 [2182;2222] 2219 [2206;2231] 2208 [198;2221]
Width of 95%-IQR
Jun-Oct
40 25 23
Note. Simulations before 7 June are not available.
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The highest monthly uptake was determined for July (78.9 g C m22) and the lowest in October (7.6 g C
m22). The comparison of the different error models underlines the variation of the model output and how
it inﬂuences monthly modelled NEEcum. In comparison to other micrometeorological studies in peat bogs,
the Odersprungmoor assimilated more CO2 per area than a Swedish eccentric bog (226.9 g C m
22 in June
2006; Lund et al., 2007) or an Irish Atlantic blanket bog (approx. 238 g C m22 in July 2004; Sottocornola &
Kiely, 2010). The strong deviation from these bogs could be a result of more favorable climate conditions
for plant growth at the Odersprungmoor.
4. Summary and Conclusions
The quantiﬁcation of the NEE of an ombrotrophic bog in a mountainous setting using the EC method and
calibration of a common biophysical model, requires assumptions with respect to the statistical distribution
of the residuals, i.e. the differences between measured and simulated half-hourly CO2 ﬂuxes. Different
assumptions on the statistical distribution function for the residuals may have far-reaching consequences
for the estimated parameters and their uncertainties, but also for the resulting cumulative ﬂux calculations.
It has long been noted that classic weighted-least-squares estimation is negatively affected by outliers, i.e.
by residuals which are located relatively far away from zero. The Laplace distribution has been discussed as
an alternative to least-squares estimation and its inﬂuence on statistical inference had been assessed in for-
est meteorology (Hollinger & Richardson, 2005).
In our study, we compared calculations assuming Gaussian, Laplace and t-distributed residuals. We found
that the observed residuals were most accurately described by the Student’s t distribution followed by the
Laplace distribution. The normal distribution, which is still most frequently applied in model calibration and
uncertainty analysis, performed worst in terms of the maximum posterior likelihood and the DIC. Obviously,
the ability of the Laplace and t-distributions to model heavier tails of the error distribution led to a better
statistical description of the data.
The estimated parameters and the response functions of the biophysical model differed between the three
error assumptions. While the difference between the normal distribution and the other two distributions
was quite large, the difference between the Laplace and t-distribution was relatively small. A similar conclu-
sion can be drawn for the uncertainty of the estimated parameters and response functions: the uncertain-
ties were highest for the model calibration assuming Gaussian distributed errors, and the uncertainties
were reduced when assuming the Laplace and t-distribution by up to 50%, (Table 4). We conclude that the
possibility to describe heavier tails of the error distribution reduces estimation uncertainty because it pre-
vents that undue weight is assigned to residuals far away from zero.
The biophysical model was used to ﬁll data gaps and to calculate cumulative C ﬂuxes between the land sur-
face and the atmosphere. For the Odersprungmoor, a C accumulation of 2201 g C m22 (1/2 10%) from
DOY 158 to DOY 303 was simulated with the calibrated Gaussian model. With the assumption of
t-distributed errors, this cumulative ﬂux was 2208 g C m22 (1/2 5%). The smaller uncertainties of the esti-
mated parameters obtained for the t-distribution propagated into smaller uncertainties of the model-
predicted carbon ﬂuxes. Use of the Laplace error model even led to a 10% higher uptake of 2219 g C m22
(1/2 6%). The reduced uncertainties of the estimated parameters obtained for the t-distribution propa-
gated into smaller uncertainties of the model-predicted carbon ﬂuxes. These results illustrate the inﬂuence
of distributional assumptions on gap-ﬁlled cumulative carbon uptake, a highly-relevant issue which requires
further investigation.
In addition to an improved statistical model of the error, we introduced an innovative method to parame-
trize heteroscedasticity into the EC modeling community. For open-path EC systems, heteroscedasticity is
caused by the limited precision of the IRGA under conditions of high air humidity. As shown by the analysis
of the standardized residuals, this model described heteroscedasticity very well. An important result thereof
is that prediction uncertainty can be adequately quantiﬁed and that its magnitude varies with varying Dv .
We emphasize that the parameters describing heteroscedasticity were included in the estimation as nui-
sance parameters and have not been speciﬁed based on expert knowledge or empirical methods. Summing
up, the methodology derived in this study marks an important step towards a better statistical description
of EC data with marked effects on calibrated parameters and gap-ﬁlled, cumulative NEE.
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Future studies should focus on the following issues. Firstly, for a ﬁnal evaluation of carbon uptake, an exten-
sive monitoring campaign which integrates carbon ﬂux measurements within the soil-plant-atmosphere
continuum and aqueous output as possible C pathways has to be implemented for at least a complete year.
This would help to assess whether the relatively simple NEE model is able to describe ﬂuxes during spring
when a complex interplay of environmental factors result in plants starting to be photosynthetically active
and during late autumn when vegetation undergoes seasonal senescence. Secondly, as the model was cali-
brated for one growing season only, it is not possible to extrapolate the ecosystems behavior beyond the
observed hydrological and meteorological conditions. Additional seasons worth of measurements from this
and other similar peatland sites, can lead to a more rigorous validation of the biophysical model parameteri-
zation. Conditions different from this, e.g. during the winter season and under future climate change,
require long-term monitoring campaigns. Thirdly, as the EC method can hardly be applied during rain
events using open path analyzers, the advective expulsion of CO2 caused by quick inﬁltration and fast
groundwater rise cannot be captured. Currently, such processes which are only active for limited time peri-
ods, are not included in the model formulation. Clearly, such unaccounted processes require further experi-
mental and modeling efforts in the future.
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