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Abstract 
We present a polynomial time algorithm which generates families of filiform Lie al- 
gebras of dimension n. By this recursive algorithm, we obtain parametrizations of the 
affine algebraic sets of filiform Lie algebras of dimensions 11 and 12. 0 1998 Elsevier 
Science Inc. All rights reserved. 
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1. Introduction 
Obtaining complete lists of Lie algebras is a Problem whose complexity is 
greater and greater depending on the increase of the dimension of the algebra. 
The classification of nilpotent Lie algebras is actually an open Problem, which 
has been treated by several authors. Dixmier [l] and Vergne [2] obtained the 
lists of these algebras for dimensions tz < 5 and n = 6. respectively. Also An- 
cochea and Goze [3], and Romdhani [4] in another way obtained the classifica- 
tion for dimension n = 7. As it is known, the filiform Lie algebras, defined by 
Vergne [2], are a subset of nilpotent Lie algebras. Ancochea and Goze [5] ob- 
tained the classification of these filiform Lie algebras for dimension n = 8. 
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Later, Echarte and Gomez [6] and Boza et al. [7] obtained the classification of 
filiform Lie algebras in the cases of dimensions n = 9 and n = 10, respectively. 
At present, the main Problem which is now considered is the search of new 
results, rather than the classification itself, such as the attainment of new in- 
variants of these algebras or the description of the algebraic sets of laws of fil- 
iform Lie algebras and of their irreducible components, although, of course, it 
requires hard and complicated calculations, which are impossible without the 
use of a Computer. 
Ancochea et al. [8], proved that the set of laws of nilpotent Lie algebras of di- 
mension 8, Ns, is the Union of 8 irreducible components. They determined them 
explicitly, by using the Computer and some algorithms of symbolic computation. 
To obtain an initial handled set of polynomials which determine the variety 
subject of study seems to be an obliged first step in any subsequent study on 
that variety. So, as in [8], the main goal of this Paper is to develop algorithms 
of symbolic computation, which allow to obtain that initial set of polynomials 
which describes the laws of a certain class of nilpotent Lie algebras. We also 
present the results obtained from the implementation of these algorithms for 
some dimensions of those algebras. 
In Section 2 we introduce the notations and some results which help to 
choose a specific basis of the filiform Lie algebras. 
In Section 3, we present an algorithm designed to be implemented with a 
symbolic language, which allows the generation of families of laws of filiform 
Lie algebras of any dimension. 
In Section 4 we apply this algorithm to obtain the parametrizations of the 
sets of laws of filiform Lie algebras of dimensions 11 and 12, by using the 
Mutemathica package [9] and the theory of Gröbner bases [lO]. 
2. Notations and previous results 
2.1. Algebraic sets 
We denote by C[X] the ring of polynomials in IZ variables x = (x, , . , x,) over 
@. Let + be a total ordering on IV’ such that 1 i a and 
a+p*a+y+p+y 
for all c(, fl, y E N”. All the following definitions will be considered with respect 
to this Order. For each 
the leading monomial of f, denoted by LM(f), is the maximal CI such that 
fx # 0. Obviously, LMCf . g) = LM(J) + LM(g). For each ideal Z of @[XI, we 
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denote by LM(I) the set {LMCf):f‘ E Z}. Note that LM(Z) = LM(I) t Pd”. A 
set of generators {.jJ, . >fm} for an ideal I is called a Gröhnrr hasis for 1 if 
LM(I) = ü(LMif;) + kJ”). 
I=I 
The main result related to this theory is the following: All the idea/.c of’@[s] 
havr u Gröhner husis, izhich tun he computed hy u suituhie ulgorithn? sturfing 
ut u srt oj’generators. Let Z be an ideal of @[XI and let {,f;. . .,f;,l} a Gröbnei 
basis of Z. Then, for all f E @[XI. it is verified ,f‘ E f if and only il‘ 
LMCf) E U:i,(LMCf;) + N”). F or a general overviews of the theory 01 
Gröbner bases the reader tan consult [IO]. 
Let Z be an ideal of @[XI. We denote by Y ‘(Z) the algebraic set defined by 
Y ‘(1) = {Q E @“:J‘(a) = 0, f or all ,f’ E I}. We consider the Zuriski topolog~~ 
on the affine space UZ’, which is the one whose closed sets are I ‘(1). where 1 
is an ideal. If X is a topological space, the dimensior~ of X is defined to be 
the supremum of all integers n such that there exists a chain 
z,, c z, c c z,, 
of distinct irreducible closed subsets of X. The dinzrnsion of an affine variety is 
its dimension as a topological space. In a ring A, the llright of a Prime ideal 1 is 
the supremum of all integers n such that there exists a chain 
Io c I, c . c In = I 
of distinct Prime ideals. The Krull dimension of A is the supremum of the 
heights of all Prime ideals. The dimension of an affine algebraic set is equal 
to the dimension of its affine coordinate ring. 
2.2. FillfOrrn Lie ulgehuus 
A Lie ulgrbru (g, p) over a,field K is a vector space g over K with a bilinear 
mapping p : g x g --) g, called 1~1~ oj’the Lie ulgehru or hruckct product, verifying 
the two following properties: p(x.x) = 0 and /c(x, ,u(v.z)) + /l(y, /i(z.‘c))+ 
P(Z P(X._V)) = 0 f or all the elements x,y,z of g (this last condition is 
called the Jucohi identity). In the classical notation of Lie algebras it is 
denoted 
The dimension of the Lie algebra is the dimension of the vector space g. All the 
Lie algebras which appear in this Paper will be considered over the complex 
numbers c and having a finite dimension n. 
We denote by &?‘(P) the vector space of the bilinear mappings of @” x @” 
in @“. Fixing a basis {e],el.. . ,e,} of @“, we tan determine an element 
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a E B’(C) for its structure constants, that is, for the set of complex constants 
{cb}, defined by ( x e,, ej) = CE=, ciek. In this way, 3?‘(F) tan be considered as 
an affine space. So, a Lie algebra g tan be identified with its law. Therefore a 
Lie algebra tan be also considered as an element of the set Z#‘(Q?‘). Then, the 
set Y,, of laws of Lie algebras in UZ” is an affine algebraic subset of %‘2(UZ’), de- 
fined by the polynomials expressions: 
1. c; = -& 
2. c;=, cfic;j + +;j + C&J[ = 0. 
The lower central series of a Lie algebra g is defined as following: C”g = g, 
Cg = p(g, C”g). If Ckg = {0}, for some k, the Lie algebra is said to be nilpo- 
tent. The Lie algebra g isjZiJOrm if dimc Cg = n - i - 1 for 1 < i < n - 1. Since 
nilpotent Lie algebras verify the relation dimo C’g < n - 2, then, in each dimen- 
sion, the lower central series length is maximal for the filiform Lie algebras. 
Let g = (UZ”, PL) be a Lie algebra of dimension n. We denote by adx the ad- 
joint mapping associated to x, that is, the mapping v H p(x;v). The Center of 
the algebra is ten g = {x E g: p(x,v) = 0 ‘v’y E g}. 
It is very convenient to choose the basis .3 = {el , e2,. . . . e,} of the filiform 
Lie algebra g in a certain way to obtain the greatest number of brackets 
p(ei,e,) equal Zero. To do this, we choose the vector el between the vectors 
of the set g \ C’g and the remainder elements according to the following struc- 
ture theorem. 
Theorem 1. Let g be a$liJOrm Lie algebra qf dimension n. There exists a basis 
g={e,,ez,...,e,}ofg,withel Eg\C’g,suchthat. 
1. p(ei,ei) = e,+i: 2<i<n - 1; 
2. ten g = (e,); 
3. p(e,,e,-1) = 0, 2<i<n-2. 
A such basis is called an adapted basis. 
Proof. It suffices to consider a suitable base Change in [ll], pp. 59-64. 0 
If .%? is an adapted basis of g, then the matrix of ade, with respect to g has a 
Jordan block of Order n - 1. Besides, C’g is the vector space generated by 
{ei+2, ei+3, . . , e,}, 1 < i < n - 2. So, we have C”-‘g = (0). 
The properties of the C’g let us obtain more null brackets when we consider 
an adapted basis. Thus the next proposition follows from ,u(C’g, Cjg) c 
c’+j+l 
g. 
Proposition 2. Let 99 be an adapted basis of g. Then. 
1. ~(ei,ej)=C~=,+,~,cr,e,, 5<i+j<n+l; 
2. /L(ei,ej) =O, n+26i+j. 
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3. Generating laws of filiform Lie algebras 
5 
The main goal in the generation of filiform Lie algebras consists on getting a 
recursive expression for the brackets of the elements of an adapted basis. 
To each x t Cig we will associate a vector which is a function of the adapted 
basis of g, in the following definition. 
Definition 3. If -8 is an adapted basis of g and x E C’g. 1 <,j < II - 1. with 
x = c;_, 2 s’e,, we cal1 the deswnt ofx to the vector 
Des s = 
c:i=, _$e,+ I if x # 0, 
0 if .r = 0. 
It is easy to verify that Des(crx -t fiy) = s( Desx + /I Desi for all .r.j’ E C’g 
and x, fl E @, i.e., the map s - Dess is a linear map. Also observe that if 
‘c = ade, (~9) with x E C-‘g and ~j E Cl-‘g, then J’ is a linear combination 01 
Des-u and the vector e, as it is shown in the following lemma. 
Proof. Let us assume x = CFzj+7x’ej and v E C /-‘g verifying ki(ei ,-a) = .Y. IJ’ 
.V = ~:~=i+, J.‘e;, we obtain from Theorem 1 that /l(ei .j,) = C~Yj+2-+ ‘e,. Thus. 
J .’ ’ = xi. ,j + 3 < i < n, and y = Dess + .$‘e,, is obtained. 0 
Now, we already tan write the brackets ;l(e,, e,) by using a recursive relation. 
Actually. to do this. we apply the Jacobi identity to the vectors el. e,. q. 
Proof. From the Jacobi identity related to ei ~ e, and e,. we have. for each pair 01 
integers i, ,j. that 
,I(el,,I(e,.e,)) = /“(ei+l.ei) +/l(e,.e,_l). 
New we tan apply Lemma 4 to the vectors ~3 = p(e,.e,) E c”g and 
.Y = /i(e), I. e,) + ,U(e,. e,+l) E C3g. El 
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By using the results of this and the previous section, we tan give an algo- 
rithm which generates the family of laws of filiform Lie algebra of dimension 
n. Some of the equations obtained in the generated family could allow another 
more simple form and hence some of the Parameters could be eliminated. 
Then, the Output from the algorithm is only a starting Point for an additional 
work of simplification. 
Theorem 6. There exists a polynomially bounded algorithm which generates the 
set of luws of$lifOrm Lie algebra, for euch dimension n. 
Proof. The algorithm is the following: 
ALFIL 
Input 
The integer n (n > 5). 
output 
The set 9n of p: C” x C” + @” satisfying: 
??p is a anti-symmetric bilinear form. 
0 p(ei , ei) = ei+i for 2 < i < n - 1, 
P(ei, en) =Ofor l<i<n, 
p(ei,e,P])=Ofor2<i<n-2, 
PL(ei, ej) =Ofori+j>n+2, 
where {ei, . . . , e,} is the canonical basis in C”. 
??P(X, P(Y,z)) + P(Y,P(z,x)) + P(Z,IL(X,Y)) = 0 for all X,Y,Z E c” 
(Jacobi identities). 
Method 
Step 1: Define an anti-symmetric bilinear mapping ,u, 
p(ei, ej) = ec$ek, 
k=l 
where ct are Parameters, with ci = 0 and cb = -c$ for all k, i, j. 
Step 2: Define cf; = 0 for all k and for 2 6 i 6 n - 1, except ci:’ = 1. 
Step 3: Define c;~ = 0 for all k and for 1 < i < n - 1. 
Step 4: Define ~ff~_~ = 0 for all k and for all 2 < i < n - 2. 
Step5:Defineclj=Oforallkandfor4~i<j6n-2,withi+j3n+2. 
Step 6: For j = n - 2 to j = 2 do. 
Fori=min{n-j-l,j+l}toi=2do. 
Define ct = Coefficient of ek in 
Dcs(p(e;+l, ej)) + Des(l*(e,, ej+l)) + c& 
for lfk<n-1. 
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Step 7: By using the Jacobi identities, obtain the conditions which the param- 
eters have to verify to p be a Lie algebra. 
Step 8: Give the law and the polynomial relations of the Parameters. 
Note that by using the descent in Step 6 we reduce the number of parame- 
ters. Thus, the number of polynomial equations obtained in Step 7 decreases in 
a remarkable way. It allows to deal with the variety in a easier way. 0 
4. The laws of filiform Lie algebras of dimensions 11 and 12 
In this section we consider the set of laws of filiform Lie algebras of dimen- 
sions 11 and 12. On a sake of simplicity, the constants c;, will be replaced by c,,. 
By using an implementation of ALFIL in the Mathematica package, we tan 
use the output furnished in the cases n = 11 and n = 12 to obtain the paramet- 
rizations which appear in the following theorems: 
Theorem 7. The set offiliform Lie algebra 1~~~s wer C” tan he purametrized (up 
to isomorphism) by the Points of un @ne ulgebraic set .Pll c Cl6 qf’ Krull 
dimension 12. Furthermore, [f g = (C” ~ p) is u jiliform Lie ulgebra, then there 
exists u basis .Af = {el, e2,. . : er,} ofg suclt tlrut: 
1. P(ei.e,) = e,+i, 2<i< 10, 
2. P(e,. es) = c2,9elI, 
3. p(ei.eR) = cj.gell, 
4. Ll(e3e8) = (c2.9 + c3.8& + c2,val, 
5. Ae4, e7) = c4,7ell, 
6. de3. e7) = (c3.8 + c4.7)e10 + c3,7eil, 
7. P(el. e7) = (c2.9 + 2c3.x + c4,7)e9 + (~2.8 + ci,7)el0 + c2.7ell, 
8. ,de5*e6) = c5.6ellT 
9. ,de4.e6) = (C4.7 f C5.6)elO fc4&elI, 
l". ,de3. eh) = (C3.8 + 2c4,7 + c5,6)e9 + (C3.7 + C4.b)eIo f c3,6ell, 
ll. de?.e6) = (c2.9 + 3c3.8 + 3c4.7 + c5,6)e8 + (c2.8 + 2c3.7 + c46)e9 + 
(C2.7 + c3.6)elO f c2.6el1, 
12. de4,e5) = (C4.7 + c5,6)e9 + c4.6eIO fc4,5ell? 
13. P(e3,ej) = (C3.8 + 3 c4.7 + 2c5.6)e8 + (c3.7 + 2C4.6)e9 + (C3.6 + c4.5)m + cXSel1, 
14. P(ez,ej) = (C2.9 + 4C3.8 + 6~4.7 + 3c5,6)e7 f (C2.8 + 3c3.7 + 3c4.6)eg + 
(Cl.7 + 20 6-t c4,5)e9 + (C2.6 + C3.5 )ei0 + c2 je] 1, 
15. Ae3.e4) = (CH + 3c4.7 + 2c5,6)e7 + (~3.7 + 2c4,6)e8 + (~3.6 + c4,5)e9 + 
c3.5e10 + c3.4e11, 
16. p(e:.e4) = (~2.9 + .5c3.* + 9 c4.7 f 5c5.6k6 + (c2.8 + 4c3.7 f 5c4,6)e7 + 
((.2.7 + 3c3.6 f 2c4,5)e8 + (c2.6 f 2c3,5)e9 + (c2.5 f c3.4)eIO + c?.4ell. 
17. del-e3) = (c2.9 f 5c3.8 + 9c4,7 f h,h)e5 + (c2.8 + ha.7 + 5C4.6)eh + 
(cz,7 f 3c3.6 f 2c4,5)e7 f (c2.6 + h5)eS + (c2.5 + c34)e9 + c2,4eIO + C7.?elI. 
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where the rest of the brackets are null and the clj E C veriJy the following four 
equations: Pi = 0, 1 < i 6 4, w,ith 
PI : -4C3.7' - 8C3.hC3.8 + 2C2,9C4,~ + 3c3.8c4.5 f 3C2.8C4.6 - C3.7C4 6 + 5C4,6' 
fJC2.7C4.7 - 6c3.6~4,7+ 11C4,5C4,7 + 2C2.7G.6 - 5C3,6C5.6 + 5C4.5c5.6, 
p2 : -7C3.7C3.8 + b$4,6 - 3%$4.6+ 3CxG4.7 - 6q,c4.7+ 3C2.8C5.6 
+C3,7C5.6 +5c4.6c5.6, 
91 1 -3C3.8' + 2c2.9c4.7 - 3C3~C4.7~ 6~3.8~5.6 -gc4,7c5,6- 5C5.62, 
p4 1 -4c3.8c4.7 - 6~4.7’ + 2c2.9 C5.6+ 5c3.8cS.6+ 6C4,7cs.6 + 5%‘. 
Proof. The output of the algorithm ALFIL in the case II = 11 are the following 
expressions: 
The Law of the algebra 
1. P(el.e2) = e3, 
2. P(el,e3) = e4, 
3. p(el ,e4) = e5, 
4. del,e5) = e6, 
5. p(el >e6) = e7, 
6. de1,e-i) = ex, 
7. P(ei ;e8) = e9, 
8. P(el: e9) = em 
9. 4el:elo) = ~II. 
10. p(e3! e9) = c3,9ell, 
11. P(e2. e9) = c3.9el0 + c2.9el I , 
12. P(e4, e8) = c4,8ell, 
13. de3,e8) = (c3.9 + c4.8)elO + c3,8ell> 
14. P(e2, e8) = (2c3.9 + c4,8)e9 + (~2.9 + w)elO + %ell, 
15. P(e5,e7) = c5,7ell, 
16. de4,e7) = (~4.8 + c5,7)elo + c4,7ell, 
17. P(e3, e7) = (c3.9 + 2c4.8 + G7)e9 + (~3.8 + c4,7)elO + c3.7el1, 
18. de2,e7) = (3c3.9 f 3c4,X + c5.7)e8 + (c2.9 f 2c3.8 + c4,7)e9 f 
(c2.8 + c3.7)elo + c2,7ell, 
19. v(e5, e6) = c5.7elO + c5.6elli 
20. p(e4, e6) = ( c4.8 + k,7)e9 + (c4.7 + c5.6)elO + c4.6ell, 
21. de3, e6) = (c3.9 + 3c4,8 + h7)eX + (C3.8 + 2C4.7 + c5,6)e9 f 
(c3,7 + c4.6)elO + c3,6ell, 
22. v(e2:e6) = (4c3.9 + 6c4,8 + 4c5,7)e7 + (~2.9 + 3~3.8 + 3~4.~ + c5,6)e8 + 
(C2,8 + h.7+ C4,6) e9 + (c2,7 + c3.6)em + c2,6ell, 
23. P(e4?e5) = ( c4,8 + 2c5,7)e8 + (c4.7 f c5,6)e9 + c4,6elO + c4Sell, 
24’ !de3, e5) = (% + dc4,8 + %7)e7 + (c3.8 + 3c4,7 + 2c5,6)e8 + 
(c3,7 + 2c4.6k9 + (c3,6+ c4,5)e10 + c3Sell , 
J, : 
.JI : 
J?: 
.J4 : 
Js: 
Jh: 
h: 
Jh: 
Jtl: 
JI,,: 
JI I : 
J,?: 
J,?: 
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J14: -2c:, - 16c3.9c4.8 - 32c:,, - 2oc3,9c5.7 - goc4,8c5,7 - 5oc: 7, 
J15: -2c;‘, - 13c3.9c4.8 - 23~4,~ - 14c3,9c5.7 - 53c4.$5,7 - 32c;.,, 
Jl6: -3c3.9c4.s - 9c:., - 6c3,9c5.7 - 2Tc4.$5,7 - lgc:,,, 
J17: -3~3.9~4.~ - 6c:., - 8c3,9c5.7 - 24c4&5,7 - lgc:,,, 
JIS: -2c;, - lOc3,9c4,* - 17c4 8 - 
1 
6~329~5.7 - 29c4.$5,7 - 14c:,,, 
J19: -3c3.9c4.s - 3c:,, - 6~3.9~5.7 - 15c4,sc5,7 - 14~: 7, 
J20: -4C3.9C5.7 - 6C4.8C5,7 - 4CZ.7. 
The resulting family is the new starting Point to express a parametrization of 
the affine algebraic set of the filiform Lie algebras of dimension 11. We denote 
a=[x] = c[C2.3, C2.4, C2.5, C2.6, C2.7, C2.8, C2,9, C3.4, C3,5, C3.6, C3,7, C3.8: C3.9, C4.51 C4.6, C4,7r 
c~.~, C5.6, C5,7]. Let 1 be the ideal of @[XI generated by the Set of pOlynOmidS 
{Ji: 1 < i < 20). A Gröbner basis of the ideal Y of @[XI generated by 
{Ji: 15 < i < 20) is given by the set of polynomials GB,: 1 < i < 6}, where 
GB,: CZ.7, 
GB2: s.,C:,,, 
GB3: 3C:,, - (-6~4.8 - &,7)C5.7> 
GB4: 2C3,9C5,7 - (-3C4.8 - &.7)C5.7, 
GB5: C3.9C4.8 + 2C:,,, 
GB6: 3& - C5,7(2k4.8 + 35C5.7). 
From these polynomials we deduce that c3,9 = 0, c4,8 = 0 and c5,7 = 0 in the 
affine algebraic set defined by Z. So, the set of laws of filiform Lie algebras of 
dimension 11 is the affine algebraic set Fl,, determined in Cl6 by the image of 
J? in the quotient ring C[x]/( c~,~, C4.8, c~,~), to which we continue denoting by 
fi. A minimal System of generators of fl is given by PI, P2, P3 and P4. 0 
In a similar way we deal with the next dimension and we obtain the follow- 
ing theorem in which we describe the family of filiform laws of the next dimen- 
sion. The proof of this result is similar to the previous case, although the 
dimension 12 requires harder computations, naturally. 
Theorem 8. The set of$liform Lie algebra luws over Cl2 tan be purumetrized (up 
to isomorphism) by the Points of un affine ulgebruic set 9-12 c C21 of Krull 
dimension 13. Ij’g = (C”,p) is u_fily 1 orm Lie algebru, then there exists u busis 
g = {el, e2, , e12} of g such that: 
1. p(el,ei) = ei+l. 2<i< 11 
2. p(e3,elO) = -c6.7e12t 
3. p(e2,elO) = -c6,7ell + cZ,IOel2~ 
4. p(e41e9) = c6.7el2, 
5. de3,e9) = c3.9e12, 
6. de2, e9) = -%7elO + (~2.10 + C3.9)ell + C2.9e12, 
7. p(e5.e8 = -c6.7e12, 
8. p e4>ex 
9. /l e3> ex = (c3.9 + C4.8)ell + c3.8eU. i 
= c4.xe12, 
10. p(el.eg i = -c6.7e9 + (c2.10 + 2C3.9 + C4,x)Qo + (~2.9 + (.3,x)el, + ~2,~e~~. 
11. p(e6. e7) = C6.7el2, 
12. p(Ej. 07) = Cj.7e12, 
13. P( e4. e7) = C4.8 + c5.7)el 1 + c4.7el2. 
14. I’(ei. e7) = C3.9 + 2C4.8 i- c5,7)e10 + (~~3.~ + c4.7)ejl t ~3.~q2, i 
15. P(Q. e7) = -c6,7e8 + (C2.10 + 3Ci 9 t 3C4.8+ L’j 7)Q -t (C- 9 + 3ci.8~t c4,-)elo + 
(0 4+ C3,7)el I + c2.7el2, 
16. il(e5. e6) = c5.7ell + c5.6el2, 
17. /I(el. e6) = (cb.8 + 2c5.7)em + (CA, + ~-~.~)e~, + chf,ell. 
18. P(e3. eh) = (C3.9 + 3~4.8 + 3cj,7)e9 + (ckx + 2~4.7 + c,j,h)el,, + (c~, + cJh)elI 
+ cx.hel-, 
19. p(e:.e6) = - cf, Te7 + (QIO + 4cw + 6~4.8 + 4C5.7)ex + (~2.9 + 3~3 h + 3cJ : + 
c5.6)e9 + (c2.x f 2c3.7 $_ c4 6)elo -t ((‘2 7 + c3.6)el I + C:,#l:. 
20. Aa. e5) = (c4.8 + 2c5,7)e9 + (CJ 7 + ~5 6)ejO + c4.6eI 1 + C1 5el2. 
21. P(e3. e5) = (c3.9 + 4Cd.l: + 5c5.7)0 + (c3.x + 3c4.j + 2r5,6)e9 + (C3.j + 7~46)r,,, 
+ (C3.6 + c4.5)Q I + c3.5e12. 
22. He2. Pi) = -C6,7e6 + (c2.10 + 5~3.9 + 10c4.8 + 9~~ 7)e; + (cz.‘, + 4~.!,~ + 6cJ7 i- 
3Cih)eX + (c2.8 + 3c3.7 f 3c4.6)eO + ((-7.7 + 20 6 + C4.5)elcl + (C2.6 $ C: i)e{, + 
23. ~~~~[~~) = (~3.9 + 4c4.x + 5cj,7)~~7 + (C3.x + 3C3,7+ 3ci 6)Q + (C3.,? + 2C4 h)P’) 
+(CJ 6 + c4.5)em + c3.5ell + c3.4~~12, 
24. ,u(e?,el) = - ch.7ej + (Q.~o + 6~1.9 + 14~4.8 + 14ci7)eh + (~9 + 5~3 x + 
9c1.7 + 5c5.6)e7 + (c2.8 + 4c3.7 + h6)ex + (c2.7 + 3C3 6 + kj,5)e9 i- 
(C2.6 + 2C3,5)elo + ( C2.5 + C3.4)el i + C2,4m, 
25. P(Q. cd3) = -C6,7e4 + (C~JO + 6~ + 14~ + 14~~ 7)ej + (c?.~ + 5~ f 9C4 7 
+ h.h)eh + (c2.8 + 4c3.7 + 5c4,6)e7 t (C2.7 + 3C3.h + 2C4,j)eg + (C26 + h,<)eq 
+ (C2.j + 3.4)em + c2.4el I + c2,3el2, 
Pl 
0 
9 
p4 
p5 
-4“3$ - 8c3.,c3.9 + 2CZ.lOc4.6 - 3cy~C4.6 + 3C2.9c4.7- 6C3.w 7 
f4C2.gC4.8 - l0C3.7~4.8 + 3c2.9(‘j.h + 2c3.8Cj h +9C4.7Cj.h + 5C5.6‘ + 6~.2.8cj 7 
-5C3.7Cj.7 + 5c4.6c5.7, 
-7QsC3.9 + 2c,.~F4,7 -8c3.9C4.7 + 3C2 9C4.x - 10C3.8c4.8 
- 16c4.7c4.8 + 2cZ,lOcj.6 - c3.9ci 6 -3c4 XCj.6 + 6C2.9C5.7 + C3.xCs.7 i- 5C5.K’.~, 
-3~3.92 + 2~2.10~4.8 - 1 1~3.9~4.~ - 16C4.8~ + 4~2.10~5.; -4~3.gC5.7 
-2?~~.~cj 7 - 9~j,~z, 
-4c3.9C4.8 - lOC4.@ + 2C?.IOCi.7 + 3c3.9c5.7 -5c4.xci.7 + 5cj.7: 1 
-9c3,7c3 8 - 9c3.6c3.9 + ~C~.IOCJ.S + 4c3.9C4.i + 3“?.~(.4.6 + 4c2.8C4.7 
-5~3.7~4.7 + 14~4.~4.7 + 5c:.7<.4.~ - 1 ~CJ,C~ x + 16~~,sc4,s + 2cz,x<q5,h 
-5cj,7c5 6 +5c.$,gc5.6 + L’2 7c5.7 - 14c3.6cj.7 f14c4.5(‘5,7 + 2c7 hCh.7 + 5<‘?,5ch 7. 
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P6 : -5~9~4.7 - 4c3.sc4.a -16~4.7~4.~ + 2cz.,,~c5.6 + 6c3,yc5.6 + 11~4.~~5.6 
+3c2.9c5.7 +5c3.8c5.7 + 19c5,6c5.7 -2cXc6.7 - 7c3.7c6.7 -7c4,6c6 7, 
P7 : -4c4.8’ + 3c3.9c5.7 - c4&5,7 + 5c5.7’ -2c3Jc6.7 -7c4,7c6.7 - 5c5.6c6.7, 
PS : 2Cz.1oc6.7 + 9%c6.7 +16C4,8C6.7 + 14c5.7c6.7. 
5. Conclusions and open Problems 
The algorithm ALFIL developed here for use in Computers could be useful to 
study the constructive aspects of Lie theory. For example, the results obtained in 
Theorem 7 and Theorem 8 show the great difficulty that the classification prob- 
lem presents in the case of nilpotent Lie algebra, resulting from the complexity 
of the computations. In each dimension, the polynomial equations obtained in 
both theorems could be used to describe a moduli space for the filiform Lie al- 
gebras, that is, an algebraic variety with a filiform Lie algebra associated to each 
Point of it, such that every filiform Lie algebra of the right dimension is isomor- 
phic to the algebra associated to exactly one Point of this moduli space. The 
equations could be also used to determine some irreducible filiform components 
of the variety of nilpotent Lie algebras X,, with p = 11,12. 
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