ABSTRACT In this paper, the optimal continuous/impulsive linear quadratic (LQ) control problem with quadratic constraints is thoroughly solved for the first time. The main contributions of this paper can be stated as in the following. First, the maximum principle is developed by using the variational method. Then, by using the Lagrange duality principle, the optimal continuous/impulsive control can thus be obtained via decoupling the forward and backward differential/difference equation (FBSDE). Finally, the optimal parameter can be calculated by using the gradient-type optimization algorithm.
I. INTRODUCTION
Different to the traditional instantaneous stochastic control problem, the impulsive control problem has to choose the optimal actions at every chosen time instant, and the intervention times don't accumulate (see [1] - [4] ). Generally, for stochastic continuous/impulsive control problem, the decision-maker has to choose both the instantaneous and the cumulative components. The stochastic impulsive control can be applied to solve problems raised in mathematical finance (see [4] - [6] ). For example, the stochastic continuous/impulsive control can be used to solve the portfolio selection problem with transaction costs, the instantaneous control is used to indicate the consumption process, and the impulse control signifies the transactions cost at some stopping times (see [6] ).
Due to the potential applications in many fields, especially in natural resource economics and in studies considering the optimal control of exchange and interest rates (see [7] - [9] and references therein), the study on continuous/impulsive control have attracted many researchers' interest in the last decade, and significant contributions have been made. In [3] , some applications of stochastic impulsive control model were studied, including the optimal control of an exchange rate, the portfolio optimization under
The associate editor coordinating the review of this manuscript and approving it for publication was Bora Onat. transaction cost and the cash management problem. On one hand, the stochastic impulse control problem can be solved by using the dynamic programming principle, and the value function satisfies some HJB quasi-variational inequalities (see [1] , [6] , [7] , [10] - [12] ); On the other hand, stochastic maximum principle can be also used to obtain the necessary conditions for the optimal impulse control problem (see [13] - [15] ). For recent development on the impulse control model (see [16] - [18] , [24] - [27] ).
Besides, the study on control problems with constraint has been another hot research topic in recent years. Especially, the constrained LQR problem has been investigated in many literatures (see [19] - [21] ). Usually, the unconstrained control problem can be viewed as single objective problem. While in practical applications, many objectives must be achieved simultaneously, then the multi-objective control problems should be under consideration. For example, the well-celebrated portfolio selection problem can be viewed as multi-objective optimization problem (see [21] ). To handle with the multi-objective control problem, generally, the multi-objective problem is converted to single-objective problem subject to some constraints associated with other objectives, readers can refer to [28] , [30] . This framework of LQ control problem with constraints is very useful in practical applications, and some progress has been made in the last several decades, [19] - [22] . Also, it is also possible to remove some special type constraints (if such constraint can be embedded into a revised functional) via the revised equivalent method transform as proposed in [23] .
In this paper, we consider the LQ continuous/impulsive control problem with quadratic constraints. At the instantaneous time, the system dynamics is described with the Itô process; While at the impulsive time, the system state can be calculated via the given discrete-time multiplicative noise system. Meanwhile, the quadratic constraint should be satisfied for the investigated problem. In this paper, the problem can be solved in the following way. Firstly, by defining the Lagrangian, the original optimization problem with quadratic constraints is converted to the unconstrained one. Secondly, by using the convex variational method, the necessary condition for the optimality (maximum principle) will be developed. In what follows, the optimal control can be derived by decoupling the FBSDE both for the instantaneous time and the impulsive time. Finally, by using the Lagrangian duality theorem, the original LQ optimal continuous/impulsive control problem with quadratic constraints can be solved, and the optimal parameter can be calculated via the gradient-type algorithms.
It should be pointed out that previous works like [16] - [18] studied the impulsive control problem, while other works like [19] - [21] investigated the control problem with constraints. Furthermore, the continuous/impulsive LQ control problem with quadratic constraints has not be solved in previous literatures. While, both the impulsive control and the quadratic constraints are considered in this paper. It is stressed that the continuous/impulsive LQ control problem with quadratic constraints will be thoroughly solved in this paper. Moreover, the obtained results in this paper are innovative in the following aspects: Firstly, by using the variational method, the maximum principle for continuous/impulsive LQ control problem with quadratic constraint will be proposed for the first time; Secondly, by decoupling the FBSDE raised by the maximum principle, the optimal continuous/impulsive control will be derived; Finally, from the Lagrange duality principle, the optimal parameter selection problem will be solved by using the gradient-type optimization algorithm.
The remainder of this paper can be organized as below. In Section II, the investigated stochastic impulsive control problem is formulated; the main results are presented in Section III, also the maximum principle for the optimization is developed; some examples are provided in Section IV; finally, this paper is concluded in Section V.
The following notations will be used in this paper: Notations: I n means the unit matrix with rank n; Superscript denotes the transpose of a matrix. Real symmetric matrix A > 0 (or ≥ 0) implies that A is strictly positive definite (or positive semi-definite). R n signifies the n-dimensional Euclidean space. B −1 is used to indicate the inverse of real matrix B. { , F, P, {F t } t≥0 } represents a filtered complete probability space, with natural filtration
} augmented by all the P-null sets. E[·|F k ] means the conditional expectation with respect to F k and F −1 is understood as {∅, }. a.s. denotes the 'almost surely' sense.
II. PROBLEM FORMULATION
In this paper, for t ∈ [0, T ], we consider the following continuous/impulsive system:
where x t ∈ R n is the system state, u t ∈ R m is the control input, u τ k ∈ R m denotes the impulsive control at time τ k , k = 1, · · · , N , and τ N +1 = T . The superscripts − , + means the instant immediately before and after the impulsive dynamics is applied. {w k } N k=1 is the Gaussian white noise with zero mean and covariance 1, W t indicates the 1-dimensional standard Brownian motion.
The associated cost function is given by:
where the weighting matrices Q ∈ R n×n , R ∈ R m×m and Q ∈ R n×n ,R ∈ R m×m are symmetric. Moreover, we denotē
where A ∈ R 1 , B ∈ R m , C ∈ R 1 , D ∈ R n are the given coefficients, and R,R, Q,Q are given symmetric weighting matrices with appropriate dimensions. In this paper, we consider the following quadratic constraint imposed on the stochastic impulsive control problem:
The admissible control set U ad is given by:
In this paper, we make the following standard assumption:
The weighting matrices in (3) satisfy:
Assumption 2: The impulsive time τ 1 , · · · , τ N are fixed, and satisfy:
The main problem to be solved in this paper can be described as: [19] , [20] .
III. CONTINUOUS/IMPULSIVE CONTROL DESIGN
In this section, the closed-loop continuous/impulsive control
will be derived via the duality theory. To guarantee the solvability of the optimal continuous/impulsive control problem (Problem 1), we assume:
Assumption 3: There exists u ∈ U ad which is feasible for Problem 1.
Theorem 1: Suppose Assumption 3 holds, then there exists a unique optimal solution (x * , u * ) for Problem 1.
Proof: Firstly, we define the following set:
We consider the problem as below:
It is noted from Remark 1 that J T is strictly convex under Assumption 1. Moreover, the constraint (5) and J T ≤ σ define a convex subset (closed and bounded) on the admissible set U ad . Thus, problem (7) admits a unique solution, and the uniqueness can be implied from the strictly convexity of J T . Now we will show Problem 1 has a unique optimal solution. To show this, it is supposed that u * ∈ U ad is feasible for problem (7) . In this case, if u * is not optimal for Problem 1, then there existsū which is feasible satisfying J T (ū) ≤ J T (u * ) ≤ σ . This is contracted with u * is feasible for problem (7) . This ends the proof.
A. DUALITY THEORY
In this section, we adopt the duality theory to calculate the optimal impulsive control.
For the given parameter λ ≥ 0, from (4) and (5), we define the Lagrangian as:
where λ is called the Lagrange multiplier.
Under Assumption 1, from [29] we know that for any λ ≥ 0, the following relationship holds:
Next we will establish the Maximum Principle for system (1)- (1) and cost function (8) as follows, which is divided into two parts: the instantaneous part and the impulsive part.
Lemma 1: For regular control (t = τ k ), the adjoint equa-
) is given by:
where p t is the costate for regular control, and p τ
the adjoint equation is given by:
       p τ − k = E[(Ā + w kC ) p τ + k + λQD|F k−1 ] + (Q + 2λCQ)x τ − k , p τ + k . (11)
It is remarkable that the final condition p
can be obtained from (11) , and p τ + k can be calculated from (10) . Furthermore, the optimal instantaneous control (t = τ k ) satisfies the stationary condition:
While the stationary condition at t = τ k is given as:
Proof: For the convenience of discussion, we define the following notations.
and
By using the Bellman optimality principle, we know that the optimal control (14), (15), respectively. VOLUME 7, 2019 Thus, with l = N , it follows from (15) that
At time interval [τ + N , T ], for system (1)-(1), the task is to find optimal control of minimizing L N (u, λ) in (16) .
At time interval [τ + N , T ], set u ε t = u t + εδu t , in which ε ∈ (0, 1), δu t denotes the variation of the optimal control. Moreover, we use L ε N (u, λ), L N (u, λ) represent the Lagrangian associated with u ε t and u t , respectively. Through calculation, the variation of δL N = L ε N (u, λ) − L N (u, λ) can be calculated as:
where o(·) means the infinitesimal of higher order, and
sB , while t is the unique solution of the following SDE
Apparently from the above derivation, we know that the optimality condition of minimizing L N (u, λ) at time interval
. Next, if p t , q t are set to satisfy the backward stochastic differential equation as (10) , and via applying Itô's formula to p t , δx t , then it can be verified that the optimality condition of E[H s |F s ] ≡ 0 can be rewritten as equation (12) .
Next, by applying Itô's formula to
there holds
d(x t p t ) = (dx t ) p t + x t dp t + (dx t ) dp t
Then, by taking expectation of (17) , and taking integral from τ + N to T , the optimal L N (u, λ) can be given as:
where p T = 0 has been used. In what follows, there holds from (14) and (18) that
To minimize L τ N (u, λ), by using the results in [32] , At time τ N , we set u ε τ N = u τ N + εδu τ N , and ε ∈ (0, 1), δu τ N denotes the variation of the optimal control.
,
In what follows, we have
where o(·) means the infinitesimal of higher order. Therefore, at time τ k , the optimality condition of minimizing L τ N (u, λ) is as equation (13), i.e.,
Finally, by repeating the above procedures backwardly, the relationships (10)-(13) can be verified to be the necessary conditions of minimizing L(u, λ) in (8) . This ends the proof. (13), the optimal continuous/impulsive control can be derived.
Remark 2: For the first time, the maximum principle for the LQ continuous/impulsive control problem with quadratic constraint has been explored in Theorem 1. By decoupling the FBSDE composed by (1)-(1) associated with (10)-

B. OPTIMAL CONTROL
In this section, we will derive the optimal control by decoupling the FBSDE in Lemma 1. We have the following results.
Theorem 2: Under Assumptions 1-3, for the given λ ≥ 0, the optimal control of minimizing L(u, λ) in (8) can be given as:
where ϒ t , ϒ τ k , M t , M τ k can be presented as:
while P t , f t satisfy the following differential/difference equations:
where P τ
can be obtained from (21)- (21), and
which can be induced from (21)-(21). In addition, P T
Moreover, the relationship between the costate and the state is presented as:
where P t , f t can be calculated through (21)-(21) for t ∈ [0, T ]. With the optimal control (21)- (21), the optimal L * (u, λ) is given by:
Proof: The backward recursive method is adopted here to derive the main results in the theorem.
Firstly, from Assumption 2 and using Lemma 1, we know that for t ∈ [τ + N , T ], the solution to (10) is assumed to be p t = P t x t + f t , then by using the Itô's formula, there holds:
Combining with (10) yields q t = P t (Cx t + Du t ), and then (12) can be rewritten as:
Thus, we have
Combining (33) and (34), for t ∈ [τ + N , T ], the following relationship can be easily derived:
where the final condition is given by P T = 0, f T = 0, i.e., relationships (21)- (21) have been verified for
On the other hand, at time τ N , it can be induced from above that p τ
, then it follows from (13) that
Then (21) can be derived for k = N .
Next using (11), the relationship (21) for k = N can be obtained.
By repeating the above steps backwardly, then (21)- (21) 
where the equations (21)- (21) 
E(x t Qx t + u t Ru t )dt + E[x T (P
where the optimal control (21) has been used in the last equality. Next, by using u τ N in (21), it can be obtained
where
satisfy (21)- (21). Finally, by repeating the above steps, the optimal L(u, λ) can be calculated as below:
where P 0 , f 0 is calculated from (21)- (21). Thus (32) has been verified, and this ends the proof. Induced from Theorem 2, the following results can be immediately obtained.
Corollary 1: For the given λ ≥ 0, from (5), we use u t (λ) to denote the optimal continuous/impulsive control, which make the parameter λ explicit. The optimal control of minimizing L(u, λ) − λK can be presented as:
and P t (λ), f t (λ) are given by: (40) are dependent on the given parameter λ. In what follows, the optimal parameter λ * will be explored through the parameter selection methods.
Before adopting the Lagrangian duality theorem, we introduce the following slater condition:
Assumption 4: For every λ ≥ 0, there exists an admissible control u ∈ U ad such that: 
Subject to:
In this case, the optimal continuous/impulsive control can be calculated as below:
Proof: The above theorem can be obtained by using Lagrangian duality theorem, the detailed proof can be found in [29] .
Remark 5: The optimal control for the considered Problem 1 is proposed in Theorem 2 and Corollary 1 for the first time. The main approach is the solution to the FBSDE from maximum principle (Lemma 1). In what follows, we will explore the calculation method of parameter λ in Theorem 2.
The optimal λ * can be calculated via the gradient-type optimization algorithms, and the gradient is given as the following theorem.
Lemma 2: Suppose Assumptions 3 and 4 hold. Let λ ≥ 0 be given, then
) satisfies the following relationship:
where (40), respectively. Proof: Obviously, through simple calculation, we have
Following from Theorem 2 and Corollary 1, the optimal control at t = τ k for the given λ ≥ 0 can be given by:
In this case, (1) can be rewritten as:
Thus relationship (57) has been verified, and the proof is complete.
Remark 6: The optimal parameter λ * can be calculated from the algorithm in Lemma 2. It is noted that the calculation of λ * can be viewed as an optimal parameter selection problem, which is actually a finite dimensional optimization problem.
IV. NUMERICAL EXAMPLE
In this section, for n = 2, we will investigate the 2-dimensional case to illustrate the main results in this paper.
For (1)- (4), we choose the following coefficients: J N ≈ 0.7549 < K = 0.8060. Correspondingly, the optimal control u * t and the corresponding optimal trajectory x * t are as 
V. CONCLUSION
In this paper, the stochastic LQ continuous/impulsive control problem with quadratic constraint has been investigated. The necessary conditions for the optimization has been developed for the first time; Under standard assumptions, the optimal continuous/impulsive control have been derived through decoupling the FBSDE; Finally, by using the Lagrangian duality theorem, the stochastic continuous/impulsive control problem has been solved, and the optimal parameter can be calculated by the gradient type algorithm. For future research, we will extend the obtained results to the random impulsive time case.
