Generalized roof duality  by Kahl, Fredrik & Strandmark, Petter
Discrete Applied Mathematics 160 (2012) 2419–2434
Contents lists available at SciVerse ScienceDirect
Discrete Applied Mathematics
journal homepage: www.elsevier.com/locate/dam
Generalized roof duality
Fredrik Kahl, Petter Strandmark ∗
Centre for Mathematical Sciences, Lund University, Sweden
a r t i c l e i n f o
Article history:
Received 1 October 2011
Received in revised form 14 June 2012
Accepted 15 June 2012
Available online 12 July 2012
Keywords:
Roof duality
Higher-order
MRF
Computer vision
a b s t r a c t
The roof dual bound for quadratic unconstrained binary optimization is the basis for several
methods for efficiently computing the solution to many hard combinatorial problems.
It works by constructing the tightest possible lower-bounding submodular function,
and instead of minimizing the original objective function, the relaxation is minimized.
However, for higher-order problems the technique has been less successful. A standard
technique is to first reduce the problem into a quadratic one by introducing auxiliary
variables and then apply the quadratic roof dual bound, but this may lead to loose bounds.
We generalize the roof duality technique to higher-order optimization problems.
Similarly to the quadratic case, optimal relaxations are defined to be the ones that
give the maximum lower bound. We show how submodular relaxations can efficiently
be constructed in order to compute the generalized roof dual bound for general cubic
and quartic pseudo-boolean functions. Further, we prove that important properties such
as persistency still hold, which allows us to determine optimal values for some of
the variables. From a practical point of view, we experimentally demonstrate that the
technique outperforms the state of the art for a wide range of applications, both in terms
of lower bounds and in the number of assigned variables.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Consider a pseudo-boolean function f : Bn → R where B = {0, 1} and suppose f is represented by a multilinear
polynomial of the form
f (x) =

i
aixi +

i<j
aijxixj +

i<j<k
aijkxixjxk + · · · , (1)
of degree(f ) = m. In this paper, we are interested in the following optimization problem:
min
x∈Bn
f (x). (2)
This problem is well-known to be NP-hard, so we have to settle for non-optimal solutions. The purpose of this paper is to
provide means to compute effective bounds on the optimal value for large-scale problems (that is, when n is of the order
of several thousands of variables). We will use submodular relaxations for bounding as submodular function minimization
has polynomial time complexity [18,24]. We will primarily investigate the cases when m = 2, m = 3 or m = 4. Our
framework applies for arbitrary degree problems, but there are still missing building blocks in order to devise an algorithm
form ≥ 5.
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There are numerous application problems that can be cast in this framework, ranging from portfolio problems in
operations research to the minimization of the Ising model in physics. Many graph-theoretic problems can also be turned
into a pseudo-boolean optimization problem, for example, maximum satisfiability and vertex cover [3,12]. In this work,
we have been motivated by the many applications in computer vision and machine learning. State-of-the-art methods for
stereo, segmentation and image denoising are often formulated as the inference of the maximum a posteriori estimate,
which can be cast as a minimization problem where the objective function is given by a pseudo-boolean function [19].
Naturally, there have been many approaches for solving such optimization problems, especially for quadratic (m = 2)
pseudo-boolean problems. One of the most successful bounds in terms of computational efficiency is the ‘‘roof dual’’ of
a quadratic pseudo-boolean optimization problem, introduced in [13]. The idea is to relax the original problem and then
compute a bound on the optimal value with a polynomial time algorithm. More specifically, it was shown that three
different types of linear programming relaxations of quadratic pseudo-boolean problems yield the same bound—the roof
dual. We show that the same bound is attained with submodular relaxations. Further, it was shown that partial solutions
can be extracted from the relaxed solutions, a property known as persistency. In subsequent studies the technique has been
refined and roof duality has shown to produce state-of-the-art results for a variety of application problems compared to
other bounding techniques based on linear programming and semidefinite relaxations; see [2–4,19]. A key advantage is
that max-flow/min-cut computations can be applied to an appropriately constructed graph for quadratic pseudo-boolean
polynomials [3].
The primary focus of this paper is to generalize the roof duality framework for higher-order pseudo-boolean functions.
Our main contributions are (i) how one can define a general bound for any order (for which the quadratic case is a special
case) and (ii) how one can efficiently compute solutions that attain this bound in polynomial time. These contributions are
of course coupled—it makes little sense to define a bound that is not tractable. In addition, we show that persistency is
preserved so fixation of some of the variables to optimal values is possible.
1.1. Related work
In recent years, there has been an increasing interest in higher-order models and approaches for minimizing the
corresponding objective functions in computer vision and machine learning. For example, in [22], approximate belief
propagation is used with a learned higher-order model for image denoising. Similarly, in [7], a higher-order model is
learned for texture restoration, but the model is restricted to submodular energies which can be optimized exactly in
polynomial time. Curvature regularization requires higher-order models [29,30]. Even global potentials defined over all
variables have been considered, for example, in [26] for ensuring connectedness, in [21] to model co-occurrence statistics
of objects. Another state-of-the-art example is [33] where second-order surface priors are used for stereo reconstruction.
The optimization strategies rely on dual decomposition [20,31], move-making algorithms [17,23], linear programming [32],
belief propagation [22] and, of course, max-flow/min-cut.
The inspiration for ourwork comes primarily from three different sources. First of all, asmax-flow/min-cut computations
are considered to be state-of-the-art for quadratic pseudo-boolean polynomials [4,19], reduction techniques of higher-
order polynomials (m > 2) have been explored, for example, [25,9,28,15,11,8]. However, all of these approaches choose
suboptimally between a fixed set of possible reductions. Then, there exist several suggestions for generalizations of roof
duality for higher-order polynomials. In [25], a roof duality framework is presented based on reduction, but at the same time,
the authors note that their roof duality bound depends on which reductions are applied. In [18], submodular relaxations are
proposed as a generalization for roof duality, but no method is given for constructing or minimizing such relaxations. Our
framework also builds on using submodular relaxations. Finally, the complete characterization of submodular functions up
to degreem = 4 is instrumental to our work; see [1,27,34].
A preliminary version of this paper appeared in the conference proceedings of [16].
1.2. A brief example
As an example, consider the problem of minimizing the following cubic polynomial f over B3:
f (x) = −2x1 + x2 − x3 + 4x1x2 + 4x1x3 − 2x2x3 − 2x1x2x3. (3)
The standard reduction scheme [15] would use the identity −x1x2x3 = minz∈B z(2 − x1 − x2 − x3) to obtain a quadratic
minimization problem with one auxiliary variable z. Roof duality gives a lower bound of fmin ≥ −3, but it does not reveal
how to assign any of the variables in x. However, there are many possible reduction schemes from which one can choose.
Another possibility is−x1x2x3 = minz∈B z(−x1+ x2+ x3)− x1x2− x1x3+ x1. For this reduction, the roof dual bound is tight
and the optimal solution x∗ = (0, 1, 1) is obtained (see Section 5). This simple example illustrates two facts: (i) different
reductions lead to different lower bounds and (ii) it is not an obvious matter how to choose the optimal reduction.
1.3. Outline
In the next section, we introduce the concept of submodular relaxations and formulate the problem of finding relaxations
that attain the maximum lower bound. Then, in Section 3, it is shown how to construct such relaxations in closed-form for
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quadratic pseudo-boolean functions. This construction turns out to be equivalent to the quadratic roof dual relaxation. For
higher-order functions, things turn out to be more complicated. The generalized roof dual bound is analyzed in Section 4
and a polynomial-time algorithm is derived in order to compute the roof dual bound. In Sections 5 and 6, cubic and quartic
relaxations are analyzed in more detail. A faster, but non-optimal heuristic method for constructing the relaxations is
also proposed in Section 7. Experimental results on both synthetic and real data are presented in Section 8, and finally a
concluding discussion is given.
2. Submodular relaxations
We will follow the framework of submodular (and bisubmodular) relaxations introduced in [18]. Consider the
optimization problem in (2) where f has n variables. Without loss of generality, it is assumed that f (0) = 0. By enlarging
the domain, we will relax the problem and look at the following tractable problem:
min
(x,y)∈B2n
g(x, y), (4)
where g: B2n → R is a pseudo-boolean function that satisfies the three conditions
g(x, x¯) = f (x), ∀x ∈ Bn, (A)
g submodular, (B)
g(x, y) = g(y¯, x¯), ∀(x, y) ∈ B2n (symmetry). (C)
For a point x = (x1, x2, . . . , xn) ∈ Bn, we denote x¯ = (x¯1, x¯2, . . . , x¯n) = (1 − x1, 1 − x2, . . . , 1 − xn). The reason for
requirement (A) is that if the range of f is included in the range of g then theminimumof g is a lower bound to theminimum
of f . If the computed minimizer (x∗, y∗) of the relaxation g happens to fulfill x∗ = y¯∗ then, of course, x∗ is a minimizer of f
as well. Even if it is not the case that x∗ = y¯∗, we still obtain a lower bound on f and as we shall see, it is possible to extract
a partial solution for a minimizer of f .
Requirement (B) is also fairly obvious. Since we must be able to minimize g , requiring that g is submodular is natural.
The last requirement will be motivated below.
2.1. Problem formulation
Let fmin denote the unknown minimum value of f , that is, fmin = min f (x). Ideally, we would like g(x, y) ≥ fmin for all
points (x, y) ∈ B2n. This is evidently not possible in general. However, one could try to maximize the lower bound of g ,
maxminx,y g(x, y), that is,
max
g,ℓ
ℓ
subject to g(x, y) ≥ ℓ,∀(x, y) ∈ B2n,
g satisfies (A)–(C).
(5)
A relaxation g that provides themaximum lower boundwill be called optimal. Note that the problem involves exponentially
many constraints on g and therefore may seem like an intractable problem. As we shall prove in Section 3, whenm = 2, the
optimal relaxation can be constructed in closed-form. The lower bound coincides with the roof duality bound and therefore
this bound will be referred to as generalized roof duality [18]. In Section 4, the general case will be analyzed and it will be
shown how to compute the solution when the maximum of g is taken over a restricted set of submodular functions in spite
of exponentially many constraints on g .
Symmetry. The last requirement (C), which specifies symmetry, is perhaps not so obvious. It is included for two reasons.
• We show below that restricting ourselves to this class of symmetric functions does not affect the obtained lower bound,
i.e. the optimal relaxation is symmetric.
• For a symmetric g it is possible to prove persistency—which means that a partial solution can be extracted even though
the complete, globally optimal solution is intractable.
A pseudo-boolean function g can be decomposed into a symmetric and an antisymmetric part, g(x, y) = gsym(x, y) +
gasym(x, y), where the symmetric part is defined by gsym(x, y) = 12 (g(x, y) + g(y¯, x¯)) and the antisymmetric part by
gasym(x, y) = 12 (g(x, y) − g(y¯, x¯)). Note that gsym(x, y) = gsym(y¯, x¯) and gasym(x, y) = −gasym(y¯, x¯). If g satisfies
requirements (A) and (B), then so does gsym.
Consider the function g evaluated at the two points (x, y) and (y¯, x¯). We want the function values to be larger than
some lower bound ℓ; hence g(x, y) = gsym(x, y) + gasym(x, y) ≥ ℓ and g(y¯, x¯) = gsym(x, y) − gasym(x, y) ≥ ℓ. In order to
achieve a maximum lower bound, it follows that gasym(x, y) = 0. Thus, to solve (5), restricting our attention to symmetric
pseudo-boolean functions is enough.
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Existence. The existence of feasible solutions for the optimization problem (5) can be seen from the following explicit
example:
g(x, y) =

f (x) if y = x¯,
−M · #{i | xi = yi} otherwise, (6)
whereM is a sufficiently large constant. This gives, in some sense, the worst possible choice of g . Conditions (A) and (C) are
satisfied by construction and submodularity (B) can be easily verified.
Linearity. Provided that the relaxation g is represented by a multilinear polynomial, constraint (A) is a linear equality
constraint in the coefficients of g , as is constraint (C). The submodularity constraint can be expressed via linear inequality
constraints; see Sections 5 and 6. Therefore, the optimization problem (5) is a linear program where the variables are the
coefficients of g (and ℓ). As there always exists a feasible solution and the objective function is bounded from above, the
concept of an optimal relaxation is well-defined.
Notation. As is standard, x ∧ y and x ∨ y mean element-wise min and max, respectively. Let
Sn = {(x, y) ∈ B2n | (xi, yi) ≠ (1, 1), i = 1, . . . , n}. (7)
For (x1, y1) ∈ S1 and (x2, y2) ∈ S1, the operators ⊓ and ⊔ are defined by
(x1, y1) ⊓ (x2, y2) = (x1 ∧ x2, y1 ∧ y2)
(x1, y1) ⊔ (x2, y2) =

(0, 0) if (x1 ∨ x2, y1 ∨ y2) = (1, 1)
(x1 ∨ x2, y1 ∨ y2) otherwise. (8)
For (x1, y1) ∈ Sn and (x2, y2) ∈ Sn, these operators are extended element-wise. Note that the resulting points still belong
to Sn. Further, for a scalar a, its positive and negative parts will be denoted by a+ and a−, where a+ = max(a, 0) and
a− = −min(a, 0), respectively and hence a = a+ − a−. The conventions a+ij• =

k a
+
ijk and |a|ij•• =

k<l |aijkl| are also
used for the ease of notation.
Relationship to bisubmodular functions. For any point (x, y) ∈ B2n, it follows from the submodularity and symmetry of g
that
g(x, y) = 1
2
(g(x, y)+ g(y¯, x¯)) ≥ 1
2
(g(x ∧ y¯, y ∧ x¯)+ g(x ∨ y¯, y ∨ x¯)) = g(x ∧ y¯, y ∧ x¯),
where (x ∧ y¯, y ∧ x¯) ∈ Sn. So, when analyzing min(x,y) g(x, y), considering the points in Sn is enough. Also, for any two
points (x1, y1) ∈ Sn and (x2, y2) ∈ Sn, we get
g(x1, y1)+ g(x2, y2) ≥ g(x1 ∧ x2, y1 ∧ y2)+ g(x1 ∨ x2, y1 ∨ y2)
≥ g(x1 ∧ x2, y1 ∧ y2)+ g((x1 ∨ x2) ∧ (y1 ∨ y2), (y1 ∨ y2) ∧ (x1 ∨ x2))
= g((x1, y1) ⊓ (x2, y2))+ g((x1, y1) ⊔ (x2, y2)). (9)
By definition, a function satisfying
g(x1, y1)+ g(x2, y2) ≥ g((x1, y1) ⊓ (x2, y2))+ g((x1, y1) ⊔ (x2, y2))
is called bisubmodular [10] and hence, the restriction g: Sn → R is indeed a bisubmodular function. Note however that not
all bisubmodular relaxations are submodular. The class of bisubmodular functions Sn → R is strictly larger than the class of
submodular functions defined on the same domain.
2.2. Persistency
We start by defining the ‘‘overwrite’’ operator.
Definition 1. For any point x ∈ Bn and (x∗, y∗) ∈ Sn, the operator Bn × Sn → Bn denoted x← (x∗, y∗) is defined by
x← (x∗, y∗) = u where (u, u¯) = ((x, x¯) ⊔ (x∗, y∗)) ⊔ (x∗, y∗). (10)
One can check that this is well-defined and that
ui =

x∗i , if (x
∗
i , y
∗
i ) ≠ (0, 0)
xi, otherwise
for i = 1, . . . , n. (11)
So, x ← (x∗, y∗) can be thought of as the result of replacing elements of x by elements of x∗ provided the corresponding
element pairs in (x∗, y∗) are non-zero.
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Lemma 2 (Autarky). Let g be a function satisfying (A)–(C) and (x∗, y∗) ∈ argmin g. Then we have f (x← (x∗, y∗)) ≤ f (x) for
all x.
Proof. From bisubmodularity, it follows that, for any v ∈ Bn,
g((v, v¯) ⊔ (x∗, y∗)) ≤ g(v, v¯)+ g(x∗, y∗)− g((v, v¯) ⊓ (x∗, y∗)) ≤ g(v, v¯), (12)
which implies that, for any x ∈ Bn,
f (x) = g(x, x¯) ≥ g((x, x¯) ⊔ (x∗, y∗)) ≥ g(((x, x¯) ⊔ (x∗, y∗)) ⊔ (x∗, y∗)) = f (x← (x∗, y∗)).  (13)
This argument is due to [18]. Autarky is needed to ensure that the objective function does not increase when we
use generalized roof duality in a move-making framework (see Section 8.2). An arguably more important consequence is
persistency: if x ∈ argmin(f ), then x← (x∗, y∗) ∈ argmin(f ). Hence, we have also proven the following special case.
Lemma 3 (Persistency). Let g be a function satisfying (A)–(C) and (x∗, y∗) ∈ argmin g. If x ∈ argmin(f ), then x← (x∗, y∗) ∈
argmin(f ).
In other words, all elements (x∗i , y
∗
i ) not equal to (0, 0) of a minimizer of g give us the corresponding elements x
∗
i of a
minimizer of f .
Remark 4. Lemmas 2 and 3 hold for any feasible relaxation g , not just the optimal one. This fact will be used later on.
3. Standard roof duality
Wewill start by analyzing quadratic submodular relaxations g of a quadratic pseudo-boolean function f . As we shall see,
this is no restriction—optimal relaxations are of degree two.
A symmetric polynomial g: B2n → Rwith degree(g) = 2 can be represented by
g(x, y) = 1
2

i
bi(xi + y¯i)+

i
biixiy¯i + 12

i<j

bij(xixj + y¯iy¯j)+ cij(xiy¯j + y¯ixj)

. (14)
The above expression contains all monomials of degree two or less and symmetry forces some of them to have equal
coefficients. Thus (14) represents all quadratic and symmetric pseudo-boolean functions.
Lemma 5. If the quadratic pseudo-boolean function f is represented by a multilinear polynomial (1) and the symmetric function
g by (14), then the constraint g(x, x¯) = f (x) for all x ∈ Bn implies that
bi + bii = ai for 1 ≤ i ≤ n and bij + cij = aij for 1 ≤ i < j ≤ n. (15)
Proof. For a given pseudo-boolean function, themultilinear polynomial representation (1) is unique; see [3]. So, it is enough
to evaluate g(x, x¯) and set the corresponding coefficients equal in the multilinear representations of g(x, x¯) and f (x). 
It is well-known that a necessary and sufficient condition for g to be submodular is that the coefficients of the purely
quadratic terms are non-positive in the multilinear representation. For a submodular, symmetric polynomial g in the form
(14), this is equivalent to
bii ≥ 0, bij ≤ 0 and cij ≥ 0. (16)
It follows that bij = aij − cij ≤ aij and therefore bij ≤ min(aij, 0) = −a−ij and cij ≥ max(aij, 0) = a+ij .
The roof dual construction given in [3] proposes to set bij = −a−ij and cij = a+ij , so it is in fact a quadratic submodular
relaxation.We shall prove a stronger statement, namely that this relaxation g dominates any other bisubmodular relaxation
g˜ of arbitrary degree, that is, g(x, y) ≥ g˜(x, y) for all (x, y) ∈ Sn. This result is already known, but we give a proof below
using the notation of this paper.
Theorem 6 (Kolmogorov [18]). An optimal submodular relaxation g of a quadratic pseudo-boolean function f is obtained through
roof duality.
1. Set bi = ai and bii = 0 for 1 ≤ i ≤ n in (14).
2. Set bij = −a−ij and cij = a+ij for 1 ≤ i < j ≤ n in (14).
Further, the relaxation g is optimal among all possible bisubmodular relaxations g˜ .
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Proof. The proof is by induction over n.
For n = 1, we have f (x1) = g(x1, x¯1) = g˜(x1, x¯1). If f (x1) = a1x1 then g(x1, y1) = 12a1(x1 + y¯1) and
g(0, 0) = 1
2
a1 = 12

g˜(0, 1)+ g˜(1, 0) ≥ g˜(0, 0),
which follows from symmetry and bisubmodularity of g˜ .
For n > 1, assume that the statement holds for n−1 variables. Let ei be a vector with zeros everywhere except at position
i. Then, for any i = 1, . . . , n, note that g(x ∧ e¯i, y ∨ ei) is an optimal relaxation of f (x ∧ e¯i) and hence
g(x ∧ e¯i, y ∨ ei) ≥ g˜(x ∧ e¯i, y ∨ ei) for all (x, y) ∈ Sn.
In a similar manner,
g(x ∨ ei, y ∧ e¯i) ≥ g˜(x ∨ ei, y ∧ e¯i) for all (x, y) ∈ Sn.
The only point not checked in Sn is (0, 0). It suffices to show that g(0, 0)−g(0, e1) ≥ g˜(0, 0)− g˜(0, e1) since then it follows
that
g(0, 0) ≥ g˜(0, 0)+ (g(0, e1)− g˜(0, e1))  
≥0
≥ g˜(0, 0).
Now, let u ∈ Bn be defined by u1 = 0 and
ui =

1, if a1i < 0
0, otherwise for i = 2, . . . , n.
Then,
g(0, 0)− g(0, e1) = g(u, u¯ ∧ e¯1)− g(u, u¯) ≥ g˜(u, u¯ ∧ e¯1)− g˜(u, u¯) ≥ g˜(0, 0)− g˜(0, e1),
where the equality can be verified by straightforward calculations, and the first inequality is due to g(u, u¯∧e¯1) ≥ g˜(u, u¯∧e¯1)
as already shown and the fact that g(u, u¯) = g˜(u, u¯). The last inequality is due to bisubmodularity. 
The roof dual bound is also known to be the tightest bound for several different linear programming relaxations [13].
4. Generalized roof duality
For a pseudo-boolean function f in n variables with degree(f ) > 2, directly solving (5) is not tractable since the required
number of constraints is exponential in n. Two obvious heuristic alternatives are the following.
1. Decompose f into a sum of the form f (x) =i<j<k··· fijk···(xi, xj, xk, . . .) and compute an optimal relaxation for each term
fijk···. However, the sum of optimal relaxations is generally not optimal.
2. Use a subset of the points in Sn for g(x, y) ≥ ℓ to get an approximate optimal relaxation.
Neither of these approaches are satisfactory. One may even wonder if the optimal relaxation g is polynomial time
computable at all?
4.1. Definition
One important issue is to make sure that the set of submodular relaxations can be expressed in an easy manner, and in
the end, be minimized by max-flow/min-cut. For this purpose, we adopt the notation of expressibility from [34].
Definition 7. A function h: Bn → R is called expressible if it can be expressed as h(x) = minx′∈Bk h′(x, x′) for some k, where
h′(x, x′) is a quadratic submodular function. Here x′ are called auxiliary variables.
An expressible function is always submodular. From the definition of submodularity, it follows that a submodular
function should satisfy exponentially many inequality constraints, but this is intractable. On the other hand, we have seen
that for quadratic submodular functions, polynomially (or even linearly) many constraints are enough to define the set of
submodular functions; see (16).
Definition 8. Consider a set of pseudo-boolean functions (up to a fixed degree) in n variables parametrized by a coefficient
vector a ∈ Rd. A subset of submodular functions is called recognizable if the submodularity condition can be expressed by
polynomially many linear inequality constraints in awith respect to n.
In Section 5 we will reiterate a well-known fact: all cubic submodular functions are expressible, and the set of cubic
submodular functions is recognizable among the set of cubic functions. Unfortunately, all quartic submodular functions
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are not expressible [34] and whether the subset of expressible functions is recognizable is an open problem. This makes
the quartic and higher-order generalization of the roof dual much harder to handle than the quadratic and cubic cases.
In Section 6 we will define recognizable sets of quartic expressible functions in two different ways, and investigate their
properties.
Henceforth, requirement (B) is replaced by the following extended condition,
g ∈ G, where G is a recognizable set of expressible functions. (B′ )
The precise definition of roof duality is then as follows.
Definition 9 (Generalized Roof Duality). The generalized roof duality bound over a recognizable set of expressible functions
is the optimal value of (5) with constraints (A), (B
′
) and (C). The optimal value will be denoted by g∗GRD.
Note that computing the optimal value g∗GRD directly via (5) still involves exponentiallymany constraints due to g(x, y) ≥
ℓ for all (x, y) ∈ Sn.
4.2. Main result
Lemma 3 states that persistency holds for any bisubmodular relaxation g—optimal or not. From the example in (3), it is
clear, however, that not all relaxations are equally powerful. Instead of solving (5), which, although possible, may require a
large number of constraints, one can consider a simpler problem:
max
g
g(0, 0)
subject to g satisfies (A), (B
′
) and (C).
(17)
Instead of maximizing min g(x, y), we are only maximizing g(0, 0). This problem is considerably less arduous and can be
solved in polynomial time.1 Given the minimizer (x∗, y∗) ∈ argmin(g), which is also polynomial time computable since g
is submodular, we can make the following important observations.
• If (x∗, y∗) is non-zero, then we can use persistency to get a partial solution and reduce the number of variables in f .
• Otherwise, as the optimum is indeed the trivial solution, and as g(0, 0) is maximized in the construction of g , then we
can conclude that g is an optimal relaxation and we have obtained the generalized roof duality bound.
These observations lead to the following algorithm that computes the generalized roof duality bound.
1. Construct g by solving (17).
2. Compute (x∗, y∗) ∈ argmin(g).
3. If (x∗, y∗) is non-zero, use persistency to simplify f and start over from 1. Otherwise, stop.
Theorem 10. A lower bound on min f (x) which is greater than or equal to the generalized roof duality bound g∗GRD over a
recognizable set of expressible pseudo-boolean functions can be computed in polynomial time.
Proof. If (x∗, y∗) is non-zero, persistency can be used to simplify the original function f . This is equivalent to adding
constraints of the type xi = y¯i = c to maxg minx,y g(x, y). This can only increase the computed value. If on the other
hand (x∗, y∗) = (0, 0), then the best possible lower bound is obtained by construction of g . Therefore, the final bound is at
least equal to the optimal value g∗GRD of (5).
The algorithm can obviously not run for more than n iterations, since in each iteration either persistencies are found
and f is simplified or the algorithm terminates. With all steps being solvable in polynomial time, the algorithm itself is
polynomial. 
For the cubic casem = 3, the theorem can be simplified.
Corollary 11. A lower bound on min f (x) which is greater than or equal to the generalized roof duality bound g∗GRD over cubic
submodular functions can be computed in polynomial time.
Remark 12. Note that we do not explicitly construct the optimal relaxation g , but rather a sequence of relaxations
g1, g2, . . . , gk, such that the final relaxation gk fulfills minx,y gk(x, y) ≥ g∗GRD.
Remark 13. As suggested by the proof of Theorem 10, the iterative approach can obtain a better bound than the ‘‘optimal’’
value g∗GRD in Definition 9. We have observed this in practice for small problems where directly solving (5) is feasible. One
example is
f (x) = 14x1 + 15x2 − 6x3 + 9x4 − 5x1x2 + 6x1x3 + 3x1x4 + 13x2x3 + 13x2x4 − 6x3x4
+ 20x1x2x3 + 9x1x2x4 + 17x1x3x4 + 2x2x3x4, (18)
for which (5) gives the lower bound g∗GRD = −8 and the iterative method above gives−6 > g∗GRD, which is tight.
1 The condition g(x, x¯) = f (x) for all x does involve exponentially many constraints, but as g is required to be of fixed degree (independent of n), then
its polynomial representation has only polynomially many terms.
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5. Cubic relaxations
In this section, we will in detail analyze the properties of relaxations of degree three with respect to symmetry and
submodularity.
A cubic symmetric polynomial g: B2n → R can be written as
g(x, y) = L+ Q + 1
2

i<j

biijxiy¯i(xj + y¯j)+ bijj(xi + y¯i)xjy¯j
+ 1
2

i<j<k

bijk(xixjxk + y¯iy¯jy¯k)
+ cijk(xixjy¯k + y¯iy¯jxk)+ dijk(xiy¯jxk + y¯ixjy¯k)+ eijk(y¯ixjxk + xiy¯jy¯k)

, (19)
where L and Q denote linear and quadratic terms as in Section 3. The objective function in (17) is then simply equal to
g(0, 0) = 1
2

i
bi +

i<j
bij +

i<j<k
bijk

. (20)
Lemma 14. If the cubic pseudo-boolean function f is represented by a multilinear polynomial (1) and the symmetric function g
by (19), then the constraint g(x, x¯) = f (x) for all x ∈ Bn implies that
bi + bii = ai for 1 ≤ i ≤ n
bij + cij + biij + bijj = aij for 1 ≤ i < j ≤ n (21)
bijk + cijk + dijk + eijk = aijk for 1 ≤ i < j < k ≤ n.
Proof. See the proof of Lemma 5. 
The necessary and sufficient conditions for a cubic polynomial to be submodular were given in [1]. The characterization
is slightly more complicated than the quadratic case: a cubic multilinear polynomial f in (1) is submodular if and only if, for
every i < j,
aij + a+ij• + a+i•j + a+•ij ≤ 0. (22)
Here we give a new formulation suitable for our purposes. The set of symmetric, submodular functions of degree 3 will be
denoted by Γsym,3.
Lemma 15. A cubic symmetric polynomial g represented by (19) is submodular if and only if
bij + b+iij + b+ijj ≤ −b+ij• − b+i•j − b+•ij − c+ij• − d+i•j − e+•ij for 1 ≤ i < j ≤ n (23a)
−cij + b−iij + b−ijj ≤ −c−i•j − c−•ij − d−ij• − d−•ij − e−ij• − e−i•j for 1 ≤ i < j ≤ n (23b)
bii ≥ b−ii• + b−•ii for 1 ≤ i ≤ n. (23c)
Proof. Consider the multilinear representation of g . If we apply condition (22) for terms involving the monomial xixj, then
the linear inequality (23a) is obtained. Exactly the same inequality is obtained for terms involving the monomial yiyj (by
symmetry). Further applications of (22) for the monomial xiyj (and its twin yixj) result in (23b). Finally, terms involving xiyi
give rise to condition (23c). As there are no other quadratic monomials appearing in g , the proof is complete. 
Lemma 16. There is a solution g represented by (19) to the optimization problem (17) such that
(i) bii = 0 for 1 ≤ i ≤ n, biij = bijj = 0 for 1 ≤ i < j ≤ n,
(ii) if aijk ≥ 0 then b−ijk = c−ijk = d−ijk = e−ijk = 0 for 1 ≤ i < j < k ≤ n,
(iii) if aijk ≤ 0 then b+ijk = c+ijk = d+ijk = e+ijk = 0 for 1 ≤ i < j < k ≤ n.
Proof. (i) Suppose that biij > 0 for the optimal g . Then we see from (21) and (23a) that setting biij to 0 and increasing bij by
the same amount will still be feasible. This operation increases the objective function g(0, 0). If, on the other hand, biij < 0,
then biij can also be set to 0 and decreasing cij by the same amount will give a feasible solution, see (21) and (23b), with
no change to the objective function. The same argument holds for bijj. Finally, setting bii = 0 and increasing bi by the same
amount will always be feasible and increase the objective function.
(ii) Suppose b−ijk > 0. Then setting b
−
ijk = 0 and decreasing c+ijk, d+ijk and e+ijk such that the sum c+ijk+d+ijk+e+ijk is decreased by
the same amount will still be a feasible solution with higher objective function value. Other variables are similarly handled.
(iii) The proof is analogous to (ii). 
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The above lemma simplifies matters. If, say aijk > 0, then we can set bijk = b+ijk, cijk = c+ijk, dijk = d+ijk and eijk = e+ijk.
Further, the submodularity conditions (23a) and (23b) become linear inequality constraints in the unknowns, condition
(23c) becomes obsolete and the optimization problem (17) is turned into an instance of linear programming.
Example 17. Consider again the example of a cubic pseudo-boolean function f in (3). Finding a g(x, y) of the form (19) by
solving (17) results in
g(x, y) = −(x1 + y¯1)+ 12 (x2 + y¯2)−
1
2
(x3 + y¯3)+ 2(x1y¯2 + y¯1x2)+ 2(x1y¯3 + y¯1x3)
− (x2x3 + y¯2y¯3)− (y¯1x2x3 + x1y¯2y¯3). (24)
Minimizing this submodular relaxation gives gmin = −2 for (x∗, y∗) = (0, 1, 1, 1, 0, 0). Since x∗ = y¯∗, it follows that x∗ is
the global minimizer for f as well.
6. Quartic relaxations
Determining whether a given quartic polynomial is submodular or not is known to be co-NP-complete [6], and not
all submodular quartic polynomials are expressible by quadratic submodular functions [34]. Therefore, a compromise is
required. In this section, we define and analyze two different proposals of recognizable sets for quartic functions.
6.1. Approach I: the set Γsym,4
We choose to work with the quartic polynomials in (1) that satisfy, for every i < j,
aij + a+ij• + a+i•j + a+•ij + a+ij•• + a+i•j• + · · · + a+••ij ≤ 0. (25)
This choice can be seen as a natural generalization of the cubic case; see (22). The set which we denote Γsuff,4 has a number
of advantageous properties. First, it is a rich set of submodular functions. For example, the set of cubic submodular functions,
denoted Γsuff,3, is a subset of these functions, Γsuff,3 ⊂ Γsuff,4. See also [35] where the set is analyzed in more detail. Second,
each quartic term only needs one auxiliary variable for expressibility. Finally, only O(n2) inequalities are sufficient to make
sure that our relaxation is submodular. Thus, the set is recognizable among all quartic pseudo-boolean functions.
Similar to previous derivations, a quartic symmetric polynomial can be written as
g(x, y) = L+ Q + C + 1
2

i<j<k<l

bijkl(xixjxkxl + y¯iy¯jy¯ky¯l)+ cijkl(xixjxky¯l + y¯iy¯jy¯kxl)
+ dijkl(xixjy¯kxl + y¯iy¯jxky¯l)+ eijkl(xiy¯jxkxl + y¯ixjy¯ky¯l)+ pijkl(y¯ixjxkxl + xiy¯jy¯ky¯l)
+ qijkl(xixjy¯ky¯l + y¯iy¯jxkxl)+ rijkl(xiy¯jxky¯l + y¯ixjy¯kxl)+ sijkl(xiy¯jy¯kxl + y¯ixjxky¯l)

, (26)
where L, Q and C denote lower-order terms, and bijkl + cijkl + · · · + sijkl = aijkl. We make analogous simplifications as for
the cubic case, see Lemma 16, so it is assumed bii = biij = bijj = 0. The corresponding conditions for a symmetric quartic
polynomial of this form to be inΓsuff,4 are given in Lemma 19 in Appendix.Wewill denote the subset of symmetric functions
by Γsym,4, and naturally we have Γsym,3 ⊂ Γsym,4.
Example 18. In [15], the following reduction identity is proposed
x1x2x3x4 = min
z∈B
z(3− 2x1 − 2x2 − 2x3 − 2x4)+ x1x2 + x1x3 + x1x4 + x2x3 + x2x4 + x3x4. (27)
This can be used to express
f (x) = x1 + x3 − x4 + 2x1x4 + 2x2x3 − x3x4 + x1x2x3x4 (28)
as a quadratic polynomial with one auxiliary variable z. The quadratic roof duality bound gives fmin ≥ −2 and no partial
assignments. On the other hand, solving the linear program (17), one obtains the relaxation
g(x, y) = 1
2
(x1 + y¯1)+ 12 (x3 + y¯3)−
1
2
(x4 + y¯4)− 12 (x1x3 + y¯1y¯3)+
1
2
(x1y¯3 + y¯1x3)− 12 (x1x4 + y¯1y¯4)
+ 3
2
(x1y¯4 + y¯1x4)+ (x2y¯3 + y¯2x3)− 12 (x3x4 + y¯3y¯4)+
1
2
(x1y¯2x3x4 + y¯1x2y¯3y¯4).
Solving the submodular problem min g(x, y) via max-flow yields (x∗, y∗) = (0, 0, 0, 1, 1, 1, 1, 0). Again, since x∗ = y¯∗, it
follows that x∗ is the global minimizer for f , that is, fmin = g∗GRD = −1.
6.2. Approach II: generators of expressible functions
Submodular pseudo-boolean functions form a convex cone in Rd [27]. Recall that a cone in a vector space is a set C such
that 0 ∈ C and λx ∈ C for every λ ≥ 0 and every x ∈ C.
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Oneway toworkwith a cone of expressible pseudo-boolean functions is to find a finite set of generators for the cone, that
is, a set of pseudo-boolean functions {e1, . . . , ek} such that every function f in the cone can bewritten as f (x) =ki=1 αiei(x)
forαi ≥ 0, i = 1, . . . , k. For n = 4 variables, generators of the submodular cone have been derived [27]. Apart from the linear
functions, there are 10 generators (1 quadratic, 2 cubic and 7 quartic generators), see Fig. 2 in [36] for a complete list. Out
of these 10 generators, one (quartic) generator is not expressible. This gives a convenient way to represent all expressible
functions in 4 variables.We are of course interested in the cone of symmetric, expressible functions in 2n variables. However,
it is an open problem to determine this cone’s set of generators and even if the generators were known, working with the
full set of generators is likely to be intractable.
Based on the generators {e1, . . . , ek} for the expressible cone of 4 variables, we will explicitly define a cone of symmetric
and expressible functions over Sn via generators as follows. For every non-zero quartic coefficient aijkl of f (x), and every
quartic generator es where s = 1, . . . , k, we construct the symmetric generator
es(xi, xj, xk, xl)+ es(y¯i, y¯j, y¯k, y¯l).
Such a generator will not be able to generate functions with monomials consisting of both x and y variables. Therefore, we
also construct generators by exchanging xi and yi
es(yi, xj, xk, xl)+ es(x¯i, y¯j, y¯k, y¯l),
and similarly for the other variables. There are up to 24/2 = 8 (and not 16 due to symmetry) such combinations for every
es. In an analogous manner, quadratic and cubic generators are constructed for each pair and triplet of indices, respectively.
This procedure creates, not counting duplicates:
• 2 quadratic generators for every combination i, j,
−xixj − y¯iy¯j and − xiyj − y¯ix¯j.
• 8 cubic generators for every combination i, j, k,
−xixjxk − y¯iy¯jy¯k,−yixjxk − x¯iy¯jy¯k, . . . ,−xiyjyk − y¯ix¯jx¯k,−yiyjyk − x¯ix¯jx¯k.
• 132 quartic generators for every combination i, j, k, l, for example,
−xixjxkxl − y¯iy¯jy¯ky¯l.
It can be shown that (i) the set of all submodular and symmetric cubic functions Γsym,3 is generated by the quadratic and
cubic generators above (modulo linear terms), and (ii) the set of symmetric quartic polynomials Γsym,4 is a subcone of the
cone generated by the generators above (modulo linear terms).
In order to compute the generalized roof dual bound, we need to be able to solve problem (17). Given f (x) and the
set of generators {e1(x, y), . . . , eK (x, y)} as described above, we can express our submodular relaxation g as g(x, y) =K
i=1 αiei(x, y). Constraint (A), that is, g(x, x¯) = f (x) can be written as Aα = a, where α is a vector of length K and a is
a vector with all polynomial coefficients of f . Constraints (B
′
) and (C) are automatically satisfied as g is ensured to lie in a
cone of expressible and symmetric functions. The objective function g(0, 0) can be written as cTαwhere c is a K -vector. In
summary, the maximization problem in (17) using generators can be cast as a linear programming problem,
max cTα
subject to Aα = a
α ≥ 0.
(29)
7. Heuristics
In many cases, the optimization problem (17) does not need to be solved exactly. Minimizing g amounts to solving a
maximum flow problem, which is considerably faster than solving a linear program to create g . Simpler, heuristic methods
which approximately maximize g(0, 0) are therefore of interest.
It can be seen from Lemmas 15 and 19 that coefficients bij (and therefore cij) are completely determined if all coefficients
of higher order are fixed. Since bij appears in the objective function, taking the minimum of (23a) and (23b) (and similarly
in Lemma 19 for the quartic case) will give the optimal value.
Naturally, any heuristic can be combined with the generalized roof duality method. The following procedure can be used
to compute the roof dual bound.
1. Use heuristics or any type of relaxations to obtain persistencies and simplify f .
2. Apply the generalized roof duality procedure from Section 4.
The end result will still attain the generalized roof dual bound g∗GRD for the original function f , but much faster for some
problems due to the fact that much smaller linear programs are solved.
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Table 1
Abbreviations used in the experimental section.
GRD Generalized Roof Duality (GRD) using Γsym,m (Sections 5 and 6.1)
GRD-gen GRD using generators form = 4 (Section 6.2)
GRD-heuristic The heuristic relaxations (Section 7)
Fix et al. The reductions proposed in [8]
HOCR The reductions proposed in [15]
7.1. Cubic case
For the cubic case we use the following heuristics: let f be written as the sum of functions f1 + f2 + · · · + fN , where each
fi is a function of three variables only. Computing the optimal gi for each of these functions is possible to do very quickly.
The sum of optimal relaxations is in general not optimal, as noted before, but the approximation might give a reasonable
heuristic.
7.2. Quartic case
For the quartic case, we try an even simpler heuristic. We simply use the procedure from the cubic case and set
dijkl = a+ijkl and bijkl = −a−ijkl. (30)
Even this simple method performs surprisingly well for some application problems, as we will show in the experimental
section (see Figs. 2 and 3). Presumably this is due to the fact that setting bij to the minimum of (23a) and (23b) is optimal
given that the higher-order coefficients are determined.
8. Experiments
In this section, we evaluate generalized roof duality experimentally. When computing the generalized roof duality, we
used linear programming in every step, that is, we did not use any combination of linear programming and heuristics, as
mentioned in Section 7. The exception is Section 8.2.2, where the problems were preprocessed with heuristic relaxations
and simplified, after which the linear programming relaxation was computed. In practice, one would typically always use
a combination of heuristics and linear programming, or heuristics only. Table 1 lists the abbreviations of the different
relaxation methods.
8.1. Random polynomials
In the first experiment, we apply our method to synthetically generated polynomials with random coefficients:
f (x) =

(i,j,k)∈T
fijk(xi, xj, xk), (31)
where T ⊆ {1 · · · n}3 is a random set of triplets and each fijk is a cubic polynomial in xi, xj and xk with all its coefficients picked
uniformly in {−100, . . . , 100}. We minimize f with the different methods listed in Table 1. After each algorithm finishes, we
count the number of persistencies (also called the number of labeled variables). The results from 100 problem instances
can be seen in Fig. 1(a). For this type of polynomials, our submodular relaxations significantly outperform the previous
state of the art for every problem. The time required to solve the linear program (17) was longer,2 but in combination with
heuristics this time may be shortened significantly. The minimum and maximum number of iterations required were 3 and
12, respectively, with 93% of the problem instances requiring 6 or less. In addition to comparing the number of persistencies,
we also compared the achieved lower bounds by computing the relative difference: (ℓGRD − ℓ)/|ℓGRD|.
We also generated random quartic polynomials in the same manner; see Fig. 1(b). This experiment also resulted in
a large separation, and the relative lower bound differences were much larger. The best performing method in terms of
lower bounds is, not surprisingly, the GRDmethod based on generators. Perhaps somewhat surprisingly, the GRD generator
method is faster than the GRD method based on Γsym,4. Even though the linear program for the generator method is much
bigger, the computations are faster. Note that we only used |T | = 300 for this experiment; with |T | = 1000 the generalized
roof duality only obtained a median of 14 persistencies while HOCR obtained 3.
8.2. Applications in computer vision
Theminimization of pseudo-boolean functions appears inmany different fields. Our originalmotivation behind thiswork
stems from inference problems in computer vision andmachine learning. For many low-level problems in computer vision,
a Markov Random Field is used for modeling and the resulting inference problem consists of estimating some unknown
2 We used Clp (http://www.coin-or.org/Clp) as our LP solver.
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(a) Cubic polynomials with n = 1000 and |T | = 1000. GRD-heuristic is
not shown in the histogram because it is almost indistinguishable from
GRD.
(b) Quartic polynomials with n = 1000 and |T | = 300.
Fig. 1. Number of persistencies, relative bounds and running time for 100 randompolynomials. The set of coefficients T was drawn uniformly aftermaking
sure that all variables were used once.
quantity (e.g., depths) from one or several observations. The objective function for such a problem (often referred to as an
energy) to be minimized is typically of the form
E(w) =
n
i=1
Ei(wi)  
Edata(w)
+

i<j
Eij(wi, wj)+

i<j<k
Eijk(wi, wj, wk)+ · · ·  
Esmooth(w)
, (32)
where the data term Edata specifies the agreement between w and the observations. The smoothness term Esmooth measures
how wellw agrees with prior information such as smoothness and noise levels in the image.
Inmany applications,w is not a boolean vector but insteadw ∈ {1, . . . , K}n, where K is the number of labels. In practice,
the multilabel problem is reduced to the boolean case by iterative move-making algorithms [5,23]: given a current solution
w(t) and a proposal y(t), a new (better) solution is constructed from a solution x∗ to a pseudo-booleanminimization problem,
w
(t+1)
i =

y(t)i if x
∗
i = 1
w
(t)
i if x
∗
i = 0 (or unknown).
(33)
The pseudo-boolean objective function E(t)(x) at iteration t is constructed as follows. The data terms are given by E(t)i (xi) =
Ei(y
(t)
i )xi + Ei(w(t)i )x¯i. Similarly, E(t)ij (xi, xj) = Eij(y(t)i , y(t)j )xixj + Eij(y(t)i , w(t)j )xix¯j + Eij(w(t)i , y(t)j )x¯ixj + Eij(w(t)i , w(t)j )x¯ix¯j and
so forth. Because of this, we refer the maximum number of variables appearing in each term of Esmooth as its degree. We will
for the remainder of this subsection focus on two specific applications: image denoising, where the degree of Esmooth is 4,
and stereo reconstruction, where the degree of Esmooth is 3.
8.2.1. Image denoising
Ishikawa [15] used image denoising as a benchmark problem for higher-order pseudo-boolean minimization. In each
iteration the proposals are generated in two possible ways which are alternated: by blurring the current image and picking
all pixels at random. The smoothness term consists of a Fields of Experts (FoE) model using patches of size 2 × 2. Thus,
quartic polynomials are needed to formulate the image restoration task as a pseudo-boolean minimization problem.
Figs. 2 and 3 show a comparison between the different methods for this problem. Generalized roof duality performed
very well, often labeling very close to 100% of the problem variables. In the plots showing the number of persistencies in
each iteration, we show the average over two types of proposals generated, just as in [8]. Otherwise, the oscillating graphs
overlap and the plot becomes hard to read.
If we instead consider the energy as a function of time spent computing, our heuristic method still outperforms HOCR,
but the difference is smaller. This is due to the fact that GRD has to solve multiple graph cut problems in each iteration
while HOCR only has to solve one. The results are shown in Fig. 4. The best performing method is the one by Fix et al.,
which also solves just one graph cut problem in each iteration, but has better reductions than HOCR in general. In this
application it does not pay off to iterate and compute the best possible solution; it is better to just generate a new
proposal.
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(a) Each method progresses independently.
(b) Each method solves the same problem in each iteration. (c) Noisy image. (d) Restored image.
Fig. 2. Restoring a small image. In each iteration a proposal is generated and each pixel can either stay the same or switch to the proposal. A quartic
smoothness function is used.
(a) Each method progresses independently.
(b) Each method solves the same problem in each iteration. (c) Noisy image. (d) Restored image.
Fig. 3. Restoring a larger image. Due to its size, we do not use LP-based relaxations.
8.2.2. Stereo reconstruction
In dense stereo reconstruction, second order surface priors have recently been used to obtain very good results [33];
see Fig. 5. The algorithm involves minimizing a number of pseudo-boolean functions of degree 3. Since the framework uses
a heuristic to obtain a complete non-optimal solution (i.e. an upper bound), we instead compare to the HOCR reductions.
Table 2 shows the result for a few image sets. For this problem type, the simple heuristics does not perform better than
the HOCR method.
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(a) Problem in Fig. 2. (b) Problem in Fig. 3.
Fig. 4. Energy vs. time for the denoising experiments. The run times are the complete run times for all steps of the respective methods, i.e. linear
programming, heuristics and minimum cut solvers are included. The method by Fix et al. [8] wins since it performs a single graph cut computation per
iteration while having better reductions than HOCR.
(a) Image from input sequence. (b) Result. (c) Image from input sequence. (d) Result.
Fig. 5. From a calibrated sequence of images, stereo reconstruction can be used to recover a dense depth map [33].
Table 2
Comparison between HOCR and our methods for stereo reconstruction. The computed numbers are the sample means over all problem instances.
Set Problems n Lower bounds (·1010) Persistencies (·105)
GRD GRD-heuristic HOCR GRD GRD-heuristic HOCR
Cones 259 506,250 1.22974 1.22972 1.22945 4.998 4.917 4.986
Cloth3 392 462,870 0.833185 0.833176 0.833110 4.60 4.55 4.59
Table 3
Lower bounds on some 3-SAT problems from [14]. The instances are all satisfiable, so the optimal value is always 0. The computed numbers are the sample
means± one standard deviation.
Images Problems n Lower bounds Times (ms)
GRD GRD-heur. HOCR GRD GRD-heur. HOCR
CBS 1000 100 −173± 2.90 −181± 2.63 −251± 4.25 77.54± 14.88 8.93± 10.34 2.20± 5.62
RTI 500 100 −183± 2.87 −192± 2.65 −268± 4.77 86.80± 16.73 8.26± 8.77 2.47± 5.60
uf20–91 1000 20 −26± 1.39 −31± 1.51 −54± 2.55 6.78± 8.15 1.21± 4.11 0.53± 2.83
8.3. 3-SAT
A clause ‘‘xi or not xj or not xk’’ is encoded as the term x¯ixjxk. The energy function to be minimized is the sum of all these
terms, for example,
f (x) = x¯1x2x3 + x1x¯3x6 + · · · + x2x¯3x¯4. (34)
If the problem is satisfiable, then the optimal value is 0. Note that by construction, 0 is always trivially a lower bound to
the energy function. The optimization methods do not have this information, though. Hence, a bound lower than 0 will be
reported in general.
Table 3 shows the performance on some publicly available SAT databases. Since persistencies are almost never found
for these problems, we compare lower bounds only. Knowing how the problems are generated, it is trivial to prove a lower
bound of 0. Though, this information about the problem structure is not available to any method in Table 3.
9. Concluding discussion
Generalized roof duality of arbitrary degree. We have seen three different approaches to construct submodular relaxations:
(i) via recognizable sets Γsym,m, (ii) using generators, and (iii) heuristics. However, it is not straightforward to apply these
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approaches to higher-order (m ≥ 5) cases. As the dimension goes up, things quickly become impractical due to the sheer
size of the relaxation sets. So, restricting the computations to subsets are necessary. It is not clear how to achieve a good
compromise between tightness of the lower bound and efficiency of the computations. Further, it is an open problem to
characterize the symmetric submodular cone Γsym,m ⊂ Γsuff,m and to derive generators for the cone of expressible pseudo-
boolean functions whenm ≥ 5. In [34], it is conjectured that the generators are given by the so-called upper and lower fans.
These issues are left for futurework. Of course, in practice one canworkwith any set of higher-order, expressible generators.
The generators can be problem-specific and the number of them can depend on the computational resources available.
Another openproblem iswhether the cubic submodular relaxations can be improved by enlarging the set of relaxations to
include bisubmodular and higher-order submodular relaxations. Theorem 6 tells us that when degree(f ) = 2, it is enough
to consider relaxations of the same degree. On the other hand, in [18], an example with degree(f ) = 4 is given where
a bisubmodular relaxation strictly dominates any submodular relaxation. We conjecture that when degree(f ) = 3, the
tightest cubic submodular relaxation dominates all other submodular relaxations of arbitrary degree.
Summary. We have shown how the roof duality bound for unconstrained quadratic pseudo-boolean functions can be
generalized for higher-order functions. The bound is defined as the maximum lower bound over a set of submodular
relaxations. Our main result is that a solution that attains this bound can be computed in polynomial time. By definition, the
generalized roof dual bound is superior to many previously proposed reduction schemes.
The main focus of our analysis is on cubic and quartic submodular relaxations, which are most interesting from an
application point of view. The cubic case is more straight-forward and the solution is more elegant than the quartic case,
mainly due to the fact that all cubic submodular functions are expressible and the functions form a setwhich is recognizable.
The experimental results demonstrate that much better lower bounds, and many more labeled variables can be
determined with the generalized roof dual bound compared to the state of the art. The price to pay is the computational
effort due to the time spent on (i) constructing the relaxations, and (ii) the iterative improvements. The method is still very
attractive in terms of speed, particularly for large-scale problems involving several thousands of variables. For m = 4, the
roof dual based on generators is preferable to the approach using relaxations in Γsym,4, both in terms of execution times and
bounding performance.
Implementation. We have made our implementation publicly available at https://github.com/PetterS/submodular.
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Appendix. Quartic submodularity
By first expanding all conjugate factors in the symmetric form (26) to a multilinear polynomial and then applying the
sufficient condition (25), one obtains the following constraints.
Lemma 19. A quartic symmetric polynomial g represented by (26) is submodular and expressible by a quadratic submodular
polynomial if
bij ≤ (23a)− b+ij•• − b+i•j• − b+i••j − b+•ij• − b+•i•j − b+••ij − |c|ij•• − |c|i•j• − |c|•ij• − |d|ij•• − |d|i••j − |d|•i•j
− |e|i•j• − |e|i••j − |e|••ij − |p|•ij• − |p|•i•j − |p|••ij − q+ij•• − |q|ij•• − q+••ij
− r+i•j• − |r|i•j• − r+•i•j − s+i••j − |s|i••j − s+•ij•
−cij ≤ (23b)− c−i••j − c−•i•j − c−••ij − d−i•j• − d−•ij• − d−••ij − e−ij•• − e−•ij• − e−•i•j − p−ij•• − p−i•j• − p−i••j
− |q|i•j• − |q|i••j − |q|•ij• − |q|•i•j − |r|ij•• − |r|i••j − |r|•ij• − |r|••ij − |s|ij•• − |s|i•j• − |s|•i•j − |s|••ij,
for 1 ≤ i < j ≤ n, where (23a) and (23b) denote the right-hand side of the inequalities, respectively.
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