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Abstract
In general settings, applying evolutional semigroup arguments, we prove the existence and uniqueness of
Lp-solutions to semi-linear SPDEs of the type
du(t, x) = [Lu(t, x)+ f (t, x, u(t))]dt +∑
k
gk
(
t, x, u(t)
)
dwkt , u(0, x) = u0(x), x ∈ E,
where L is an unbounded linear negative operator on Lp(E,B,μ), {wkt ; t  0, k = 1,2, . . .} is a sequence
of independent Brownian motions, and (E,B,μ) is a general measure space. We also discuss the regularities
of solutions in Sobolev spaces. Moreover, a time discretized approximation for above equation is proved
to convergence in Hölder spaces. As applications, we study several classes of solutions for different types
SPDEs on abstract Wiener space and Riemannian manifold.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The theory of stochastic partial differential equations (SPDEs) has been developed since long
ago (cf. [18]), and arises in many applications such as nonlinear filtering, the dynamics of pop-
ulation, describing a free field in relativistic and diffraction in random-heterogeneous media in
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X. Zhang / Journal of Functional Analysis 239 (2006) 44–75 45statistical physics, etc. In the frameworks of abstract Hilbert spaces, the theory of solvability
of the Cauchy problem for linear and quasi-linear SPDEs is rather complete and satisfactory
(see, for instance, [6,7,18]). In these developments, Galerkin’s method via integration by parts
formulas and semigroup method are two main approaches.
Recently, a comprehensive Lp-theory of second order quasi-linear parabolic stochastic differ-
ential equations in Bessel classes Hpn (Rd) was developed by Krylov in [11,12]. This theory is
sharp and cannot be improved under his assumptions, and which may be applied to a large class
of important equations, including equations of nonlinear filtering, stochastic heat equation with
nonlinear noise term, etc. Various Lp-results of SPDEs around Krylov’s Lp-theory were devel-
oped rapidly in recent years. For examples, Mikulevicius and Rozovskii [16] extended Krylov’s
Lp-theory to parabolic systems of quasi-linear SPDEs and obtained some additional integrability
and regularity properties; Kim [9] studied the Lp-theory of stochastic partial differential equa-
tions of divergence form in C1 domains; Krylov [13] himself developed the theory of Lq(Lp)
for SPDEs, etc.
All these results were obtained in the range of Euclidean space. Sharp estimates of determin-
istic partial differential equations (PDEs) in Euclidean space play a crucial role. Let us explain it
in detail. Let Hpn := (I −)−n/2(Lp(Rd)) be the space of Bessel potentials, where  :=∑i ∂2xi
is the usual Laplacian operator. Consider the deterministic PDE,
∂tu(t, x) = u(t, x)+ f (t, x), u(0, x) = u0(x), x ∈ Rd .
A deep and sharp result in PDE (cf. [14]) states that
∥∥∂2xu∥∥Lp((0,T )×Rd ) + ‖∂tu‖Lp((0,T )×Rd ) Cd,p(‖f ‖Lp((0,T )×Rd ) + ‖u0‖Hp2−2/p), (1)
where ∂2xu denotes the Hessian matrix of u with respect to x. Another important estimate proved
by Krylov [10] for dealing with SPDEs is a generalization of Littlewood–Paley’s inequality,
precisely say
∫
Rd
+∞∫
−∞
( t∫
−∞
∣∣∇Tt−sg(s, ·)(x)∣∣2G ds
)p/2
dt dx  Cd,p
∫
Rd
+∞∫
−∞
∣∣g(t, x)∣∣p
G
dt dx, (2)
where ∇ is the usual gradient operator, Tt is the Gaussian heat semigroup, G is a Hilbert space,
g ∈ Lp((−∞,+∞) × Rd ,G). The proofs of these estimates are based on Stampacchia’s inter-
polation theorem and Fourier’s transformation. Krylov used these two sharp estimates to derive
his Lp-theory by the classical method of continuity in PDE. For this aim, he introduced some
suitable stochastic Banach spaces, and then established some necessary a priori estimates.
In the present paper, we attempt to develop an Lp-theory for SPDEs in general settings. That
is, we shall replace state space Rd by a general measure space (E,B,μ), and consider the fol-
lowing semi-linear SPDEs
du(t, x) = [Lu(t, x)+ f (t, x, u(t))]dt +∑
k
gk
(
t, x, u(t)
)
dwkt , u(0, x) = u0(x), x ∈ E,
(3)
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is a sequence of independent Brownian motions. As in [11], considering infinitely many Brown-
ian motions allows us to treat equations for measure-valued processes, for instance, driven by
space–time white noise (cf. [11,23]). Our starting point in this paper is the analytic semigroup
on Lp(E,B,μ) with generator L. By defining the mild solutions as in [6], we can use the usual
Picard’s iteration to construct the solution. An advantage of applying the notion of mild solution
is that one can discretize the equations for time variable. When we deal with nonlinear equation,
the Lipschitz conditions on coefficients are rarely satisfied for obtaining the strong solution. An
example to explain this difficulty may be found in [16]. A nonlinear interpolation result due to
Tartar [21] will help us to improve the regularity of solution. We remark that it seems to be diffi-
cult to obtain a sharp theory as in Rd since we do not know whether previous two sharp estimates
hold in general settings. For example, when we consider SPDEs on Riemannian manifold, the
estimates (1) and (2) are not well known for us.
The structure of this paper is arranged as follows. In Section 2, we present the framework and
some necessary estimates related to the semigroup and generator from Pazy [17]. A nonlinear in-
terpolation result due to Tartar [21] is given here. In Section 3, the stochastic integral with values
in Banach space is defined in our settings. Then, two a priori estimates related to the mild solu-
tions are proved. In Section 4, the equivalence between weak solution and mild solution is proved.
In Section 5, the existence and uniqueness of mild solution to Eq. (3) are obtained under stronger
assumptions on coefficients than Krylov’s [11]. A continuous dependence result with respect to
initial values and coefficients is also proved. Following the idea of Mikulevicius and Rozovskii
[16], we obtain the better regularity of solution by the interpolation theorem established in Sec-
tion 2. In Section 6, a time discretized scheme of mild solution is proved to convergence in
Hölder’s spaces. In Section 7, letting E be an abstract Wiener space, L the Ornstein–Uhlenbeck
operator in Malliavin calculus, we apply our results to this infinite-dimensional SPDEs. When
p = 2, Denis and Stoica [7] has already obtained a more general result. In the case of p > 2,
Meyer’s inequality in Malliavin calculus will play an important role. In Section 8, strong and
classical solutions for semilinear and linear SPDEs on Riemannian manifold satisfying some
geometric assumptions are studied by the results obtained in Section 5.
We make the following convention: unless special explanation, the positive constant C will
have different values in different occasions, which is not important; when C has subscripts, it
will indicate the only dependence on parameters.
2. Framework
Let (E,B,μ) be a σ -finite and separable measure space. For any 1  p  +∞, we denote
by Lp(E,μ) the corresponding real Lp-space equipped with the usual norm ‖ ‖p . Let {Tt }t0
be a family of symmetric strongly continuous semigroup on L2(E,μ) with T0 = 1 the identity
operator. Suppose also throughout this paper that:
(I) Tt is contracted on Lp(E,μ) for each t > 0, i.e., ‖Tt f ‖p  ‖f ‖p, 1 p ∞;
(II) Each Tt is self-adjoint on L2(E,μ).
Under (I) and (II), {Tt }t>0 forms an analytic semigroup on Lp(E,μ) for each p ∈ (1,∞) (cf.
Stein [19, Theorem 1, p. 67]). Let (L,D(L)) be the generator operator of {Tt }t0 in L2(E,μ),
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D(L) :=
{
f ∈ L2(E,μ): Lf := lim
t→0
Tt f − f
t
exists in L2(E,μ)
}
.
Then (L,D(L)) is a negative self-adjoint operator on L2(E,μ). For any p ∈ (1,∞) and n ∈ R+,
one defines the Sobolev type space by Hpn := (1 − L)−n/2(Lp(E,μ)) with the norm:
‖f ‖Hpn :=
∥∥(1 − L)n/2f ∥∥
p
.
They are separable Banach spaces. In particular, Hp0 = Lp(E,μ) and H 22 = D(L).
Remark 2.1. In general, it is not known that [Hp
n′ ,H
p
n ]θ = Hp(1−θ)n′+θn for any 0 n′ < n < ∞
and θ ∈ (0,1), where [Hp
n′ ,H
p
n ]θ stands for the complex interpolation space between Hpn′ and
H
p
n . A sufficient condition for this equality is that (1 − L)it is bounded for all t ∈ R (cf. [22,
p. 103]).
Remark 2.2. Since (E,B,μ) is not assumed to be finite measure space, it is usually not true
that Hpn ⊂ Hp
′
n for any 1 p′ < p < +∞. However, we have the embedding Hpn ⊂ Hpn′ for any
0 n′ < n< +∞.
We need a test function space assumed as follows.
(III) There exists a set D such that D is dense in all Hpn for all p > 1 and n ∈ R+.
For n < 0, one defines Hpn as the dual space of Hp
∗
−n, where 1/p + 1/p∗ = 1. In the sequel,
(p,p∗) will always be used to denote a couple of conjugated indexes. We have
Lemma 2.3.
(i) Assume that n < 0 and 1 < p < +∞. For any f ∈ Hpn , there exists a unique element h ∈
Lp(E,μ) such that
(f, g)〈Hpn ,Hp
∗
−n 〉 =
(
h, (1 − L)−n/2g)〈Lp,Lp∗ 〉, ∀g ∈ Hp∗−n.
In this sense, we may also regard Hpn as (1−L)−n/2(Lp(E,μ)) for n < 0. The dual relations
for different p and n will be denoted by unified (·,·) without confusions.
(ii) For all n ∈ R and p ∈ (1,∞), let f ∈ Hpn and g ∈D, then(
f, (1 − L)ng)= ((1 − L)nf, g).
Proof. (i) It is direct from the dual relation between Lp(E,μ) and Lp∗(E,μ).
(ii) It follows from (III) and the symmetry of (1 − L)n in L2(E,μ). 
Let us prove a nonlinear interpolation theorem which will be used to improve the regularity
of solution. This result essentially belongs to Tartar [21] (see [3]).
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be a nonlinear mapping, which maps Hqn+i to H
p
n and Hqm+i to H
p
m , and suppose that there are
positive constants C1 and C2 such that
∥∥S(u)− S(v)∥∥
H
p
n
 C1‖u− v‖Hqn+i , u, v ∈ H
q
n+i , (4)∥∥S(u)∥∥
H
p
m
 C2‖u‖Hqm+i , u ∈ H
q
m+i . (5)
Then for any 0 < β0 < β1 < 1, there is a positive constant C3 such that
∥∥S(u)∥∥
H
p
n+(m−n)β0
 C3‖u‖Hq
n+i+(m−n)β1
.
Proof. Let θ := β0+β12 and r ∈ (1,∞). Let (B1,B2)θ,r stands for the real interpolation space
between Banach spaces B1 and B2. By the K-method of real interpolation (cf. [3]) we have
∥∥S(u)∥∥
(H
p
n ,H
p
m)θ,r
=
( ∞∫
0
(t−θK(t, S(u)))r
r
dr
)1/r
,
where K(t, S(u)) := infS(u)=a1+a2(‖a1‖Hpn + t‖a2‖Hpm).
By (4) and (5), we have for any v ∈ Hqm+i ,
K
(
t, S(u)
)

∥∥S(u)− S(v)∥∥
H
p
n
+ t∥∥S(v)∥∥
H
p
m
 C1‖u− v‖Hqn+i + tC2‖v‖Hqm+i
 (C1 ∨C2)
(‖u− v‖Hqn+i + t‖v‖Hqm+i ).
So K(t, S(u)) (C1 ∨C2)K(t, u) and
∥∥S(u)∥∥
(H
p
n ,H
p
m)θ,r
 (C1 ∨C2)‖u‖(Hqn+i ,Hqm+i )θ,r .
We first look at the case of (n,m) = (0, l), l ∈ N. Noting that (cf. [22, Theorem 1.15.2(d),
p. 101 and (2), p. 105])
(
H
p
0 ,H
p
m
)
β0,1
⊂ Hpmβ0 ⊂
(
H
p
0 ,H
p
m
)
β0,∞, m ∈ N,
and
(
H
p
i ,H
p
m+i
)
θ,r
= (Hp0 ,Hpm+i) i+mθ
m+i ,r
,
we have by [22, Theorem 1.3.3(b), (e), p. 25]:
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H
p
lβ0
 C
∥∥S(u)∥∥
(H
p
0 ,H
p
l )β0,1
 C
∥∥S(u)∥∥
(H
p
0 ,H
p
l )θ,r
(∵ β0 < θ)
 C‖u‖(Hqi ,Hql+i )θ,r
 C‖u‖(Hq0 ,Hql+i ) i+lθ
l+i ,r
 C‖u‖Hqi+lβ1 (∵ θ < β1),
which completes the proof for (n,m) = (0, l).
Next we deal with (n,m) = (−1,0). Note that
H
p∗
1−β0 ⊂
(
H
p∗
0 ,H
p∗
1
)
1−β0,∞ ⊂
(
H
p∗
0 ,H
p∗
1
)
1−θ,r .
By the duality theorem of real interpolation (cf. [22]), we have
∥∥S(u)∥∥
H
p
−1+β0
= ∥∥S(u)∥∥
(H
p∗
1−β0 )
′  C
∥∥S(u)∥∥
(H
p∗
0 ,H
p∗
1 )
′
1−θ,r
 C
∥∥S(u)∥∥
(H
p
−1,H
p
0 )θ,r∗
 C‖u‖(Hq−1+i ,Hqi )θ,r∗  C‖u‖Hq−1+i+β1.
We complete the proof. 
The following results taken from Pazy [17, Theorem 6.13, p. 74] will play a basic role in this
paper.
Theorem 2.5. Under (I), (II) and (III), for any p ∈ (1,∞) we have:
(i) Tt :Lp(E,μ) → Hpn for each t > 0 and n > 0;
(ii) For any f ∈ Hpn , (1 − L)nTt f = Tt (1 − L)nf ;
(iii) For each t > 0 and n > 0, the operator (1 − L)nTt is bounded in Lp(E,μ) and
∥∥(1 − L)nTt∥∥ Cnt−n;
(iv) Let n ∈ (0,1] and f ∈ Hp2n, then∥∥(Tt − 1)f ∥∥p Cntn‖f ‖Hp2n .
Let l2 be the usual sequence Hilbert space. We may similarly define the l2-valued Sobolev
type spaces Hpn (l2). More precisely, for g ∈ Hpn (L2)
‖g‖Hpn (l2) :=
∥∥∥∥
(∑
k
∣∣(1 − L)n/2gk∣∣2)1/2∥∥∥∥
p
.
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Let (Ω,F , (Ft )t0,P ) be a complete filtration probability space. Let P be the progressively
σ -field associated to (Ft )t0. A family of independent one-dimensional Ft -adapted Brownian
motions {wkt ; t  0, k = 1,2, . . .} on (Ω,F ,P ) are given.
Throughout this paper, we shall fix T > 0 and restrict our discussions in finite time interval
[0, T ]. We denote for p  2 and n ∈ R
H
p
n (T ) := Lp
(
Ω × [0, T ],P,dP × dt;Hpn
)
,
H
p
n
(
T ; l2) := Lp(Ω × [0, T ],P,dP × dt;Hpn (l2)),
F
p
n (T ) := Hpn (T )×Hpn+1
(
T ; l2).
For (f, g) ∈ Fpn (T ), set
∥∥(f, g)∥∥
F
p
n (T )
:= ‖f ‖
H
p
n (T )
+ ‖g‖
H
p
n+1(T ;l2).
Let us first define the stochastic integral of elements in Hpn (T ; l2) with respect to wkt . For any
g ∈ Hp0 (T ; l2), noting that
Lp
(
Ω × [0, T ],P,dP × dt;Hp0
(
l2
))
 Lp(Ω × [0, T ] ×E,P ×B,dP × dt ×μ(dx); l2)
 Lp(E,B,μ;Lp(Ω × [0, T ],P,dP × dt; l2)),
we have by Fubini’s theorem that for μ-almost all x ∈ E
T∫
0
E
∣∣g(s, x)∣∣p
l2
ds < +∞.
The stochastic Itô integral of g with respect to w may be naturally defined for μ-almost all x ∈ E
by
I(ω, t, x) :=
∞∑
k=1
t∫
0
gk(s, x)dwks .
However, this definition is not satisfactory since we do not know whether I is (P × B)-
measurable, and cannot find a P ×μ zero set A of Ω ×E such that I(ω, t, x) is well defined for
all (ω, x) /∈ A. Nevertheless, we may find a version which has better properties.
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version I˜ of I such that for each t ∈ [0, T ], I˜(ω, t, ·) ∈ Hpn for almost all ω and I˜(·,t, x) =
I(·,t, x),P -a.s. for μ-almost all x ∈ E. Moreover,
(1 − L)n/2I˜(ω, t, ·)(x) =
∞∑
k=1
t∫
0
(1 − L)n/2gk(s, ·)(x)dwks , (P ×μ)-a.s., (6)
and
(
(1 − L)n/2I˜(ω, t, ·),φ)= ∞∑
k=1
t∫
0
(
(1 − L)n/2gk(s, ·),φ)dwks , P -a.s., φ ∈D. (7)
Proof. By a standard construction, one may find a sequence of elementary processes gm with
the form
gm(ω, s, x) =
(2m−1)T∑
j=0
1[j2−m,(j+1)2−m)(s)gmj (ω,x),
where gmj (ω, ·) ∈ Hpn (l2) is Fj2−m -measurable, such that
lim
m→∞
T∫
0
E
∥∥gm(s, ·)− g(s, ·)∥∥pHpn (l2) ds = 0. (8)
We now define
Im(ω, t, x) :=
∞∑
k=1
2mT∑
j=1
gkmj (ω,x)
(
wk
t∧(j+1)2−m −wkt∧j2−m
)= ∞∑
k=1
t∫
0
gkm(s, x)dwks .
It is clear that Im is (P×B)-measurable. Since (1−L)n/2 is a closed operator, for each t ∈ [0, T ],
Im(ω, t, ·) ∈ Hpn a.s., and
(1 − L)n/2Im(ω, t, ·)(x) =
∞∑
k=1
t∫
0
(1 − L)n/2gkm(s, ·)(x)dwks , (P ×μ)-a.s.
Moreover, by BDGs inequality and Fubini’s theorem, we have by (8)
E
∥∥(1 − L)n/2(Im − Il)(ω, t, ·)∥∥pp
= E
∥∥∥∥∥
∞∑
k=1
t∫
(1 − L)n/2(gkm − gkl )(s, ·)dwks
∥∥∥∥∥
p
p0
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∫
E
E
( t∫
0
∣∣(1 − L)n/2(gm − gl)(s, ·)(x)∣∣2l2 ds
)p/2
μ(dx)
 C
t∫
0
E
∥∥(gm − gl)(s, ·)∥∥pHpn (l2) ds → 0
as m, l → ∞.
Hence, for each t ∈ [0, T ], there exists a I˜(t) ∈ Lp(Ω,P ;Hpn ) such that
lim
j→∞E
∥∥Im(ω, t, ·)− I˜(ω, t, ·)∥∥pHpn = 0.
Obviously, I˜ has the desired properties.
Equality (7) can be obtained by taking the limit for
(
(1 − L)n/2Im(ω, t, ·),φ
)= ∞∑
k=1
t∫
0
(
(1 − L)n/2gkm(s, ·),φ
)
dwks , P -a.s., φ ∈D.
The proof is complete. 
In the sequel, we shall always use this version, and denote it still by I. We have the following
result.
Theorem 3.2. Fix δ ∈ (0,1), n ∈ R+ and p  2. For any u0 ∈ Lp(Ω,F0;Hpn+δ−2/p) and
(f, g) ∈ Fpn−2+δ(T ), define
u(t, x) := Tt u0(x)+
t∫
0
Tt−sf (s, ·)(x)ds +
∞∑
k=1
t∫
0
Tt−sgk(s, ·)(x)dwks .
Then u ∈ Hpn (T ). Moreover,
‖u‖p
H
p
n (T )
 Cp,δT δp/2
(
E‖u0‖p
H
p
n+δ−2/p(T )
+ ∥∥(f, g)∥∥p
F
p
n−2+δ(T )
)
. (9)
All this type functions are denoted by Hpn+δ(T ).
Proof. It is enough to prove the estimate (9). We first have by Theorem 2.5 and Minkowski’s
inequality
E
( T∫ ∥∥∥∥∥(1 − L)n/2
t∫
Tt−sf (s, ·)ds
∥∥∥∥∥
p
p
dt
)0 0
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( T∫
0
∥∥∥∥∥
t∫
0
(1 − L)n/2Tt−sf (s, ·)ds
∥∥∥∥∥
p
p
dt
)
= E
( T∫
0
∥∥∥∥∥
t∫
0
(1 − L)1−δ/2Tt−s(1 − L)(n−2+δ)/2f (s, ·)ds
∥∥∥∥∥
p
p
dt
)
 E
( T∫
0
( t∫
0
∥∥(1 − L)1−δ/2Tt−s(1 − L)(n−2+δ)/2f (s, ·)∥∥p ds
)p
dt
)
 CδE
( T∫
0
( t∫
0
1
(t − s)1−δ/2
∥∥f (s, ·)∥∥
H
p
n−2+δ
ds
)p
dt
)
 CδE
( T∫
0
( t∫
0
1
(t − s)1−δ/2
∥∥f (s, ·)∥∥p
H
p
n−2+δ
ds
)( t∫
0
ds
(t − s)1−δ/2
)p−1
dt
)
 Cp,δT δ(p−1)/2E
( T∫
0
( T∫
s
1
(t − s)1−δ/2 dt
)∥∥f (s, ·)∥∥p
H
p
n−2+δ
ds
)
 Cp,δT δp/2E
( T∫
0
∥∥f (s, ·)∥∥p
H
p
n−2+δ
ds
)
= Cp,δT δp/2‖f ‖p
H
p
n−2+δ(T )
.
Secondly, by BDGs inequality, we obtain
E
( T∫
0
∥∥∥∥∥(1 − L)n/2
∞∑
k=1
t∫
0
Tt−sgk(s, ·)dwks
∥∥∥∥∥
p
p
dt
)
=
T∫
0
∫
E
E
∣∣∣∣∣
∞∑
k=1
t∫
0
(1 − L)n/2Tt−sgk(s, ·)(x)dwks
∣∣∣∣∣
p
μ(dx)dt
Cp
T∫
0
∫
E
E
( t∫
0
∣∣(1 − L)n/2Tt−sg(s, ·)(x)∣∣2l2 ds
)p/2
μ(dx)dt
CpE
( T∫ ( t∫ ∥∥(1 − L)n/2Tt−sg(s, ·)∥∥2Hp0 (l2) ds
)p/2
dt
)0 0
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( T∫
0
( t∫
0
1
(t − s)1−δ
∥∥g(s, ·)∥∥2
H
p
n−1+δ(l2)
ds
)p/2
dt
)
 Cp,δT δp/2‖g‖p
H
p
n−1+δ(T )
.
Tt u0 can be tackled easily. The proof is thus complete. 
Remark 3.3. For any u ∈Hpn (T ), it holds that u ∈ Hpn−δ(T ) for any δ > 0.
We next study the t-regularity of u ∈Hpn,δ(T ) following the method of Krylov [11].
Theorem 3.4. Suppose p > 2 and 1/p < α < δ/2 < 1/2. Then, for any u ∈Hpn+δ(T ) we have
E
(
sup
0r<tT
‖u(t, ·)− u(r, ·)‖p
H
p
n
(t − r)αp−1
)
 C
(
E‖u0‖p
H
p
n+δ−2/p(T )
+ ∥∥(f, g)∥∥p
F
p
n−2+δ(T )
)
.
In particular, for almost all ω, t → u(ω, t, ·) ∈ Hpn are (α − 1/p)-order Hölder’s continuous.
Proof. Without any loss of generality, we may assume that n = 0. We use the following Garsia’s
inequality:
E
(
sup
0r<tT
‖u(t, ·)− u(r, ·)‖pp
(t − r)αp−1
)
 Cp,α
T∫
0
t∫
0
E‖u(t, ·)− u(r, ·)‖pp
(t − r)αp+1 dr dt. (10)
Suppose t > r . It is not hard to find that
u(t, x)− u(r, x) = (Tt−r − 1)u(r, x)+
t∫
r
Tt−sf (s, ·)(x)ds +
∞∑
k=1
t∫
r
Tt−sgk(s, ·)(x)dwks
=: J1(t, r)+ J2(t, r) + J3(t, r).
Thus, the right-hand side of (10) is less than
Cp,α
∑
i=1,2,3
T∫
0
t∫
0
E‖Ji(t, r)‖pp
(t − r)αp+1 dr dt.
By (iv) of Theorem 2.5, we have for α < β < δ/2
T∫
0
t∫
0
E‖J1(t, r)‖pp
(t − r)αp+1 dr dt C
T∫
0
t∫
0
(t − r)βpE‖u(r, ·)‖p
H
p
2β
(t − r)αp+1 dr dt  C‖u‖
p
H
p
2β
.
By (iii) of Theorem 2.5, we have
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∥∥J2(t, r)∥∥pp = E
(∫
E
∣∣∣∣∣
t∫
r
Tt−sf (s, ·)(x)ds
∣∣∣∣∣
p
μ(dx)
)
 E
( t∫
r
∥∥Tt−sf (s, ·)∥∥p ds
)p
 CE
( t∫
r
1
(t − s)1−δ/2
∥∥f (s, ·)∥∥
H
p
−2+δ
ds
)p
 C
( t∫
r
1
(t − s)(1−δ/2)p/(p−1) ds
)p−1 t∫
r
E
∥∥f (s, ·)∥∥p
H
p
−2+2δ
ds
= C(t − r)δp/2−1
t∫
r
E
∥∥f (s, ·)∥∥p
H
p
−2+δ
ds.
Hence,
T∫
0
t∫
0
E
∥∥J2(t, r)∥∥pp
(t − r)αp+1 dr dt
 C
T∫
0
t∫
0
E
∥∥f (s, ·)∥∥p
H
p
−2+δ
[
tδp/2−1−αp − (t − s)δp/2−1−αp]ds dt
 C
T∫
0
E
∥∥f (s, ·)∥∥p
H
p
−2+δ
ds = C‖f ‖p
H
p
−2+δ(T )
.
We now look at the term of containing J3(t, r). By BDGs inequality and Theorem 2.5, we have
E
∥∥J3(t, r)∥∥pp = E
(∫
E
∣∣∣∣∣
∞∑
k=1
t∫
r
Tt−sgk(s, ·)(x)dwks
∣∣∣∣∣
p
μ(dx)
)
 C
∫
E
E
( t∫
r
∣∣Tt−sg(s, ·)(x)∣∣2l2 ds
)p/2
μ(dx)
 CE
( t∫
r
∥∥Tt−sg(s, ·)∥∥2Hp0 (l2) ds
)p/2
 C|t − r|δp/2−1
t∫
E
∥∥g(s, ·)∥∥p
H
p
−1+δ(l2)
ds.
r
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T∫
0
t∫
0
E‖J3(t, r)‖pp
(t − r)αp+1 dr dt  C‖g‖
p
H
p
−1+δ(T ;l2)
.
Combining the above calculations, the proof is now completed by Theorem 3.2. 
4. Weak and mild solutions
We consider the following type stochastic partial differential equation (SPDE):{
du(t, x) = [Lu(t, x)+ f (t, x,u(t))]dt +∑k gk(t, x,u(t))dwkt ,
u(0, x) = u0(x),
(11)
where f :Ω × [0, T ] × E × Hpn → R and g :Ω × [0, T ] × E × Hpn → l2 for some p  2 and
n ∈ R+ are measurable functions. In the following we assume that for some δ ∈ (0,1):
(A1n,δ) u0 ∈ Lp(Ω,F0;Hpn+δ−2/p), (f (·, · , · ,0), g(·, · , · ,0)) ∈ Fpn−2+δ .
(A2n,δ) For each u ∈ Hpn and (ω, t) ∈ Ω × [0, T ], f (ω, t, ·,u) ∈ Hpn−2+δ and g(ω, t, ·, u) ∈
H
p
n−1+δ(l2). Moreover, the processes t → f (ω, t, ·,u) and t → g(ω, t, ·,u) as taking
values in Banach spaces Hpn−2+δ and H
p
n−1+δ(l2) respectively are P-measurable.
(A3n,δ) There exist positive constants Cf ,Cg such that for all u,v ∈ Hpn and every (ω, t) ∈
Ω × [0, T ]
∥∥f (ω, t, ·,u)− f (ω, t, ·,v)∥∥
H
p
n−2+δ
 Cf ‖u− v‖Hpn ,∥∥g(ω, t, ·,u)− g(ω, t, ·,v)∥∥
H
p
n−1+δ(l2)
 Cg‖u− v‖Hpn .
We introduce the following two notions of solution to Eq. (11).
Definition 4.1. (WEAK SOLUTION) u ∈ Hpn (T ) is called a weak solution to Eq. (11) if for all
φ ∈D and t ∈ [0, T ] it holds that in the sense of P -a.s.
(
u(t),φ
)= (u0, φ)+
t∫
0
[(
u(s),Lφ
)+ (f (s, ·,u(s)), φ)]ds
+
∑
k
t∫
0
(
gk
(
s, ·,u(s)), φ)dwks . (12)
Remark 4.2. If n 2 and pδ > 2, then by monotonic class theorem we have for each t > 0
u(t, x) = u0(x)+
t∫ [
Lu(s, x)+ f (s, x,u(s))]ds
0
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∑
k
t∫
0
gk
(
s, x,u(s)
)
dwks , (P ×μ)-a.s.
We call it STRONG SOLUTION.
Definition 4.3. (MILD SOLUTION) u ∈ Hpn (T ) is called a mild solution to Eq. (11) if for all
t ∈ [0, T ] it holds that in the sense of (P ×μ)-a.s.
u(t, x) = Tt u0(x)+
t∫
0
Tt−sf
(
s, ·,u(s))(x)ds
+
∑
k
t∫
0
Tt−sgk
(
s, ·,u(s))(x)dwks . (13)
Remark 4.4. By Theorem 3.2, the right-hand sides of (12) and (13) make senses under assump-
tions (A1n,δ), (A2n,δ) and (A3n,δ).
The following proposition is standard. Here, the detailed proofs are provided for the reader’s
convenience.
Proposition 4.5. Under (A1n,δ), (A2n,δ) and (A3n,δ), WEAK SOLUTION = MILD SOLUTION.
Proof. (WEAK SOLUTION ⇒ MILD SOLUTION.) By the definition of WEAK SOLUTION and
Itô’s formula, we have for any real C1 function h on R+ and φ ∈D
(
u(t), h(t)φ
)= (u0, h(0)φ)+
t∫
0
(
u(s), h′(s)φ
)
ds
+
t∫
0
[(
u(s), h(s)Lφ
)+ (f (s, ·,u(s)), h(s)φ)]ds
+
∑
k
t∫
0
(
gk
(
s, ·,u(s)), h(s)φ)dwks . (14)
Fixing t > 0 and φ ∈D, one defines the approximation of s → Tt−sφ by
φ′m(s) := −TtLφ −
m∑
l=1
Tt−lt/mLφ · 1((l−1)t/m,lt/m](s).
It is easy to see that
lim
m→∞ sup
∥∥φ′m(s)− Tt−sLφ∥∥p∗ = 0.
s∈[0,t]
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(
u(t),φ
)= (u(t),Tt−t φ)
= (u0,Ttφ)+
t∫
0
(
u(s), dTt−sφ/ds
)
ds
+
t∫
0
[(
u(s),Tt−sLφ
)+ (f (s, ·,u(s)),Tt−sφ)]ds
+
∑
k
t∫
0
(
gk
(
s, ·,u(s)),Tt−sφ)dwks
= (Tt u0, φ)−
t∫
0
(
u(s),LTt−sφ
)
ds
+
t∫
0
[(
u(s),Tt−sLφ
)+ (Tt−sf (s, ·,u(s)), φ)]ds
+
∑
k
t∫
0
(
Tt−sgk
(
s, ·,(s)), φ)dwks
=
(
Tt u0 +
t∫
0
Tt−sf
(
s, ·,u(s))ds +∑
k
t∫
0
Tt−sgk
(
s, ·,u(s))dwks ,φ
)
.
By monotonic class theorem, one may conclude that the above identity holds in Lp(Ω × E,
P ×μ) for any t > 0, which then gives (13).
(MILD SOLUTION ⇒ WEAK SOLUTION.) Fix φ ∈ D. By Fubini and stochastic Fubini’s
theorems, we have from (13) that for almost all ω ∈ Ω
t∫
0
(
u(s),Lφ
)
ds
=
t∫
0
(Tsu0,Lφ)ds +
t∫
0
s∫
0
(
Ts−rf
(
r, ·,u(r)),Lφ)dr ds
+
∑
k
t∫ s∫ (
Ts−rgk
(
r, ·, u(r)),Lφ)dwkr ds0 0
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t∫
0
(LTsu0, φ)ds +
t∫
0
t∫
r
(
LTs−rf
(
r, ·,u(r)), φ)ds dr
+
∑
k
t∫
0
t∫
r
(
LTs−rgk
(
r, ·,u(r)), φ)ds dwkr
= (Tt u0, φ)− (u0, φ)+
t∫
0
[(
Tt−rf
(
r, ·,u(r)), φ)− (f (r, ·,u(r)), φ)]dr
+
∑
k
t∫
0
[(
Tt−rgk
(
r, ·,u(r)), φ)− (gk(r, ·,u(r)), φ)]dwkr
= (u(t),φ)− (u0, φ)−
t∫
0
(
f
(
r, ·,u(r)), φ)dr −∑
k
t∫
0
(
gk
(
r, ·,u(r)), φ)dwkr ,
which yields (12). 
5. Existence and uniqueness of mild solution
In this section we prove our fundamental result about the existence and uniqueness of mild
solution under (A1n,δ)–(A3n,δ). First of all, we establish a useful lemma.
Lemma 5.1. Let z(t) and h(t) be two positive functions defined on (0, T ], and satisfy for some
α,β, γ ∈ (0,1)
z(t) K1
tγ
+
t∫
0
h(s)
(t − s)β ds +K2
t∫
0
z(s)
(t − s)α ds, ∀t ∈ (0, T ]. (15)
Then for any t ∈ (0, T ]
z(t)CT,K2,α,β
(
K1
tγ
+
t∫
0
h(s)
(t − s)β ds
)
.
In particular, if K1 = 0 and h(t) ≡ 0, then z(t) ≡ 0.
Proof. Iterating inequality (15), we have
z(t) K1
tγ
+
t∫
h(s)
(t − s)β ds +K1K2
t∫ 1
(t − s)αsγ ds0 0
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t∫
0
1
(t − s)α
s∫
0
h(r)
(s − r)β dr ds +K
2
2
t∫
0
1
(t − s)α
s∫
0
z(r)
(s − r)α dr ds
= K1
tγ
+
t∫
0
h(s)
(t − s)β ds +
K1K2Aα,γ
tα+γ−1
+K2
t∫
0
h(r)
( t∫
r
1
(s − r)β(t − s)α ds
)
dr
+K22
t∫
0
z(r)
( t∫
r
1
(s − r)α(t − s)α ds
)
dr
= K1
tγ
+
t∫
0
h(s)
(t − s)β ds +
K1K2Aα,γ
tα+γ−1
+K2Aα,β
t∫
0
h(r)
(t − r)α+β−1 dr
+K22Aα,α
t∫
0
z(r)
(t − r)2α−1 dr
 CT,K2,α,β
[
K1
tγ
+
t∫
0
h(s)
(t − s)β ds
]
+K22Aα,α
t∫
0
z(r)
(t − r)2α−1 dr.
Here we have used the fact that
1
(t − r)α+β−1 
T 1−α
(t − r)β and
t∫
r
1
(s − r)β(t − s)α ds =
Aα,β
(t − r)α+β−1 ,
where
Aα,β :=
1∫
0
1
(1 − s)αsβ ds < +∞.
Since α < 1, we can always find an m such that α  m
m+1 . Repeating the above procedure m
times, we obtain
z(t)CT,K2,α,β
[
K1
tγ
+
t∫
0
h(s)
(t − s)β ds +
t∫
0
z(s)
(t − s)(m+1)α−m ds
]
CT,K2,α,β
[
K1
tγ
+
t∫
0
h(s)
(t − s)β ds + T
m−(m+1)α
t∫
0
z(s)ds
]
.
Gronwall’s inequality yields
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[
K1
tγ
+
t∫
0
h(s)
(t − s)β ds +
t∫
0
(
K1
sγ
+
s∫
0
h(r)
(s − r)β dr
)
ds
]
 CT,K2,α,β
[
K1
tγ
+
t∫
0
h(s)
(t − s)β ds +
K1T 1−γ
1 − γ +
T 1−β
1 − β
t∫
0
h(s)ds
]
,
which gives the desired estimate. 
Theorem 5.2. Assume that (A1n,δ), (A2n,δ) and (A3n,δ) hold for some n 0 and δ ∈ (0,1). Then
there exists a unique mild solution to Eq. (11) in the sense of Definition 4.3. Moreover,
‖u‖p
H
p
n (T )
 C
(
E‖u0‖p
H
p
n+δ−2/p(T )
+ ∥∥(f, g)(·, · , · ,0)∥∥p
F
p
n−2+δ(T )
)
. (16)
In particular, if pδ > 2, then for almost all ω, t → u(ω, t, ·) ∈ Hpn are (α − 1/p)-order Hölder’s
continuous provided 1/p < α < δ/2 < 1/2.
Proof. Without any loss of generality, we may assume that n = 0. Let us first prove (16). By
Theorem 2.5 and (A3n,δ), we have
E
∥∥u(t)∥∥p
p
 CE‖Tt u0‖pp +CE
( t∫
0
∥∥Tt−sf (s, ·,u(s))∥∥p ds
)p
+CE
( t∫
0
∥∥Tt−sg(s, ·,u(s))∥∥2Hp−1+δ(l2) ds
)p/2
 Ctδp/2−1E‖u0‖p
H
p
δ−2/p
+C
t∫
0
1
(t − s)1−δ/2 E
∥∥f (s, ·,u(s))∥∥p
H
p
−2+δ
ds
+C
t∫
0
1
(t − s)1−δ E
∥∥g(s, ·,u(s))∥∥p
H
p
−1+δ(l2)
ds
 Ctδp/2−1E‖u0‖p
H
p
δ−2/p
+C
t∫
0
E‖f (s, ·,0)‖p
H
p
−2+δ
(t − s)1−δ/2 ds
+C
t∫
0
E‖g(s, ·,0)‖p
H
p
−1+δ(l2)
(t − s)1−δ ds +C
t∫
0
E‖u(s)‖pp
(t − s)1−δ/2 ds
 Ctδp/2−1E‖u0‖p
H
p
δ−2/p
+C
t∫
h(s)
(t − s)1−δ/2 ds +C
t∫
E‖u(s)‖pp
(t − s)1−δ/2 ds,0 0
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h(s) := E∥∥f (s, ·,0)∥∥p
H
p
−2+δ
+E∥∥g(s, ·,0)∥∥p
H
p
−1+δ(l2)
. (17)
By Lemma 5.1, we obtain
E
∥∥u(t)∥∥p
p
 C
[
tδp/2−1E‖u0‖p
H
p
δ−2/p
+
t∫
0
h(s)
(t − s)1−δ/2 ds
]
.
Integrating both sides from 0 to T yields estimate (16).
(Existence.) We use the standard Picard’s iteration to prove existence. Let u1(t, x) := u0(x).
For m ∈ N, define um+1(t, x) by
um+1(t, x) = Tt u0(x)+
t∫
0
Tt−sf
(
s, ·, um(s))(x)ds
+
∑
k
t∫
0
Tt−sgk
(
s, ·,um(s))(x)dwks . (18)
Then
um+1(t, x)− ul+1(t, x) =
t∫
0
Tt−s
(
f
(
s, ·,um(s))− f (s, ·,ul(s)))(x)ds
+
∑
k
t∫
0
Tt−s
(
gk
(
s, ·,um(s)− gk(s, ·,ul(s))))(x)dwks .
So
E
∥∥um+1(t)− ul+1(t)∥∥p
p
 CE
( t∫
0
∥∥Tt−s(f (s, ·,um(s))− f (s, ·,ul(s)))∥∥p ds
)p
+C
∫
E
E
( t∫
0
∣∣Tt−s(g(s, ·, um(s)− g(s, ·,ul(s))))(x)∣∣2l2 ds
)p/2
μ(dx)
 CE
( t∫ 1
(t − s)1−δ/2
∥∥f (s, ·,um(s))− f (s, ·,ul(s))∥∥
H
p
−2+δ
ds
)p0
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( t∫
0
1
(t − s)1−δ
∥∥g(s, ·,um(s)− g(s, ·,ul(s)))∥∥2
H
p
−1+δ(l2)
ds
)p/2
 C
t∫
0
1
(t − s)1−δ/2 E
∥∥um(s)− ul(s)∥∥p
p
ds.
Put
z(t) := lim sup
m,l→∞
E
∥∥um(t)− ul(t)∥∥p
p
.
By a similar calculation as in estimating (16), we may find that
sup
m
E
∥∥um(t)∥∥p
p
C
[
tδp/2−1E‖u0‖p
H
p
δ−2/p
+
t∫
0
h(s)
(t − s)1−δ/2 ds
]
,
where h(s) is defined by (17).
Now, by Fatou’s lemma,
z(t) C
t∫
0
z(s)
(t − s)1−δ/2 ds, a.s. t ∈ [0, T ].
By Lemma 5.1, z(t) = 0 for a.s. t ∈ [0, T ]. This then shows that {um,m ∈ N} is a Cauchy se-
quence in Hp0 (T ), and there exists a u ∈ Hp0 (T ) such that
lim
m→∞
∥∥um − u∥∥
H
p
0 (T )
= 0.
By taking limits for (18), we obtain that u(t, x) satisfies (13).
(Uniqueness.) It follows from similar calculations as above. 
We next prove a result about the continuous dependence with respect to the initial values and
the coefficients.
Theorem 5.3. For m = 1,2,3, . . . , we are given u0m,fm and gm having the same sense as
in (A1n,δ), (A2n,δ) and (A3n,δ), and verifying the same assumption with the same constants
p,n, δ,Cf and Cg . Suppose that
lim
m→∞E‖u0m − u0‖
p
H
p
n+δ−2/p
= 0,
and for any u ∈ Hpn (T )
lim
m→∞
∥∥f (·, · , · ,u(·))− fm(·, · , · ,u(·))∥∥Hpn−2+δ(T ) = 0,
lim
∥∥g(·, · , · ,u(·))− gm(·, · , · ,u(·))∥∥Hp (T ;l2) = 0.m→∞ n−1+δ
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{
dum(t, x) = [Lum(t, x)+ fm(t, x,um(t))]dt +∑k gkm(t, x,um(t))dwkt ,
um(0, x) = u0m(x).
Then we have limm→∞ ‖u− um‖Hpn (T ) = 0.
Proof. Set vm(t, x) := u(t, x)− um(t, x). Then vm solves the following equation:
{
dvm(t, x) = [Lvm(t, x)+ Fm(t, x, vm(t))]dt +∑k Gkm(t, x, vm(t))dwkt ,
v(0, x) = u0(x)− u0m(x),
where for v ∈ Hpn
Fm(ω, t, x, v) := f
(
ω, t, x,u(t)
)− fm(ω, t, x,u(t)− v),
Gm(ω, t, x, v) := g
(
ω, t, x,u(t)
)− gm(ω, t, x,u(t)− v).
By (16) and the assumptions, we have
‖vm‖p
H
p
n (T )
 C
(
E‖u0 − u0m‖p
H
p
n+δ−2/p(T )
+ ∥∥(Fm,Gm)(·, · , · ,0)∥∥pFpn−2+δ(T )
)
 C
(
E‖u0 − u0m‖p
H
p
n+δ−2/p(T )
+ ∥∥(f − fm)( · , · , · ,u(·))∥∥Hpn−2+δ(T )
+ ∥∥(g − gm)( · , · , · ,u(·))∥∥Hpn−1+δ(T ;l2))→ 0
as m → ∞. The proof is complete. 
As indicated by Mikulevicius and Rozovskii in [16], (A3n,δ) is hard to be satisfied for n 2 in
many cases unless f (t, x,u) and g(t, x,u) are linear functions of u. An example is provided in
[16] to show this difficulty. In order to obtain higher regularities of solutions, we follow the idea
of Mikulevicius and Rozovskii to derive a more useful result that can circumvent the difficulty.
Corollary 5.4. Assume that for some n ∈ {0} ∪N and p  2:
(C1) u0 ∈ Lp(Ω,F0;Hpn+2−2/p), (f (·, · , · ,0), g(·, · , · ,0)) ∈ Fpn (T ).
(C2) For each u ∈ Hpn+1 and (ω, t) ∈ Ω×[0, T ], f (ω, t, ·,u) ∈ Hpn and g(ω, t, ·,u) ∈ Hpn+1(l2).
Moreover, the processes t → f (ω, t, ·,u) and t → g(ω, t, ·, u) as taking values in Banach
spaces Hpn and Hpn+1(l2) respectively are P-measurable.
(C3) There exists a positive constant C such that for all u ∈ Hpn+1 and (ω, t) ∈ Ω × [0, T ]
∥∥f (ω, t, ·,u)− f (ω, t, ·,0)∥∥
H
p
n
 C‖u‖Hpn+1,∥∥g(ω, t, ·,u)− g(ω, t, ·,0)∥∥
H
p
n+1(l2)
 C‖u‖Hpn+1 .
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H
p
n−1
C‖u− v‖Hpn ,∥∥g(ω, t, ·,u)− g(ω, t, ·,v)∥∥
H
p
n (l
2)  C‖u− v‖Hpn .
Then there is a unique solution u ∈ Hpn+2−δ(T ) for any 0 < δ < 1 to Eq. (11). Moreover, for
any 1/p < α < δ/2,
E
(
sup
0r<tT
‖u(t, ·)− u(r, ·)‖p
H
p
n+2−δ
(t − r)αp−1
)
 C
(
E‖u0‖p
H
p
n+2−2/p(T )
+ ∥∥(f, g)(·, · , · ,0)∥∥p
F
p
n (T )
)
.
Proof. It is clear that for any 0 < δ < 1, (A1n+1−δ,δ), (A2n+1−δ,δ) and (A3n+1−δ,δ) hold. By
Theorem 5.2 there exists a unique solution u ∈ Hpn+1−δ(T ) to Eq. (11) satisfying
‖u‖p
H
p
n+1−δ(T )
 C
(
E‖u0‖p
H
p
n+1−2/p(T )
+ ∥∥(f, g)(·, · , · ,0)∥∥p
F
p
n−1(T )
)
.
We now consider the equation:{
dv(t, x) = [Lv(t, x)+ f (t, x,u(t))]dt +∑k gk(t, x,u(t))dwkt ,
v(0, x) = u0(x).
For any 0 < δ < 1/3, we have by (C3) and Theorem 2.4∥∥f (ω, t, ·,u)− f (ω, t, ·,0)∥∥
H
p
n−2δ
C‖u‖Hpn+1−δ ,
which implies that ∥∥f (ω, t, ·,u)∥∥
H
p
n−2δ

∥∥f (ω, t, ·,0)∥∥
H
p
n
+C‖u‖Hpn+1−δ . (19)
It is the same reason that∥∥g(ω, t, ·,u)∥∥
H
p
n+1−2δ

∥∥g(ω, t, ·,0)∥∥
H
p
n+1
+C‖u‖Hpn+1−δ . (20)
By Theorem 5.2 again, there is a unique v ∈ Hpn+2−3δ(T ) ⊂ Hpn+1−3δ(T ) satisfying the above
equation in the sense of Definition 4.3. Clearly, v = u. Moreover, by Theorem 3.2 and (19), (20)
‖u‖p
H
p
n+2−3δ(T )
= ‖v‖p
H
p
n+2−3δ(T )
 C
(
E‖u0‖p
H
p
n+2−2δ−2/p(T )
+ ∥∥(f, g)(·, · , · ,u)∥∥p
F
p
n−2δ(T )
)
 C
(
E‖u0‖p
H
p
n+2−2/p(T )
+ ∥∥(f, g)(·, · , · ,0)∥∥p
F
p
n (T )
+ ‖u‖p
H
p
n+1−δ(T )
)
 C
(
E‖u0‖p
H
p
n+2−2/p(T )
+ ∥∥(f, g)(·, · , · ,0)∥∥p
F
p
n (T )
)
,
which gives the first conclusion. The second conclusion follows from Theorem 3.4. 
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In this section, we consider the following discretized approximation:
um(t, x) = Tt u0(x)+
t∫
0
Tt−smf
(
sm, ·, um(sm)
)
(x)ds
+
∑
k
t∫
0
Tt−smgk
(
sm, ·,um(sm)
)
(x)dwks ,
where sm := [s2m]/2m. This equation can be solved recursively.
In order to prove the convergence of um to u, we need an additional assumption on coefficients
except of (A1n,δ), (A2n,δ) and (A3n,δ).
(A4) There exist β > 0 and C > 0 such that for all s, t ∈ [0, T ], ω ∈ Ω and u ∈ Hpn
∥∥f (ω, t, ·,u)− f (ω, s, ·,u)∥∥
H
p
n−2+δ
 C|t − s|β,∥∥g(ω, t, ·,u)− g(ω, s, ·,u)∥∥
H
p
n−1+δ(l2)
 C|t − s|β.
We have
Theorem 6.1. Under (A1n,δ), (A2n,δ), (A3n,δ) and (A4), suppose p > 2 and 1/p < α <
δ/2 < 1/2. Then, there exists an ε := ε(α,β, δ,p) > 0 such that
E
(
sup
0r<tT
‖um(t)− u(t)− um(r)+ u(r)‖p
H
p
n
(t − r)αp−1
)
 C2−nε.
Proof. Without any loss of generality, we still assume that n = 0. Let us first prove the following
convergence:
sup
t∈[0,T ]
E
∥∥um(t)− u(t)∥∥p
H
p
n
 C2−nε, ε > 0.
One makes the following decomposition:
um(t, x)− u(t, x) =
t∫
0
(Ts−sm − 1)Tt−sf
(
s, ·, u(s))(x)ds
+
t∫
Tt−sm
(
f
(
sm, ·,u(sm)
)− f (s, ·, u(s)))(x)ds
0
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∑
k
t∫
0
(Ts−sm − 1)Tt−sgk
(
s, ·, u(s))(x)dwks
+
∑
k
t∫
0
Tt−sm
(
gk
(
sm, ·, um(sm)
)− gk(s, ·, u(s)))(x)dwks
=: Jm1 (t, x)+ Jm2 (t, x)+ Jm3 (t, x)+ Jm4 (t, x).
For Jm1 (t, x), we have by Theorem 2.5
E
∥∥Jm1 (t)∥∥pp  E
( t∫
0
|s − sm|δ/6
∥∥Tt−sf (s, ·,u(s))∥∥Hpδ/3 ds
)p
 C2−npδ/6E
( t∫
0
1
(t − s)1−δ/2+δ/3
∥∥f (s, ·,u(s))∥∥
H
p
−2+δ
ds
)p
 C2−npδ/6E
( t∫
0
1
(t − s)1−δ/6
(∥∥f (0, ·,0)∥∥
H
p
−2+δ
+ ∥∥u(s)∥∥
H
p
0
)
ds
)p
 C2−npδ/6.
Let us look at Jm2 (t, x). Note that by Theorem 3.4 and (16) for some 1/p < α′ < δ/2
E
∥∥u(s)− u(sm)∥∥pp  C|s − sm|α′p−1 C2−n(α′p−1),
we have
E
∥∥Jm2 (t)∥∥pp CE
( t∫
0
1
(t − sm)1−δ/2
∥∥f (sm, ·,um(sm))− f (s, ·,u(s))∥∥Hp−2+δ ds
)p
CE
( t∫
0
1
(t − s)1−δ/2
(|sm − s|β + ∥∥um(sm)− u(s)∥∥Hp0 )ds
)p
C
(
2−npβ + 2−n(α′p−1))+C
t∫
0
1
(t − s)1−δ/2 E
∥∥um(sm)− u(sm)∥∥pp ds
C
(
2−npβ + 2−n(α′p−1))+C
( t∫ (
E
∥∥um(sm)− u(sm)∥∥pp)γ ds
)1/γ
,0
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t∫
0
1
(t − s)(1−δ/2)γ ∗ ds < +∞,
1
γ
+ 1
γ ∗
= 1.
By BDGs inequality, we can similarly deal with Jm3 and J
m
4 , and have
E
∥∥Jm3 (t)∥∥pp +E∥∥Jm4 (t)∥∥pp  C(2−npβ + 2−n(α′p−1))+C
( t∫
0
(
E
∥∥um(sm)− u(sm)∥∥pp)γ ds
)1/γ
.
Now we put
z(t) := sup
s∈[0,t]
(
E
∥∥um(s)− u(s)∥∥p
p
)γ
.
Then for some ε > 0
z(t) C
(
2−nε
)γ +C
t∫
0
z(s)ds.
Gronwall’s inequality yields the desired estimate.
Let us now strengthen the convergence to Hölder’s norms. Fix α < α′ < δ/2. We only tackle
the term Jm3 , others are analog. Similar to the above calculations, we have
E
∥∥Jm3 (t)− Jm3 (r)∥∥pp
CE
( t∫
r
∥∥(Ts−sm − 1)Tt−sg(s, ·, u(s))∥∥2Hp0 (l2) ds
)p/2
+CE
( r∫
0
∥∥(Ts−sm − 1)(Tt−r − 1)Tr−sg(s, ·,u(s))∥∥2Hp0 (l2) ds
)p/2
CE
( t∫
r
(s − sm)δ/2
(t − s)1−δ/2
∣∣g(s, ·,u(s))∥∥2
H
p
−1+δ(l2)
ds
)p/2
+CE
( r∫
0
(s − sm)δ/2−α′(t − r)2α′
(r − s)1−δ/2+α′
∥∥g(s, ·,u(s))∥∥2
H
p
−1+δ(l2)
ds
)p/2
C
( t∫
(s − sm)δ/2
(t − s)1−δ/2
(
E
∥∥g(s, ·,u(s))∥∥p
H
p
−1+δ(l2)
)2/p ds
)p/2r
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( r∫
0
(s − sm)δ/2−α′(t − r)2α′
(r − s)1−δ/2+α′
(
E
∥∥g(s, ·,u(s))∥∥p
H
p
−1+δ(l2)
)2/p ds
)p/2
 C2−np(δ−2α′)/4(t − r)pα′ .
Kolmogorov’s theorem leads to
E
(
sup
0r<tT
‖Jm3 (t)− Jm3 (r)‖pHpn
(t − r)αp−1
)
 C2−nεp.
The proof is completed. 
7. Application to SPDEs on abstract Wiener space
Let (X,H,μ) be an abstract Wiener space. Namely, H is a real and separable Hilbert space,
and it is continuously and densely embedded into Banach space X. Therefore, by transposition,
the dual space X∗ of X could be injected in H and we have the triplet X∗ ↪→ H ↪→ X. The
measure μ is the Gaussian measure on B(X).
Let (G, 〈·,·〉G) be a separable Hilbert space. The norm is denoted by ‖ · ‖G. We denote by
P(G) the set of smooth cylindrical functions. The Ornstein–Uhlenbeck semigroup is defined by
Mehler’s formula for every f ∈ P(G)
(Ttf )(x) :=
∫
X
f
(
xe−t + y
√
1 − e−2t)μ(dy).
For any p > 1, Tt can be extended a strongly continuous C0-semigroup of contraction on
Lp(X;G). The generator L of semigroup Tt is a positive self-adjoint operator on L2(X;G).
For any p > 1 and n > 0, Sobolev space Wpn (G) is defined by (1 − L)−n/2(Lp(X;G)) and
equipped with the norm ‖f ‖Wpn (G) := ‖(1 −L)n/2f ‖Lp(X;G). For f ∈P(G) with the form
f (x) =
∑
i
Fi
(〈x,hi1〉, . . . , 〈x,hiki 〉)gi, Fi ∈ C∞0 (Rki ), hij ∈ H, gi ∈ G,
the Malliavin derivative operator is defined by
Df (x) :=
∑
i,j
∂jFi
(〈x,hi1〉, . . . , 〈x,hiki 〉)hij ⊗ gi ∈ H ⊗G.
The higher derivatives can be defined similarly. The dual operator of D is denoted by D∗
called divergence operator. Then, the Ornstein–Uhlenbeck operator L= −D∗D. For any n ∈ N,
Meyer’s inequality states that there are two positive constants cn,Cn such that for any f ∈ P(G)
(cf. [15])
cn
n∑∥∥Dmf ∥∥
Lp(X;H⊗mG)  ‖f ‖Wpn (G)  Cn
n∑∥∥Dmf ∥∥
Lp(X;H⊗mG).m=0 m=0
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p
n (R) is simply written as Wpn , and W∞ :=⋂p>1,n>1 Wpn will be our test function space.
We consider the following SPDE:
⎧⎨
⎩
du(t, x) = [Lu(t, x)+D∗(Y (t, ·,u(t, ·)))(x) + f (t, x,u(t, x))]dt
+∑k gk(t, x,u(t, x))dwkt ,
u(0, x) = u0(x),
(21)
where Y :Ω × [0, T ] × X × R → H , f :Ω × [0, T ] × X × R → R and g :Ω × [0, T ] × X ×
R → l2 are measurable functions. We assume that for some p  2:
(X1) u0 ∈ Lp(Ω,F0;Wp1−2/p), and
T∫
0
E
(∥∥Y(t, ·,0)∥∥p
Lp(X;H) +
∥∥f (t, ·,0)∥∥p
Lp(X)
+ ∥∥g(t, ·,0)∥∥p
Lp(X;l2)
)
dt < +∞.
(X2) For each x ∈ X and z ∈ R, the processes t → Y(ω, t, x, z) ∈ H , t → f (ω, t, x, z) ∈ R and
t → g(ω, t, x, z) ∈ l2 are respectively P-measurable.
(X3) There exists a positive constant C such that for all z1, z2 ∈ R, x ∈ X and (ω, t) ∈ Ω×[0, T ]
∣∣Y(ω, t, x, z1)− Y(ω, t, x, z2)∣∣H  C|z1 − z2|,∣∣f (ω, t, x, z1)− f (ω, t, x, z2)∣∣ C|z1 − z2|,∣∣g(ω, t, x, z1)− g(ω, t, x, z2)∣∣l2 C|z1 − z2|.
Theorem 7.1. Assume that (X1)–(X3) hold. Then for any δ ∈ (0,1), there exists a unique solution
u(t) ∈ Wpδ to Eq. (21). Moreover, if pδ > 2, then for almost all ω, t → u(ω, t, ·) ∈ Wpδ are
(α − 1/p)-order Hölder’s continuous provided 1/p < α < δ/2.
Proof. By Meyer’s inequality, we know that (1 − L)−1/2D∗ is a bounded linear operator on
Lp(X;H). It is easy to check that for any δ ∈ (0,1), the conditions (A1δ,1−δ), (A2δ,1−δ) and
(A3δ,1−δ) in Theorem 5.2 are satisfied. 
Let us consider a special case. Let
Y(t, x, z) = Z(t, x)f1(z), f (t, x, z) = a(t, x)f2(z), gk(t, x, z) = bk(t, x)g(z),
where Z(t, x) : [0, T ]×X → H , a(t, x) : [0, T ]×X → R and b(t, x) : [0, T ]×X → l2 are mea-
surable functions, and f1, f2, g ∈ C1(R). In general, we do not have
sup
x∈X
(∥∥DZ(t, ·)(x)∥∥
H⊗H +
∥∥Db(t, ·)(x)∥∥
l2⊗H
)
< +∞,
it is hard to verify (C3) in Corollary 5.4. Thus, we cannot directly use Corollary 5.4 to obtain
better regularity. However, we still have
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sup
(t,x)∈[0,T ]×X
(∣∣Z(t, x)∣∣
H
+ ∣∣a(t, x)∣∣+ ∣∣b(t, x)∣∣
l2
)
< +∞,
sup
t∈[0,T ]
(∥∥Z(t, ·)∥∥
W
p
1 (H)
+ ∥∥b(t, ·)∥∥
W
p
1 (l
2)
)
< +∞, ∀p > 1.
Then there exists a unique solution u(t) ∈⋂p>1 Wp2−δ for any δ ∈ (0,1).
Proof. First of all, by Theorem 7.1, there exists a unique solution u(t, ·) ∈⋂p>1 Wpδ for any
δ ∈ (0,1). As in Corollary 5.4, we consider the following equation:
⎧⎨
⎩
dv(t, x) = [Lv(t, x)+D∗(Z(t, ·)f1(u(t, ·)))(x) + a(t, x)f2(u(t, x))]dt
+∑k bk(t, x)g(u(t, x))dwkt ,
v(0, x) = u0(x).
Fix p > 1. For any u ∈ W 2p1 , by Hölder’s inequality we have∥∥D∗(Z(t, ·)(f1(u(·))− f1(0))+ a(t, ·)(f2(u(·))− f2(0)))∥∥p
 C
(∥∥DZ(t, ·) · u∥∥
p
+ ∥∥f ′1(u(·))Du(·)∥∥p + ‖u‖p)
 C
(∥∥DZ(t, ·)∥∥2p‖u‖2p + ∥∥Du(·)∥∥p + ‖u‖p)
 C‖u‖
W
2p
1
,
and ∥∥b(t, ·)(g(u(·))− g(0))∥∥
W
p
1
 C‖u‖
W
2p
1
.
Moreover,
∥∥D∗(Z(t, ·)(f1(u(·))− f1(u′(·))))‖Wp−1 C‖u− u′‖2p,∥∥a(t, ·)(f2(u(·))− f2(u′(·)))∥∥p  C‖u− u′‖2p,∥∥b(t, ·)(g(u(·))− g(u′(·)))∥∥
p
 C‖u− u′‖2p.
So, for any 0 < θ < 1/2, we have by Theorem 2.4∥∥D∗(Z(t, ·)(f1(u(·))− f1(0))+ a(t, ·)(f2(u(·))− f2(0)))‖Wp−2θ  C‖u‖W 2p1−θ ,
and ∥∥b(t, ·)(g(u(·))− g(0))∥∥
W
p
1−2θ
 C‖u‖
W
2p
1−θ
.
As in Corollary 5.4, the result now follows from Theorem 5.2. 
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∥∥b(t, ·)(g(u(·))− g(u′(·)))∥∥
W
p
1
 C‖u− u′‖Wp1 .
Thus we cannot directly obtain from Theorem 5.2 that u(t) ∈ Wp2−δ for any δ ∈ (0,1).
We now consider the following linear SPDE:
⎧⎨
⎩
du(t, x) = [Lu(t, x)+D∗(Z(t, ·)u(t, ·))(x) + a1(t, x)u(t, x) + a2(t, x)]dt
+∑k(bk(t, x)u(t, x) + ck(t, x))dwkt ,
u(0, x) = u0(x),
(22)
where a1, a2 : [0, T ] ×X → R, Z : [0, T ] ×X → H and b, c : [0, T ] ×X → l2. By a similar way
as above, using Theorem 2.4 and induction method, we may prove that
Theorem 7.4. Assume that u0 ∈ W∞, and a1,Z, b are bounded and for all p > 1, n > 0
sup
t∈[0,T ]
(∥∥a1(t)∥∥Wpn + ∥∥a2(t)∥∥Wpn + ∥∥Z(t)∥∥Wpn (H) + ∥∥b(t)∥∥Wpn (l2) + ∥∥c(t)∥∥Wpn (l2))< +∞.
Then there exists a unique u(t) ∈ W∞ satisfying Eq. (22).
8. Application to SPDEs on Riemannian manifold
Let (M,g) be a complete Riemannian manifold with dimension d . The Riemannian volume
is denoted by dx. Let ∇ denote the gradient or Levi-Civita connection without confusions,
 the Laplace–Beltrami operator, T (M) the tangent bundle. Let Lp(M,dx) be the usual real
Lp-space on M with respect to dx. The symmetric heat semigroup {Tt }t0 associated to  is
strongly continuous contraction on Lp(M,dx) for 1  p < +∞, which is also contracted on
L∞(M,dx) (cf. Strichartz [20]). Therefore, for each 1 <p < +∞ it is an analytic semigroup on
Lp(M,dx). The Sobolev spaces are defined by Hpn := (1 − )−n/2(Lp(M,dx)). One may take
D := C∞0 (M), the smooth functions with compact support, as our test functions space.
In this section, we make the following geometric assumptions:
(Mn) Ricci curvature Ricg and curvature R together with their covariant derivatives up to nth
order are bounded.
Under (Mn), an equivalence norm of Hpn is given by covariant derivatives up to nth order,
i.e., there are two positive constants c1 and c2 such that for any f ∈ C∞0 (M)
c1
n∑
j=0
∥∥∇j f ∥∥
p

∥∥(1 −)n/2f ∥∥
p
 c2
n∑
j=0
∥∥∇j f ∥∥
p
. (23)
In the case of n = 1, this equivalence was first proved by Bakry in [2] under the assumption
of Ricci curvature bounded from below. The higher derivative cases were proved by Yoshida
in [24]. This equivalence will be crucial in the following discussions.
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⎧⎨
⎩
du(t, x) = [u(t, x)+ f (t, x,u(t, x),g(Y (t, x),∇u(t, x)))]dt
+∑k(bk(t, x)u(t, x) + ck(t, x))dwkt ,
u(0, x) = u0(x),
(24)
where f :Ω × [0, T ] ×M ×R×R → R, Y :Ω × [0, T ] ×M → T (M) and b, c :Ω × [0, T ] ×
M → l2 are measurable functions. We assume that for some p  2:
(M1) u0 ∈ Lp(Ω,F0;Hp3−2/p), c ∈ Hp3 (T ; l2) and f (·, · , · ,0,0) ∈ Hp2 (T ).
(M2) For every x ∈ M , y, z ∈ R and Z ∈ T (M), the processes t → f (ω, t, x, y, z), t →
g(Y (ω, t, ·),Z)(x) and t → b(ω, t, x), c(ω, t, x) are respectively P-measurable.
(M3) There exists a positive constant C such that for all (ω, t) ∈ Ω ×[0, T ], x ∈ M and z, y ∈ R
∣∣Y(ω, t, x)∣∣
g
+ ∣∣∇Y(ω, t, x)∣∣
g
C,∣∣b(ω, t, x)∣∣
l2 +
∣∣∇b(ω, t, x)∣∣
l2 +
∣∣∇2b(ω, t, x)∣∣
l2  C,∣∣∂zf (ω, t, x, z, y)∣∣+ ∣∣∂yf (ω, t, x, z, y)∣∣ C,∣∣∇xf (ω, t, x, z, y) − ∇xf (ω, t, x,0,0)∣∣g  C(|y| + |z|).
Theorem 8.1. Assume that (M3) and (M1)–(M3), there exists a unique solution u(t) ∈ Hp3−δ to
Eq. (24) for any δ ∈ (0,1). Moreover, if pδ > 2, then for almost all ω, t → u(ω, t, ·) ∈ Hp3−δ are
(α − 1/p)-order Hölder’s continuous provided 1/p < α < δ/2.
Proof. One only needs to check the assumptions (C4) and (C3) of Corollary 5.4. By (M3) and
(23) we have for any u,v ∈ Hp1
∥∥f (t, ·,u(·),g(Y(t, ·),∇u(·)))− f (t, ·, v(·),g(Y(t, ·),∇v(·)))∥∥
p
 C
(‖u− v‖p + ∥∥g(Y(t, ·),∇u(·))− g(Y(t, ·),∇v(·))∥∥p)
 C
(‖u− v‖p + ∥∥∇(u− v)∥∥p)
 C‖u− v‖Hp1 ,
and for any u ∈ Hp2
∥∥∇f (t, ·,u(·),g(Y(t, ·),∇u(·)))− ∇f (t, ·,0,0)∥∥
p

∥∥(∇xf )(t, ·,u(·),g(Y(t, ·),∇u(·)))− (∇xf )(t, ·,0,0)∥∥p
+C‖∇u‖p +C
∥∥∇g(Y(t, ·),∇u(·))∥∥
p
 C‖u‖p +C‖∇u‖p +C
∥∥∇2u(·)∥∥
p
C‖u‖Hp2
which completes the proof by Corollary 5.4. 
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on Riemannian manifold. Let
⎧⎨
⎩
du(t, x) = [u(t, x)+ g(Z(t, ·),∇u(t, ·))(x) + a1(t, x)u(t, x) + a2(t, x)]dt
+∑k(bk(t, x)u(t, x) + ck(t, x))dwkt ,
u(0, x) = u0(x),
(25)
where a1, a2 : [0, T ] ×M → R, Z : [0, T ] ×M → T (M) and b, c : [0, T ] ×M → l2.
Let Cmb (M) be the space of functions u : M → R of class Cm for which the norm
‖u‖Cm :=
m∑
j=0
sup
x∈M
∣∣∇j u(x)∣∣< +∞. (26)
We need an additional geometric assumption on M :
(M) The injectivity radius of M is strictly positive.
Under (M) and (Mn), for p  1 and m< n, the following Sobolev’s embedding result holds
(cf. Aubin [1] and Hebey [8, Theorem 3.4, p. 63])
H
p
n ↪→ Cmb , i.e., ‖u‖Cm  C‖u‖Hpn (27)
provided 1/p < (n−m)/d .
Theorem 8.2. Assume that (M) and (Mn) hold for some n  3, u0 ∈ Hpn+1−2/p with p > d/
(n− 2), and
sup
t∈[0,T ]
∥∥a2(t, ·)∥∥Hpn + sup
t∈[0,T ]
∥∥c(t, ·)∥∥
H
p
n (l
2) < +∞,
sup
t∈[0,T ]
∥∥Z(t, ·)∥∥
Cn−1 + sup
t∈[0,T ]
∥∥a1(t, ·)∥∥Cn + sup
t∈[0,T ]
∥∥b(t, ·)∥∥
Cn(l2) < +∞.
Here the norms are defined by the same way as in (26). Then there exists a unique classical
solution to Eq. (25). If p is also greater than 2, then for almost all ω, t → u(ω, t, ·) ∈ C2b(M)
are (α − 1/p)-order Hölder’s continuous provided 1/p < α < 1/2.
Proof. It follows from Theorem 5.2 and (23), (27). 
Note added in proof
After this paper was published online, I was informed by Zdzisław Brzézniak that a more
abstract theory about the stochastic partial differential equation in M-type 2-Banach space has
been established in [4,5]. Thus, parts of the results (Theorems 3.2, 3.4 and 5.2) are contained
in [5].
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