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S t r e s z c z e n i e
W artykule zaproponowano nową rodzinę testów zgodności z rozkładem Cauchy’ego. Każdy 
test  z  tej  rodziny  jest  afinicznie  niezmienniczy  i  zgodny  przeciwko  każdej  alternatywie  nie 
będąacej  rozkładem  Cauchy’ego.  Zaprezentowano  także  wyniki  symulacji  numerycznych 
przeprowadzonych w celu zbadania zachowania nowych testów
dla skończonych prób.
Słowa kluczowe: Rozkład Cauchy’ego, test zgodności, empiryczna funkcja charakterystyczna
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2. Estimators of the parameters of the Cauchy distribution
The choice of the parameters used to standardize the data in (2) is very important to the 
performance of  the  test.  In  this paper besides MLE and order  estimators  (sample median 
and half of the quartile range) we will use estimators proposed by Pudełko in [10]. These 
estimators are defined as argument θˆn,α = (mnˆ , σnˆ ) minimizing1 the distance
1  Estimators defined as argument minimizing
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Estimators θˆn,α are  affine  equivariant,  strongly  consistent,  asymptotically  normally 
distributed with the covariance matrix
where B  is  the  Beta  function  and  I
2
  is  the  2 × 2  identity matrix  and  have  the  following 
Bahadur representation
with
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Theorem 1. Let X1 X2, ... be a sequence of independent, identically, Cauchy distributed 
random variables. Then there exists a centered Gaussian process Z in C() such that
where “→d ” denotes weak convergence. If mnˆ  and σnˆ  are the sample median and half of the 
interquartile range, respectively, than the covariance kernel of Z is
for all t, s ∈ , where
For the estimators θˆn,α we have
In particular, for the maximum likelihood estimators we have
Proof.  In  the case of  the MLE,  the  sample median and half of  the  interquartile  range 
this  theorem was proved  in  [5, 9]  respectively. Here we prove  the case of estimators θˆn,α. 







Assumption  (iv)  is  a  consequence of  the Bahadur  representation of  the  estimators θˆn,α 
presented in the previous section. In order to verify the Assumption (v) we estimate
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Since the convergence of Zˆn in C(S) was showed for any compact set S ⊂ ;  Zˆn converges 
to Z also in the Frechet space C() with the metric ρ (comp. [8], p. 62).
Now we present the theorem on the convergence of the test statistic Dn,λ,γ.  □
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where τn nnm1 = ˆ  and τ σn nn2 1= −( )ˆ . Hi are bounded and continuous on the set S × Θ0, where 
S ⊂  is any compact set and Θ0 is closure of certain neighborhood of θ0, the sequences τn1 
and τn2 are tight and Hi(t, θ0) – Hi(t; θ θ θ θn n
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where =L  denote equality of probability laws. Hence the limit distribution of statistics Dn,λ,γ is 






procedure  can be  applied: first we  estimate  the parameters  and  then we  compute  the  test 
statistics and compare its value with critical value for fixed signicance level. In [10] it was 
showed  that estimators θˆn,α cannot be computed  if, and only  if, #{k  : Xk = m}/n ≥ 2α–1  for 
some m. For Cauchy distributed samples the probability of such event is equal to 0. Thus, in 
that case the hypothesis H0 should be rejected.
The  following  theorem  guarantees  consistency  of  the  test  based  on  the  statistic Dn,λ,γ 
against  any  non Cauchy  alternative.  Let  us  stress  that  this  theorem does  not  impose  any 
restrictions on  the  alternative distribution. Theorem 2.3. of Gürtler  and Henze  [5]  can be 
proved analogously.  In  this way one can obtain consistency of  test considered by Gürtler 
and Henze [5] against any non Cauchy alternative without assumptions on uniqueness of the 
median and interquartile range.
Theorem 3. Let X1, X2, ... be a sequence of independent, identically distributed random 
variables with common characteristic function  φ, mnˆ  and σnˆ  be any earlier considered 
estimators. Than
with probability 1.
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Proof. For positive constants T and K we will denote

















































































































































































































































































































( ) ( )
| |









































sup ( ) ( ) .




















median and half of  the  interquartile  range as  estimators over other  tests, we compare  the 
behaviour of the new test with the test considered by Gürtler and Henze.









 denotes chi-square distribution with n degrees of freedom, G and B 
denotes Gamma and Beta distribution, respectively.
From  this  tables we draw  a  conclusion  that  using  γ >  0  in  the  statistic Dn,λ,γ does not 
influent signicantly on the test, while applying the new estimators θˆn,α considerably improves 
the power of the test.
Ta b l e   1
Critical values on the significance level α = 0.1
n = 20 n = 50
θˆM θˆML θˆ.6 θˆ.8 θˆM θˆML θˆ.6 θˆ.8
γ = 0
λ = 1 1.253 1.102 1.304 1.531 1.330 1.103 1.304 1.521
λ = 2.5 0.321 0.292 0.259 0.291 0.352 0.288 0.265 0.298
λ = 5 0.116 0.118 0.083 0.081 0.127 0.116 0.083 0.081
γ = 0.1
λ = 1 1.264 1.099 1.289 1.488 1.334 1.111 1.282 1.497
λ = 2 0.480 0.428 0.411 0.469 0.519 0.424 0.413 0.473
γ = 0.5 λ = 1 1.394 1.256 1.300 1.468 1.485 1.246 1.307 1.483
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Ta b l e   2





θˆM θˆML θˆ.6 θˆ.8 θˆM θˆML θˆ.6 θˆ.8 θˆM θˆML θˆ.6 θˆ.8
N(0, 1) 27 36 50 54 41 28 45 56 49 17 8 6
t
2
8 11 17 18 10 7 11 14 12 4 3 2
t5 16 23 34 37 25 16 26 33 30 10 4 3
t10 21 28 42 45 33 21 35 44 40 13 6 4
Log(0, 1) 19 26 39 42 29 19 32 40 35 12 5 4
U(0, 1) 76 83 91 92 87 79 93 96 89 61 46 38
La(0, 1) 10 15 21 23 15 10 17 22 18 6 3 3
χ10
2 33 42 56 60 46 34 49 60 51 26 14 10
G(2, 1) 48 50 67 70 54 42 57 69 54 38 24 18
B(2.5, 1.5) 55 63 76 78 68 57 76 85 72 42 26 20
γ = 0.1 γ = 0.5
λ = 1 λ = 2 λ = 1
θˆM θˆML θˆ.6 θˆ.8 θˆM θˆML θˆ.6 θˆ.8 θˆM θˆML θˆ.6 θˆ.8
N(0, 1) 27 36 50 55 32 32 48 55 38 31 48 57
t
2
9 12 16 19 9 8 13 17 10 7 12 15
t5 17 23 33 38 19 19 30 36 22 17 29 36
t10 21 29 42 47 25 24 39 46 30 23 39 47
Log(0, 1) 19 26 38 42 22 21 35 41 26 20 35 42
U(0, 1) 76 84 91 93 81 81 91 94 84 81 93 96
La(0, 1) 11 14 21 23 12 11 19 22 14 10 18 22
χ10
2 32 42 55 61 37 38 53 61 42 37 54 64
G(2, 1) 51 51 66 72 53 47 66 72 53 45 64 72
B(2.5, 1.5) 53 63 76 80 59 59 76 81 64 59 78 85
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Ta b l e   3





θˆM θˆML θˆ.6 θˆ.8 θˆM θˆML θˆ.6 θˆ.8 θˆM θˆML θˆ.6 θˆ.8
N(0, 1) 79 88 96 98 94 96 98 99 97 97 98 98
t
2
20 25 38 43 29 25 33 40 37 27 22 22
t5 50 62 81 86 73 73 83 90 85 79 76 76
t10 66 77 91 94 86 88 94 97 93 92 92 93
Log(0, 1) 58 72 88 92 82 83 91 96 91 89 88 89
U(0, 1) 100 100 100 100 100 100 100 100 100 100 100 100
La(0, 1) 22 32 50 58 43 42 59 70 58 47 51 56
χ10
2 89 92 98 99 97 99 100 100 99 98 99 99
G(2, 1) 98 98 99 100 99 99 100 100 99 99 99 100
B(2.5, 1.5) 99 99 100 100 100 100 100 100 100 100 100 100
γ = 0.1 γ = 0.5
λ = 1 λ = 2 λ = 1
θˆM θˆML θˆ.6 θˆ.8 θˆM θˆML θˆ.6 θˆ.8 θˆM θˆML θˆ.6 θˆ.8
N(0, 1) 82 89 96 98 91 94 98 99 93 96 98 98
t
2
19 24 38 43 24 25 36 43 27 25 36 43
t5 53 63 81 86 66 70 83 88 70 72 84 90
t10 68 78 91 94 80 84 93 96 84 87 94 97
Log(0, 1) 62 72 88 92 75 79 90 94 79 82 92 96
U(0, 1) 100 100 100 100 100 100 100 100 100 100 100 100
La(0, 1) 24 33 51 59 34 38 54 63 39 40 59 69
χ10
2 91 94 98 99 96 96 99 100 99 99 100 100
G(2, 1) 98 98 100 100 98 99 100 100 99 99 100 100
B(2.5, 1.5) 99 100 100 100 100 100 100 100 100 100 100 100
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