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A FOREST OF LINEAR FRACTIONAL TRANSFORMATIONS
MELVYN B. NATHANSON
Abstract. The Calkin-Wilf tree is an infinite binary tree whose vertices are
the positive rational numbers. Each number occurs in the tree exactly once
and in the form a/b, where are a and b are relatively prime positive integers.
For every 2× 2 matrix with nonnegative integral coordinates and nonzero de-
terminant, it is possible to construct an analogous tree with this root. If the
root is the identity matrix, then the tree consists all matrices with determi-
nant 1, and this tree possesses the basic properties of the Calkin-Wilf tree of
positive rational numbers. The set of all matrices with nonzero determinant
decomposes into a forest of rooted infinite binary trees.
1. The Calkin-Wilf tree of rational numbers
A directed graph consists of a nonempty set of vertices and a set of directed
edges. Every edge is an ordered pair (v, v′) of vertices; v is called the tail of the
edge and v′ is called the head of the edge. A path in the graph from vertex v to
vertex v′ is a finite sequence of vertices v = v0, v1, . . . , vk = v
′ such that, for all
i = 1, . . . , k, either (vi−1, vi) is an edge or (vi, vi−1) is an edge. The path is simple
if the vertices v0, v1, . . . , vk are distinct. Distinct vertices v and v
′ are connected if
there is a simple path from v to v′. Every vertex is also connected to itself. This
defines an equivalence relation on the vertices of the graph: v and v′ are related if
they are connected. The equivalence classes of this relation are called the connected
components of the graph. A connected graph is a graph in which every pair of edges
is connected, that is, the set of all vertices is a component. A directed graph is a
tree if there is a unique simple path between every pair of distinct vertices.
A rooted infinite binary tree is a tree with the following properties:
(i) Every vertex is the tail of exactly two edges. Equivalently, every vertex has
outdegree 2.
(ii) There is a vertex v∗ such that every vertex v 6= v∗ is the head of exactly
one edge, but v∗ is not the head of any edge. Equivalently, every vertex
v 6= v∗ has indegree 1, and v∗ has indegree 0. We call v∗ the root of the
tree.
(iii) The graph is connected.
A forest is a directed graph whose connected components are rooted infinite binary
trees.
We call the rational number a/b reduced if b ≥ 1 and the integers a and b are
relatively prime. The Calkin-Wilf tree [7] is an infinite binary tree whose vertex set
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is the set of positive reduced rational numbers, and whose root is 1. In this tree,
every positive reduced rational number a/b is the tail of two edges. The heads of
these edges are the positive rational numbers a/(a + b) and (a + b)/b. Note that
a/(a+ b) < 1 < (a+ b)/b. We draw this as follows:
(1) a
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with a/(a+ b) on the left and (a+ b)/b on the right. The fraction a/b is the parent.
We call a/(a+b) the left child and (a+b)/b the right child of a/b. Equivalently, if z =
a/b, then the left child of z is z/(z+1) and the right child of z is z+1. These children
give birth to children, and so on. Thus, every positive reduced rational number has
infinitely many descendants. If gcd(a, b) = 1, then gcd(a, a+ b) = gcd(a+ b, b) = 1,
and so every descendant of a reduced rational number is also reduced. Equivalently,
every positive reduced rational number is the root of an infinite binary tree of
positive reduced rational numbers. The two children with the same parent are
called siblings. The only positive rational number with no parent is 1, that is, 1 is
an orphan. Calkin and Wilf [7] introduced this enumeration of the positive rationals
in 2000. It is related to the Stern-Brocot sequence [6, 19], discussed in [12], and
has stimulated much recent research (e.g. [1, 4, 5, 8, 10, 14, 15, 17]).
The first four rows the Calkin-Wilf tree are as follows:
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We enumerate the rows of the Calkin-Wilf tree as follows. Row 0 contains only the
number 1. Row 1 contains the numbers 1/2 and 2. For every nonnegative integer n,
the nth row of the Calkin-Wilf tree contains 2n positive reduced rational numbers.
The nth row of the tree is also called the nth generation of the tree. We say that
the rational number a/b has depth n, or belongs to generation n, if it is on the nth
row of the tree. We denote the ordered sequence of elements of the nth row, from
left to right, by (cn,1, cn,2, . . . , cn,2n). For example, c2,3 = 2/3 and c3,6 = 5/3.
Define the height of a nonzero rational number x = a/b with a and b relatively
prime integers by ht(x) = max(|a|, |b|). If a/b is a positive reduced rational number,
then
ht
(
a
a+ b
)
= ht
(
a+ b
b
)
= a+ b ≥ max(a, b) + 1 = ht
(a
b
)
+ 1
and so the height of a child is strictly greater than the height of the parent.
Theorem 1. Every positive reduced rational number appears exactly once as a
vertex in the Calkin-Wilf tree.
Proof. The proof is by induction on the height. The only positive rational number
of height 1 is 1. Because the height of a child is strictly greater than the height
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of its parent, it follows that 1 is an orphan and appears only as the root of the
Calkin-Wilf tree.
Let h ≥ 2, and suppose that every positive rational number of height less than
h appears exactly once as a vertex in the tree. Let a and b be relatively prime
positive integers, and let a/b be a positive rational number of height h = max(a, b).
Because max(a, b) ≥ 2, it follows that a/b 6= 1. If a/b < 1, then a < b and
so b − a ≥ 1. Thus, a/(b − a) is a positive reduced rational number of height
max(a, b − a) ≤ b − 1 < b = h, and so a/(b − a) is a vertex in the tree. Moreover,
a/b is the left child of a/(b − a), and so a/b is a vertex in the tree. If a′/b′ is a
fraction in the Calkin-Wilf tree such that a/b is a child of a′/b′, then the inequality
a/b < 1 implies that a/b is the left child of a′/b′, and so
a
b
=
a′
a′ + b′
.
Because gcd(a′, a′+b′) = 1, it follows that a′ = a and b′ = b−a. Thus, a/b appears
exactly once in the tree.
Similarly, if a/b > 1, then a− b ≥ 1 and a/b is the right child of (a− b)/b, which
is a positive reduced rational number of height max(a − b, b) ≤ a − 1 < a = h,
and again a/b appears exactly once as a vertex in the tree. This completes the
proof. 
Here are four properties of the Calkin-Wilf tree:
(1) Denominator-numerator formula: For every positive integer n, we have
cn,1 = 1/(n + 1) and cn,2n = n + 1. For j = 1, . . . , 2
n − 1, if cn,j = p/q,
then cn,j+1 = q/r. Thus, as we move through the Calkin-Wilf tree from
row to row, and from left to right across each row, the denominator of each
fraction in the tree is the numerator of the next fraction in the tree. This
is in Calkin-Wilf [7].
(2) Symmetry formula: For every nonnegative integer n and for j = 1, . . . , 2n,
we have
1
cn,j
= cn,2n−j+1.
This straightforward observation is easily proved by induction on n.
(3) Successor formula: For every positive integer n and for j = 1, . . . , 2n − 1,
we have
cn,j+1 =
1
2[cn,j ] + 1− cn,j
where [x] denotes the integer part of the real number x. This result is due
to Moshe Newman [2, 16].
(4) Depth formula: Let a/b be a positive reduced rational number. If
a
b
= a0 +
1
a1 +
1
a2 + · · ·+
1
ak−1 +
1
ak
= [a0, a1, . . . , ak−1, ak]
is the finite continued fraction of a/b, then the depth of a/b is a0 + a1 +
· · ·+ ak−1 + ak − 1. This is discussed in Gibbons, Lester, and Bird [9].
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For example, we have the continued fraction
11
3
= 3 +
1
1 +
1
2
= [3, 1, 2]
and so 11/3 is on row 3+1+2− 1 = 5 of the Calkin-Wilf tree. Because the integer
part of 11/3 is 3, the successor formula implies that the next element on row 5 is
1
2 · 3 + 1−
11
3
=
3
10
.
Indeed, c5,24 = 11/3 and c5,25 = 3/10. Moreover, by the symmetry formula, 3/11 =
1/c5,24 = c5,9.
In this paper we describe a forest of rooted infinite binary trees of rational
functions of the form (az + b)/(cz + d) in which all of these properties hold, and
which specializes to the Calkin-Wilf tree when the root of the tree is the rational
function z = 1.
2. Positive linear fractional transformations
We begin with some definitions. Let N0 = {0, 1, 2, . . .} denote the set of non-
negative integers. Let z be a variable. A positive linear fractional transformation
is a rational function
(2) f(z) =
az + b
cz + d
where a, b, c, d are nonnegative integers such that ad − bc 6= 0. We call ad − bc
the determinant of f(z), denoted det(f(z)). Note that if det(f(z)) 6= 0, then
(a, b) 6= (0, 0) and (c, d) 6= (0, 0).
Let
(3) f(z) =
az + b
cz + d
and g(z) =
ez + f
gz + h
be positive linear fractional transformations, and consider the composite function
f ◦ g(z) =
a
(
ez+f
gz+h
)
+ b
c
(
ez+f
gz+h
)
+ d
=
(ae + bg)z + (af + bh)
(ce + dg)z + (cf + dh)
.
The determinant of this composite function is
det(f ◦ g(z)) = (ae+ bg)(cf + dh)− (af + bh)(ce+ dg)
= (ad− bc)(eh− fg)
= det(f(z)) det(g(z)).
Thus, the composite of positive linear fractional transformations is a positive linear
fractional transformation.
A special positive linear fractional transformation is a positive linear fractional
transformation f(z) with det(f(z)) = 1. For example,
(4) ℓ1(z) =
z
z + 1
and r1(z) = z + 1
are special positive linear fractional transformations. With the binary operation of
composition, the set of positive linear fractional transformations is a monoid, and
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the set of special positive linear fractional transformations is a submonoid of this
monoid.
Lemma 1. If f(z) is a positive linear fractional transformation, then f(z)+ 1 and
f(z)/(f(z) + 1) are positive linear fractional transformations, and
det(f(z)) = det (f(z) + 1) = det
(
f(z)
f(z) + 1
)
.
If f(z) is a special positive linear fractional transformation, then f(z) + 1 and
f(z)/(f(z) + 1) are special positive linear fractional transformations.
Proof. Let f(z) = (az + b)/(cz + d) be a positive linear fractional transformation.
The integers a, b, c, d are nonnegative with max(c, d) ≥ 1, and so
f(z) + 1 =
(a+ c)z + (b + d)
cz + d
is a positive linear fractional transformation with
det(f(z) + 1) = (a+ c)d− (b + d)c = ad− bc = det(f(z)).
Similarly, max(a, b) ≥ 1 and
f(z)
f(z) + 1
=
az + b
(a+ c)z + (b + d)
is a positive linear fractional transformation with
det
(
f(z)
f(z) + 1
)
= a(b + d)− b(a+ c) = ad− bc = det(f(z)).
This completes the proof. 
Lemma 1 also follows from the multiplicativity of the determinant and the ob-
servation that f(z) + 1 = r1 ◦ f(z) and f(z)/(f(z) + 1) = ℓ1 ◦ f(z).
Let
GL2(N0) =
{(
a b
c d
)
: a, b, c, d ∈ N0 and ad− bc 6= 0
}
and
SL2(N0) =
{(
a b
c d
)
: a, b, c, d ∈ N0 and ad− bc = 1
}
.
For example,
(5) L1 =
(
1 0
1 1
)
∈ SL2(N0) and R1 =
(
1 1
0 1
)
∈ SL2(N0).
The sets GL2(N0) and SL2(N0) are monoids with the binary operation of matrix
multiplication.
The function that associates to every positive linear fractional transformation
f(z) = (az+b)/(cz+d) the matrix
(
a b
c d
)
∈ GL2(N0) is an isomorphism from the
monoid of positive linear fractional transformations onto GL2(N0). The restriction
of this function to the monoid of special positive linear fractional transformation is
an isomorphism onto SL2(N0).
For example, the matrix associated to f(z) = z is the identity matrix I =(
1 0
0 1
)
and the matrix associated to f(z) = 1/z is the matrix J =
(
0 1
1 0
)
. If
6 MELVYN B. NATHANSON
f(z) = (az + b)/(cz + d), then the matrices associated with f(z)/(f(z) + 1) and
f(z) + 1 are
L1
(
a b
c d
)
=
(
1 0
1 1
)(
a b
c d
)
=
(
a b
a+ c b + d
)
,
and
R1
(
a b
c d
)
=
(
1 1
0 1
)(
a b
c d
)
=
(
a+ c b+ d
c d
)
respectively.
3. The tree of special positive linear fractional transformations
Let z be a variable. We shall construct a rooted infinite binary tree T (z) with
root z whose vertex set is the monoid of special positive linear fractional transfor-
mations. Every vertex w in this tree will be the parent of two children: the left
child w/(w + 1) and the right child w + 1. We draw this as follows:
(6) w
}}④④
④④
④④
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""
❊❊
❊❊
❊❊
❊❊
w
w+1 w + 1
with w/(w+1) on the left and w+1 on the right. Note that if w = a/b is a positive
reduced rational number, then this is exactly the generation rule (1).
The first four rows of T (z) are as follows:
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Because z is a special linear fractional transformation, Lemma 1 implies that every
vertex in this graph is a special linear fractional transformation.
The root z is the only element in row 0 of this tree. For every positive integer
n, row n of the tree consists of the 2n elements of the nth generation descended
from the root. We say that the rational function f(z) has depth n if it is on
row n of the tree, or, equivalently, if it is a member of the nth generation of
descendants of the root z. We denote the ordered sequence of elements of the nth
row by (wn,1(z), wn,2(z), . . . , wn,2n(z)). For example, w2,3(z) = (z+1)/(z+2) and
w3,6(z) = (2z+3)/(z+2). Note that w2,3(1) = 2/3 = c2,3 and w3,6(1) = 5/3 = c3,6.
In general, wn,j(1) = cn,j for all n ∈ N0 and j ∈ {1, 2, . . . , 2
n}.
A linear function az+ b will be called positive if a and b are nonnegative integers
and (a, b) 6= (0, 0). Equivalently, az + b is positive if a, b ∈ N0 and a+ b > 0. We
partially order the set of positive linear functions as follows:
cz + d  az + b if c ≤ a and d ≤ b.
We write cz + d ≺ az + b if cz + d  az + b and cz + d 6= az + b. Distinct
positive linear functions az + b and cz + d are comparable if cz + d ≺ az + b or
az+b ≺ cz+d. For example, 2z+1 and 3z+2 are comparable, but 2z+1 and z+2
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are not comparable. A positive linear fractional transformation (az + b)/(cz + d)
such that az+ b ≺ cz+d is the left child of the positive linear transformation (az+
b)/((c− a)z+(d− b)). A positive linear fractional transformation (az+ b)/(cz+ d)
such that cz + d ≺ az + b is the right child of the positive linear transformation
((a−c)z+(b−d))/(cz+d). If az+b and cz+d are not comparable, then the positive
linear fractional transformation (az + b)/(cz + d) has no parent and is called an
orphan. For example, z, (z + 2)/(2z + 1) and 1/3z are orphans with determinants
1, -3, and -3, respectively.
We define the height of the positive linear fractional transformation f(z) =
(az + b)/(cz + d) by ht(f(z)) = max(a + b, c+ d). If g(z) is the left or right child
of f(z), then ht(g(z)) = a + b + c + d > ht(f(z)). The height of a positive linear
fractional transformation is a positive integer, and the height of a child is always
strictly greater than the height of its parent.
Theorem 2. The directed graph T (z) is a rooted infinite binary tree with root z.
The set of vertices of the tree T (z) is the set of all special positive linear fractional
transformations, and each special positive linear fractional transformation occurs
exactly once as a vertex in this tree.
Proof. We have already observed that every vertex of T (z) is a special positive
linear fractional transformation. Conversely, every special positive linear transfor-
mation f(z) = (az+ b)/(cz+ d) is either an orphan or has a parent. That parent is
either an orphan or has a parent. Because the height of a parent is always strictly
less than the height of its children, it follows that every vertex in the tree T (z) has
only finitely many ancestors, and so every vertex is the descendent of an orphan.
If f(z) is an orphan, then the positive linear functions az + b and cz + d are not
comparable. This can happen in only two ways. In the first case, we have a < c
and b > d, and so
1 = det(f(z)) = ad− bc ≤ (c− 1)(b − 1)− bc = 1− b− c ≤ 1
and so b = c = 0 and a = d = 1, hence f(z) = z.
In the second case, we have a > c and b < d, and so
1 = ad− bc ≥ (c+ 1)(b+ 1)− bc = 1 + b+ c ≥ 1
and so b = c = 0 and a = d = 1, hence f(z) = z. Thus, the only orphan spe-
cial positive linear transformation is z. Because every positive linear fractional
transformation is descended from an orphan, every special positive linear fractional
transformation is a descendent of z, and must be a vertex in the tree T (z). More-
over, every vertex has a unique parent, and so every special positive linear fractional
transformation occurs exactly once as a vertex in the tree T (z). This completes
the proof. 
Corollary 1. The monoid SL2(N0) is a free monoid of rank 2, and the set of
matrices {L1, R1} defined by (5) freely generates SL2(N0).
Proof. This follows immediately from the isomorphism between the monoid of spe-
cial positive fraction linear transformations and the fact (Theorem 2) that the graph
T (z) is a tree. 
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4. Properties of the tree T (z)
We shall prove that, with appropriate definitions of “integer part,” “reciprocal,”
and “continued fraction,” properties (1)-(4) of the Calkin-Wilf positive rational
number tree also hold for the tree T (z) of special positive linear fractional transfor-
mations. Recall that, for j = 1, . . . , 2n, the linear fractional transformation wn,j(z)
is the jth vertex on the nth row of T (z).
Theorem 3 (Denominator-numerator formula). For all n ≥ 1 and j = 1, . . . , 2n−1,
the denominator of wn,j(z) is the numerator of wn,j+1(z).
Proof. The proof is by induction on n. The theorem is true for n = 1 because z+1
is both the denominator of w1,1(z) and the numerator of w1,2(z).
Let n ≥ 2, and assume that the theorem holds for n−1. If j is odd, then wn,j(z)
and wn,j+1(z) are siblings. If their parent is the linear fractional transformation
(az + b)/(cz + d), then (a + c)z + (b + d) is the denominator of wn,j(z) and the
numerator of wn,j+1(z).
If j = 2i is even, then i is a positive integer with i < 2n−1 such that wn,j(z) is the
right child of wn−1,i(z) and wn,j+1(z) is the left child of wn−1,i+1(z). If wn−1,i(z) =
(az + b)/(cz + d), then the induction hypothesis implies that wn−1,i+1(z) = (cz +
d)/(ez + f). The right child of wn−1,i(z) is wn,j(z) = ((a+ c)z + (b+ d))/(cz + d);
the left child of wn−1,i+1(z) is wn,j+1(z) = (cz + d)/((c + e)z + (d + f)). We see
that cz + d is both the denominator of wn,j and the numerator of wn,j+1(z). This
completes the proof. 
Theorem 4 (Symmetry formula). Define the function Φ on the set of nonzero
rational functions in z by
Φ(f(z)) =
1
f
(
1
z
) .
Then Φ is an involution, that is, Φ2 = id, and, for every positive integer n and
j = 1, . . . , 2n,
(7) Φ(wn,j)(z) = wn,2n−j+1(z).
Proof. For every rational function f(z) we have
Φ2(f(z)) = Φ (Φ(f(z))) =
1
Φ(f(1/z))
=
1
1
f( 1
1/z )
= f(z)
and so Φ2 = id.
We shall prove (7) by induction on n. We have
Φ (w1,1(z)) = Φ
(
z
z + 1
)
=
1
1
z
1
z+1
= z + 1 = w1,2.
Because Φ is an involution, we have Φ(w1,2(z)) = w1,1(z). Thus, (7) holds for
n = 1.
In general, if f(z) = (az + b)/(cz + d), the Φ(f(z)) = (dz + c)/(bz + a). Let
n ≥ 2 and suppose that (7) holds for n− 1 and j = 1, . . . , 2n−1. If
wn−1,j(z) =
az + b
cz + d
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then
wn−1,2n−1−j+1(z) = Φ (wn−1,j(z)) = Φ
(
az + b
cz + d
)
=
dz + c
bz + a
.
The children of wn−1,j(z) are
wn,2j−1(z) =
az + b
(a+ c)z + (b+ d)
and
wn,2j(z) =
(a+ c)z + (b+ d)
cz + d
.
The children of wn−1,2n−1−j+1(z) are
wn,2n−2j+1(z) =
dz + c
(b+ d)z + (a+ c)
and
wn,2n−2j+2(z) =
(b+ d)z + (a+ c)
bz + a
.
We see immediately that
Φ (wn,2j−1(z)) = wn,2n−2j+2(z)
and
Φ (wn,2j(z)) = wn,2n−2j+1(z).
This completes the proof. 
The greatest common divisor of the positive linear functions az+ b and cz+ d is
their greatest common divisor in the ring of polynomials with integer coefficients.
For example, the greatest common divisor of 10z+ 6 and 15z+ 9 is 5z+ 3 and the
greatest common divisor of 9z + 6 and 15z + 9 is 3. The positive linear functions
az + b and cz + d are relatively prime if their greatest common divisor is 1.
Lemma 2 (Division algorithm). Let az + b and cz + d be relatively prime positive
linear functions. If cz + d ≺ az + b, then there is a unique positive integer q and a
unique positive linear function rz + s such that the polynomials rz + s and cz + d
are relatively prime,
(8) az + b = q(cz + d) + (rz + s)
and either r < c or s < d. Moreover, rd− sc = ad− bc.
Equivalently,
az + b
cz + d
= q +
rz + s
cz + d
with r < c or s < d, and
det
(
az + b
cz + d
)
= det
(
rz + s
cz + d
)
.
Proof. Because cz + d ≺ az + b and az + b is not a multiple of cz + d, there is
a largest positive integer q such that q(cz + d) ≺ az + b. Indeed, if cd > 0, then
q = min([a/c], [b/d]) ≥ 1. If c = 0, then q = [b/d] ≥ 1, and if d = 0, then
q = [a/c] ≥ 1. In all three cases, we define r = a− qc and s = b − qd. Then r and
s are nonnegative integers such that
rz + s = (a− qc)z + (b− qd) = (az + b)− q(cz + d).
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If q = [a/c], then a/c < q + 1 and r = a − qc < c. If q = [b/d], then b/d < q + 1
and s = b− qd < d. Thus, either r < c or s < d. Moreover,
rd− sc = (a− qc)d− (b − qd)c = ad− bc
and so the (az + b)/(cz + d) and (rz + s)/(cz + d) have the same determinant.
Let q and q′ be a positive integers and let rz + s and r′z + s′ be positive linear
functions satisfying
az + b = q(cz + d) + rz + s = q′(cz + d) + r′z + s′
with the property that r < c or s < d, and also that r′ < c or s′ < d. Then
qc+ r = q′c+ r′ and qd+ s = q′d+ s′.
If q′ > q, then
qc+ r = q′c+ r′ ≥ (q + 1)c+ r′ = qc+ c+ r′
and so r ≥ c+ r′ ≥ c. Similarly,
qd+ s = q′d+ s′ ≥ (q + 1)d+ s′ = qd+ d+ s′
and s ≥ d + s′ ≥ d. Thus, if q′ > q, then r ≥ c and s ≥ d, which is absurd.
Similarly, if q′ < q, then r′ ≥ c and s′ ≥ d, which is also absurd. It follows that
q = q′ and rz + s = r′z + s′. This completes the proof. 
In the division algorithm (8), we call q the integer part of the linear fractional
transformation (az + b)/(cz + d) and write
q =
[
az + b
cz + d
]
.
We call (rz + s)/(cz + d) the fractional part of the linear fractional transformation
(az + b)/(cz + d) and write
rz + s
cz + d
=
{
az + b
cz + d
}
.
For example, if
f(z) =
21z + 16
8z + 5
then the division algorithm gives
21z + 16 = 2(8z + 5) + 5z + 6.
The integer part of f(z) is 2 and the fractional part of f(z) is (5z + 6)/(8z + 5).
Note that 8z + 5 ≺ 21z + 16, but 8z + 5 and 5z + 6 are not comparable, that is,
{f(z)} is an orphan.
If az + b = q(cz + d), then we say that the integer part of (az + b)/(cz + d) is q
and the fractional part is 0. If az + b ≺ cz + d, then we say that the integer part
of (az + b)/(cz + d) is 0 and the fractional part is (az + b)/(cz + d). Note that the
integer and fractional parts of (az + b)/(cz + d) are undefined if az + b and cz + d
are unequal and not comparable.
Lemma 3. Let w be a vertex in the infinite binary tree generated by z. The
descendant of w after k generations to the right is w + k, and the descendant of w
after k generations to the left is w/(kw + 1).
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Proof. For k = 1 this is simply the definition of the right and left descendants.
Let k ≥ 2. If the right descendant of w after k− 1 generations is w+ k− 1, then
the right descendant of w after k generations is w + k. If the left descendant of w
after k − 1 generations is w/((k − 1)w + 1), then the left descendant of w after k
generations is
w
(k−1)w+1
w
(k−1)w+1 + 1
=
w
kw + 1
.
This completes the proof. 
Theorem 5 (Successor formula). Let n be a positive integer. In the infinite binary
tree generated by z, if wn,j(z) and wn,j+1(z) are successive terms on the nth row
of the linear fractional transformation tree, then
wn,j+1(z) =
1
2[wn,j(z)] + 1− wn,j(z)
where [wn,j(z)] is the integer part of wn,j(z).
Proof. Let i ∈
{
1, 2, . . . , 2n−1
}
and j = 2i−1. The linear fractional transformations
wn,2i−1(z) and wn,2i(z) are successive elements on the nth row, and are the left
and right children of wn−1,i(z). If wn−1,i(z) = (az + b)/(cz + d), then
wn,2i−1(z) =
az + b
(a+ c)z + (b+ d)
.
Because az + b ≺ (a + c)z + (b + d), we have [wn,2i−1(z)] = 0 and {wn,2i−1(z)} =
wn,2i−1(z). Then
1
2[wn,2i−1(z)] + 1− wn,2i−1(z)
=
1
1− wn,2i−1
=
1
1− az+b(a+c)z+(b+d)
=
(a+ c)z + (b + d)
cz + d
= wn,2i(z).
Let i ∈
{
1, 2, . . . , 2n−1 − 1
}
and j = 2i. If wn,2i(z) and wn,2i+1(z) are successive
elements on the nth row, then the former is the right child and the latter is the
left child of successive elements in the (n − 1)st row. If these linear fractional
transformations on the (n− 1)st row are not siblings, then they are the right and
left children, respectively, of successive elements in row n− 2. Every element in the
tree is a descendant of the root z. Retracing the family tree, we must eventually
reach an element from which both wn,2i(z) and wn,2i+1(z) are descended. Thus,
there is a smallest positive integer k such that this common ancestor is on row
n−k−1. Let w∗ = wn−k−1,t(z) be this ancestor. Its children are wn−k,2t−1(z) and
wn−k,2t(z). Then wn,2i(z) is the k-fold right child of wn−k,2t−1(z), and wn,2i+1(z)
is the k-fold left child of wn−k,2t(z). Thus,
wn−k,2t−1(z) =
w∗
w∗ + 1
12 MELVYN B. NATHANSON
and, by Lemma 3 with w = wn−k,2t−1,
wn,2i(z) = wn−k,2t−1 + k =
w∗
w∗ + 1
+ k.
Because w∗ ≺ w∗ + 1, the division algorithm (Lemma 2) implies that
[wn,2i(z)] = k.
Similarly,
wn−k,2t(z) = w
∗ + 1
and so, by Lemma 3 with w = wn−k,2t,
wn,2i+1(z) =
wn−k,2t(z)
kwn−k,2t(z) + 1
=
w∗ + 1
k(w∗ + 1) + 1
=
1
k + 1− w
∗
w∗+1
=
1
2k + 1− wn,2i(z)
=
1
2[wn,2i(z)] + 1− wn,2i(z)
.
This completes the proof. 
5. Continued fractions and the depth formula
To prove the analogue of the depth formula, we need to introduce finite continued
fractions of linear fractional transformations.
Let az + b and cz + d be comparable relatively prime positive linear functions,
that is, either cz+ d ≺ az+ b or az+ b ≺ cz+ d. Note that if cz+ d ≺ az+ b, then
0 < c+ d < a+ b. We define
r0z + s0 = az + b
and
r1z + s1 = cz + d.
If r0z + s0 ≺ r1z + s1, then we have
r0z + s0 = q0(r1z + s1) + (r2z + s2)
where q0 = 0, r2z + s2 = r0z + s0, and r2z + s2 ≺ r1z + s1. If r1z + s1 ≺ r0z + s0,
then, by the division algorithm (Lemma 2), there exist a unique positive integer q0
and a unique positive linear function r2z + s2 such that
r0z + s0 = q0(r1z + s1) + (r2z + s2)
and either r2z + s2 ≺ r1z + s1 or the linear functions r1z + s1 and r2z + s2 are not
comparable.
If r2z + s2 ≺ r1z + s1, then, first, 0 < r2 + s2 < r1 + s1, and, second, there exist
a unique positive integer q1 and a unique positive linear function r3z+s3 such that
r1z + s1 = q1(r2z + s2) + (r3z + s3)
and either r3z+ s3 ≺ r2z+ s2 (and so 0 < r3+ s3 < r2+ s2) or the linear functions
r2z + s2 and r3z + s3 are not comparable.
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Continuing inductively, we obtain a finite sequence of positive linear functions
riz + si for i = 0, 1, . . . , k + 1 such that riz + si ≺ ri−1z + si−1 for i = 2, 3, . . . , k
and
r0z + s0 = q0(r1z + s1) + (r2z + s2)
r1z + s1 = q1(r2z + s2) + (r3z + s3)
r2z + s2 = q2(r3z + s3) + (r4z + s4)
...
rk−2z + sk−2 = qk−2(rk−1z + sk−1) + (rkz + sk)
rk−1z + sk−1 = qk−1(rkz + sk) + (rk+1z + sk+1).
The linear function rk+1z + sk+1 is nonzero because the positive linear functions
az + b and cz + d are relatively prime. Because every strictly decreasing sequence
of positive integers is finite and
0 < rk + sk < rk−1 + sk−1 < · · · < r1 + s1
the process of iteration of the division algorithm must terminate, and, after, say, k
divisions, we obtain positive linear forms rkz + sk and rk+1z + sk+1 that are not
comparable. We call this procedure the Euclidean algorithm.
We rewrite the equations in the Euclidean algorithm to obtain a finite continued
fraction for the linear fractional transformation
az + b
cz + d
=
r0z + s0
r1z + s1
= q0 +
r2z + s2
r1z + s1
= q0 +
1
r1z + s1
r2z + s2
= q0 +
1
q1 +
r2z + s2
r3z + s3
= q0 +
1
q1 +
1
r3z + s3
r2z + s2
...
= q0 +
1
q1 +
1
q2 + · · ·+
1
qk−1 +
1
rkz + sk
rk+1z + sk+1
.
The linear fractional transformation w∗ = (rkz + sk)/(rk+1z + sk+1) is an orphan;
we call it the root of the linear fractional transformation (az+ b)/(cz+ d). We call
[q0, q1, . . . , qk−1, w
∗] the continued fraction of (az + b)/(cz + d) with root w∗. Note
that q0 = 0 if (az + b)/(cz + d) is a left child and q0 ≥ 1 if (az + b)/(cz + d) is a
right child.
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For example, applying the Euclidean algorithm to the relatively prime positive
linear functions 21z + 46 and 5z + 11, we obtain
21z + 46 = 4(5z + 11) + (z + 2)
5z + 11 = 5(z + 2) + 1
and so
f(z) =
21z + 46
5z + 11
= 4 +
z + 2
5z + 11
= 4 +
1
5 +
1
2 + z
.
Thus, the continued fraction of the positive linear fractional transformation f(z) is
[4, 5, 2 + z].
Consider the positive linear fractional transformation g(z) = (17z+10)/(5z+3).
Applying the Euclidean algorithm to the relatively prime positive linear functions
17z + 10 and 5z + 3, we obtain
17z + 10 = 3(5z + 3) + (2z + 1)
5z + 3 = 2(2z + 1) + (z + 1)
2z + 1 = 1(z + 1) + z
z + 1 = 1(z) + 1
and so
g(z) =
17z + 10
5z + 3
= 3 +
2z + 1
5z + 3
= 3 +
1
2 +
z + 1
2z + 1
= 3 +
1
2 +
1
1 +
z
z + 1
= 3 +
1
2 +
1
1 +
1
1 +
1
z
.
The continued fraction of g(z) is [3, 2, 1, 1, z].
Revisit the first four rows (n = 0, 1, 2, 3) of the tree with root z from the begin-
ning of Section 3. We denote the elements of the nth row, from left to right, by
wn,1(z), wn,2(z), . . . , wn,2n(z). The continued fractions of the special positive linear
fractional transformations in these rows are as follows:
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w0,1(z) = z = [z] w3,1(z) =
1
3 +
1
z
= [0, 3, z]
w1,1(z) =
1
1 +
1
z
= [0, 1, z] w3,2(z) = 1 +
1
2 +
1
z
= [1, 2, z]
w1,2(z) = 1 + z = [1 + z] w3,3(z) =
1
1 +
1
1 +
1
1 +
1
z
= [0, 1, 1, 1, z]
w2,1(z) =
1
2 +
1
z
= [0, 2, z] w3,4(z) = 2 +
1
1 +
1
z
= [2, 1, z]
w2,2(z) = 1 +
1
1 +
1
z
= [1, 1, z] w3,5(z) =
1
2 +
1
1 + z
= [0, 2, 1 + z]
w2,3(z) =
1
1 +
1
1 + z
= [0, 1, 1 + z] w3,6(z) = 1 +
1
1 +
1
1 + z
= [1, 1, 1 + z]
w2,4(z) = 2 + z = [2 + z] w3,7(z) =
1
1 +
1
2 + z
= [0, 1, 2 + z]
w3,8(z) = 3 + z = [3 + z]
We can write each vertex of the tree T (z) as a finite continued fraction. The first
three rows of left descendants of the vertex are:
[z]
qq❝❝❝❝❝❝
❝❝❝❝❝❝❝
❝❝❝❝❝❝❝
❝❝
[0, 1, z]
ss❤❤❤❤
❤❤❤
++❱❱❱
❱❱❱❱
[0, 2, z]
{{✈✈
✈✈
((❘❘
❘❘❘
❘❘
[1, 1, z]
vv❧❧❧
❧❧❧
❧
##❍
❍❍
❍
[0, 3, z] [1, 2, z] [0, 1, 1, 1, z] [2, 1, z]
The first three rows of right descendants of the vertex are:
[z]
--❭❭❭❭❭❭❭❭
❭❭❭❭❭❭❭❭❭
❭❭❭❭❭❭❭❭❭
❭❭❭❭❭❭❭
[1 + z]
ss❢❢❢❢❢
❢❢❢❢
++❲❲❲
❲❲❲❲
❲❲
[0, 1, 1 + z]
vv♥♥♥
♥♥♥
**❚❚
❚❚❚
❚❚❚
[2 + z]
uu❦❦❦
❦❦❦
❦❦
##●
●●
●
[0, 2, 1 + z] [1, 1, 1 + z] [0, 1, 2 + z] [3 + z]
Theorem 6 (Depth formula). Every vertex f(z) in the infinite binary tree gen-
erated by z has a unique continued fraction in exactly one of the following two
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forms:
(9) f(z) = [q0, q1, . . . , qk + z]
with k even, or
(10) f(z) = [q0, q1, . . . , qk, z]
with k odd. Moreover, f(z) is in row q0 + q1 + · · ·+ qk of the tree.
Proof. The unique element of row 0 is the root z, whose continued fraction z = [z]
is of the form (9) with k = 0 and q0 = 0. Similarly, the rational functions on row 1
are z/(z + 1) = [0, 1, z] with k = 1, and z + 1 = [1 + z] with k = 0.
Let n ≥ 1, and assume that the Theorem is true for the rational functions on
the nth row. Let v = f(z) be on row n+ 1. If v is a right child, then there exists
v′ on row n such that v = v′ +1. If v′ = [q′0, q
′
1, . . . , q
′
k + z] is of form (9), then k is
even,
∑k
i=0 q
′
i = n, and
v = v′ + 1 = [q′0, q
′
1, . . . , q
′
k + z] + 1 = [q0, q1, . . . , qk + z]
with q0 = q
′
0 + 1, and qi = q
′
i for i = 1, . . . , k. Similarly, if v = [q0, q1, . . . , qk, z] is
of form (10), then k is odd,
∑k
i=0 q
′
i = n, and
v = v′ + 1 = [q′0, q
′
1, . . . , q
′
k, z] + 1 = [q0, q1, . . . , qk, z]
with q0 = q
′
0+1, and qi = q
′
i for i = 1, . . . , k. In both cases,
∑k
i=0 qi = 1+
∑k
i=0 q
′
i =
n+ 1.
If v is a left child on the (n + 1)st row, then there exists v′ on row n such that
v = v′/(v′ + 1). Let v′ = [q′0, q
′
1, . . . , q
′
k + z] be of form (9), with k is even and∑k
i=0 q
′
i = n. If q
′
0 ≥ 1, then
v =
v′
v′ + 1
=
1
1 +
1
v′
=
1
1 +
1
[q′0, q
′
1, . . . , q
′
k + z]
= [0, 1, q′0, q
′
1, . . . , q
′
k + z]
= [q0, q1, q2, . . . , qk+1, qk+2 + z]
with q0 = 0, q1 = 1, and qi = q
′
i−2 for i = 2, 3, . . . , k + 2. Moreover,
∑k+2
i=0 qi =
1 +
∑k
i=0 q
′
i = n+ 1.
If q′0 = 0, then
v =
v′
v′ + 1
=
1
1 +
1
v′
=
1
1 +
1
[q′0, q
′
1, . . . , q
′
k + z]
=
1
1 + [q′1, . . . , q
′
k + z]
= [0, 1 + q′1, . . . , q
′
k + z]
= [q0, q1, q2, . . . , qk + z]
with q0 = 0, q1 = 1 + q
′
1, and qi = q
′
i for i = 2, 3, . . . , k. Moreover,
∑k
i=0 qi =
1 +
∑k
i=0 q
′
i = n+ 1.
The argument is the same when v′ = [q′0, q
′
1, . . . , q
′
k, z] is of form (10). This
completes the proof. 
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6. The forest of linear fractional transformations
The set of vertices in the rooted infinite binary tree T (z) is the set of all special
positive linear fractional transformations. We constructed this tree by applying the
generation rule (6):
w
}}④④
④④
④④
④④
""
❊❊
❊❊
❊❊
❊❊
w
w+1 w + 1
to the root f(z) = z, and to every successive generation of vertices. It is a simple
observation that this generation rule allows every positive linear fractional trans-
formation to be the root of an infinite binary tree. Moreover, if w = f(z), then
w/(w+1) = ℓ1◦f(z) and w+1 = r1◦f(z). It follows that det(w) = det(w/(w+1)) =
det(w + 1). Thus, if the positive linear fractional transformation w∗ is the root of
the infinite binary tree T (w∗), and if det(w∗) = D, then every vertex in the tree
T (w∗) has determinant D. Because every positive linear fractional transformation
is an orphan or the descendent of an orphan, it follows that the set of all posi-
tive linear fractional transformations is a forest of pairwise disjoint rooted infinite
binary trees whose roots are the orphan positive linear fractional transformations.
Theorem 7. Let F be the set of positive linear fractional transformations, and
let O be the set of positive linear fractional transformations that are orphans. The
infinite forest
{T (w∗) : w∗ ∈ O}
is a partition of F into pairwise disjoint rooted infinite binary trees.
For every nonzero integer D, let F(D) be the set of positive linear fractional
transformations of determinant D, and let O(D) be the set of orphan positive linear
fractional transformations of determinant D. The set O(D) is finite, and the finite
forest
{T (w∗) : w∗ ∈ O(D)}
is a partition of F(D) into pairwise disjoint rooted infinite binary trees.
Proof. The only statement left to prove is the finiteness of O(D). Let f(z) =
(az + b)/(cz + d) be an orphan of determinant D = ad− bc. If D > 0, then a > c
and b < d. Equivalently, a ≥ c+ 1 and d ≥ b+ 1, and so
D = ad− bc ≥ (b+ 1)(c+ 1)− bc = b+ c+ 1.
There are only finitely many pairs (b, c) of nonnegative integers such that b + c ≤
D−1, and for each such pair there are only finite many pairs of nonnegative integers
(a, d) such that D = ad− bc. This proves that the number of orphan positive linear
fractional transformations of determinant D > 0 is finite. Similarly, the number
of orphan positive linear fractional transformations of determinant D < 0 is finite.
This completes the proof. 
Let h(D) denote the number of orphan positive linear fractional transformations
of determinant D. The function
az + b
cz + d
7→
cz + d
az + b
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is a bijection from F(D) to F(−D), and its restriction to O(D) is a bijection from
O(D) to O(−D). It follows that
h(D) = h(−D)
for all nonzero integers D. For example, the unique orphan of determinant 1 is
f(z) = z, and the unique orphan of determinant -1 is f(z) = 1/z. Thus, h(1) =
h(−1) = 1.
There are four orphans of determinant 2:
2z,
z
2
,
2z
z + 1
,
z + 1
2
.
and so h(2) = 2. Their reciprocals are the orphans of determinant -2.
The monoid isomorphism from F to GL2(N0) defined by
az + b
cz + d
7→
(
a b
c d
)
allows us to interchange the languages of positive linear fractional transformations
and nonnegative matrices, with no gain or loss of generality. Thus, an orphan
matrix of determinant D > 0 is a matrix
(
a b
c d
)
with ad− bc = D such that a > c
and b < d, and an orphan matrix of determinant D < 0 is a matrix
(
a b
c d
)
with
ad− bc = D such that a < c and b > d.
The unique orphan matrix of determinant 1 is I =
(
1 0
0 1
)
, and the unique
orphan matrix of determinant -1 is J =
(
0 1
1 0
)
. The four orphan matrices of
determinant 2 are(
2 0
0 1
) (
1 0
0 2
) (
2 0
1 1
) (
1 1
0 2
)
.
The seven orphan matrices of determinant 3 are
(
1 0
0 3
) (
3 0
0 1
) (
3 0
1 1
) (
3 0
2 1
) (
1 1
0 3
) (
2 1
1 2
) (
1 2
0 3
)
The 13 orphan matrices of determinant 4 are
(
1 0
0 4
) (
2 0
0 2
) (
4 0
0 1
) (
2 0
1 2
) (
4 0
1 1
) (
4 0
2 1
) (
4 0
3 1
)
(
1 1
0 4
) (
2 1
0 2
) (
3 1
2 2
) (
1 2
0 4
) (
2 2
1 3
) (
1 3
0 4
)
.
Here is a table of h(D) for D = 1, 2, . . . , 15:
D 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
h(D) 1 4 7 13 15 26 25 39 40 54 49 79 63 88 88
.
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7. A tree grows in a field
Let K be a field of characteristic 0, and let z ∈ K. We would like to construct
a rooted infinite binary tree with root z and with vertices in K such that every
vertex w is the parent of two children: the left child w/(w + 1) and the right child
w + 1. The only obstruction to this construction occurs when w = −1 for some
vertex w in the tree, because, in this case, the left child w/(w + 1) is undefined.
Let K be a field of characteristic 0, with multiplicative identity 1. There is a
unique isomorphism from Q to the prime subfield of K, that is, the subfield of K
generated by 1. A negative rational number in K is the image of a negative rational
number in Q under this isomorphism. We shall also denote the prime subfield of
K by Q. An element z ∈ K is called irrational if z /∈ Q.
Theorem 8. Let K be a field of characteristic 0. An element in K is the root of
a rooted infinite binary tree if and only if it is not a negative rational number.
Proof. If w ∈ K \ Q, then w + 1 /∈ Q and w/(w + 1) /∈ Q. Therefore, if z is
irrational, then every vertex in the tree with root z is irrational. In particular, −1
is not a vertex in this tree.
If z is a positive rational number, then all of its descendants are positive rational
numbers. In particular, −1 is not a descendant. If z = 0, then the left child of 0
is 0 and the right child is 1. It follows that the tree of descendants of 0 consists of
an infinite sequence of 0s, each of which gives birth to a right child 1, which is the
root of a Calkin-Wilf tree for the positive rational numbers:
0
uu❦❦❦
❦❦❦
❦❦❦
❦
))❙❙
❙❙❙
❙❙❙
❙❙
0
}}③③
③③
③
!!
❉❉
❉❉
❉ 1
||②②
②②
②
""
❉❉
❉❉
❉
0
✞✞
✞✞
  
❆❆
❆❆
1
~~⑦⑦
⑦⑦
  
❆❆
❆❆
1
2
~~⑥⑥
⑥⑥
  
❇❇
❇❇
2
~~⑥⑥
⑥⑥

✼✼
✼✼
0 1 12 2
1
3
3
2
2
3 3
Thus, 0 is the root of a rooted infinite binary tree. It follows that if z ∈ K is not
the root of a rooted infinite binary tree, then z is a negative rational number.
Let z be a negative rational number. Recall that the height of a nonzero rational
number a/b with a and b relatively prime integers is ht(a/b) = max(|a|, |b|). If
z < 0 and ht(z) = 1, then z = −1, and so −1 is a vertex in the tree with root z.
Let h ≥ 2, and suppose that −1 is a descendant of every negative rational number
of height less than h. Let z be a negative rational number of height h. We can
write z = −a/b, where a and b are relatively prime positive integers. If z < −1,
then 1 ≤ b < a = ht(z) = h. We have
z + 1 = −
a− b
b
< 0
and
ht(z + 1) = max(a− b, b) < a = h.
The induction hypothesis implies that -1 is a descendent of z + 1, and so −1 is a
vertex in the tree with root z.
If −1 < z < 0, then 1 ≤ a < b = ht(z) = h. We have
z
z + 1
= −
a
b− a
< 0
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and
ht
(
z
z + 1
)
= ht
(
−
a
b− a
)
= max(a, b− a) < b = h.
Again, the induction hypothesis implies that -1 is a descendent of z/(z + 1), and
so −1 is a vertex in the tree with root z. It follows that if z is a negative rational
number, then −1 is a descendant of z, and so z is not the root of a rooted infinite
binary tree. This completes the proof. 
8. Open problems
(1) Find a geometric or algebraic interpretation of the “class number” h(D).
Is there a formula to compute h(D)?
(2) The subgroup of SL2(Z) generated by
L2 =
(
1 0
2 1
)
and R2 =
(
1 2
0 1
)
is free of rank 2, and the set {L2, R2} freely generates this subgroup (Sanov [18]).
Consider the rooted infinite binary tree that satisfies the generation rule
w
||③③
③③
③③
③③
##
❋❋
❋❋
❋❋
❋❋
❋
w
2w+1 2w + 1
If w is the positive rational number a/b, then this generation rule is
a
b
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦
  
❅❅
❅❅
❅❅
❅❅
a
2a+b
a+2b
b
A positive rational number a/b with gcd(a, b) = 1 is a right child if a > 2b
and a left child if b > 2a. The set of positive rational orphans is{
a
b
:
1
2
≤
a
b
≤ 2
}
.
Every positive rational number generates a rooted infinite binary tree. The
set of orphan positive rational numbers are the roots of a forest of rooted
infinite binary binary trees that partition the positive integers. Describe
the properties of this forest.
(3) Let u and v be integers such that u ≥ 2 and v ≥ 2. A standard application
of the ping-pong lemma shows that the subgroup of SL2(Z) generated by
Lu =
(
1 0
u 1
)
and Rv =
(
1 v
0 1
)
is free of rank 2, and the set {Lu, Rv} freely generates this subgroup (Lyn-
don and Schupp [13, pp. 167–168]). Consider the rooted infinite binary
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tree that satisfies the generation rule
w
||③③
③③
③③
③③
##❋
❋❋
❋❋
❋❋
❋❋
w
uw+1 vw + 1
If w is the positive rational number a/b, then the generation rule is
a
b
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥
  
❅❅
❅❅
❅❅
❅❅
a
ua+b
a+vb
b
The set of positive rational orphans with respect to the set {Lu, Rv} is{
a
b
:
1
u
≤
a
b
≤ v
}
.
Describe the properties of the trees descended from these roots.
(4) It would be worthwhile to consider trees (not necessarily binary) of positive
rational numbers and of nonnegative matrices constructed from the gener-
ators of other free submonoids and subgroups of SL2(Z) (cf. Goldberg and
Newman [11] and Bachmuth and Mochizuki [3]).
(5) Here are some questions about the positive rational number Calkin-Wilf
tree.
(a) Let a∗/b∗ and a/b be positive rational numbers. Is there an algorithm
to determine if a/b is in the subtree of the Calkin-Wilf tree with root
a∗/b∗?
(b) Is there a continued fraction algorithm to determine the relative depth
of a vertex a/b is in the subtree of the Calkin-Wilf tree with root
a∗/b∗?
(c) Describe the structure of Calkin-Wilf trees whose roots are negative
rational numbers. Does -1 appear infinitely often in a tree with a
negative rational root?
(6) Forests of Gaussian numbers are also of interest.
(7) One might also investigate the directed graphs constructed with the gener-
ation rule (6) in a finite field or in an infinite field of characteristic p.
References
[1] Boris Adamczewski, Non-converging continued fractions related to the Stern diatomic se-
quence, Acta Arith. 142 (2010), no. 1, 67–78.
[2] Martin Aigner and Gu¨nter M. Ziegler, Proofs from The Book, third ed., Springer-Verlag,
Berlin, 2004.
[3] S. Bachmuth and H. Mochizuki, Triples of 2× 2 matrices which generate free groups, Proc.
Amer. Math. Soc. 59 (1976), no. 1, 25–28.
[4] Bruce Bates, Martin Bunder, and Keith Tognetti, Linking the Calkin-Wilf and Stern-Brocot
trees, European J. Combin. 31 (2010), no. 7, 1637–1661.
[5] Bruce Bates and Toufik Mansour, The q-Calkin-Wilf tree, J. Combin. Theory Ser. A 118
(2011), no. 3, 1143–1151.
[6] Achille Brocot, Calcul des rouages par approximation, nouvelle me´thode, Revue
Chronome´trique 6 (1860), 186–194.
22 MELVYN B. NATHANSON
[7] Neil Calkin and Herbert S. Wilf, Recounting the rationals, Amer. Math. Monthly 107 (2000),
no. 4, 360–363.
[8] Karl Dilcher and Kenneth B. Stolarsky, A polynomial analogue to the Stern sequence, Int. J.
Number Theory 3 (2007), no. 1, 85–103.
[9] Jeremy Gibbons, David Lester, and Richard Bird, Functional pearl: Enumerating the ratio-
nals, Journal of Functional Programming 16 (2006), 281–291.
[10] S. P. Glasby, Enumerating the rationals from left to right, Amer. Math. Monthly 118 (2011),
no. 9, 830–835.
[11] K. Goldberg and M. Newman, Pairs of matrices of order two which generate free groups,
Illinois J. Math. 1 (1957), 446–448.
[12] Ronald L. Graham, Donald E. Knuth, and Oren Patashnik, Concrete Mathematics: A Foun-
dation for Computer Science, second ed., Addison-Wesley Publishing Company, Reading,
MA, 1994.
[13] Roger C. Lyndon and Paul E. Schupp, Combinatorial Group Theory, Classics in Mathematics,
Springer-Verlag, Berlin, 2001, Reprint of the 1977 edition.
[14] Colin L. Mallows, A variation of the Stern-Brocot tree, J. Comb. 2 (2011), no. 4, 501–506.
[15] Toufik Mansour and Mark Shattuck, Two further generalizations of the Calkin-Wilf tree, J.
Comb. 2 (2011), no. 4, 507–524.
[16] Moshe Newman, Recounting the rationals, continued, solution to problem 10906, Amer.
Math. Monthly 110 (2003), 642–643.
[17] Bruce Reznick, Some binary partition functions, Analytic Number Theory (Allerton Park,
IL, 1989), Progr. Math., vol. 85, Birkha¨user Boston, Boston, MA, 1990, pp. 451–477.
[18] I. N. Sanov, A property of a representation of a free group, Doklady Akad. Nauk SSSR (N.
S.) 57 (1947), 657–659.
[19] M. A. Stern, U¨ber eine zahlentheoretische Funktion, J. reine angew. Math. 55 (1858), 193–
220.
Department of Mathematics, Lehman College (CUNY), Bronx, NY 10468
E-mail address: melvyn.nathanson@lehman.cuny.edu
