In this paper we study the moment spaces corresponding to matrix measures on compact intervals and on the nonnegative line [0, ∞). A representation for nonnegative definite matrix polynomials is obtained, which is used to characterize moment points by properties of generalized Hankel matrices. We also derive an explicit representation of the orthogonal polynomials with respect to a given matrix measure, which generalizes the classical determinant representation of the one-dimensional case. Moreover, the coefficients in the recurrence relations can be expressed explicitly in terms of the moments of the matrix measure. These results are finally used to prove a refinement of the well-known Favard theorem for matrix measures, which characterizes the domain of the underlying measure of orthogonality by properties of the coefficients in the recurrence relationships.
Introduction
Moment problems, orthogonal polynomials, continued fractions, quadrature formulas and approximation theory, etc., have been studied for a long time and have a vast literature. In recent years considerable interest has been shown in generalizing many of the results in these areas to the case of matrix polynomials and matrix measures. Among many others we refer to the early work of Krein [17] and to the more recent papers of Aptekarev and Nikishin [1] , Geronimo [13] , Rodman [22] , Sinap and Van Assche [25] , Duran and Van Assche [11] , Duran [6] [7] [8] , and Duran and Lopez-Rodriguez [9, 10] . A p × p matrix polynomial is a p × p matrix with polynomial entries. It is of degree n if all the polynomials are of degree less than or equal to n and is usually written in the form
where A i ∈ C p×p . The matrix polynomial P (t) is called monic if the highest coefficient satisfies A n = I p , where I p denotes the p × p identity matrix. A matrix measure µ is a p × p matrix µ = {µ ij } of complex measures µ ij on the Borel field of the real line R or of an appropriate subset. It will be assumed here that for each Borel set A the matrix µ(A) = {µ ij (A)} is Hermitian and nonnegative definite, i.e., µ(A) 0. The moments of the matrix measure µ are given by the p × p matrices S k = t k dµ(t), k = 0, 1, . . .
Only measures for which all relevant moments exist will be considered throughout this paper. The integrals will usually be over the interval [0, 1] but integrals over the half line [0, ∞) will also be considered in Section 5. The (n + 1)th moment space is given by
where µ ranges over the set of all matrix measures with existing moments up to the order n.
All the results presented here also hold if the measures are real, µ is symmetric nonnegative definite and the matrices A i and all other quantities are real.
The purpose of the present paper is to investigate properties of the moment space, mainly with the purpose of providing some generalizations of Favard's Theorem in the matrix case for the nonnegative line [0, ∞) and the compact interval [0, 1]. It is well known in the scalar case where p = 1, that if a sequence of polynomials {P n } n 0 (where P n is of exact degree n) is orthogonal with respect to some measure µ on the real line, then it satisfies a three term recurrence relation of the form P n+1 (x) = (x − α n+1 )P n (x) − β n+1 P n−1 (x) , n 1, (
with β n+1 > 0 (see [12] ). Conversely, if the sequence of polynomials satisfies (1.4) with β n+1 > 0 for all n ∈ N, then there exists a measure on the real line for which the polynomials are orthogonal. It is also well known that the measure µ is supported on the nonnegative axis [0, ∞) if and only if there exists a sequence {ζ k } k 1 of positive numbers such that the coefficients in the recurrence relation (1.4) satisfy for all k 1 β k+1 = ζ 2k−1 ζ 2k and α k+1 = ζ 2k + ζ 2k+1 (1.5) (see e.g. [3, p. 47] ). It was further discovered by Wall [33] that µ is supported on the interval [0, 1] if and only if the coefficients ζ k form a chain sequence; that is, they can further be decomposed as 6) where q k = 1 − p k (q 0 = 1) and 0 < p k < 1. The sequence of constants were called canonical moments by Skibinsky [27] [28] [29] and are discussed fully in the monograph of Dette and Studden [5] .
Essentially complete analogs of these results will be presented below. For the whole line (and the circle) these results are known and are discussed, for example, in [26] . In Sections 2-4, the moment spaces M n+1 for measures on the interval [0, 1] are investigated and matrix analogs of the canonical moments are introduced. One of the main theorems in Section 2 is a representation theorem for nonnegative definite matrix polynomials, which is used to characterize the points in the moment space by properties of generalized Hankel matrices. We also present a result describing the 'width' of the moment space in terms of matrix valued canonical moments. In Section 3 explicit formulas for the orthogonal polynomials on the interval [0, 1] in the matrix case are given, which generalize the well-known determinant representation for orthogonal polynomials in the case p = 1 (see e.g. [30, p. 27] ). These results are used for a discussion of the recurrence formula in more detail. Section 4 contains the generalized Favard theorem for the interval [0, 1]. Finally, the Favard theorem for the half line, with some discussion of the corresponding moment space, is given in Section 5.
Moment spaces
As indicated above, the discussion in Sections 2-4 is confined to the interval [0, 1]. The moments S k and the moment space M n+1 are defined as in (1.2) and (1.3), respectively. The set M n+1 can be viewed as a Euclidean space of dimension (n + 1)p(p + 1) or (n + 1)p(p + 1)/2 in the real case. Hyperplanes in this space may be assumed to be of the form
where b ∈ R and the A 0 , . . . , A n are Hermitian p × p matrices and tr denotes the trace. Consider the set
and let C(C n+1 ) denote the convex cone generated by this set. Without loss of generality we can view elements of this set as being of the form Proof. Obviously C(C n+1 ) ⊂ M n+1 and for the converse inclusion the question amounts to asking whether all the points in the moment space M n+1 are limits of points in the convex cone generated above. Because the generated cone is closed, the assertion then follows. If µ is composed of a matrix of smooth densities, say f, with respect to the Lebesque measure and the integrals are viewed as Riemann integrals, then one can approximate the kth moment of µ by (2.5) and the result follows. For the general case we use the fact that a finite number of moments of any measure µ ij can be approximated by one with a density of the above form.
Corollary 2.2. Let
(b) Every point S = (S 0 , . . . , S n ) in the moment space M n+1 has a finite representation of the form
where the number of terms in these representations is bounded by
(c) Every point in the interior of the moment space M n+1 has a representation of the above form using any specific pair (t, a)
Proof. The proof for part (a) follows by noting that
where the last equivalence follows from Lemma 2.1. Part (b) follows from the Caratheodory theorem (see e.g. [23] ). For part (c) we take the line joining the point corresponding to (t, a) and the interior point and extend it past the interior point to the boundary. Therefore, we are able to write the interior point as a bonafide convex combination of the point corresponding to (t, a) and some other point. [16] discuss taking sections of the moment cones which are the intersection of the cone with some affine space to produce normalizations. These are generated by positive polynomials. The usual normalization in the scalar case takes the polynomial P (t) = 1 to give c 0 = 1 or the measures with norm one. If we take the matrix polynomial P (t) = I , we get the above normalization where tr S 0 = 1.
The following theorem gives a representation for nonnegative definite p × p matrix polynomials
Theorem 2.5. Assume that the matrix polynomial P n (t) is nonnegative definite for all t in the interval
[0, 1]. If n = 2m, then there exist matrix polynomials B n (t) = m i=0 B i t i , C m−1 (t) = m−1 i=0 C i t i such that P 2m (t) = B m (t)B m (t) * + t (1 − t)C m−1 (t)C * m−1 (t) = p k=1   m i=0 b ik t i m i=0 b ik t i * + t (1 − t) m−1 i=0 c ik t i m−1 i=0 c ik t i *   . If n = 2m + 1, then there exist matrix polynomials B m (t) = m i=0 B i t i , C m (t) = m i=0 C i t i such that P 2m+1 (t) = tB m (t)B m (t) * + (1 − t)C m (t)C m (t) * = p k=1 t m i=0 b ik t i m i=0 b ik t i * + (1 − t) m i=0 c ik t i m i=0 c ik t i * . Here (b i1 , . . . , b ip ) = B i and (c i1 , . . . , c ip ) = C i denote
the columns of the coefficients B i and C i in the matrix polynomials B m (t), C m−1 (t) and C m (t), respectively. When the polynomial P n (t) is real the corresponding polynomials in the representation may also be chosen to be real.
Proof. The proof follows from the corresponding result for trigonometric polynomials given by Malyshev [20] (see also [24] ). This result states that if the matrix trigonometric polynomial satisfies 
Moreover, if A(ϕ) is semidefinite, the representation (2.9) also exists, but the polynomial D is not necessarily unique. With this result in hand the proof of Theorem 2.5 follows from the similar arguments as given in [30, Theorem 1.21.1], or in [5, Remark 9.2.9] . To be precise let P (t) denote a nonnegative definite matrix polynomial of degree 2m on the interval [−1, 1] and put t = cos ϕ. Because P (cos ϕ) is a cosine polynomial of degree 2m it follows that it has a representation of the form
where the coefficients satisfy
where B m and C m−1 are matrix polynomials of degree m and m − 1, respectively. This gives for the polynomial in (2.10)
where the last equality follows from the fact that the left-hand side of the above equation is a matrix polynomial in cos ϕ. This proves the assertion of Theorem 2.5 in the case n = 2m for the interval [−1, 1]. The transformation to the interval [0, 1] is obvious and the remaining case n = 2m + 1 follows by similar arguments. For the real case the proof given by Malyshev [20] can be easily extended to show that if A 0 , . . . , A N are real symmetric matrices and
, then a representation of the form (2.9) also exists, where the coefficients of the matrix polynomial D are real matrices. The proof then follows as above.
Theorem 2.5 together with Lemma 2.3 now gives us necessary and sufficient conditions for the point S = (S 0 , . . . , S n ) to belong to the moment space M n+1 or to its interior. To this end we define the "Hankel" matrices
and
and obtain the following characterization. The nonnegativity of the matrices H n and H n imposes bounds on the moments S k as in the one-dimensional case. To be precise let
and S 14) whenever the inverses of the Hankel matrices exist. It is to be noted and stressed that S − n and S + n depend on (S 0 , S 1 , . . . , S n−1 ) although this is not mentioned explicitly. It follows from Theorem 2.6 and a straightforward calculation with partitioned matrices that (S 0 , . . . , S n−1 ) is in the interior of the moment space M n if and only if S − n < S + n (note that a matrix is positive definite if and only if its main subblock and the corresponding Schur complement are positive definite). Moreover, for (S 0 , . . . , S n ) ∈ M n+1 we have
(2.15)
is in the interior of the moment space M n , then we define the kth matrix canonical moment as the matrix
where
These quantities are the analog of the classical canonical moments p n in the scalar case (see [27] [28] [29] or [5] ). We will also make use of the quantities
The canonical moments of lower order can easily be calculated. From S
0 S 1 . Similary, definitions (2.13) and (2.14) imply
. One of our main theorems in this section is the following result, which represents the width D n+1 of the moment space M n+1 in terms of the matrix canonical moments U k and V k .
Theorem 2.7. If the point (S 0 , . . . , S n ) is in the interior of the moment space M n+1 , then
Proof. The second expression is noteworthy and follows readily since V k = I − U k . The result in (2.19) will follow if we can show the representations 20) or equivalently 
Proceeding by induction we can then show that
where the first equality follows from (2.20), (2.16), (2.18) and the last is a consequence of the induction hypothesis.
Proof of identities (2.20) and (2.21).
From definitions (2.13) and (2.14) we have
To show (2.21) we want to factor a term S n − S − n from the right and a term S + n − S n from the left and leave the appropriate thing in the middle to give identity (2.21). This will follow, with some further explanation, from the following two interesting results. To be precise leth n (−) and h n (−) be the values ofh n and h n , respectively, where the last moment matrix S n is changed to S − n . Similary,h n (+) and h n (+) are obtained fromh n and h n , replacing the last moment matrix S n by S + n , respectively and we defineḡ n and g n in the same manner ash n and h n where all matrices S k are replaced by arbitrary elements G k ∈ C p×p . We will show below that the identities
hold for allḡ n and g n . Note carefully in the last equation that the leading matrix G n of Eq. (2.24) is the same G n in the last coordinate ofḡ n and g n . Once we have established the validity of (2.23) and (2.24) we start with the expression for S + n+1 − S − n+1 in (2.22) and rewrite S n = S n − S − n + S − n for the first matrix S n in (2.22) and on the right-hand side of the two quadratic forms. Using identity (2.23) we can factor the matrix S n − S − n from the right-hand side and the result is
This resulting expression can be further simplified rewriting S n = S + n + S n − S + n on the left-hand side of what remains of the two quadratic forms. Using (2.24) (applied by setting on the right-hand side of the quadratic forms G n = I p and the other G k values equal to zero inḡ n and g n ) and definitions (2.13) and (2.14) everything cancels and we are left with (2.21). (2.23) and (2.24) . To see the proof of (2.23) and (2.24) we consider only the case where n = 2m, the odd case being similar. For n = 2m we have to show that
Proof of identities
. . . 
Taking differences and omitting the first component it follows that
Substituting (2.27) and (2.28) into (2.26) we find that (2.26) becomes
Now separate the vector on the left in the first quadratic form. One part will cancel with the second quadratic form and the rest will be zero from the definition of S − 2m , which proves identity (2.26).
To verify Eq. (2.24) the argument is essentially the same but slightly more complicated. We need to verify that
. . .
holds for all matrices G m , . . . , G 2m . From the definition of the matrix S + 2m in (2.14) we get
which can be rewritten as
is a block differencing matrix of size (m − 1)p 2 × mp 2 . Substituting (2.30) and (2.31) into (2.29) yields
This is zero since the first and second terms cancel with the third and fourth, respectively. This proves identity (2.24) and completes the proof of the theorem.
For later use we note that Theorem 2.7 implies, using an induction argument, that the following important result holds. 
. , S n ) is in the interior of the moment space M n+1 , then (S
Proof. The result follows since from Theorem 2.7 and (2.16) we have 
(see also VanAssche [32] , who considered this example on the interval [−1, 1]). A straightforward calculation shows
which gives for the first canonical moments
It can be shown by tedious computations that the canonical moments of the matrix measure µ are given by
Orthogonal polynomials
The inner product of two matrix polynomials is defined by
Sinap and Van Assche [26] call this the 'right' inner product. The left inner product would put the conjugate transpose on the Q polynomial. The orthogonal polynomials are defined by orthogonalizing the sequence I p , tI p , t 2 I p , . . . with respect to the above inner product. As the main result of this section we will write down explicitly the orthogonal polynomials somewhat in the fashion of the one-dimensional case. In the case p = 1 the last row of the determinant
is changed by replacing it by (1, t, . . . , t m ) (see e.g. [30] ). The general case p 2 is substantially more complicated, because P m (t) is a matrix of polynomials each of degree m. To get the element in the position (i, j ) of the matrix of P m (t) we write each of these by again modifying the above determinant by changing the last set of blocks (S m , . . . , S 2m ).
To be precise define a matrix polynomial by
where the elements H ij (t) are determinants given by
, i,j = 1, . . . , p, and the matrix S ij m+k is obtained from S m+k by replacing the jth row by e T i t k . Here e i ∈ C p denotes the vector with a one in the ith component and zero elsewhere. As a simple example consider the case m = 1 and p = 2 and let
denote the elements of the kth moment matrix. In this case the linear polynomial is given by the 2 × 2 matrix of determinants 
The following result shows that the polynomials P j (t) are the right orthogonal matrix polynomials with respect to the inner product defined by (3.1) and identifies the leading coefficient of P m (t), i.e., the matrix of the term t m .
Theorem 3.1. The polynomial P m (t) = H 2m−1 (t) is an mth matrix orthogonal polynomial with respect to the inner product (3.1) and has leading coefficient
where the determinant D 2m is defined in (3.2) .
Proof. It is required to show that
For the element in the position (i, j ) of this matrix we obtain
and a straightforward calculation shows that this is equal to the determinant D 2m with the jth row replaced by Note that we are using the right inner product (3.1) which gives for all p × p matrices A and B
PA, QB
Therefore, if L m is the leading coefficient of P m (t) we have from the previous calculations
where the last line defines the diagonal matrix 2m ∈ R p×p . The leading coefficient of the polynomial H 2m−1 (t) can be now calculated by noting that the leading coefficient L m of H ij is obtained by deleting the row and column corresponding to t m (i.e., the (mp + j)th row and (mp + i)th column) and multiplying by (−1) i+j . The same value is obviously obtained by deleting the same row and column in the matrix H 2m defined in (2.11) and calculating the resulting determinant, which is denoted by 
which proves the remaining assertion of Theorem 3.1.
It follows from Theorem 3.1 that the monic orthogonal polynomials are given by
where we have to multiply from the right, because we use the right inner product. Matrix orthogonal polynomials with respect to the measure t dµ(t) are obtained similarly and given in the following theorem. The proof is left to the reader.
Theorem 3.2. The polynomials Q m (t) defined by
are right orthogonal polynomials with respect to the matrix measure t dµ(t). Moreover, the leading coefficient of Q m (t) is given by We finally note that it follows from the proof of Theorem 3.2 that 9) where · , · is the right inner product with respect to the matrix measure t dµ(t), and that the monic orthogonal polynomials are given by 
where the quantities ζ j ∈ C p×p are defined by ζ 0 = 0, ζ 1 = U 1 , ζ j = V j −1 U j if j 2 and the sequences {U j } and {V j } are given in (2.16) and (2.18) .
Similary, the sequence of monic orthogonal polynomials {Q k (x)} k 0 with respect to the matrix measure x dµ(x) satisfies the recurrence formula Q 0 (x) = I p , Q −1 (x) = 0 and for m 0
Proof. The recurrence formula for the orthogonal polynomials will be obtained by using the two sets of polynomials P m (x) and Q m (x) and the two recurrence formula
These identities follow by multiplying the right-hand sides with x k and integrating with respect to the measures dµ(x) and x dµ(x), respectively. By an appropriate definition of the matrices A m and B m in the case k = m it follows that the multiplied and integrated right-hand sides of (3.13) and (3.14) vanish and consequently these terms are the monic orthogonal matrix polynomials with respect to the measures dµ(x) and x dµ(x), respectively. From (3.13) we get that
Observing identity (3.3) in the proof of Theorem 3.1 we obtain
and similarly (recall (3.8)-(3.10))
which yields (observing the definition of ζ j in (2.33))
Similarly, we can multiply the representation (3.14) by Q m and take the inner product with respect to the matrix measure t dµ(t) to get
To combine the two recurrence formulas (3.13) and (3.14) into one recurrence formula for the sequence of monic orthogonal polynomials P m we write 
Favard's theorem on the interval [0, 1]
Using the results of Sections 2 and 3 we have the following result. Proof. Part (a) has already been shown above. For part (b) we define the corresponding moment sequence to obtain the measure µ. To do this we let S 0 = I p , S 1 = U 1 and successively define S n for n 2 by setting
Recall that S − n is defined in (2.13) and depends only on S 0 , S 1 , . . . , S n−1 . If the matrix canonical moments U n are such that (2.34) and (2.35) hold, then it follows that
In this case the defined sequence is such that (S 0 , S 1 , . . . , S n ) is in the interior of M n+1 for each n. Any corresponding sequence of measures will converge to a measure µ with the moments S n for all n ∈ N 0 .
The sequence of monic orthogonal polynomials from this measure µ will satisfy the same recurrence formulas and so these must be the sequence {P n } n 1 because the monic orthogonal polynomials are unique. Example 4.2. Consider the matrix measure discussed in Example 2.9. We have
which gives for the monic orthogonal polynomials with respect to the matrix measure dµ(x) the following recursions:
Favard's theorem for the interval [0, ∞)
Most of the material above can be extended to the interval [0, ∞). All the results in Section 2 remain valid up to Theorem 2.5. If the matrix polynomial satisfies P (t) 0 on [0, ∞), then corresponding to Theorem 2.5 we have the following representation theorem for nonnegative definite matrix polynomials. for all vectors c ∈ C p . Letting c be the vector with a one in a single component it follows that all the coefficients of the matrix polynomial B m (t) are bounded and we can take convergent subsequences. Similarly, we obtain a subsequence for the part b −1 C m−1 (t)C m−1 (t) * and considering the limit for this subsequence yields the representation (5.1), which proves the assertion for n = 2m even. The odd case n = 2m + 1 is similar and therefore omitted. 
