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Abstract 
 
Internet of things (IoT) is an evolving paradigm that is currently getting more 
attention and rapidly gaining importance. The basic idea of IoT is to connect 
everyone and everything to the Internet for information exchange. It is essential to 
develop a clear understanding of characteristics of IoT traffic sources as well as to 
find a traffic model that efficiently characterizes the statistical behavior of IoT 
traffic. Since many IoT devices generate relatively small sized data, we are 
particularly interested in an IoT network architecture where data from a number of 
different IoT devices are aggregated at an IoT gateway. We focus on characterizing 
the IoT aggregated traffic pattern for three common IoT applications with real-time 
and non-real-time quality of service (QoS) requirements. These applications include 
healthcare, smart cities, and video surveillance. Our study is based on generating a 
real IoT traffic trace in a lab by using various sensors and devices in the 
aforementioned applications. The generated traffic trace is transmitted wirelessly 
over the air using Wi-Fi technology to an IoT gateway. The input network traffic to 
this gateway is characterized. In the experiments, the amount of input traffic to the 
gateway is varied and different traffic patterns for each of the selected applications 
are examined. Statistical tests and parameters are used to determine the best 
matching packet inter-arrival time distribution for different traffic penetrations. 
Moreover, we also examine packet size distributions. Based on our empirical data, 
the experimental results indicate that IoT packet inter-arrival time follows a Pareto 
distribution. However, it can be better modeled as a Weibull distribution in some 
traffic patterns. Our experimental results also reveal that the packet size distribution 
of different penetrations of the studied IoT applications is not in a good match with 
the commonly used Geometric distribution. Furthermore, we investigate the impact 
of traffic characterization on the performance of the considered IoT network 
architecture for a certain availability of network resources using computer 
simulations. 
 
Keywords: IoT, QoS, Wi-Fi, packet inter-arrival time distribution, packet size 
distribution, IoT gateway, traffic model. 
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 )cibarA ni( tcartsbA dna eltiT
 
 نية شبكة إنترنت الأشياءلبتوصيف حركة المرور 
 صالملخ
عيى اىنثٍش ٍِ  اىىقج اىحاضشٌحظى فً َّىرج ٍخطىس،  إّخشّج الأشٍاء ٌعخبش
و شخص ومو اىفنشة الأساسٍت لإّخشّج الأشٍاء هً حىصٍو م. ٍخضاٌذةهخَاً وٌحصذ أهٍَت الا
ٍصادس حشمت فهٌ خصائص اىضشوسي ٍِ  اىَعيىٍاث.حباده بهذف  شبنت الإّخشّج شًء عيى
َّىرج ٌصف بنفاءة وفعاىٍت اىسيىك  إٌداد هزٓ اىشبنت بشنو واضح بالإضافت إىىىس اىَشو
حْخح الأشٍاء  إّخشّجاىخً حسخخذً فً  خهضةالأٍِ  اىعذٌذُ ّظشاً لأالإحصائً ىحشمت اىَشوس. 
شبنت إّخشّج الأشٍاء حٍث  الأطشوحت ببٍْت فً هزٓفإّْا ٍهخَىُ بٍاّاث راث حدٌ صغٍش ّسبٍا،ً 
وصف ّشمض عيى و َخخيفت فً بىابت إّخشّج الأشٍاء.خهضة اىالأٌخٌ حدٍَع اىبٍاّاث ٍِ عذد ٍِ 
لإّخشّج الأشٍاء ٍع ٍخطيباث خىدة اىخذٍت  شائعتىثلاثت حطبٍقاث ت َّظ حشمت اىَشوس اىَد َّع
اىشعاٌت اىصحٍت واىَذُ اىزمٍت  اىخطبٍقاث. وحشَو هزٓ اىحقٍقً وغٍش اىحقٍقً اىضٍِفً 
فً  إّخشّج الأشٍاء ساء حخبع حقٍقً ىحشمت ٍشوإّش حسخْذ دساسخْا عيى اىفٍذٌى.ب َشاقبتاىو
عو فً اىخطبٍقاث اىَزمىسة باىف ٍسخخذٍتاىَخخبش باسخخذاً أخهضة اسخشعاس وأخهضة ٍخخيفت 
إىى بىابت إّخشّج اىىاي فاي  عبش الأثٍش باسخخذاً حقٍْت لاسينٍاً ٌخٌ ّقو حشمت اىَشوس  أعلآ.
، ٌخٌ حغٍش اىخداسب اىَدشاةفً َشوس إىى هزٓ اىبىابت. اىحشمت ٍذخلاث  ثٌ ٌخٌ حىصٍفالأشٍاء. 
بالإضافت إىى دساست أَّاط ٍخخيفت ٍِ حشمت اىَشوس  إىى اىبىابت اىَذخيتَشوس اىٍقذاس حشمت 
ىخحذٌذ أفضو اسخخذٍج إحصائٍت ٍعاٌٍش و اخخباساث .ٍتىنو حطبٍق ٍِ اىخطبٍقاث اىَسخخذ
، ّقىً أًٌضا علاوة عيى رىل اىَخخيفت. لأَّاط حشمت اىَشوس بٍِ اىحضً ىصىهاىىقج ىحىصٌع 
 ىصىهاىوقج حشٍش اىْخائح إىى أُ ، اسخْاداً إىى بٍاّاحْا اىخدشٌبٍت .اىحضٍتحىصٌع حدٌ  بذساست
بشنو ٌخٌ حىصٍفها  اىحشمتبعض أَّاط  ،ٍع رىل باسٌخى. إّخشّج الأشٍاء ٌخبع حىصٌعبٍِ حضً 
 أَّاط ىَخخيف تدشٌبٍت أًٌضا أُ حىصٌع حدٌ اىحضٍوحنشف ّخائدْا اىخ .ع واٌبومخىصٌأفضو 
، علاوة عيى رىل. ابق بشنو خٍذ ٍع اىخىصٌع اىهْذسًاىَذسوست لا ٌخط الأشٍاء إّخشّج حطبٍقاث
 اىَذسوست اىَشوس عيى أداء بٍْت شبنت إّخشّج الأشٍاءّقىً باىخحشي عِ حأثٍش حىصٍف حشمت 
 .باسخخذاً اىَحاماة اىحاسىبٍتشبنت ٍعٍْت ىي ٍىاسد حىافشٍع 
، حىصٌع وقج اىىصىه بٍِ ، واي فاي، خىدة اىخذٍتإّخشّج الأشٍاء: مفاهيم البحث الرئيسية
 .ٍاء، َّىرج حشمت اىَشوس، بىابت إّخشّج الأشاىحضً، حىصٌع حدٌ اىحضٍت
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Chapter 1: Introduction 
 
This chapter provides a general introduction to Internet of Things (IoT) and 
statistically shows future trends in this area. Current open issues associated with this 
innovation and its applications are also presented in this chapter. Finally, it briefly 
describes the research along with the thesis structure. 
1.1 Overview 
The Internet is an evolving entity that continues to grow in importance. The 
phrase “Internet of Things” was coined by Kevin Ashton in 1999 [1]. Recently, IoT 
has been eliciting increasing attention and rapidly gaining importance because of 
numerous technology advancements. Such advancements provide connectivity to 
anyone at any time and place to anything, thereby allowing the translation of the 
physical world into a digital cyber world with meaningful information. 
The basic concept behind IoT is to allow the cooperation between the Internet 
and “things”. In IoT, the term “Things” refers to objects that are equipped with 
identification, sensing, actuation, storage, or processing capabilities. These smart 
objects can communicate and interact with one another over the Internet to 
accomplish certain goals, such as reducing costs and increasing optimization in any 
domain [2] [3]. 
IoT will drive the future of technology as various innovative and creative 
products will be designed. The US National Intelligence Council reported that 
Internet nodes are expected to be found in everyday items, including food packages, 
furniture, and paper documents, by 2025 [3]. 
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Approximately 15 billion interconnected devices were estimated in 2015. 
This number is expected to grow rapidly to 24 billion by 2020 according to GSMA 
[4]. This increase will result in revenue opportunities of $1.3 trillion for mobile 
network operators alone, which will span to vertical segments, including health, 
automotive, utilities, and consumer electronics. The International Data Corporation 
(IDC) forecasted that the worldwide IoT market will be worth $1.7 trillion in 2020, 
i.e., up from $655.8 billion in 2014, with a compound annual growth rate of 16.9 
percent [5]. In the same year, devices alone are predicted to represent 31.8 percent of 
the total worldwide IoT market. This increased percentage in revenue is expected due 
to the building of IoT platforms, application software, and service-related offerings 
[5]. Figure 1.1 displays the projected market share of dominant IoT applications by 
2020 [6]. 
  
Figure  1.1: Projected Market Share of Dominant IoT Applications by 2020 [6] 
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1.2 IoT Challenges 
Several challenges and open issues should be addressed and overcome for 
IoT to achieve its vision. These challenges include contextual, technical and 
applications ones, e.g., traffic characterization, privacy and security, quality of 
service (QoS), standards, interoperability, big data, and communication protocols. 
1.2.1 Traffic Characterization 
Traffic characterization represents a critical research issue that concerns 
networking aspects. This issue is attributed to several reasons. First, the 
characteristics of IoT traffic remain unknown [3]. Second, traffic patterns generated 
by an IoT network are expected to differ significantly from Internet traffic. 
In a wireless sensor network (WSN), traffic characteristics are not considered 
a problem given that characteristics are application dependent and the focus is on the 
traffic flows inside a network. However, the situation is different in IoT because 
sensor nodes become parts of the overall Internet and are deployed for heterogeneous 
purposes. A huge amount of data will traverse the Internet, which will result in 
different traffic characteristics. Furthermore, large-scale and distributed radio 
frequency identification (RFID) systems have been recently deployed and their 
related traffic flows have not yet been studied [3]. 
Investigating the characteristics of IoT traffic is essential because these 
characteristics are highly involved in designing and planning network infrastructure 
and protocols [3]. 
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1.2.2 Quality of Service 
Heterogeneous networks provide more than one distinct applications or 
services (multi-services). This feature implies multiple traffic types within the 
network and the capability of a single network to support all applications without 
compromising QoS. 
Applications generate either throughput- and delay-tolerant elastic traffic or 
bandwidth/delay sensitive inelastic (real-time) traffic, which can be further 
characterized according to data-related applications (e.g., high-resolution versus low-
resolution videos) with different QoS requirements. Therefore, in addition to traffic 
modeling, a set of traffic requirements is necessary to provide appropriate solutions 
for supporting QoS. 
QoS guarantees are not easily provided in wireless networks. Furthermore, 
dynamic scheduling and resource allocation algorithms based on particle swarm 
optimization are currently being developed [1]. 
1.2.3 Security and Privacy Challenges 
Security is a serious and major concern in any network. An IoT system can be 
attacked by disabling network availability, pushing erroneous data into the network, 
or accessing personal information. A study conducted by HP indicates that 70 
percent of common IoT devices are at risk of being attacked as a result of various 
vulnerabilities, such as insufficient authorization, inadequate software protection, and 
weak encrypted communication protocols. 
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RFID, WSN, and cloud may be parts of an IoT system that are vulnerable to 
such attacks. RFID appears to be the most vulnerable because it allows tracking 
individuals or objects but no high-level intelligence function is enabled in these 
devices [3]. 
Apart from security, privacy remains a problem that must be addressed, 
particularly in activities where privacy protection is required (e.g. transportation, 
personal activities, business processes, and information protection). Therefore, 
offering a design with authorization roles and policies is important to ensure that 
only authorized parties have access to sensitive data [7]. 
1.2.4 Big Data Analytics 
A massive amount of information will be produced from various IoT 
applications. These data may include information from surrounding environments 
and user private data (e.g., health information), and thus, they will have non-uniform 
schemas and structures. To accurately analyze these diverse data formats, intelligent 
techniques and algorithms are required. 
Deep learning algorithms can be adopted to efficiently analyze a huge amount 
of information generated by locally connected devices. User privacy should be 
respected in data analysis. Infrastructure for collecting, storing, and analyzing big 
data should be developed so that data anonymity should be provided for sensitive 
data [8] [5]. 
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1.3 IoT Applications 
IoT has considerable potential to influence and improve every aspect of 
everyday reality. As the Internet evolves and extends toward things, the concept of 
IoT has been demonstrated and involved in a variety of domains ranging from 
transportation and logistics, smart environment (e.g., home, office, and plant), 
healthcare to personal and social domains [9]. At present, only a few intelligent 
applications are deployed. Some important examples are briefly discussed in the 
following subsections. 
1.3.1 Healthcare 
The majority of IoT applications are implemented in the healthcare domain. 
Introducing smart things that are fitted with medical sensing will allow for remote 
monitoring and collection of various medical parameters. These collected data will 
be available over the Internet to doctors, family members, and other interested parties 
to improve the treatment and responsiveness of patients. In addition, IoT devices can 
be used to track objects and people (e.g., staff and patients) and to identify patients 
with a smart authentication system [10]. 
1.3.2 Smart City 
A smart city refers to integrating digital technologies that include IoT into the 
overall key functionality of a city. IoT can be applied to energy management, traffic, 
healthcare, public transport, water supply, and waste management, to culture, public 
service, and governance. The goals are to increase resource effectiveness and 
sustainability, enhance livability, and improve public services. 
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1.4 Thesis Research 
In the literature, many applications can be deployed in IoT networks. These 
applications will produce a huge amount of data. Therefore, an accurate traffic model 
is required in order to better design the network and the applications. In this thesis, 
we model the traffic generated by three common IoT applications, namely 
healthcare, smart cities, and video surveillance. The research is conducted based on 
realistic traffic traces with real- and non-real-time constraints. The data are 
wirelessly obtained from actual sensors and devices using Wireless Fidelity (Wi-Fi) 
technology. Using statistical approaches, we determine the best distribution to model 
packet inter-arrival time and provide some insights about packet size distribution. 
Also, we evaluate the impact of traffic models on the network performance using 
computer simulations. We show how the packet delay and delay jitter are 
significantly affected by the selection of the traffic model used especially when 
Poisson traffic is assumed. 
1.5 Thesis Organization 
The thesis is divided into five chapters. The first chapter provides an 
overview of IoT. Chapter 2 presents a relevant background review and discusses 
previous works done on the topic. The third chapter describes the system model. 
Chapter 4 introduces the results and discusses the major findings of the performed 
experiments. The last chapter concludes the study and states future directions of the 
research. 
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Chapter 2: Background and Related Works 
 
This chapter discusses topics related to the thesis objectives. It starts with 
highlighting several IoT applications. The next section describes available IoT 
architectures. Finally, IoT traffic modeling is discussed along with the related works.   
2.1 IoT Applications 
IoT will play a vital role in numerous domains and its applications can be 
adopted to significantly enrich the quality of every aspect of daily life. IoT 
applications can be broadly classified into five areas [10], as described in Table 2.1. 
 
Table  2.1: Applications Areas of IoT 
Domain Description Applications 
Smart 
Buildings 
Related to a smart home by 
covering the provision of sensing 
and controlling the activities 
occurring at a user’s house 
Smart door, living room, 
cooling, washroom, and 
kitchen 
Societal Issues Related to a smart society by 
covering the effects of IoT and its 
solutions on society 
Smart city, transportation, 
parking, healthcare, 
marketing, and similar social 
services 
Environmental 
Monitoring 
Related to a smart environment 
by covering the protection, 
monitoring, and development of 
natural resources 
Smart water, ecosystem, 
disaster alert, and wildlife 
monitoring 
Industry 
Applications 
Focuses on technological aspects 
and related issues 
Smart industry, security, and 
shopping 
Emergency 
and Critical 
Situations 
Deals with critical and global 
issues associated with the 
existence and persistence of 
human life 
Handling natural calamities, 
water and radiation levels, 
toxic gas generation, ozone 
layer depletion, and enemy 
intrusion on borders 
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In 2010, the IoT Strategic Research Agenda (SRA) identified six or more 
application domains of IoT: smart energy, smart health, smart buildings, smart 
transport, smart living, and smart cities [11]. 
In 2012, a published ranking report identified 50 applications that can 
transform the real world into a smart world. These applications are classified into 
categories: smart cities, environment, water, metering, security, emergency response, 
retail, logistics, industrial control, agriculture, animal farming, home automation, 
education, and e-health [10]. Some IoT applications are briefly explained in the next 
sections. 
2.1.1 Smart Cities 
First, “smart cities” is used to define the emerging cyber-physical ecosystem 
that results from the deployment of advanced communication infrastructure and 
novel services over city-wide scenarios. The potential offered by IoT allows the 
optimization of the usage of physical city infrastructure and the quality of life of 
citizens by adding smartness to various city applications. These applications include 
monitoring the availability of parking spaces in a certain area, vibrations and material 
conditions of buildings and bridges, sensitive locations of cities, vehicles and 
pedestrian levels, intelligent and weather adaptive lighting of street lights, level of 
waste containers, smart roads and highways with warning messages and diversions 
according to climate conditions or unpredictable events (e.g., accidents or traffic 
jams). This type of IoT applications uses RFID, WSN, and sensors as IoT elements. 
The bandwidth of such applications ranges from small to large. Awarehome, Smart 
Santander, and City Sense are examples of smart cities that have developed IoT 
applications [2] [11]. 
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2.1.2 Healthcare 
Healthcare is one of the most rapidly expanding applications of IoT 
technology. IoT has the potential to give rise to many applications and services in the 
medical sector. Applications are further divided into two groups, namely, single- and 
clustered-condition applications (Figure 2.1). A single-condition application refers to 
a specific disease or infirmity, whereas a clustered-condition application deals with a 
number of diseases or conditions taken together as a whole. The previous 
classification is framed based on currently available healthcare solutions via IoT [12] 
[13]. 
 
Figure  2.1: IoT Healthcare Services and Applications [13] 
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2.1.2.1 IoT-enabled Healthcare Services 
IoT is expected to enable a variety of healthcare services in which each 
service provides a set of healthcare solutions. In the context of healthcare, no 
standard definition of IoT service is available. In [13], a service is by some means 
generic in nature and has the potential to be a building block for a set of solutions or 
applications. Examples of such services are briefly discussed in the following 
subsections [13]. 
2.1.2.1.1 Ambient Assisted Living (AAL) 
AAL is known as an IoT platform powered by artificial intelligence that 
focuses on the healthcare of aging and incapacitated individuals. This service aims to 
conveniently and safely extend the independent life of the elderly in their place of 
living. In addition, AAL provides solutions to ensure autonomy and offer human 
servant-like assistance in case of any problem. 
2.1.2.1.2 Indirect Emergency Healthcare 
Indirect emergency healthcare is a service that offers a bundle of solutions, 
including information availability, alter notification, post-accident action, and record 
keeping, in case of emergency situations where healthcare issues are heavily 
involved, such as adverse weather conditions, transport (aircraft, ship, train, and 
vehicle) accidents, earthen site collapse, and fire. 
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2.1.2.2 IoT-based Healthcare Applications 
In general, services are used to develop applications that are directly used by 
users and patients. Therefore, services are developer-centric, whereas applications 
are user-centric. Various IoT-based healthcare applications are discussed in the next 
subsections [13]. 
2.1.2.2.1 Glucose Level Sensing 
Diabetes is a group of metabolic diseases that are characterized by high blood 
glucose levels over a long period. The monitoring of blood glucose shows individual 
patterns of blood glucose changes and helps in planning the meals, activities, and 
medication times of diabetics. 
2.1.2.2.2 Electrocardiogram Monitoring 
Electrocardiogram (ECG) is the register of the electrical activity of the heart 
via electrocardiography. It is used in simple heart rate measurement, basic rhythm 
determination, and the diagnosis of multifaceted arrhythmias, myocardial ischemia, 
and prolonged QT intervals. IoT-based ECG monitoring allows doctors to have 
patient’s full medical information to immediately detect any critical event and take 
the corresponding appropriate action. 
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2.1.3 Security and Surveillance 
Security and surveillance have become essential in enterprise buildings, 
shopping malls, factory floors, car parks, and other public places. IoT technologies 
can be used to improve the performance of current solutions by providing less 
expensive and less invasive alternatives to the widespread deployment of cameras 
while preserving user privacy. Examples of these technologies are as follows [11]: 
1. Perimeter access control is used to detect and control the access of 
unauthorized people to restricted areas. 
2. Liquid presence detection is used to detect liquid in data centers, 
warehouses, and sensitive building grounds to prevent breakdown and 
corrosion. 
3. Radiation level and explosive detection is used to measure the radiation 
level in the surroundings of nuclear power stations to generate leakage 
alerts. 
4. Hazardous gas detection is used to detect gas level and leakage in 
industrial environments, the surroundings of chemical factories, and 
interior mines. 
The advantages in this market are in terms of enhanced functionality, 
increased user acceptance through the reduction of camera use, reduced operational 
costs, and increased flexibility in a changing environment [2]. 
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2.1.4 Smart Business and Product Management 
RFID technologies have already been adopted in many sectors for inventory 
management across the supply and delivery chain because of their capability to 
identify and provide support in tracking goods. RFIDs are typically used to monitor 
and manage product movement along the supply chain. Tags are directly attached to 
the items or to the containers that carry them while readers are placed throughout the 
facility for monitoring. IoT technologies can enhance flexibility in terms of reader 
positions and simultaneously enable seamless interoperability among RFID-based 
applications used by different actors dealing with a product throughout various 
phases of its life cycle. 
In retail applications, IoT technologies can monitor real-time product 
availability and maintain accurate stock inventory. They can also play a role in after-
market support, whereby users can automatically retrieve all data about the products 
they bought. In addition, identification technologies can help in limiting theft and 
counterfeiting by providing each product with a unique identifier, including a full 
description of the item. Furthermore, bio-sensor technologies in combination with 
RFID technology can control the production procedures, final quality, and possible 
shelf life deterioration of a product, such as in the food industry. For example, RFID 
devices can be used to identify and track a product, whereas bio-sensors can monitor 
parameters, such as temperature and bacterial composition, to guarantee the required 
quality of the final product [2]. 
Among various IoT applications, healthcare, smart cities, and video 
surveillance are selected to be deployed in the proposed system model. 
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2.2 IoT Architecture 
Several IoT architectures have been proposed by different researchers. 
However, no single consensus on a unique architecture for IoT has been agreed upon 
universally. 
A number of essential factors should be addressed when defining a new 
standard architecture for IoT, such as sustainability, scalability, interoperability, data 
storage reliability, and QoS. The main procedure of IoT is to connect between 
everything and everyone to enable information exchange, and thus, increase network 
traffic and storage capacity. Interoperability is considered a design issue due to the 
lack of an international standard for manufacturing devices. Moreover, a network 
may consist of billions of heterogeneous devices, which makes scalability another 
critical issue. The improvement of IoT relies on the advancement of the technology 
adopted in different useful applications and business models [14]. 
2.2.1 Three-layer Architecture 
The well-known and most basic architecture consists of three layers: 
perception, network, and application. A set of functions, devices, and technologies 
are associated with each layer, as shown in Figure 2.2. 
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Figure  2.2: Three-layer Architecture of IoT 
 
2.2.1.1 Perception Layer 
As the bottom layer in the architecture, the perception layer is also known as 
the sensor or device layer. The main functions of this layer are to connect things to 
the network and then measure, collect, and process the information (e.g., humidity 
and temperature) associated with these things via deployed smart devices. Then, the 
processed information is transmitted to the upper layer via layer interfaces. The 
perception layer consists of RFID tags, sensors, cameras, 2D code tags, code readers, 
and Global Positioning System (GPS) units [15] [16] [17]. 
2.2.1.2 Network Layer 
The network or transmission layer is implemented as the middle layer and 
considered the core of IoT architecture because different devices (e.g., hub, switch, 
gateway, and cloud computing platform) and different communication technologies 
(e.g., Bluetooth, Wi-Fi, and Long-Term Evolution (LTE)) are integrated into this 
layer. 
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The network layer is responsible for receiving the processed information 
obtained by the perception layer and determining the routes for transmitting data to 
the application layer [15]. 
2.2.1.3 Application Layer 
On top of the stack is the application layer, which is responsible for the global 
management of the applications implemented by IoT. This layer receives the data 
transmitted from the network layer and uses them to deliver the required services or 
operations to the user. A set of applications exists in this layer, each having different 
requirements, such as smart grid, transportation, cities, homes, and healthcare [15]. 
2.2.2 Five-layer Architecture 
The three-layer architecture has become insufficient due to the rapid 
development of IoT. Therefore, a five-layer architecture, which has additional 
middleware and business layers, has been proposed as illustrated in Figure 2.3. 
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 Figure  2.3: Five-layer Architecture of IoT 
 
2.2.2.1 Perception Layer 
The role of the perception layer is still the same as that in the three-layer 
architecture, which is acquiring and processing data from the environment. 
Therefore, this layer consists of sensors and actuators that perform different 
functionalities, such as querying location, temperature, weight, motion, vibration, 
acceleration, wind speed, and amount of dust in the air [14]. 
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2.2.2.2 Network Layer 
The purpose of this layer is to securely transfer and maintain sensitive and 
confidential information from sensor devices. The movement is from the perception 
layer to the central information processing system (middleware layer). 
The selection of the transmission medium (whether wired or wireless), along 
with the technology used, (e.g., third generation (3G), fourth generation (4G), 
Universal Mobile Telecommunications System (UMTS), Wi-Fi, Bluetooth, infrared, 
and ZigBee), is based on the type of sensor devices. Many protocols are found in this 
layer, such as Internet Protocol (IP) version 6, which is necessary to address the 
massive number of things [18]. 
2.2.2.3 Middleware Layer 
The devices in an IoT system generate different types of service. Each device 
connects and communicates only with the devices that produce the same type of 
service. The middleware or processing layer has two essential functions: service 
management and storage of the lower-layer information in the database. Moreover, 
this layer can perform information processing and ubiquitous computation, and then 
automatically make a decision based on the computational results [14]. 
2.2.2.4 Application Layer 
The application layer in the five-layer architecture is responsible for 
providing inclusive management of the application based on the processed 
information in the middleware layer. Numerous applications are implemented by 
IoT, such as smart home, healthcare, smart car, smart city, and intelligent 
transportation [14]. 
20 
 
 
 
 
2.2.2.5 Business Layer 
This layer, also known as the management layer, manages the overall IoT 
applications and services. The business layer is responsible for creating business 
models, flowcharts, executive reports, and graphs based on the data received from 
the application layer. Moreover, this layer helps determine future actions, business 
strategies, and roadmaps based on good result analysis [19]. 
The system model follows the three-layer architecture. However, with respect 
to the study’s level, both architectures can be adopted. 
2.3 Traffic Characterization 
Traffic profiles can change unpredictably as packets travel along their routes; 
thus, traffic modeling aims to find stochastic processes that can represent the 
behavior of any network traffic. Traffic models need to accurately characterize actual 
traffic for the proper management and planning of the network to provide the desired 
QoS. Otherwise, overestimation or underestimation may affect the performance of 
the network and applications [20] [21] [22]. These models can be either source traffic 
models (e.g., video, data, or voice) or aggregated traffic models (e.g., backbone 
networks and the Internet). 
Furthermore, one model cannot efficiently capture the traffic characteristics 
of all networks types under every situation. Thus, the selection of a traffic model 
depends on network type and the characteristics of the traffic on the network. More 
than one model can be used to characterize the same traffic. An ideal traffic model 
has to closely mimic reality and should be simple to use at the same time. A trade-off 
commonly occurs between simplicity and accuracy [20] [23] [24]. 
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Network traffic can be modeled and expressed as a function of two random 
processes, namely, packet length and packet inter-arrival time, as presented in (1). 
Other parameters can be found in network traffic models (e.g., routes and distribution 
of destinations), but these parameters are less important [25] [26]. 
 ( )   ( ( )  ( ))                                                     ( ) 
where 
 ( ): Network traffic 
 ( ): Packet length process 
 ( ): Packet inter-arrival time process 
2.3.1 Probability Distribution 
A probability distribution is a statistical function that describes the 
probability that a random variable is within a given range. This function is expressed 
through probability density function (PDF) and cumulative distribution function 
(CDF). 
Old traffic models are based on simple probability distributions with the 
assumption that these models are correct in large aggregations, e.g., Poisson traffic 
distributions with exponential inter-arrival times. However, these models are not 
satisfactory because they do not exhibit bursts as real network traffic [26]. 
The following subsections describe some distributions that are commonly 
used to model packet length and packet inter-arrival time. These distributions are 
Exponential, Pareto, Weibull and Geometric. 
22 
 
 
 
 
2.3.1.1 Exponential Distribution 
Exponential distribution is one of light-tailed distributions that are suitable 
for modeling network traffic with short-range dependence. This distribution is 
mathematically expressed through the PDF in (2) and the CDF in (3) [25]. 
   ( )  
 
 
                                                              ( ) 
    ( )       
 
 
                                                        ( ) 
where     is the only parameter for the distribution. It is called the rate and typically 
denoted as  . 
In machine-to-machine (M2M) traffic, the packet inter-arrival time of M2M 
devices (e.g., smart electrical meters, home security systems, sensor devices for the 
elderly, smart parking sensors, traffic sensors, and movie rental machines) is often 
modeled using Exponential distribution as in [27] and [28]. 
2.3.1.2 Pareto Distribution 
Pareto distribution is one of the simplest heavy-tailed distributions and is the 
power law over its entire range. The PDF of this distribution is shown in (4). 
Furthermore, the CDF of Pareto distribution is given by (5) [25]. 
   ( )                                                                   ( ) 
   ( )      (
 
 
)
 
                                                          ( ) 
where   is known as the shape parameter (   ), and   is the local parameter 
(    and     ). 
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2.3.1.3 Weibull Distribution 
Weibull distribution is a heavy-tailed distribution. Its PDF is given by (6). In 
addition, its CDF is expressed using (7) [25]. 
   ( )  
 
 
 (
 
 
)
   
  (
 
 
)                                           ( ) 
    ( )        (
 
 
)                                               ( ) 
where   is the shape parameter (   ), and   is the local parameter (   ). 
Heavy-tailed distributions, including Pareto and Weibull, are suitable for 
describing traffic with long-range dependence. Moreover, these two distributions 
have become the main distributions for describing stochastic processes in networks 
(time between packets and packet sizes) [25]. In [29], Pareto distribution is used to 
model the packet size in the system design for narrowband IoT system based on 
LTE. Furthermore, Weibull distribution can model the inter-arrival time at the packet 
level in Internet traffic [30]. 
2.3.1.4 Geometric Distribution 
Geometric distribution is a discrete probability distribution. Its probability 
mass function (PMF) and CDF are mathematically expressed in (8) and (9), 
respectively. 
 ( )   (    )                                     ( )     
            ( )       (    )                                       ( )    
where p is the probability of success, and x is the number of failures before the first 
success. 
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The probability of success p is the only parameter for this distribution. It has 
a value between 0 and 1. In addition, the mean of a Geometric random variable X is 
   ( )  
    
 
                                                            (  ) 
 
Moreover, Geometric distribution is a special case of the negative binomial 
distribution where the number of successes is equal to 1. In [27], this discrete 
distribution is used to model the packet size of data generated by group of sensors 
and aggregated at a M2M aggregator. 
2.4 Related Works 
The research on IoT traffic characterization (also referred as M2M traffic) is 
still in its infancy stages [31]. The work in [32] is considered among the first large-
scale studies conducted to investigate whether there are new design and management 
challenges for cellular networks associated with M2M traffic. M2M traffic is 
compared with the traditional smartphone traffic using a set of different metrics, e.g., 
temporal variations, mobility, and network performance. This study recommends 
network operators to take into account the aforementioned parameters when 
managing networks [32].  
The work in [31] characterizes IoT traffic for smart-campus environment. 
Traffic traces are collected from various IoT devices such as cameras, appliances, 
and health monitors. Then their data rates, burstiness, activity cycles, and signaling 
patterns are statistically characterized. Moreover, conventional approaches including 
the standard Poisson process are inadequate to model IoT traffic [33]. According to 
[34], the characteristics of aggregated periodic IoT data using Poisson process can 
introduce large errors depending on the performance metric of interest. 
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The Third Generation Partnership Project (3GPP) association suggests 
modeling the aggregated traffic generated by a large number of machine-type 
communication (MTC) devices, e.g. thousands of them connected via an LTE 
network, by either uniform distribution or Beta distribution [35]. The uniform 
distribution is meant to model the nominal non-synchronized case, while Beta 
distribution represents the extreme case when a huge number of devices try to access 
the network at the same time [35]. Furthermore, the authors in [36] propose a 
Coupled Markov Modulated Poisson Process model for capturing the behavior of 
source traffic generated by a single or a huge number of MTC devices. However, the 
models in [35] and [36] are different from our studied architecture where the traffic 
is first aggregated at gateways through different wireless technologies. 
In [37], the authors propose a model for periodic uplink reporting for cellular 
IoT applications (e.g., smart utility metering reports of gas/water/electric 
consumptions, smart agriculture, and smart environment monitoring). In this model, 
each device is assigned a reporting period with Pareto distributed packet length [37]. 
Again, this model assumes direct communications between IoT devices and a 
cellular network and focuses only on smart city kind of applications. 
The authors in [38] address one of IoT components used for medical and 
tracking applications. The distribution of ON and OFF periods in this network 
follows a generalized Pareto distribution [38]. The Weibull distribution is known to 
better model the inter-arrival times of Transmission Control Protocol (TCP) 
connection in Internet traffic [39]. 
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To the best of our knowledge, no other work in the literature addresses the 
characterization of aggregated traffic of IoT gateways for three major applications, 
which are healthcare, smart city, and video surveillance with different scales of each 
application. Moreover, our work is based on real traffic data captured from realistic 
experimental setups that mimic the real-life scenarios. 
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Chapter 3: System Model 
 
This chapter provides a detailed description of the proposed system model 
and explains the topology, components, and communication technologies involved in 
the suggested model. In addition, this chapter states the main assumptions considered 
while designing the system model. 
The purpose of the proposed study is to model aggregated IoT traffic via 
packet inter-arrival time and packet size for widely used applications, such as 
healthcare, smart city, and video surveillance. Moreover, the study examines the 
impact of varying network load (i.e., number of sensor nodes) with different 
penetration ratios of the aforementioned applications (e.g., when the network is only 
used for sending healthcare, smart city, or video surveillance data) on the distribution 
of inter-arrival time and the impact of traffic models on network performance. 
3.1 Proposed Study 
The three-tier topology is followed in the system model. The model divides 
IoT into three layers: the perception, the network, and the application. In addition, 
the model targets the flow of data coming from the devices located in the perception 
layer and aggregated by an IoT gateway in the network layer. The study addresses 
aggregate traffic characterization at the gateway. The application layer is out of the 
scope of this research. 
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3.1.1 Perception Layer 
The system model involves generating packet traffic based on a real IoT 
system. This step can be accomplished by deploying different types of devices and 
sensors that represent various IoT applications in the perception layer. Healthcare, 
smart city and video surveillance are examples of applications that can be 
implemented in this system. Furthermore, such applications can provide a mixture of 
traffic that is acquired in real-time and non-real time. 
3.1.1.1 Healthcare Application 
Healthcare is considered one of the most rapidly expanding IoT applications 
[40]. Therefore, a set of wearable sensors that are directly attached to the human 
body can be included in this model. These sensors can monitor patient’s vital signs, 
e.g., ECG, electromyography (EMG), body temperature, and blood pressure. 
To obtain accurate results from the sensors, the number of samples per 
second should be selected properly. In general, the highest frequency components of 
an EMG signal are approximately 400–500 Hz; thus, the sampling rate should be 
higher than twice the Nyquist rate (800–1000 Hz) to avoid aliasing and other 
distortions [41]. In case of ECG, the European Society of Cardiology and the North 
American Society of Pacing and Electrophysiology recommend using a sampling 
frequency between 250 Hz and 500 Hz or higher to measure heart rate variability 
(HRV) without any interpolation [42]. 
ECG and EMG are classified as life-critical medical data, and thus, ensuring 
that cardiac technicians, physicians, or cardiologists can view the acquired data 
immediately and interpret the received readings correctly is essential. 
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One way to avoid the late arrival of readings and discontinuity in the ECG or 
EMG graph is to send multiple measurements simultaneously, e.g., acquiring 
sufficient number of samples and then combining them into one packet. In this case, 
it is important that the used transmission protocols are capable of solving the 
problem of packet losses. A set of reliable User Datagram Protocol (UDP)-based 
transport protocols for IoT is discussed in [43]. 
3.1.1.2 Smart City Application 
Many services can be offered by an IoT-based smart city, such as waste 
management, air quality monitoring, noise measurement, traffic congestion, health 
monitoring for buildings, and smart parking. 
Our system model addresses common smart city applications, including 
weather conditions, such as temperature, relative humidity, atmospheric pressure, 
and light intensity. In addition, air quality monitoring is expected to be a typical 
application of smart cities given its close relation to the health and welfare of 
citizens. This monitoring can be achieved by using sensors that are responsible for 
measuring the concentration of non-contaminant and contaminant gases, such as 
carbon dioxide (CO2), nitrogen dioxide (NO2), carbon monoxide (CO), ozone (O3), 
toluene (C6H5CH3), hydrogen sulfide (H2S), ethanol (CH3CH2OH), ammonia (NH3), 
and hydrogen (H2). An ultrasonic sensor is commonly found in smart cities. For 
example, such sensor is used in waste management service to control the waste level 
in dumpsters, and thus, ensure an effective waste collection mechanism. 
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3.1.1.3 Video Surveillance Application 
Smart cameras are equipped with sensing, processing, and communication 
capabilities to provide real-time video acquisition and processing [44]. They are 
expected to play a vital role in several IoT applications. In a smart city, cameras can 
be used for traffic monitoring and for security purposes. The use of smart cameras in 
the healthcare domain allows for remote tracking of patient movements and 
behavior. 
Furthermore, surveillance is considered an application that extensively uses 
such devices. In this application, cameras can track targets, identify suspicious 
activities, and monitor unauthorized access [1]. 
End-to-end delay is an important factor in video surveillance application. 
Usually, the tolerable delay is one second [45]. Therefore, the transmission protocol 
has to deliver the data without exceeding delay limits. Otherwise, the received 
packets are unusable and cannot be used further in decoding video frames. 
3.1.2 Network Layer 
Our system model follows the general consensus that traffic generated in IoT 
networks tends to be more uplink than downlink [46]. In this layer, a gateway can be 
deployed to collect the data coming from different IoT devices in the lower layer 
(perception layer) for further analysis. The gateway is directly connected to each 
sensor node over an IP network with a single-hop star topology, as illustrated in 
Figure 3.1. This design offers fast monitoring and response that are particularly 
required by healthcare devices, which may send critical information. 
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Figure  3.1: Single-Hop Star Topology 
 
The size of the packets can either be variable or constant depending on the 
type of the device, the condition being monitored, and the type of collected data. 
Figure 3.2 shows an illustration of the proposed system model to study the 
characteristics of IoT traffic aggregated at the gateway and their impact on network 
performance. The captured data are transmitted over the air from the perception layer 
and aggregated by IoT gateways. The system can be implemented to emulate several 
real indoor and outdoor scenarios. 
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Figure  3.2: Proposed System Model 
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3.2 Communication Layers 
The communication between IoT perception and network layers involves the 
following communication layers. 
3.2.1 Physical Layer 
The data obtained by the sensors are sent wirelessly as a stream of bits to the 
gateway in the physical layer. Any packet loss is assumed to be less than 1%. This is 
because we assume that the nodes are stationary; hence, the channel status does not 
change significantly. 
3.2.2 Data Link Layer 
In the data link layer, various communication technologies can be adopted to 
carry IoT data to a nearby or far gateway. Short- or wide-range network 
communication protocols can be selected (e.g., ZigBee, Bluetooth, Wi-Fi, Institute of 
Electrical and Electronics Engineers (IEEE) 802.11p, Global System for Mobile 
Communication (GSM), 3G, and LTE) depending on the application. Table 3.1 
provides a set of specifications of the main communication protocols for realizing 
IoT-based smart cities. 
 
 
 
 
 
34 
 
 
 
 
Table  3.1: Communication Protocols for IoT-based Smart Cities [5] 
Technology Operating 
Frequency 
Data Rate Coverage Applications 
ZigBee 2.4 GHz, 
868 MHz, 
915 MHz 
250 kb/s 50–100 m Smart metering and 
indoor e-healthcare 
Bluetooth 2.4 GHz 25 Mb/s 10 m Indoor e-healthcare 
Wi-Fi 2.4 GHz, 5 
GHz, 
802.11 n 
54 Mb/s, 6 
Gb/s 
140 m, 
100 m 
Metering, waste 
management automation, 
energy management, 
infotainment, and 
automation 
IEEE 
802.11p 
5.85–5.925 
GHz 
6 Mb/s 1000 m Vehicular 
communication (vehicle-
to-vehicle (V2V) and 
vehicle-to-infrastructure 
(V2I)) and infotainment 
GSM/General 
Packet Radio 
Service 
(GPRS) 
850, 900, 
1800, 1900 
MHz 
80–384 kb/s 5–30 km Intelligent transportation 
system (ITS), smart 
metering, mobile health, 
energy management, 
logistics, and 
infotainment 
3G 850 MHz 3 Mb/s 5–30 km ITS, smart metering, 
energy management, 
mobile health, logistics, 
and infotainment 
LTE/LTE-
Advanced  
700, 750, 
800, 1900, 
2500 MHz 
1 Gb/s, 500 
Mb/s 
5–30 km ITS, smart metering, 
mobile health, logistics, 
and infotainment 
 
All the technologies in Table 3.1 are considered suitable to implement the 
system model because the data rate of the deployed sensors is low. 
The traffic characteristics of an IoT network using Wi-Fi technology with 
IEEE 802.11 standard are analyzed given that Wi-Fi is currently among the most 
widely used technologies and is common in various markets [47]. 
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3.2.2.1 IEEE 802.11n 
IEEE 802.11n is a popular and common standard that is supported by many 
devices. It is one of IEEE 802.11’s wireless standards, which are developed by IEEE. 
IEEE 802.11n defines a set of physical (PHY) and medium access control 
(MAC) layers specifications for wireless local area network (WLAN). 
This standard is considered an extension of IEEE 802.11a/g, with a few 
modifications to the specifications of the PHY and MAC layers. These modifications 
have significantly improved range and reliability, and the overall throughput can now 
reach up to 600 Mbps for WLAN. 
Orthogonal frequency-division multiplexing (OFDM) is the modulation 
technique used in this standard and also in previous ones. However, multiple-input 
multiple-output (MIMO) technology is added to the PHY layer. MIMO uses several 
transmitters and receivers to transmit up to four parallel data streams on the same 
transmission channel. At the MAC layer, frame aggregation and block 
acknowledgment mechanisms are introduced to maximize the efficiency of the layer 
[48]. 
To ensure backward compatibility with pre-existing 802.11a/b/g 
deployments, the standard can operate either in the 2.4 GHz or 5 GHz frequency 
bands. Table 3.2 shows the IEEE 802.11n PHY standards [49]. 
 
Table  3.2: IEEE 802.11n PHY Standards 
Frequency Band (GHz) 2.4 or 5 
Bandwidth (MHz) 20 or 40 
Modulation OFDM 
Advanced Antenna Technologies MIMO, up to 4 spatial streams 
Maximum Data Rate (Mbps) 600 
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3.2.3 Transport Layer 
The transport layer provides end-to-end message delivery and offers reliable 
connection-oriented or connectionless best-effort communication depending on the 
application. 
3.2.3.1 Transmission Control Protocol 
Unlike in the traditional Internet, the adaptation of the TCP as a transport 
layer protocol in IoT networks has more challenges and is inadequate due to the 
following reasons [3] [16]: 
1. Connection setup 
TCP is connection-oriented, and every session begins with a connection setup 
procedure (three-way handshake). A small amount of data is transmitted between 
objects; thus, this setup is unnecessary in IoT. During the connection setup phase, 
data are processed and transmitted by end terminals, which in most cases, have 
limited energy and communication resources, such as sensor nodes and RFID tags. 
2. Congestion control 
Congestion control is a challenge in the wireless medium, which is the 
medium of IoT systems. This control mechanism is not required because a small 
amount of information is exchanged among IoT devices. 
3. Data buffering 
This particular protocol requires storing data in a memory buffer at the source 
for retransmission in case any information is lost. Data should also be buffered at the 
destination to ensure an orderly delivery of data to the application. Managing such 
buffers is costly, particularly for battery-less devices, such as RFID tags. 
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3.2.3.2 User Datagram Protocol 
UDP is a simple transport protocol that is built on top of IP. Unlike TCP, 
UDP is connectionless because this protocol does not require establishing a 
connection between the transmitter and the receiver. UDP has no mechanism to 
control flow, error, or congestion, and thus, no guarantee is provided that all the 
transmitted packets will reach their destinations without error and in order. The 
length of a UDP header is smaller compared with that of TCP. 
UDP is suitable and preferable over TCP for real-time multimedia 
applications that require fast connections and low delay, such as video streaming. In 
the proposed model, the UDP is employed with the assumption that the network is 
not fully loaded to avoid congestion. In [43], three different reliable UDP-based 
transport protocols are evaluated for IoT applications. 
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Chapter 4: Results and Discussion 
 
In this chapter, the input network traffic to an IoT gateway is characterized 
using real traffic data generated for three different IoT applications, namely, 
healthcare, smart cities, and video surveillance. First, the experimental setup 
including procedures, devices, and software tools used to collect the IoT data is 
described and explained in detail. After that, the experimental results in addition to 
the simulation findings are highlighted. 
4.1 Experimental Setup 
In order to mimic the system model, a laboratory-based experimental setup is 
prepared. Initially, a Wi-Fi network consists of 6 nodes is built. Each IoT-emulation 
node wirelessly sends a set of packet capture (pcap) files almost at the same time. 
This traffic is aggregated at the gateway as demonstrated in Figure 4.1. The gateway 
is configured to operate at 2.4 GHz with 20 MHz channel bandwidth. 
 
 
Figure  4.1: Experimental Setup Diagram 
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The network creates seven different scenarios that are likely to be seen in IoT 
networks serving the applications under study, namely, healthcare, smart cities, and 
video surveillance. For each scenario, the experiment is repeated at least 20 times for 
sufficiently accurate statistics. After that, the traffic load on the gateway is increased 
by increasing the number of nodes in steps of 3 until reaching 15 nodes. 
Each one of these nodes replays a packet trace file that has been recorded by 
Wireshark (packet capture and protocol analyzer) software tool. Wireshark is used to 
capture these files in “pcap” format from real IoT systems for medical, smart cities, 
and video surveillance applications. In order for each node to replay a pcap file, a 
software tool named Bit-Twist is used. It is a powerful tool that is capable of 
regenerating any captured packets saved in a pcap file in order to be sent on a live 
network. Moreover, it comes with a trace file editor that allows modifying the 
contents of these pcap files [50]. 
The details of the experimental setups used to generate and capture the trace 
file for each application are described in the sequel. They have been set to generate a 
pcap file of five minutes duration. The trace files used in the experiment are all UDP-
based traffic. 
These experimental setups are implemented based on Waspmote version 1.5, 
and Intel Galileo Gen 1 boards. 
Intel Galileo is a microcontroller board based on the Intel Quark system-on-a-
chip X-1000 application processor. It is classified as the first board based on Intel 
architecture designed to be hardware pin-compatible with Arduino Uno R3 shields. 
To ensure the software compatibility, it can be programmed using Arduino 
Integrated Development Environment (IDE) [51]. 
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Waspmote is an open source wireless sensor platform specially focused on 
the implementation of low power consumption sensor nodes to be completely 
autonomous and battery powered. Its architecture is modular based meaning that all 
the modules (e.g. radios and sensor boards) are plugged in through sockets. 
Waspmote Pro IDE is the software for writing and uploading codes to the board [52]. 
The data generated by Waspmote sensors are transmitted as ASCII characters 
encapsulated in UDP packets. The main advantage of ASCII frames is that their 
payload fields can be easily understood and interpreted. Figure 4.2 shows the 
structure of Waspmote ASCII frame. 
 
 Figure ‎4.2: Waspmote ASCII Frame Structure 
 
The data obtained from Intel Galileo board are also sent as ASCII characters 
in order to be consistent with Waspmote. The following subsections describe in 
detail the procedures, devices, and sensors involved in IoT data collection. 
4.1.1 Healthcare Traffic 
e-Health sensor shield version 2.0 is manufactured by Cooking Hacks [53]. It 
is designed to gather various medical data for research and testing purposes. It is 
compatible with Raspberry Pi, Arduino, and Intel Galileo boards. 
41 
 
 
 
 
There are ten sensors can be connected to the shield for obtaining different 
biometric parameters including pulse and oxygen in blood, airflow, body 
temperature, ECG, glucose, galvanic skin response, blood pressure, body position, 
and EMG. These measurements can be used either to monitor patients’ state in real-
time or to send critical data for further analysis. Furthermore, they can be wirelessly 
transmitted using various connectivity technologies including Wi-Fi, 3G, GPRS, 
Bluetooth, 802.15.4, or ZigBee depending on the application [53]. 
In the experiment, three medical sensors are selected to generate the medical 
traffic; ECG, EMG, and blood pressure sensors. ECG and EMG sensors provide real-
time measurements while the blood pressure device only retrieves the stored 
readings. Moreover, the shield is placed over Intel Galileo Gen 1 board. 
4.1.1.1 ECG Sensor 
The ECG sensor is an analog sensor that returns a value from 0 to 5 V to 
represent the ECG waveform. It is used to study the heart’s electrical and muscular 
functions. The accuracy of this sensor depends on the condition being tested. 
Moreover, it is commonly used to detect or measure the following: 
1. Heart’s orientation in the chest cavity. 
2. Heart’s underlying rate and rhythm mechanism. 
3. Any damage in the heart muscle. 
4. An increase in thickness of the heart muscle. 
5. Insignificant impaired blood flow to the heart muscle. 
6. Abnormal electric activity that may lead to abnormal cardiac rhythm 
disturbances. 
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It consists of three leads; positive, negative, and neutral [54]. They are 
connected to the e-health shield from one side and to the electrodes from the other 
side. In experiment, the electrodes are attached to normal person with no heart issues 
as illustrated in Figure 4.3. 
 
Figure  4.3: ECG Sensor Placement 
 
The Intel Galileo board is programmed such that it reads from the sensor with 
a sampling rate of 2000 Hz. Then it sends a UDP packet with 500 samples to ensure 
that there are adequate measurements for technicians or doctors to interpret 
meanwhile the next sample is being transmitted. As mention in Chapter 3, the 
sampling rate is chosen according to the recommendations of the European Society 
of Cardiology and North American society of Pacing and Electrophysiology [42]. 
A local area network (LAN) is set up in order to wirelessly transfer the ECG 
signal in UDP packets from the Galileo board to a personal computer (PC). Two 
ASUS RT-N66U dual-band wireless-N900 gigabit routers are used. One of them is 
configured as a 2.4 GHz router in legacy mode. 
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Since the Intel Galileo board has only wired interface and we are interested to 
emulate the case of wirelessly sending data from IoT sensors, the other router is 
configured as media bridge mode. This mode grants Wi-Fi connectivity to the 
devices, which are not equipped with Wi-Fi interface as illustrated in Figure 4.4. 
 
 
Figure  4.4: Media Bridge Mode 
 
As depicted in Figure 4.5, the packets are sent through the Ethernet cable 
from the Galileo board to the media bridge router that wirelessly forwards them to 
the PC through the access point (AP), which is implemented using ASUS RT-N66U 
router. 
 
Figure  4.5: LAN for ECG Measuring System 
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Wireshark is running in the PC to capture the traffic in the LAN for duration 
of five minutes. The total number of packets received during the experiment time is 
982. The size of each packet varies from 923 to 950 bytes as a result of sending 500 
readings as characters in one packet and evaluating the heart’s activity of a person 
with no heart disease. 
Furthermore, we do not anticipate any difference in the packet sizes with 
persons with heart diseases since mostly heartbeat frequency changes. Figure 4.6 
shows a plot of the ECG signal using the captured ECG values received in the first 9 
seconds. 
 
Figure  4.6: ECG Waveform 
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4.1.1.2 EMG Sensor 
EMG is a biomedical signal obtained from the electrical response produced in 
muscles during its contraction/relaxation representing neuromuscular activities [41]. 
This signal helps in identifying neuromuscular diseases as well as assessing low-back 
pain. Also, it can be considered as a control signal for prosthetic devices (e.g., 
prosthetic hands, arm, and lower limbs) [54]. 
This particular sensor measures the filtered and rectified electrical activity of 
a muscle. It returns an integer value in V and the e-health shield takes the readings 
directly from the analog-to-digital converter (ADC). The value of these readings is in 
the range from 0 to 1023. Moreover, it is made of three leads, which are named as M, 
E, and GND. The sensor’s leads are placed using pre-gelled electrodes as illustrated 
in Figure 4.7. 
 
Figure ‎4.7: EMG Sensor Placement 
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The same setup in Figure 4.5 is used for obtaining EMG traffic. The only 
difference is that the ECG sensor is replaced by the EMG sensor. The Intel Galileo 
board is programmed to take a reading from the sensor every 0.2 millisecond which 
is equivalent to use 5000 Hz sampling rate. As mentioned in Chapter 3, the EMG 
signal should be sampled at rate that satisfies Nyquist criterion in order to avoid 
aliasing [41]. Moreover, 100 EMG readings are placed in one UDP packet to ensure 
that there are sufficient amount of measurements offered to the receiver to interpret 
and play smoothly time-varying EMG graph. This is necessary to correctly analyze 
the graph and immediately detect any critical condition. 
The received EMG traffic is captured for five minutes. During this time 
period, 994 packets are received with 10 different packet sizes. The minimum size is 
1042 bytes while the maximum size reaches 1066 bytes. This range of packet length 
is due to writing 100 readings as characters over the same packet in addition to the 
muscle activity during the capture time. Moreover, a plot of the EMG waveform is 
presented in Figure 4.8; the vertical axis in the graph represents the output of the 
ADC. 
 
Figure ‎4.8: EMG Waveform 
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4.1.1.3 Blood Pressure Sensor 
Blood pressure is defined as the pressure exerted by the blood in the blood 
vessels as it is pumped around the body by the heart. It is expressed as two numbers; 
the systolic pressure (as the heart beats) over the diastolic pressure (as the heart 
relaxes between beats). Monitoring this pressure is crucial for many people 
especially for those with high blood pressure [54]. 
The sensor provides automatic measurements of systolic, diastolic, and pulse 
with time and date information. When it is connected to the microcontroller, it only 
sends the history stored in the device’s memory that can save up to 80 measurements. 
This means that the provided data are in a non-real-time fashion. 
The LAN with the same configuration as in the case of EMG and ECG is 
used (Figure 4.5). The only difference is that one UDP packet is sent every 20 
seconds and each contains 7 readings. The number of readings is selected such that 
the packet length of blood pressure is in the same range of other medical sensors. 
During five minutes, 15 packets are received and captured by Wireshark. 
They have a fixed size, which is 939 bytes. This is because all contain identical 
readings. 
4.1.2 Smart Cities Traffic 
To create a real traffic that represents smart cities application in the 
experiment, Waspmote gases version 3.0 board in addition to smart cities pro board 
are used. They are both manufactured by Libelium and compatible with Waspmote 
version 1.5 [55] [56]. 
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4.1.2.1 Gases Sensors 
Waspmote gases board enables the user to monitor various environmental 
parameters including temperature, humidity, and atmospheric pressure in addition to 
fourteen other gases [56]. 
Four gases sensors which are CO2, NO2, CO, and air pollutants II are 
connected to the board’s sockets two, three, four, and six, respectively as in Figure 
4.9. The experiment held in an indoor location with normal air concentration. Every 
one second, a reading is obtained from each sensor in parts per million (ppm) [57]. 
These values are saved in one UDP packet with certain format as in Table 4.1. 
 
Figure  4.9: Waspmote Gases Board 
 
Table  4.1: Gases Sensors Format [58] 
Sensor Sensor ID Number of Fields Default Decimal Precision 
CO CO 1 3 
CO2 CO2 1 3 
NO2 NO2 1 3 
Air Pollutants 2 AP2 1 3 
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 Waspmote Wi-Fi module is connected to the Waspmote’s socket zero to 
wirelessly transfer the packets to the PC through a gateway for five minutes. 
In five minutes, 53 packets are received to the PC. This number is due to the 
network delays. The size of these packets is from 122 to 125 bytes. This variation in 
the size is because two of the header fields which are Waspmote ID and Frame 
Sequence have a variable size, from 0 to 16 bytes for Waspmote ID and from 1 to 3 
bytes for Frame Sequence [58]. Moreover, the default maximum frame size is 255 
bytes per frame [58]. 
4.1.2.2 Smart Cities Sensors 
Waspmote smart cities pro board is designed to extend the monitoring 
functionalities from indoor environments to outdoor. Nine sensors can be connected 
simultaneously to the board [55]. 
Temperature, humidity, and pressure sensor is placed in the first socket of the 
board. It is a digital sensor that measures temperature in ºC, relative humidity in 
percentage, and atmospheric pressure in Pa. Also, ultrasound (proximity) sensor is 
added by connecting it to the board’s socket two. The purpose of such sensor is to 
determine the distance to an object in cm. The board is tested in an indoor location 
because the usage of the ultrasound sensor is in indoor only [55]. The readings are 
taken from both sensors with a sample rate of 40 Hz which is the maximum sampling 
rate that the ultrasound sensor can work with [59]. This rate is selected in order to 
count for the worst-case scenario of network loading. During five minutes, the UDP 
packets generated by the Waspmote board are sent wirelessly to the PC through a 
gateway as illustrated in Figure 4.10. Furthermore, Table 4.2 shows how the data for 
each sensor are represented in the frame. 
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Figure  4.10: LAN for Smart Cities Sensors 
 
Table  4.2: Smart Cities Sensors Format [58] 
Sensor Sensor ID Number of Fields Default Decimal Precision 
Temperature TC 1 2 
Humidity HUM 1 1 
Pressure Atmospheric PRES 1 2 
Ultrasound US 1 0 
 
The length of these packets varies from 113 to 115 bytes as there are two 
fields in the frame header have a variable size. 
4.1.2.3 Light Sensor 
Light sensor is a resistive sensor whose resistance depends on the intensity of 
the light received on its photosensitive part. It is connected in series with 10 kΩ 
resistor as illustrated in Figure 4.11. As the sensor changes its resistive value due to 
the light intensity, the output voltage can be determined using voltage divider as in 
(11). 
ASUS RT-N66U Router  
 
Waspmote with Smart Cities Pro 
Sensor Board 
PC 
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Figure  4.11: Light Sensor Circuit Diagram 
 
                                                       
  
      
                                                        (  ) 
This luminosity sensor is connected to the Waspmote as indicated in Figure 
4.12. For five minutes, one sample is taken from the sensor approximately every 
second. Then it is wirelessly transmitted to the PC. In transmitted UDP packets, the 
luminosity value is expressed as a percentage. 
 
Figure  4.12: Light Sensor Connection 
 
Due to the delays in the network, 218 packets are received by the PC during 
the capture time (five minutes). Although the size of Waspmote ID and Frame 
Sequence in the header is variable, the variation in the packet size is fairly limited 
(76-77 bytes). 
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4.1.3 Video Surveillance Traffic 
The video surveillance experiment is performed by a network camera of 
DCS-930L manufactured by D-Link, which can generate a live streaming video 
(real-time traffic). This camera supports different networking protocols such as TCP, 
UDP, Internet Control Message Protocol (ICMP), and File Transfer Protocol (FTP) 
client [60]. 
A WLAN that consists of ASUS RT-N66U router, smart phone (or PC), and 
DCS-930L camera is constructed as in Figure 4.13. 
 
 
Figure  4.13: WLAN for Video Streaming 
 
The camera is configured to send UDP live video streaming using VideoLAN 
Client (VLC) media player. Figure 4.14 shows the streaming and gives an example 
of the video’s quality. 
ASUS RT-N66U Router Smart Phone DCS-930L Camera 
53 
 
 
 
 
 
Figure  4.14: Streaming Process 
 
The traffic sent from the surveillance camera to the phone for duration of five 
minutes is captured. The number of the received packets is 5461. They are all in 
Moving Picture Expert Group Transport Stream (MPEG TS) format with fixed size 
(1358 bytes). 
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4.2 Experimental Results 
4.2.1 IoT Packet Inter-arrival Time Distribution 
As mentioned before, seven different traffic patterns are observed for each 
network load. For each pattern, the packet inter-arrival time is recorded and its 
empirical distribution is obtained. 
We are particularly interested in checking the suitability of common 
distributions that are used in the literature to characterize aggregates traffic at IoT 
gateways. These three distributions are Exponential, Weibull, and Pareto. By Pareto, 
we refer to generalized Pareto distribution. These particular distributions are selected 
since they are commonly used to model the packet inter-arrival time in Internet and 
M2M [30] [27]. 
In order to statistically determine which one of the above mentioned 
distributions fits the IoT gateway packet inter-arrival time, we first followed the 
statistical approach of applying the three commonly used, goodness-of-fit tests, 
namely, Kolmogorov-Smirnov, Anderson-Darling, and Chi-Squared. Generally, a 
goodness-of-fit test compares between the empirical data and the theoretical (fitted) 
values of the probability distribution. The results of this test either accept or reject 
one of the following hypotheses [61]: 
1. The null hypothesis (H0), which states that the empirical samples follow a 
given distribution. 
2. The alternative hypothesis (H1), which claims the opposite of H0. 
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Kolmogorov-Smirnov test is the most popular goodness-of-fit test [62]. The 
test statistic (D) represents the maximum difference between the CDF of the 
empirical and the suggested distribution. It is mathematically expressed through (12) 
[62]. 
     |  ( )       ( )|                                               (  ) 
where F0(x) is the CDF of the hypothesized distribution, whereas FData(x) represents 
the empirical CDF. 
Anderson-Darling is another hypothesis test. It is sensitive to the 
discrepancies in the tails of the distribution. Its statistic test (A
2
) is computed 
according to (13) [25]. 
       
 
 
 ∑(    )      (  )     (    (      )) 
 
   
            (  ) 
where n represents the sample size. F(X) is the CDF for the specified distribution and 
i refers to i
th
 sample when sorting the data in ascending order. 
Chi-Squared is a simple test as expressed as in (14) [25]. This test requires an 
adequate sample size. 
   ∑
(      )
 
  
 
   
                                              (  ) 
where Oi is the observed frequency for bin i. Ei represents the expected frequency for 
bin i and it is calculated as follows [25]:  
    (  )   (  )                                         (  ) 
where F is the CDF of the tested probability distribution and  x1, x2 represent the 
limits for bin i. 
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Unfortunately, the results from performing the above standard tests on the 
packet inter-arrival time data reveal a rejection of the null hypothesis for all the 
seven patterns for all tests except of the Chi-Squared test, which gave unreliable 
results. 
Therefore, another statistical approach is adopted. It is based on computing 
the mean and the standard deviation of the absolute distance between the empirical 
CDF and the CDF of each suggested probability distribution as expressed in (16). 
     |  ( )    ( )|                                            (  ) 
where AD is the absolute distribution distance. FE(x) represents the empirical CDF, 
whereas FF(x) is the fitted CDF. 
The empirical distribution is then matched to the distribution with the lowest 
absolute distribution distance parameters. These parameters are the average and the 
standard deviation. 
4.2.1.1 Traffic Pattern 1: Equal Percentage of the Three Applications 
In the first pattern, the network load is equally shared among the three 
categories such that one third of the load is sending data related to the healthcare, the 
other third is sending the packets of smart cities application, and the last third is 
replaying camera’s captures. 
Figures 4.15, 4.16, 4.17, and 4.18 show the empirical CDF when the load is 
6, 9, 12, and 15, respectively. At the same time, these figures show the fitted CDF of 
the Exponential, Weibull, and Pareto distributions. It can be noticed that as the load 
increases, the empirical CDF becomes closer in shape to the three distributions. 
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 The inter-arrival time is recorded in millisecond. In addition, each of the 
fitted distributions has its own parameters. Exponential distribution has only one 
parameter which is the mean. The parameters of Pareto distribution are scale, shape 
and threshold. While Weibull distribution is defined via scale and shape. Tables 4.3, 
4.4, 4.5, and 4.6 display the parameters of the three distributions used in the fitting 
tests for 6, 9, 12, and 15 nodes, respectively. 
 
 
Figure  4.15: CDF of Inter-arrival Time for Pattern 1 & 6 Nodes 
 
Table  4.3: Distributions’ Parameters for Pattern 1 & 6 Nodes 
Distribution Exponential Pareto Weibull 
Parameter Name Mean Shape Scale Threshold Scale Shape 
Parameter Value 22.02 0.4358 11.1960 0 16.6420 0.7264 
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Figure  4.16: CDF of Inter-arrival Time for Pattern 1 & 9 Nodes 
 
Table  4.4: Distributions’ Parameters for Pattern 1 & 9 Nodes 
Distribution Exponential Pareto Weibull 
Parameter Name Mean Shape Scale Threshold Scale Shape 
Parameter Value 14.9250 0.3420 9.2182 0 12.7384 0.8082 
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Figure  4.17: CDF of Inter-arrival Time for Pattern 1 & 12 Nodes 
 
Table  4.5: Distributions’ Parameters for Pattern 1 & 12 Nodes 
Distribution Exponential Pareto Weibull 
Parameter Name Mean Shape Scale Threshold Scale Shape 
Parameter Value 11.2309 0.3257 7.1971 0 9.8103 0.8275 
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Figure  4.18: CDF of Inter-arrival Time for Pattern 1 & 15 Nodes 
 
Table  4.6: Distributions’ Parameters for Pattern 1 & 15 Nodes 
Distribution Exponential Pareto Weibull 
Parameter Name Mean Shape Scale Threshold Scale Shape 
Parameter Value 9.0828 0.3501 5.2356 0 7.3919 0.7852 
 
When comparing the empirical CDF to the CDF of the expected distributions, 
it is found that Pareto achieves the minimum average as well as the minimum 
standard deviation of the absolute distribution distance among the other distributions 
as indicated in Figure 4.19. We infer that Pareto distribution is the best candidate to 
describe this scenario for 6 Nodes. 
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Figure  4.19: Distribution Fitting Results for Pattern 1 & 6 Nodes 
 
In order to check the effect of the gateway load on the distribution, the 
gateway load is increased gradually from 9 to 15 nodes for the same traffic pattern. 
Apparently, the lowest average absolute distribution distance and the standard 
deviation are still found to be for Pareto distribution as shown in Figures 4.20, 4.21, 
and 4.22. 
 
 
Figure  4.20: Distribution Fitting Results for Pattern 1 & 9 Nodes 
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Figure  4.21: Distribution Fitting Results for Pattern 1 & 12 Nodes  
 
 
Figure  4.22: Distribution Fitting Results for Pattern 1 & 15 Nodes 
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4.2.1.2 Traffic Pattern 2: Higher Percentage of Healthcare Application 
The second traffic pattern represents the case in which the majority of the 
traffic comes from medical sources. The four network loads send the same medical 
data but with slight difference in the percentage to match the number of nodes. In 
case of 6 and 12 nodes, 66.67% of the nodes are sending health data while the 
remaining 33.33% is divided equally between the traffic of smart cities and video 
surveillance applications. The percentage of the health data is 77.78% and 73.33% 
for the network of 9 and 15 nodes, respectively. 
For this pattern, the CDF of the empirical data as well as the CDF of the three 
fitted distributions are presented in Figures 4.23, 4.24, 4.25, and 4.26. Furthermore, 
the parameters of these distributions for this certain pattern are shown in Tables 4.7, 
4.8, 4.9, and 4.10. 
 
  
Figure  4.23: CDF of Inter-arrival Time for Pattern 2 & 6 Nodes 
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Table  4.7: Distributions’ Parameters for Pattern 2 & 6 Nodes 
Distribution Exponential Pareto Weibull 
Parameter Name Mean Shape Scale Threshold Scale Shape 
Parameter Value 24.9425 0.0667 23.2339 0 25.2404 1.0274 
 
 
  
Figure  4.24: CDF of Inter-arrival Time for Pattern 2 & 9 Nodes 
 
Table  4.8: Distributions’ Parameters for Pattern 2 & 9 Nodes 
Distribution Exponential Pareto Weibull 
Parameter Name Mean Shape Scale Threshold Scale Shape 
Parameter Value 17.6358 0.3865 10.3730 0 14.3018 0.7575 
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 Figure  4.25: CDF of Inter-arrival Time for Pattern 2 & 12 Nodes 
 
Table  4.9: Distributions’ Parameters for Pattern 2 & 12 Nodes 
Distribution Exponential Pareto Weibull 
Parameter Name Mean Shape Scale Threshold Scale Shape 
Parameter Value 12.7355 0.2273 9.4711 0 11.7216 0.8760 
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Figure  4.26: CDF of Inter-arrival Time for Pattern 2 & 15 Nodes 
 
Table  4.10: Distributions’ Parameters for Pattern 2 & 15 Nodes 
Distribution Exponential Pareto Weibull 
Parameter Name Mean Shape Scale Threshold Scale Shape 
Parameter Value 10.5686 0.1513 8.8015 0 10.2597 0.9467 
 
Figure 4.27 indicates that when the network load is 6, Exponential and Pareto 
distributions have the same average which is 0.0094. It also shows that Weibull 
distribution has the smallest average (0.0091) and the lowest standard deviation 
(0.0156); thus, it is the closet distribution to describe the pattern for this load. 
However, as the figure reveals, the difference between the three distributions is slight 
in this case. 
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Figure  4.27: Distribution Fitting Results for Pattern 2 & 6 Nodes 
 
It is clear from Figure 4.27 that the distribution has been affected by 
increasing the network load. Apparently, the results presented in Figures 4.28, 4.29, 
and 4.30 can be considered in line with Figure 4.27 given the small difference 
between the three distributions. In the case of 9, 12, and 15 nodes, the average and 
the standard deviation are both minimum when comparing the empirical CDF with 
the CDF of fitted Pareto. Therefore, Pareto distribution can be considered appropriate 
to generally model this traffic. 
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Figure  4.28: Distribution Fitting Results for Pattern 2 & 9 Nodes 
 
 
Figure  4.29: Distribution Fitting Results for Pattern 2 & 12 Nodes 
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Figure  4.30: Distribution Fitting Results for Pattern 2 & 15 Nodes 
 
4.2.1.3 Traffic Pattern 3: Higher Percentage of Smart Cities Application 
In this pattern, most of the traffic received by the IoT gateway is related to 
smart cities. When the load is 6, four out of the six nodes are sending smart cities 
data while the remaining nodes are divided equally between the data of health and 
camera. The same scenario but with a slight difference in percentages is also tested 
with the other three gateway traffic loads. The CDF of the aggregated traffic is 
plotted in Figures 4.31, 4.32, 4.33, and 4.34. For each network load, there is a set of 
parameters defining each of the three distributions. The values of these parameters 
are displayed in Tables 4.11, 4.12, 4.13, and 4.14. 
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Figure  4.31: CDF of Inter-arrival Time for Pattern 3 & 6 Nodes 
 
Table  4.11: Distributions’ Parameters for Pattern 3 & 6 Nodes 
Distribution Exponential Pareto Weibull 
Parameter Name Mean Shape Scale Threshold Scale Shape 
Parameter Value 37.0296 0.3382 23.7104 0 31.6956 0.7946 
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Figure  4.32: CDF of Inter-arrival Time for Pattern 3 & 9 Nodes 
 
Table  4.12: Distributions’ Parameters for Pattern 3 & 9 Nodes 
Distribution Exponential Pareto Weibull 
Parameter Name Mean Shape Scale Threshold Scale Shape 
Parameter Value 32.3134 0.1932 25.6119 0 30.6629 0.9093 
 
72 
 
 
 
 
  
Figure  4.33: CDF of Inter-arrival Time for Pattern 3 & 12 Nodes 
 
Table  4.13: Distributions’ Parameters for Pattern 3 & 12 Nodes 
Distribution Exponential Pareto Weibull 
Parameter Name Mean Shape Scale Threshold Scale Shape 
Parameter Value 18.5435 0.3861 10.4995 0 14.8524 0.7592 
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Figure  4.34: CDF of Inter-arrival Time for Pattern 3 & 15 Nodes 
 
Table  4.14: Distributions’ Parameters for Pattern 3 & 15 Nodes 
Distribution Exponential Pareto Weibull 
Parameter Name Mean Shape Scale Threshold Scale Shape 
Parameter Value 17.3333 0.3990 9.5647 0 13.6834 0.7508 
 
Analyzing the fitting results in Figures 4.35, 4.36, 4.37, and 4.38 indicate that 
Pareto is the closet distribution to characterize this pattern regardless of the network 
loading. This also implies that the network loading has no significant effect on the 
distribution. 
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Figure  4.35: Distribution Fitting Results for Pattern 3 & 6 Nodes 
 
 
Figure  4.36: Distribution Fitting Results for Pattern 3 & 9 Nodes 
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Figure  4.37: Distribution Fitting Results for Pattern 3 & 12 Nodes 
 
 
Figure  4.38: Distribution Fitting Results for Pattern 3 & 15 Nodes 
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4.2.1.4 Traffic Pattern 4: Higher Percentage of Video Surveillance Application 
The three different applications are used in this pattern. However, the packets 
captured from the surveillance camera represent the majority of the output traffic. 
Figures 4.39, 4.40, 4.41, and 4.42 show the CDF generated using this recorded traffic 
in addition to the CDF of the fitted distributions for different number of nodes. 
Moreover, Tables 4.15, 4.16, 4.17, and 4.18 show the parameters used for the three 
fitted distributions for this pattern. 
 
  
Figure  4.39: CDF of Inter-arrival Time for Pattern 4 & 6 Nodes 
 
Table  4.15: Distributions’ Parameters for Pattern 4 & 6 Nodes 
Distribution Exponential Pareto Weibull 
Parameter Name Mean Shape Scale Threshold Scale Shape 
Parameter Value 14.4400 0.3981 7.5827 0 11.2635 0.7574 
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 Figure  4.40: CDF of Inter-arrival Time for Pattern 4 & 9 Nodes 
 
Table  4.16: Distributions’ Parameters for Pattern 4 & 9 Nodes 
Distribution Exponential Pareto Weibull 
Parameter Name Mean Shape Scale Threshold Scale Shape 
Parameter Value 8.8879 0.3335 4.4036 0 6.3698 0.7400 
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Figure  4.41: CDF of Inter-arrival Time for Pattern 4 & 12 Nodes 
 
Table  4.17: Distributions’ Parameters for Pattern 4 & 12 Nodes 
Distribution Exponential Pareto Weibull 
Parameter Name Mean Shape Scale Threshold Scale Shape 
Parameter Value 7.4252 0.3326 4.0013 0 5.7464 0.7710 
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Figure  4.42: CDF of Inter-arrival Time for Pattern 4 & 15 Nodes 
 
Table  4.18: Distributions’ Parameters for Pattern 4 & 15 Nodes 
Distribution Exponential Pareto Weibull 
Parameter Name Mean Shape Scale Threshold Scale Shape 
Parameter Value 5.6787 0.3142 3.2723 0 4.6550 0.8040 
 
The average and the standard deviation of the absolute distance presented in 
Figures 4.43, 4.44, 4.45, and 4.46 indicate that there is an agreement that Pareto 
distribution is the best distribution to model this type of traffic regardless of the 
number of nodes. 
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Figure  4.43: Distribution Fitting Results for Pattern 4 & 6 Nodes 
 
 
Figure  4.44: Distribution Fitting Results for Pattern 4 & 9 Nodes 
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Figure  4.45: Distribution Fitting Results for Pattern 4 & 12 Nodes 
 
 
Figure  4.46: Distribution Fitting Results for Pattern 4 & 15 Nodes 
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4.2.1.5 Traffic Pattern 5: Video Surveillance Application only 
Figures from 4.47 to 4.50 display the CDF generated when camera packets 
are only replayed in all the nodes. This means that 100% of the load sends the same 
type of data to the gateway. The distributions’ parameters used for this pattern are 
shown in Tables 4.19, 4.20, 4.21, and 4.22. 
 
 
Figure  4.47: CDF of Inter-arrival Time for Pattern 5 & 6 Nodes 
 
Table  4.19: Distributions’ Parameters for Pattern 5 & 6 Nodes 
Distribution Exponential Pareto Weibull 
Parameter Name Mean Shape Scale Threshold Scale Shape 
Parameter Value 6.0538 0.0475 5.7249 0 6.3330 1.1090 
 
 
83 
 
 
 
 
 
Figure  4.48: CDF of Inter-arrival Time for Pattern 5 & 9 Nodes 
 
Table  4.20: Distributions’ Parameters for Pattern 5 & 9 Nodes 
Distribution Exponential Pareto Weibull 
Parameter Name Mean Shape Scale Threshold Scale Shape 
Parameter Value 4.2369 0.0405 4.0347 0 4.4988 1.1511 
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Figure  4.49: CDF of Inter-arrival Time for Pattern 5 & 12 Nodes 
 
Table  4.21: Distributions’ Parameters for Pattern 5 & 12 Nodes 
Distribution Exponential Pareto Weibull 
Parameter Name Mean Shape Scale Threshold Scale Shape 
Parameter Value 3.2988 0.0127 3.2542 0 3.5888 1.2623 
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Figure  4.50: CDF of Inter-arrival Time for Pattern 5 & 15 Nodes 
 
Table  4.22: Distributions’ Parameters for Pattern 5 & 15 Nodes 
Distribution Exponential Pareto Weibull 
Parameter Name Mean Shape Scale Threshold Scale Shape 
Parameter Value 2.7449 - 0.00034 2.7458 0 3.0251 1.3436 
 
The same behavior is noticed when the gateway is loaded with either 6 or 9 
nodes (6 – 9 surveillance cameras). Figures 4.51 and 4.52 reveal that the absolute 
difference between the CDF of the experimental data and the fitted Pareto has the 
lowest average as well as the lowest standard deviation. Therefore, Pareto 
distribution appears to be the most appropriate model to characterize these two cases. 
Also, it can be observed from Figure 4.52 that the parameters of the Exponential and 
Weibull distributions are almost the same. In addition, they are very close to those of 
Pareto, the difference between them does not exceed 0.0001. 
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Figure ‎4.51: Distribution Fitting Results for Pattern 5 & 6 Nodes 
 
 
Figure  4.52: Distribution Fitting Results for Pattern 5 & 9 Nodes 
 
The results are slightly changed when the load of the gateway increases to 12 
and 15 nodes. It can be clearly noticed from the results presented in Figures 4.53 and 
4.54 that Weibull distribution better models the camera traffic for these two cases. 
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Figure  4.53: Distribution Fitting Results for Pattern 5 & 12 Nodes 
 
 
Figure  4.54: Distribution Fitting Results for Pattern 5 &15 Nodes 
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4.2.1.6 Traffic Pattern 6: Healthcare Application only 
The data for this pattern is selected to emulate the case when the traffic is 
purely health with zero contribution of any other applications. Figures 4.55, 4.56, 
4.57, and 4.58 contain the CDF plots of the health traffic along with the fitted CDFs 
as the gateway load increases from 6 to 15 nodes. In addition, the parameters’ values 
describing each of the fitted distributions for this particular scenario are found in 
Tables 4.23, 4.24, 4.25, and 4.26. 
 
  
Figure  4.55: CDF of Inter-arrival Time for Pattern 6 & 6 Nodes 
 
Table  4.23: Distributions’ Parameters for Pattern 6 & 6 Nodes 
Distribution Exponential Pareto Weibull 
Parameter Name  Mean Shape Scale Threshold Scale Shape 
Parameter Value 28.9095 0.2469 21.7539 0 26.0718 0.8337 
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Figure  4.56: CDF of Inter-arrival Time for Pattern 6 & 9 Nodes 
 
Table  4.24: Distributions’ Parameters for Pattern 6 & 9 Nodes 
Distribution Exponential Pareto Weibull 
Parameter Name Mean Shape Scale Threshold Scale Shape 
Parameter Value 19.5904 0.4858 10.4320 0 15.4173 0.7270 
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Figure  4.57: CDF of Inter-arrival Time for Pattern 6 & 12 Nodes 
 
Table  4.25: Distributions’ Parameters for Pattern 6 & 12 Nodes 
Distribution Exponential Pareto Weibull 
Parameter Name Mean Shape Scale Threshold Scale Shape 
Parameter Value 14.7376 0.3063 9.9059 0 12.7732 0.8084 
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Figure  4.58: CDF of Inter-arrival Time for Pattern 6 & 15 Nodes 
 
Table  4.26: Distributions’ Parameters for Pattern 6 & 15 Nodes 
Distribution Exponential Pareto Weibull 
Parameter Name Mean Shape Scale Threshold Scale Shape 
Parameter Value 11.8701 0.1764 9.5720 0 11.2817 0.9136 
 
Pareto distribution appears to closely fit the empirical CDF according to 
Figures 4.59, 4.60, 4.61, and 4.62. This indicates that Pareto distribution can be used 
to model the packet inter-arrival time for this pattern. Furthermore, it can be 
observed that Exponential has the farthest absolute distribution distance among all 
distributions from the empirical CDF irrespective of the gateway load. 
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Figure  4.59: Distribution Fitting Results for Pattern 6 & 6 Nodes 
 
 
Figure  4.60: Distribution Fitting Results for Pattern 6 & 9 Nodes 
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Figure  4.61: Distribution Fitting Results for Pattern 6 & 12 Nodes 
 
 
Figure  4.62: Distribution Fitting Results for Pattern 6 & 15 Nodes 
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4.2.1.7 Traffic Pattern 7: Smart Cities Application only 
The last case evaluates the pattern when the traffic comes only from smart 
cities sensors. Figures from 4.63 to 4.66 plot the CDF of the observed values as well 
as the CDF for Exponential, Weibull and Pareto distributions. Tables 4.27, 4.28, 
4.29, and 4.30 show the parameters used for distribution fitting. 
 
  
Figure  4.63: CDF of Inter-arrival Time for Pattern 7 & 6 Nodes 
 
Table  4.27: Distributions’ Parameters for Pattern 7 & 6 Nodes 
Distribution Exponential Pareto Weibull 
Parameter Name Mean Shape Scale Threshold Scale Shape 
Parameter Value 114.9089 2.7080 4.7558 0 59.0134 0.4736 
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Figure  4.64: CDF of Inter-arrival Time for Pattern 7 & 9 Nodes 
 
Table  4.28: Distributions’ Parameters for Pattern 7 & 9 Nodes 
Distribution Exponential Pareto Weibull 
Parameter Name Mean Shape Scale Threshold Scale Shape 
Parameter Value 77.3453 1.2965 18.0471 0 51.7662 0.5852 
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Figure  4.65: CDF of Inter-arrival Time for Pattern 7 & 12 Nodes 
 
Table  4.29: Distributions’ Parameters for Pattern 7 & 12 Nodes 
Distribution Exponential Pareto Weibull 
Parameter Name Mean Shape Scale Threshold Scale Shape 
Parameter Value 57.8475 1.8094 6.3578 0 32.2962 0.5321 
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Figure  4.66: CDF of Inter-arrival Time for Pattern 7 & 15 Nodes 
 
Table  4.30: Distributions’ Parameters for Pattern 7 & 15 Nodes 
Distribution Exponential Pareto Weibull 
Parameter Name Mean Shape Scale Threshold Scale Shape 
Parameter Value 46.4199 1.8807 2.8424 0 17.7821 0.4635 
 
According to Figures 4.67, 4.68, 4.69, and 4.70, the Weibull distribution 
appears to be the best candidate regardless of the gateway traffic load. In case of 6, 
and 15 nodes, its average is the lowest while the standard deviation is very close to 
the lowest value (Pareto). When the gateway load is either 9 or 12 nodes, Weibull 
achieves the smallest average and standard deviation values of the absolute 
distribution distance. 
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Figure  4.67: Distribution Fitting Results for Pattern 7 & 6 Nodes 
 
 
Figure  4.68: Distribution Fitting Results for Pattern 7 & 9 Nodes 
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Figure  4.69: Distribution Fitting Results for Pattern 7 & 12 Nodes 
 
 
Figure  4.70: Distribution Fitting Results for Pattern 7 & 15 Nodes 
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4.2.2 IoT Packet Size Distribution  
As mentioned before, the size of the generated packets varies over a range of 
different values. This actually depends on the type of the sensor, its precision, and 
the tested condition. 
When the health of a normal person is monitored, there are 23 different 
packet sizes obtained from the ECG sensor. They are between 923 and 950 bytes. 
The packet length generated from monitoring the ECG of people with irregular 
heartbeat is to be expected within this range since only the heart rate is either faster 
or slower than a healthy normal heart but the range of the signal values remains the 
same [63]. 
Furthermore, the EMG sensor generates 10 different packet sizes in the range 
of 1042 to 1066 bytes. While the blood pressure sensor has only one size of 939 
bytes because only 7 measurements are stored in its memory. 
Using the Waspmote ASCII frame with certain decimal precision for each 
sensor, the light packets are either 76 or 77 bytes while the size of gases packets 
takes a value between 122 and 125 bytes. Moreover, there are only three different 
sizes obtained from the smart cities sensors, which are 113, 114, and 115 bytes. 
Finally, the packets received from the surveillance camera are all in the size 
of 1358 bytes. 
Admittedly, the IoT packet size is a random variable and its distribution is 
discrete. Furthermore, Geometric distribution is a discrete distribution that is 
commonly used for traffic characterization of networks other than IoT such as M2M 
[27]. 
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In order to study the applicability of using the Geometric distribution to 
characterize the packet size distribution of the aggregate traffic of an IoT gateway, 
we have conducted the study in the sequel. For each previously mentioned traffic 
pattern with variable packet length, the CDF of a Geometric distribution is generated 
using a probability of success that is calculated based on the average of the empirical 
data. After that, the average and the standard deviation of absolute distribution 
distance between the CDF of the empirical and Geometric distribution are calculated 
to determine how far the empirical CDF from the Geometric CDF. 
4.2.2.1 Traffic Pattern 1: Equal Percentage of the Three Applications 
Figure 4.71 shows the CDF of empirical and Geometric distribution when the 
network load is distributed equally among the three applications. According to 
Figure 4.72, the absolute difference between the CDF of empirical and Geometric 
distribution is high. Its average reaches 0.4697 with standard deviation equals to 
0.2726. It can be seen from Figure 4.71 that the difference is small for small packet 
sizes but it increases as the packet size gets higher. 
 
 
Figure  4.71: CDF of Packet Size for Pattern 1 
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Figure  4.72: Comparison with Geometric Distribution for Pattern 1 
 
4.2.2.2 Traffic Pattern 2: Higher Percentage of Healthcare Application 
When the percentage of the healthcare application in the output traffic is the 
highest, the plots in Figure 4.73 indicate that the absolute distribution distance 
between empirical CDF is less farther from the Geometric CDF compared with 
Traffic Pattern 1. For this pattern, the minimum average and standard deviation of 
the absolute distance between the two CDFs are 0.3451 (for 9 nodes) and 0.2640 (for 
6 and 12 nodes), respectively as revealed in Figure 4.74. 
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Figure  4.73: CDF of Packet Size for Pattern 2 
 
 
Figure  4.74: Comparison with Geometric Distribution for Pattern 2 
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4.2.2.3 Traffic Pattern 3: Higher Percentage of Smart Cities Application 
Figures 4.75 and 4.76 show that when the majority of the traffic comes from 
smart cities sensors, Geometric distribution still cannot be used to describe the packet 
size traffic as the absolute distribution distance between the two CDFs are with high 
average and standard deviation. 
 
 
Figure  4.75: CDF of Packet Size for Pattern 3 
 
 
Figure  4.76: Comparison with Geometric Distribution for Pattern 3 
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4.2.2.4 Traffic Pattern 4: Higher Percentage of Video Surveillance Application 
Figure 4.77 shows how far the empirical CDF from the Geometric CDF when 
the traffic is mostly video packets. This big difference is also numerically shown via 
the mean and the standard deviation as depicted in Figure 4.78. 
 
 
Figure  4.77: CDF of Packet Size for Pattern 4 
 
 
Figure  4.78: Comparison with Geometric Distribution for Pattern 4 
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4.2.2.5 Traffic Pattern 5: Healthcare Application only 
Figure 4.79 shows the CDF of purely health traffic with the CDF of 
Geometric distribution with probability of success equals to 0.0010089. Figure 4.80 
indicates that there is a difference between them. Therefore, Geometric distribution is 
not appropriate to model the packet size for this IoT traffic pattern. 
 
 
Figure  4.79: CDF of Packet Size for Pattern 5 
 
 
Figure  4.80: Comparison with Geometric Distribution for Pattern 5 
0.115
0.12
0.125
0.13
0.135
0.14
6 9 12 15A
b
so
lu
te
 D
is
ta
n
c
e
 P
a
r
a
m
e
te
r
s 
Number of Nodes 
Fitting Results with Geometric Distribution for 
Pattern 5 
Average Absolute
Distance
Standard Deviation of
Absolute Distance
107 
 
 
 
 
4.2.2.6 Traffic Pattern 6: Smart Cities Application only 
Figure 4.81 shows that this pattern is not close to Geometric distribution with 
p approximately equals to 0.010173. This is because the values of the average and 
the standard deviation of the absolute distance are high. In addition, Figure 4.82 
shows graphically how far the CDFs from each other. 
 
 
Figure  4.81: CDF of Packet Size for Pattern 6 
 
 
Figure  4.82: Comparison with Geometric Distribution for Pattern 6 
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In conclusion, the packet size of the observed patterns cannot be modeled 
accurately using Geometric distribution. Moreover, among the six studied patterns, 
pattern 5 and 6 have the least absolute distribution distance parameters while pattern 
4 has the highest values. For each pattern, the difference between the empirical 
distribution and Geometric distribution is almost the same for all loads.  
4.3 Impact of Traffic Characterization on Resource Allocation 
Network Simulator 2 (NS2) is used in order to study the impact of traffic 
characterization on the network performance. NS2 is an open source discrete event 
simulation tool. It is a powerful research tool that supports simulating both wired and 
wireless networks [64]. 
Our aim is to show the influence of characterizing the IoT gateway packet 
inter-arrival time distribution by a commonly used distribution such as Exponential 
on an important metric such as end-to-end packet delay. In this study, we investigate 
the performance of a network of IoT gateways fed by an aggregate traffic of two 
selected traffic patterns (out of the seven traffic patterns studied in previous 
sections). The performance metric is the end-to-end packet delay. 
In the simulation, a 100 x 100 m
2 
flat topology is considered. The IoT 
gateways are uniformly distributed over the area. The gateways are communicating 
their data wirelessly using Wi-Fi to an AP. In addition, the traffic source model is 
varied (either to Exponential or to Pareto packet inert-arrival distribution) in order to 
examine the effect of these two distributions on packet delay given some number of 
IoT gateways. The simulation mimics a scenario where the network resources 
allocated to the IoT gateways are the same but the source traffic modeling is 
different. 
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Moreover, the parameters used in the simulation are obtained from the 
experimental results. The goal is to show how allocating resources given Poisson 
traffic is assumed (a common assumption in the literature) may lead to a completely 
different conclusion regarding the adequacy of these resources to satisfy certain end-
to-end delay performance. Here, we consider the values of the average delay and 
delay jitter (the standard deviation of packet delay). 
4.3.1 Traffic Pattern 1: Equal Percentage of the Three Applications 
According to the experimental results, Pareto distribution is found to be the 
closet distribution to model the traffic generated by this scenario. In the simulation, 
the average packet size is set as 1225 bytes. 
The graphs in Figures 4.83 and 4.84 show that the Poisson assumption 
generally underestimates the average packet delay and the delay jitter of the network. 
The figures also reveal that the difference is small when the number of IoT gateways 
is small since there is a plenty of network resources available in this case. However, 
as the number of IoT gateways increases, the difference in packet delay and delay 
jitter becomes very pronounced. 
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Figure ‎4.83: Average Packet Delay Performance Comparison for Pattern 1 
  
 
Figure  4.84:  Delay Jitter Performance Comparison for Pattern 1 
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4.3.2 Traffic Pattern 2: Healthcare Application only 
When the aggregated traffic is consisted of medical data only, the 
experimental results indicate that the Pareto distribution can accurately model this 
traffic pattern. 
In the simulation, the packet size is constant (990 bytes). Figures 4.85 and 
4.86 show a comparison for the average delay and delay jitter obtained from an 
exponentially distributed and Pareto distributed packet inter-arrival time. The results 
indicate that the packet delay and delay jitter of Poisson traffic are generally less than 
the average delay and packet jitter obtained by Pareto distributed inter-arrival time 
over the same range of the number network nodes observed in Traffic Pattern 1. This 
affirms the previous conclusion that Poisson traffic assumption underestimates 
packet delay and delay jitter given the same availability of network resources. In 
addition, the difference in the packet delay as well as the delay jitter between these 
distributions is very small for small number of nodes. For instance, in case of 4 
nodes, the difference in average delay is 0.000077 for 4 nodes. However, the 
difference trend is growing with increasing the number of IoT gateways in the 
network. 
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Figure ‎4.85: Average Packet Delay Performance Comparison for Pattern 2  
 
 
 Figure ‎4.86: Delay Jitter Performance Comparison for Pattern 2  
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Chapter 5: Conclusion and Future Directions 
 
IoT is a promising and an emerging paradigm. It allows the interaction 
between various heterogeneous devices through the Internet without the need for 
human intervention. Indeed, this concept will significantly enhance the quality of 
human life. In the near future, it will play a major role in a wide range of application 
domains, for example, transportation, healthcare, logistics, retails, security, 
emergency services, and smart cities. 
Several challenges and issues are associated with this technology. Traffic 
characterization is among the challenges concerning the networking aspects. This is 
because IoT is still in its early stages and the traffic characteristics exchanged by 
various IoT objects are not precisely known. Moreover, for a network architecture, 
while the IoT traffic is aggregated at an IoT gateway is not yet sufficiently studied. 
In this thesis, we characterize the aggregated traffic of IoT gateways for three 
popular IoT-based applications, namely, healthcare, smart cities, and video 
surveillance. 
 The study is conducted experimentally in a lab. First, real IoT data with real- 
and non-real-time requirements are collected from different medical, smart cities and 
surveillance sources. These data are encapsulated in UDP packets and wirelessly 
transported through Wi-Fi interface to an IoT gateway. The input traffic to this 
gateway is modeled. The experiment is conducted for four different sets of gateway 
loads (i.e., different number of IoT devices sending their data traffic to the gateway). 
For each load, seven different traffic patterns of the selected applications are 
observed. 
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The empirical packet inter-arrival time distribution is matched using a set of 
goodness-of-fit tests and other statistical analysis. Our experimental results reveal the 
following: 
 When IoT network contains traffic of equal percentage of the three 
applications, Pareto distribution is found to be the closet to the 
empirical data for all loads. 
 In case the majority of the aggregated traffic is heath data, it is found 
that this traffic follows Weibull distribution for relatively small 
gateway load (6 IoT devices). For a larger amount of gateway load, 
the distribution function of the empirical data best fits Pareto 
distribution. 
 When the penetration of smart cities or video surveillance traffic is the 
highest in the aggregated traffic, the results show that Pareto is the 
best distribution to model the packet inter-arrival time regardless of 
the IoT gateway load. 
 When the traffic is only generated from surveillance cameras, Pareto 
distribution is found to model this traffic pattern for relatively low to 
moderate gateway load (6 to 9 devices). However, Weibull 
distribution better models this pattern as the traffic load increases. 
 When the aggregated traffic is purely health, Pareto is found to be the 
best distribution to model this scenario irrespective of the IoT 
gateway traffic load. 
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 The characteristics of smart cities traffic can be accurately modeled 
using Weibull distribution compared to Exponential or Pareto 
distributions. 
According to our empirical data considered in this study, we found that 
Pareto distribution can satisfactorily model the empirical packet inter-arrival time 
distribution of the different traffic patterns. 
Furthermore, the comparison between our empirical distribution of packet 
size and Geometric distribution indicates that the packet size of the studied IoT 
applications cannot be properly modeled by Geometric distribution as the absolute 
distribution distance parameters are high. 
Beside the experimental work, NS2 simulator is used to investigate the 
impact of traffic characterization on the performance of the considered IoT network 
architecture. The simulation results reveal that there will be an underestimation for 
the average packet delay and delay jitter if a traffic pattern best matched with Pareto 
packet inter-arrival time distribution is modeled as Poisson traffic, which is a 
common traffic model used in many analytical studies. 
In the future, we plan to propose an efficient resource allocation scheme for 
the considered IoT network architecture. In addition, a performance study will be 
conducted in order to evaluate the efficiency of the suggested solutions. 
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