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High-resolution hydrodynamical simulations are presented to follow the gravitational
collapse of a uniform turbulent clump, upon which a purely radial compressive velocity
pulse is activated in the midst of the evolution of the clump, when its turbulent state has
been fully developed. The shape of the velocity pulse is determined basically by two
free parameters: the velocity V0 and the initial radial position r0. In the present paper,
models are considered in which the velocity V0 takes the values 2, 5, 10, 20, and 50 times
the speed of sound of the clump c0, while r0 is fixed for all the models. The collapse of
the model with 2 c0 goes faster as a consequence of the velocity pulse, while the cluster
formed in the central region of the isolated clump mainly stays the same. In the models
with greater velocity V0, the evolution of the isolated clump is significantly changed, so
that a dense shell of gas forms around r0 and moves radially inward. The radial profile
of the density and velocity as well as the mass contained in the dense shell of gas are
calculated, and it is found that (i) the higher the velocity V0, the less mass is contained
in the shell; (ii) there is a critical velocity of the pulse, around 10 c0, such that for shock
models with a lower velocity, there will be a well defined dense central region in the
shocked clump surrounded by the shell.
Copyright line will be provided by the publisher
1 Introduction
The propagation of shock waves arises in many astrophysical systems. In particular, there
is ample observational evidence on the interaction of a shock with a gas structure, see for
instance Hwang et al. (2005), who reported Chandra images of a shocked cloud being torn
apart by shear instabilities in the Puppis A supernova remnant.
Further observational evidence of the shock–gas interaction has been provided by Nutter et al. (2006),
who presented submillimetre measurements to explain the difference in the star formation
activity of the clumps L1688 and L1689 of the ρ Ophiuchi molecular cloud complex. In-
deed, these authors proposed that both clumps are being affected by members of the Upper
Scorpius OB association, so that there is triggered star formation at different rates because
the distance from the clumps to the most massive and luminous nearby component of the
Upper Scorpius OB association is different.
⋆ Corresponding author: e-mail: guillermo.arreaga@unison.mx
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In addition, interferometric observations have revealed that the cores L1689B and L694-
2 seem to collapse faster than their spontaneous collapse would indicate, as their infall ve-
locities were observed to be faster than expected, see Lee et al. (2007). Thus, it was theo-
retically suggested by Seo et al. (2013) that these cores may be strongly influenced by an
external factor, for example, turbulence, or an external pressure.
With regard to the theoretical aspect, papers on computational simulations of the in-
teraction of a shock and gas clouds started to appear many decades ago, see for instance
Stone & Norman (1992). These authors considered a 10 Mach shock that impacted on a
cloud, so that its three-dimensional evolution led to its total disruption. More recently, other
authors have also found that gas clouds are destroyed by an incident shock wave, among oth-
ers, see Nakamura et al. (2006), Pittard et al. (2009),Pittard et al. (2010),Pittard et al. (2016).
The previous studies of Stone & Norman (1992),Nakamura et al. (2006),Pittard et al. (2009),
Pittard et al. (2010), Pittard et al. (2016) are concerned with the destruction of interstellar
clouds by shock waves. A more interesting scenario for star formation is based on the idea
that a bound gas structure can be compressed by a shock to the point that its collapse can
be triggered. In fact, Boss (1995) investigated this possibility, so that a radially inward ve-
locity perturbation induced the collapse of a rotating centrally condensed three-dimensional
core. In addition, Vanhala & Cameron (1998) demonstrated that the interaction of a planar
shock wave with a centrally concentrated three-dimensional cloud is capable of triggering
the gravitational collapse of the cloud, when radiative cooling in their smoothed particle
hydrodynamics (SPH) simulations was taken into account.
Subsequently, using simulations limited to one radial dimension, Gomez et al. (2007)
investigated whether a velocity pulse can trigger the formation of prestellar core when it
strikes a gas cloud. These authors proposed a mathematical function such that the shape of
the velocity pulse is mainly determined by the following parameters: the velocity V0, the
radii r0 and r1, and the increments on these radii δr0 and δr1, all of which are described
in Section 2.2 of the present paper. These authors acknowledge that their setup was some-
what unphysical since it restricts the nature of the compressive wave to ”one-dimensional”
spherical shells.
In this paper, three-dimensional high-resolution hydrodynamical simulations of the in-
teraction of the velocity pulse proposed by Gomez et al. (2007) with a turbulent clump are
presented. Models are considered in which the velocity V0 takes the values 2, 5, 10, 20 and
50 times the speed of sound of the clump, while the other parameters are fixed.
It should be emphasized that consequently with the previous hypothesis, the initial ener-
gies of the isolated turbulent clump of this paper are chosen to make it to collapse sponta-
neously, even without the compressive velocity pulse. The papers quoted previously of other
authors like Stone & Norman (1992),Nakamura et al. (2006),Pittard et al. (2009),Pittard et al. (2010),
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Pittard et al. (2016), investigated the effect of shock waves on clumps and clouds that would
otherwise not collapse.
It should be emphasized that Hennebelle et al. (2003) investigated numerically the ef-
fects of a steady increase in the external pressure on the collapse of a prestellar core. For
slow to moderate compression rates, subsonic infall velocities were observed to develop in
the outer parts of the core. These authors also found that ”a compression wave is driven into
the core, thereby triggering collapse from the outside in”. This observation, together with
the model of Gomez et al. (2007), have been the physical motivation of this paper, so that
we have an incident three-dimensional spherical velocity pulse to simulate the effect of a
larger, already collapsing cloud on an embedded turbulent clump.
In this paper, the kinetic energy of the clump is provided by means of a velocity field
assigned according to a decaying, curl-free turbulent spectrum. At the end of the sim-
ulation run, a lot of fragmentation is seen to occur in the central region of the clump,
as was previously observed in other simulations, see for instance Offner et al. (2009) and
Offner et al. (2010). Later, when the first stage of evolution of the clump has passed and the
turbulence has reached a fully developed state, a radially inward velocity pulse is activated,
so that its effects on the subsequent evolution of the clump can be studied.
Consequently, the present paper is similar to that of Offner et al. (2009) and Offner et al. (2010)
with the addition of a spherical compressive velocity pulse, executedwith the fully-parallelized
publicly available code Gadget2, which is based on the Smoothed Particle Hydrodynamics
(SPH) technique, see Springel (2005) and Springel et al. (2001).
In addition, when gravity has produced a substantial contraction of the clump, the gas be-
gins to heat, so that its increase of temperature is taken into account by means of a barotropic
equation of state proposed by Boss et al. (2000). It should be mentioned that the equation of
state is a very important factor on triggered star formation in molecular clouds, as the post-
shock densities depend on the square of the Mach number of the shock wave, and therefore
higher compression factors can be reached in isothermal simulations than in the adiabatic
case. Foster & Boss (1996), Foster & Boss (1997) concluded that for high-velocity shocks
(greater than 100 km/s) the post-shock material is heated and becomes adiabatic. In these
cases, the cloud can be destroyed. For low-velocity shocks, the post-shock material remains
isothermal and high compression factors can also be achieved: self-gravity then leads to
collapse. It was soon realized that the velocity of the shock together with the equation of
state can make the difference between the two scenarios mentioned above, that is, triggered
collapse or destruction of the gas structure.
The outline of the paper is as follows. In Section 2, the physical state of the clump,
including its turbulent velocity spectrum, its initial energy conditions; the implementation of
the velocity pulse and some computational details of the evolution are described. In Section
3, the main results of the simulations are presented by means of iso-density and velocity
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plots. In Sections 4 and 5, a physical characterization of the simulation output is reported by
means of plots of the density and velocity radial profile. In Section 6, a comparison between
models with an equal distance from the shell of dense gas to the clump centre is presented.
Finally, in Section 7 and 8, the main results and conclusions are summarized.
2 The physical system and the computational method
2.1 The clump
The gas structure considered in this paper has a radius of R0=2.0 ×1018 cm ≡ 0.65 pc
and a mass ofM0=185M⊙. Thus, the average density and the corresponding free fall time
of this gas structure are ρ0=1.08 ×10−20 g cm−3 and tff ≈2.01 ×1013 s ≡ 0.63 Myr,
respectively. The values of R0 andM0 are very similar to those used by Offner et al. (2009)
and Offner et al. (2010).
According to the naming convention introduced by Bergin et al. (2007), which is based
on the mass and size of the gas structures, the one considered in the present paper is usu-
ally referred to as a gas clump. The physical state of the clump and the initial conditions
implemented are next explained, in Sections 2.2–2.5.
2.2 The velocity pulse
The mathematical function for describing the velocity pulse has been taken from Eq. 2 of
Gomez et al. (2007), which is given by1
v(r) ≈


0 for r < r0 − δr0
V0 sin
[
π
2
(
r−r0
δr0
)]
for r0 − δr0 < r < r0 + δr0
V0 sin
[
π
2
(
r1−r
δr1
)]
for r > r0 + δr0
(1)
where V0 determines the amplitude of the wave, for which it is the most important parameter,
so that it will be varied later to define the models, see Table 1 of Section 3. Other parameters
are r0, r1 which determine the initial radii where the pulse will be activated, and they are
fixed as r0 = 0.8, and r1 =
1+(r0+δr0)
2 = 0.95, where the width of the wave is controlled
by the parameters δr0 = 0.1 and δr1 =
1−(r0+δr0)
2 = 0.05. It should be emphasized that
the radii r0, r1, δr0 and δr1 are all given in terms of the initial radius of the clump, R0.
The function v(r) can be taken entirely as the radially inward component of the velocity
field, so that this paper can be considered as (i) another implementation of the idea previously
considered by Boss (1995) (using another mathematical function) and (ii) a generalization
to three-dimensions of the one-dimensional simulations calculated by Gomez et al. (2007).
1 There is presumably a mistake (typo) in Eq. 2 of Gomez et al. (2007), so that in this paper we changed the
sign.
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Let the coordinates of a particle be given by (r, θ, φ), where r is the radial distance,
θ is the polar angle and φ is the azimuthal angle. Then, the relation between the velocity
components in spherical and Cartesian coordinates is
vr = sin(θ) cos(φ) vx + sin(θ) sin(φ) vy + cos(θ) vz
vθ = cos(θ) cos(φ) vx + cos(θ) sin(φ) vy − cos(θ) vz
vφ = − sin(φ) vx + cos(φ) vy .
(2)
so that it can be assumed that the left hand side of Eq. 2 is given by vr = v(r), as shown in
Eq. 1, while the polar and azimuthal components are vθ ≈ 0 and vθ ≈ 0, respectively.
Thus, the Gauss–Jordan elimination method described in Press et al. (1992) can be used
to solve these equations simultaneously for each simulation particle in order to get the Carte-
sian components vx, vy , and vz , which are needed for the evolution code, see Section 2.5.
The velocities of the gas particles actually given to the Gadget2 code at the initial time are
shown in Fig. 12.
Let us consider now Fig. 1. The curves with label C t=0 describe the radial velocity pro-
file of the clump at the initial evolution time, so that the homogeneous distribution of matter
is evident. At the time t/tff =0.299, the matter distribution of the clump has obviously
changed as the curves with label C t=0.299 indicate. It should be noted that the outermost
particles of the clump expand outwards spontaneously, as can be seen in the right panel of
Fig. 1. This happens because the turbulent clump is not in hydrodynamic equilibrium and
there is no external pressure acting upon it. However, this expansion does not take place
only radially, as the outermost particles may have a non-zero tangential component of the
velocity in addition to the radial component already seen in this panel.
However, only those particles within r0 − δr0 < r < r0 + δr0 (an interval of ≈ 0.8 <
r < 0.95) are part of the velocity pulse, so that they have been assigned a radially inward
velocity. Because of this, a discontinuity in the tangent component of the velocity has been
imposed, as can be seen in the small fall in the magnitude of the velocity (shown in the left
panel of Fig. 1) exactly at the radius (≈ 0.95) where the radial component of the velocity
(shown in the right panel of Fig. 1) changes their sign from negative to positive values.
2.3 The turbulent velocity
In order to generate the turbulent velocity spectrum, a mesh with a side length equal to the
clump radius R0 is used, so that the size of each grid element of this mesh is δ = R0/Ng
and the mesh partition is determined by Ng = 128. In Fourier space, the partition is given
by δK = 1/R0, so that each wavenumberK has the componentsKx = ixδK ,Ky = iyδK
andKz = izδK where the indices ix, iy, iz take integer values in the range [−Ng/2, Ng/2]
to cover all the mesh.
2 For details about the radial partition of these plots, see Section 4.
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The initial power of the velocity field must be given by
P (K) =
〈
|v(K)|2
〉
≈ |K|−n (3)
where the spectral index n is a constant, n = −1. Thus, following Dobbs et al. (2005),
Arreaga (2017) and Arreaga (2018), the components of the particle velocity, in the case of a
diverge-free turbulent spectrum, are given by
vCF(r) ≈ Σix,iy,iz |K|
−n−2
2 K sin (K · r +ΦK) (4)
where ΦKx ,ΦKx and ΦKz are random phases of the wave and r is the particle position in
real space.
2.4 Initial energies
In the standard SPH formulation, the thermal, kinetic and gravitational energies of the set of
gas particles are calculated by
Ether =
3
2
∑
i mi
Pi
ρi
Ekin =
1
2
∑
i miv
2
i ,
Egrav =
1
2
∑
i miΦi
(5)
where Pi is the pressure andΦi is the gravitational potential at the location of particle i, with
velocity vi and mass mi, to be defined in Section 2.5. It should be kept in mind that all the
SPH particles of a simulation must be used in the summation of Eq. 5.
Now, let α be defined as the ratio of the thermal energy to the gravitational energy and
let β be the ratio of the kinetic energy to the gravitational energy, so that
α ≡ Ether|Egrav| (6)
and
β ≡ Ekin|Egrav| . (7)
In this paper, the value of the speed of sound c0 is fixed at 34247.56 cm/s, so that
α ≡ 0.24 (8)
for all the shock models and for the isolated clump model as well.
Another very useful quantity to characterize the physical state of a gas structure is the
so-called virial parameter, which is defined observationally by
βvir ≡ 5 σ
2
1D R
GM
(9)
where G is Newton’s gravitational constant,M and R are the mass and radius of a general
gas structure, and σ1D is the intrinsic one-dimensional velocity dispersion of the hydrogen
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molecule of mean mass. Assuming isotropic motions, a three-dimensional velocity disper-
sion can be simply estimated by σ3D =
√
3 σ1D. It should be noted that a gas structure in
virial equilibrium would have
βvir = 1 (10)
so that, using the mass and radius of the clump described in Section 2.1 in Eq.9, together
with Eq.10, a value of σ1D = 1.44 km/s is obtained.
The magnitude of the velocity field described in Eq.4 of Section 2.3, has been calibrated
so that the three-dimensional velocity dispersion of the simulation particles, σs3D has been
calculated to be equal to σ1D , so that σ
s
3D = 1.44 km/s. In this case, the approximate virial
parameter of the turbulent clump described in Section 2.1 and 2.3, would initially take a
value a little bit below 1.
In any case, when the velocity pulse is activated in the turbulent clump, there will be
a value of βvir and β for each model. Only β is presented in Table 1 with the purpose of
characterizing further the dynamical state of the corresponding clump and shock models as
well.
Xing et al. (2018) reported the values of the virial parameter observed in many gas cloud
cores, which in general were found to be smaller than or around the value 1. In addition,
Bertoldi & McKee (1992) found that the observed virial parameter depends on the total mass
of the gas structure. Kauffmann et al. (2013) discussed how the value of the virial parameter
determines the later evolution of a self-gravitating, non-magnetized gas structure: a virial
parameter above 2 indicates that the gas structure is unbound and may expand, while one
below 2 suggests that the gas structure is bound and may collapse.
Theorists have often used another expression for the virial parameter, for instance, βvir =
2 a β, where β is the dimensionless ratio defined in Eq. 7 and a is a numerical factor which
is empirically included to take into account modifications of non-homogeneous and non-
spherical density distributions.
It must be recalled that the important issue for the present paper is to have initially a
globally collapsing clump, as was mentioned in Section 1. In addition, it must be mentioned
that Peretto et al. (2006) observed the clump NGC 2264-C and found it to be in a global
state of collapse, far from hydrostatic equilibrium, as its virial parameter is around 0.2,
which indicates that the clump is very unstable gravitationally.
2.5 Evolution code, resolution and equation of state
The temporal evolution of all the models of the present paper has been solved using the
particle-based computer programGadget2, see Springel (2005) and also Springel et al. (2001).
Gadget2 is based on the tree-PM method for computing the gravitational forces and on the
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standard SPH method for solving the Euler equations of hydrodynamics. Gadget2 imple-
ments aMonaghan–Balsara form for the artificial viscosity; seeMonaghan & Gingold (1983)
and Balsara (1995). The strength of the viscosity is regulated by the parameter αν = 0.75
and βν =
1
2 × αv; where αν and βν are coefficients of linear and quadratic viscosity; see
Eqs 11 and 14 in Springel (2005). In the simulations presented in this paper, the Courant
factor is fixed at 0.1.
Following Truelove et al. (1997) and Bate & Burkert (1997), the smallest mass of a par-
ticle that the SPH calculation must resolve in order to be reliable is given by
mp
mr
< 1, where
mp is the mass of the simulation particle and mr ≈ MJ/(2Nneigh), so that Nneigh is the
number of neighbouring particles included in the SPH kernel and MJ is the Jeans mass,
which can be expressed by
MJ ≡ 4
3
pi ρ
(
λJ
2
)3
=
pi
5
2
6
c3√
G3 ρ
(11)
where λJ is the Jeans wavelength, c is the instantaneous speed of sound, ρ is the local
density, and G is Newton’s gravitation constant. In addition, the values of the density and
speed of sound must be updated according to the following equation of state:
p = c2 ρ
[
1 +
(
ρ
ρcrit
)γ−1 ]
, (12)
which was proposed by Boss et al. (2000), where γ ≡ 5/3 and for the critical density the
value ρcrit = 5.0× 10−14 g cm−3 is assumed.
Let us say something about this equation of state. The ideal equation of state is a good
approximation to the thermodynamics of the observed star forming regions, which basically
consist of molecular hydrogen cores at 10 K with an average density of 1×10−20 g cm−3.
Furthermore, once gravity has produced a substantial core contraction, the gas begins to
heat. Therefore, the most important free parameter is then the critical density ρcrit, which
determines the change of thermodynamic regime from isothermal to adiabatic. It should be
emphasized that this approach is introduced with the purpose of avoiding the consideration
of a radiative transfer problem coupled with an energy equation in the hydrodynamics equa-
tions. Indeed, Whitehouse & Bate (2006) studied the collapse of cores including radiative
transfer in the flux-limited diffusion approximation. These authors observed important dif-
ferences in the dependence of temperature on density. However, Arreaga et al. (2008) com-
pared the results of simulations of the collapse of the uniform density core with those of
Whitehouse & Bate (2006) at several values of ρcrit and found that the barotropic equation
of state behaves quite well within the range of ρcrit between 10
−14−10−11 g cm−3. Based
on these results, in this paper the parameter ρcrit has been fixed at the value mentioned
above.
Assume that a typical peak density of ρ = 1.0 × 10−11 g cm−3 can be reached in
the late evolution of the shock models and for the turbulent clump considered in the present
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paper as well, so that the total number of particles in a simulation isNp =15,417,343. Thus,
the particle mass is given bymp = 1.19× 10−5M⊙ and the Jeans mass isMj ≈ 0.001M⊙,
so that the minimum mass is mr ≈ 1.34 × 10−5M⊙, since Nneigh = 40. Therefore, the
ratio of masses is given bymp/mr =0.89 and then the desired resolution is achieved in our
simulations.
Thus, for the stated average density ρ0 of the clump, in this calculation it will be initially
isothermal and only when the peak density has increased by six orders of magnitude, it will
become adiabatic.
3 Results
3.1 Visualization
The main outcome of each model is illustrated by means of a iso-density plot, in which a
slice of the simulation particles is used from the last snapshot available. The width of the
slice is determined so that it contains around 10,000 gas particles; the characteristic width
of the slice in terms of the clump radius R0 is of the order of 3 × 10−4. In addition, the
slice is parallel to the x − y plane and its height along the the z-axis is determined by the
z-coordinate of the highest density particle. A bar located at the bottom of each iso-density
plot shows the range of values for the base 10 logarithm of the ratio of the peak iso density to
the average density of the initial clump, that is, log10 (ρmax(t)/ρ0). It must be emphasized
that this logarithm scale of density is used to (i) set a gray scale, so that the different density
regions can be distinguished in the iso-density plots to show in Sections 3.2–3.3.5; (ii) set
a variation scale of density, so that a density width can be defined in order to determine the
mass contained in a shell of dense gas, see Section 5; (iii) follow the position of the shell of
dense gas with respect to the clump centre for all the evolution time, see Section 6.
It should be explained that the vertical and horizontal axes of all the iso-density plots
indicate the length in terms of the radius R0 of the clump. Hence, the Cartesian x- and y-
axes vary initially from -1 to 1. However, in order to facilitate the visualization of the last
configuration obtained, the same length scale per side is not used in all the plots. In addition,
for each iso-density plot, a velocity plot is also presented, which is constructed using the
same slice of simulation particles, so that an arrow is located at the site of each particle, with
its length being proportional to the total magnitude of the velocity.
The global evolution of the models will be described in Sections 3.2 and 3.3. As desired,
all the models collapse, so that the peak density reached at every point in time of the evolu-
tion (where a snapshot of each model is available) is determined and shown in Fig. 2. Later,
in order to characterize further the shock models, the behaviour of the radial profile of the
density and velocity of the particles will be calculated and described in Section 4.
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3.2 The clump model
It is well known that a turbulent velocity spectrum, such as the one implemented here, in-
duces a lot of collisions between the particles, so that the density of some particles will be in-
creased, in many places of the clump simultaneously. The initial compressive velocity pulse
will steepen immediately into an inward-moving shock wave. Since the equation of state is
initially isothermal, the compression factor will depend on the Mach number squared and
thus the higher velocity shock waves will produce the highest post-shock densities, as is pre-
dicted by the so-called Rankine-Hugoniot jump conditions, see Landau & Lifshitz (1959).
Such behaviour is manifested in the oscillations of the density curves shown in Fig. 2,
so that the first stage of the evolution of the turbulent clump can be defined in this way.
The second stage can be identified at times beyond 0.1 tff , in which the clump becomes
more homogeneous, so that the peak density curve stretches almost horizontally, up to a
time of around 0.8 tff ; the third stage can be seen at times t within 0.8 tff < t < 1.0 tff ,
at which a true collapse of the clump takes place, in a collapse time a little bit smaller than
tff .
The evolution of the isolated turbulent clump has been followed up to the point when a
lot of fragmentation is produced in its central region, so that a cluster of small over-densities
can be seen in Fig. 3. Similar results have been obtained by many authors, so that there
are papers studying the statistical properties of the resulting fragments, see for instance
Bate et al. (2003),Bate (2012).
3.3 The overall evolution of the shocked clump
It should be emphasized that the velocity pulse, described in Section 2.2, is going to be
activated in the middle of the second stage described in Section 3.2, when the clump has
evolved up to time t/tff = 0.299, when the peak density is log (ρmax/ρ0) = 0.23. The
pre-impact state of the clump is illustrated in Fig. 4.
All the models produce the formation of a ring of high density gas at the outermost region
of the clump, whose physical properties, as width, mass and size depend obviously on the
magnitude of the velocity V0. As this dense gas collapses locally, then the ring will fragment,
so that the relevant timescales are those of the fragments and not the global free-fall time of
the clump. In spite of this, we will use tff as the normalizing factor of the evolution time.
It was mentioned that Fig. 2 shows that all the models considered in this paper collapse
at a time tcol less than the free-fall time of the isolated clump, tff . Clearly, tcol depends
on the Mach number of the incident velocity, related to V0 and shown in Table 1. It can be
appreciated that the collapse time tcol varies in general from 0.3 to 0.9 × tff .
Another feature to be appreciated in Fig. 2 is that the non-linear evolution of the clump
is reached very quickly, as follows. When the velocity pulse is activated in the gas clump,
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the Rankine–Hugoniot jump conditions, which analytically predict an increase of pre-shock
density on the order of 4, is clearly surpassed, hereby the density oscillations in the curves
of Fig. 2 are of order 10–100 times the average density of the clump.
Lastly, it should be mentioned that the models terminate their evolution because the
huge increase in density makes the time step of the runs extremely small, to the point that
the further evolution of the models can not be followed.
In the subsequent sections 3.3.1–3.3.5, the details of the resulting configuration of each
shock model will be described separately. To complement this description, in Section 6 an
inter-model comparison will be presented.
3.3.1 The model S2
When the velocity V0 takes its smallest value, 2 c0, for Model S2, the shell of dense gas is
very thin initially. By the time 0.75 tff , the shock reaches the interior region of the clump
and a lower density of particles remain at the outer layers of the clump, so that the shell can
hardly be distinguished.
Meanwhile, a higher density of particles is formed into the innermost region of the
clump, so that the collapse goes faster there, although the cluster structure is not destroyed,
so that it looks similar to that observed in Model C (when no velocity pulse was ever acti-
vated); see Fig. 5.
The set-up of this model is similar to that implemented by Gomez et al. (2007), as they
used only one value of the velocity pulse, given by 2 c0, and two values of the parameter r0.
In the present paper, only one value of the parameter r0 has been used, which is the same
as one of the parameters used by Gomez et al. (2007), so that it was the one that led to a
collapsing cloud.
3.3.2 The model S5
In Model S5 with V0 = 5 c0, a dense shell of particles can clearly be seen. It moves towards
the centre of the clump and grows in mass while keeping its spherical symmetry. At the
time 0.68 tff , two outward asymmetric flows of gas occur simultaneously, one along the
positive and the other along the negative direction of the y-axis, as shown in Fig. 6. By the
end of the simulation, this high density shell of particles is clearly visible in the innermost
central region of the clump, so that the gas inside this enclosed region has a lower density of
particles.
3.3.3 The model S10
When the velocity pulse increases to V0 = 10 c0, many small protuberances appear along
the dense shell of particles, so that the shell expels gas by means of these protuberances. As
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happened in previous model, in this case, at the time 0.47 tff , much more gas accumulates
simultaneously along the positive and negative directions of the y-axis, trying to leave out-
ward. The dense shell of particles moves inward, so that it becomes very thick and encloses
a very small region inside; see Fig.7.
3.3.4 The model S20
The evolution of Model S20, which has V0 = 20 c0, is very similar to that of Model S10. In
this case, the gas protuberances are larger, so that they even show some curvature. In spite
of this, the dense shell of particles does not show any sign of fragmentation.
There is an outflow of dense gas through the negative direction of the y-axis, which is
more noticeable than in the previous models. The simulation ends quickly, because the peak
density is reached in the shell, without giving time for the shell to move inward appreciably,
as was the case in Model S10; see Fig. 8.
3.3.5 The model S50
In Model S50, for which the velocity V0 takes the largest value considered in the present
paper, the dense shell of particles is very thin. The increase of density after the shock is
high enough to favour the fragmentation of the shell in many places throughout the shell
simultaneously. However, as more particles of the clump envelope are still falling into the
shell, it keeps its spherical symmetry. The simulation ends because some of the fragments
of the shell reach their peak density so quickly, that there was no time for the shock to move
anymore; see Fig. 9.
4 The radial profile of the density and velocity distributions
In order to characterize further the distribution of particles, their dynamics and the dense
shell of particles in all the shock models considered above, in this section a radial partition
of the spherical model is performed as follows.
The maximum radius rmax to which the spherical clump has expanded by the end of its
evolution time, has been determined for each model. Then, a radial partition of the spherical
clump in nbin bins is made from 0 to rmax, so that the increments in radius are given by
δr = rmax/nbin; thus, all the particles contained in a radial bin within the radii ri and
ri + δr are taken into account to calculate their average particle density, which is shown at
radius rp = ri + δr/2 in the left panel of Fig. 10. It should be noted that the density ρp and
radius rp are normalized with the initial density and radius of the isolated clump, ρ0 andR0,
respectively.
Several interesting observations can be made from the left panel of Fig. 10. First, it
clearly shows that the greater the Mach number of the incident shock (the V0 of the model),
Copyright line will be provided by the publisher
AN header will be provided by the publisher 13
the further away from the clump centre is formed the shell of dense gas. Second, it also
shows that the larger the initial velocity of the pulse V0, the lower the central density. Third,
all the curves of the shock models follow the radial density profile of the isolated clump.
Fourth, as expected on the basis of the Rankine–Hugoniot jump conditions, the oscillations
in the density curve are more pronounced in the case of models with a large pulse velocity.
Taking advantage of this radial partition, the average velocity of the particles is calcu-
lated per radial bin, so that the result for the first snapshot was already shown in Fig. 1, while
the result for the last snapshot available in each model is now presented in Fig. 11. Consider
now Fig. 11. In the case of the clumpmodel, the outer particles of the central region continue
to fall towards the centre of the clump. This is also observed to occur in the low velocity V0
shock models, namely, Models S2, S5 and S10. However, for the higher velocity V0 shock
models, namely Models S20 and S50, the central region shows no particles moving at all,
until the radius at which the first dense shell is reached.
A velocity field similar to the one described above for Models S20 and S50 was observed
by Hennebelle et al. (2003) in the cases of strongly supersonic, finite compression, where the
external pressure on the core increased until it was halted once it was doubled, see his model
with φ = 0.1.
5 The mass of the shell
To calculate the mass contained in the dense shell, denoted by Mp, we apply again the
radial partition of the spherical model described in Section 4 to the last snapshot available3,
so that the radial bin at which the highest density value takes place must be now firstly
obtained. In this case, a variation of density is also needed to define the width of the shell;
let it be defined as δρp with a value of log10 (δρp) = 0.5 for all the models. Thus, all those
particles with a density within the range (ρp − δρp, ρp + δρp) and located within the radii
(rp − 2δl, rp + 2δl) are selected to obtain the mass of the shell. The parameter δl has been
chosen visually from Figs 6–9, so that there is one value for each shock model as follows:
0.03 for model S2; 0.06 for models S5 and S10; 0.033 for model S20 and 0.016 for model
S50. The result of this calculation can be seen in the right panel of Fig. 10, against the the
initial velocity of the shock model.
It is interesting to note that the larger the initial velocity V0 of the pulse, the lower the
mass Mp contained in the shell. However, it is remarkable that the mass contained in the
shell is in general very large, so that the ratio of this mass to that of the clump ranges within
0.32–0.1.
3 Unfortunately, the masses calculated in this way, are going to be obtained for quite different evolution times;
in spite of this, their comparison is interesting as it allows us to characterize quantitatively the last configuration
available.
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6 Time evolution of the distance of the shell to the clump centre
It was mentioned in Section 3 that the models were advanced in time as much as possible,
up to the time when the time-step becomes prohibitively small for the simulations to evolve
any further, so that in Sections 3.3.1-3.3.5 the last snapshots were chosen to illustrate the
simulations outcome.
In this Section, an attempt is made to make an inter-model comparison, by calculating
the distance of the dense shell of gas to the clump centre for the shock models, as follows.
In Sections 4 and 5, the peak density in a radial partition was determined in order to define
the width of the dense shell of gas. In this section we consider again this peak density to
locate the shell of dense gas with respect to the clump centre, for all the snapshots available
of each shock model. The result of this procedure is shown in Fig.13.
When the shock front is activated, there is an immediate increase of density, so that the
shell of dense gas is located initially very close to r0, the initial radius in the mathematical
function of the velocity pulse, see Eq.1. Then, the shell moves radially inward as can be seen
in Fig.13. Unfortunately, the evolution time reached for model S50 is quite small; for model
S20, the shell of dense gas was followed up to a radius around 0.43 × R0 from the clump
centre. For models S10 and S5, the closest approaching distance to the clump centre was
around 0.15 × R0. The most interesting behaviour was observed for model S2, since there
is a bounce of the shell of dense gas.
The horizontal dashed line shown in Fig.13 indicates the radius with which the snapshots
for this inter-model comparison are now determined, since all the snapshots must have their
shell of dense particles at an equal distance to the clump centre, given by this radius, as can
be seen in the iso-density plots shown in Fig.14.
7 Discussion
The pulse velocities considered in this paper, the V0 shown in Table 1, both in terms of
the speed of sound and in the MKS system of units, are comparable with those used in
the following papers: (i) Vanhala & Cameron (1998), who considered the range 10 to 50
km/s; (ii) Boss (1995), who used the range 0 to 25 km/s; and (iii) Gomez et al. (2007), who
considered only one velocity given by twice their speed of sound, which corresponds to 0.4
km/s.
It should be mentioned that the papers of Vanhala & Cameron (1998) and Boss (1995)
are not directly comparable with the present paper, as they considered planar shock waves,
not spherical velocity pulses. Vanhala & Cameron (1998) defined a critical shock velocity of
20 km/s, which is required to obtain a triggered collapse of their spherical, rotating core. For
shock velocities above it, around 45 km/s, the shocks are disruptive whereas for shock veloc-
ities below it, around (or less than) 10 km/s, the core rebounds and is torn apart. Boss (1995)
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found that a shock wave striking a rotating core at a velocity of 25 km/s resulted in the
‘outside-in’ collapse of the core. Both Vanhala & Cameron (1998) and Boss (1995) consider
a rotating centrally condensed core, but it seemed that rotation did not make any significant
difference in the outcomes of the simulations.
In the case of the present paper, it was mentioned in Section 3.2, that the pulse was acti-
vated when the first stage of evolution of the clump has passed, so that the peak density does
not increase significantly due to the random collisions between particles; thus, it is expected
that the turbulence has reached at this time a fully developed state. This objective was also
mentioned by Vazquez-Semadeni et al. (2008), who made a pre-run in their simulations, so
that gravity was turned on only after 3.2 turbulent crossing times of evolution of the turbulent
cloud.
The gas particles with a radially inward initial velocity given directly by the velocity
pulse, that is, those that are originally located around a radius 0.8R0, see Fig. 1, reach those
particles located at smaller radii, giving place to the formation of the shell of dense particles
observed in the present paper; this is a manifestation of the so-called ‘collect and collapse
model’, simulated by Dale et al. (2007). However, there is a significant difference between
these two scenarios, with particles going inward or outward, as the boundary conditions im-
posed on the moving shock are different, that is, for the inward case, there must be a rebound
of those particles that reach the centre of the clump (reflective boundary conditions); one of
these effects can be seen in Models S5 and S10 of the present paper, in which the dense
shell of particles is very deformed as it approaches the centre of the clump and even stops
moving inward. In the outward case, the outflow continues without any boundary. It should
be emphasized that on the contrary to the observation of Vazquez-Semadeni et al. (2008),
the plot Fig. 11 does not suggest any evidence for the occurrence of a shock bouncing at the
center of the shock models. However, in this paper a bounce was observed only for Model
S2, see Section 6.
It was mentioned in Section 1 that the infall velocities for the cores L1689B and L694-2
were observed to be faster than expected, see Lee et al. (2007). A theoretical model proposed
by Seo et al. (2013), in which the collapse of the cores was modeled by means of a uniform
density or as Bonner–Ebert spheres, demonstrated that these cores may have infall velocities
up to -1.0 or -1.5 times the velocity normalized with the speed of sound, which indicates an
enhanced collapse. Meanwhile, for the cores L1544 and L63, in which the collapse appeared
to be normal, the magnitude of the infall velocity was around -0.5 times the speed of sound4.
These authors suggested that the former cores may be strongly influenced by an external
factor.
From the results obtained in the simulations considered in the present paper, such an
external factor can not be a velocity pulse with the parameters chosen here. According to
4 The magnitudes of the infall velocities reported here have been taken from fig. 6 of Seo et al. (2013).
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Fig. 2, it can be observed that the overall collapse of the clump model was enhanced by the
velocity pulse. However, the infall velocities of the low velocity shockmodels were observed
to be a little bit smaller than those observed for the isolated clump model, see Fig. 11.
In addition, the observations of the core L1544 by Tafalla et al. (1998) andWilliams et al. (1999)
suggested that ”the inner parts of the core are relatively stationary, and an approximately uni-
form velocity field has been established in the outer layers.” For the higher velocity V0 shock
models of this paper, namelyModels S20 and S50, it can be very clearly seen that the central
region of the clump shows no particles moving at all, until the radius at which the first dense
shell is reached. The particle velocities in the inner region are essentially zero because of the
short simulation time. It was also observed in Section 4 that the clump separates into two
halves, so that there is one half with particles falling inward while there is another half in
the exterior region with particles flowing outward.
Another feature to be remarked here is relative to considering the velocity pulse as a core
formation mechanism, as was originally proposed by Gomez et al. (2007), see Section 1. In
fact, using one-dimensional radial simulations and only one initial velocity of the pulse given
by 2 times the speed of sound, Gomez et al. (2007) observed that once the shock reaches and
bounces off the centre of their cloud, a central core is formed which is surrounded by a gas
envelope.
In the present paper, three-dimensional simulations of a set-up similar to that proposed
by Gomez et al. (2007) have been carried out. It should be mentioned that a direct compari-
son of the results of this paper with with the work of Gomez et al. (2007) can not be made,
since their initial models were not prepared to collapse spontaneously. On the contrary, the
dense central region in the present paper is formed even in the model without a velocity
pulse, since our clump was prepared to collapse spontaneously.
In addition, in this paper several initial velocities of the pulse have been taken into ac-
count. The radial distribution of the density of the shock models shown in the left panel of
Fig. 10 can be compared with the first line of the plots shown in Gomez et al. (2007) in their
fig. 3. Moreover, in Fig. 11, it can be seen that the low velocity models have radial velocity
curves with a behaviour very similar to that described by Gomez et al. (2007) in the third
line of panels of their Fig. 3.
Therefore, on the basis of this limited comparison, the finding of Gomez et al. (2007) is
here confirmed, that a dense central region is formed as a result of the shock–gas interaction.
However, one prediction of the present simulations is that there is a critical initial velocity
of the pulse such that for shock velocities below the critical velocity, a central dense region
will be formed, but otherwise, the central region is almost empty of moving gas. As we
mentioned in Section 4, a core configurationwith a velocity field similar to the one described
here, was obtained by Hennebelle et al. (2003) in the case of a core subjected to a strong
external pressure.
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A second prediction of this paper is that the central region strongly resembles the config-
uration obtained from the collapse of the isolated gas structure, without the velocity pulse,
which in this case was obtained only for the smallest shock velocity, that of twice the speed
of sound.
A last point to be emphasized is about the possibility of having fragmentation in the
shock models studied in this paper. It seems that all the models have a certain tendency for
the shell to fragment, as many cloudlets of dense gas are being formed along the shell. It is
interesting to mention that there is another way in which fragmentation may occur. As was
observed in Models S5, S10 and S20, some local turbulence develops in the outflow of gas
in the negative direction of the y-axis. In Model S20, this effect is more noticeable, as can
be seen in Fig. 12, where a zoom-in of that region is shown.
8 Concluding Remarks
Three-dimensional, high-resolution, hydrodynamical simulations of a compressive velocity
pulse impacting inward radially on a turbulent clump have been presented. The structure of
the velocity pulse depends on several parameters, and the most important one, the magnitude
of the initial velocity V0, has been varied systematically within the range 0–50 times the
speed of sound c0. This set-up was chosen to (i) reconsider and improve the one-dimensional
radial simulations of Gomez et al. (2007) to explore its feasibility as a mechanism of core
formation; (ii) implement the idea of triggered collapse worked out by Boss (1995) and
Vanhala & Cameron (1998) and more recently by Hennebelle et al. (2003).
All the shock models showed a separation into an external region r > 0.95R0 expanding
outwards and an inner region falling inwards. This is a direct consequence of the form of the
initial velocity pulse, which also has positive velocities for r > 0.95R0. The central regions
are not affected by what is happening outside since the particles inside have no knowledge of
the radially converging shock wave. Consequently, the central regions all proceed to collapse
like the model without the velocity pulse for the duration of the simulation. Since each model
runs for a different length of time, then the model with the highestMach number (the shortest
simulation time) had lower central densities since the collapse of the central regions has not
gone on for so long.
Some of the main conclusions to be drawn from the shock models calculated here are
the following:
1. The turbulent clump collapses spontaneously a little before its free-fall time tff , so that
its central region shows a lot of fragmentation, as is well known.
2. The velocity pulse speeds up the collapse of the turbulent clump, so that its new collapse
times are shortened, as follows 0.31, 0.49, 0.69, 0.81 and 0.89 × tff , for the models the
models S50,S20,S10, S5 and S2, respectively.
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3. The pre-impact state of the clump in its central region is very similar to the outcome of
the simulation with the lowest velocity pulse, Model S2, for which V0 = 2 c0. The other
shock models, Models S5–S50, exhibit a noticeable effect in changing the pre-impact
configuration, so that a shell of dense particles is formed at the outermost region of the
clump.
4. As expected, the physical properties of the shell, such as its position, width, mass, and
dynamics, depend on the the magnitude of the initial velocity V0.
5. The mass contained in the shell is found to be large in general, ranging from 20–60M⊙,
and the higher the velocity V0, the less mass is contained in the shell.
6. The central density of the shock models decreases as the velocity V0 increases.
7. There is a dense gas structure in the central region of the shocked clump, which can be
identified as a core, in the sense of Gomez et al. (2007), as its radial profile of density
and velocity seem to indicate for Model S2.
8. In agreement with the observation of Vazquez-Semadeni et al. (2008), in this paper there
is evidence for the occurrence of a shock bouncing at the center only for model S2, even
though it is likely that the other shock models will also produce a shock bouncing too,
provided that that the evolution time be long enough.
9. Additionally, there is a critical velocity of the pulse, such that for shock models with a
lower pulse velocity (around 10 times the speed of sound) this dense central region will
also form.
10. The shock models studied here show ample possibilities of fragmentation, which can oc-
cur (i) along the shell of dense gas in the large velocity models, such as Model S50; (ii)
in the small region of the outflow of gas, more noticeable in the moderate velocity mod-
els, such as Model S20; (iii) in the innermost central region of the shocked clump, where
a cluster of small gas over-densities is formed only for the smallest velocity pulse, such
as Model S2; so that this region is clearly inherited by the turbulent clump considered.
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Table 1 The models, the values of their parameters and resulting configurations.
Model Number (label) V0/c0 (V0 km/s) β Figure Configuration
1 (C) 0.0 (0.0) 1.19 3 and 4 central cluster
2 (S2) 2.0 (0.7) 0.1 5 fragmented central region
3 (S5) 5.0 (1.7) 0.40 6 a thick shell
4 (S10) 10.0 (3.4) 1.48 7 a shell
5 (S20) 20.0 (6.8) 5.82 8 a thin shell
6 (S50) 50.0 (17.1) 36.2 9 a very thin shell
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Fig. 1 For the first snapshot of each model, the measured velocity profile against the
clump radius for Models C (two curves at times t/tff=0 and t/tff=0.299) and S2–S50, is
shown by plots of the (left) velocity magnitude and (right) radial component of the velocity.
Velocities are normalized with the initial speed of sound of the clump.
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Fig. 2 Time evolution of the peak density ρmax of Models C and S2–S50.
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Fig. 3 For the turbulent clump model at time t/tff = 0.97 when the peak density is
log10 (ρmax/ρ0) = 16.5, corresponding to the last snapshot obtained, the region (−0.1 ×
R0, 0.1 × R0) of the X-Y midplane of the clump is shown by means of (left) a iso-density
plot and (right) a velocity plot.
Fig. 4 For the turbulent clump model at time t/tff = 0.299, when the peak density
is log10 (ρmax/ρ0) = 0.23; this is the moment at which the velocity pulse is activated in
models S2-S50, the region (−0.9 × R0, 0.9 × R0) of the X-Y midplane of the clump is
shown by means of (left) a iso-density plot and (right) a velocity plot.
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Fig. 5 When the velocity pulse is activated with initial velocity 2 c0, at time t/tff = 0.62
when the peak density is log10 (ρmax/ρ0) = 13.4, the region (−0.3 × R0, 0.3 × R0) of
the x-y midplane of the clump is shown by means of (left) a iso-density plot and (right) a
velocity plot.
Fig. 6 When the velocity pulse is activated with initial velocity 5 c0, at time t/tff = 0.53
when the peak density is log10 (ρmax/ρ0) = 6.3, the region (−0.4 × R0, 0.4 × R0) of
the x-y midplane of the clump is shown by means of (left) a iso-density plot and (right) a
velocity plot.
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Fig. 7 When the velocity pulse started at 10 c0, at time t/tff = 0.44 when the peak
density is log10 (ρmax/ρ0) = 6.4, the region (−0.4 × R0, 0.4 × R0) of the x-y midplane
of the clump is shown by means of (left) a iso-density plot; (right) a velocity plot.
Fig. 8 When the velocity pulse started at 20 c0, at time t/tff = 0.17 when the peak
density is log10 (ρmax/ρ0) = 10, the region (−0.4 ×R0, 0.4 ×R0) of the x-y midplane of
the clump is shown by means of (left) a iso-density plot and (right) a velocity plot.
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Fig. 9 When the velocity pulse started at 50 c0, at time t/tff = 0.01, when the peak
density is log10 (ρmax/ρ0) = 3.5, the region (−0.9 × R0, 0.9 × R0) of the x-y midplane
of the clump is shown by means of (left) a iso-density plot and (right) a velocity plot.
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Fig. 10 (left) The log of the ratio between the radial density to the average initial density,
against the radius of the sphere model normalized with the initial clump radius R0; (right)
the mass contained in the dense shell formed at the last snapshot available for each model,
shown here in the x-axis.
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Fig. 11 For the last snapshot available for each model, the measured velocity profile
against the clump radius for Models S2–S50 is shown by plots of the (left) velocity magni-
tude and (right) radial projection of the velocity. Velocities are normalized with the initial
speed of sound of the clump.
Fig. 12 A zoom-in of the outflow region for Model S20 shown in Fig.8, here at time
0.15 tff , when the peak density is log10 (ρmax/ρ0) = 9.3, and the region is delimited by
(−0.6 ×R0, 0.6 ×R0) in the x-axis and by (−0.7 ×R0,−0.2 ×R0) in the y-axis.
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Fig. 13 On the vertical axis, the distance from the shell of dense gas to the clump centre
is shown, given in terms of the radius of the clump. The horizontal dashed line indicates the
distance for models included in the iso-density plot shown in Fig.14.
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Fig. 14 Iso-density plot of the shock models S2-S20 for a region delimited by (−0.8 ×
R0, 0.8 ×R0) in the x-axis and by (−0.8 ×R0, 0.8 ×R0) in the y-axis, when the particle
distribution reaches a peak density of (a) ρmax = 3.6× 10−20 g cm−3 at time t/tff = 0.58
for model S2; (b) ρmax = 2.5 × 10−19 g cm−3 at time t/tff = 0.65 for model S5; (c)
ρmax = 3.5 × 10−17 g cm−3 at time t/tff = 0.56 for model S10 and (d) ρmax = 1.2 ×
10−10 g cm−3 at time t/tff = 0.46 for model S20. These snapshots are chosen to ilustrate
the models shown in Fig.13 with a horizontal dashed line.
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