There are clear theoretical reasons and many well-documented examples which show that repetitive DNA is essential for genome function. Generic repeated signals in the DNA are necessary to format expression of unique coding sequence files and to organise additional functions essential for genome replication and accurate transmission to progeny cells. Repetitive DNA sequence elements are also fundamental to the cooperative molecular interactions forming nucleoprotein complexes. Here, we review the surprising abundance of repetitive DNA in many genomes, describe its structural diversity, and discuss dozens of cases where the functional importance of repetitive elements has been studied in molecular detail. In particular, the fact that repeat elements serve either as initiators or boundaries for heterochromatin domains and provide a significant fraction of scaffolding/matrix attachment regions (S/MARs) suggests that the repetitive component of the genome plays a major architectonic role in higher order physical structuring. Employing an information science model, the ' functionalist ' perspective on repetitive DNA leads to new ways of thinking about the systemic organisation of cellular genomes and provides several novel possibilities involving repeat elements in evolutionarily significant genome reorganisation. These ideas may facilitate the interpretation of comparisons between sequenced genomes, where the repetitive DNA component is often greater than the coding sequence component.
(1 ) The conceptual problem posed by repetitive DNA Fifty years of DNA-based molecular genetics and genome sequencing have revolutionised our ideas about the physical basis of cell and organismal heredity. We now understand many processes of genome expression and transmission in considerable molecular detail, and whole genome sequences allow us to think about the principles that underlie the organisation of cellular DNA molecules. There have been many surprises and new insights. In the human genome, for example, the protein-coding component represents about 1.2% of the total DNA, while 43 % of the sequenced euchromatic portion of the genome consists of repeated and mobile DNA elements (International Human Genome Consortium, 2001 ; Table 1 ). In addition to dispersed elements, most of the unsequenced heterochromatic portion of the human genome (about 18% of the total) consists of repetitive DNA, both mobile elements and tandemly repeated ' satellite ' DNA. Thus, over half the human genome is repetitive DNA. Table 1 shows that the human genome is far from exceptional in containing a major fraction of repeats. Even in bacteria, repetitive sequences may account for upwards of 5-10 % of the total genome (Hofnung & Shapiro, 1999 ; Parkhill et al., 2000) .
Despite its abundance, the repetitive component of the genome is often called ' junk, ' 'selfish, ' or ' parasitic ' DNA (Doolittle & Sapienza, 1980 ; Orgel & Crick, 1980) . Because the view of repetitive and mobile genetic elements as genomic parasites continues to be influential (e.g. Lynch & Conery, 2003) , we feel it is timely to present an alternative 'functionalist ' point of view. The discovery of repetitive DNA presents a conceptual problem for traditional genebased notions of hereditary information. This issue was noted in the pioneering work of Britten and colleagues (Britten & Kohne, 1968; Britten & Davidson, 1969 , 1971 Davidson & Britten, 1979) . We argue here that a more fruitful interpretation of sequence data may result from thinking about genomes as information storage systems with parallels to electronic information storage systems. From this informatics perspective, repetitive DNA is an essential component of genomes ; it is required for formatting coding information so that it can be accurately expressed and for formatting DNA molecules for transmission to new generations of cells. In addition, the cooperative nature of protein-DNA interactions provides another fundamental reason why repeated sequence elements are essential to format genomic DNA. Instead of parasites, we argue that repetitive DNA elements are necessary organisers of genomic information.
( 2) Overlooked aspects of genome organisation
Wide divergences between closely related taxa in repeat abundance and genome size (C-value) are often cited as evidence of the parasitic nature of repetitive DNA (Pagel & Johnstone, 1992; Vinogradov, 2003) . This argument ignores three important aspects of genome organisation as a complex information system : (a) The first aspect is that robust complex systems rely upon redundant components, many of which can be removed without detectably affecting overall system performance. Such robustness characterises repetitive DNA elements, particularly those arrayed in long tandem repeats that form compact nuclear structures, like centromeres. A minimum number may be required for function, but excesses are compatible with normal operation. Tandem arrays are often the regions that vary most between related taxa. Sometimes, different repeat elements fulfill equivalent tasks, so that absence of one particular element does not disable genome function.
(b) The second overlooked aspect is the significance of genome size and of distance between distinct regions of the genome. Rapidly reproducing organisms, like Caenorhabditis, Drosophila, Fugu and Arabidopsis tend to have stripped-down genomes with relatively less abundant repetitive DNA, while organisms with longer life cycles, such as humans and maize, have larger genomes with correspondingly more repetitive elements (Table 1 ; Cavalier-Smith, 1985) .
(c) The third neglected aspect of genome organisation is the importance of stoichiometric balance between DNAbinding proteins and their cognate recognition elements (Schotta et al., 2003) . Changes in the ratio of proteins to repetitive elements influences chromatin structure and have observable phenotypic effects. Thus, repetitive DNA abundance is flexible but not adaptively neutral.
II. THE GENOME AS THE CELL'S LONG-TERM DATA STORAGE ORGANELLE : THE INFORMATICS METAPHOR
The key idea is to think of DNA as a sophisticated data storage medium. In order for cells to access, preserve, duplicate and transmit digitally encoded sequence information, DNA has to interact with other molecular components. Structurally and through its interactions with other cellular molecules, DNA stores information on three different time scales:
(1) Long-term (' genetic ') storage involves DNA sequence information stable for many organismal generations.
(2) Intermediate-term (' epigenetic ') storage occurs through complexing of DNA with protein and RNA into chromatin structures that may propagate over several cell generations (see e.g. Jenuwein & Allis, 2001 , and other articles in the same issue ; Van Speybroeck, Van de Vijver & De Waele, 2002) . Chemical modifications of DNA that do not change sequence data, such as methylation, contribute to epigenetic storage (Bird, 2002) .
(3) Short-term ('computational') information storage involves dynamic interactions of DNA with proteins and RNA molecules that can adapt rapidly within the cell cycle as the cellular environment changes.
The capacity of DNA to complex with RNA and protein to store information at these three different time scales enables the genome to fulfill multiple roles in cell and organismal heredity. Genomes serve as the organism's evolutionary record and most basic repository of specific phenotypic information. Genomes also participate in executing programs of cellular differentiation and multicellular morphogenesis during organismal life cycles. These programs are not hard-wired in the DNA sequence, and they sometimes permit the formation of very different organisms utilising a single genome (e.g. invertebrates having distinct larval and adult stages). Finally, genomes participate in computational responses that allow each cell to complete its cell cycle and deal with changing circumstances, correct internal errors and repair damage (Nurse, Masui & Hartwell, 1998) .
The explicit parallel with electronic data systems indicates that the genomic storage medium has to be marked, or formatted, with generic signals so that operational hardware can locate and process the stored information. This is basically the idea of Britten and Davidson (1969) . Like all information storage systems, the genome contains various classes of data files, and these files have to be formatted for access and copying. While many of the data files are unique (e.g. protein coding sequences), the formatting information must be far simpler in content. The requirement for reduced information content in formatting signals is the most basic reason that repetitive DNA sequences are essential to genome function.
III. MULTIPLE FUNCTIONS OF THE GENOME
It is tempting to reduce genome function to encoding cellular proteins and RNAs. However, molecular genetics has shown that achieving this task requires cells to possess a number of additional capabilities also encoded in the genome : (1) Regulating timing and extent of coding sequence expression. (2) Organizing coordinated expression of protein and RNA molecules that function together. (3) Packaging DNA appropriately within the cell. (4) Replicating the genome in synchrony with the cell division cycle. (5) Transmitting replicated DNA accurately to progeny cells at cell division. (6) Detecting and repairing errors and damage to the genome. (7) Restructuring the genome when necessary (as part of the normal life cycle or in response to a critical selective challenge). These additional capabilities involve specific kinds of interactions between DNA and other cellular molecules. The construction of highly precise transcription complexes in RNA and protein synthesis is one example of such interactions (Ptashne, 1986) . Formation of a kinetochore structure at the centromere for attachment of microtubulues to ensure chromosome distribution at mitosis is another example (Volpe et al., 2003) . et al. (2001) Ever since the elaboration in the early 1960s of the operon model ( Jacob & Monod, 1961) and the replicon hypothesis ( Jacob, Brenner & Cuzin, 1963) , we have understood specific interactions of cellular proteins with the genome to depend upon the existence of recognition signals in the DNA distinct from coding sequences. Signals like the operator or the origin of chromosome replication are completely different from any classical definition of a ' gene ' as a basic unit. These recognition signals are themselves repetitive sequences in the genome, often carried by larger repeat elements. The idea that repetitive DNA is 'junk' without functional significance in the genome is simply not consistent with an extensive and growing literature, only a minor part of which is cited here.
IV. REPETITIVE SIGNALS IN THE HIERARCHICAL CONTROL OF CODING SEQUENCE EXPRESSION
To see how generic repetitive sequences format DNA for function, we can examine coding sequence expression. Historically, this genome operation has received the greatest attention. There are multiple roles for repetitive sequences. Specific transcription is not possible without generic start sites (promoters), stop sites (terminators in prokaryotes, polyA addition signals in eukaryotes) and signals for RNA processing (such as splice sites) (Alberts et al., 2002) . Regulation of transcription initiation involves arrays of binding sites for transcription factors that interact with the basic transcriptional apparatus to ensure proper timing and location of expression (Ptashne, 1986) . When these binding sites are shared by several genetic loci, cells achieve coordinated expression of corresponding RNA and protein products (Arnone & Davidson, 1997) .
Microbial genomes have an operon-like organisation at every scalar level (Audit & Ouzonis, 2003) . This suggests that prokaryotic chromosomes are partitioned into a nested series of ' folders, ' which can be differentially accessed by the cell. Likewise, eukaryotic genomes have a hierarchical structure that reflects at least three regulatory layers (van Driel, Fransz & Verschure, 2003) . The existence of genomic folders has been described as epigenetic ' indexing' of the genome ( Jenuwein, 2002) . By regulation of chromatin remodeling and localisation of chromatin domains, cells achieve coordinate control over multi-locus segments of the genome, as observed in Drosophila melanogaster (Boutanaev et al., 2002) , Caenorhabditis elegans (Roy et al., 2002) , and humans (Caron et al., 2001) . In addition, systematic RNA inactivation (RNAi) knockout studies in C. elegans have identified extensive clusters of functionally related (hence, coordinately controlled) genetic loci (Kamath et al., 2003) . The molecular details of coordinate regulation by chromatin organisation are rapidly becoming evident (e.g. Greil et al., 2003) .
In eukaryotes, transcription is strongly influenced by how DNA is packaged. Packaging involves winding the DNA into nucleosomes, compacting the nucleosomes into higher order 'chromatin ' structures complexed with protein and RNA ( Jenuwein & Allis, 2001) , and attaching the chromatin to the nuclear scaffold or matrix (Laemmli et al., 1992) . Generic repetitive signals affect positioning of nucleosomes, formation of different classes of chromatin, extent of chromatin domains encompassing multiple genetic loci, and scaffold attachment (see Table 3 ).
Without entering into details here, it is widely recognised that the processes of replication, transmission, repair and DNA restructuring involve analogous recognition of specific repeated signals in the genome and the formation of higherorder nucleoprotein structures (Alberts et al., 2002) .
V. COOPERATIVE INTERACTIONS: A FUNDAMENTAL REASON FOR REPETITION IN GENOME FORMATTING
One of the simplest genome-proteome interaction systems, E. coli lac operon repression, provides a clear example of a fundamental principle : cooperative protein-DNA interactions involve repeated DNA sequence elements. Like many bacterial operons, lac contains multiple protein interactions sites, including related repeats of a sequence recognised by the LacI repressor's DNA-binding domain (Müller, Oehler & Müller-Hill, 1996; Fig. 1) . As illustrated for the principal operator, O1, and for the distributed cyclic AMP receptor protein (CRP) binding site, these repeats are frequently organised as imperfect head-to-head palindromes (Ptashne, 1986; Fig. 2) . The palindromic structure means that each recognition element is itself composed of repeats.
Operon repression requires that four repressor monomers organise into two dimers to bind four DNA recognition sequences in two palindromic operators (Lewis et al., 1996 ; Fig. 2) . One dimer binds each operator, and the two dimers contact each other through their C terminal domains. This binding forms a DNA loop which prevents RNA polymerase from accessing the promoter to initiate transcription. A single repressor monomer-half operator interaction is too weak to form a stable structure, but the cooperative interaction of two monomer-DNA binding events plus the protein-protein binding within the dimer creates a stable protein-DNA complex (Ptashne, 1986) . Formation of the loop further stabilises the structure and more effectively occludes the promoter (Fig. 2) . Thus, repeated copies of the recognition
AATTGTGAGCGGATAACAATT AATTGTTATCCGCTCACAATT
O1 CRP
TGTGAGTTAGCTCACT AGTGAGCTAACTCACA Fig. 1 . Linear structure of the lac operon regulatory region. The region schematised extends from the end of the lacI coding sequence to the beginning of the lacZ coding sequence. O1, O2 and O3 are the three documented operators ; note that O2 is part of the lacZ coding sequence. The x10 and x35 regions of the canonical sigma 70 promoter are indicated together with the binding site for the cAMP receptor protein (CRP) needed for full promoter function.
sequence are critical to the formation of a repression complex. When it is necessary to lift repression, an inducer molecule disrupts the cooperativity that supports a stable protein-DNA complex, repressor molecules separate from operators, and the promoter becomes accessible for transcription. Transcription initiation itself requires cooperative interactions ; RNA polymerase binds to the x10 and x35 sites in the promoter and also to the dimeric cAMP-CRP complex, itself bound to two recognition sequences that make up the palindromic CRP site (Fig. 1) .
The iteration of protein recognition sequences (transcription factor binding sites) is a general feature of both prokaryotic and eukaryotic transcriptional regulatory regions (Ptashne, 1986) . In animals, regulatory regions contain multiple copies of several different binding sites (Arnone & Davidson, 1997) . The relative arrangement of recognition sites determines whether protein binding will affect transcription positively or negatively. Different arrangements of several repeated recognition sites provides the combinatorial potential to construct a virtually infinite range of regulatory regions able to engage in sophisticated molecular computations with the cognate binding proteins, as documented in sea urchins and Drosophila melanogaster (Arnone & Davidson, 1997 ; Yuh, Bolouri & Davidson, 1998) .
Cooperativity between individually weak but stereospecific molecular interactions to build meta-stable and stable multimolecular complexes or structures underlies the operation of cellular control circuits. Cooperativity and multiple interactions provide precision, combinatorial richness and robustness similar to the operation of multilayered fuzzy logic systems (http://zadeh.cs.berkeley.edu/). Because the underlying interactions are weak, multimolecular structures can assemble and disassemble rapidly to provide the dynamic responses needed to deal with a changing cellular environment. On the other hand, complexes with large numbers of cooperatively interacting components can be very stable, as occurs in longer-term epigenetic regulation of the genome. In the latter case, we find extensive arrays of repeated DNA elements in stable heterochromatic structures (Grewal & Elgin, 2002) .
VI. STRUCTURAL VARIETIES OF REPETITIVE DNA
Repetitive DNA sequence elements involved in transcriptional regulation are chiefly oligonucleotide motifs recognised by specific DNA binding proteins. It is not essential that every copy be identical. Many tolerate differences in one or more base pairs and still provide binding specificity with an altered affinity for the cognate protein. Variations in binding sites serve regulatory functions, as in the classic example of the phage lambda operator (Ptashne, 1986) . Since interaction of a protein factor with a recognition sequence motif is generally weak, the real functional entities in transcriptional formatting are composite elements that comprise two or more motifs, like promoters (Gralla & Collado-Vides, 1996) , palindromic operators ( Fig. 1) , and enhancers (Arnone & Davidson, 1997) .
In addition to oligonucleotide motifs and short composite elements (generally <100 base pairs), repetitive DNA sequences come in a wide variety of structural arrangements. Table 2 lists the most commonly recognised structures. Except for homopolymeric tracts and individual oligonucleotide motifs, repetitive elements are generally built up from simpler components. This modularity exemplifies the combinatorial and hierarchical nature of genomic coding resulting from cooperative interactions. Tandem array satellites are composed of sequence elements of defined length that typically contain motifs for binding of specific proteins, such as those required for chromatin configurations (Henikoff, Ahmad & Malik, 2001; Grewal & Elgin, 2002 ; Dawe, 2003) . Tandem repetition creates extended structures where a very large number of cooperative interactions build up robust epigenetic stability persisting through multiple cell cycles.
Modularity also applies to transposons and retrotransposons that act to create novel long-term inherited DNA structures. Transposable elements contain signals that define the boundaries of each element and help create nucleoprotein structures that allow them to interact with and rearrange target DNA sequences [e.g. terminal inverted repeats (TIRs) of DNA transposons and long terminal repeats (LTRs) in retrotransposons (Craig et al., 2002) ]. In addition, transposons and retrotransposons contain sequence components that control transcription and may participate in DNA replication and chromatin organisation. We know from an extensive literature on insertional mutagenesis in nature and the laboratory that introduction of a transposable element into a particular location confers new functional properties on that region of the genome (Shapiro, 1983; Craig et al., 2002 ; Deininger et al., 2003) . Table 3 provides a compilation of repetitive DNA functions in genome operation. These range from basic transcription, through regulation at transcriptional and post-transcriptional levels, to chromatin and nuclear organisation, genome transmission at cell division, damage repair and DNA restructuring. In some cases, functional categories overlap. For example, DNA restructuring at homopolymeric tracts and variable tandem nucleotide repeats (VNTRs) in pathogenic bacteria and chromatin organisation in eukaryotes both serve as mechanisms for regulating coding sequence expression. Moreover, recombination mechanisms fulfill roles in repair [double-strand (DS) break correction] as well as cellular protein engineering [antigenic variation, V(D)J joining (Bassing, Swat & Alt, 2002) , and immunoglobulin class switching]. Particularly noteworthy are the cases where repetitive DNA influences the physical organisation and movement of the genome through the cell cycle. These cases include the delineation of centromeres by tandem repeat arrays, the formation of telomeres by non-LTR retrotransposons, delineation of chromatin domains by boundary/insulator elements, and the attachment of DNA to the nuclear matrix by sequences found in larger composite elements, such as mammalian long interspersed nucleotide elements (LINEs). Zhou et al. (2000 Zhou et al. ( , 2002 VNTR Drosophila (GA)n and (GAGA)n elements
VII. DOCUMENTATION OF DIVERSE GENOMIC FUNCTIONS ASSOCIATED WITH DIFFERENT CLASSES OF REPETITIVE DNA ELEMENTS
Bithoraxoid polycomb group response elements are (GA)n repeats ; y250 Drosophila loci have GAGA elements ; the Drosophila GAGA factor (GAF) binds to the 5k and intronic regions of loci with (GA)n sequences HeT-A units work in pairs : the 5k element has a promoter in the 3k untranscribed region that allows transcription of the adjacent template-unit Pardue & DeBaryshe (2003) Plasmodium telomere associated repetitive elements (TAREs)
Plasmodium falciparum telomere-associated sequences of the 14 linear chromosomes display a similar higher order organisation and form clusters of four to seven telomeres localised at the nuclear periphery Figueiredo et al. (2000 Figueiredo et al. ( , 2002 Why repetitive DNA is essential to genome function Kitao et al. (2000) ; Kinoshita & Honjo (2001) One feature of Table 3 is that certain repetitive elements, such as the mammalian LINE-1 and Drosophila gypsy retrovirus/retrotransposon (Pelisson et al., 2002) , appear under multiple functional headings. For example, the most intensively studied feature of gypsy is the role it plays in the organisation of chromatin domains. It contains an ' insulator ' or boundary element capable of separating inactive and active chromatin domains by tethering the DNA to the nuclear matrix, thereby creating a discontinuity in the chromatin structure (Gerasimova, Byrd & Corces, 2000; Byrd & Corces, 2003) . Since gypsy and other mobile elements retain their structures as they migrate through the genome, there is predictability to the signals they will carry with them. Thus, cells have the ability to introduce a preorganised constellation of functional signals into any location in the genome. Although gypsy is often rare in Drosophila genomes and may be dispensible, the D. melanogaster genome also has approximately 150 boundary elements at the base of each chromosome containing the 269 bp BE28 sequence inside an unclassified 1.2 kb repeat element. Apparently, therefore, repetitive elements play a significant role in the physical organisation of Drosophila chromatin.
The LINE-1 element in the human genome has externally oriented promoter and polyadenylation activity, scaffold/ matrix attachment region (S/MAR) signals, and has been implicated in X chromosome inactivation by facilitating heterochromatin formation. Very recently, a LINE1 role in modulating transcription has been discovered (Han, Szak & Boeke, 2004) . Since about 850 000 LINE elements make up a remarkable 21 % of human euchromatic DNA, it is difficult to deny that the LINE elements constitute major architectonic and expression-related features of our hereditary material. The notion that LINE elements are major organisers of genome functional architecture is supported by close comparative analysis of syntenic regions in the mouse and human genomes. In two aligned segments, 18/25 and 9/11 murine L1 elements have putative human orthologues in the same orientation (Zhu, Swergold & Seldin, 2003) . The high degree of conservation in the positions and orientations of highly variable elements implies positive functional selection.
Even the very stripped-down, repeat-poor genome of the yeast S. cerevisiae has boundary elements embedded in the subtelomeric Yk repeats. Intriguingly, these boundary elements form part of a larger complex that also includes silencing elements in the adjacent X repeats and an autonomously replicating sequence (ARS) that serves as a site for the initiation of DNA replication. About 20% of putative yeast ARS sequences correspond to LTR regions of complete or defective retrotransposons (Wyrick et al., 2001) . Thus, it appears that repetitive elements play an important role in organizing the chromatin and replication structures of the budding yeast genome.
VIII. SYNTENY AND GENOMIC SYNONYMS
Comparative whole-genome sequencing is beginning to provide additional supporting evidence for the structural/ organisational roles of repetitive elements by documenting the existence of extensive 'synteny ' between related genomes as well as the presence of 'genomic synonyms ' at comparable locations in related genomes. Two ' genomic synonyms ' are evolutionarily independent (i.e. unrelated) elements belonging to the same structural class that play the same functional role in each species. 'Synteny' refers to the occurrence of large genome segments, often megabases in length, that share the same order of genetic loci and are assumed to represent evolutionary conservation of a functional genomic arrangement (Eichler & Sankoff, 2003) . The locations of related LINE and short interspersed nucleotide element (SINE) sequences are also conserved in syntenic regions of the mouse and human genomes (Silva et al., 2003) , indicating positive selection.
Widespread examples of genomic synonyms are the 100-200 bp elements composing long tandem repeat arrays in pericentromeric heterochromatin that delineate centromeres. More narrowly defined genomic synonyms are Alu and B1 SINE elements of primate and rodent genomes. These elements derive from partial dimers of the 7S RNA sequence, but they arose independently or diverged from a common structure before either was amplified in the primate and rodent genomes. Alu is not found in rodents, and B1 is not found in primates (Schmid, 1996 ; Vassetzky, Ten & Kramerov, 2003) . Both Alu and B1 elements have been documented to carry similar transcriptional and translational regulatory signals. Alu elements are also genomic synonyms to mouse B2 elements as promoters, and Alu, B1 and B2 serve as synonyms in enhancing mRNA translation. Primate Alu further serves as a synonym for rodent ' identifier ' (ID) and BC200 elements targeting specific transcripts in nerve cells (see Table 3 for individual references).
Because the many thousands of copies of primate Alus and rodent B1s, B2s, ID and BC200s are structurally distinct, their distributions in the human and mouse genomes originated in each species from literally thousands of distinct retrotransposition events at some point after the divergence of the rodent and primate ancestors. Despite independent amplifications, the coarse-grained distributions of SINE elements are similar within syntenic regions (Fig. 12 in Mouse Genome Sequencing Consortium, 2002), supporting the proposition that locations of these synonyms have related functions in both genomes. Within the human genome, functional roles have been invoked to account for the nonrandom localisation of Alu in genetic loci involved in metabolism, signaling, and transport (Grover et al., 2003) and for observed nonrandom higher-order patterns (Versteeg et al., 2003) .
A significant test of the genomic synonym hypothesis will be to see what patterns, if any, emerge from the results of a fine-grained comparison between the locations of Alu in the human genome and its putative synonyms, B1, B2, ID and BC200 in the mouse genome.
IX. REPEATS AND RNAi IN HETEROCHROMATIN FORMATTING
The role of repetitive elements as genomic synonyms in heterochromatin formatting poses an apparent paradox.
How do conserved proteins involved in establishing heterochromatin recognise distinct DNA sequences ? Part of the answer appears to be that initial repeat recognition is accomplished by means of cognate RNAs rather than by proteins (Jenuwein, 2002) . It has long been known that fungi can detect genomic repetitions independently of sequence content and specifically methylate repeated sequences (Selker, 1990) . Similar methylated repeats were discovered in transgenic plants and connected mechanistically to the presence of complementary RNA (Hamilton & Baulcombe, 1999; Mette et al., 2000) . DNA methylation is a step in the formation of transcriptionally inactive heterochromatin from transcriptionally active euchromatin (Bird, 2002) . These observations were some of the first indications of RNA-directed inactivation, or RNAi (Matzke, Matzke & Kooter, 2001) .
The role of RNAi in repeat-directed heterochromatin formation has been confirmed by genetic studies in the fission yeast Schizosaccharomyces pombe. Mutants in the dcr, RdRp, and ago loci defective in the RNAi RNA-processing and silencing machinery display aberrations in heterochromatin formation and accumulate double-stranded transcripts from the tandem array repeats flanking the centromeres (Volpe et al., 2002) . In wild-type S. pombe cells, a majority of short RNA fragments characteristic of RNAi correspond to pericentromeric repeat sequences (Reinhart & Bartel, 2002) . Thus, it appeared there might be a mechanistic link between RNAi and chromatin formatting by repetitive sequences.
Taking advantage of the ability to manipulate the yeast genome, the RNAi -repeat-formatting hypothesis was tested by inserting a reporter locus into pericentromeric heterochromatin arrays. In wild-type cells, the inserted reporter is not expressed, but expression is derepressed in the dcr, RdRp, and ago mutants (Volpe et al., 2002) . Thus, RNAi is required to establish inactive heterochromatin around centromeres. In a complementary experiment, a centromere-related CenH element was inserted in a normally euchromatic region. Ectopically, CenH silenced a linked reporter and induced histone modifications characteristic of heterochromatin . Introduction of dcr, RdRp, and ago mutations eliminated the silencing. Thus, RNA recognition of repeats can lead to heterochromatin formatting in a manner that has yet to be determined. RNAi is necessary for centromere function in S. pombe (Volpe et al., 2003) . A broad range of observations in plant and animal systems indicate that the RNAi-repetitive DNA-heterochromatin connection is widespread among eukaryotes (summarised in Dawe, 2003 ; Martienssen, 2003, and in Verdel et al., 2004) , as recently confirmed in Drosophila melanogaster (Pal-Bhadra et al., 2004) .
X. TAXONOMICALLY RESTRICTED GENOME SYSTEM ARCHITECTURE
The view of the genome advocated here as a hierarchically organised data storage system formatted by repetitive DNA sequence elements implies that each organism has a genome system architecture, in the same way that each computer data storage system has a characteristic architecture. In the computer example, architecture depends upon the operating system and hardware that are used, not upon the content of each data file. Macintoshf, Windowsf and Unixf machines can all display the same images and text files, even though the data retrieval paths are operationally quite distinct. Similarly, many protein and RNA sequences (data files) are conserved through evolution, but different taxa organise and format their genomes in quite different ways for replication, transmission and expression. An overall system architecture is required since these processes must be coordinated so that they operate without mutual interference. DNA segments must be in the right place at the right time for function. Chromatin formatting for large-scale organisation of transcription and replication domains is well documented ( Jenuwein & Allis, 2001 , and other articles in the same issue ; van , and we are learning about higher levels of spatio-temporal organisation of transcription and replication into 'factory ' zones (Rui, 1999 ; Sawitzke & Austin, 2001 ; Bentley, 2002) .
One clear example of taxonomically-specific genome system architectures involves the different signals used for basic transcription in bacteria and archaea, organisms sharing many coding sequences that are formatted completely differently for transcription. These include, notably, the heat-shock hsp70 locus encoding a group of three orthologous chaperone proteins (Macario et al., 1999) . Another example of differential transcription formatting concerns catabolite repression. The generic signal marking catabolite-repressed sequences in Escherichia coli (the CRP palindromic binding site for the CRP-cAMP complex in Fig. 1 ) is completely different from its genomic synonym in Bacillus subtilis (CRE element recognised by the catabolite control protein CcpA ; Miwa et al., 2000) . While both E. coli and B. subtilis use orthologous transport systems to monitor external glucose, independently evolved molecular signal transduction paths connect them to the catabolite repression signals in the genome.
An aspect of genome system architecture that deserves special discussion is distribution of dispersed and clustered repetitive DNA elements along the chromosomes. Table 3 shows how these elements are rich in signals affecting transcription, RNA processing, chromatin organisation, and attachment of the DNA to the nuclear matrix. We know that the genomic locations of these repeats have significant effects on function. There is a vast literature on multiple phenotypic changes caused by transposable element insertions, even outside well-defined genetic loci (Shapiro, 1983 ; Craig et al., 2002) , and by the phenomenon known as ' position effect variegation ' (PEV) (Spofford, 1976 ; Henikoff, 1996; Wakimoto, 1998) . PEV is observed when heterochromatic blocks of clustered repeats inhibit expression of adjacent genetic loci. PEV effects occur over megabase distances. PEV thus constitutes a clear demonstration that the repeat content of each genome is an important aspect of system architecture.
It is important to note here the little known fact that phenotypic effects of heterochromatin are not necessarily limited to adjacent genetic loci. The strength of heterochromatic silencing on the three large D. melanogaster chromosomes is sensitive to the total nuclear content of heterochromatin carried on the Y chromosome (see Table  1 ). Increase in Y chromosome dosage (XYY males) suppresses PEV silencing, while reduction in the number of Y chromosome repeats (XO males) enhances PEV silencing (Spofford, 1976; Dimitri & Pisano, 1989) . Changing dosage of repetitive DNA encoding ribosomal RNA in the nucleolar organiser (NO) region had similar effects (Spofford & DeSalle, 1991) . We now understand these inter-chromosomal effects on developmental coding sequence expression to result from titration of heterochromatin-specific proteins in the nucleus (Henikoff, 1996 ; Schotta et al., 2003) . Consequently, the sizes of repeat sequence arrays are not neutral. Indeed, expansion and contraction of major heterochromatic blocks may serve as higher-level ' tuning forks ' for developmental processes in the same way that VNTR expansion and contraction regulate single locus expression (Kashi, King & Doller, 1997 ; Trifonov, 1999) . Comparable trans effects on aspects of genome functioning have been observed with B chromosomes in maize (Carlson, 1978) .
The architectural role of dispersed repeats agrees with the conservation detected in the positions and orientations of shared repetitive elements (Silva et al., 2003; Zhu et al., 2003) . The observations on conserved repeats suggest that high numbers of 'framework elements ' may be retained in disparate mammalian genomes, with more derived subfamilies of LINEs, SINEs, and LTR elements being restricted to particular families and genera. Moreover, genome analysis is beginning to provide evidence of functional roles related to imprinting for evolutionarily 'recent' LINE element insertions. Nonorthologous LINE-1 elements are similarly positioned asymmetrically in the X-inactivation centres of human, mouse, and cow (Chureau et al., 2002) , and L1 elements are significantly associated with monoallelically expressed loci in both human and mouse genomes .
From a perspective postulating that changes in repetitive elements may be important events in establishing specific new genome architectures, it is significant to note that repetitive DNA can be far more taxonomically discriminating than coding sequences. For example, each order of mammals has its own characteristic set of SINE elements (Weiner, Deininger & Efstratiadis, 1986; Sternberg & Shapiro, in press ). Since these highly iterated SINEs are independently derived from cellular sequences, such as different tRNA or 7S RNA sequences, it is clear that taxonomic diversification among mammals involved many thousands of independent SINE amplification and insertion events. Similarly, plant species can be discriminated by their pericentromeric repeats (Table 3 ). The related nematode species C. elegans and C. briggsae have genomes composed, respectively, of 16.5 % and 22.4% repeat DNA, but any one of the ten major repeat elements from either species is not found in the other (Stein et al., 2003) . Sibling species of Drosophila often share both morphology and protein polymorphisms, but they can still be can be identified because they contain different simple sequence satellite DNAs as well as different abundances of particular transposable elements (Dowsett, 1983; Bachmann & Sperlich, 1993 ; Miller et al., 2000) . Operationally, it is much easier to identify the species of origin of a DNA, cell culture, or tissue sample by examining repetitive DNA than coding or unique sequences, and this principle of using repeats for identification is applied within species for forensic DNA analysis ( Jeffreys et al., 1993) .
Another frequently ignored feature of genome system architecture associated with repeat elements is overall genome size (Cavalier-Smith, 1985) . In plants, genome size correlates with an increase in repetitive DNA abundance (Table 1) . Plant molecular geneticists have suggested that the total length of each genome is an important functional characteristic, which influences replication time, a characteristic that correlates with the length of the life cycle (Bennett, 1998 ; Bennetzen, 2000; Petrov, 2001; Vinogradov, 2003) . It makes sense that amplification of mobile genetic elements is an efficient method of altering total DNA content in the genome. Similarly, distance between regulatory and coding sequences may be an important control parameter (Zuckerandl, 2002) .
XI. DISCUSSION
(1 ) Genome system architecture and evolution
The concept of genome system architectures formatted by repetitive DNA extends the range of conceivable changes that confer adaptive benefits or reproductive isolation. This idea obliges us to consider the effects of altering repetitive components of the genome as well as unique coding and regulatory sequences. Classical evolutionary theory assumes that phenotypic variation involves alteration of individual gene products due to changes in coding sequences. We now know this view is too restricted in two ways. First of all, protein structure can change without altering the coding sequences themselves through rearrangement of exons or via alteration of splicing patterns. Formation of new exon combinations by segmental duplications represents one class of such changes (Eichler, 2001) , and insertion of repetitive elements into introns to alter splicing patterns is another (Nekrutenko & Li, 2001) . Segmental duplications, insertion of repetitive elements, exon shuffling (Moran, DeBerardinis & Kazazian, 1999) as well as major chromosome rearrangements (Gray, 2000 ; Bailey, Liu & Ecihler, 2003) are all processes mediated by dispersed repetitive elements.
The second way that the classical view is unnecessarily restricted is in constraining adaptive variation to changes in an organism's repertoire of protein and RNA. Changes in regulatory formatting of conserved coding sequences can alter developmental patterns and lead to new traits using the same repertoire of proteins and RNAs (Britten & Davidson, 1971) . The Drosophila literature is replete with examples of major morphological changes caused by alterations in repetitive elements.
Examination of genomic sequences indicates that rearrangement of repetitive elements has played a significant role in adaptive evolution and multicellular development. In Table 3 we noted the use of a VNTR element to format ontogenetic silencing of the Polycomb response element (PRE) in the Ultrabithorax region (Hodgson, Argiropoulis & Brock, 2001) . A search of the human genome reveals many examples of regulatory regions evolved from repetitive elements (Britten, 1996 ; Brosius, 1999 ; Jordan et al., 2003) . These conclusions from genome scanning agree with detailed molecular genetic analyses that demonstrate the participation of repetitive elements in regulation of coding sequence expression (e.g. Mozer & Benzer, 1994 ; Song, Sui & Garen, 2004) . Moreover, as we have seen, changes in repetitive DNA affect chromatin formatting and nuclear organisation and thus have consequences for developmental expression of large chromosomal regions.
The genome system architecture perspective predicts a major role for evolutionary diversification by alterations in repetitive DNA that alter genome transmission without affecting phenotype. This is just what we find in groups of closely related and sibling species, which may display no detectable morphological, physiological or adaptive differences. In the Cyclops group of copepods, large heterochromatic blocks have different chromosomal locations in each species and undergo distinct patterns of excision during early somatic development (Beermann, 1977; Wyngaard & Gregory, 2001) .
Changes in centromeric repeats constitute another situation where repetitive DNA variations may alter chromosome transmission but not organismal phenotypes. In some cases, such as the Indian Muntjac deer, we know that germ line incompatibility with the parental species resulted from genome restructuring. The Muntiacus muntjak deer ancestor underwent one or more Robertsonian fusions of centromeric heterochromatin that reduced chromosome numbers and cause abnormal pairing and non-disjunction at meiosis in hybrids with sibling SE Asian deer species (Fontana & Rubini, 1990; He & Brinkley, 1996) .
Since major changes in control of genome maintenance and transmission can occur by altering repetitive sequences that format these processes, such alterations can lead to reproductive isolation and set the stage for subsequent phylogenetically-restricted changes in phenotype. In other words, we suggest that major evolutionary events can initiate within the repetitive sector of the genome. They do not have to follow changes in the coding sector. The importance of repetitive elements as major actors in evolutionary diversification has been expounded most forcefully by Dover's concept of ' molecular drive ' (Dover, 1982) . Importantly, however, we disagree with his viewing changes in repetitive DNA as functionally neutral. Indeed, we argue that functionality is precisely what makes repetitive elements powerful agents of taxonomic separation.
(2 ) A more integrative view of the genome It is commonly accepted that the major information in genomes consists of coding sequences determining protein and RNA molecules. The importance of regulatory signals has also been widely recognised, and searches for phylogenetically conserved non-coding sequences constitute an active subfield of genomics. Nonetheless, the conceptual significance of these 'non-coding ' components of the genome has largely gone unnoticed, with the result that acceptance of the 'selfish DNA ' hypothesis is rarely challenged.
As we enter the era of 'systems biology ' (Kitano, 2002) , it is useful to recall that a system is more than a collection of components. Those components need to integrate functionally so they can accomplish systemic tasks requiring cooperative action. One way to state our argument is to say that repetitive DNA elements provide the physical basis within the genome for functional integration. As Britten and Davidson (1969, 1971) realized, dispersed regulatory sites connect unlinked coding sequences into coordinately controlled subsystems. Similarly, replication and genome transmission processes are organised by generic signals that determine origins, telomeres, centromeres and other nucleoprotein complexes involved in genome maintenance. Signals for formatting and delineating various chromatin domains provide a higher level of organisation for both transcription and replication, and distributed sites for attachment to cellular or nuclear structures provide a dynamic overall physical organisation of the genome that we are just beginning to comprehend.
A second consequence of an integrative view of repetitive genome components will be to focus attention on their importance in evolution. There has been growing recognition of the role of mobile elements as agents of DNA restructuring (summarised in Shapiro, a, b, 2002a , but less consideration about questions of how repetitive elements come to be distributed as they are. Analysis of individual genomes indicates that there have been episodes of expansion by particular subfamilies of SINE elements (International Human Genome Consortium, 2001 ; Mouse Genome Sequencing Consortium, 2002) . These episodes probably indicate periods of rapid evolutionary change and may help clarify the punctuated nature of the evolutionary record. It may also prove worthwhile to search for cases where changes in repetitive elements have been the major engine of speciation, as appears to be the case in copepods and Muntjac deer.
( 3) Repetitive DNA and the computational metaphor for the genome We report only a small portion of the growing literature on the functional roles of repetitive DNA elements. The trend is clearly towards discovering greater specificity, pattern and significance in the surprisingly abundant repeat fraction of genomes. As we increasingly apply computational metaphors to cellular function, we expect that a deeper understanding of repetitive elements, the integrative fraction of cellular DNA, will reveal novel aspects of the logical architecture inherent to genome organisation.
The electronic computation metaphor can only be applied so far to cellular information processing. The former is a digitized process based on binary coding and Turing machine principles (http://www.abelard.org/turpap/turpap.htm), while the latter is a poorly-understood analog process based on molecular stereospecificity and templating as well as on sequence encoding. In the case of repetitive DNA, we encounter limitations to the metaphor because this genomic fraction has aspects of both software and hardware. Repetitive DNA acts like software insofar as it is encoded in the DNA sequence and is utilised by the cell many times to carry out defined routines, such as heterochromatin condensation. Like software, repetitive DNA can control operations involving different unique data files. On the other hand, repetitive DNA also forms part of essential cellular machinery, such as the mitotic apparatus. When DNA serves as a physical substrate facilitating protein aggregation during nucleoprotein complex formation in transcription, recombination and chromosome packaging, it operates as hardware.
The fact that simple distinctions between software and hardware do not readily apply to the informatics of repetitive DNA holds an important and encouraging lesson. In the era of biocomputing and systems biology, our study of cellular information processing promises to revolutionise not only the life sciences but also the information sciences. We can anticipate learning powerful new computational paradigms as we come to understand how cells use myriad molecular components to regulate millions of biochemical events that occur every minute of every cell cycle. Indeed, we may come one day to regard erstwhile ' junk DNA ' as an integral part of cellular control regimes that can truly be called ' expert. '
XII. CONCLUSIONS
(1) DNA is a data storage medium, and genomes function as computational information organelles.
(2) Proper access to coding sequence data files and reliable genome replication and transmission to progeny cells require that there be generic repetitive signals to format the DNA for interaction with cellular hardware. Repeat signal formatting is also necessary for genome packaging, repair and restructuring.
(3) Generic repetitive signals are distinct from the genes envisioned by conventional theory and require us to employ informatic metaphors in conceptualizing fundamental principles of genome organization. Repetitive DNA elements provide the physical basis for integrating different regions of the genome and for coordinating interdependent aspects of genome function (e.g. packaging, expression and transmission).
(4) Cooperative interactions between repeated DNA elements and iterated protein domains are essential to the formation of nucleoprotein complexes that carry out basic genome operations. The cooperative nature of molecular interactions in cellular information processing provides a second fundamental reason why repetitive DNA elements are essential to genome function.
(5) There is extensive documentation in the molecular genetic literature (some of it tabulated here) that all structural varieties of repetitive DNA play significant roles in one or more categories of genomic tasks. More complex repetitive DNA elements, such as retrotransposons, carry integrated sets of signals influencing multiple functions. Evolutionarily independent elements can serve as 'genome synonyms ' to provide similar functional formatting in different species.
(6) The distribution of repetitive signals confers a characteristic genome system architecture independent of coding sequence content. Different genome system architectures can have distinct transmission and expression properties even with the same coding sequences. Meaningful evolutionary change can take place in the repetitive component of the genome without altering coding sequences.
(7) Recognition by repeat-derived small interfering siRNA molecules provides a mechanistic basis for analogous chromatin formatting by repetitive arrays with different sequence contents.
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