Abstract. Estimates of a seasonal index in the standard manner (from a moving average) introduce systematic error into the seasonal estimates if a trend is present. This paper shows that a logarithmic modification of the standard moving average procedure will cause it to be consistent with a trend and is an efficient alternative. This paper also compares several other efficient seasonal indexing procedures appropriate for routine business applications and shows some numerical results. The results indicate that it is possible to achieve an improvement in the precision of the seasonal index, in the seasonally adjusted data and in forecasts based upon this data, by considering logarithmic alternatives to standard seasonal indexing procedures. This improvement may be accomplished without a substantial increase in complexity or in the associated computational burden. The opportunities for improvement are shown to be greatest when the data contain substantial trend and seasonal aspects and when the trend has a percentage form. Some suggestions for forecasters are offered.
Introduction
Seasonality is frequently an important element in forecasting for basic decision processes in business regarding production, inventory control, personnel, marketing and finance. It is common to deseasonalize the data before applying forecasting methods and then to reseasonalize the forecasts. Accuracy in a seasonal index can be very important in some applications. Errors in measuring the seasonal pattern translate into errors in forecasts and decisions made on the basis of those forecasts. Business forecasting applications often require highly efficient methods in order to handle very large numbers of inventory items and frequent updates. For example, a supermarket may have over 10,000 items with different product codes. The differences in methods are particularly important when there is a substantial trend and a substantial seasonal effect, as is common in business applications, and when a short data series is used, also common in business applications. Forecasters in business applications are typically reluctant to use more than 2 or 3 years of historical data, fearing that demand is changing too quickly for older data to be relevant. Both a short data series and a need for highly efficient methods (for large numbers of items) limit the use of complex procedures, such as seasonal ARIMA models, Census decomposition and nonlinear programming models. Complex procedures present additional difficulties when a forecaster is asked to explain the methods used.
Gardner (1986) noted that "Depending on customer service objectives, safety stocks are typically set in the range of two to three times the mean absolute deviation (MAD) of the forecast errors. If we think about the MAD in dollar terms, for every dollar it is reduced, safety stocks are automatically reduced by two to three dollars. That is, it takes less safety stock to maintain the same level of customer service." Wemmerlov (1989) commented that "The existence of forecast errors radically affects the behavior of the lot-sizing procedures... For example, forecast errors not only lead to stockouts, they also induce larger inventories."
In situations in which an accurate seasonal index is required for business applications there are advantages in considering alternatives to the most commonly used seasonal index procedures. Currently, if a seasonal index is needed for business applications, it is ordinarily obtained by sequentially separating trend and seasonal components of the time series. The most popular and standard way to do this is by first estimating the seasonal effect from a ratio of data to a centered moving average (CMA). This procedure is sometimes referred to as classical decomposition and is also the basis for the seasonal adjustment procedure of the US Census Bureau, referred to as Census II and experimental variations (X-11, X-12). For a discussion of this procedure see, for example, Makridakis et al. (1998, p. 109) or the latest Census Bureau reference manual (1999) . An earlier paper (Ittig, 1997) showed that estimates of seasonals from a centered moving average introduce systematic error into the seasonal estimates if a trend is present. The standard procedure is only a heuristic and is not consistent with a trend. An alternate procedure that is sometimes used (for example, in the Minitab statistics package) is to first estimate a linear trend from the raw data and then de-trend the data. It is currently not well known that both of these methods introduce systematic error into the seasonal estimates if a trend is present and they incorrectly separate trend and seasonal influences, as will be discussed subsequently. The earlier paper (Ittig, 1997 ) also presented a method based upon a logarithmic regression that is often superior, has a theoretical justification, and simultaneously separates trend and seasonal influences while smoothing noise. It was further shown in that paper that errors in the seasonal index will propagate through to forecasts that are based upon seasonally adjusted data, even if the trend is correctly estimated. Of course, it is more difficult to accurately project the trend with bad seasonals.
It is relatively well known that a logarithmic transformation will sometimes aid forecasting. A few forecasters are aware that a seasonal index may be calculated from logged data (data that has been subjected to a logarithmic transformation). However, it is not generally known that a centered moving average applied to logged data allows the calculation of a seasonal index that is consistent with a trend. The existing forecasting literature does not describe this important property and as a consequence this approach is not popular. This property of a centered moving average of the logged data is presented and explored in this paper. An implementation procedure is presented that permits a seasonal index to be obtained in a simple manner that is related to the Ittig (1997) procedure, but a comparison of the two procedures displays a compromise between tracking and smoothing characteristics that is related to familiar issues in other areas of forecasting.
Note on Census Decomposition
A ratio of data to a centered moving average (CMA) is the basis for the seasonal adjustment procedure originally developed by the US Census Bureau, referred to as Census II and variations. The procedure contains adjustments that seek to separate the seasonal effect from the business cycle as well as the trend. The procedure is computationally intensive and difficult to understand, but is relatively popular with economists and is used to produce seasonally adjusted versions of some US Government data series. As with the standard CMA procedure, seasonals are not produced for the latest half-year as a consequence of computing centered annual moving averages. Recent versions of the Census method attempt to fix this defect by projecting the missing numbers using an ARIMA procedure.
Another disadvantage of the Census procedure is that it has become increasingly complex and more obscure as it has aged. Hylleberg & Pagan (1997, p. 329) commented that "Unfortunately, the way in which the separation of factors is accomplished has become increasingly a 'black box' and this lack of transparency has raised doubts about the procedure whenever odd movements in the series have been encountered." ARIMA models share this lack of transparency. Recent versions of the Census method have also added an option to calculate the seasonals from logged data.
Decomposition models
In business forecasting it is common to view the data as a product of several components, including a multiplicative seasonal component, as shown in equation (1) . The form shown is that of Makridakis, Wheelwright & Hyndman (1998, p.106) where the sales or demand data are Y, the seasonal component is S, the trend is T and the noise or random element is E, all at time period t. The multiplicative seasonal index S is percentage based and is defined to average 1.0 (or 100%). As noted by Makridakis and Wheelwright (1989, p.96) , "practically all series in the economic and business domains consist of seasonality and cycle, which are proportional to the trend, and hence the multiplicative model is appropriate." In this paper, a multiplicative decomposition model is used, as in equation (1). This is also the model assumed in using the standard seasonal index from a centered moving average, which produces a multiplicative seasonal index.
If the trend is linear with slope B and Y-intercept A, then T t = A + B * t, and the data may be represented as shown below. Gardner (1987, p.175) noted that "A linear trend is the most popular assumption in practice."
If the trend has a percentage form, rather than a linear form, then it may be represented by an exponential expression of the form, T t = P * (1 + i) t , where the parameter i is the growth rate and P is a constant. The combined decomposition model is shown as equation (3) . This is the model used to obtain a seasonal index from a simultaneous decomposition in the Ittig (1997) paper.
An additive decomposition model, as shown in equation (4), is sometimes used by statisticians, but is not popular in business applications. The Ittig (1997) procedure has the effect of converting the multiplicative form of (1) to the additive form of (4) by the use of logarithms.
Intel Example
In order to demonstrate that significant differences may arise from different methods of seasonal adjustment in a business application, an example is shown below for the Intel Corporation. Intel (INTC) is a large manufacturer of semiconductors. Quarterly revenues for Intel are shown in Table 1 for a four-year period (1996) (1997) (1998) (1999) . A seasonal index was generated from the first three years of data (1996-1998) and this was used to forecast revenues for each quarter of the fourth year (1999). Seasonals from several methods are shown in Table 2 for the first three years of data together with the percentage differences in comparison with the Logarithmic Regression procedure. The methods used are the Simultaneous (Logarithmic Regression) method from Ittig (1997) , the standard procedure from a Centered Moving Average (Standard CMA) and a Logarithmic Centered Moving Average procedure (Log CMA) that will be described subsequently. The formulas for the Logarithmic Regression procedure are shown in the appendix. Note that the differences are substantial for some periods, as large as about 2%. Differences may be even larger in a situation in which there are particularly small seasonal values for some periods. The differences in the seasonal index influence forecasts based upon these seasonals. To demonstrate this, forecasts were calculated for the fourth year from seasonally adjusted data for the first three years. The forecasting method used is a simple extrapolation of the trend from linear regression, based upon seasonally adjusted data. The forecasts were then reseasonalized in a conventional manner. Forecasts and forecast accuracy are shown in Table 3 using the correct revenues for the fourth year. This is true forecast accuracy. The differences are significant for some periods, as large as about 2% or about $120 million. The difference in the errors generally favors the logarithmic procedures. It may be shown that the Log Regression method also provides the best accuracy of fit to the historical data set. One issue relates to whether the differences in methods are sufficiently great to be of interest even though the average errors of Standard CMA procedure are proportionately much larger than those of the logarithmic procedures. If differences of this scale do not matter to the user, then an argument might be made for using familiar procedures even though some accuracy is being discarded. Another issue concerns accuracy for particular periods, regardless of the average accuracy indicated by MAPE. Accuracy is particularly important for periods with a seasonal value of less than one, since an error of .01 in such a value will produce an error of more than 1% in seasonally adjusted sales. This is because the adjustment procedure involves dividing by the seasonal index. The smaller the true seasonal value, the greater the magnification of errors in the seasonal value when adjusted sales are computed. Additional issues concern performance in smoothing noise and in tracking changing trend/seasonal components. A combination of these effects may produce significant differences in the seasonal index from different methods and in the resulting forecasts, as is seen in the Intel example. 
A Modified Method From a Centered Moving Average
As described earlier, it is not generally known that a centered moving average applied to logged data (data that has been subjected to a logarithmic transformation) allows the calculation of a seasonal index that is consistent with a trend. The existing forecasting literature is silent on this important point, which is demonstrated below. It is also not generally known that estimates of a seasonal index in the standard manner (from a centered moving average of the raw data) introduce systematic error into the seasonal estimates if a trend is present. However, that point is discussed in another paper (Ittig, 1997) . The effect of using logged data in a modified CMA procedure is similar to multiple runs of the simultaneous regression based procedure for a very small data set, but without the use of regression. This modification is consistent with a multiplicative seasonal and a multiplicative trend, as in the regression based procedure. The modified procedure is convenient and is very similar to the standard method. The procedure permits the calculation of a seasonal index without the use of regression and the procedure has a sound theoretical basis, while the standard CMA procedure does not. This procedure will provide better tracking of changes in seasonal and trend effects than the Logarithmic Regression method, but weaker smoothing of noise (as will be seen subsequently). This procedure is referred to subsequently as the Log CMA procedure. The modified procedure involves the following steps: i) Calculate centered moving averages for the logarithms of the sales data rather than for the raw data. ii) Calculate the difference or deviation between the logarithm data and the centered moving averages of the logarithms. This step is similar to the conventional calculation of ratios of data to centered moving averages to obtain preliminary seasonals. iii) Smooth the differences for each quarter by averaging these. This step is similar to the smoothing of preliminary ratios in the standard method. iv) Exponentiate (raise to the power of e, the Naperian base) the smooth deviations for each season. This step produces a preliminary seasonal index, which is proportional to the final seasonal index. v) Normalize the seasonal index to cause the values to average 1.0 to obtain the final seasonal index in the same manner as in the standard method.
For quarterly data the seasonals should have a sum of 4.0. The modified procedure is demonstrated in Table 4 for three years of quarterly data. Note that, as with the standard method, 3 years of data produce only 2 sets of seasonal estimates. 
Origin of parameter estimates for log CMA method
This section demonstrates that the Log CMA method is consistent with a percentage trend and develops the formulas for the seasonal estimates. Both the Log CMA method and the Log Regression method are based upon a model of the data that assumes that the trend and seasonal relationships are both multiplicative or percentage based and may be expressed as shown below, where Sj is the seasonal index and i is the average rate of growth or decline in Sales per period. The parameter P is a constant and t is a time index. If the data consist of quarters, then j runs from 1 to 4.
The logarithmic form of (5) is given below in equation (6) .
log (Sales) = log (P) + t * log(1 + i) + log (S j )
It is easy to show that the first annual moving average, MA 1 , of the terms in equation (6) is as below for quarterly data.
Thus, an annual moving average centered at time t, CMA(t), may be expressed as:
The difference or deviation between the logarithm data (6) and the centered moving averages for the same time period (8) may be expressed by subtracting equation (8) from equation (6), as shown below.
If the differences or deviations in expression (9) are raised to the power of e, the Naperian base, the resulting expression is given below (10). This corresponds to step iv) in the procedure for the Log CMA seasonals.
The denominator in equation (10) is the geometric mean of the seasonals. Since the same factor is applied to the denominator of each term, it is removed when the seasonals are normalized in the last step of the procedure.
The equations shown are for quarterly data. More generally, if there are L periods in a year or cycle (e.g., 12 months), then there are L seasonals in equations (5) and (6), and the fraction in equations (7), (8), (9) and the power in equation (10) should be 1/L rather than 1/4.
Comparisons Without Noise
The performance of a seasonal indexing procedure depends upon several factors including the scale and shape of the trend, the scale of the seasonal effect, the level of noise in the data set, the length of the data series and the stability of the trend and seasonal effects. The interaction of these factors is complex. In order to explore aspects of the problem, a seasonal index was calculated from several different methods from constructed test data sets. The first cases are tests on data with no noise. Note that tests without noise favor CMA based procedures since these procedures provide only weak smoothing of noise and do not smooth noise at all when only two years of data are available. Data sets of varying lengths with both large and moderate trend/seasonal components are treated. In all of the tables for this section the errors reflect only systematic errors in the method of seasonal adjustment, since no noise is present in the data and the trend/seasonal pattern is stable. The data for the first case were constructed from a linear trend that increments by 20 units per period (from a base of 100), and from a multiplicative seasonal effect that has values of 1.8, 1.1, 1.0, 0.1 for the four quarters. The correct trend line is: Yt = 80+20*t. This data set is taken from the linear test case used in Ittig (1997) . This data set contains large seasonal and trend components and represents a difficult test for a seasonal indexing procedure. The resulting seasonals and an error calculation are shown in Tables 5, 6 and 7 . The errors are reported as Mean Absolute Percentage Errors (MAPE) measured from the true known seasonals. In addition to the methods used previously, results are also shown for a de-trend procedure in Table 5 . The Standard CMA and de-trend procedures both attempt to sequentially separate trend and seasonal effects and introduce systematic error into the estimates of the seasonals. The systematic error from the Standard CMA procedure was discussed in Ittig (1997) . The systematic error from a de-trend procedure arises from fitting a regression line to the raw data and thereby incorrectly treating the seasonal effect as noise. Table 7 shows the errors resulting from extending the data set from 2 to 6 years in length. Note that the procedures based upon a centered moving average gradually improve with more data, in the absence of noise, due to the averaging of subsequent estimates, while the Logarithmic Regression procedure does not improve. Also, note that the only reason that there is any error at all for the logarithmic procedures in this case is that a linear trend is present in the test data rather than the percentage (multiplicative) trend assumed by the logarithmic methods, as shown in equation (3) . If the trend were percentage based rather than linear, the logarithmic procedures would track the seasonals perfectly, as is shown in Table 7 . For Table 7 the trend was set to 20% rather than 20 units. Note that with a percentage trend the standard seasonals are not improved by averaging over more years of data in this case. One advantage of the Logarithmic Regression procedure is that it allows for standard statistical tests, as may be seen in the results in the appendix Table A1 . The large trend/seasonal case shows that systematic error alone in the standard CMA procedure contributes about 2 to 4 percent to average errors in the seasonals. The errors are sensitive to the size of the trend and seasonal effects. This may be seen in the next case (Tables 8-10 ) where a data set was used with more moderate seasonal and trend components. The trend was set to 5 units per period (from a base of 100) and the seasonals were changed to more moderate values of 1.3, 1.0, 0.9, 0.8, as may be found in retailing applications. The correct trend line is Yt = 95+5*t. Once again, if the trend was percentage based rather than linear, the logarithmic procedures would track the seasonals perfectly, as is shown in Table 10. For Table 10 the trend was set to 5% rather than 5 units and the moderate seasonals were used (1.3, 1.0, 0.9, 0.8). There is still no noise present in the data. The moderate trend/seasonal case shows that systematic error alone in the standard CMA procedure contributes about a quarter to a third of one percent to average errors in the seasonals.
Note that with a large linear trend in Table 6 , there is a small, but noticeable, increase in the errors for the Logarithmic Regression method as more years of data are added, although the table shows that the Logarithmic Regression method is still superior to the Standard CMA method for every time period. In Table 9 , with a smaller linear trend, this effect is not apparent but still present. This effect is due to the cumulative error associated with the difference between the linear trend in the data and the assumed percentage trend in the Logarithmic Regression procedure. For this reason, and because the trend and seasonal effects may change over time, there may be advantages in applying the Logarithmic Regression procedure to only a portion of the data at one time. The choice involves a tradeoff between smoothing and tracking that has parallels with the choice of the length of a moving average or the choice of a smoothing parameter in exponential smoothing. The Log CMA procedure has a similar effect to multiple runs of the Log Regression procedure for a very small data set. 
Tests With Simulated Noisy Data
In order to test the performance of seasonal indexing procedures on noisy data, simulations were run to generate data with the same trend and seasonal characteristics as shown previously, but with an additional noise factor. A multiplicative noise factor was introduced (in the manner indicated by equations 2 and 3) by multiplying each data point by a random number from a Normal distribution with a mean of 1.0 and a 2% standard deviation (0.02). About two-thirds of the errors introduced in this manner should be less than 2%. Alternately, about half of the errors introduced should be less than 1.4% and half greater. The MAPE accuracy of the resulting seasonals is reported below in Table 11 for data with a large linear trend and seasonal. The data points for Table 11 are the same as those used to generate Tables 5 and 6 , with the addition of noise factors. Each entry in the table represents an average of 10 simulations. With a large linear trend the results show that the errors from the standard CMA procedure are about 1% to 1.5% worse than those for the logarithmic procedures, with the larger differences for shorter data sets. Table 12 shows the same information for data with a large percentage (multiplicative) trend rather than a linear trend. For the results in Table 12 , the trend was changed from 20 units to 20%. In this case, with a large percentage trend, the errors from the standard CMA procedure are much worse, about 3% to 3.5% worse than those for the logarithmic procedures, with the larger differences for longer data sets.
Note that the resulting seasonals from the logarithmic procedures are consistently better whether the trend is linear or percentage based. Also note that, in both Tables 11 and 12 the MAPE accuracy for the logarithmic regression gradually improves. This differs from the earlier demonstration with no noise (Table 6 ). In this case the superior smoothing of noise associated with regression overcomes a portion of the cumulative errors in the trend. In Table 11 , the CMA Log procedure is seen to be superior to the Log Regression procedure when more than 2 years of data are used due to superior tracking of the linear trend. The seasonals from the standard CMA procedure are much worse when the trend is percentage based, resulting in a more dramatic difference in Table 12. Table 12 also demonstrates the superior smoothing ability of the Log Regression method. 
Tests with moderate trend and seasonal effects plus noise
The errors in the standard CMA procedure are related to the magnitude of the trend and seasonal effects as well as the level of noise. Additional tests were run on data containing moderate trend and seasonal effects in order to demonstrate the scale of effects to be expected in such an application. The linear trend was reduced to 5 units per period (from a base of 100) and the seasonals were reduced to 1.3, 1.0, 0.9, 0.8, as may be found in retailing applications. The resulting test data were used previously. Again, noise was introduced by multiplying each data point by a random number from a Normal distribution with a mean of 1.0 and a 2% standard deviation (0.02). Each entry in Table 13 represents an average of 10 simulations. Note that the MAPE accuracy for the logarithmic regression gradually improves as the data are extended from 2 to 6 years. Once again, the superior smoothing of noise associated with regression overcomes a portion of the cumulative errors in the trend. The logarithmic regression procedure is seen to be superior to the both of the CMA based procedures for every time period in this case, due to superior smoothing capability, with a reduction of about one quarter percent in error. The Log CMA procedure provides only a small advantage over the standard CMA procedure in this circumstance (none at 2 years), though the advantage of the CMA Log procedure over the standard CMA procedure is seen to grow as more data points are added. Both of the CMA based methods fail to diminish noise when only 2 years of data are available. The Log Regression procedure provides some smoothing of noise if more than 5 quarters are available (one year plus one period). Table 14 shows the same information for data with a moderate percentage trend rather than a linear trend. For the results in Table 14 , the trend was changed from 5 units to 5%. Smoothing of noise in the CMA Log procedure is comparable to that of the standard CMA procedure and the accuracy of both methods are seen to improve as more data points are added. The advantage of the CMA Log procedure over the standard CMA procedure is seen to grow as more data points are added beyond 2 years due to superior tracking of the trend. The logarithmic regression procedure is again seen to be superior to the both of the CMA based procedures for every time period due to superior smoothing capability, with a reduction of about one quarter percent in error. Additional tests were run on data containing no trend and the moderate seasonal component. The trend was reduced to zero units per period (from a base of 100) and the moderate seasonals were used (1.3, 1.0, 0.9, 0.8). Again, noise was introduced by multiplying each data point by a random number from a Normal distribution with a mean of 1.0 and a 2% standard deviation (0.02). Each entry in the table represents an average of 10 simulations. The results are shown in Table 15 for 2 to 6 years of noisy data. The standard CMA procedure is consistent if there is no trend present in the data and might be expected to perform well in this test. The logarithmic procedures attempt to separate out a trend that does not exist in this data set. These tests demonstrate the ability of several methods to smooth noise in this situation.
Note that the simultaneous logarithmic regression procedure offers superior performance to the CMA procedures for every time period due to superior smoothing of noise. The difference is greatest (about one quarter percent) with two years of data. The performance of the Log CMA proce-dure is comparable to that of the standard CMA procedure in smoothing noise, and thus offers no significant advantage for a data set with no trend.
With no trend present in the noisy data, the trend term in the logarithmic regression procedure will generally be found to fail standard significance tests. In this case, conventional statistical practice would be to remove the trend term from the regression equation and to rerun the regression to force a zero trend. If this is done, the resulting seasonal index is improved a bit, as shown in Table 15 in the row entitled "Log Regression with NO Trend Term". The improvement is most noticeable with a very short data series where some patterns of noise may be misconstrued as indicating a trend. 
Conclusions
When a seasonal index is needed for business applications, particularly when a substantial trend is present in the data, it is possible to achieve better results in the precision of the seasonal index, in the seasonally adjusted data and in forecasts based upon this data, by considering alternatives to standard seasonal indexing procedures. The standard CMA seasonals represent a rule of thumb approximation that works best when there is no trend present and provides only weak smoothing of noise. When a trend is present and there are more than 2 years of data, the seasonals offered by the Log CMA method appear to generally provide a convenient and superior alternative to the standard CMA procedure. The method is no more difficult to use than the standard method when applied in spreadsheet software or statistical software. These seasonals also provide a seasonal index with a sound theoretical justification. A disadvantage of the Log CMA procedure is that the convenience gained by avoiding regression results in the loss of standard statistical tests and no better smoothing of noise than the standard CMA procedure. Both CMA methods provide weaker smoothing of noise than the Log Regression procedure. A further difference is that procedures based on a moving average provide no results for the latest half-year and no smoothing of noise at all unless more than two years of data are available. Both CMA procedures will track changes in trend and seasonal effects to some degree. The Log Regression procedure will work with less data, as little as one year plus one period, and provides efficient smoothing of noise. The logarithmic procedures provide substantially better results when the trend and seasonal components of the data are large and particularly when the trend has a percentage form.
Ultimately, the choice of a seasonal index depends upon the balancing of several matters. One issue relates to convenience versus precision. The standard seasonals from a centered moving average are convenient in that they are familiar, moderately intuitive and moderately accurate under some circumstances. However, the standard seasonals are obtained from a heuristic that introduces systematic error into the seasonal estimates when a trend is present and provides only weak smoothing of noise. The manipulation of logarithms is slightly less convenient than manipulation of the raw data. A moving average is probably more convenient than one or more regression runs. However, the availability of fast regression routines substantially diminishes the difficulty of using regression in business applications. For example, the "Trend", "Linest" and "Logest" functions in Excel allow for the convenient use of regression in spreadsheet applications. Additional issues concern performance in the tradeoff between the smoothing of noise and the tracking of changes in trend or seasonals for the data being examined. Generally, the Log Regression procedure will provide better smoothing of noise than sequential procedures but may not track changes in trend or seasonals as well unless the range is broken into segments. For a short data series, the Log Regression procedure appears to provide superior results. The Log CMA procedure represents a compromise between convenience, simultaneous decomposition and smoothing of noise.
Formulas for Logarithmic Regression Procedure
A simultaneous decomposition method was presented by Ittig (1997) . This seasonal index is based upon a logarithmic regression using seasonal indicators and assumes a percentage (multiplicative) trend. This seasonal index simultaneously separates trend and seasonal effects while reducing noise through the use of regression. The method models the trend and seasonal relationship as below. Sales = S j * P * (1 + i) In this model the I j are seasonal indicators (0 or 1), and t is a time index. The regression model has no constant (i.e. the constant is forced to be zero). A spreadsheet implementation of this procedure is shown in Table A1 . In the Excel spreadsheet it is possible to calculate the coefficients b j directly, without first calculating logarithms, by using the "LOGEST" spreadsheet function with the constant set to one. 
