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Abstract 
 
The brain is a very delicate, but sophisticated and complex organ of the body. During life, the brain 
grows and develops, matures, and then ages like all other organs of the body. This maturation and 
ageing comes with various physiological and anatomical changes which have an impact on the 
background activity of the brain. Brain activity can be recorded using various techniques including 
magnetoencephalography and magnetic resonance imaging, and these recordings combined with 
signal processing can be useful to characterise the changes in the brain that can be a result of the ageing 
process. By analysing various aspects of the brain, such as functional and effective connectivity, entropy 
and complexity, the state of the resting brain at different ages can be understood with greater detail. 
Furthermore, these analyses can be used to investigate the resting state brain networks that are present 
in the brain, as well as their topology. This information can be combined with network analysis 
techniques such as graph theory and used to understand the manner in which the brain both matures 
and ages. 
This research made use of two magnetoencephalogram (MEG) databases recorded from both males 
and females. The first, containing resting state MEGs (rMEGs) from 220 healthy volunteers (aged 7-84), 
was used as the main database in this thesis to investigate the effects of age on rMEG signals throughout 
life. The aim of this research was to make use of rMEG signals and signal processing techniques to 
determine the effects of healthy ageing on the brain throughout life. It was hypothesised that the effects 
of age are identifiable using advanced signal processing techniques. Thus, the effects of age on linear 
interactions, causality, synchronisation, information flow, entropy and complexity, were investigated 
in the 148 MEG channels lying over 5 brain regions (anterior, central, left lateral, posterior, and, right 
lateral) using multiple linear and non-linear analysis techniques (namely: Pearson’s correlation, 
coherence, Granger causality, phase slope index, rho index, transfer entropy, synchronisation 
likelihood, Lempel-Ziv complexity, permutation Lempel-Ziv complexity, permutation entropy, and, 
modified permutation entropy). Additionally, graph theory principles were used to evaluate different 
network components such as integration (global efficiency), segregation (clustering coefficient and 
modularity), centrality (betweenness), and resilience (strength and assortativity) so as to obtain an 
understanding of the construct of the resting brain network. Moreover, complex network analysis was 
also used to determine the overall network topology of the brain network and how this changed at 
different stages in life. Gender effects were also studied so as to identify if there were any significant 
differences between males and females at different stages of life. Results from these analyses showed 
that the healthy resting brain has low effective and functional connectivity, relatively low complexity 
and entropy, as well as no significant detectable direction of information flow. Therefore this showed 
that there is very little synchronous or simultaneously occurring information in the rMEG time series. 
Thus, during rest, the brain resembles a system in limbo/phase transition, with low effective and 
functional connectivity, relatively low complexity and entropy, and no significant detectable direction 
of information flow 
The second database used in this research project was obtained during a collaboration visit to the 
Cognitive and Computational Neuroscience laboratory at the Centre for Biomedical Technology- 
Universidad Politécnica de Madrid (CTB-UPM). This database was made up of rMEGs recorded from 
199 healthy volunteers (aged 60-80), and the focus of this additional set of analyses was to identify 
differences between the rMEG signals recorded from healthy individuals, those with subjective 
Elizabeth Shumbayawonda   
iii 
 
cognitive decline as well as those with mild cognitive impairment, with the hypothesis that the effects 
of cognitive decline (namely MCI) are identifiable using advanced signal processing techniques. The 
objective of this study was to use MEG data and non-linear complexity measures to identify the regions 
of the brain associated with cognitive decline. Similar to analyses performed using database 1, graph 
theory and complex network analyses were used to investigate the network structure of the resting 
brain for controls, and subjects with subjective cognitive decline and mild cognitive impairment. 
Results from these analyses showed that subjects with mild cognitive impairment had lower 
complexity scores than those with subjective cognitive decline in broadband analyses. Moreover, in the 
beta frequency band, controls and subjective cognitive decline subjects had significantly higher MEG 
complexity than subjects with mild cognitive impairment. A dual effect of hypo- and hyper-
connectivity associated with cognitive decline during analyses using Pearson’s correlation and Granger 
causality was identified, with synchronisation likelihood showing only a decrease associated with mild 
cognitive impairment. Gender effects were also investigated using this database, and it was found that 
significant differences were present between males and females with subjective cognitive decline.  
All in all, taking the novel findings from this thesis into account, this research project managed to 
highlight the effects of age, gender and cognitive decline on rMEG signals, and thus an extension to the 
description of what can be termed an ‘illustration of a physiological rhythm’ showing the evolution of 
different attributes of the healthy brain activity throughout life was presented. Moreover, in the long 
term, these results can be used to form a benchmark for healthy ageing which could be used to generate 
a fingerprint for healthy ageing. This fingerprint can then be used as part of the process of diagnosing 
pathology, or as a step towards pre-diagnosis of brain pathology. 
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CHAPTER 1: INTRODUCTION 
 
From the very first heartbeat, up until the very last, the body is subject to numerous changes that have 
evolved over time to equip and enable it to successfully adapt to the variables of life. The brain, like all 
organs in the body, is subject to change throughout life. Since the identification of the brain as the hub 
of intellectual activity, the coordination centre of all levels of (sub) conscious movements as well as the 
interpretation centre of nervous activity, there has been a need to understand this organ in more detail. 
Understanding the structure and function of the brain, as well as how they are affected by ageing, can 
lead to better interpretation of the effects of age on the anatomy and physiology of the brain. 
It is well known that the brain is made up of soft nervous tissue and is one of the largest organs in the 
human body. With the advancing in technology, neuroimaging machines can be used to record 
magnetoencephalograms detailing a patient’s magnetic brain activity, either at rest or during a task. By 
analysing this information further, insight into the functioning of the brain can be made. This 
information can then be used to analyse and explore various aspects, including the effects of ageing, 
disease, and trauma on the brain, as well as how these changes affect functional brain networks. 
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1.1 The human brain 
The human brain, which is the third heaviest organ of the body, is connected to the spinal cord, and 
together they make up the central nervous system. The brain coordinates most of the body’s activities 
by processing, integrating and organising information it receives from the sensory cells of the body. As 
it is very delicate, the brain is suspended in cerebral spinal fluid and is protected by the bones making 
up the skull. Moreover, additional protection is provided by the blood-brain-barrier which isolates the 
brain from the bloodstream (Orrison, 2008).  
The brains’ anatomy consists of many structures ranging in size from neuronal synapses to cerebral 
hemispheres. On average, the human brain has between 1013-1015 neurons which make up the grey 
(GM) and white (WM) matter (Sporns et al., 2005; Wedeen et al., 2011). The GM, which makes up the 
outer layer of the cerebral cortex, is made up of many nerves with unmyelinated axons. Due to its large 
surface area, the GM is folded to form sulci (fissures) and gyri (ridges) (Orrison, 2008), which enable it 
to fit in the skull. The WM makes up the core of the cerebral cortex, and is covered by the GM. WM, 
unlike GM, is made up of myelinated axons and is associated with the brains ability to learn and execute 
long range communication. As the brain is always working, even during sleep or in the absence of 
external inputs, it has a high metabolic consumption (Orrison, 2008). Thus, although the brain only 
makes up <5% of the total adult body weight, due to the large number of cells contained within it, it 
consumes up to a quarter of the daily energy required by the body (Clarke & Sokoloff, 1999; 
Mergenthaler et al., 2013).  
Like all other organs, the brain changes with age. Generally, these changes can be classified into two 
main stages: maturation which lasts on average three to four decades, and ageing which starts in the 
4th decade (Schafer et al., 2014). Studies have shown that maturation has a greater impact on the 
physiology of the brain, while the effects of ageing have a greater impact on the anatomy of the brain 
(Peters, 2005; Stam, 2005; Lebel et al., 2007; Lindenberger, 2014). It is common for the advancement of 
age to exhibit a decline in cognition, and for most healthy adults this does not develop into pathology. 
However, for some, a continued decline in cognitive ability results in the development of mild cognitive 
impairment (MCI), which is considered to be a precursor of Alzheimer’s disease (Lopez-Sanz et al., 
2017). Thus, evidently, despite being well protected the brain is still vulnerable to WM/GM damage 
which can arise from disorders (such as Alzheimer’s disease). Nevertheless, although individuals who 
have MCI exhibit greater cognitive decline, when compared to healthy individuals, their memory 
impairment is not significant enough to be classified as dementia (Lopez, 2015).  
Due to the location of the brain within the human body, as well as the amount of protection around it, 
the study of the functioning of this organ can be done non-invasively using the biological signals that 
it generates. Thus, the biomedical signals produced by the brains’ electromagnetic activity, as well as 
oxygen consumption can be used to deduce vital information pertaining to its function (Onaral, 2006). 
However, before these investigations can be performed, it is necessary to have a good understanding 
of the nature of these biomedical signals, as well as where they originate from within the body. 
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1.2 What is a biomedical signal?  
A biomedical signal is any signal which is produced by a living being and can be measured, monitored 
and recorded to extract information about the biological system being investigated (Onaral, 2006). 
Clearly, this is a very broad definition as biomedical signals originate from various biological sources 
such as electrical signals, impedance signals, acoustic signals, magnetic signals, mechanical signals, 
chemical signals, as well as optical signals (Onaral, 2006). Thus, due to the broadness of the biomedical 
signal definition, which is as a result of the vast biological sources they originate from, the definition of 
a biomedical signal is usually constrained within the confines of the analysis of interest.  
Defects, disorders, and disease can affect a biological system by causing alterations to the normal 
physiological process. These alterations usually lead to a pathological process which can affect the 
general well-being and performance of the system. A pathological process (pathology) is usually 
characterised by activity which deviates, in some form, from the corresponding regular and normal 
signals. Therefore, having a good understanding of the dynamics of the system under investigation 
enables easier understanding of any deviation of the state of the system from the norm. This task (of 
identification) is not very challenging when faced with a simple signal which manifests itself on the 
outer surface of the body, such as change in body temperature (Onaral, 2006). However, this becomes 
far less trivial when identifying changes in electrical or magnetic signals produced by the brain for 
instance, as the changes from the norm may be subtler, and do not manifest themselves on the exterior 
of the body. Nevertheless, despite the difficulty in identifying changes to the signal, biomedical signals 
can be measured using some form of sensor. However, due to the very small magnitude of some 
bioelectric signals, such as electrical and magnetic signals produced by the neurons of the brain, these 
signals are complicated to record and are generally affected by noise. 
Although detection, recording and extraction of bioelectric signals are non-trivial tasks, techniques such 
as magnetoencephalography provide a non-invasive manner to investigate biomedical signals 
quantitatively in a manner which would have otherwise not been possible. Moreover, such methods 
provide a means by which brain activity can be measured, monitored, recorded and evaluated to 
enable, amongst others, detection of deviations from the norm due to pathology or abnormalities which 
can assist with diagnosis. 
The magnetoencephalogram signal 
 
At a synapse, when an action potential arrives at the presynaptic neuron, neurotransmitters which can 
either inhibit or excite the post synaptic neuron, are released. During this process, the small currents 
which are generated propagate towards the soma of the neuron, however, the strength of the post 
synaptic current decays exponentially with distance from the synapse (Hamalainen et al., 1993). In order 
to counter this quadrupole decay of the generated postsynaptic currents and ensure that they do not 
diminish, the geometry of the neurone plays a major role. Thus, to facilitate for this, pyramidal cells 
(which are considered as the main generators of MEG signals) have long apical dendrites which 
integrate the synaptic generated currents. This, combined with the arrangement of the neurons in the 
cerebral cortex, enables a spatial summation of the dendrite currents over neighbouring neurons, and 
also ensures a measurable signal from outside the head (Murakami & Okada, 2006). 
A magnetoencephalogram (MEG) signal is a record of the magnetic field(s) generated by neuronal 
activity within the brain. As a variety of different neural processes, such as calcium spikes or fluctuation 
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in glia, synaptic events, action potentials and post synaptic events, can all generate electrical currents 
which induce a magnetic field, the MEG signal is made up of a combination of neural activity (Buzsaki 
et al., 2012). However, despite this, due to the fast propagation of action potentials (~1-2ms) along a 
neuron’s axon, and the rapid quadrupole field decay, it is unlikely for populations of neurons to 
synchronise due to the activation of one neuron. Thus, as detection of an MEG signal requires activation 
of ~50,000 neurons in synchrony (Okada, 1983), it is unlikely that the contribution of one action potential 
(acting on its own) to the MEG signals is significant (Milstein & Koch, 2008). Hence, due to the low 
magnitude fields generated by synaptic events and calcium fluctuations in glia, it is popular belief that 
the main generators of the recorded MEG signals are post-synaptic potentials (Papanicolaou, 2009). 
Resting state magnetoencephalogram signal 
 
Brain activity can loosely be divided into 3 different states: task, rest and sleep, with further 
classifications of eyes open and eyes closed being made for the rest state (Gomez-Ramirez et al., 2017). 
Resting state with eyes closed is an unconstrained state, free from any passive or active tasks. During 
this kind of recording, subjects are usually asked to sit and remain calm whilst not moving, until the 
recording is complete. Similarly, with the eyes open resting state recording, subjects experience the 
same conditions, with the only difference being their eyes remain open during the recording. One of 
the main differences between these two resting states, in terms of the frequency content making up the 
recording, is the higher posterior alpha oscillations (8-12Hz) in the occipital lobe when subjects close 
their eyes. This activity was first recorded by Hans Berger in 1929 (Berger, 1929), and is what lead to 
scientists hypothesising that alpha oscillations were a representation of the idling brain. Nevertheless, 
over the years, these notions have been disproved as the understanding of the role of perception and 
cognition have improved (Bonnefond & Jensen, 2013; Lopes da Silva, 2013). Therefore, although alpha 
waves have the highest amplitude and power in resting state activity of healthy subjects, other brain 
oscillations such as the theta waves (4-8Hz) (Vlahou et al., 2014), beta (12-30Hz), and, gamma (30-45Hz) 
waves (Choi et al., 2013 ) also play a significant role in maintaining the resting state.  
During their analysis Rubinov et al. (2010) and Deco et al. (2013) observed that a meaningful relation 
between structure and function can be identified when a system is near a critical state. Moreover, Stam 
et al. (2016) observed that the brain at rest resembles a system that is in phase transition, and thus, until 
an input disrupts the rest state, the system will remain in ’limbo’. Additionally, Haimovici et al. (2013) 
and Yu et al. (2013) have also performed studies which have shown that resting state functional brain 
networks have structures that resemble a state close to phase transition. Thus, with this in mind, it is 
plausible that in a healthy brain at rest, with eyes closed, important information about the background 
baseline activity of the brain can be obtained. Moreover, the study of the resting state is very relevant 
as it is possible that subtle changes to the background brain network, which would otherwise be hidden 
during tasks, can be detected. For instance, studies such as those done by Lopez et al. (2017) using MEG 
resting state data, as well as by Woodward and Cascio (2015) using resting state fMRI (rs-fMRI) have 
successfully shown the importance of using resting state data when investigating the functioning of the 
brain. Moreover, studies performed by Demuru, et al. (2014), and van Dellen et al. (2012) showed that 
analysis of MEG signals managed to reveal that changes in resting state MEG (rMEG) signals were 
correlated with changes in cognitive ability. Furthermore, a study performed by Huang et al. (2017), 
using rMEG signals, showed that there existed some disturbances in the intrinsic brain connectivity of 
military service members who had combat-related mild traumatic brain injury. Thus, with these few 
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examples, it is clear that study of MEG signals can reveal useful information about the resting state of 
the brain.  
1.3 Healthy ageing  
 
Although pathology exerts an effect on the biological signals produced by the brain, other factors may 
also affect these signals. For instance, studies performed by Peters (2005), Stam (2005), Lebel et al. (2007), 
and Lindenberger (2014) all showed that maturation and ageing have significant effects on the 
physiology and anatomy of the brain throughout life. Moreover, as described extensively by Dickstein 
et al. (2007) ageing is accompanied by numerous physical changes which affect the brains structural 
complexity. Thus, it follows that healthy ageing could possibly also have an impact on the 
electromagnetic activity of the brain. A study performed by Cao et al. (2013) investigating the 
topological organisation of the human functional connectome and how it changes throughout life, 
using rs-fMRI, revealed that the whole-brain functional connectome for healthy subjects changed and 
reorganised itself across the entire lifespan. Similarly, in another study, Fernandez et al. (2012) found 
that the complexity of resting state MEG signals changed in a curvilinear fashion with a maximum 
being observed in the 6th decade of life. Thus, it is evident that healthy ageing exerts an effect on some 
aspects of brain development, which in turn may have a direct/indirect effect on the biological signals 
produced by the brain. Therefore, investigations into these possible effects which accompany and are 
associated with healthy ageing are useful as they will aid in identification of the dynamics of healthy 
ageing. This information can then be used to understand the baseline functioning of the healthy brain, 
as well as how it is affected by age. 
1.4 Biomedical signal analysis 
In order to deduce useful information about the functioning of the brain as was done by some of the 
authors cited above, once recorded, the biomedical signals need to be analysed. The main aim of 
analysing biomedical signals is to gather information which can be evaluated (using computational 
methods) and used to assist with diagnosis, therapy and control (of the system under investigation). 
Thus, as the biomedical signals, such as the MEG signal, carry vital information pertaining to the 
physiological activity of the organ under investigation (e.g. the brain), numerous avenues are available 
to enable the signals to be analysed. For instance, linear and non-linear analysis techniques are two 
branches of advanced signal processing methods which have been used extensively to extract 
information from MEG signals. It is worth bearing in mind that one of the major reasons for biomedical 
signal analysis is to provide accurate diagnosis solutions to healthcare provides so as to aid with precise 
and efficient patient diagnosis. Thus, by providing fast, objective, repeatable, robust and most 
importantly, precise information, this goal can be achieved. 
In this thesis, magnetic signals recorded from the brains of 238 healthy volunteers aged between 7 and 
84 (109 male/129 female) were investigated with advanced signal processing techniques to evaluate the 
effects of age. MEG signals recorded in resting state with eyes closed were recorded from both males 
and females with ages representing the human lifespan. Changes in the brain activity due to gender 
(sex) were also investigated, with additional analysis investigating the effects of cognitive decline also 
performed. Both linear and non-linear signal processing methods were applied to the MEG signals 
during analysis so as to better understand the baseline functioning of the brain while at rest.  
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This research will provide complementary information that will support the use of 
magnetoencephalography to detect changes in the magnetic activity of the brain due to age. Moreover, 
this information can then be used to define a baseline of healthy ageing, which will assist with pre-
diagnosis of pathology in a clinical setting as it can be used in the generation of a fingerprint of healthy 
ageing that will provide a reference for evaluating deviations from the norm. 
1.5 Research Aims and Hypotheses  
 
The changes brought on by the maturation and ageing of the brain affects the organisation, residual 
background activity, and topology of the resting brain networks, and these variable and dynamic 
internal changes of the brains network topology can be detected using MEG recordings (Cao et al., 
2013). Linear and non-linear signal processing techniques coupled with network analysis tools can be 
used to reveal the changing topological structures of the brain networks throughout the human 
lifespan, as well as to identify any changes in the organisation of the activity in the brain. Thus, the aim 
of this research was to make use of MEG signals and signal processing techniques to determine the 
effects of healthy ageing on the brain throughout life. In order to generate a fingerprint of the way in 
which the rMEG activity changes overtime, it was hypothesised that changes in the rMEG activity due 
to the effects of: 
• Age are identifiable using advanced signal processing techniques, with polynomial 
relationships expected between age and the evolution of linear/non-linear values. 
• Gender exist and are distinguishable using linear and non-linear techniques. 
• Cognitive decline (namely MCI) exist and are identifiable using advanced signal processing 
techniques, with lower functional connectivity, effective connectivity, complexity and entropy 
values for the MCI groups when compared to controls.  
1.6 Thesis structure overview 
This thesis has been structured as follows: 
1. Chapter 2, the literature review, is an overview of the current literature pertaining to the 
healthy ageing of the brain and the use of magnetoencephalography to study it. 
2. Chapter 3, the materials and methods, presents a description of the databases and signal 
processing techniques used during the rMEG signal analysis.  
3. The results and discussion of the main findings from this research are presented in the four 
sections making up Chapters 4. Section 1 addresses the first hypothesis point by presenting the 
results of the effects of age on the rMEG signals, while section 2 addresses the effects of gender. 
Lastly, section 3, which addresses the last hypothesis point, addresses the effects of cognitive 
decline in subjects over 60 years. To conclude this chapter, section 4 is a summary of the overall 
results presented in sections 1-3. 
4. Conclusions, limitations and future work from this study are presented in Chapter 5. Moreover, 
the publications (conference papers and journal articles) which came about as a result of this 
research are also mentioned in this chapter. 
 
 
Elizabeth Shumbayawonda   
10 
 
 
 
 
 
 
 
 
 
 
 
 
 
CHAPTER 2: LITERATURE REVIEW 
 
The brain is a complex, intricate and yet delicate structure which is responsible for cognition and all 
levels of sensorimotor processing. Although difficult to study, research over the years using various 
neuroimaging techniques has provided useful and important insight about the structure and 
functioning of the brain. Amongst these techniques magnetoencephalography emerged as a robust 
non-invasive technique to investigate the fast-changing dynamics of brain activity. In this chapter a 
review of brain structure, brain imaging modalities as well as signal acquisition and processing is 
presented. Furthermore, a critical analysis of current literature is also presented, highlighting the 
current progress which has been made in the investigation of the effects of age, gender, and cognitive 
decline.  
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2.1 Brain structure and function 
 
The anatomy of the brain consists of many structures ranging in size from neuronal synapses to cerebral 
hemispheres. On average, the human brain has between 1013 -1015 neurons which make up the grey 
(GM) and white (WM) matter (Sporns et al., 2005; Wedeen et al., 2011). WM, which is associated with 
the brains ability to learn and execute long range communication, gets its name from its light colour 
which is as a result of the myelinated axons that it is made up of (Fernandez et al., 2011). Furthermore, 
as described extensively by Saladin (2004), WM axonal bundles (tracts) can be divided into three kinds 
depending on their function, i.e. projection (efferent and afferent fibers which unit the cortex with the 
lower parts of the brain and with the spinal cord), commissural (axons that connect the two 
hemispheres of the brain), and association (axons that connect cortical areas within the same cerebral 
hemisphere) (Saladin, 2004). However, literature has shown that WM development is affected by age 
and gender, and thus can also exhibit changes throughout life (Ge et al., 2002). GM, which is similar to 
WM, is made up of many nerves with unmyelinated axons. The GM is about 2-4mm thick and makes 
up the majority of the central nervous system (CNS) area, with a surface area of about 1700cm2. Thus, 
to enable it to be contained within the skull, it is folded to form sulci (fissures) and gyri (ridges) 
(Orrison, 2008). The GM regions of the brain are involved with muscle control, sensory perception as 
well as self-control (Clark, 2005; Orrison, 2008). Research into the neurobiological effects of GM has 
shown correlations between GM volume and cognition in elderly people, neurodegenerative disorders 
such as dementia, and intelligence quotient (IQ) (Underwood, 2014). Damage to the WM/GM can result 
in serious disruptions to brain function, which can cause multiple sclerosis (Assaf et al., 2005), 
Alzheimer’s disease (AD) as well as other forms of dementia, neurodegenerative disorders (Mascalchi, 
2005), stokes, tumours, etc. 
With this in mind, the brain can loosely be divided into three distinct parts, the brainstem, cerebellum 
and cerebrum, which are interconnected by fluid filled ventricles and neurons (Orrison, 2008). The 
cerebrum is made up of two main systems: the cerebral cortex which is made up of four lobes (frontal, 
parietal, temporal, occipital) and deep structures which are located far from the scalp such as the 
thalamus, basal ganglia and amygdala (Clark, 2005). The frontal lobe (FL) which is the largest of the 
four lobes of the cerebral cortex, houses the primary motor cortex (which regulates body movements), 
and also contains most of the dopamine sensitive neurons in the cortex (Stuss et al., 1992). The parietal 
lobe (PL), which is located above the occipital lobe but behind the FL, works closely with the thalamus 
(deep structure) to maintain homeostasis by processing sensory information from the skin (Clark, 2005). 
Moreover, above management of mechanoreceptor and somatosensory inputs, the PL is involved in 
language processing and spatial awareness, thus damage to this lobe can have far reaching effects on 
brain function (Dickstein et al., 2007). The temporal lobe (TL) is involved in the processing of sensory 
and auditory inputs, retention of visual memories, formation of new memories, and, language 
recognition. The TL operates closely with the hippocampus to enable memory retention, as well as with 
the visual and prefrontal cortices to enable explicit memory storage (Clark, 2005). Lastly, the occipital 
lobe (OL), which is located at the posterior of the brain and is the smallest of all 4 lobes, is the visual 
processing centre of the brain, thus, damage to this area can affect vision (Carlson et al., 2007) .  
Located deep in the brain is a group of subcortical nuclei called the basal ganglia (BG) which are 
strongly interconnected with the cerebral cortex, brainstem, and thalamus. The BG is a region of the 
brain associated with the control of voluntary motor movements, eye movements, cognition, emotion 
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and procedural behaviour  (Spurzheim & Willis, 2006). The hypothalamus, pituitary gland, pons and 
medulla are other key regions located deep in the brain. The hypothalamus is located near the FL, and 
has many functions which include acting as a link, via the pituitary gland, between the endocrine and 
nervous systems  (Ganten & Pfaff, 2012). Additionally, the pituitary gland secretes hormones that 
regulate various physiological processes such as stress, reproduction and blood pressure (Melmed, 
2010). The image in Fig2.1 is an illustration of the brain structure as well as the cerebral cortex. The 
cerebellum (CB), as illustrated in Fig 2.1, is located on the posterior of the brain, below the cerebrum, 
and is associated with motor control (such as coordination and precision), cognition, as well as 
regulation of fear and pleasure responses (Fine et al., 2002). Thus, damage to this region of the brain can 
result in disorders in posture, motor learning, fine movement and maintaining equilibrium (Fine et al., 
2002).  
A         B 
Fig 2.1: Illustration of the brain structure. A sagittal view of the human brain showing the different anatomical structures 
such as brainstem, cerebellum, and cerebral cortex which is folded into gyri and sulci (Medical Atlas, 2016; Biology Forums, 
2016). B. Surface of the left cerebral cortex, highlighting how the brain is separated into occipital, parietal, temporal and frontal 
lobes (Headway: Brain Injury Services & Support, 2011). 
The brainstem (BS) is located in the posterior of the brain and is structurally continuous with the spinal 
cord as can be seen in Fig2.2. Generally, the BS can be considered to be comprised of three main parts: 
the medulla oblongata, pons and the midbrain. The BS plays a very important role in providing motor 
and sensory innervation to the neck and face via ten of the twelve pairs of cranial nerves (Henderson 
& Macefield, 2013). Furthermore, the BS is associated with the regulation of respiratory and cardiac 
function, maintaining consciousness, as well as maintaining and regulating the sleep cycle (Henderson 
& Macefield, 2013). The midbrain is divided into three main parts, namely the tectum, tegmentum, and 
ventral tegmentum (Kalat, 2012). The tectum which forms the ceiling of the midbrain, is involved with 
processing visual inputs in the brain, as well as inputs from the auditory cortex. The tegmentum, which 
forms the floor of the midbrain, is made up of numerous paired cerebral peduncles which are involved 
with the processing of motor inputs in the brain as well as communicating with the thalamus and basal 
nuclei to preventing unwanted body movement. Lastly, the ventral tegmentum (also known as the 
ventral tegmental area (vTA)) is the structure where the dopaminergic projections to the cortical and 
limbic areas making up the mesocortical and mesolimbic circuits originate (Hanlon et al., 2016). 
Evidently, due to its location, and diverse function, damage to the BS can have far reaching 
consequences, some of which have been presented by Kalat (2012). 
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Fig 2.2: Illustration of the brainstem (Cognitive Consonance, 2015) 
Analysis of the anatomy of the brain is important in understanding the structure of the brain, however, 
it is equally important to appreciate how these structures function to keep the human body alive. The 
healthy functioning of the brain is associated with neurotransmitters and receptors, electrical activity 
as well as metabolism (Loeb, 2009).  
The anatomical structures of the brain work together simultaneously to produce results/outputs that 
work in synchrony to enable the body to operate normally. For instance, when the body is at rest, with 
eyes open, the OL evaluates visual inputs, the TL evaluates auditory inputs, the PL and BS work to 
maintain breathing and blood flow, and the FL assists with judgement and impulse control. All these 
necessary communications occur using neurotransmitters which are transferred across synapses as 
described in detail by Siegel et al. (1999). The most commonly used neurotransmitters in the brain are 
glutamate and gamma-aminobutyric acid (GABA), with acetylcholine (Ach) and dopamine being less 
ubiquitously distributed. An added benefit of the electrochemical process used by neurons for 
signalling is that it usually causes neighbouring cells to act in synchrony, and thus enabling the 
electrical fields that are generated to be detected outside the brain (Stam, 2005; Hornero et al., 2008). 
There are various ways in which to detect brain activity including electroencephalography, 
magnetoencephalography, intracranial EEG (iEEG), electrocorticography (ECoG), positron emission 
tomography (PET), and, magnetic resonance imagining (MRI). Brain activity is usually classified into 
five frequency bands (oscillations) as shown in Fig2.3 (Florin & Baillet, 2015). 
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Fig2.3: illustration of a spectrogram of the electrophysiological brain rhythms of a resting state recording. The frequency 
spectrum can be divided into separate brain rhythms: delta, theta, alpha, beta and gamma, which have different time-dynamics. 
In this spectrogram, wavelet power is represented as a function of time and frequency where cooler colours (e.g. blue) show 
low power and warmer colours (red) show higher power. (Lopez, 2015; MindSpa, 2016; da Silva, 1991))  
2.2 Ageing of the brain 
 
With the main aim of this research project being the investigation of changes to brain activity due to 
healthy ageing, understanding the changes that the brain undergoes during different stages of life is 
important. As magnetoencephalography is a direct measure of the resultant surface magnetic energy 
from neuronal activity, this understanding can then be used to interpret the results obtained after data 
analysis, as it is possible that changes in the brain anatomy can have an effect, be it direct or indirect, 
on the rMEG recordings.  
There are two main stages to brain growth; maturation which lasts, on average, three to four decades, 
and ageing, which starts in the 4th decade (Schafer et al., 2014). During maturation, the brain develops 
steadily, one area at a time with several post-mortem studies describing a general pattern of posterior 
to anterior maturation of the brain (Lebel et al., 2007). As the brain grows and matures, usually at early 
childhood and at the onset of puberty, some synapses are eliminated in the brain network. These 
pathways are terminated, so as to make the brain functioning more efficient, to decrease the time 
between reception of input and execution of output i.e. decrease processing time, to free up regions in 
memory that can be used for other processes, as well as to decrease the brains energy consumption 
(Mergenthaler et al., 2013). Pruning occurs at a rapid rate up until sexual maturity, and is usually driven 
by environmental factors as well as learning. Though the rate of pruning decreases after puberty, it 
continues throughout life. Synapses that are frequently used by the brain become stronger and thus are 
kept, however synapses that are rarely used are eliminated. Studies done by Abitz et al. (2007) have 
shown that on average adult brains have 41% less neurons when compared to new born babies. This 
also adds to the notion of complexity in the brain as it ages. Generally synaptic pruning occurs due to 
three main drivers; degeneration, retraction and shedding. While synaptic pruning occurs in the brain, 
it does not do so in isolation. The axons of neurons that are used most frequently increase in size 
(thickness) and become much stronger. However, with age there are some alterations in the size and 
appearance of dendrites, with one of the most significant changes being the decrease in dendrite spine 
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density that occurs with time (Dickstein et al., 2007). Though these changes occur at a cellular level, 
Lindenberger (2014), Schafer et al. (2014) and Lebel et al. (2007) showed that the structures in the brain 
also change with age.  
Once mature however, as clearly identified by Peters (2005), Zappasodi et al. (2015) and Somel et al. 
(2013), the brain begins to shrink at a rate of 5% per decade with the FL most affected. It has been 
observed that there is an increased deterioration of the myelin sheath after 40 years with the frontal 
lobe, which matures last, most affected. This shrinking is not symmetric however, and the differences 
are summarised in the study of Hemispheric Asymmetric Reduction in OLder aDults (HAROLD) 
(Peters, 2005). The evolution of metabolism as studied by Somel et al. (2013) shows the change in 
metabolites in the brain, which alludes to the changes in energy consumption of the brain throughout 
life. Ageing is further complicated by decreasing hormone levels such as dopamine, serotonin and 
acetylcholine, which result in what researchers like Stam (2005) and Peters (2005) describe as increased 
system complexity when referring to this more intricate system. Dickstein et al. (2007) also give an in-
depth description of the structural changes of the brain as it ages, as well as their effects on brain 
complexity. The activity dependent myelination that occurs during maturation, synaptic pruning as 
well as other alterations in the functioning of dendrites adds to the intricacy of the activity recorded 
from the brain as well as to signal analysis.  
2.2.1. Sex differences 
 
Fig 2.4 shows an illustration of the changes in overall brain weight for male sand females which was 
published by Dekaban and Sadowsky (1978). Although the changes in brain maturation and ageing are 
similar for both males and females, from a neurobiological standpoint, males generally have larger 
brain volumes than females, while females generally females have a higher percentage of white matter 
(% WM) than males (Witelson et al., 1995; Ge et al., 2002).  
 
Fig 2.4: Illustration of the changes in the weight of the brain across the human lifespan. Male volumes are shown in blue while 
female volumes are shown in red (Dekaban & Sadowsky, 1978)  
In addition to the differences in brain weight, there are some studies that have shown that the decrease 
in the percentage of grey matter (% GM) is faster in males than females, with females having greater % 
GM than males after approximately (approx.) 65 years (Ge et al., 2002; Sowell et al., 2003). However, 
despite these differences, % WM for both genders increases non-linearly until mid-adulthood (approx. 
50 years) before starting to decrease, while % GM decreases linearly throughout life – see Fig 2.5. These 
variations in the % GM and % WM with age, result in the non-linear GM-WM ratio throughout life. In 
the midst of these changes, the brain volume increases rapidly from birth to early adulthood (approx. 
Elizabeth Shumbayawonda   
16 
 
20 years) after which it remains relatively constant until the age of approx. 40 years where it begins to 
decrease by about 5% per decade, with an increase to 10% per decade around the age of 70 years (Purves 
et al., 2012). 
 
 
Fig 2.5: Fractional brain tissue volume estimates in normal brains showing the changes in the % GM (A), % WM (B), GM-
WM ratio (C) indicating the age-related volume estimates throughout adulthood in healthy normal brains. Regression analysis 
showing comparison of overall decreases in % GM (D) and % WM (E) in males and females across the human lifespan. These 
trends show a faster decrease in %GM in males (with age) and a generally higher %GM for females throughout life (Ge, et 
al., 2002).  
2.2.2. Deviations from healthy ageing 
 
Pathology such as schizophrenia, epilepsy, stroke, post-traumatic stress disorder (PTSD), cognitive 
decline, MCI, AD, and even Parkinson’s disease, can bring about pathological processes which can 
result in deviations from healthy ageing. However, the effects of cognitive decline, especially AD, are 
very important to investigate as they have a high economic demand on society. Thus, cognitive health, 
and its subsequent decline with age is an area of intense research, with one of the main drivers of this 
research being the increase in life expectancy in our modern day. Cognition is a difficult term to define 
as it covers a wide range of aspects, nevertheless, the Healthy Aging Research Network which is part 
of the Center for Disease Prevention and Control  in the United States  has defined a healthy brain with 
good cognitive health as “one that can perform all the mental processes that are collectively known as cognition, 
including the ability to learn new things, intuition, judgement, language and remembering” (Centers for 
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Disease Control and Prevention & Healthy Aging, 2007). It is common for the advancement of age to 
exhibit a decline in cognition. For most healthy adults this does not develop into pathology, however, 
for some, this develops into subjective cognitive decline (SCD). SCD (also known as subjective cognitive 
impairment (SCI)) is usually associated with adults above the age of 65, and is related to mild cognitive 
impairment (MCI) as patients exhibit problems with forgetfulness and memory retention (Lopez-Sanz 
et al., 2017). Recent studies into the development of dementia (particularly AD) have suggested that 
there may be a link between SCD and dementia (Rabin et al., 2017). This is partly due to the deviations 
from healthy ageing that have been observed in SCD patients as well as the similarities of the symptoms 
of SCD and AD (Kwan, 2017). Moreover, though some SCD patients show signs of ‘recovery’ to healthy 
state, some continue to suffer a decline in their cognition. This has led many researchers to hypothesise 
that SCD could be one of the early indicators of dementia, particularly of AD (Kwan, 2017). 
Furthermore, some studies have managed to highlight the subtle presence of AD biomarkers in SCD. 
However, at this stage these effects can be compensated, thus resulting in SCD being largely 
undetectable by standard neuropsychological tests. As a result, diagnosis of SCD is very dependent on 
subjective perception of worsening cognitive function. 
The continued decline in cognition can result in the development of mild cognitive impairment (MCI). 
MCI can loosely be described as an intermediate stage between normal healthy ageing and dementia 
(Lopez-Sanz et al., 2017). MCI can be classified into 2 types: amnestic (MCI individuals show signs of 
memory impairment) and non-amnestic (MCI individuals show decline in language, attention, 
visuospatial/ executive functions), and depending on the number of cognitive functions affected, these 
2 subtypes can also be divided into single- or multiple-domain MCI. Fig 2.6 shows an illustration of the 
relative changes in cognitive status with age for normal ageing and for dementia. Moreover, Fig 2.6 
also shows the prevalence of MCI and AD in a populace of elderly people 
. 
A B 
Fig2.6: Illustration of (A) the decline in cognitive status with age for normal ageing and for AD. (B) Shows the prevalence of 
amnestic MCI (a-MCI), non-amnestic MCI (na-MCI), AD and other dementias in a population aged 70 years and above. 
Prevalence rates are extracted from (Katz, et al., 2012; Lopez, 2015) 
As cognitive abilities continue to decline, research has shown that MCI individuals have much higher 
tendencies to suffer from dementia than healthy individuals, with between 10-17% of MCI patients 
developing AD (Petersen & Negash, 2008; Landau et al., 2010; Petersen, 2011). Furthermore, research 
has shown that individuals with amnestic multiple domain MCI have higher chances of developing 
AD when compared to other MCI individuals, with Fischer et al. (2007) finding that 48.7% of amnestic 
MCI individuals developed AD after 30 months when compared to 26.8% of non-amnestic MCI  (Vos 
et al., 2013). Evidently, due to the numerous links between MCI and dementia, it is necessary to 
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understand the development of cognitive decline as well as to investigate the progression and early 
onset of AD. Such investigations are important as AD is the most prevalent form of dementia which 
exerts a potentially large socio-economic demand as it accounts for a growing populace making up to 
60-80% of reported cases (Barnes & Yaffe, 2011).  
2.3 Recording and analysing brain activity 
As shown in Fig2.3, the electrophysiological brain rhythms that are as a result of coherent neural firing 
making up brain activity are spread across a wide frequency bandwidth (spanning between 
approximately 0.2-45Hz). Measurement (recording) of the brain activity can be done using different 
techniques that operate both invasively and non-invasively (at small distance from the scalp, at the 
scalp, on the brain surface or even inside the brain). As each technique has its own advantages and 
limitations, depending on the desired goal for analysis, a technique is selected to suit the needs. Non-
invasive techniques such as: functional magnetic resonance imaging (fMRI) (Dennis & Thompson, 
2014), computed tomography perfusion (CTP) (Bivard et al., 2014), positron emission tomography (PET) 
(Scholl et al., 2016), electroencephalography (Thut et al., 2017), magnetoencephalography (Fernandez et 
al., 2012), and near infrared spectroscopy (NIRS) (Torricelli et al., 2014), have been used to image/record 
brain activity to obtain a more detailed understanding of its function. Moreover, the use of these 
techniques to investigate the brain has led to the generation of essential information about the effects 
of age (Scholl et al., 2016), gender (Clarke et al., 2001), pathology (Bivard et al., 2014), and disease 
progression (Bivard et al., 2014) on the brain.  Fig2.7 is an illustration of the different techniques that 
can be used to record brain activity, as well as their temporal and spatial resolution. In recent years, 
fMRI, EEG and magnetoencephalography have become increasingly popular techniques to use in the 
non-invasive study of brain activity. 
 
Fig2.7: Illustration showing functional neuroimaging modalities and their spatial and temporal resolutions. The modalities 
(electroencephalography (here denoted as EEG), magnetoencephalography (here denoted as MEG), Electrocorticography 
(ECoG), intracranial electroencephalography (iEEG), functional magnetic resonance imaging or functional MRI (fMRI), and 
positron emission tomography (PET)) have been further categorised by colour on whether they are invasive (red) and non-
invasive (green) (Lopez, 2015) 
 
Electroencephalography is a non-invasive method used to record the electrical activity in the brain. 
Usually, electroencephalogram (EEG) recordings are obtained using electrodes placed on the scalp 
which measure the voltage fluctuations in the neurons of the brain due to ionic current within them. 
Clinically, electroencephalography is used in the diagnosis of brain pathologies ranging from epilepsy 
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to sleep disorders and even brain death (Niedermeyer & Lopes da Silva, 2005). It is a very useful 
diagnosis tool, as it only requires an average of 20-30 minutes to record. Furthermore, due to the low 
cost of the components needed to record EEG, it is a very economically viable, and repeatable method 
of recording brain activity. EEG sensors are highly portable and can record data with high temporal 
resolution (on the order milliseconds). The good temporal resolution coupled with the fast rate of travel 
of nerve signals ensures that electroencephalography can capture the state of the brain with good 
accuracy (Niedermeyer & Lopes da Silva, 2005). However, EEG has low spatial resolution and thus, 
usually requires professional interpretation so as to ascertain the correct active brain regions. In 
addition, electroencephalography records the electrical activity of the brain, and thus, due to 
electroencephalography being non-invasive, the various tissue layers between the brain and the 
electrodes (such as the skull and dura matter) attenuate the electric signals (Niedermeyer & Lopes da 
Silva, 2005). This attenuation decreases the amplitude of the signal that can be detected. Nevertheless, 
electroencephalography equipment is portable, and so can be used on patients who are incapable of 
moving their own limbs. This is a big advantage when compared to other techniques. However, due to 
the need to place electrodes precisely on the scalp, as well as the gel/saline solution used to keep the 
electrodes in place to create a better connection, it is often tedious to connect a patient to the 
electroencephalography machine. Nonetheless, dry electrodes have been introduced so as to decrease 
the patient set up time. However, due to the poor signal-to-noise ratio (SNR) associated with 
electroencephalography, advanced data analysis on large data sets is required so as to extract 
information from the recorded signals (Babiloni et al., 2015).  
 
Magnetic resonance imaging (MRI) is an imaging technique that makes use of strong magnetic fields 
to image the body (Hollingworth et al., 2000). The functioning of MRI has its roots planted in nuclear 
magnetic resonance (NMR). Due to its good resolution, MRI is usually the investigative tool of choice 
when diagnosing neurological cancers (Hollingworth et al., 2000). In addition, due to MRIs ability to be 
used to distinguish between GM and WM it is ideal for exploring the brain noninvasively. With good 
temporal resolution as an added advantage, the brain’s responses to different stimuli can be recorded, 
which enables the study of both structural and functional brain connectivity (Friston, 2009). Functional 
MRI (fMRI) measures brain activity by detecting changes associated with blood flow by taking 
advantage of the brains metabolism i.e. active regions of the brain have higher metabolism than inactive 
regions and thus will have a higher blood flow (Biswal, 2012). fMRI uses blood-oxygen-level dependent 
(BOLD) contrast to scan and map neural activity in the brain (Ogawa et al., 1990). Though diffusion 
MRI can be used to determine active brain regions, it measures the change in magnetisation between 
oxygen-rich and oxygen-poor blood, a measure that is easily corrupted by noise. Fig2.8 shows an image 
obtained using fMRI and BOLD. 
 
Fig2.8: Illustration of an image of the brain taken using fMRI-BOLD. The areas highlighted in red show different areas of the 
brain that were ‘active’ during the recording of the image (Kloet, 2013) 
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Over the years, fMRI has proved to be invaluable in the diagnosis and assessment of the risks associated 
with risky and invasive brain surgery. Nevertheless, the main goal of fMRI data analysis is to detect 
the correlations, if any, between brain activation and tasks performed during the scan. Furthermore, 
fMRI aims to discover the interdependencies between specific cognitive states such as recognition and 
memory (Huettel et al., 2014). Though fMRI is a very powerful technique, it is susceptible to noise and 
therefore suitable conditions must be maintained during data acquisition. Furthermore, the data are 
obtained slice by slice, and thus, must undergo pre-processing to rid it of noise (due to internal organs 
like the heart), distortion correlations, unexpected head motions, as well as to enable smoothing and 
spatial filtering of the data (Huettel, et al., 2014). 
Magnetoencephalography is a technique for mapping brain activity by recording the very small 
magnetic fields that are produced by neural currents in the brain. Fig2.9 shows the magnitude of brain 
evoked responses in relation to other magnetic fields generated both inside and outside the body. 
Evidently, recording the brain magnetic activity is a non-trivial matter as the ambient magnetic fields 
are up to 104-1010 times greater than brain fields (Hamalainen et al., 1993; Portier & Wolfe, 1998; Vrba, 
2002; Fishbine, 2003). Thus, the MEG system needs to be shielded from these ambient fields to ensure 
that it can record these small magnetic fields. However, although the evolution of technology has 
enabled the design of fairly robust magnetically shielded rooms, power line harmonics (usually at 
60/50Hz) are still present in MEG spectra. Additionally, these shielded rooms cannot protect against 
internally generated magnetic fields, such as those from eye movements, heart beats and muscular 
activity, thus these still need to be addressed in the pre-processing stages of MEG signal analysis. 
 
 
Fig2.9: Illustration highlighting the differences in the intensity of environmental and biological magnetic fields. In this figure, 
neural magnetic fields are represented in green, biological interfering fields in orange and ambient fields in red. (Hamalainen, 
et al., 1993; Portier & Wolfe, 1998; Vrba, 2002; Fishbine, 2003; Lopez, 2015).  
 
Evidently, the detection of brain activity is no trivial task as the magnitude of the magnetic fields 
generated is very small. Magnetoencephalography makes use of superconducting quantum 
interference devices (SQUIDs) which operate using this principle of superconductivity which was 
discovered by Kamerlingh Onnes (1911) in 1911. In 1968 Cohen (1968) became the first to successfully 
detect human alpha oscillations when subjects closed their eyes, and thus began the use of 
magnetoencephalography to investigate brain activity. Similar to the method used by Cohen (1968), 
SQUIDs do not directly measure the magnetic field outside the head, but rather use a pick up coil to 
first detect the magnetic field before a magnetic flux that is proportional to the detected magnetic field 
is generated across the SQUID loop. Most modern SQUIDs contain both magnetometers (to measure 
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the magnetic flux), and gradiometers (both planar and axial to measure transversal and longitudinal 
magnetic flux respectively) as shown in Fig2.10. 
 
Fig2.10: Illustration showing the overall structure and components that make up an MEG SQUID sensor. (A) A pick up coil 
(green) which measures the magnetic fields from the brain, after which, the magnetic flux is transformed and applied to the 
SQUID (blue). To ensure that the SQUID operates correctly, a negative feedback controller (orange) generates a correcting 
magnetic field. (B) A magnetometer (pick up coil) which measures the magnetic flux. (C) A planar gradiometer which detects 
magnetic flux in a transversal direction (i.e. x and y planes), and (D) an axial gradiometer which measures the spatial 
derivative of the magnetic flux in the longitudinal direction (z-plane). (E) construct of an Elekta triple sensor channel which 
combines a magnetometer (green), a planar gradiometer in the y-direction (red) and a planar gradiometer in the x-direction 
(blue). Modified from (Elekta-Neuromag, 2005; Lopez, 2015) 
 
To ensure that SQUIDs operate at the superconducting state, they are placed in a thermally insulated 
flask filled with liquid helium at its boiling temperature of 4.2K. As the helium needs to be refilled 
periodically (usually weekly), the MEG devices is very costly to maintain, over and above being non-
portable. Fig2.11 shows an illustration of one of the MEG systems that was used in this study. 
 
A B 
Fig2.11: Illustration of the Elekta Neuromag Vectorview system at the Laboratory of Cognitive and Computational 
Neuroscience (Centre for Biomedical Technology (CTB), Madrid, Spain. (A) Magnetically shielded room where the entire 
system is placed. (B) Sensor layout viewed from the side and top. Each square represents a triple sensor containing 2 planar 
gradiometers and a magnetometer. The MEG helmet is contained in a Dewar flask which is filled with liquid helium (Elekta-
Neuromag, 2005; Lopez, 2015)  
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Table 2.1 shows a simplified comparison between the use of the 3 recording techniques described in 
this section so as to highlight the advantages and disadvantages of the use of each method. 
 
Table 2.1: Comparison between the use of magnetoencephalography, electroencephalography and functional magnetic 
resonance imaging to investigate the brain 
 Magnetoencephalography  Electroencephalography  Functional magnetic 
resonance imaging 
Temporal 
resolution 
Very high, better than 1 
millisecond 
High in the order of 
milliseconds 
Low in the order of 
seconds. 
Spatial 
resolution 
High, in the order of 
millimetres for cortex, worse 
for deeper sources 
Low, in the order of 
centimetres for cortex, worse 
for deeper sources 
High in the order of 
millimetres 
Susceptibility 
to artefacts 
Susceptible to 
electrooculogram (EOG) 
signals, electrocardiogram 
(ECG) signals, eye blinks, and 
electromyogram (EMG) 
signals, but not affected greatly 
by volume conduction and 
head movement  
Susceptible to ECG signals, 
EMG signals, EOG signals, 
eye blinks, and volume 
conduction, but less affected 
by motion artefacts 
Very susceptible to noise 
artefacts 
Measurement 
recorded 
Measures magnetic field of 
firing neurons, requires many 
neurons to fire synchronously  
Measures electric field of 
firing neurons, requires 
many neurons to fire 
synchronously 
Uses BOLD which is a 
measure of oxygen 
consumption 
Cost Expensive  Relatively inexpensive Expensive 
Portability  Not portable Portable  Not portable  
 
However, although all these brain imaging techniques are valuable in their own right, the use of 
magnetoencephalography as an imaging technique has increased over the years, in spite of its high 
cost. MEG signals provide a good measure of the resultant activity of neurons in the brain (lying in the 
vicinity of the recording sensor (Murakami & Okada, 2006)), which play an important role in the 
maintenance of the metastable state of the resting brain (Stam et al., 2016). Magnetoencephalography 
has good spatial and high temporal resolution, when compared to electroencephalography, and has 
proved to be a robust method both in research and clinical settings. However, (similar to other 
techniques) MEG analysis at the sensor level can be affected by volume conduction, as several sensors 
can simultaneously record information generated by the same source (Stam et al., 2007). However, these 
effects are to a much lesser degree when compared to its other counterpart techniques (Stam et al., 2007). 
Nevertheless, despite this, MEG data have been used to: identify epileptic zones (Englot et al., 2016), 
investigate brain function, evaluate neurofeedback (Escudero et al., 2009), determine the effects of 
pathology, investigate effect of cognitive decline (Maestú et al., 2014), and, to determine the effects of 
ageing on the brain (Shumbayawonda et al., 2017a) to name just a few examples. 
 
2.3.1 Artefact rejection 
 
Once the brain activity has been recorded, it is important to inspect the recordings and remove all 
unnecessary disruptive noise artefacts from the recordings. These noise artefacts can arise from 
biological sources (such as eye blinks, eye movements, heart beats and contraction of skeletal muscles), 
or external sources (such as those generated from within and outside the magnetoencephalography 
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system). Table 2.2 shows a list of some common noise artefacts that plague MEG recordings, as well as 
ways in which to remove them from the desired signals during the pre-processing stages. 
 
Table 2.2: Summary of artefacts and their impact on MEG recordings. This table also highlights possible ways to remove these 
noise artefacts.   
Noise type origin Detection during 
recording 
Impact on MEG 
signal 
Technique to use 
during pre-processing 
Ocular 
artefacts 
Eye blinks 
Eye movements 
 
Can be detected during 
recording using 2 
electrodes above and 
below the eye, with a 
third on the ear lobe (for 
ground) 
Fatal inference as eye 
blinks and EOG 
generate strong 
magnetic fields 
Selecting clean epochs 
(Epoching), 
Independent 
component analysis 
(ICA), 
Blind source separation 
(BSS) 
Muscular 
artefacts 
Contraction of 
skeletal muscles 
Difficult to detect during 
recording as this is not 
predictable, therefore 
usually addressed during 
pre-processing stage 
High frequency 
activity in MEG 
recording (usually 
ranging 110-140HZ) 
Filtering to exclude 
high frequencies, 
ICA, 
BSS, 
Epoching 
Sensor 
artefacts 
Malfunctioning 
MEG system 
As it is difficult to predict 
a SQUID jump, these are 
usually addressed in the 
pre-processing stages 
Creates artificial 
jumps in MEG 
recordings that are 
easy to identify 
visually as they 
manifest as abrupt 
changes in sensor 
measurements 
ICA, 
Epoching 
 
External 
artefacts 
Powerline 
Elevators 
Cars 
Chairs 
(ferromagnetic 
objects) 
Usually dealt with in pre-
processing stage 
Manifests as either 
high frequency peak 
(50Hz) or low 
frequency noise in 
MEG signal 
Filtering to exclude 
unwanted frequencies, 
Epoching, 
ICA 
 
Evidently, filtering the recorded signals is a very important pre-processing step. As has been 
highlighted above, due to the combination of the imperfections associated with recording devices, as 
well as other unexpected causes, recorded brain signals are prone to contamination by both high and 
low frequency noise. Thus, although most analysis measures make use of bandpass filters (BPFs) to 
remove unwanted noise artefacts, in some cases, additional noise rejection steps need to be added to 
this pre-processing stage. Such steps include the use of epochs (to select only the clean parts of the 
data), and noise extraction techniques such as blind source separation (BSS) and independent 
component analysis (ICA). 
 
BSS is an umbrella term used to describe the separation of additive sub-signals from a set of mixing 
signals. This separation occurs without any prior knowledge of the source signals or the mixing process 
(Escudero et al., 2011). Escudero et al. (2011) gave a detailed review of some of the many types of BSS, 
including the algorithm for multiple unknown signals extraction (AMUSE), second order blind 
identification (SOBI), joint approximate diagonalisation of eigenmatrices (JADE), extended informax, 
independent component analysis (ICA), FastICA, and cBSS (Belouchrani et al., 1997; Escudero et al., 
2011). Due to the wide plethora of BSS techniques available to use, the selection of signal processing 
techniques to use is very specific to the type of analysis required. As an improvement to the BSS 
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algorithm, constrained BSS (cBSS) was introduced and is a special type of BSS that can be used on 
continuous data (Escudero et al., 2011). Simply put, cBSS is an artefact removal technique that aims to 
reduce the amount of data removed by artefact rejection. The algorithm determines an average of each 
signal to get the temporal features of the unwanted signal. After numerous iterations, a reliable 
template of the artefact is obtained and subtracted from the original signal. This then results in a ‘clean’ 
signal as the output (Parra & Spence, 2000). 
 
Independent component analysis (ICA) is a signal processing technique that is used to separate the 
individual additive subcomponents that make up a multivariate signal (Choi et al., 2004). This 
separating is done by assuming that all the subcomponents are statistically independent from each 
other, as well as being non-Gaussian. The common example used in literature to describe ICA is the 
“cocktail party problem” which describes the difficulty in listening to one individual’s speech in a noisy 
room (Phothisonothai et al., 2012; Knyazev et al., 2015; Zappasodi et al., 2015). Texts put forward by 
Hyvärinen and Oja (2000), Jutten and Hérault (1991), and Comon (1994) give detailed rigorous 
definitions of ICA (Phothisonothai et al., 2012).  
 
To speed up this process, Hyvärinen and Oja (1999) developed FastICA. Though very similar to ICA, 
FastICA estimates the independent components using Newton iterations to optimise the objectives that 
calculate independence from the data. In so doing, the algorithm takes up less computing time and is 
less sensitive to white noise (Hyvärinen, 1999; 2000). 
 
Various applications of ICA have been performed by Phothisonothai et al. (2012), Zappasodi et al. 
(2015), and, Goldenberg and Galvan (2015) and have yielded good results for artefact removal. These 
results have assisted in the artefact free analysis of the developing brain (in childhood), as well as the 
ageing brain. Furthermore, ICA/FastICA has also been used for artefact rejection in analysis of both 
MEG and EEG during the analysis of AD (Phothisonothai et al., 2012). The main disadvantage to using 
ICA lies in the uncertainty of the method to justify if removal of artefacts such as eye blinks, heart beats, 
muscular activity, SQUID jumps, etc., will result in loss of valuable information. This is because in 
practice when signals have ICA/FastICA applied to them, manual selection of the unwanted artefact is 
done which results in an inverse step being applied to remove the unwanted noise which results in loss 
of potentially valuable data. Therefore, to address this wide loss of data associated with the use of ICA, 
Lu and Rajapakse (2000) refined the ICA algorithm to constrained ICA (cICA) which tries to decrease 
the amount of information lost by applying multiple inverse step impulses to the data at the affected 
areas. This therefore results in only small amounts of data rejection, and thus more retention of useful 
data. 
2.3.2 Analysis space: sensor vs. source 
 
The noise pre-processing stage yields clean sensor recordings and the next step (in MEG analysis) is to 
select the ‘space’ in which to do the signal processing. Generally, there are 2 kinds of ‘spaces’ that can 
be used to analyse the dynamics of the brain – sensor and source. Source space analysis, involves the 
source reconstruction of the distribution of the recorded sensor measurements of brain dynamics. In 
essence, source reconstruction is an inverse problem that cannot be solved directly as it requires the 
solving of a forward problem to find the magnetic fields produced by a known distribution of brain 
currents. Fig2.12 is an illustration of the relationship between the forward and inverse models. 
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Fig2.12: Illustration showing the relation between the forward and inverse problems. The forward problem is used to find the 
magnetic fields that are produced by a known distribution of brain currents, while the inverse problem is used to identify the 
brain currents which originated the measured MEG activity (Lopez, 2015). 
 
The forward problem is the first stage of source reconstruction and involves the generation of a model 
that can be used to represent the brain and tissues that surround it. Thus, firstly, definition of the tissue 
conductivities is done in a precise manner with identification of each tissue type done for each 
individual and relative to each sensor array (Haueisen & Knosche, 2014). After which the use of 
different approximation models, such as the: single spherical model (Sarvas, 1987; Huang et al., 1999), 
single shell (ss) model (Nolte, 2003), boundary element model (BEM/BE model) (Mosher et al., 1999; 
Stenroos & Sarvas, 2012; Stenroos et al., 2014) and finite element (FE) model (Haueisen & Knosche, 2014; 
Ziegler et al., 2014) are used to produce head models. Due to the availability of multiple forward 
models, each with varying characteristics, robust source reconstruction depends heavily on the forward 
model selected. Therefore, although 3D FE models provide extreme detail and realistic anisotropic 
models, the lack of knowledge of the precise conductivity profile of each element is a disadvantage to 
the method. However, though it is not clear in literature which method is the best, piecewise 
homogeneous methods are used for nearly all MEG applications (Hamalainen & Sarvas, 1989; Huang 
et al., 1999; Lalancette et al., 2011; Acar & Makeig, 2013; Stenroos et al., 2014). In a study done by Lopez 
(2015) comparing single shell, local sphere, 1- shell BEM and 3-shell BEM, similar to work done by 
Stenroos et al. (2014), it was observed that 3-shell BEM, 1-shell BEM and ss methods all provided similar 
results. As the selection of the forward model depends on the available resources, for example if T1 
weighted MRIs are available, it is best to use the single shell or BEM methods to solve the forward 
problem as the tissue surfaces can be extracted from the MRIs using various techniques (Fischl & Dale, 
2000; Penny et al., 2011; Acar & Makeig, 2013). However, in the absence of T1 weighted MRIs, the local 
spheres method can be used provided that concentric spheres are fitted to the head shape and inner 
skull. 
 
Once the forward model has been solved and the leadfield (matrix relating the dipole currents to the 
sensor measurements) has been obtained, the inverse problem (to estimate the location of the source of 
the activity detected by the sensors), can then be solved. The inverse problem involves the derivation 
of the brain currents from the MEG sensor measurements, after obtaining the leadfield from solving 
the forward model. It is evident that the inverse problem is an ill-posed one as there are infinite 
Elizabeth Shumbayawonda   
26 
 
solutions that can be used to explain the MEG sensor measurements (as the number of sources >> 
sensors). This is a fact that has been known since 1853 when Helmholtz stated that an infinite 
distribution of currents in a conductor produces the same fields and potentials at its surface (Helmholtz, 
1853). Therefore, to obtain a single solution, additional constraints, specific to the MEG experiment, 
must be added to the hypothesis. A plethora of methods such as dipole fitting (Wood, 1982; Khosla et 
al., 1997; Uutela et al., 1998; Baillet et al., 2001; Darvas et al., 2004; Salmelin, 2010), minimum norm 
estimates (also known as minimum current estimates (MNE/MCE)) (Uutela et al., 1998; Baillet et al., 
2001; Darvas et al., 2004; Lin et al., 2006; Hauk et al., 2011; Gramfort et al., 2012), beamforming 
(Hillebrand et al., 2005; Sekihara & Nagarajan, 2008; Schoffelen & Gross, 2009; Brookes et al., 2011a; 
Belardinelli et al., 2012), MUSIC (Mosher et al., 1999), and LORETA (Pascual-Marqui et al., 1994), can be 
used to solve the inverse problem. However, dipolefitting, MNE and beamformers are the most popular 
methods used to solve the inverse problem in MEG analysis. 
Sensor analysis (sensor space analysis) involves the analysis of brain dynamics at the sensor level. This 
implies that the resultant activity from the brain is what is investigated. Therefore, although the exact 
source of the recorded brain activity may not be accurately located using this method, the area over 
which the activity takes place can be located. Additionally, different frequency oscillations that make 
up the resultant activity can be investigated, with some studies managing to detect changes due to age 
and gender (Fernandez et al., 2012). As highlighted in the flow diagram in Fig 2.13, sensor space analysis 
involves far less pre-processing steps when compared to source analysis. This therefore means that 
analyses performed in sensor space take a significantly less time to run, and thus, analysis results can 
be obtained faster than those obtained in source space. Another advantage that sensor space analysis 
has, is that it does not require additional information such as patient MRI or template grids to obtain 
accurate results. This makes sensor space analysis relatively more cost effective than source space 
reconstruction, thus making it a favourable technique. Moreover, in situations where subject MRIs 
cannot be obtained, for example in investigations of foetal brain functional development, sensor space 
analysis can be used to obtain an understanding of the activity being recorded (Gutierrez et al., 2005).  
 
Due to the numerous techniques that can be used to solve the inverse problem, there is no single 
universally accepted method to use. Therefore, this implies that the method and parameter selection 
vary between researchers during the pre-processing stages. The use of sensor space data ensures 
repeatability and uniformity as it does not require solving the inverse problem, but simply uses the 
data recorded by the SQUIDs directly.  
 
To summarise the different steps taken in source and sensor space analysis, Fig2.13 shows a flow 
diagram of the different steps that are involved with obtaining the data for use in the different analysis 
types.  
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Fig 2.13: Flow diagram showing the different steps involved in the pre-processing stages of data analysis. This flow diagram 
highlights the steps used for both source space and sensor space changes, and the steps have been highlighted in different 
colours as follows: yellow – shared processing steps, green – source space pre-processing steps, orange – sensor space 
processing steps, and, blue – source space processing steps. 
 
From Fig 2.13 it is clear that there are numerous differences between sensor space analysis and source 
space analysis, especially in the required signal pre-processing and extra data required for analysis. 
Table 2.3 shows a tabulation of these differences, including the advantages and disadvantages of signal 
processing performed in either space. However, despite these differences, the use of both analysis 
spaces work hand-in-hand and can be used successfully to analyse MEG activity to yield useful 
information about the functionality of the brain.  
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Table 2.3 – Differences between sensor space and source space analyses 
 Sensor  Source 
Advantages • Less processing time during data 
analysis 
• Less assumptions placed on data during 
analysis 
• In some cases, easier to interpret results 
• Can be used in most cases, without the 
need for additional data 
• Source of recorded activity can be 
identified 
• Useful for detecting exact regions in the 
brain affected by pathology (such as 
epileptic focus) 
• Can be used to provide information 
similar to that using fMRI 
Disadvantages  • Source of MEG activity within the brain 
cannot be detected 
• In some cases, interpretation of data is 
difficult 
• Is not patient specific (does not use 
patient specific data such as individual 
MRI data) 
• Long processing time 
• Additional information needed  
• Multiple methods to solve the inverse 
problem 
 
2.3.3 Techniques to analyse data 
 
The last step in the data analysis pipeline is the selection of an adequate method of analysis (as shown 
in fig 2.13). The ideal method(s) firmly relies on what is being investigated as well as the amount of 
additional data that is available for use. Generally, analysis techniques can be classified as being either 
linear or non-linear, with further classifications such as causal/ non-causal, 
univariate/bivariate/multivariate or even directional/non-directional being made. As each different 
analysis techniques has its advantages (such as causality which can show interdependences between 
brain regions, and directionality which can be used to determine the influence of one brain region on 
another) this step is a very critical step and therefore adequate time must be allocated to the selection 
processes. As most analysis studies of the brain are inherently interested in determining either the brain 
activity at a certain location, the interactions between brain regions or both, the use of mass univariate 
(MUV) or multivariate (MV) approaches is important. A MUV analysis considers the data at each 
location separately and therefore allows for rejection of the null hypothesis independently at each 
location (Pascual-Marqui et al., 1994). Moreover, MUV analysis usually involves obtaining 
directionality, complexity, and connectivity of the ‘resultant’ signals that are obtained using the device 
of choice. Although very similar, there are some differences between MUV and MV, some of which 
have been summarised in table 2.4. 
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Table 2.4: Summary of the differences between an MUV and an MV analysis 
Mass univariate analysis Multivariate analysis 
• MUV can identify regionally specific effects 
since it can test for rejection of null 
hypothesis independently at each location 
• MUV has less chance of ambiguity as analysis 
is done per channel  
• MUV mostly makes use of popular 
programming functions and so is not usually 
immensely complex 
• MUV is good for both regional and global 
analysis 
• MV observations are formed across adjoining 
voxels and therefore are mainly used in 
inverse MEG analysis 
• MV is very sensitive in detecting global 
spatially distributed effects by revealing 
spatial encoding of mental states, MV can be 
used to evaluate the amount of information 
encoded in a particular brain region 
• MV is plagued by ambiguity issues due to 
loss of local spatial data which can result in 
less clear understanding of data 
• MV can be unnecessarily complex and it is 
difficult to interpret results 
• MV is good for prediction, global explanation 
as well as to determine structure 
 
Further analysis of the data can be done to investigate the changes of the brain network during different 
stages of life, differences due to gender, and even modifications caused by pathology, using graph 
theory principles and complex network analysis (Shafto & Tyler, 2014; Ferreira-Santos, 2012; de vico 
Fallani et al., 2014). A graph is any mathematical structure, made up of vertices, nodes or points that 
are connected by edges, lines or arcs, which is used to describe the relationship between objects 
(Iyanaga & Kawada, 1977). The size of a graph is proportional to the number of vertices that it has, and 
a graph is only described as being complete when all possible edges exist, while it is described as 
connected if any one vertex A can be reached from another vertex B (Chen, 1997). As a result, a graph 
(G) is denoted as G = (V,E) where E represents the edges that connect the vertices V. As graphs can have 
different properties within them such as varying edge strength and edge length (distance between 
vertices), weighted and unweighted (usually after thresholding) network edges can be used to 
represent this. Unweighted edges, also called binary edges due to the application of a threshold to a 
complex weighted network (Stam & Reijneveld, 2007), are used in simplified graphs to represent the 
presence/absence of only strong connections within the network (Rubinov & Sporns, 2010). Conversely, 
weighted graphs do not have any thresholds applied to them, and so have the nodes/edges varying in 
size, shape or colour depending on the weight that they have (generated by the analysis of choice). 
As with any realistic graph, especially one representing the brain network, it is important to determine 
the direction, if any and where possible, of the influence of one brain region on another. Thus, the use 
of directed or undirected graphs may have a significant impact on the interpretation of the obtained 
results. Thus, so as to ensure that this information is kept in a compact manner, signal analysis results 
are usually stored in an adjacency matrix (square matrix containing the edges (rows) and vertices 
(columns) information (Bullmore & Sporns, 2009)). The use of an adjacency matrix also makes it easier 
to visualise the nature of the graph as undirected graphs are symmetric about the diagonal, while 
directed graphs are asymmetric (Newman, 2003; Stam & Reijneveld, 2007; Rubinov & Sporns, 2010). 
Fig 2.14 shows a simplified illustration of the effects of using these different aspects in graph 
construction (Ferreira-Santos, 2012) 
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Fig2.14: Illustration showing the different combinations of graph construction using four criteria: unweighted, weighted, 
undirected, and directed. Edge weights are given by the strength of the relationship between two points while direction is 
given by the method of data analysis (Ferreira Santos, 2012). 
 
When investigating the topology/structure of a graph, there are multiple different aspects that can be 
investigated such as the connectivity between the network nodes, centrality and network resilience to 
change Gerhard et al. (2011), and, Rubinov and Sporns (2010) have detailed explanations of some of 
these aspects, and have also developed toolboxes that can be used to investigate brain networks. 
Although the application of network analysis tools to functional brain imaging data is relatively recent, 
there has been a growing interest in investigating and understanding the manner in which both 
integration and segregation of the brain networks undertake cognition. Studies performed by Friston 
(2009), Sporns (2013), Deco et al (2013), and Cohen (2016) have shown the dynamic nature of the brain 
and how it adopts to ensure optimal performance. Therefore, as age also has an influence on the 
functioning of the brain, investigation into the effects of these influences on the brain networks is 
essential. Moreover, aspects such as centrality (a measure which identifies the most important nodes in 
a graph) and resilience (a measure related to the connectivity of a network and gives information about 
the likelihood of the network to change in the presence of an external input) can be used to identify 
network hubs and the networks resilience to change respectively.  
 
Although graph theory can be used to investigate the different characteristics of a network, complex 
network models can also be used to describe the connectivity of the nodes making up the network. 
There are four main models that can be used to describe complex networks, and these range from very 
simple network models to more random and scale free models. A simple network (also known as a 
regular or ordered network) consists of regular connections between its nodes, such as those exhibited 
by two-dimensional lattice structures and protein structures (Chowdhury & Stauffer, 2000; Hsu et al., 
2003). Simple networks are usually associated with having low resilience to change, no identifiable 
network hubs (low segregation between network nodes) and no strong community structure. 
Introduced by Solomonoff and Rapoport (1951) and then studied by Erdos and Renyi (1959; 1960), 
random networks are arguably the oldest complex network model. By nature, random graphs display 
a low clustering coefficient (a measure that describes the tendency of nodes in a graph to cluster/group 
together), and do not have any real hubs and thus are not assortative (a measure showing the preference 
for a network's nodes to attach to others with similar characteristics) (Dehemer, 2010). Therefore, while 
random graph models can be used to describe the shortest path lengths available in a network, they are 
not suitable to explain the presence of clustering, hubs and modularity that are present in the networks. 
Nevertheless, random network models have been used in neuroscience to describe neurological 
disorders such as epilepsy and schizophrenia (Ferreira-Santos, 2012). A small-world network model 
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lies between regular and random networks, and thus exhibits good degree distribution (resistant to 
network changes), identifiable community structure (high regional segregation), as well as good 
integration between network nodes. The model was first published by Watts and Strogatz (1998), and 
is a powerful model that can be used to describe real networks (Sporns et al., 2004; 2011). Fig 2.15 shows 
a simple illustration of the relationship between regular, random and small-world network models. 
 
 
Fig 2.15: Illustration showing the relationship between ordered, small-world and random network models. In this 
illustration p denotes the randomness of the connections between network nodes. As p increases from 0 to 1, i.e. increasing 
randomness, the network structure changes from ordered (p=0) to random (p=1). Small-world networks have p between 0 
and 1 (Sporns, 2011) 
 
Complex networks can sometimes be neither regular, nor random, nor small world which makes them 
difficult to model. Furthermore, complex real networks tend to grow and thus, using static models may 
not be ideal (Dehemer, 2010). Therefore, Barabasi  and Albert (1999) introduced a model of a growing 
network known as the Barabasi-Albert model, or the preferential attachment model. This model has 
resulted in the scale free network model and is described using a power law (Newman, 2003). The main 
difference between a scale free model and those described above is that a scale free model does not 
assume a fixed number of nodes are connected with a fixed probability which depends on the node 
degree (Barabasi & Albert, 1999). Rather, for each iteration the model adds a new vertex, and depending 
on the vertex degree, it is connected to the existing vertices, therefore showing preferential attachment. 
The advantage of using scale free network models is that the presence of hubs in the network becomes 
very evident. However, due to the complexity of the models it cannot fully explain clustering, there is 
no assortativity and this model does not have any real modules. 
 
Fig 2.16: Illustration of a map of interacting cells in yeast, an example of a scale free network model (Barabasi & Bonabeau, 
2003) 
Bearing this in mind, from a neurological stand point, when using graph theory graph nodes and edges 
can be used to describe axonal terminals and axons respectively, while clusters or network nodes 
(modules) can be used to represent brain regions. Furthermore, in brain structural networks, links can 
be seen to represent the anatomical connections between brain regions with different weights being 
used to represent the degree (size/ amount) of interaction between the neural tracts (Rubinov & Sporns, 
2010). Therefore, as described by Stam (2014), and shown in Fig 2.17 below, the brain can be viewed as 
a complex network, whose structure can be analysed using a triple scale of order vs degree diversity vs 
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hierarchy to reveal the different degrees of connectivity and, therefore, the underlying topological 
structure of the network, be it ordered, small world, or random (Stam, 2014). By analysing the brain 
signals using different methods, these different network organisations can be identified. Furthermore, 
not only can complex network analysis help with the identification of topology, but it can also help 
with identification of the various levels of integration, segregation, centrality, and, resilience (Bullmore 
& Sporns, 2009; Dehemer, 2010). 
 
Fig 2.17: Illustration of the various levels of brain network organisation (regular, random and scale-free) described by Stam 
(2014) using a three-way axis of hierarchy, order, degree and diversity. 
From the above, it is clear that graph theory puts forward a language that can be used to model complex 
networks, and allows for the qualification of network properties. Therefore, these modules can be used 
in combination with other high-level mathematical tools as well as signal processing tools, to begin to 
describe the functionality as well as organisation of the brain. 
2.4 The connectome and the brain as a functional network 
Once the brain activity has been recorded, it is very important to understand how the brain is 
connected, and its functioning, as this will have a great impact on interpreting the results. The brain 
anatomical network (connectome) is a very complex network diagram (wiring map) of all the neural 
connections making up an organisms’ nervous system. In this instance however, the definition of a 
connectome will be confined to describing only the brains’ neural network (Sporns et al., 2005; Cao et 
al., 2013). From the results of studies done by Cao et al. (2013) and Fornito et al. (2015), where they 
described the brain connectome as well as how gender and age modify it at different stages throughout 
the human lifespan, it is evident that the study of the human connectome can yield valuable 
information that can be used to understand the complexity and connectivity of the connectome.  
The connectome can be modelled (and viewed) as a complex network, as shown by the many studies 
that make up the Human Connectome Project (Papo et al., 2013; Fornito et al., 2015). By modelling the 
connectome as a complex network, graph theory can be used to investigate the structure of the network 
in a manner that is independent of the brain anatomy. This is possible as graph theory only considers 
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the topology of a network and not its anatomy, thus rendering it a good technique to analyse the 
connectivity between different regions of the brain (Ferreira-Santos, 2012; de vico Fallani et al., 2014; 
Shafto & Tyler, 2014). Connectivity and complexity are terms that are used in the analysis of brain 
networks to describe different levels of the brains organisation, from neurons to brain structures, and 
involve concepts of both structural (neuroanatomy) and functional connectivity. Thus, although on one 
hand, the brain connectivity is a very vast concept, generally, it can be divided into three main 
categories: functional connectivity (which describes the temporal correlation of the activity present in 
two brain regions, irrespective of the existence of any direct anatomic links between the regions), 
structural connectivity (which describes the anatomic connections existing between brain regions), and 
effective connectivity (which describes the causal (direct/indirect) interactions between two brain 
regions) (Friston, 1994; Horwitz, 2003; Rubinov & Sporns, 2010). Complexity, on the other hand, is a 
term used to describe randomness of network activity based on the (brain) dynamics occurring within 
the system. Therefore, as complexity of the brain activity and connectivity of the brain networks can be 
affected by age and gender (as shown by Sporns et al. (2005), Stam (2005), Gomez et al. (2006),  Dickstein 
et al. (2007), Lebel et al. (2007), Fernandez et al (2011; 2012), Cao et al. (2013), Azami et al. (2015)  and 
Shumbayawonda et al. (2017a)), investigation of these effects is important to enable better 
understanding of the effect of healthy ageing. 
The complex structure that makes up the connectome, is a dynamic nested structure that enables the 
brain to function efficiently, robustly and reliably (Newman & Girvan, 2004). When analysing the brain 
anatomic network, it is important to understand the functionality of this connectome. Brain 
functionality can be divided into three general categories that vary in size depending on the required 
resolution, i.e. functional sources, functional connectivity, and functional networks. A functional source 
is the lowest level of spatial resolution that a particular type of measurement can give, and thus, is the 
part of the brain that contributes to the activity recorded at a single sensor. However, the advantage 
that a functional source has over an anatomic source is that the recorded activity does not have to 
coincide with a defined anatomic part of the brain. This gives functional analysis immunity to the 
problems of volume conduction and source localisation which plague anatomical network analyses 
(Gusnard & Raichle, 2001; Schafer et al., 2014). As defined above, connectivity defines the manner in 
which brain structures are connected, so as an extension of this definition, functional connectivity 
defines the correlation between the activities of any two functional sources. Therefore, functional 
connectivity describes the connectivity of the brain based on the activity recorded by the functional 
sources, while anatomic connectivity describes the manner in which the brain regions are connected, 
further making it clear that one cannot exist without the other (Friston, 1994; Horwitz, 2003). Finally, a 
functional network is a matrix made up of all the pair-wise correlations (functional connectivity) 
detected between the activities of all functional sources. Simply put, a functional network shows the 
relationships in the brain based on the activity recorded at each source. Therefore, it is clear that 
functional sources at low level of resolution are functional networks at a higher level of resolution, with 
the limiting factor of spatial resolution between the desired methods of measurement (Lee et al., 2002) 
(Stam, 2005). 
When in the awake rest state, the brain is not in a ‘blank’ state, and that there are some ongoing brain 
dynamics as shown by research performed by Andreasen et al. (1995) and Gusnard and Raichle (2001). 
Additionally, some of these brain dynamics characterise intensive cognitive processes involved in 
memory systems, a fact which lead to the hypothesis and characterisation of both resting state networks 
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and default networks which are present in the brain at rest (Moussa et al., 2012). Moreover, the brain 
can be viewed as a nested network of coupled dynamic systems made up of changing synchronised 
patterns of functional networks which make up the ‘resting state’. Therefore, it is evident that if these 
nested networks can be modelled as complex graph networks, insight into functional brain networks 
could reveal the changes that maturation and ageing have on the brain. Resting state and default 
networks are also used to analyse and describe the brain as a functional network. Resting state networks 
usually represent known functional networks present in the brain. These networks show/ highlight 
regions in the brain that are believed to share and support cognitive functions. Some key resting state 
networks that have been observed, mainly by the use of fMRI-BOLD include default mode networks, 
sensory motor networks, executive control networks, visual networks, frontal-parietal networks, 
auditory networks, and temporal-parietal networks (Moussa et al., 2012). There is much research in 
literature that has been done to investigate these networks using fMRI with results showing consistency 
despite the use of different data acquisition and analysis techniques (Lee et al., 2012; Moussa et al., 2012). 
Default mode networks (DMN, default networks) are regions in the brain that have been seen to be 
active both at rest and during cognitive task (Buckner et al., 2008). However, DMN have been observed 
to deactivate during goal orientated activities, therefore suggesting that DMNs are associated with 
thinking about one’s self, or others, as well as with remembering the past or planning for the future. A 
lot of research has been conducted on DMNs with highlighting changes due to pathology (Buckner et 
al., 2008).  
2.5. Using signal analysis to investigate changes in brain activity 
Alongside understanding the functioning of the human connectome, other analyses have been 
performed to better understand the functioning of the brain as well as how this functioning can be 
modified. Information pertaining to the functioning of the brain, including recordings and images, can 
be used to investigate other factors which can modify this behaviour, such as age, gender and 
pathology. Investigations of the effects of the healthy ageing on the brains behaviour can yield 
important information which can be used to understand the brain as well as the impacts of pathology. 
Over the years, a wide range of both linear and non-linear signal processing techniques such as: 
causality (Vicente et al., 2011), entropy (Shumbayawonda et al., 2017a), synchronisation (Pijnenburg et 
al., 2004), correlation (Cao et al., 2013), and complexity (Fernandez et al., 2012), have been used to 
investigate changes in brain function. For instance, measures such as Granger causality (GC) have been 
used in neuroscience to assess directionality between different recorded brain areas (Brovelli et al., 
2004). Moreover, the use of GC in studying the effects of pathology such as performed by Belic et al. 
(2016), Wang et al. (2016), and Juan-Cruz et al. (2016) (2017), has managed to highlight the changes to 
the effective connectivity of the brain brought on by different pathologies. However, despite these great 
successes, within its definition (and amongst other disadvantages) GC uses autoregressive models, 
which implies that it only has the ability to detect linear relationships (Stokes & Purdon, 2017). Thus, 
to try and overcome this, modifications such as those proposed by Ge et al. (2012), which combine GC 
and complex networks to characterise time series with noise perturbations, have been put forward. 
In addition to the use of GC, some non-linear methods such as transfer entropy have been used to 
estimate causality between two signals. Transfer entropy (TE) was introduced by Thomas Schreiber 
(2000) and is a nonparametric information theoretic measure which detects both linear and non-linear 
interactions between two signals. Similar to GC, TE has been used to analyse the effects of age and 
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gender (Ramanand et al., 2010; Nemati et al., 2013), pathology (Gilmour et al., 2012; Engels et al., 2017) 
as well as due to alterations/modification to brain function such as that brought on by drowsiness 
(Huang et al., 2015). However, due to the disadvantages of using these methods, such as the long 
processing time usually associated with the use of TE as well as the assumptions made in GC, other 
measures such as phase slope index (PSI), have also been proposed. PSI was introduced by Nolte et al. 
(2008) and is a measure akin to GC that estimates the direction of information flux in multivariate time 
series. Despite PSI being a fairly new technique, it is a robust measure (Young et al., 2017) which has 
been used in pathology studies, such as seizure detection in epilepsy (Rana et al., 2012 ) and analyses of 
the effects of stroke (Vukelc et al., 2014). 
Generalised synchronisation is another set of measures which can be used to investigate the interactions 
and interdependencies between different systems. Synchronisation likelihood (SL), a multivariate 
generalised synchronisation measure introduced by Stam and van Dijk (2002), has been successfully 
used to analyse coupling of different brain rhythms due to pathology (Babiloni et al., 2006 ), as well as 
to analyse the effects of cognitive decline due to Alzheimer’s disease (Pijnenburg et al., 2004). Analysis 
of changes due to cognitive decline have also been performed using SL (Bajo et al., 2010) and these 
studies have yielded valuable information about the changes in functional connectivity brought on by 
cognitive decline. Thus, similar to the analyses estimating causality and information flow between 
different regions of the brain, analyses investigating the generalised synchronisation of the brain have 
managed to highlight key information about the functioning of the brain as well as the effects of 
modifications brought on by pathology. 
Another branch of analysis techniques which is arguably computationally efficient, and covers a wide 
range of methods, uses symbolic dynamics to analyse time series data. This branch of analysis 
techniques is an area of increasing research in the neuroscience field and has the potential to both 
highlight and characterise various effects of age, gender, pathology, etc., on the brain. For instance, 
permutation entropy (PE) (Bandt & Pompe, 2002), symbolic transfer entropy (Staniek & Lehnertz, 2008, 
), Lempel-Ziv complexity (LZC) (Lempel & Ziv, 1976; Fernandez et al., 2012), and, permutation Lempel-
Ziv complexity (PLZC) (Bai et al., 2015) are all symbolic dynamic methods which have been used to 
investigate brain activity. Among the different algorithms based on symbolic dynamic methods, those 
which estimate complexity have been successfully used to analyse the recorded activity of the brain. 
Complexity is a concept stemming from non-linear analysis methods that can be applied to evaluate 
changes in brain activity recorded in MEG signals (Tononi et al., 1998). The complexity of the MEG 
signal can act as a robust indicator of the variances in cortical neuronal interaction as changes in 
complexity may, direct/indirectly, be caused by changes in the cortical functional organisation of the 
brain (Li et al., 2014). Therefore, it is possible that the complexity changes of the MEG signal may be 
coarsely related to the changes in the regularity of the interactions occurring within the neuronal 
network (Li et al., 2014). LZC is a complexity method which has been used to estimate the complexity 
of the MEG time series. Studies using LZC have shown the effects of age and gender (Fernandez et al., 
2012), as well as the effects of pathology (Gomez et al., 2005; Abasolo et al., 2006; Ibanez-Molina et al., 
2017) on recorded brain activity. Despite the robustness of this classic measure, modifications have been 
made in a bid to extract more information from the signals being analysed. One such modification, 
PLZC, was proposed by Bai et al. (2015). This method considers the mutual relationship between the 
recorded signal points in the complexity estimation. Although a fairly new method, PLZC has been 
used successfully to analyse modifications to the functioning of the brain such as those brought on by 
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age (Shumbayawonda et al., 2017a), sleep deprivation (Tosun et al., 2017), as well as the changes in 
complexity brought on by altered states of consciousness (Mateos et al., 2018). 
In addition to the techniques mentioned above, entropy is yet another branch of techniques that can be 
used to analyse recorded brain activity. Due to the wide variety of entropy measures, in this study 
methods to estimate entropy were defined as a set of measures which can be used to characterise the 
entropy of a time series so as to aid the identification and quantification of regular (e.g., periodic) 
signals, random signals, and chaotic signals. Many entropy measures have been proposed in recent 
years, such as: Kolmogorov (or metric) entropy (Kolmogorov, 1959; Sinai, 1959), approximate entropy 
(ApEn) (Pincus, 1991; Pincus & Goldberger, 1994), entropy of symbolic dynamics (SymDyn) (Hao, 
1991), permutation entropy (PE) (Bandt & Pompe, 2002; Bai et al., 2015), modified permutation entropy 
(mPE) (Bian et al., 2012), Weighted PE (WPE) (Fadlallah et al., 2013), multivariate multi-scale PE  (Costa 
et al., 2002; Costa et al., 2005; Morabito et al., 2012), and composite multi-scale permutation entropy 
(CMSPE) (Li et al., 2010) (Lu & Rajapakse, 2000). These methods have been effectively used to analyse 
the effects of ageing and Alzheimer’s disease (Drachman, 2006; Yao et al., 2013; Boccardi et al., 2017). 
Moreover, entropy measures have also been used to understand the functioning of the brain (Wang et 
al., 2014) as well as to detect the effects of other things which affect the healthy functioning of the brain 
such as smoking (Li et al., 2016), and caffeine (Chang et al., 2018). 
 Other non-traditional signal analysis techniques such as graph theory and complex network analysis 
techniques have also been used in biomedical engineering to extract more information about the 
behaviour of the brain. For instance, a study performed by Goldenberg and Galvan (2015) using fMRI 
and dynamic causal modelling (DCM) revealed that in resting state, brain network topologies 
resembled small world architecture when studied using graph theory. However, when the brain was 
studied using Pearson’s Correlation, Cao et al. (2013) observed that the brain networks present in the 
brain throughout life, move from being local to distributed and revert back to having local functional 
structure. Furthermore studies performed by Huttenlocher, et al. (1982), Good, et al. (2001), Salat, et al. 
(2005), and Giedd and Rapoport (2010) show that changes in the brain networks were attributed to the 
maturation of nerve fibres, changes in myelination in the brain as it matures, synaptic pruning as well 
as changes in the dendrite structures throughout life. Thus, because graph theory only considers the 
topology of a network and not its anatomy, it becomes a powerful tool that is not dependent on brain 
structures to analyse the connectivity of the brain (Ferreira-Santos, 2012; de vico Fallani et al., 2014; 
Shafto & Tyler, 2014). Although only a few avenues to analyse data have been presented, there are 
numerous different routes that can be followed depending on the available data and aim of analyses, 
such as deep learning (Olshausen, 1996; Deng & Dong, 2013; LeCun et al., 2015), non-linear forecasting 
(Sugihara & May, 1990; Pezard et al., 1992), and, cross recurrence plots (Zbilut et al., 1998; Marwan & 
Kurths, 2004).  
2.5.1. Using MEG signals to identify a fingerprint of healthy 
ageing 
 
Over the years, there has been a notable increase in the use of MEGs to study the background activity 
of the brain (Ahonen et al., 1993; Stam, 2005; Carlson et al., 2007; Gomez et al., 2009; Escudero et al., 2009; 
Jafarpour et al., 2013). With the advances in technology and a higher life expectancy, it becomes 
necessary to be able to map and define the changes that networks in the brain undergo throughout life. 
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In so doing, this knowledge of healthy ageing could help in the early diagnosis of pathologies such as 
dementia and epilepsy as they can assist with the identification of activity lying outside the normal 
ranges defined by the healthy ageing brain networks. The use of linear vs. non-linear analysis to 
accurately describe brain dynamics has been under debate, with researchers using either branch of 
analysis to validate their preferences (Stam, 2005). Therefore, in this study, the use of both linear and 
non-linear methods to analyse the brain networks recorded using MEG was employed so as to extract 
as much information from the rMEG signals as possible (Nolte et al., 2010; Haufe et al., 2012). The study 
of the resting state is very relevant as it is possible that subtle changes to the background brain network, 
which would otherwise be hidden during tasks, can be detected. For instance, studies such as those 
done by Lopez et al. (Lopez-Sanz et al., 2017) using MEG resting state data, as well as by (Woodward & 
Cascio, 2015) using resting state fMRI (rs-fMRI) have successfully shown the importance of using 
resting state data when investigating the functioning of the brain.   
 
From the literature presented thus far, it is clear that understanding the effects of age, gender and 
pathology on brain function is very important. Moreover, understanding the development of healthy 
ageing and how this affects the MEG activity recorded at different stages of life is equally as important. 
This information can then be collated and used to generate a fingerprint of healthy ageing which reflects 
the baseline activity of the brain while at rest. This fingerprint characterising healthy ageing will be 
obtained by applying signal processing to different recordings capturing brain function (MEG in this 
particular case) in order to obtain a holistic image of the healthy brain function. Together with age, 
pathology can cause changes to brain activity that could alter the normal pattern of evolution of brain 
function. Therefore, a fingerprint describing healthy ageing would allow comparing results from future 
studies and determining whether they fall under the healthy ageing category or show abnormal 
characteristics that might reflect some underlying pathological brain conditions. Moreover, gender/sex 
has been shown to have an effect on the progression of healthy brain function with age, as shown in 
studies mentioned above. Thus, the inclusion of the effects of gender into the generation of the 
fingerprint is equally of importance as this will add much needed texture to the fingerprint.  
 
The aim of this research was to make use of MEG signals and diverse signal processing techniques to 
determine the effects of healthy ageing on the brain throughout the human lifespan. With this in mind, 
early diagnosis of brain disorders (such as with dementia) and the correct diagnosis of the causes of 
brain disorders (such as with epilepsy and schizophrenia) is important for clinicians, surgeons, and, 
patients alike as early diagnosis of pathology can allow for better management of the disease, by 
allowing treatments to be given earlier in the disease progression. Therefore, it becomes important to 
understand the healthy development of brain activity, and connectivity, with age. Thus, the use of 
advanced signal processing techniques and the development of knowledge on healthy ageing, will play 
a large role in helping to address and decrease the social-economic effects of brain pathology while also 
promoting a better quality of life for those affected. 
 
 
 
 
 
 
Elizabeth Shumbayawonda   
38 
 
 
 
 
 
 
 
 
 
CHAPTER 3: MATERIALS AND 
METHODS 
 
In this thesis, two different databases were used to investigate the changes to the rMEG activity of the 
brain. The first was made up of rMEG signals of healthy subjects with ages ranging between 7 and 84, 
while the second, obtained from a research collaboration visit, was made up of healthy controls, those 
with subjective cognitive decline, as well as those with mild cognitive impairment (aged 60—82years). 
In this thesis, both linear and non-linear analysis techniques were used, moreover, although the bulk 
of the analyses were performed in sensor space, some source space analyses were also performed, albeit 
using the rMEG signals from database2. Lastly, analyses to investigate changes in the brain network 
were also performed using graph theory. Thus, methods used during signal analysis are described in 
detail in this chapter. Appendix I-III show the age distributions for datasets 1 and 2, demographic 
information and the criteria for recruitment of subjects, as well as the psychometric methods used to 
classify subjects.  
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3.1 Materials 
3.1.1. Database 1 
 
MEGs were recorded in a shielded room using a whole head neuroimaging magnetometer with 148 
channels (MAGNES 2500WH, 4D Neuroimaging) at the Centro de Magnetoencefalografía Dr. Pérez-
Modrego (Madrid, Spain). Fig3.1 shows an illustration of the SQUID channel configuration used in the 
recording of this database. The subjects lay comfortably awake in a relaxed state with eyes closed while 
5 minutes of data were acquired. The MEGs were recorded at sampling frequency of 678.17 Hz using a 
hardware band-pass filter from 0.1 to 200 Hz. These recordings were then down-sampled to 169.549 
Hz. A digital Hamming window finite impulse response band-pass filter of order 560 with corner 
frequencies at 1.5 Hz and 40 Hz was used to filter the data. The function filtfilt (MATLAB  version 
2016a) was used to avoid phase shift as it filters in the forward and reverse directions. Consequently, 
the resulting sequence has precisely zero-phase distortion and doubles the filter order (Oppenheim & 
Schafer, 2013).  This filtering process resulted in the removal of artefacts such as mains hum, ECG, EOG, 
and, EMG. The effects of using different artefact rejection methods such as ICA, cICA, FastICA and 
cBSS were evaluated in the data pre-processing stages using this database to try and remove the 
remaining artefacts from eye blinks and SQUID jumps. However, due to the difficulty associated with 
the removal of the rare and randomly spaced SQUID jump and eye blink artefacts, as well as their 
occurrence in only a few individuals in the sample population, after visual inspection of the effects of 
removal of such artefacts, these methods were not used to pre-process the data. Therefore, although 
these noise artefacts were not removed, as only a few (≥5 sensors) were affected on few subjects, it was 
assumed that these few random contaminants were not significant enough to skew the overall results 
from this database (Shumbayawonda et al., 2017a). 
 
Fig 3.1: Illustration of the 148 SQUID channels used in database 1. The five highlighted regions represent the sensor groupings 
used to define the different parts of the brain i.e., anterior (a), central (c), left lateral (ll), right lateral (rl) and posterior (p). 
These regions were also used for the statistical analyses (Shumbayawonda et al., 2017a) 
 
Database 1 used was made up of 238 (109 male/129 female) healthy participants. Subjects ranged from 
7 to 84 years, with no significant differences in terms of age found between males (mean ± standard 
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deviation 42.92 ± 21.0) and females (45.0 ± 22.1). A total of 220 (98male/122 female) subjects were used 
in the final analysis, after rejection of 18 subjects. Rejection criteria for these subjects included: having 
MEG time series length of less than 4mins and 30seconds. Subjects were grouped according to age and 
table 3.1 summarises the relevant information about the different age groups and also shows how 
subjects were divided into 5 groups according to the stages of life that they fall under.  
 
Table 3.1: Grouping of subjects according to age, with further classification of age groups into different stages of life that fall 
under maturation and ageing of the brain as described by Ge et al. (2002) and Peters (2005) 
Group  Age Subjects  Male Female 
1 <19 22 11 11 
2 19-40 84 44 40 
3 41-60 39 20 19 
4 61-70 48 11 37 
5 >70 27 12 15 
 
3.1.2. Database 2 
 
All recordings making up this database were done at the Laboratory of Cognitive and Computational 
Neuroscience (Centre for Biomedical Technology (CTB), Madrid, Spain), with subjects in a relaxed 
awake state with eyes closed. Furthermore, it is important to note that all the data pre-processing, 
including the recording, artefact rejection and epoch selection, was performed by the research team at 
the CTB.  Thus in this thesis, only the clean artefact free data (after further visual inspection) was used 
during the data analysis. 
 
This database was used to carry out source analysis. The subject head shape was obtained using a 3D 
Fastrak digitizer (Polhemus, Colchester, Vermont) with at least 300 points of the surface of the scalp 
recorded. Additionally, to ensure continuous head position estimation during the recordings using the 
Fastrak device, four head position indication (HPI) coils were placed on the subjects scalp, two on the 
mastoids and two on the forehead, with their initial position being recorded. Five additional electrodes 
were placed on subjects: the two placed above and beneath the left eye were used as vertical 
electrooculogram electrodes to capture eye blinks as well as eye movement, the two placed at a diagonal 
across subjects abdomen (just beneath the clavicle and under the ribs) were used as electrocardiogram 
electrodes, while the last electrode was placed on the earlobe and was used to represent ground. Once 
prepared, subjects were placed in a magnetically shielded room (Vacuum Schmetze GmbH, Hanau, 
Germany) (Elekta-Neuromag, 2005). Four minutes of MEG data was subsequently recorded using a 306 
channel (102 magnetometers, 204 planar gradiometers) Vectorview MEG system (Elekta AB, 
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Stockholm, Sweden). The neurophysiological data was acquired in a similar manner to that described 
by Lopez-Sanz, et al. (2017), i.e. using a sampling frequency of 1000 Hz with an online anti-alias filter 
of 0.1 to 330 Hz. A tempo-spatial filtering algorithm (tSSS, correlation window 0.9, and time window 
10 seconds) was used offline to eliminate magnetic noise originating from outside the head and 
compensate for head movements. 
 
After the tSSS filtering, MEG data were scanned for artefacts using a combination of automatic and 
visual inspection. Ocular (EOG and eye blinks with high amplitude were easily distinguished in the 
MEG frontal sensors), muscular (EMG which manifests as high amplitude, high frequency (110-140Hz) 
artefacts) and SQUID jump artefacts were identified using an automatic procedure from the Fieldtrip 
package (Oostenveld et al., 2011). Visual inspection of the automatically identified artefacts then ensued 
before the artefacts were rejected. Independent component analysis (ICA) was then used on the 
resulting data to remove the ECG artefact. As the tSSS filtering does not completely remove externally 
generated fields such as the powerline and other low frequency noises generated by large 
ferromagnetic objects in the vicinity of the MEG system such as elevators, cars, chairs, etc., MEG 
analysis was focused in a band that does not contain these frequencies (i.e. from 2 to 45 Hz). Once all 
artefacts were removed, the remaining clean and artefacts free data was segmented into 4 second 
epochs, with only magnetometer data used in the subsequent analysis. Similar number of epochs were 
used for the controls (47.6±7.3), SCD (46.2±9.4) and MCI 3 (42±7.0) groups, with no significant group 
effect identified regarding the number of epochs p=0.64 (using Pearson’s correlation). Clean trials were 
padded with 2 seconds of real data on both sides prior to the application of a BPF between 2 and 45 Hz 
to prevent edge artefacts. The source model consisted of 1450 sources that fell inside the reconstruction 
and were also defined as lying in an area according to the Harvard-Oxford atlas (these sources were 
mainly located in grey matter, however a second analysis involving all sources in the brain was also 
performed). To enable more accurate source reconstruction of each subject’s brain a T1-weighted MRI 
was obtained for each subject. The MRI was acquired in a General Electric 1.5 Tesla magnetic resonance 
scanner using a high resolution antenna and homogenisation PURE filter (Fast Spoiled Gradient Echo 
sequence; TR/TE/I1 = 11.2/4.2/450ms; flip angle 12⁰; 1mm slice thickness, 256x256 matrix and FOV 
25cm). Processing of the MRI images to obtain the cortical and subcortical segmentation of the brain 
volume was done using the specialised automated tool embedded in the Freesurfer software (version 
5.1.0). Each of the sources was placed in homogeneous grid using an Montreal Neurological Institute 
(MNI) template after which the generic grid was linearly transformed into subject space using the 
subject MRI. Fig3.2 shows an illustration of this process. 
 
The leadfield (forward model) was calculated using the single shell model which estimated the brain 
volume using a single shell volume conductor with arbitrary geometry, and calculates the magnetic 
field by correcting terms to the spherical solution. Once the leadfield was calculated, the inverse 
problem was solved to obtain the source-time series by employing the Linearly Constrained Minimum 
Variance (LCMV) beamformer using the computed leadfield and building the beamformer filter with 
the epoch-averaged covariance matrix. Lastly, the resulting estimated spatial filters were used to 
reconstruct the source-space time series for each trial and source location. A total of 199 subjects MEG 
recordings made up this database, however, after selection of the subjects with similar numbers of 
trials, the total number of subjects used in this analysis was 110. Similar total numbers of subjects per 
diagnosis group were used in this analysis.  
 
Elizabeth Shumbayawonda   
42 
 
 
Fig 3.2: Illustration of (A) transformation a regular template mesh in MNI space with 2cm spacing into subject space using 
MRI information. During MEG source reconstruction since source locations correspond to the same MNI coordinates, the 
can be compared across subjects. (B) Shows how source locations can be grouped into region as using the Harvard-Oxford 
atlas with each colour representing an atlas region (Lopez, 2015). 
 
Table 3.2 shows the ages and total number of subjects making up this database, as well as those used 
during analysis after the rejection criteria were implemented. 
 
Table 3.2: The total number of subjects making up the database used, as well as the actual number of subjects used in the 
cognitive decline analysis. The analysis was done separately for males (M) and females (F) in the three diagnosis groups 
controls (CN), subjective cognitive decline (SCD), and Mild cognitive impairment (MCI) 
 
Group Male Female Total 
Subjects 
Average 
age (M) 
Average 
age (F) 
Male Female Subjects 
in 
analysis 
Average 
age (M) 
Average 
age (F) 
CN 29 41 70 71.86 69.76 14 21 35 72.4 72.0 
SCD 20 71 91 73.95 71.86 13 24 37 72.2 72.9 
MCI 13 25 38 72.5 73 13 25 38 72.5 73.0 
 
Diagnosis of subjects was done in 3 main steps. Firstly, a set of screening questionnaires including: the 
Mini Mental State Examination (MMSE; (Lobo et al., 1979), the Hachinski Ischemic Score (HIS; (Rosen 
et al., 1980), the Functional Assessment Questionnaire (Pfeffer et al., 1982), and the Geriatric Depression 
Scale–Short Form (Yesavage et al., 1982), were used to assess the general functional and cognitive status 
of each subject. After which, an exhaustive neuropsychological assessment ensued. This assessment 
included: Direct and Inverse Digit Span Test (Wechsler Memory Scale, WMS-III), Phonemic and 
Semantic Fluency (Controlled oral Word Association Test, COWAT), Immediate and Delayed Recall 
(WMS-III), Trail Making Test A and B (TMTA and TMTB; (Reitan, 1958)), Ideomotor Praxis of Barcelona 
Test, Boston Naming Test (BNT), and Rule Shift Cards (Behavioral Assessment of the Dysexecutive 
Syndrome, BADS). Lastly, a clinical interview with an expert was done so as to ensure that all subjects 
with possible confounders of SCD such as problematic medication, psycho-affective disorders or other 
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relevant medical conditions would be excluded from the final sample. MCI was diagnosed according 
to the criteria put forward by Petersen (2004) and Grundman (2004). 
 
Further exclusions used in the compilation of the sample making up the database used in this study 
included: 
1) No history of psychiatric or neurological disorders or drug consumption that could affect 
MEG activity, such as cholinesterase inhibitors;  
2) No evidence of infection, infarction or focal lesions in a T2-weighted scan within 2 months 
before MEG acquisition;  
3) A modified Hachinski score and GDS-SF score of ≥5;  
4) No history of alcoholism, chronic use of anxiolytics, neuroleptics, narcotics, 
anticonvulsants or sedative hypnotics; 
5) No B12 vitamin deficit, diabetes mellitus, thyroid problems, syphilis, or Human 
Immunodeficiency Virus (HIV). 
 
3.2. Methods 
 
A range of univariate, bivariate and multivariate methods, which can be categorised as either linear or 
non-linear techniques, were used in this thesis. From a conceptual point of view, these methods might 
be classified into four groups: functional connectivity (FC) techniques, which can be used to investigate 
dependencies between signals providing any causal information, effective connectivity (EC) techniques 
which provide causal information between signals, complexity techniques which estimate irregularity 
of the signal at each channel and entropy techniques. However, for ease of understanding the methods 
used in this study were grouped as linear or non-linear. In this research, the HERMES toolbox  (Niso et 
al., 2013) was used to perform sensor space surface connectivity (FC/EC) analyses, while the Brain 
Connectivity Toolbox (BCT) toolbox was used for complex network analysis of the FC and EC data 
obtained using HERMES (Rubinov & Sporns, 2010). Lastly, source space analyses were performed 
using Fieldtrip (Oostenveld et al., 2011). It is also worth noting that in-house scripts were developed to 
estimate complexity, as well as to work in combination with the results obtained from the various 
toolboxes. Moreover, in-house scripts were also developed to generate all the visual qualitative results 
(including colour maps) that are presented in this thesis (for both sensor and source space analyses). 
 
3.2.1 Linear analysis techniques 
 
It is a widely accepted hypothesis that brain signals, recorded non-invasively on the surface of the brain, 
are a mixture of the activities generated by the electrical potentials from multiple distinct areas of the 
brain (Stam, 2005). Therefore, as it is possible that this mixture could be a linear one, linear analysis 
methods could be ideal to study MEG signals. In this study three linear methods were used to analyse 
the correlation (both in time and frequency domains), and the causality of the rMEG recordings, 
namely: Pearson’s correlation (COR), coherence (COH) and Granger causality (GC). 
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3.2.1.1 Correlation 
 
Pearson’s correlation coefficient (COR) measures the linear correlation between signals 𝑥(𝑡) and 𝑦(𝑡) 
in the time domain at zero lag (Nolte et al., 2008). The COR 𝑅𝑥𝑦 between two signals is defined as 
follows:  
𝑅𝑥𝑦 =  
1
𝑁
∑ 𝑥(𝑘)
𝑁
𝑘=1
𝑦(𝑘) 
 
( 3.1) 
 
where N is the length of the time series (number of samples). COR results range between −1 ≤  𝑅𝑥𝑦 <
1 where the lower limit represents complete linear inverse correlation between the two signals, and the 
upper limit represents complete direct correlation between the two signals (Niso et al., 2013). 
 
3.2.1.2 Coherence 
 
Coherence (COH; also known as magnitude squared coherence) determines the linear correlation 
between two signals 𝑥(𝑡) and 𝑦(𝑡) as a function of frequency, 𝑓. COH is the squared term of the 
coherency function (𝐾) which is calculated as the ratio of the cross spectral density 𝑆𝑥𝑦(𝑓), between 𝑥(𝑡) 
and 𝑦(𝑡), and their individual power spectral densities 𝑆𝑥𝑥(𝑓) and 𝑆𝑦𝑦(𝑓). Therefore, if the coherency 
function 𝐾 is defined as: 
𝐾𝑥𝑦(𝑓) =
𝑆𝑥𝑦(𝑓)
√𝑆𝑥𝑥(𝑓)𝑆𝑦𝑦(𝑓)
 
 
(3.2) 
 
Then the coherency between signals 𝑥(𝑡) and 𝑦(𝑡) is defined as: 
 
𝐶𝑂𝐻𝑥𝑦(𝑓) = |𝐾𝑥𝑦(𝑓)|
2
=
|𝑆𝑥𝑦(𝑓)|
2
𝑆𝑥𝑥(𝑓)𝑆𝑦𝑦(𝑓)
 
 
(3.3) 
 
As finite data is being used, in the HERMEs toolbox, the spectrum is estimated using the Welch’s 
averaged modified periodogram. This has the added benefit of noise reduction in the estimated power 
spectrum (although this also results in a reduction in the frequency resolution of the coherence). COH 
results range between 0 ≤ 𝐶𝑂𝐻𝑥𝑦(𝑓) ≤ 1 with the lower limit implying no linear dependence between 
𝑥(𝑡) and 𝑦(𝑡), and the upper limit implying complete cohesion between the two signals (Niso et al., 
2013). 
3.2.1.3 Linear Granger causality 
 
Granger causality (GC) is a measure that was introduced by Clive Granger (Granger, 1969) to show that 
the causal relationship between 2 signals when one is influencing the other. For example, when x is 
influencing y, an improvement to the prediction of y can be made by adding the past values of 𝑥(𝑡) to 
the regression of 𝑦(𝑡). Therefore, in the bivariate case, the autoregression (AR) models (made up of the 
regression of y and the past values of x) are defined as: 
 
𝑥(𝑛) = ∑ 𝑎𝑥|𝑥,𝑘𝑥(𝑛 − 𝑘) +
𝑃
𝑘=1
∑ 𝑎𝑥|𝑦,𝑘𝑦(𝑛 − 𝑘) + 𝑢𝑥𝑦(𝑛)
𝑃
𝑘=1
 
 
(3.4) 
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𝑦(𝑛) = ∑ 𝑎𝑦|𝑦,𝑘𝑥(𝑛 − 𝑘) +
𝑃
𝑘=1
∑ 𝑎𝑦|𝑦,𝑘𝑦(𝑛 − 𝑘) + 𝑢𝑦𝑥(𝑛)
𝑃
𝑘=1
 
 
(3.5) 
 
where 𝑎𝑖|𝑗,𝑘 is the model parameter whose coefficients are estimated using the least squares method (in 
the HERMES toolbox), 𝑃 is the order of the AR model and 𝑢𝑖𝑗 are the model residuals. The predictions 
of each signal (x and y) is performed using the past of both signals (?̅? and ?̅?), thus, the variance of the 
residuals becomes: 
𝑉𝑥|?̅?,?̅? = 𝑣𝑎𝑟 (𝑢𝑥𝑦) (3.6) 
𝑉𝑦|?̅?,?̅? = 𝑣𝑎𝑟 (𝑢𝑦𝑥) (3.7) 
 
where the variance over time is 𝑣𝑎𝑟, 𝑥|?̅?, ?̅? is the prediction of of 𝑥(𝑡) using the past values of 𝑥(𝑡) and 
𝑦(𝑡), and 𝑦|?̅?, ?̅? is the prediction of of 𝑦(𝑡) using the past values of 𝑥(𝑡) and 𝑦(𝑡). Therefore, the Granger 
causality from x to y (i.e. predicting y from x) is: 
 
𝐺𝐶𝑥→𝑦 = 𝐼𝑛 (
𝑉𝑦|?̅?
𝑉𝑦|?̅?,?̅?
) 
 
(3.8) 
 
GC results range between 0 ≤  𝐺𝑝→𝑞 < ∞ with the lower limit showing that the past of 𝑥(𝑡) does not 
imporove prediction of 𝑦(𝑡) so that 𝑉𝑦|?̅?  ≈  𝑉𝑦|?̅?,?̅?, and the upper limit (>0) shows that the past of 𝑥(𝑡) 
improves the prediction of 𝑦(𝑡) such that 𝑉𝑦|?̅?  ≫  𝑉𝑦|?̅?,?̅?  and therefore x causes y (Wiener, 1956; Seth, 
2010). 
 
3.2.2 Non-linear analysis techniques 
 
Since the brain can be viewed as a complex non-linear system made up of vast numbers of interacting 
neurons which are also generally believed to operate in a non-linear fashion (Ferree & Hwa, 2003), 
analysing brain signals using non-linear techniques can be viewed as more ideal than the use of linear 
techniques. In this study, non-linear analysis methods were used to analyse the causality, 
synchronisation, entropy, information flow and complexity of the rMEG recordings of the resting brain. 
These analyses were done using the phase slope index (PSI), rho index (RHO), transfer entropy (TE), 
synchronisation likelihood (SL), permutation entropy (PE), modified PE (mPE), Lempel-Ziv complexity 
(LZC) and permutation LZC (PLZC).  
 
3.2.2.1 RHO index 
 
𝜌 index (RHO) is a method which is based on Shannon entropy (Tass et al., 1998) and can be used to 
determine the synchronisation between two signals. The synchronisation between the signals is 
quantified by calculating the deviation of the cyclic phase distribution from the uniform distribution. 
Moreover, the relative frequencies from the histogram of relative phases are used to approximate the 
probability density. As a result, RHO is calculated as: 
 
𝜌 =
𝑆𝑚𝑎𝑥−𝑆
𝑆𝑚𝑎𝑥
, (3.9) 
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where 𝑆𝑚𝑎𝑥  is the maximum entropy of the uniform distribution (given by the logarithm of the number 
of bins in the histogram), and 𝑆 is the entropy of the distribution of the cyclic relative phase (i.e. the 
relative phase difference wrapped to the interval (0, 2π)): 
 
∆𝜙𝑟𝑒𝑙(𝑡) =  ∆𝜙(𝑡)𝑚𝑜𝑑2𝜋 (3.10) 
 
The cyclic relative phase is usually used in experimental systems which are often noisy and present 
random phase slips of 2π, however the phase locking condition ∆𝜙(𝑡) when the phases of two coupled 
oscillations are locked at time t (even though their amplitudes may be uncorrelated (Rosenblum et al., 
1996) is used to calculate ∆𝜙𝑟𝑒𝑙(𝑡), such that: 
 
∆𝜙(𝑡) =  |𝜙𝑥(𝑡) − 𝜙𝑦(𝑡)|, (3.11) 
 
where 𝜙𝑥 and 𝜙𝑦 are the two coupled oscillators and:  
𝑆 = − ∑ 𝑥𝑘 ln(𝑥𝑘)
𝑁
𝑘=1
 
 
(3.12) 
 
where 𝑥𝑘 is the probability of finding ∆𝜙𝑟𝑒𝑙(𝑡) in the kth bin of the histogram. The values of RHO lie 
between 0 ≤ 𝜌 ≤ 1, where the lower limit shows that the signals are uniformly distributed, and there 
is no synchronisation, while the upper limit shows that the signals are perfectly synchronised (Niso et 
al., 2013). 
 
3.2.2.2 Phase slope index 
 
Phase slope index (PSI), which is similar in principle to Phase Lag Index (PLI) as well as Weighted 
Phase Lag Index (WPLI), is arguably one of the methods that can be used to estimate flow direction of 
information between two time series (Niso et al., 2013). According to Geweke (1982) total connectivity 
can be expressed as a sum of instantaneous and Granger causal components. Therefore, if PSI can 
measure the difference between the sender and the recipient then the true interactions between neural 
sources, occurring with a time delay, can be determined. For instance, assuming that the speed at which 
different waves propagate is similar, this implies that the phase difference between the information 
sender and the reliever increases with frequency. This therefore will result in a positive slope in the 
phase spectrum which will result in the PSI between two signals 𝑥(𝑡) and 𝑦(𝑡) being defined as: 
 
𝑃𝑆𝐼 = Ψ𝑥𝑦 =
Ψ̃𝑥𝑦
𝑠𝑡𝑑(Ψ̃𝑥𝑦)
 , 
 
(3.13) 
where: 
Ψ̃𝑥𝑦 =  ℑ (∑ 𝐾𝑥𝑦
∗ (𝑓)𝐾𝑥𝑦(𝑓 + 𝛿𝑓)
𝑓𝜖𝐹
) 
 
(3.14) 
 
and where the complex coherency between the two signals is 𝐾𝑥𝑦 , 𝛿𝑓 is the frequency resolution, ℑ(. ) 
is the imaginary part, 𝐹 is the set of frequencies over which the slope is summed, and 𝑠𝑡𝑑(Ψ̃𝑥𝑦) =  √𝑘𝜎 
which is obtained by dividing the data into k epochs, calculating k values of Ψ̃𝑥𝑦, from the data with 
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the kth epoch removed and then taking the standard deviation 𝜎 of the Ψ̃𝑘𝑥𝑦  distribution (Di Bernardi 
et al., 2013). In the frequency range considered, values of PSI>2 signify significant time delays between 
the two signals 𝑥(𝑡) and 𝑦(𝑡). In the HERMEs toolbox there is an option to specify a frequency band to 
analyse. However, by default all frequencies will be analysed (Niso, et al., 2013). 
 
3.2.2.3 Transfer entropy  
 
Transfer entropy (TE) is an information theoretic measure that approximate two time series 𝑥(𝑡) and 
𝑦(𝑡) using Markov processes, after which it measures the causality by computing the deviation of the 
two time series from a generalised Markov condition (Schreiber, 2000).  
 
𝑝(𝑦𝑡+1|𝐲𝐭
𝐧, 𝐱𝐭
𝐦) = 𝑝(𝑦𝑡+1|𝐲𝒕
𝐧) (3.15) 
 
Where 𝐱𝐭
𝐦 = (x𝑡 , x𝑡+1, … , x𝑡−𝑚+1) and 𝐲𝐭
𝐦 = (y𝑡 , y𝑡+1, … , y𝑡−𝑛+1) are the m and n order Markov process 
for x and y respectively (Schreiber, 2000). 𝑝(𝑦𝑡+1|𝐲𝒕
𝐧) is the probability of obtaining a value of 𝑦𝑡+1 given 
its previous values n steps before time t, and 𝑝(𝑦𝑡+1|𝐲𝐭
𝐧, 𝐱𝐭
𝐦) is the probability of obtaining 𝑦𝑡+1 using 
the past of both 𝑥(𝑡) and 𝑦(𝑡). Evidently, although TE is non-parametric and does not assume any kind 
of dependence between 𝑥(𝑡) and 𝑦(𝑡), it is very similar in concept to GC. Nevertheless, using TE over 
GC comes at a cost as it is necessary to estimate probabilities from data, which is not a trivial process.  
 
It is evident that equation 2.14 is fully satisfied in the absence of causality. Therefore, to measure causal 
activity (which shows a deviation from the absence of causality) Schreiber (2000) proposed the use of 
the Kullback-Leibler divergence which is applied to both probability distributions, and thus resulted 
in transfer entropy from x and y being defined as: 
 
𝑇𝑋→𝑌 = ∑ 𝑝(𝑦𝑡+𝑢|𝐲𝐭
𝐝𝐲
, 𝐱𝐭
𝐝𝐱)
𝑦𝑡+1|𝐲𝐭
𝐝𝐲
,𝐱𝐭
𝐝𝐱
log (
𝑦𝑡+𝑢|𝐲𝐭
𝐝𝐲
, 𝐱𝐭
𝐝𝐱
𝑝(𝑦𝑡+𝑢|𝐲𝐦
𝐝𝐲
)
) 
 
 
(3.16) 
 
where t is the discrete time index, u is the predicted time, 𝑇𝑋→𝑌 measures the amount of directed 
causality, and 𝐲𝐭
𝐝𝐲
 and 𝐱𝐭
𝐝𝐱 are dimensional delay vectors which are calculated using: 
 
𝐱𝐭
𝐝𝐱 =  (𝑥(𝑡), 𝑥(𝑡 − 𝜏), … , 𝑥(𝑡 − (𝑑𝑥 − 1)𝜏)) (3.17) 
𝐲𝐭
𝐝𝐲
=  (𝑦(𝑡), 𝑦(𝑡 − 𝜏), … , 𝑦(𝑡 − (𝑑𝑦 − 1)𝜏)) (3.18) 
 
and where 𝜏 is the embedded time delay. In the HERMEs toolbox, transfer entropy between x, y and w 
(future of x) is calculated as a combination of Shannon entropies, H, where: 
 
𝑇(𝑤, 𝑋, 𝑌) = 𝐻(𝑤, 𝑋) + 𝐻(𝑋, 𝑌) − 𝐻(𝑋) − 𝐻(𝑤, 𝑋, 𝑌) (3.19) 
 
Values of TE range 0 ≤ 𝑇𝐸𝑋→𝑌 < ∞, where the lower where the lower limit reflects no causality between 
the two signals x and y, and the upper limit shows that x is ‘causing’ y (Vicente et al., 2011; Niso et al., 
2013). 
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3.2.2.4 Synchronisation likelihood 
 
Synchronisation likelihood (SL) was introduced by Stam and Van Dijk (2002) and is an index that 
determines generalised synchronisation in neurophysiological data. SL is a multivariate index which 
detects simultaneously occurring patterns across the entire signal by giving a normalised estimate of 
the dynamic interdependencies between multiple time series 𝑥1(𝑡), 𝑥2(𝑡), … , 𝑥𝑚(𝑡) (Montez et al., 2006). 
Therefore to do this corresponding d-dimensional delayed vectors at time n are defined as: 
 
𝐱1,𝑛 = (𝑥1(𝑛), 𝑥1(𝑛 − 𝜏), … , 𝑥1(𝑛 − (𝑑 − 1)𝜏) 
𝐱2,𝑛 = (𝑥2(𝑛), 𝑥2(𝑛 − 𝜏), … , 𝑥2(𝑛 − (𝑑 − 1)𝜏) 
⋮ 
𝐱𝑀,𝑛 = (𝑥𝑀(𝑛), 𝑥𝑀(𝑛 − 𝜏), … , 𝑥𝑀(𝑛 − (𝑑 − 1)𝜏) 
 
 
 
(3.20) 
 
where τ is the time delay. In the bivariate case, the probability that two embedded vectors from the 
signal 𝑥𝑚(𝑡) (m = 1, … , M) are closer to each other than a given distance 𝜀 at any time n is given by: 
 
𝑃𝑚,𝑛
𝜀 =
1
2(𝑤2 − 𝑤1)
∑ Θ(𝜀 − |𝐱𝑚,𝑛 − 𝐱𝑚,𝑗|
𝑁
𝑗=1
𝑤1<|𝑛−𝑗|<𝑤2
) 
 
 
(3.21) 
 
where Θ is the Heaviside step function: 
 
Θ(x) = {
1, 𝑖𝑓     𝑥 > 0
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
 
(3.22) 
 
and where 𝑤1 is the Theiler window which is used to avoid autocorrelation effects on the calculations 
and should be at least the order of the autocorrelation time (Theiler, 1986). The Theiler window, a 
method which can be used to  exclude temporarilily correlated points from the correlation pair, is one 
of the most prominent precautions that can be used to obtain correct estimations of the correlation 
dimension. As successive elements of time series are not usually independent, in particular for highly 
sampled data, subsequent deay vectors are also highly correlated. Theiler suggested to remove this 
spuirious effect by simply ignoring all points whose time indices differ by less than 𝑤1, where 𝑤1 is 
chosen generously. 𝑤2 is a window which is used to sharpen the synchronisation measure time 
resolution such that 𝑤1 ≪ 𝑤2 ≪ 𝑁. Montez, et al. (2006) give a detailed explanation of how to calculate 
𝑤2.  
 
With the above in mind, at time n for each of the M signals considered, the critical distance 𝜀𝑚,𝑛 is 
determined for each probabity 𝑃𝑚,𝑛
𝜀𝑚,𝑛 =  𝑝𝑟𝑒𝑓 ≪ 1, where 𝑝𝑟𝑒𝑓  represents the percentage of reconstructed 
state vectors in 𝑥𝑚(𝑡) which are close enough to 𝐱𝑚,𝑛 to be regarded as being equivalent to them. 
Therefore, the number of channels 𝐻𝑛,𝑗 with embedded vector 𝐱𝑚,𝑛 and 𝐱𝑚,𝑗 which are closer than the 
critical distance 𝜀𝑚,𝑛 and have each discrete time pair (n,j) within the time window 𝑤1 < |𝑛 − 𝑗| < 𝑤2 
becomes: 
 
𝐻𝑛,𝑗 =  ∑ Θ(𝜀𝑚,𝑛 − |𝐱𝑚,𝑛 − 𝐱𝑚,𝑗|
𝑀
𝑚=1 ) , (3.23) 
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which ranges between 0 ≤ 𝐻𝑛,𝑗 ≤ 𝑀 and reflects the number of embedded signals which resemble each 
other. From this, synchronisation likelihood 𝑆𝑚,𝑛,𝑗 can then be defined for each signal (m) and discrete 
time pair (n, j), and after averaging over all j results in the SL, 𝑆𝐿𝑚,𝑛 is defined as: 
 
𝑆𝐿𝑚,𝑛 =
1
2(𝑤2−𝑤1)
∑ 𝑆𝑚,𝑛,𝑗
𝑁
𝑗=1
𝑤1<|𝑛−𝑗|<𝑤2
 ,  
(3.24) 
 
which shows that 𝑆𝐿𝑚,𝑛 describes the strength of the synchronisation of channel 𝑥𝑚(𝑡) with all other 
M-1 channels at time n. Values for SL for the entire time interval can be obtained by averaging 𝑆𝐿𝑚,𝑛 
for all n. Results from SL range between 𝑝𝑟𝑒𝑓 ≤ 𝑆𝐿 ≤ 1 where the lower limit shows that all M time 
series are uncorrelated, and the upper limit shows compete synchronisation of all the M channel time 
series (Montez et al., 2006; Stam & Van Dijk, 2002). In the HERMES toolbox, selection of 𝑝𝑟𝑒𝑓 is possible, 
however the default is set to 0.05 which implies that 5% of the vectors 𝐱𝑚,𝑗 will be considered to be 
recurrences of 𝐱𝑚,𝑛. 
 
Amongst the FC and EC measures which make up non-linear analysis, another branch of non-linear 
analysis is symbolic dynamic measures. These measures are computationally efficient and have been 
successfully used to analyse the activity of the brain (Fernandez et al., 2012; Cao et al., 2013; Li et al., 
2014). In this research project, four such measures (two complexity and two entropy methods) were 
used to analyse rMEG signals namely Lempel-Ziv complexity, permutation Lempel-Ziv complexity, 
permutation entropy and modified permutation entropy.  
 
3.2.2.5 Lempel-Ziv Complexity  
 
Complexity is a measure that is used to solve information theory problems in coding, data compression 
and generation of rent signals (Fernandez et al., 2012). A measure put forward by Lempel, Ziv and 
Welch, and recorded by Lempel and Ziv (1976), Lempel-Ziv complexity (LZC), has been used in 
biomedical analysis to estimate the entropy of neural discharge and brain function among other 
applications (Aboy et al., 2006). LZC calculates complexity of a signal after it has been transformed into 
a finite symbol sequence. For robustness to arbitrary outliers, most biological signals are transformed 
into a binary sequence with the threshold (𝑇𝑑) being at the median of the signal (Aboy et al., 2006). The 
LZC of a time series can be determined as follows: firstly, the signal 𝑥(𝑖) is transformed into a binary 
string 𝑠(𝑖): 
 
𝑠(𝑖) =  {
0, 𝑖𝑓 𝑥(𝑖) < 𝑇𝑑
1,            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
 
(3.25) 
 
The binary string 𝑠(𝑖) is then scanned from left to right and a complexity counter 𝑐(𝑛) is increased by 
one unit every time a new subsequence of consecutive characters is encountered in the scanning 
process, such that 𝑐(𝑛) is: 
 
𝑐(𝑛) <
𝑛
(1 − 𝜖𝑛) log𝛼(𝑛)
 
 
(3.26) 
 
Elizabeth Shumbayawonda   
50 
 
Where 𝛼 is the base of the logarithm and 𝜖𝑛 is a small quantity such that 𝜖𝑛 → 0 when 𝑛 → ∞, thus, the 
upper limit for 𝑐(𝑛) becomes 𝑏(𝑛) (Zhang et al., 2001; Fernandez et al., 2012): 
 
lim
𝑛→∞
𝑐(𝑛) = 𝑏(𝑛) =
𝑛
log𝛼(𝑛)
 
 
(3.27) 
 
And in the binary case when 𝛼 = 2: 
𝑏(𝑛) =
𝑛
log2(𝑛)
 
 
(3.28) 
 
𝑐(𝑛) can be normalised using 𝑏(𝑛) to give 𝐶(𝑛) which reflects the rising number of new patterns in the 
sequence: 
 
𝐶(𝑛) = 𝐿𝑍𝐶 =
𝑐(𝑛)
𝑏(𝑛)
 
 
(3.29) 
 
LZC is a univariate method and the normalised values range between 0 ≤ 𝐿𝑍𝐶 ≤ 1 where the lower 
limit shows a stationary signal with no varying dynamics present, while the upper limit shows a very 
complex signal with multiple complex dynamics present (Aboy et al., 2006). 
 
3.2.2.6 Permutation entropy  
 
Permutation entropy (PE) is an entropy-based calculation that identifies changes in the permutation 
patterns in a time series and directly accounts for the temporal information in the time series. PE is 
based on the premise of measuring the entropy within a time embedded series (Stam, 2005; Li et al., 
2010). The computation relies on the selection of a suitable embedding dimension and time delay. Cao 
et al. (2004) observed that a low embedding dimension of 3 or 4 was not suitable to accurately track the 
dynamical changes in a signal, with the study done by Bian, et al. (2012) revealing that as the embedding 
dimension increased, PE’s ability to discriminate between different groups increased. Any time series 
given by 𝑥(𝑖) can be embedded in the m-dimensional space to obtain vectors 𝑋(𝑖) with a time delay 𝑙 
(Bandt & Pompe, 2002; Bian et al., 2012): 
 
𝑋(𝑖) = [𝑥(𝑖), 𝑥(𝑖 + 𝑙), … , 𝑥[𝑖 + (𝑚 − 1)𝑙]] (3.30) 
 
Where 𝑚 is the embedding dimension. Then, using the (time) index 𝑗∗ of the element in the 
reconstruction vector, each 𝑋(𝑖) can be arranged in increasing order: 
 
𝑥[𝑖 + (𝑗1 − 1)𝑙] < 𝑥[𝑖 + (𝑗2 − 1)𝑙] < ⋯ < 𝑥[𝑖 + (𝑗𝑚 − 1)𝑙] (3.31) 
 
If 𝐴(𝑖) = [𝑗1, 𝑗2, … , 𝑗𝑚] is a permutation of [1, 2,…, m], describing the order relations among the 
coordinates of vector 𝑋(𝑖) then there are m! possible permutations of 𝐴𝑘, where k = 1, 2, …, m!. By letting 
𝑝𝑘be the probability for 𝐴(𝑖) =  𝐴𝑘 at any instant 𝑖 which resulted in these probabilities being estimated 
by the relative frequencies of their occurrence in the considered time series, the PE of order m can be 
defined by the Shannon–Entropy of this probability distribution: 
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𝑃𝐸(𝑚) = − ∑ 𝑝𝑘 ln 𝑝𝑘
𝑚!
𝑘=1
 
 
(3.32) 
 
By setting 𝑝𝑘 ln 𝑝𝑘 = 0 if 𝑝𝑘 = 0, the maximum value of 𝑃𝐸(𝑚) is reached for a uniform distribution on 
all permutations, i.e., 𝑃𝐸(𝑚) =  ln(𝑚!) when 𝑝𝑘 =
1
𝑚!⁄  for all 𝑘 = 1, 2, … , 𝑚!. Therefore, PE could be 
normalised as: 
 
𝑛𝑃𝐸 =
𝑃𝐸(𝑚)
ln(𝑚!)
 (3.33) 
 
where 0 ≤ 𝑛𝑃𝐸 ≤ 1. The lower limit represents a more regular time series while the upper limit 
represents a more random series (Bandt & Pompe, 2002). 
 
3.2.2.7 Modified permutation entropy 
 
The introduction of a modification to PE where equal data of the embedding vector are mapped to the 
same rank led to a quantity called modified permutation entropy (mPE) by Bian et al. (Bian et al., 2012). 
Their reasoning was that low resolution discrete signals tend to have repeated equal values which may 
be indicative of a feature of a system, therefore neglecting these repetitions, as done in PE, could result 
in the incorrect description of the complexity of a time series. That means, some coordinates of the 
embedding vectors in PE, might be equal, hence, the reconstruction vector used in the PE analysis can 
be replaced by the more general case: 
 
𝑥[𝑖 + (𝑗1 − 1)𝑙] ≤ 𝑥[𝑖 + 𝑗2 − 1)𝑙] ≤ ⋯ ≤ 𝑥[𝑖 + (𝑗𝑚 − 1)𝑙] (3.34) 
 
We assign now the same rank to equal values, and thus get more than m! order patterns. For instance, 
in the case m = 3 we get m! = 6 order patterns (1; 2; 3), (1; 3; 2), (2; 1; 3), (2; 3; 1), (3; 1; 2), (3; 2; 1) 
representing all vectors with no ties, and 7 additional patterns for the case of ties, (1; 2; 2), (2; 1; 1), (1; 
2; 1), (2; 1; 2), (1; 1; 2), (2; 2; 1), and (1; 1; 1). In this way we distinguish all together 13 order patterns. In 
the general case, the number of possible order patterns is calculated by the Bell number: 
 
𝐵(𝑚) =  ∑ (∑(−1)𝑟−𝑠
𝑟
𝑠=0
𝑟!
𝑠! (𝑟 − 𝑠)!
𝑠𝑚)
𝑚
𝑟=0
 
 
(3.35) 
 
Some values are given in Table 3.3. 
 
Table 3.3. Relationship between embedding dimension and Bell number. 
m 2 3 4 5 6 7 
m! 2 6 24 120 720 5,040 
B(m) 3 13 75 541 683 47,293 
B(m)/m! 1.5 2.16 3.125 4.50 6.50 9.38 
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Let 𝑝𝑘 denote the probability for the 𝑘-th pattern, then mPE is defined like PE, however, the index 𝑘 
runs now until B(m) instead of m!. Moreover, the normalised mPE (nmPE) is now defined analogously 
to PE as: 
 
𝑛𝑚𝑃𝐸 (𝑚) =  
𝑚𝑃𝐸 (𝑚)
𝐵 (𝑚)
 
 
(3.36) 
 
From B(m) > m! follows that we need longer time series for reliable estimates of 𝑝𝑘 with respect to mPE 
(m), unless there are many 𝑘-values with 𝑝𝑘 = 0. Similar to PE, 0 ≤ 𝑚𝑃𝐸 ≤ 1, where lower limit 
represents less complexity in the time series while the upper limit represents a more complex time 
series. 
 
3.2.2.8 Permutation Lempel-Ziv Complexity  
 
Permutation Lempel-Ziv Complexity (PLZC) is a modification of the Lempel Ziv Complexity (LZC) 
algorithm, that uses permutations (motifs) of a chosen length m to estimate the complexity of a signal 
instead of applying a coarse graining procedure to the signal (Bai et al., 2015). As explained extensively 
by Bai, et al. (2015) different combinations of motif length (m) and time delay (τ) can be used to estimate 
the complexity of a signal, with their selection being dependent on the nature and length of the signal 
being investigated. Smaller values of m are more ideal (when used in combination with low values of 
τ  such as τ =1) to investigate short signals with fast changing dynamics, while larger values of m are 
suitable for longer signals with slower changing dynamics. Thus, selection of the ideal motif length and 
time delay is very dependent on the signal acquisition parameters as well as the signal dynamics.  
 
To estimate complexity using the PLZC algorithm, the number of possible motifs given by 𝑚! in the 
permutation symbolising procedure must not be more than the signal (time series) length 𝛼 that are 
present in the symbol sequence (Hu et al., 2006). Thus, the upper bound 𝐶𝑛 which is a combination of 
the complexity 𝑐(𝑛) and the number of distinct patterns (permutations/motifs) found in the symbol 
series, can be estimated as: 
 
𝐶𝑛 = 𝑐(𝑛)[𝑙𝑜𝑔𝑚!{𝑐(𝑛)} + 1] (3.37) 
 
Where 𝑚! ≤ 𝛼 to ensure that the time series is long enough to allow use of all possible patterns as well 
as to allow reliable statistical analyses to be performed. Similar to LZC, PLZC can be normalised using 
the total symbol sequence length n: 
 
𝑃𝐿𝑍𝐶 =
𝑐(𝑛)[𝑙𝑜𝑔𝑚!{𝑐(𝑛)} + 1]
𝑛
 
 
(3.38) 
 
However, in the event of very large signals with large 𝑛, PLZC can be simplified and defined as:  
𝑃𝐿𝑍𝐶 =
𝑐(𝑛)[𝑙𝑜𝑔𝑚!𝑛]
𝑛⁄  
(3.39) 
 
Evidently, parameter selection of motif length 𝑚 is very important to ensure robust estimation of 
complexity. However, selection of time delay τ is equally as important as it determines the sample 
points in the time series which will be included within each motif. As the effects of increasing τ are 
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similar to the effects of down-sampling the data, a more conservative approach of using τ=1 ensures 
that all data points in the time series data are used. Moreover, the use of conservative values of τ in 
combination with high values of 𝑚 ensures that the frequency content in the data is adequately 
investigated (without risk of violating Nyquist criteria, especially in the event of prior downsampling 
before data analysis) (King et al., 2013; Keller et al., 2014). After normalisation, the values of PLZC range 
between 0 ≤ 𝑃𝐿𝑍𝐶 ≤ 1, where the lower limit reflects regularity in the signal, and the upper limit 
reflects irregularity in the signal (Bai et al., 2015).  
 
3.2.3. Using Graph Theory to investigate brain network properties 
 
Graph theory, unlike most of the linear and non-linear methods mentioned thus far has the capability 
of quantifying, on a whole head level, the interactions between different regions of the brain. This 
enables a comprehensive view of network architecture, which quantifies network organisation, to be 
obtained (Beharelle & Small, 2016). The human brain has the ability to dynamically reconfigure its 
organisation in response to cognitive demands, pathology, and even trauma. Thus, investigating the 
effects of network integration, segregation, centrality, resilience and topology may shed light on the 
resting state network structure underlying healthy ageing (Cohen & D’Esposito, 2016) (see table 3.4). It 
is important to investigate the changes in connectivity due to age (which will be done using the methods 
above) to fully understand the relationship between ageing and brain networks. In the context of this 
thesis, the results from this analysis have the ability to show how the brains network architecture is 
affected by age throughout life, thus, enabling a relationship between resting state connectivity and 
network analysis to be formed. 
 
Table 3.4: Network parameters investigated and what they signify 
Network 
Aspect 
Definition  Measures used to 
evaluate network aspect 
Integration A measure of network organization that describes the tendency 
of network nodes to connect with each other to form  
Global efficiency 
Segregation A measure of network organization that describes the tendency 
of network nodes to divide/segregate into distinct sub-networks 
with sparse connections between them. 
Clustering coefficient, 
local efficiency, 
modularity 
Centrality a measure which identifies the most important nodes in a 
graph 
Nodal betweenness, edge 
betweenness 
Resilience  a measure related to the connectivity of a network and 
gives information about the likelihood of the network to 
change in the presence of an external input 
Strength, assortativity 
Topology  A measure that gives the structure of a network Maximised modularity 
 
Five aspects of the graph network were inspected so as to determine the nature of these resting 
networks and how they evolve with age as shown in table 3.4. This process was made simpler by storing 
the connectivity results in adjacency matrices. An adjacency matrix, usually a square 𝑛 × 𝑛 matrix, is a 
compact way to describe and store connectivity results. This matrix has its rows representing edges 
and its columns representing vertices (Stam & Reijneveld, 2007; Bullmore & Sporns, 2012). The graph 
networks were constructed using the SQUID locations as the graph nodes.  
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3.2.3.1 Strength 
 
Simply put, the number of edges that a vertex has defines the strength of that particular vertex, and is 
indicated using the letter k. If a random vertex is chosen, the probability that it will have degree k is 
given by P(k), where: 
 
𝑃(𝑘) = 𝑝𝑘 =  
|𝛿𝑘(𝑣)| 
𝑁
 
 
(3.40) 
 
Where |𝛿𝑘(𝑣)| denotes the number of vertices contained in a graph network G having degree k, and N 
denotes the number of nodes (size) of the graph network G (Bornholdt & Schuster, 2003; Mason & 
Verwoerd, 2007).  
 
As can be expected, different graphs have their own particular set of characteristics, as well as strength 
distributions, however, it is clear that the strength distribution of a network can provide important 
information about a graph’s connectivity. Strength can be used to investigate the resilience of a network 
to change. Low strength shows low levels of connectivity between network nodes, and can allude to a 
network with low resistance to change. 
 
3.2.3.2 Clustering coefficient 
 
A cluster is a local network made up of connected points, thus the clustering coefficient (𝐶𝐶) of a vertex 
is defined as the probability that its neighbours are connected to each other (Watts & Strogatz, 1998). 
The clustering coefficient is further defined as a ratio between the connections between nearest 
neighbours and the maximum number of possible connections, and thus ranges from 0< 𝐶𝐶 < 1.  
 
𝐶𝐶 =
2𝐸
𝑘(𝑘 − 1)
 
 
(3.41) 
 
where 𝐶𝐶 is the clustering coefficient, and E is the fraction of the connections between nearest vertices. 
Evidently, clustering coefficient is a measure of segregation with lower values of 𝐶𝐶 showing low 
tendency of nodes to form clusters, and higher values showing very high clustering within the network. 
 
3.2.3.3 Assortativity coefficient 
 
The preferential association of nodes with similar characteristics can be described as assortativity or 
assortative mixing. It is strongly correlated to the degree and clustering coefficient of a matrix and 
describes how high degree vertices tend to be connected to the other high vertices, with the same 
holding true for low degree vertices. However, there are some networks that display disassortativity 
which adds to their complex nature (Reijneveld et al., 2007). Similar to rich-club coefficient and 
transitivity (measures which evaluate the extent to which well-connected nodes connect to each other), 
assortativity can be used to investigate if network nodes exhibit connectivity segregation 
(Thedchanamoorthy et al., 2014).  
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Fig 3.3: Illustration showing the assortative community structure of a graph network. Similar to strength, assortativity can 
be used to investigate both segregation and resilience of a network.  
 
To calculate assortativity of a node, the Pearson’s correlation coefficient of the degree between a pair of 
linked nodes is calculated (Newman, 2002). Thus, the assortativity coefficient between two linked 
nodes is given by: 
𝑎𝑠𝑠𝑜𝑟𝑡𝑎𝑡𝑖𝑣𝑖𝑡𝑦 =  
∑ 𝑗𝑘(𝑒𝑗𝑘 − 𝑞𝑗𝑞𝑘)𝑗𝑘
𝜎𝑞2
 
 
(3.42) 
 
where 𝑒𝑗𝑘 is the joint-excess degree probability for excess degree j and k. The excess degree is also 
known as a remaining degree, and is equal to the degree of that node minus one  (Newman, 2002). 
Moreover, 
 
𝑞𝑘 =  
(𝑘 + 1)𝑝𝑘+1
∑ 𝑗𝑝𝑗𝑗≥1
 
 
(3.43) 
 
is the normalized distribution of the excess degree 𝑝𝑘 of a randomly selected node, and 𝜎𝑞
  is the 
standard deviation of the degree 𝑝𝑘 (Newman, 2002). The range of assortativity values is −1 ≤
𝑎𝑠𝑠𝑜𝑟𝑡𝑎𝑡𝑖𝑣𝑖𝑡𝑦 ≤ 1 and positive results reflect that nodes with the same or similar strength tend to link 
with each other, while negative values show disassortative connectivity i.e. nodes do not show 
preferential connectivity. However, values of assortativity that are close to zero show that the network 
is non-assortative (Noldus & Van Mieghem, 2015). 
 
3.2.3.4 Modules 
 
Clustering coefficient refers to a special case of graph motif consisting of three connected vertices that 
form a triangular style (Dehemer, 2010). Network modules are subgraphs consisting of a set of vertices 
that are more strongly connected to each other than the rest of the network. Modules correspond to 
different functional aspects of a graph network and can be used as a way to identify either normal or 
abnormal activity present in a network. Thus, it is important to identify modules within networks. 
Newman and Girvan (2004) introduced the term modularity which can be used to quantify modules in 
a network and is defined by: 
𝑄 =
1
2𝐸
∑ (𝐴𝑖𝑗 −
𝑘𝑖𝑘𝑗
2𝐸
𝛿(𝑐𝑖𝑐𝑗))
𝑖,𝑗
 
 
(3.44) 
 
where Q is the modularity, 𝛿 is the Kronecker delta which is a piecewise function of variables 𝑖 and 𝑗, 
and, is 1 if i = j and 0 otherwise, E is the total number of edges in the network, 𝑐𝑖 and 𝑐𝑗 are the 
communities/clusters of the nodes, and, 
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𝑘𝑖 =  ∑ 𝐴𝑖𝑗
𝑗
  
(3.45) 
 
 where 𝐴𝑖𝑗 is the adjacency matrix containing edge weights between nodes 𝑖 and 𝑗, for graph G. 
 
It is also possible to define a set of modules within a module i.e. nested modules, with these complex 
structures forming hierarchical modularity. Though multiple definitions of a module exist in literature, 
the concept of a module remains a statistical one. In addition, due to the complex nature of modules, 
they are usually used to describe very complex multidimensional and multiscale networks, also known 
as complex networks (Newman & Girvan, 2004). Classic modularity tries to identify the distinct and 
usually large clusters in a network, however, it is possible to try and identify smaller more local clusters 
present in a large network. Though this is a useful step to identifying local connectivity in a network, 
there is a resolution limit problem when trying to identify such small clusters, and more often than not, 
results in erroneous results as the algorithm may fail to correctly identify very small clusters (Fortunato 
& Barthélemy, 2007). 
 
3.2.3.5 Path length and efficiency 
 
The clustering coefficient is used to define local networks within a graph, however, path length is used 
to reflect the level of connectivity within the global network (Chartrand & Oellermann, 1992). The 
shortest path between two nodes is one that contains the least number of edges, therefore the average 
shortest path (?̅?) of a network is defined by the average of all the shortest paths between all pairs of 
vertices in that network. 
 
𝑑̅(𝐺) ≔
1
(
𝑁
2
)
∑ 𝑑(𝑣𝑖 , 𝑣𝑗)
𝑣𝑖≠𝑣𝑗∈𝑉
 
 
(3.46) 
 
where 𝑁 is the number of nodes in the graph, ?̅? is the shortest distance (path) between 𝑣𝑖 and 𝑣𝑗, 𝑣 is a 
node i.e. 𝑣𝑖 is a start node and 𝑣𝑗 is the end node. 
    
Therefore, it is intuitive that the longest of all the shortest paths be used to define the diameter of a 
graph. From these definitions, global efficiency, which is inversely related to path length, then becomes 
the reciprocal of the average shortest path length, with local efficiency being the global efficiency 
computed in the neighbourhood of the node, and so therefore is related to clustering coefficient 
(Dehemer, 2010;  Rubinov & Sporns, 2010). 
 
3.2.3.6 Centrality  
 
It is important, especially in complex network analysis, to identify important vertices that exist in a 
network, as they show the nodes which are important and have high integration in the network (usually 
forming hubs). Centrality analysis is a class of measures based on the centrality concept which tries to 
identify nodes that are central to the communication within the network or cluster (Wasserman & Faust, 
1994; Harary, 1965). Evidently, centrality is an important concept that is related to node degree. 
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Centrality is a class of measures, which can be divided into two main categories, namely, point- and 
graph centrality. Point centrality is used to calculate the centrality of a node or vertex whereas graph 
centrality does a more global analysis of the graph or cluster within the network (Papo et al., 2013; 
Fornito et al., 2015). 
 
Point centrality has three main types: degree, betweenness, and closeness (Wasserman & Faust, 1994). 
Degree centrality, 𝐶𝐷, which is used for undirected graphs, where G = (V, E) is defined as: 
 
𝐶𝐷(𝑣) = 𝑘𝑣, (3.47) 
 
For a directed graph, extension of this definition to include both in- and out- measures can give 
analogous findings. Betweenness centrality, 𝐶𝐵, which is a more sophisticated measure of centrality 
determines centrality from the shortest path length found in the network and can be defined as 
(Dehemer, 2010): 
 
𝐶𝐵(𝑣𝑘) = ∑
𝜎𝑣𝑖𝑣𝑗(𝑣𝑘)
𝜎𝑣𝑖𝑣𝑗𝑣𝑖,𝑣𝑗∈𝑉,𝑣𝑖≠𝑣𝑗
 
 
(3.48) 
 
where 𝜎 defines the number of shortest path lengths between 𝑣𝑖  and 𝑣𝑗 . 
 
Thus, it is clear from these definitions that betweenness centrality evaluates the presence of a node on 
all shortest paths located in a network. For more global analyses of centrality which are centred on 
obtaining an average characteristic for the whole graph, point centrality measures have been extended 
to obtain graph centrality measures. These measures are most useful in obtaining centrality of identified 
clusters within a global network (Dehemer, 2010). In addition to this, depending on the analysis 
required, some extended centrality measures, such as; Eigen centrality and joint betweenness centrality 
may be desirable for use (Dehemer, 2010). Eigen centrality is a point centrality index introduced by 
Bonacich (1972) and can be used to express the importance of a vertex within a graph, while joint 
betweenness centrality is an extension of point betweenness centrality and can be used to evaluate the 
joint occurrence of two points on the shortest path length in the network.  
 
3.2.3.7 Global network topology 
 
Complex networks are usually formed of community structures which are made up of nodes which are 
grouped into various levels of densely connected nodes. These community structures form a global 
topology (structure) of the network, and can be used to understand the function of the network. 
Although there are multiple methods to investigating community structure, and therefore network 
topology, the modularity maximisation approach using modularity (introduced by Newman and 
Girvan (2004) and the Louvain method were used in this study (Blondel et al., 2008)). Although these 
methods can be used to detect smaller modules (sub-network structures) within the global network, 
there is a resolution limit problem which exists when trying to identify the smaller modules in a 
network. More often than not, this resolution limit results in erroneous results, during the detection of 
small modules, as the algorithm may fail to correctly identify clusters (Fortunato & Barthélemy, 2007). 
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Therefore, to avoid these problems, classic modularity was used to infer global structure of the network. 
Moreover, following from the explanation put forward by Newman and Girvan (2004) as well as the 
network structures put forward by Sporns (2011), modularity maximisation results which range 
between 0 and 1 were viewed to imply: 0-0.3 – ordered topology, 0.3-0.7 – small-world topology, and 
>0.7 – random topology. 
All graph theory and complex network analysis were calculated using the Brain Connectivity Toolbox 
(BCT) that was introduced by Rubinov and Sporns (2010). It must be noted, however, that graph theory 
principles are most relevant for complex network analysis of functional and effective connectivity. 
Therefore, combination of graph network measures with complexity measures (which are univariate) 
was not applicable during this project.  
It is clear that many analysis techniques have been used in this study. A short summary of the 
information presented in this chapter is presented below. Table 3.5 shows the 3 categories of data 
analysis that were used in this research project, and have been presented in this chapter, namely; linear 
analysis, non-linear analysis and graph theory network analysis.  
 
Table 3.5: summary of techniques and graph theory measures used during data analysis 
Technique  Methods 
Linear COR, GC, COH 
Non-linear PSI, RHO, TE, SL, PE, mPE, LZC, PLZC 
Graph theory 
parameter  
Network aspect Graph theory parameter 
Integration Global efficiency 
Segregation Clustering coefficient, local efficiency, modularity 
Centrality Nodal betweenness, edge betweenness 
Resilience Strength, assortativity 
Topology  Maximised modularity 
 
As shown in Fig2.17, the ‘normal’ brain can be viewed and modelled as a complex system made up of 
varying degrees of hierarchy, diversity and order. In this thesis, four classes of methods were used to 
investigate the characteristics of the ‘normal’ brain at different age ranges, as well as how these changed 
throughout life. This was done so as to obtain a better understanding of healthy ageing and the effects 
it may have on the brain activity. Thus, table 3.6 shows the key information pertaining to the individual 
methods used in this research project. This table is a comprehensive summary of the type, main aspects, 
advantages and disadvantages of all the methods presented in this chapter. Moreover, as mentioned 
above, all linear and non-linear methods used can be classified into 4 categories, namely functional 
connectivity (FC), effective connectivity (EC), complexity and entropy. These methods are conceptually 
relevant to investigating the effects of age as: 
 
1. FC highlights the functional dependencies between signals, and thus, although it does not 
provide any causal information, it highlights the overall connection between brain regions and 
shows how the brain works synchronously. This is relevant as it has the potential to reveal the 
manner in which the brain functions, and, the level of synchronisation in background activity 
of the brain during rest. Effects of pathology have also been associated with disruptions to FC, 
therefore, understanding how it changes with age (for healthy subjects) can reveal useful 
information which can be used to investigate the effects of pathology (Lopez-Sans et al., 2017). 
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2. EC shows the causal interactions in the brain, and thus, can be used to highlight the parts of 
the brain working in unison. Therefore, EC is more directly related to the cross-talk between 
brain regions as it refers to the ability of a set of neuronal elements to causally affect the firing 
of another neuronal groups within a system (Friston, 2011). Similar to FC, EC can be affected 
by pathology, thus, understanding the changes in EC associated with healthy ageing can assist 
with understanding the early effects of pathology on brain connectivity. 
 
3. Complexity (which can also be viewed as neural complexity) is a measure of irregularity in the 
brain signals and is related to the balance between functional segregation and integration in 
the brain. Thus, simply put, complexity is a measure of the regularity/variability of the brain 
oscillations and therefore is an attempt to evaluate the number if independent 
oscillators/frequency components underlying the observed signal (cite). Changes in frequency 
components in brain activity have been associated with different brain pathologies such as 
epilepsy (cite), schizophrenia (cite), and dementia (cite), thus, understanding the changes in 
complexity during healthy ageing can provide information which will allow better 
understanding of the effects of pathology. 
 
4. Entropy (specifically PE) is a measure closely related to complexity as it provides a robust way 
to estimate variability/irregularity of time series using the temporal information of the signal 
under investigation (cite). Thus, entropy can be used to evaluate and identify couplings 
between time series. Similarly, understanding the associations between changes in age and 
changes in entropy will enable a better understanding of the effects of healthy ageing which 
will also contribute to understanding the deviations (from healthy ageing) associated with 
pathology. 
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Tables 3.6: Summary of the methods used in this study highlighting the usefulness and relevance of each method, as well as the interpretation of the results obtained using the method (L-linear 
analysis methods, NL- non-linear analysis methods, FC- functional connectivity, EC- effective connectivity, C-complexity, and, E-entropy). 
 
Method Class Type Usefulness  Relevance Interpretation of results Advantages Disadvantages  
COR 
 
FC L • Measures linear 
correlation between 
signals at zero lag 
• Shows the association 
between nodes in a 
network 
• The areas in the brain 
that have activity in the 
time domain that has 
high linear correlation 
will be highlighted 
• Shows the areas with 
similar simultaneously 
occurring activity in the 
brain  
• Higher results show more 
similar/correlated time 
series occurring at that 
particular in those 
region(s) 
• Computationally 
fast 
• Generally results 
are easy to interpret 
• Difficult to 
interpret results 
where correlations 
are near 0 
GC 
 
EC L • Predict linear causality 
occurring 
simultaneously 
• Detects causal 
relationships 
• It can be viewed as a 
statistical hypothesis 
test to determine if one 
time series is useful in 
forecasting another 
• Can be used to reveal 
effective connectivity 
• Usefulness of one time 
series in the forecasting 
of another 
• Low values show the 
difficulty in predicting 
one time series using 
another 
• Asymmetric 
measure so is able 
to detect effective 
connectivity. 
• Linear parametric 
method so it 
depends on the 
use of an ordered 
autoregressive 
model 
COH FC L • Measures linear 
correlation between 
signals as a function of 
frequency 
• Shows the activity of 
the brain with high 
linear dependence at 
frequency f 
• Reliable way to see 
how frequency changes 
relation between brain 
regions. 
 
• Higher results shows the 
linear dependence 
between regions in the 
frequency domain 
• Can detect spectral 
changes 
• Spectrum 
estimation 
methods and 
windowing used 
to evaluate finite 
data reduce the 
frequency 
resolution of the 
coherence 
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Method Class Type Usefulness  Relevance Interpretation of results Advantages Disadvantages  
PSI 
 
EC NL • Estimate flow direction 
of information 
between 2 points 
• Higher values show 
increased time delay in 
information flow 
• Can detect causality 
• The inflow and outflow 
of information in 
different brain regions 
can be highlighted 
• Can highlight the 
manner of 
interpretation between 
brain regions 
• The flow of information 
and the time delay of 
information travel  
• Measure direction 
of information flow 
in the brain 
• Results can only 
be interpreted in 
one direction at a 
time, thus caution 
must be exercised 
during 
interpretation 
RHO 
 
FC NL • Synchronisation in the 
brain 
• The regions that have 
synchronised 
behaviour at rest 
• Lower values show no 
synchronisation but 
higher values show more 
synchronisation between 
nodes 
• Shows the regions that 
have high Shannon 
entropy and have 
synchronised behaviour 
• Simple and fast 
method to use to 
investigate if the 
phases of two 
coupled oscillators 
synchronise 
• Can be affected by 
noise 
SL 
 
FC NL • Simultaneously 
occurring patterns 
across the entire brain 
(multivariate) 
• The areas in the brain 
that have 
simultaneously 
occurring patterns 
• The higher values show 
simultaneously occurring 
information  
• Multivariate 
analysis of time 
series dynamics 
• Long processing 
time  
TE 
 
EC NL • Detects causal 
relationships 
• Causal relationships 
between network 
nodes and shows non-
linear interactions 
between nodes 
 
• High values show that 
there is some non-linear 
interactions between 
nodes 
• Sensitive to all orders of 
correlation  
• Able to detect 
causality between 
points without 
assuming any 
model  
• Computation time 
is extremely long 
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Method Class Type Usefulness  Relevance Interpretation of results Advantages Disadvantages  
PE E NL • Accounts directly for 
the temporal 
information in a time 
series 
• Estimates irregularity 
in a time series 
• Shows the regularity or 
irregularity within a 
time series 
• High values represent a 
series with many 
dynamic changes and 
thus more irregularity  
• Robust estimation 
of entropy  
• Fast computation  
• Selection of 
adequate 
parameters is 
necessary with 
each data set used 
mPE E NL • Evaluates PE but 
considers ranks 
separately 
• Avoids the neglecting 
of repeated ranks done 
in PE which can affect 
analysis of discrete low 
resolution signals 
• Higher values show 
areas where the signal 
has high entropy 
• Can be used to 
analyse low 
resolution discrete 
signals 
• Results can be 
affected by 
selectION of 
inadequate input 
parameters 
LZC E NL • Measure the 
complexity in a time 
series robustly 
 
• Can be used to track 
changes in irregularity 
in a system associated 
with frequency 
changes 
• Low values show little 
variability in a signal 
• High values show 
complex signal with 
multiple complex 
dynamics 
• Simple and easy to 
use symbolic 
dynamic tool 
 
• Does not analyse 
amplitude 
changes in a 
signal 
 
PLZC E/C NL • Measures complexity 
based on the 
morphology of a signal 
 
• Estimates the 
complexity of a signal 
based on its structure, 
therefore includes both 
amplitude and 
frequency data 
• Low values show low 
irregularity in the signal 
• High values show high 
irregularity in the signal  
• Computationally 
efficient  
• Results can be 
affected by 
selected of 
inadequate input 
parameters 
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3.3 Statistical analyses 
In this thesis, all statistical analyses in this research project were performed using IBM Statistical 
Package for the Social Sciences (SPSS) Statistical Data Editor 23 and 24, the statistical package 
available in the HERMES toolbox (Niso et al., 2013), as well as some in-house codes (developed at the 
CTB) (Field, 2009). Moreover, all probabilities with p<0.05 were considered as significant unless 
otherwise stated. 
The following statistical analyses were performed in this research project: 
 
1. To evaluate the effects of age and gender, a 2-way Multivariate analysis of covariance 
(MANCOVA) was performed. During analysis, age was set as a fixed factor, and gender as a 
covariate, with the FC, EC, complexity and entropy values from each brain region (for each 
individual) set as the dependent variables. Moreover, the type III sum of squares model was used 
so as to take into account the uneven numbers in the different comparisons. Lastly, corrections for 
multiple comparisons were done suing Bonferroni corrections.  
2. In the comparison between controls, subjective cognitive decline, and, mild cognitive impairment 
groups strict Wilcoxon signed rank tests (p<0.01) were used to identify differences between 
controls, subjective cognitive decline and mild cognitive impairment groups. False Discovery rate 
(type II) corrections using q=0.2 (a 20% rate of false positives) (Benjamini & Hochberg, 1995) were 
performed to identify differences between the three groups associated with cognitive decline. 
Additionally, cluster based permutation tests (CBPT)  (Maris & Ostenveld, 2007) (5,000 repetitions 
in sensor space) were used to identify significant clusters between the three groups associated with 
cognitive decline 
3. In the analysis using source-space methods to investigate the differences between controls, 
subjective cognitive decline, and, mild cognitive impairment groups, independent t-tests using the 
Monte-Carlo method, with corrections for multiple comparisons done using CBPT (Maris & 
Ostenveld, 2007) with 10,000 repetitions were performed to identify the location of significant 
clusters between groups associated with changes due to cognitive decline. 
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Section 1: Effects of Age on MEG signals 
 
In this section, brain activity from database1 was used to investigate the effects of age using the linear 
and non-linear methods mentioned in the previous chapter. As age can affect multiple aspects of the 
healthy brain activity, the significance of the observed age effects was investigated using statistical 
analyses. Moreover, both qualitative and quantitative analyses were used to present the results 
obtained during the different analyses performed in this thesis.  
This section is divided into 3 sub-sections as follows which show the: 
1. results obtained during data pre-processing, development of both linear and non-linear values with 
age, and the statistical analyses showing significant effects of age on the data trends,  
2. coefficients of the polynomial regressions fitted to the data trends so as to establish mathematical 
models which can be used during the generation of the fingerprint of healthy ageing, and, 
3. results obtained from the use of graph theory and complex network analysis to analyse the effects 
of age on the brain resting network structure. 
 
 
 
 
 
 
 
 
 
 
Elizabeth Shumbayawonda   
65 
 
4.1. Pre-processing  
 
4.1.1. Removal of contamination noise 
 
Firstly, before the effects of age on the rMEG signal could be investigated, the signals had to be filtered 
to remove all unwanted artefacts. Fig 4.1 below is an illustration of an MEG signal. As can be seen, 
MEG signals lie in the pico-Tesla range which is much smaller than the magnetic fields produced by 
the heart and the earth’s field.  
 
Fig 4.1: 5 minute MEG signal recorded from one SQUID channel 
Similar to all electrophysiological recordings, MEG signals are prone to noise contamination. This 
contamination can be from EMG, ECG, eye blinks, EOG and SQUID jumps. Thus, as these noise 
artefacts contaminate the desired signal, they must be removed. In this research project, a BPF was used 
to filter out most of the unwanted noise contamination from the MEG signals. Some of the 
contamination removed from the MEG signals is shown in Fig 4.2. The most common noise artefact 
was the ECG (circled in blue), as well as the EOG/EMG aretefact (circled in orange). Although removal 
of these high amplitute, high frequency signals from the MEG signal was simple, the removal of 
randomly placed artefacts such as the SQUID jump (circled in green), was not as trivial. Moreover, 
unlike with the ECG, EOG and EMG, which mainly affected the channels laying near the face, SQUID 
jumps were random, and did not affect all subjects MEG recordings.  
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Fig4.2: MEG signals from one subject are superimposed above each other to show the artefact contaminating the SQUID 
channel recordings. The blue circle highlights the ECG contamination, the orange circle highlights the EMG/EOG 
contamination and the green circle highlights an artefact caused by sensor defects (SQUID jump). 
Firstly, an evaluation of the consequences of using ICA, cICA and cBSS to remove the randomly spaced 
noise artefacts arising from the SQUID jumps was performed. However, after application of some of 
ICA to the MEG signals it was found that signal information was being rejected simultaneously with 
the artefact – see Fig 4.3. Thus, as only few SQUID channels (mainly lying over the fronto-temporal 
regions of the brain) were contaminated, to decrease the amount of information loss from the data to 
be analysed, it was assumed that the remaining contamination in the MEG data was not significant 
enough to skew the results. Therefore, none of the additional above-mentioned artefact removal 
techniques were applied on the final data selected for use in this study (after application of the BPF). 
 
 
Fig 4.3: Illustration of the MEG signal before (above) and after (below) applying ICA to remove cardiac artefact contamination.  
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4.1.2. Parameter selection 
 
Before any investigations could be done using the methods stated above, some parameters had to be 
selected first. Firstly, the parameters used for the FC and EC calculations using the HERMES toolbox 
were set, after which investigations to identify the parameters to use for the PE, mPE and PZLC 
algorithms ensued.  
For the FC and EC calculations performed using HERMES toolbox the following parameters were kept 
constant: 
• Windowing: As the windowing procedure in HERMES simply represented a segmentation of 
the given signal into smaller pieces, the default setting of no windowing was used during all 
analyses. Therefore, the length of the sliding window spanned the entire signal. 
• Overlapping: As the data were not windowed, the default setting of 0% overlapping (i.e. no 
overlapping) was used. 
• Window alignment: As the data used were all resting state data, the default setting of time 0 
(i.e. the start of the signal) was used. 
Once these global settings were selected, the following additional parameters were set, according to the 
type of measure.  
1. COR, COH, and PSI are classified as classic measures in the HERMES toolbox. As only PSI 
required additional parameter selection, the following was selected for: 
• Frequency band: As the analyses performed using HERMES were all broadband 
analyses, the default setting of “all frequencies” was selected. 
2. RHO index is classified as a phase synchronisation measure in the HERMES toolbox, thus, the 
following additional parameter was selected for: 
• Central band frequencies: As the analyses performed were in broadband, the default 
setting of 𝑓𝑠/4 Hz (which is the centre of the Nyquist band) was selected. 
3. SL is classified as a generalised synchronisation measure in the HERMES toolbox, thus, the 
following additional parameters were selected for: 
• Embedding dimension (d): the HERMES toolbox uses the false nearest neighbour’s 
method to estimate a value of the embedding dimension for reconstruction. Therefore, 
as this values represents when the percentage of false nearest neighbours falls below 
10%, after this calculation, the embedding dimension was set to 3. 
• Embedding delay (τ): in the HERMES toolbox this is set by the time when the 
envelope of the autocorrelation function decreases to 1/e (0.32), thus, the default 
setting given by the autocorrelation time of the signal was used.  
• Theiler window (𝑤1): As this is set to exclude the autocorrelation effects from the 
density estimation in HERMES, which discard the nearest-neighbour search of the 
samples which are closer in time to a reference point, the default setting given by the 
embedding delay was used here. 
• Number of nearest neighbours (k): this value is set to prevent a bias in the value of 
the indexes, and thus, a default setting of 4 (embedding dimension + 1) was used. 
• 𝒑𝒓𝒆𝒇: sets the value of the vectors which will be considered as recurrences. As a default, 
this value is set to 0.05, i.e. 5% of the vectors 𝐱𝑚,𝑗 are considered as recurrences of 𝐱𝑚,𝑛 
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• 𝒘2: As this is a window which is used to sharpen the synchronisation measure time 
resolution, in the HERMES toolbox it is calculated dependent on the value of 𝑤1  and 
so is calculated as 𝑤2 = 𝑛𝑟𝑒𝑐 𝑝𝑟𝑒𝑓⁄ + 𝑤1 − 1, where 𝑛𝑟𝑒𝑐 is the number of recurrences 
and is set to 10 by default.  
4. GC had the following additional parameters set during calculations using HERMES: 
• Order of the autoregressive (AR) model: In the HERMES toolbox this is set by 
applying the Akaike and Bayesian information criteria to the data. Thus, the AR model 
was set to 10 (Niso et al., 2013). 
5. TE is classified as a mutual information measure in the HERMES toolbox, thus, the following 
additional parameters were selected for: 
• Embedding dimension (d): the HERMES toolbox uses the false nearest neighbour’s 
method to estimate a value of the embedding dimension for reconstruction. Therefore, 
as this values represents when the percentage of false nearest neighbours falls below 
10%, after this calculation, the embedding dimension was set to 3. 
• Embedding delay (τ): in the HERMES toolbox this is set by the time when the 
envelope of the autocorrelation function decreases to 1/e (0.32), thus, the default 
setting given by the autocorrelation time of the signal was used. This value was set to 
10 for this analysis. 
• Mass of the nearest neighbour search (k): As this gives the level of bias and statistical 
error of the mean, this value was set to the default of 4. 
Following the selection of the parameters for the FC and EC measures, investigations into the ideal 
embedding dimension (m) and lag (τ) for PE and mPE were performed. For PE and mPE the algorithms 
were run for for every individual for all 148 channels with m ranging from 3 to 7. As embedded 
dimension is an input parameter that is dependent on the sampling frequency and is used to define the 
length of the embedding vector used to analyse the MEG signals. To assist in this selection process, a 
qualitative approach was taken, where visualisation of the results was done using both PE and mPE 
values. Results from this analysis showed that the ideal values for m ranged between 4 and 6 for PE 
(with 5 showing the clearest visual differences), while for mPE m = 4 and m = 5 yielded the best results. 
Therefore, as m = 5 showed the clearest qualitative differences between the different sensors this value 
of m was used in the rest of the study (Shumbayawonda et al., 2017a).  
 
Lastly, identification of the motif length to use in the PLZC analysis was performed. PLZC values were 
calculated for each subject for all 148 channels with m values of 3, 5 and 7. Statistical analysis to 
determine correlations between data obtained using the different motif lengths was used to narrow the 
options to enable easier selection of input parameters. Results from the analysis using Spearman’s RHO 
index showed that the results obtained from using m=5 and m=7 were strongly correlated 
(Shumbayawonda et al., 2018a). In addition to the use of statistical analysis, qualitative analyses (similar 
to those used in the selection of embedding dimension for PE and mPE) were also performed where 
the PLZC values were visualized using colour maps. Similarly, colour maps from all results using m=5 
and m=7 were very similar to each other when compared to those using m=3. Therefore, as a result, due 
to the large differences between the number of permutations used between m=5 (5!=120) and m=7 
(7!=5040), and the high correlations between the results, a motif length of 5 was selected for use in this 
study as this would result in faster computation. 
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4.2. Modification of linear and non-linear values due to age effects 
 
To investigate the effects of age on different aspects of the rMEG signal, changes in COR, COH, GC, 
RHO, PSI, TE, SL, LZC, PLZC, PE and mPE values were plotted for each age group, gender and brain 
region after which, statistical analyses, using 2-way ANOVA were performed. 
Fig 4.4 shows the progression of COR values with age. From these illustrations it was observed that 
males generally have higher correlation values that females in all 5 regions of the brain, except for in 
late adulthood (i.e. group 4-5, >60yrs). It is also evident from these plots that age has an effect on the 
amount of correlated activity between sensors that are located in different parts of the brain.  
Anterior 
 
Central 
 
Left-lateral 
 
Posterior 
 
Right-lateral 
 
Fig 4.4: Evolution of COR values with age for 5 regions of the brain. Gender curves are separated by colour, with results for 
males in blue and for females in green. The standard error of the mean have also been plotted for each group. 
 
Statistical analyses to determine the significance of the changes in COR values, due to age (using 2-way 
MANCOVA), shown in Fig 4.4 showed significant main effects in the: anterior (p=0.000000451, 
F(4,210)=21.893), central (p=0.00000107, F(4,210)=19.616), left lateral (p=0.003996, F(4,210)=5.424), 
posterior (p=0.0000009, F(4,210)=45.744), and right lateral (p=0.0000000039, F(4,210)=38.546). Estimated 
marginal means pairwise comparisons with adjustments for multiple comparisons using Bonferroni 
showed the following directions for the main effects in the: 
1. Anterior region significant differences existed between: group 1 and 2 (p=0.000000387)), group 
1 and 5 (p=0.000147), group 2and 3 (p=0.000208), group 2 and 4 (0.0000340), and, group 4 and 5 
(p=0.0257). 
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2. Central region significant differences existed between: group 1 and 2 (p=0.00000699), group 1 
and 5 (p=0.0000295), group 2 and 4 (p=0.000112), group 3 and 5 (p=0.01299), and, group 4 and 
5 (p=0.0005267). 
3. Left lateral region significant differences existed between: group 1 and 2 (p=0.00474), and, 
group 2 and 3 (p=0.0316). 
4. Posterior region significant differences existed between: group 1 and 2 (p=0.00000000860), 
group 1 and 5 (p=0.00000261), group 2 and 3 (p=0.00000106), group 2 and 4 (p=0.0000000733), 
group 3 and 5 (p=0.0000644), and, group 4 and 5 (p=0.00000304). 
5. Right lateral region significant differences existed between: group 1 and 2 (p=0.000000108), 
group 1 and 5 (p=0.0001933), group 2 and 4 (p=0.0000000287), group 3 and 5 (p=0.000699), and, 
group 4 and 5 (p=0.00000393). 
 
Thus, these results showed that age had a significant effect on COR values throughout life, with all 
regions showing statistically significant changes associated with ageing. Moreover, pairwise 
comparisons showed that these changes mainly existed between groups 1 and 2, 2 and 4, 3 and 5, and, 
4 and 5, in the different brain regions.  
 
COR and COH are both very similar in concept, as both methods assess “similarity” between two 
signals. Nevertheless, COH evaluates this similarity in the frequency space, rather than in time space. 
Fig 4.5 shows an illustration of the progression of COH values with age. 
Anterior 
 
Central 
 
Left-lateral 
 
Posterior 
 
Right-lateral 
 
Fig 4.5: Evolution of COH values with age for 5 regions of the brain. Gender curves are separated by colour, with results for 
males in blue and for females in green. The standard error of the mean have also been plotted for each group. 
 
Unlike COR results, males and females both had similar COH values in all 5 regions of the brain. An 
increase in COH values for males in group 2 was observed, however, this was not the case for females. 
Statistical analyses to determine the significance of the changes in COH values, due to age (using 2-way 
Elizabeth Shumbayawonda   
71 
 
MANCOVA), shown in Fig 4.5 showed significant main effects in the: anterior (p=0.00522, 
F(4,210)=5.127), central (p=0.00679, F(4,210)=4.840), left lateral (p=0.00235, F(4,210)=6.039), posterior 
(p=0.000383, F(4,210)=8.389), and right lateral (p=0.000676, F(4,210)=7.609). Estimated marginal means 
pairwise comparisons with adjustments for multiple comparisons using Bonferroni showed the 
following directions for the main effects in the: 
1. Anterior region significant differences existed between: group 4 and 5 (p=0.0117). 
2. Central region significant differences existed between: group 1 and 5 (p=0.00841), and, group 4 
and 5 (p=0.03812). 
3. Left lateral region significant differences existed between: group 1 and 3 (p=0.00726), and, 
group 1 and 4 (p=0.00509). 
4. Posterior region significant differences existed between: group 1 and 4 (p=0.00997), group 3 
and 5 (p=0.007674), and, group 4 and 5 (p=0.000511). 
5. Right lateral region significant differences existed between: group 1 and 3 (p=0.00685), group 1 
and 4 (p=0.001219), and, group 4 and 5 (p=0.0431). 
 
Thus, these results showed that age had a significant effect on COH values throughout life, with all 
regions showing statistically significant changes associated with ageing. However, pairwise 
comparisons showed that these changes mainly existed between groups 1 and later stages in life (such 
as groups 3, 4 and 5) in the different brain regions. 
 
The results from the causality (linear) analysis using GC, to determine the changes in causality with 
age are shown in Fig4.6 below. As can be observed, between groups 1-3 (i.e. childhood and adolescence, 
early and mid-adulthood, 7-60 years) males generally have higher GC values than females. However, 
after group 3 (60 years) GC values of MEG signals are higher for females than males. 
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Anterior 
 
Central 
 
Left-lateral 
 
Posterior 
 
Right-lateral 
 
Fig 4.6: Evolution of GC values with age for 5 regions of the brain. Gender curves are separated by colour, with results for 
males in blue and for females in green. The standard error of the mean have also been plotted for each group. 
When statistical analyses were performed to determine the significance of the changes in GC due to age 
it was found that significant main effects existed in the: anterior (p=0.00000000420, F(4,210)=38.233), 
central (p=0.000000591, F(4,210)=21.148), left lateral (p=0.000473, F(4,210)=8.097), posterior 
(p=0.000000603, F(4,210)=21.106), and right lateral (p=0.0000135, F(4,210)=13.977). Estimated marginal 
means pairwise comparisons with adjustments for multiple comparisons using Bonferroni showed the 
following directions for the main effects in the: 
1. Anterior region significant differences existed between: group 1 and 2 (p=0.0000000721)), 
group, group 2 and 3 (0.0000000555), group 2 and 4 (0.00000000791), group 2 and 5 
(p=0.00000909), and, group 4 and 5 (0.00943). 
2. Central region significant differences existed between: group 1 and 2 (p=0.0000112), group 1 
and 5 (p=0.00486), group 2 and 3 (0.0000184), group 2 and 4 (p=0.00000316), group 3 and 5 
(p=0.00844), and, group 4 and 5 (p=0.00115). 
3. Left lateral region significant differences existed between: group 1 and 2 (p=0.02629), group 2 
and 3 (p=0.000605), group 2 and 4 (p=0.002121). 
4. Posterior region significant differences existed between: group 1 and 2 (p=0.000189), group 2 
and 3 (p=0.00000307), and, group 2 and 4 (p=0.000000601). 
5. Right lateral region significant differences existed between: group 1 and 2 (p=0.0116), group 2 
and 3 (p=0.0000712), group 2 and 4 (p=0.0000132), and, group 2 and 5 (p=0.0141). 
 
Thus, these results showed that age had a significant effect on GC values throughout life, with all 
regions showing statistically significant changes associated with ageing. Moreover, most pairwise 
comparisons showed that these changes mainly existed between groups 2 and other groups in the 
different brain regions. However, despite these significant changes, it must be noted that the GC values 
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for both males and females were very low. This indicates that there is very little causal activity that can 
be detected in sensor space when the brain is at rest. 
 
The general trend of RHO values, as shown in Fig4.7, showed that for groups 1 and 2 (childhood and 
adolescence, and, early adults (7-40years)), in the anterior and central regions, males have higher values 
than females. However, in the left lateral, posterior and right lateral regions of the brain, females 
generally have higher RHO values than males. 
Anterior 
 
Central 
 
Left-lateral 
 
Posterior 
 
Right-lateral 
 
Fig 4.7: Evolution of RHO values with age for 5 regions of the brain. Gender curves are separated by colour, with results for 
males in blue and for females in green. The standard error of the mean have also been plotted for each group. The standard 
error of the mean have also been plotted for each group. 
Although the development of RHO values with age was different (both for males and females) between 
the different brain regions, the trends were similar for both genders in any particular brain region. 
Nevertheless, despite the individual (male/female) differences between the different brain regions (e.g. 
comparing anterior and central RHO value progressions for males), it was interesting to note that the 
changes in the lateral regions (left and right) were very similar. When evaluated for significance using 
2-way MANCOVA, age was found to have a significant main effect in the: anterior (p=0.00145, 
F(4,210)=6.628), central (p=0.00427, F(4,210)=5.350), left lateral (p=0.0373, F(4,210)=3.134), and, posterior 
(p=0.000619, F(4,210)=7.728), with no significant differences observed in the right lateral region. 
Estimated marginal means pairwise comparisons with adjustments for multiple comparisons using 
Bonferroni correction showed the following directions for the main effects in the: 
1. Anterior region significant differences existed between: group 1 and 5 (p=0.00119)), and, group 
4 and 5 (0.0145). 
2. Central region significant differences existed between: group 1 and 5 (p=0.00440), and, group 4 
and 5 (p=0.0237). 
3. Left lateral region significant differences existed between: group 1 and 4 (p=0.0334). 
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4. Posterior region significant differences existed between: group 1 and 5 (p=0.00219), group 2 
and 5 (p=0.00122), group 3 and 5 (p=0.0434), and, group 4 and 5 (p=0.0437). 
 
Thus, these results showed that age had a significant effect on RHO values throughout life, with most 
regions showing statistically significant changes associated with ageing. Moreover, pairwise 
comparisons showed that these changes mainly existed between groups 1 and later stages in life (such 
as groups 4 and 5) in the different brain regions. Interestingly, no significant changes associated with 
age were observed in the right lateral region of the brain. 
 
Evaluation of the direction of information flow is very important (especially in causality studies) as it 
can reveal interesting information pertaining to the interaction between different regions of the brain. 
PSI, a method similar to GC, can be used to determine causality between two different points. Fig 4.8 
shows the progression of PSI values with age, and it is important to note that positive values of PSI 
reflect a net flow of information into the network nodes, while negative values represent a net flow 
information out of the nodes in the region.  
Anterior 
 
Central 
 
Left-lateral 
 
Posterior 
 
Right-lateral 
 
Fig 4.8: Evolution of PSI values with age for 5 regions of the brain. Gender curves are separated by colour, with results for 
males in blue and for females in green. The standard error of the mean have also been plotted for each group. 
To enable easier interpretation of the data presented in Fig 4.8, a summary of the inflow and outflow 
of information from the different regions of the brain is presented in table 4.1. Moreover, symbols 
similar to those used to indicate current flow (● (into), X (out of)) have been used to represent the net 
flow of information in any given region. To summarise the inflow and outflow of information from the 
different regions of the brain, table 4.1 shows a simplified illustration of this activity. 
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Table 4.1: Summary of the flow of information during rest for males (M – blue) and females (F-green) in the a-anterior, c-
central, ll-left lateral, p-posterior, rl-right lateral regions of the brain.  
Region Flow in (●) Flow out (X) 
Groups 1 2 3 4 5 1 2 3 4 5 
a M ●  ●  ●  X  X  
 F ● ● ●      X X 
c M ● ● ●  ●    X  
 F  ● ● ● ● X     
ll M ●      X X X X 
 F ●  ●    X  X X 
p M  ●  ● ● X  X   
 F ● ●  ● ●   X   
rl M ●  ● ●   X   X 
 F ●      X X X X 
 
According to the definitions given by Nolte et al. (2010) nodes with positive PSI values can be seen as 
the drivers in a network, while nodes with negative PSI values can be seen as the recipients in that 
network. From Fig 4.8 and table 4.1, it seems that both males and females have different regions of the 
brain that act as network drivers during resting state. For males the central, posterior and right lateral 
regions appear to be the main driver regions throughout life, while for females the anterior, central and 
posterior regions appear to be the main driver regions. The left lateral region for both genders appears 
to be a receiver at all ages, while the posterior and central seem to be drivers throughout life. Statistical 
analyses did not reveal any significant changes associated with age, however, result shows that 
although there are different driver-receiver relationships which can be identified throughout age. 
Moreover, it was observed that the amount of information flow making up background brain activity 
did not change significantly throughout life. 
TE, like GC and PSI, is a technique which can be used to evaluated causality. Changes in TE values 
with age are shown in Fig 4.9 for all 5 regions of the brain. Fig 4.9 shows that females have similar 
trends in all 5 regions of the brain, and these are similar to the trends shown in Fig 4.6 using GC. 
However, unlike with GC, male TE values do not follow a similar trend all brain regions. Moreover, 
interestingly, for group 4 (61-70 years), females have an increase in TE, while male have a decrease.  
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Fig4.9: Evolution of TE values with age for 5 regions of the brain. Gender curves are separated by colour, with results for 
males in blue and for females in green. The standard error of the mean have also been plotted for each group. 
When the significance of age effects was evaluated, statistical analyses (using 2-way MANCOVA) 
showed significant main effects in the: central (p=0.026, F(4,210)=3.474), left lateral (p=0.0498, 
F(4,210)=2.869), posterior (p=0.0000765, F(4,210)=10.851), and right lateral (p=0.00738, F(4,210)=4.751) 
regions. Estimated marginal means pairwise comparisons with adjustments for multiple comparisons 
using Bonferroni showed the following directions for the main effects in the: 
1. Central region significant differences existed between: group 2 and 4 (p=0.0463). 
2. Posterior region significant differences existed between: group 1 and 5 (p=0.0484), group 2 and 
3 (p=0.00953), group 2 and 5 (p=0.000102), and, group 2 and 4 (p=0.000367). 
3. Right lateral region significant differences existed between: group 2 and 4 (p=0.000000108), and, 
group 2 and 5 (p=0.0001933). 
 
Thus, these results showed that age had a significant effect on TE values throughout life, with most 
regions showing statistically significant changes associated with ageing. However, pairwise 
comparisons showed that these changes mainly existed between groups in only three brain regions. It 
is interesting to note, nevertheless, that similar to the results obtained using GC, TE values were 
relatively low (>0.6) and therefore highlight the low amount of causal information in the brain that can 
be detected in sensor space analysis using rMEG signals. 
SL was the only multivariate method which was used in this study. From visual inspection, unlike 
results from COR, and GC, females have higher SL values than males. 
Elizabeth Shumbayawonda   
77 
 
Anterior  
 
Central  
 
Left-lateral 
 
Posterior  
 
Right-lateral 
 
Fig 4.10: Evolution of SL values with age for 5 regions of the brain. Gender curves are separated by colour, with results for 
males in blue and for females in green. The standard error of the mean have also been plotted for each group. 
In addition to this, there is a sharp increase in SL values in late adulthood between groups 4 and 5 
which is similar to the increase seen between adolescence and early adulthood between groups 1 and 
2, in most regions of the brain, for both genders. Furthermore, interestingly, all values for SL fall 
between 0≤SL≤0.2, and thus according to the definitions given by Stam and van Dijk (2002), and, Niso 
et al (2013), this could imply that all the time series evaluated, in this case from the 148 channels, are 
uncorrelated and thus there is little simultaneously occurring patterns in the time series to cause 
dynamic interdependencies that result in the synchronisation of the investigated time series. 
Nevertheless, when age was evaluated to determine its significance on SL values, 2-way MANCOVA 
showed significant main effects in the: anterior (p=0.0000335, F(4,210)=12.272), central (p=0.000297, 
F(4,210)=8.753), left lateral (p=0.000945, F(4,210)=7.169), posterior (p=0.000000429, F(4,210)=22.675), and 
right lateral (p=0.0000268, F(4,210)=9.309). Estimated marginal means pairwise comparisons with 
adjustments for multiple comparisons using Bonferroni showed the following directions for the main 
effects in the: 
1. Anterior region significant differences existed between: group 1 and 2 (p=0.00227)), group 1 
and 5 (p=0.0003716), group 2 and 3 (p=0.0344), group 2 and 4 (0.00362), group 3 and 5 
(p=0.00553), and, group 4 and 5 (p=0.000585). 
2. Central region significant differences existed between: group 1 and 2 (p=0.0315), group 1 and 5 
(p=0.000374), group 3 and 5 (p=0.0395), and, group 4 and 5 (p=0.00242). 
3. Left lateral region significant differences existed between: group 2 and 3 (p=0.00999), group 2 
and 4 (p=0.00272), and, group 4 and 5 (p=0.0185). 
4. Posterior region significant differences existed between: group 1 and 2 (p=0.0000472), group 1 
and 5 (p=0.00000267), group 2 and 3 (p=0.00396), group 2 and 4 (p=0.000593), group 3 and 5 
(p=0.0001658), and, group 4 and 5 (p=0.0000276). 
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5. Right lateral region significant differences existed between: group 1 and 2 (p=0.00153), group 2 
and 3 (p=0.00138), group 2 and 4 (p=0.0000376), and, group 4 and 5 (p=0.00293). 
 
Thus, these results showed that age had a significant effect on SL values throughout life, with all regions 
showing statistically significant changes associated with ageing.  
 
Although, the evolution of LZC values with age have already been evaluated and presented in 
literature by Fernandez et al (2012). However, as only the regressions fitted to the data were reported, 
for completeness, results are presented in Fig 4.11. 
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Fig 4.11: Evolution of LZC values with age for 5 regions of the brain. Gender curves are separated by colour, with results for 
males in blue and for females in green. The standard error of the mean have also been plotted for each group. 
As can be observed, generally, males have higher LZC values when compared to females. In addition 
to this, apart from the anterior region of the brain, both males and females seem to have similar LZC 
value evolution patterns for all five regions of the brain that were investigated. A slight difference 
observed with these results obtained in this analysis from those presented in Fernandez et al. (2012) can 
be observed in the results for the lateral regions of the brain. In Fernandez et al. (2012) they observed 
the same regression model for the left and right lateral regions of the brain for males and females. It is 
possible that the differences in these results could be due to the groupings used this analysis. 
Nevertheless, Fernandez et al. (2012) found that age had a significant effect on all LZC values with 
p<0.05. 
PLZC, like LZC, is a technique which can be used to estimate complexity. Although both PLZC and 
LZC are estimated in similar ways, the evolution of PLZC values was not the same as that with LZC 
values, as shown in Fig 4.12. Nevertheless, much like with the trends using LZC and TE, neither males 
nor females have overall visibly greater values in all 5 brain regions. 
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Fig 4.12: Evolution of PLZC values (m=5, τ=1) with age for 5 regions of the brain. Gender curves are separated by colour, 
with results for males in blue and for females in green. The standard error of the mean have also been plotted for each group. 
From these plots, it can be seen that generally males seem to have decreased complexity from group 3 
onwards (i.e. >40 years), while females have an increase in complexity with old age (although the 
absolute terms of this increase is very small). When the significance of age effects was evaluated, 
statistical analyses (using 2-way MANCOVA) showed significant main effects in the: anterior 
(p=0.000133, F(4,210)=9.969), central (p=0.0498, F(4,210)=2.869), and, posterior (p=0.00360, 
F(4,210)=5.542). Estimated marginal means pairwise comparisons with adjustments for multiple 
comparisons using Bonferroni showed the following directions for the main effects in the: 
1. Anterior region significant differences existed between: group 1 and 2 (p=0.000484)), group 1 
and 5 (p=0.000681), group 2 and 4 (0.0257), and, group 4 and 5 (p=0.0362). 
2. Posterior region significant differences existed between: group 2 and 3 (p=0.0258), group 2 and 
5 (p=0.00757), and, group 2 and 4 (p=0.0151). 
 
Thus, these results showed that age had a significant effect on PLZC values throughout life, with all 
regions showing statistically significant changes associated with ageing. Interestingly, the pairwise 
investigations showed that main changes were between younger age groups and older age groups in 
the anterior and posterior regions of the brain. 
 
The evolutions of PE values age for both males and females are illustrated in Fig 4.13. Evidently, from 
these results, both males and females have very similar PE values, at any given age, in all brain regions 
investigated. Moreover, similar to the results using PLZC (Fig 4.12), females have higher values than 
males in old age. Moreover, males have a decrease in PE in old age (group 5) which is similar to that 
seen with PLZC and LZC.  
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Fig 4.13: Evolution of PE values (m=5, τ=1) with age for 5 regions of the brain. Gender curves are separated by colour, with 
results for males in blue and for females in green. The standard error of the mean have also been plotted for each group. 
When the significance of age effects was evaluated, statistical analyses (using 2-way MANCOVA) 
showed significant main effects in the: anterior (p=0.00879, F(4,210)=9.225), central (p=0.003946, 
F(4,210)= 5.656), left lateral (p=0.00836, F(4,210)=8.656), posterior (p=0.005189, F(4,210)=8.349), and right 
lateral (p=0.007220, F(4,210)=5.201). Estimated marginal means pairwise comparisons with adjustments 
for multiple comparisons using Bonferroni showed the following directions for the main effects in the: 
1. Anterior region significant differences existed between: group 1 and 5 (p=0.00574). 
2. Central region significant differences existed between: group 1 and 3 (p=0.00832), group 1 and 
5 (p=0.0120), and, group 2 and 3 (0.00786). 
3. Left lateral region significant differences existed between: group 1 and 4 (p=0.0187), group 1 
and 5 (p=0.0176), group 2 and 3 (p=0.0115). 
4. Posterior region significant differences existed between: group 1 and 3 (p=0.00232), group 1 
and 4 (p=0.00499), group 1 and 5 (p=0.00576), group 2 and 3 (p=0.00865), group 2 and 4 (0.00787), 
and, group 4 and 5(0.0423). 
5. Right lateral region significant differences existed between: group 1 and 4 (p=0.0276), and, 
group 1 and 5 (p=0.0198). 
 
These results showed that age had a significant effect on PE values throughout life, with all regions 
showing statistically significant changes associated with ageing. Interestingly, similar to PLZC, the 
pairwise investigations showed that main changes were between younger age groups and older age 
groups. 
 
mPE and PE are defined in a very similar way, and generally, in the absence of many repeated tied 
rank, both methods should give similar results. Thus, evidently, comparing the results from PE (fig 
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4.13) and mPE (Fig 4.14), it is evident that the evolutions from both methods are very similar, with 
subtle differences in the anterior and right lateral regions. 
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Fig 4.14: Evolution of mPE (m=5, τ=1) values with age for 5 regions of the brain. Gender curves are separated by colour, with 
results for males in blue and for females in green. The standard error of the mean have also been plotted for each group. 
When the significance of age effects was evaluated, statistical analyses (using 2-way MANCOVA) 
showed significant main effects in the: anterior (p=0.00836, F(4,210)=3.5653), central (p=0.004179, 
F(4,210)= 10.561), left lateral (p=0.00840, F(4,210)=3.508), posterior (p=0.00531, F(4,210)=8.138), and right 
lateral (p=0.00688, F(4,210)=5.687) regions. Estimated marginal means pairwise comparisons with 
adjustments for multiple comparisons using Bonferroni showed the following directions for the main 
effects in the: 
1. Anterior region significant differences existed between: group 1 and 5 (p=0.00523). 
2. Central region significant differences existed between: group 1 and 3 (p=0.00789), group 1 and 
5 (p=0.0107), and, group 2 and 3 (0.00693). 
3. Left lateral region significant differences existed between: group 1 and 4 (p=0.0976), group 1 
and 5 (p=0.0107), group 2 and 3 (p=0.0131). 
4. Posterior region significant differences existed between: group 1 and 3 (p=0.00222), group 1 
and 4 (p=0.00458), group 1 and 5 (p=0.00539), group 2 and 3 (p=0.00976), group 2 and 4 (0.00856), 
and, group 4 and 5(0.0404). 
5. Right lateral region significant differences existed between: group 1 and 4 (p=0.0236), and, 
group 1 and 5 (p=0.0179). 
 
These results showed that age had a significant effect on mPE values throughout life, with all regions 
showing statistically significant changes associated with ageing. Interestingly, similar to PLZC, the 
pairwise investigations showed that main changes were between younger age groups and older age 
groups. 
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From the results presented thus far, it is evident that irrespective of the technique used to analyse the 
rMEG signals, age has a significant effect on the brain. The dynamic changes in the causality, entropy, 
complexity, synchronisation likelihood, etc., in each brain region, and shown in this chapter, support 
the findings put forward by Bullmore and Sporns (2012), where they noted that the brain is always 
adjusting and modifying itself to ensure the economy of the brain network is maintained. Moreover, as 
shown by numerous studies on the maturation and ageing of the brain, (such those performed by 
Lindenberger (2014), Schafer et al. (Schafer et al., 2014), Lebel et al. (2008), Peters (2005), Ge et al. (2002)) 
healthy ageing changes the nature of the signals produced by the brain. Therefore, these changes in 
brain activity can have a direct impact on rMEG signals which are used to understand the functioning 
of the brain. Thus, in order to generate a fingerprint of healthy ageing, the changes in these different 
aspects of brain activity and behaviour, such as EC, FC, entropy and complexity, need to be clearly 
defined. 
The results presented thus far have shown that there are generally low levels of brain activity present 
at rest, with the ranges of activity shown in the age trends highlighting: 
• Relatively moderate correlated activity between the channels of different brain regions. 
Between all age groups, COR values change by a range of 0.45. Highest COR values were 
observed in early adulthood. 
 
• Low linear dependence between the rMEG activity of difference channels, with COH values 
ranging 0.22 – 0.325. As expected, both males and females have similar coherence in the brain 
when at rest, and this showed in the narrow ranges of values between males and female COH 
values. However, unlike with COR, females showed a decrease in COH in early adulthood. 
 
• Very low linear causality in the brain, ranging between 0.005 and 0.045 (a range of 0.04) across 
the stages of life investigated. Similar to COR results, subjects in the early adulthood stage 
(group 2) had the highest GC values when compared to the other stages. 
 
• Low levels of synchronisation with RHO values fluctuating between 0.25 and 0.425 (range of 
0.175 on a possible scale of 0≤RHO≤1) throughout life. Similar to results using GC, there was a 
noticeable decrease in RHO values during late adulthood (group 4), before a sharp increase 
was observed for older subjects. 
 
• The unpredictable nature of information flow in the brain in the absence of task (i.e. during 
rest), with PSI values changing “erratically” due to age. However, despite this, the changes in 
PSI managed to highlight how at different stages of life there are different driver/recipient 
interactions in the brain. Moreover, although PSI values range between 2≤PSI≤∞ the high 
values of PSI observed (Fig 4.5) were of very high order (1016) and thus showed that during 
rest, the brain still operates with a significant amount of background information flow. 
 
• Low causality between different regions of the brain, with TE values which ranged between 0.3 
and 0.6, on a possible scale of 0≤TE≤∞. Thus, although PSI showed the existence of some 
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information flow in the background brain activity, similar to GC, TE results showed low levels 
of causal activity between the nodes of different regions. 
 
• Low generalised synchronisation, on a global scale, between the different regions of the brain, 
with very low values of SL (between 0.07 and 0.135) observed. However, similar to results with 
most methods used, subjects in early adulthood had the highest SL values. Moreover, subjects 
in old age also had high values of SL. 
 
• Intermediate values of complexity ranging between 0.45-0.75 (0.45-0.75 for LZC and 0.46 to 0.62 
for PLZC) in resting state rMEG singles. Moreover, LZC results showed a peak in group 4, as 
compared to being in group 2 and group 5 as observed with the FC and EC measures. However, 
unlike with LZC, PLZC values did not seem to show a distinct age group with peak values in 
all 5 brain regions. Nevertheless, opposing trends (between males and females in group 5) were 
similar to those see with TE, however for PLZC females had increasing complexity. 
 
• Small variations of entropy in each region of the brain with age, with PE values ranging 0.56-
0.76, and mPE values ranging 0.56-0.76 throughout life. Similar to LZC results, the highest 
PE/mPE values in group 4 (late adulthood), and group 5 (old age). 
The results presented thus far, have shown that the healthy resting brain has low effective and 
functional connectivity, relatively low complexity and entropy, with no significant detectable direction 
of information flow. These results imply that at rest, there is very little synchronous or simultaneously 
occurring information in the MEG time series and that though some information flow can be identified, 
no significant trend can be determined. Thus, these results complement those obtained by Stam (2016), 
Bullmore and Sporns (2009), Rubinov et al. (2011) and Deco et al. (2013) in that the results reflect that 
the brain operates in a manner similar to a system which is in limbo of phase transition where little 
background activity can be detectable in the resting brain.  
Nevertheless, when putting these results into context pertaining to the development of the brain, the 
low values of correlation, causality, complexity, synchronisation, etc., obtained correlate with literature 
concerning the maturation and ageing of the brain (Ge et al., 2002; Peters, 2005; Schafer et al., 2014). As 
the brain matures (group 1-2, 7-40years) it develops one region at a time, and undergoes many changes 
in volume (including white matter (WM) and grey matter (GM) changes), changes in hormonal levels, 
as well as in the rates of synaptic pruning (Huttenlocher et al., 1982; Good et al., 2001; Salat et al., 2005; 
Giedd & Rapoport, 2010). Therefore, the changes in the evolutions of values with age could reflect these 
modifications that are occurring in the brain. In addition to this, although not evident from all 
techniques (due to groups representing large age ranges), changes in different brain regions were not 
all the same (identical). This can be viewed as correlating with the results from multiple post-mortem 
studies that have shown that the brain matures and develops in different regions at different times, 
such as changing hormonal levels, the environment, employment, education, maintenance of resting 
default networks, synaptic pruning, changes in energy consumption, changes in axonal volumes, as 
well as the effects of maturation and ageing on the brain (Compton et al., 2001; Ge et al., 2002; Peters, 
2005; Thakur & Sharma, 2006; Lebel et al., 2008). Therefore, to allow for the brain to continue to function 
in an efficient and economical way, as described by Bullmore and Sporns (2012), the different areas of 
the brain must compensate for this by acting in a manner described by Meunier et al. (2009) that will 
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‘allow development and adaptation of one functional module without affecting the functioning of 
another’. 
As the first step of data analysis in this research project, it has been identified that age has a significant 
effect on rMEG signals. This has highlighted the importance of developing a fingerprint of healthy 
ageing, as different ages have different levels of activity (FC/EC/complexity/entropy) and therefore a 
“one-size-fits-all” approach in not applicable. With this in mind, the next stage of analysis was to 
develop mathematical models which can be used to regenerate the observed evolutions due to age.  
4.3. Mathematical modelling of changes due to age  
 
After determining the significance of the effects of age on the different aspects of brain activity and 
connectivity, mathematical models were fitted to the age trends so as to provide another layer to the 
fingerprint of healthy ageing. As the evolution of values (shown in the previous section) seemed to 
follow a polynomial progression, be it quadratic, cubic or quartic, regressions with a high R2 and 
adjusted R2 (above 0.7) as well as having a significance value of p<0.01, were used as the selection 
criteria for the mathematical models. Due to the shape of most of the evolutions, to ensure that these 
criteria were met, a generalised 4th order model 𝑏0 + 𝑏1 × 𝑎𝑔𝑒 + 𝑏2 × 𝑎𝑔𝑒
2 + 𝑏3 × 𝑎𝑔𝑒
3 + 𝑏4 × 𝑎𝑔𝑒
4 was 
fitted separately for both genders. Tables 4.2 and 4.3 show the regression coefficients (𝑏0,  𝑏1, 𝑏2, 𝑏3, 𝑏4) 
and the polynomial degree for the different regressions that were used to model the evolution data 
(and satisfy the selection criteria), for both males (M) and females (F). Moreover, the regressions were 
fitted for each region of the brain. The tables containing all the coefficients obtained in this analysis are 
contained in tables A1 and A2 in the Appendix IV. 
The regression models above can be used to determine the ages when the peak activity occurs. This 
information can then be correlated with existing literature about the changes that take place in the brain 
with age and can provide for a richer interpretation of the changes taking place in the brain throughout 
life. Table 4.2 is a summary of the ages when peak evolution values were obtained.  
Table 4.2: Summary of the age range when the highest (peak) COR, COH, GC, RHO, PSI, TE, SL, LZC, PLZC, PE and mPE 
values were observed. For easier interpretation, the age group(s) coinciding with the peak activity is colour coded such that 
group 1 is in red, group 2 is in yellow, group 3 is in green, group 4 is in blue, group 5 is in purple. 
Region Gender COR COH GC RHO SL TE LZC PLZC PE mPE 
a M 2 2 2 5 5 2 4 4 5 4 
 F 2,5 1,5 2 5 2,5 2 3 1 4 5 
c M 2 2 2 5 5 1 4 1 4 4 
 F 5 5 5 5 5 2 4 3,5 3,5 5 
ll M 2 2 2 1 2 1 4 2 4 4 
 F 2 1 2 2 5 2 4 1 4 4 
p M 2 2,5 2 5 5 1,2 4 4 4 4 
 F 5 1,5 2 5 2,5 2 4 5 4 4 
rl M 2 2 2 2 5 2 4 2 4 4 
 F 5 1 2,5 1 2 2 4 5 5 5 
 
Generally, the data in table 4.2 show that highest peak values are in groups 2, 4 and 5. These age groups 
(2, 4 and 5) coincide with the age ranges when the brain is reaching full maturity, and when ageing 
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starts. Moreover, as described earlier, and shown in table 2.1, these age ranges coincide with when there 
is an increase in the percentage decrease of total brain volume, and changes in the anatomy and 
physiology of the brain, such as increased synaptic pruning, changes in hormonal levels noted by Good 
et al. (2001), Peters (2005), Stam (2005), Dickstein et al. (2007), Lebel et al. (2008), Gomez et al. (2008), and, 
Schafer et al. (2014). Thus, it is possible that these peaks in the age trends are as a result of the changing 
brain activity caused by these ‘recalibration’ stages. 
As mentioned earlier, similar to work done by Fernandez et al (2011) and Mendez et al (2012), the 
results from this study have shown that age has a modifying effect on linear and non-linear values. 
Moreover, one of the evident findings in these results, and highlighted in table 4.3, was the sharp 
increase in values for group 2 (early adulthood, 19-40 years). This outcome correlates with results 
obtained in some previous studies such as those performed by Lebel et al. (2008), McGraw et al. (2002), 
and Snook et al. (2005) where an abrupt and steep increase in values from adolescence to early 
adulthood was observed. Although some studies, such as those performed by Fernandez et al. (2012) 
using complexity, Bartzokis et al. (2001) using brain structural volumes obtained using MRI, Nusbaum 
et al. (2001) using relative anisotropy, and Pfefferbaum et al. (2005) using magnetic resonance diffusion 
tensor imaging (DTI), all found that anterior brain regions reached peak values at earlier ages, this trend 
was not observed explicitly in the results of this research project. One of the contributing reasons for 
this could have been the large age ranges within each age group. 
Peak values were also observed in later stages of life (groups 4 and 5) mainly using generalised 
synchronisation, complexity and entropy measures. In line with the reasoning above, these increases 
can be as a result of the direct/indirect changes in the brain structure, such as the decreasing brain 
volume as well as possible myelination occurring in later stages of life (Benes et al., 1994; Pfefferbaum 
et al., 1994; Ge et al., 2002). However, although it is assumed that the GM, WM and anatomical structure 
of the brain play a major role in the fluctuations in the values observed due to age, this alone cannot 
fully explain all the findings presented thus far. Hence, although there is no straight forward 
explanation of these results, due to the scarcity of literature correlating such findings to physiological 
changes in the brain, the generation of a fingerprint of healthy ageing could assist with bridging this 
gap. In addition to this, generation of a fingerprint which has texture and specificity stemming from 
vast amounts of information pertaining to the healthy functioning of the brain can, over time, become 
an extremely accurate and informative description of the healthy brain. 
Interestingly, there is a general decrease in values after group 2 (19-40 years), with the lowest values 
observed in groups 3 and 4, i.e. mid- and late-adulthood. However, it must be noted that this decrease 
was evident in the FC and EC results, and not in the complexity and entropy results. Nevertheless, 
these age ranges coincide with when the brain has fully matured and is beginning to age, i.e. early 
ageing, and thus is at a transition or intermediate stage (Ge et al., 2002; Peters, 2005; Deco et al., 2013; 
Shumbayawonda et al., 2017a). The decrease in values could therefore be as a result of the brain 
operating at a very efficient capacity during this stage, thus not requiring as much activity to sustain 
economic operations (Bullmore & Sporns, 2012). However, as mentioned earlier, changes in the 
anatomy and physiology of the brain alone cannot fully explain the results from these analyses. This is 
because, changes in occupation, hormones, the environment, education level, intelligence quotient (IQ), 
and even retirement, can also have an effect on the changes in the linear/non-linear values. Thus, for 
instance retirement which usually occurs at 65years (group 4), can have a direct/indirect effect on the 
decrease in values observed, while further decreases in brain volume and reduction in energy 
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expenditure and resting metabolic rates can also have an effect on the increase in values in old age 
(group 5) (Manini, 2010). 
Despite the aforementioned changes due to the effects of age, the modelling of age influences on MEG 
signals will enable quicker interpretation of results, especially when used to evaluate derivations from 
the norm (usually brought on by pathology). Nevertheless, after evaluation of the overall changes in 
data evolutions was done, the final step (to analysing changes due to age) was to evaluate if these 
observations correlated to changes in the resting state networks of the brain. Thus, graph theory 
principles were combined with the data so as to investigate the changes in the network properties due 
to age. 
4.4. Changes in network properties with healthy ageing 
 
As shown thus far, age has a significant effect on the brain, and these effects can be mathematically 
modelled. The modelling process further highlighted the differences between the progression of values 
with age, and thus, formed the basis of this final investigation. Graphs were constructed using the 
SQUID locations as graph nodes, and the SQUID activity as node activity. This analysis was simplified 
by the use of square (symmetric and non-symmetric) adjacency matrices which were used to store all 
the results from the EC and FC calculations. Although the overall network topology was of highest 
interest, four other network aspects were investigated and used to understand the overall network 
topology. Firstly, integration and segregation are interesting network aspects to investigate as they 
provide intricate information pertaining to the connectivity and interaction of network nodes (Cohen 
& D'Esposito, 2016). Investigating centrality also provides insight about parts of the network by 
providing information about the existence and location of hubs within the network. Finally, resilience 
of a network gives an overall picture is the density of the connections of each node, and thus alludes to 
the stability of that node in the face of change (Gerhard et al., 2011) (Bullmore & Sporns, 2009; Dehemer, 
2010). Table 4.3 shows a summary of the network aspects that were investigated, as well as the graph 
theory parameters which were used to investigate them. 
Table 4.3: Network parameters investigated and what they signify 
Network Aspect Complex network parameter 
Integration Global efficiency 
Segregation Clustering coefficient, local efficiency, modularity, assortativity 
Centrality Nodal betweenness, edge betweenness 
Resilience Strength 
Topology  Maximised modularity 
 
Similar to the results presented thus far, network analyses were investigated using the connectivity 
results individually for both males and females. 
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4.4.1. Linear analysis 
Results from the 3 linear techniques used in this study (COR, COH GC) are presented below. A 
combination of quantitative and qualitative analyses was used to enable easier understanding and 
interpretation of results. 
4.4.1.1. Correlation 
When the network parameters were investigated using the COR results, as shown in Fig4.15, the results 
for strength and correlation coefficient in groups 2 and 5 were the highest throughout life. These peaks 
correlate with those observed in the evolution and regression results shown in sections 1 and 2. 
Moreover, they show that for these 2 groups, nodes in the anterior, central, and posterior regions of the 
brain had high segregation and resilience. Although peaks occurred in the same age groups for both 
genders, males and females had highest activities detected in different groups – males in group 2 and 
females in group 5. 
Interestingly, though the areas with highest strength nodes and highest clustering coefficient seem to 
be located in the anterior, central and posterior regions, the nodes with highest network centrality i.e. 
those with highest node and edge betweenness are located in the right and left lateral regions of the 
brain for both males and females. Thus, these results suggest that the high strength and clustering 
coefficient may be showing the localised nodal connectivity of the network in those regions. This is 
because, by definition, centrality measures show the nodes that are most ‘important’ or central to the 
functioning of the network. Thus, this result shows that though the nodes of lowest strength, clustering 
coefficient and local efficiency are located in the lateral regions, that on a local level these nodes are not 
very connected but on a global level they are very well integrated into the network, i.e. high local 
clustering resulting in many small clusters that are connected to make fewer bigger modules. In 
addition, this result could allude to the module constructs in the network as these nodes with highest 
betweenness and edge centrality could be the hub centres of the different modules in the brain. 
Looking at the modularity results in Fig 4.15, the module locations change with age for both males and 
females. Although it is difficult to tell if the nodes with highest centrality form the central hub locations 
of each identified cluster, the groups of nodes with highest centrality are located generally in at least 
one cluster. Thus, to understand the connectivity of the graph nodes, the assortativity was evaluated. 
By definition, assortativity indicates the tendency of nodes of similar strength to connect to each other 
and lies between −1 ≤ 𝑎𝑠𝑠𝑜𝑟𝑡𝑎𝑡𝑖𝑣𝑖𝑡𝑦 ≤ 1 where -1 reflects complete disassortativity, 1 shows perfect 
assortativity and 0 shows a non-assortative network. The graphs in Fig 4.16 show the changes in 
assortativity for males and females as well as the changes in topological structure given by maximised 
modularity. A connection between these two sets of results seems to exist, where networks with 
assortative nodes have small world topological structure while networks with disassortative nodes 
have ordered topological structure. In addition to this, during the final stages of brain maturation, i.e. 
group 2, the observed networks are disassortative and have ordered construct, while at the start of 
ageing, in group 3, the networks become assortative and small world. 
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Fig 4.15: Colour maps highlighting the results obtained from the network analysis using COR 
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Fig 4.16: Maximised modularity and assortativity results obtained from the network analysis using COR. 
4.4.1.2. Coherence 
When COH results were used to investigate the changes in network parameters, the results (shown in 
Fig 4.17) in for strength showed that` groups 2 and 5 for males, and, groups 1 and 5 for females, had 
the highest strength and clustering coefficient. These peaks relate with those observed in the evolution 
and regression results shown in table 4.4. Highest COH results were observed in the posterior region 
of the brain, and show that for these age groups, nodes in this region had high segregation and 
resilience. However, as COH measures frequency correlation, this could also be highlighting the 
network requirements to maintain the predominantly alpha wave activity present in the posterior 
region of the brain during rest with eyes closed. Nevertheless, unlike with the COR results, the modules 
present in the COH analysis generally do not change very drastically with age.  
Generally, apart from the age groups with peak activity the centrality network properties appear to be 
relatively constant, with only one node having highest node and edge betweenness. When the 
assortativity of the network nodes was assessed, both males and females were found to have regular 
ordered networks (maximised modularity < 0.3). In addition to this, all age groups had disassortative 
network nodes (assortativity ≈ 0.007) as shown in Fig 4.18. These results, when compared to those 
obtained using COR, seem to suggest that very low values of disassortativity (near non-assortativity) 
correlate with lower maximised modularity values.  
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Fig 4.17: Colour maps highlighting the results obtained from the network analysis using COH 
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Fig 4.18: Maximised modularity and assortativity results obtained from the network analysis using COH 
4.4.1.3. Granger Causality 
Fig 4.19 illustrates the results obtained when the graph network properties were investigated using GC 
results. Similar to the trends observed from section 1 where the data evolutions were plotted, groups 2 
and 5 seem to have the highest node strength and clustering coefficient (i.e. highest resilience to change, 
and highest network segregation). As identified in the evolution data, although males have higher 
values than females, the difference for the two genders values is very small. This is evident from the 
strength and clustering coefficient results, where the differences in the colour maps are very subtle. In 
terms of centrality, there are very few nodes that are central to the graph network (generally located 
over the anterior/central regions of the brain), and also contained in at least one cluster. Despite the 
differences between the genders, the female global networks were 1% more efficient throughout life 
than the male networks, averaging at 3.5% and 2.5% respectively. 
Generally, apart from the peak activity seen in group 2, and some in group 5, the network node 
properties appear to be relatively constant. When the assortativity of the network nodes was assessed, 
the same results for both males and females were identified, as shown in Fig4.20. Across all age groups, 
all the network nodes were disassortative, both for males and females. The same observations as those 
made for the COR and COH analysis were also seen in this analysis, were disassortativity seemed to 
correlate with network topology structure. However, it seems that the lower assortativity values 
obtained in this study correlated with networks with lower maximised modularity values. This result 
suggests that values of assortativity that are very close to zero i.e. close to non-assortativity, result in 
the estimated network topology being ordered and with low maximised modularity. 
Evidently, the construct and location of modules for both males and females is different. Furthermore, 
the locations differ according to age as well. There is no seemingly obvious connection between 
centrality, strength and clustering coefficient with the location and construct of the observed estimated 
network modules. Though the nodes and edges with highest betweenness are located in at least one 
module, these are too few of them to be able to make a conclusive statement. Similar to the observations 
made in the COR analysis, the results for strength, clustering coefficient and local efficiency seem to 
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reflect the network dynamics on a more localised scale. Therefore, even though nodes with high 
strength are present in the network, there is high local segregation and within these small local 
segregated clusters there is higher local efficiency when compared to other regions. 
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Fig 4.19: Colour maps highlighting the results obtained from the network analysis using GC 
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Fig 4.20: Maximised modularity and assortativity results obtained from the network analysis using GC 
4.4.2. Non-linear Analysis 
 
Similar to the network analyses performed using the results from linear connectivity analyses, non-
linear network analyses results were also used to investigate the changes in network properties due to 
age. 
4.4.2.1. RHO index 
Fig4.21 shows the results from the RHO analysis combined with graph theory measures. As is evident 
from the colour maps and from the range of RHO values shown in the evolution trends, generally there 
are similar RHO values for all age groups. This observation is also echoed by the global efficiencies for 
the brain networks for both gender groups, which ranged between 4-5%. Furthermore, females had a 
decrease in RHO values in group 4 (start of late adulthood), and this is something that is most evident 
in the strength and correlation coefficient results. 
The centrality analysis results obtained in this evaluation differ slightly in that node centrality does not 
provide as much information as edge centrality does about the nodes that are central to the network 
operation. For females, groups 4 and 5 seem to have more nodes present in the network that have 
highest edge centrality, while for males group 1 and 5 seem to reflect this result. Both males and females 
have disassortative network nodes and the structures and location of clusters are different with age for 
both genders. When the topology of the networks was analysed using maximised modularity, it was 
found that both males and females had small world network topologies. This result was consistent 
across the 5 age groups. This result was not very surprising as the network properties such as degree, 
local efficiency and clustering coefficient seem to remain relatively the same across the age groups. 
Nevertheless, in the COR and GC analyses disassortativity seemed to associate with low maximised 
modularity and the existence of ordered networks, however this correlation does not seem to hold in 
this case. Therefore, this result (shown in Fig4.22) may imply that assortativity affects networks that are 
on the ‘border’ between topologies i.e. small world and random, or ordered and small world.  
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Fig 4.21: Colour maps highlighting the results obtained from the network analysis using RHO 
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Fig4.22: Maximised modularity and assortativity results obtained from the network analysis using RHO 
4.4.2.2. Phase Slope Index 
PSI estimates information flow direction between two points. Colour maps depicting the drivers and 
recipients in the brain network during rest are shown in Fig4.23. the information in the colour maps for 
strength show that different regions of the brain tend to group according to purpose, i.e. either nodes 
with negative strength (reflecting information outflow from the nodes –drivers) or nodes with positive 
strength (reflecting information inflow into the nodes – recipients). Similar to the generalised results 
presented in the evolution data, the driver/recipient regions change dynamically with age, for instance: 
• For group 1, males have more information flowing out of the posterior region of the brain and 
flowing into the lateral regions of the brain, while for females there is information flow from 
the central to the lateral and posterior regions of the brain.  
• In group 2 for males there seems to be flow out of the lateral and anterior regions into the 
central and posterior regions while for females there is flow out of the lateral regions of the 
brain into the anterior, central and posterior regions of the brain. 
• In group 3 for males there seems to be flow from the left lateral, posterior and central regions 
of the brain, while for females there is a mixture of out and inflow of information in the 
network. 
• In group 4 for males there is a distinct outflow from the left lateral, central and anterior regions 
and inflow in the right lateral and posterior regions, while for females there is outflow in the 
anterior, left lateral, posterior, and right lateral regions and in flow in the central, right lateral 
and posterior regions, and in flow in the central, right lateral regions and an inflow in the 
central, right lateral and posterior regions.  
• Finally, in group 5 for males these is an outflow in the lateral regions of the brain, with inflow 
in the central and posterior regions, while for females there is outflow in the lateral regions, 
while for females there is outflow in the lateral regions and anterior region, with inflow in the 
central and posterior regions. 
The evaluation to determine nodes which are central to the operation of the network showed a 
‘scattered’ result for both males and females as illustrated in Fig 4.23.  
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Fig 4.23: Colour maps highlighting the results obtained from the network analysis using PSI 
No distinct location in the brain was identified as having the most number of central network nodes. 
This result suggests that the resting networks for males and females are ‘dynamic’ and maybe ‘random’ 
so that no one region or group of regions can be identified as the central network hub during rest. For 
both males and females, the structure of the modules is different, but they seem to aid with the 
interpretation of the regions with positive and negative strength nodes. Interestingly, the networks 
with nodes of mixed strength and very scattered nodes of high betweenness are observed to have only 
one estimated network (as shown in Fig 4.24). Another interesting finding is that the correlations 
between assortativity and maximised modularity previously seen for GC and COR cannot be observed 
in this analysis. This could be due to the very complex and random flow of information between 
different areas of the brain during rest. Nevertheless, intuitively, the nodes with highest centrality are 
seen to coincide with the location of the nodes with highest information outflow and these are estimated 
to be located in a separate module from the other nodes. 
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Fig 4.24: Maximised modularity and assortativity results obtained from the network analysis using PSI 
4.4.2.3. Transfer Entropy 
Fig 4.25 shows an illustration of the network properties obtained after applying TE to the resting state 
EMG signals. Similar to the evolution data shown in Fig4.9, there is a slight decrease in the TE values 
throughout life, however, the range that this occurs is very small. Furthermore, from sections 1 and 2 
(age trends and regressions), it was visually evident that males and females TE values fell within the 
same range. This result is correlated by the strength and clustering coefficient results that show very 
minor differences between male and female values. Generally, the resting brain network nodes exhibit 
high resistance to change and high segregation throughout life. 
The centrality analysis results are similar for both nodal and edge betweenness for both genders. Very 
few nodes are central to the networks functioning during rest. Similar to all the analyses done so far, 
the construct and location of the modules in the resting states are different for both males and females 
and seem to evolve with age. Low maximised modularity values show that the network topologies are 
of an ordered structure. As the network parameters are very similar to the conclusions drawn from the 
RHO analyses, there is a correlation between the assortativity and the network topology. 
Disassortativity node connectivity was observed similar to the results from GC, RHO and SL, and like 
these results very low assortativity correlated with low maximised modularity – Fig4.26. As expected, 
the global efficiencies for the networks were similar for both males and females and averaged between 
4-5% across all age groups.  
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Fig 4.25: Colour maps highlighting the results obtained from the network analysis using TE 
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Fig 4.26: Maximised modularity and assortativity results obtained from the network analysis using TE 
4.4.2.4. Synchronisation Likelihood 
When the network parameters were investigated using SL results, as shown in Fig4.27 and Fig4.28, the 
results showed patterns similar to those observed in the COR and GC analysis whereby the highest 
strength and clustering coefficient values were obtained during early adulthood (group 2, 19-40years). 
Although regression analyses of evolution data showed that there were peaks between the 2nd and 4th 
groups, strength analysis showed peaks in the 2nd and 5th age groups (early adulthood and late 
adulthood) for females, and in the 5th age group for males. However, the differences due to age (apart 
from when peak values occurred) were very small. There were very small changes in the clustering 
coefficient values throughout life for both males and females, thus showing that SL values remain 
relatively stable throughout life for healthy subjects. No differences were observed between the male 
and female global efficiencies throughout life, which varied between 8-11%. 
The centrality analysis showed similar results for both nodal and edge centrality. These results are 
similar to those observed for GC in that very few nodes can be identified as being central to the network 
operation. As shown, the module construction for males and females is different. Furthermore, the 
module constructions and locations change with age for both genders. However, it generally seems that 
males have more modules than females. Disassortative connectivity was observed during this analysis, 
similar to the results seen for GC and RHO. In addition to this, low maximised modularity values were 
also obtained after evaluation, which imply that the network construct is of ordered topology. 
However, for the SL, analysis, the maximised modularity values do not appear to change greatly as the 
assortativity values remain constant. Therefore, this suggests that constant or similar values of 
assortativity result or reflect the similar values of maximised modularity which in turn alludes to the 
network topological structure changes. Nevertheless, the similarities in the graph network parameters 
suggest that the network structures did not change significantly with age. 
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Fig 4.27: Colour maps highlighting the results obtained from the network analysis using SL 
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Fig 4.28: Maximised modularity and assortativity results obtained from the network analysis using SL 
Table 4.4 summarises the topological results obtained with all the different analysis techniques 
presented in this chapter. Generally, both genders were observed to have similar global network 
constructs (even though the cluster structures and locations may have been different). 
Table 4.4: Summary of the male (M) and female (F) resting state network topology (ordered topology (OT), small world 
topology (SWT), and random topology (RT)) for the 5 age groups spanning the human lifespan.  
Methods Age groups 
Group 1 Group 2 Group 3 Group 4 Group 5 
COR M SWT OT OT SWT OT 
F SWT OT SWT SWT OT 
COH M OT OT OT OT OT 
F OT OT OT OT OT 
GC M OT OT OT OT OT 
F OT OT OT OT OT 
PSI M RT RT RT RT RT 
F RT RT RT RT RT 
RHO M SWT SWT SWT SWT SWT 
F SWT SWT SWT SWT SWT 
SL M OT OT OT OT OT 
F OT OT OT OT OT 
TE M OT OT OT OT OT 
F OT OT OT OT OT 
 
COR, COH, GC, RHO, SL, PSI, and TE graph network analysis highlighted, both quantitatively and 
qualitatively, the changes due to age in the network parameters and network constructs. These changes 
shown by the graph network analysis were reflected by the regression analyses and can be identified 
using the regression models developed from the analysis of age effects on the brain. The graph network 
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findings add some texture to the results by providing insight pertaining to the network construction as 
well as the connectivity of the nodes throughout life. Thus, these outcomes all aid in the generation of 
a fingerprint that can be applied to individuals not only to correctly classify healthy ageing but also 
may have the added advantage of aiding in the early detection of brain pathology. 
Finally, we can see that the resting brain has low linear correlation, low linear causality, low 
synchronous behaviour, low simultaneously occurring information, low transfer entropy and no 
significant direction of information flow. Therefore, these imply that at rest, there is very little 
synchronous or simultaneously occurring information in the MEG time series and that though some 
information flow can be identified, no significant trend can be determined. However, due to the 
network characteristics and residual activity in the brain, these results complement those obtained by 
Stam et al. (2016) who observed that the brain at rest resembles a system that is in phase transition and 
thus, until an input disrupts the rest state, the system will remain in ‘limbo’. Therefore, the presence of 
simple non-causal modules in the brain aide in maintaining this rest state to ensure that the brain 
operates optimally upon reception of an input. Rubinov et al. (2011) and Deco et al. (2013) suggested 
that the meaningful relation between structure and function can be identified when a system is near a 
critical state. Therefore, if the resting brain, which is assumed to be in a metastable state, is analysed 
using various measures, very little synchronisation between MEG channels, representing network 
nodes, can be observed. With this in mind it is then plausible that in a healthy brain at rest, i.e. without 
mind wandering or daydreaming, there is no overly distinct flow of information, connectivity or 
entropy between different regions of the brain (Bullmore & Sporns, 2009; Rubinov et al., 2011; Deco et 
al., 2013). 
Regular/ ordered network topologies are simple network structures that have node connections with 
uniform distribution (Dehemer, 2010). This structure was observed with correlation, causality (GC and 
TE) and synchronisation (SL) analyses. This shows that when at rest (because of the low 
interdependencies between network nodes) there is low causal activity between the nodes, and 
therefore, little simultaneously occurring activity. This results in the network topology in this ‘input’ 
free situation being an ordered one. Thus, this implies that for there to be significant correlation, 
causality and synchronisation between different brain regions, either an external input needs to be 
introduced or the brain needs to be executing a task (Strogatz, 2001; Stam & Reijneveld, 2007). 
Small world network topologies are network structures with high clustering coefficients and low path 
lengths (Dehemer, 2010). This graph topology lies between ordered and random network structures, 
with most connected network nodes not being neighbours. General consensus is that the brain reflects 
a small world network topology as it is neither random, nor ordered, nor scale-free but rather lies in a 
state that is between these three extremes (Stam & Reijneveld, 2007). This type of network topology was 
observed in groups 1 and 4 in both genders (including group 3 for females) in the correlation analysis, 
and across all age groups in the RHO index analysis. Although this agrees with the widely accepted 
notion that the brain network resembles small world structure, the implication of this result is that 
during maturation of the brain (grp 1 - >19 years) and during the late ageing (>60 years) there are many 
changes occurring in the brain which can result in an increase in the ‘base level’ or background 
correlation levels in the resting brain (Witelson et al., 1995; Anokhin et al., 2000; Sowell et al., 2004; Zanin 
et al., 2012). Furthermore, as RHO index measures synchronisation based on Shannon entropy of the 
system, the results show that the ‘base level’/ background network topology is the same in all ages. 
Thus, these results imply that irrespective of the absence of external inputs or task, there is still some 
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residual activity in the brain and thus, it resembles a system that is in limbo. Furthermore, as the results 
show that the network topology is the same throughout life, although there is little activity in the brain 
the presence of this baseline (background) activity may be to maintain the limbo/phase transition state 
of the brain to enable the swift and efficient execution of inputs when they arise. 
Random network topologies are more complex network structures with nodes that generally show 
Poisson degree distribution (Dehemer, 2010). This was identified when the PSI measure was used and 
shows that it is difficult to determine the direction of information flow in the brain when at rest with 
eyes closed. This result follows on from the other previous studies in literature where distinct 
information flow was observed when patients had eyes open or were doing a task (Nolte et al., 2010). 
Changes in topology with age such as those observed with COR could be a reflection of the changes 
that are occurring in brain as these changes coincide with puberty (group 1 - >19 years) and the start of 
late adulthood (group 4 – 61-70 years). These two stages, puberty and late adulthood, are associated 
with neurophysiological and neuroanatomical changes to the brain, and therefore, the changes in 
network topology from regular/ ordinary topology to small world could be due to these changes. 
However, despite the method(s) used to analyse brain networks, the results of the network topology 
analysis must always correlate with the simulation observations and the patient diagnosis. For instance, 
when patients lie in an awake state with eyes closed, the background activity of the brain is what is 
measured and this is usually characterised by a decrease in overall brain activity. Therefore, if a 
deviation in measures is observed, e.g. an increase in the analysed measure where a decrease was 
observed in the control group, this can be interpreted as a deviation from the norm and thus associated 
with changes due to the parameter being observed. When at task or processing an input, significant 
information flow is detectable between brain regions. The flow of information, as it is directional, 
implies causality, correlation and synchronisation of the activities in the different regions of the brain 
(Nolte et al., 2010). Additionally, it must also follow that if during execution of a task the brain network 
is described by a certain network structure, then when the brain is at rest the network topological 
structure which is viewed characterises the background/ baseline activity (O'Kelly & Miller, 1994).  
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Section 2: Effects of gender MEG signals 
 
During the analysis to determine the effects of age on the rMEG signals it was observed that some 
differences existed between males and female. Therefore, in a bid to determine the significance of these 
gender differences, statistical analyses were performed to determine the effects of gender. As the 
anatomy and physiology of the human brain is very similar for both males and females, detecting 
differences as well as interpreting these differences is no trivial task. Thus, in this section, qualitative 
and quantitative analyses were used to assist in understanding these gender differences.  
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4.5. Gender differences – a qualitative and quantitative analysis 
 
The effects due to age and gender can be loosely connected to the different physiological and 
anatomical changes that occur in the brain due to maturation and ageing. The presence of significant 
differences shows that males and females have differences in ageing that can be identified and 
quantified (Witelson et al., 1995). Though these anatomical and physiological differences between males 
and females are present, environmental factors, intelligence quotient (IQ), changes in hormone levels 
such as those brought on by menopause, as well as some possibly unknown factors, could have an 
impact on these gender differences observed between males and females (Witelson et al., 1995; Anokhin 
et al., 2000; Sowell et al., 2004; Zanin et al., 2012). Although analysis of the individual effects of age and 
gender is necessary as it gives deeper understanding of how these aspects affects the brain, 
understanding their combined effects on the brain is very important as it is from these combined effects 
that the clinical significance and importance of the results can be appreciated.  
The majority of the methods used for investigation in this thesis have managed to identify significant 
differences due to the effects of age in at least 1 region of the brain. Some visual differences between 
males and females have been noted in the results put forward in section 2 of this chapter. To investigate 
the significance of these observations, a two-way ANOVA statistical analysis was performed, using 
values from each brain region, to determine if there existed any interaction effects between age and 
gender. Further analyses were performed to determine the exact directions of the influences of gender. 
The results presented in this study are similar to those presented by Fernández, et al. (2012). Although 
age has a very significant, evident and well documented effect on the brain, independent effects of 
gender are not as extensively documented in literature. Studies such as those done by Smith et al. (2007), 
Fernandez, et al. (2012), and, Wu et al. (2013) have shown that significant results can be obtained by 
analysing the effects of age and gender on the brain. 
Statistical analyses to determine the significance of these combined effects of age and gender were then 
performed with results yielding the following main effects: 
• In the anterior region COH (p=0.009), GC (p=0.0001), PSI (p=0.002), RHO (p=0.001), SL 
(p=0.0001), LZC (p= 0.007) and PLZC (p=0.0001) all had significant interaction effects.  
• In the central region GC (p=0.0001), PE (p=0.021) and mPE (p=0.026) had significant age and 
gender interaction effects on parameter values 
• In the left lateral region, RHO (p=0.006), SL (p=0.0001), TE (p=0.007), PE (p=0.011), mPE 
(p=0.012) and PLZC(p=0.005) values were affected by the interaction effects of age and gender 
• In the posterior region, the GC (p=0.0001), SL (p=0.0001), TE (p=0.0001), PE (p=0.011), mPE 
(p=0.012) and PLZC (p=0.005) values were significantly different between males and females 
with age and thus showed a significant interaction effect 
• In the right lateral region, all techniques apart from COR, PSI and LZC showed significant 
interaction effects, i.e. COH (p=0.02), GC (p=0.00011), RHO (p=0.013), SL (p=0.0001), TE 
(p=0.02), PE (p=0.045), mPE (p=0.048) and PLZC (p=0.023). 
Thus, it becomes apparent from these results that gender has some significant effects on the progression 
of different parameter values. Therefore, the next part of this analysis involved a qualitative 
investigation using colour maps/topology plots of the different parameter values for males and females. 
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Although the trends/evolutions of these values were evaluated during the age effects analysis, visual 
inspection of the results enabled easier identification and interpretation of the differences between 
males and females. Fig4.29 shows the colour maps for the linear methods used in this study (COR, COH 
and GC). 
From these colour maps, it is evident that apart from group 2 (where males have higher values) and 
group 5 (where females have higher values), generally male sand females have similar COR, COH and 
GC values in each age group. Moreover, interestingly, females have higher values in group 1, and 
although this difference is most evident with COH values, the same channels have higher COR and GC 
values. Groups 3 and 4 have the most similar values for males and females for all the 3 linear methods 
used. However, as highlighted earlier, there are low values of COR, COH and GC in the rMEG signals. 
Fig 4.30 is an illustration of the differences between the male and female RHO, SL, PSI and TE values. 
Evidently, there are similarities between these results and those presented in Fig 4.29 as generally males 
and females have similar values from group 3 onwards. Moreover, high values are observed in group 
2, however, in this instance females have higher values than males. PSI values show a clearer picture 
of the randomness of the communication between the different nodes. However, interestingly for 
females group 1, direction of the net information flow for the nodes seems to correlate with the areas 
with high/low GC and COH values, i.e. nodes with positive PSI values have low COH and GC values, 
while nodes with negative PSI values have high COH and GC values. This same correlation is evident 
in the COR values as well, but to a lesser extent. 
Fig 4.31 shows the colour maps highlighting the differences between male and female entropy and 
complexity values. Although with varying values, PE and mPE colours maps show similar results with 
highest values in the channels over the anterior region of the brain. However, unlike with previous 
results, shown in Figs 4.29 and 4.30, entropy values for males and females seem to progress in a similar 
manner, with no obvious visual differences between them. 
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Fig 4.29: Illustration of the changes in COR, COH and GC values for males and females for all age groups 
 
 
Elizabeth Shumbayawonda   
108 
 
                  RHO                    SL                  TE                  PSI 
           M                F           M                  F          M                  F         M                  F 
 
>19 
 
 
 
19-40 
 
 
41-60 
 
 
 
61-70 
 
 
 
>70 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
Fig4.30: Illustration of the changes in RHO, SL, TE and PSI values for males and females for all age groups 
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Fig4.31: Illustration of the changes in PE, mPE (m=5, τ=1), PLZC (m=5, τ=1), and LZC values for males and females for all age groups 
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LZC colour maps show that group 4 has the highest complexity values for both genders, with males 
having higher values than females. However, interestingly, despite the similarities in their definitions, 
this trend is not visible in the PLZC colour maps. Moreover, further evaluation shows that PLZC results 
are more similar to PE/mPE results than to LZC results. Statistical analyses to determine the significance 
of the gender differences evident in the colour maps in Fig 4.29-4.31 were performed, with the results 
presented in table 4.5 below. 
Table 4.5: Summary of statistical significance values (p-values) of the main effects from the two-way MANCOVA performed 
to determine the effects of gender on different linear and non-linear values. All significant values i.e. p<0.05 are highlighted 
using blue bold font with the corresponding F-statistic also shown 
Technique Anterior Central Left lateral Posterior Right lateral 
COR 
0.21 0.94 
0.04 
(F(1,210) = 9.858) 
0.969 0.384 
COH 
0.129 0.415 0.085 
0.005 
(F(1,210) = 9.711) 
0.007 
(F(1,210) = 9.004) 
GC 
0.586 
0.001 
(F(1,210) = 6.951) 
0.003 
(F(1,210) = 5.118) 
0.355 0.283 
PSI 0.486 0.843 0.378 0.601 0.349 
RHO 
0.995 
0.009 
(F(1,210) = 9.680) 
0.063 0.251 
0.004 
(F(1,210) = 7.192) 
SL 
0.0063 
0.0124 
(F(1,210) = 2.566) 
0.000187 
(F(1,210) = 20.849) 
0.0001 
(F(1,210) = 48.131) 
0.0001 
(F(1,210) = 33.166) 
TE 0.128 0.722 0.617 0.623 0.232 
PE 0.701 0.59 0.733 0.394 0.788 
mPE  0.706 0.611 0.764 0.424 0.843 
LZC 
0.191 
0.006 
(F(1,210) = 9.881) 
0.123 
0.01 
(F(1,210) = 15.122) 
0.081 
PLZC 0.027 
(F(1,210) = 5.701) 
0.049 
(F(1,210) = 4.392) 
0.649 0.292 0.846 
 
Similar to the conclusions drawn from the qualitative analysis, very few methods detected significant 
gender differences. Despite this, at least two methods managed to highlight significant gender 
differences in each brain region. Interestingly, SL (a multivariate method which is closely related to the 
concept of generalised mutual information and is a measure of dynamic interdependencies between 
recorded time series) was the only method which managed to detect significant gender difference in 
most regions of the brain. As causality measures, it was initially expected for GC, PSI and TE to yield 
similar results. However, PSI and TE which are arguably more robust than GC at determining causality 
showed that there were no significant gender differences in the 5 regions of the brain. Thus, it is possible 
that this could be as a result of the sensitivity to noise of GC. Nevertheless, this result echoes that 
obtained by Nolte, et al. (2008) when they evaluated correlated noise using PSI and TE as well as the 
conclusions drawn by Vicente, et al. (2011) and Niso, et al. (2013)concerning the advantages of using TE 
over GC when sensitivities to correlation and causality are concerned. COH and RHO managed to 
highlight two areas of the brain where significant gender differences could be identified. Interestingly 
enough, 5 methods (GC, RHO, SL, LZC and PLZC) highlighted the central region as having significant 
gender differences. 
As was observed in the colour maps, this region shows the most overall changes with age between the 
genders, and thus, this was expected to reflect in the gender analysis. Further investigations to observe 
which age groups had the significant results in table 4.6 were performed. The results from this analysis 
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are presented in table 4.5 below. These results also show the direction of the interaction effect i.e. if male 
(M) values were greater than female (F) values or vice-versa. 
Table 4.6: The results shown are for all pairwise t-tests which were significant (p<0.05). The significant effects have been 
shown using M for males and F for females. Results in red show when females had significantly higher values than males, 
while those in blue show when males had significantly higher values than females. 
 
Region Technique Group 1 Group 2 Group 3 Group 4 Group 5 
Anterior  SL  F>M   F>M 
PLZC  F>M  M>F F>M 
Central  GC  M>F   F>M 
RHO     M>F 
SL  F>M   F>M 
LZC  M>F M>F M>F M>F 
PLZC     F>M 
Left-lateral COR M>F M>F    
GC  M>F    
SL  F>M    
Posterior  COH F>M    F>M 
SL F>M F>M   F>M 
LZC  M>F  M>F  
Right-lateral COH F>M    F>M 
RHO     M>F 
SL  F>M    
 
The study of neurological gender differences is an area of research that truly spans a wide range of 
studies’ that pertain to the characteristics of the brain that can be used to distinguish between males 
and females. Numerous studies have been performed over the years to acquire more information 
pertaining to the effects of gender on the brain (Coffey et al., 1998; Raz et al., 2005; Smith et al., 2007). 
Results from this thesis agree with such findings, as methods such as SL, RHO and GC managed to 
detect some differences between males and females, while techniques such as TE and PE did not. 
Detection of these possible gender differences is not a trivial task as males and female rMEG activity is 
very similar, especially for healthy subjects, thus making the correct interpretation of these differences 
a delicate and complex task. However, in this thesis analysis of gender differences between males and 
females, showed that for most regions in the brain, a different amount of linear correlated, causal, 
synchronous, and simultaneous activity is present in both males and female brains. However, on the 
other hand, very similar information flow and entropy were present in both males and female brains, 
resulting in methods like TE and PE not being able to detect significant differences based on gender 
alone. 
In a study performed by Ingalhalikar and collegues (2013) they found that male brains seemed to be 
‘structured to facilitate connectivity between perception and coordinated action whereas female brains were 
designed to facilitate communication between analytical and intuitive processing modes’. Though it may be 
difficult to come to these conclusions using MEG data, connections between this study and that done 
by Ingalhalikar, et al. (2013) can be drawn. For instance results found in group 1, where males had 
higher COR, RHO and TE values, combined with the statement above could be seen to imply that this 
gender group had MEG data that had higher linear correlations, and synchronisation, therefore 
enabling better awareness and synchronised behaviour when compared to females. In addition to this, 
the results for females in group 1 which showed higher GC and SL vales could be seen to imply that 
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this gender group had MEG data that had higher causality and simultaneously occurring information, 
therefore enabling higher levels of logical and innate behaviour when compared to males.  
This short analysis has managed to identify along with other studies in literature (Dekaban & 
Sadowsky, 1978; Benes et al., 1994; Pfefferbaum et al., 1994; Anokhin et al., 1996; Meyer-Lindenber, 1996; 
Anokhin et al., 2000; Clarke et al., 2001; Fernandez et al., 2012) that where necessary gender should be 
considered as an independent distinguishing factor between males and females. Thus, during the 
generation of a fingerprint of healthy ageing, gender should be considered as one of the fingerprint 
dimensions.  
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Section 3: Cognitive decline 
 
The increase in life expectancy in our modern day is one of the main drivers behind the research into 
cognitive health and its subsequent decline. Although it is common for the advancement of age to 
exhibit a decline in cognition, this does not usually develop into pathology such as Alzheimer’s disease 
(AD). Nevertheless, although some healthy individuals above the age of 65 usually exhibit forgetfulness 
and mild memory retention problems associated with SCD, those who do develop detectable changes 
due to continued decline in cognition may develop MCI. Moreover, as explained earlier cognitive 
decline associated with MCI is not significant enough to be classified as dementia, although popular 
opinion is that it is a precursor to dementia (Lopez-Sanz et al., 2017). In this section, the effects of 
cognitive decline were investigated both in sensor and source space.  
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4.6. Modification of linear and non-linear values due to SCD and 
MCI 
 
Although it is important to understand the changes in rMEG activity of the healthy brain, the effects of 
neurological diseases, such as AD, which bring about loss of neurons and connecting fibre systems is 
also equally as important. Moreover, understanding the changes brought on by such diseases at early 
stages can provide very useful information which can be used to better understand deviations from 
healthy ageing. For instance, in a pilot study, Stam and van Dijk (2002) noted that a reduction in SL of 
an AD patient, when compared to a control subject, reflected the disturbances in the information 
processing characteristics associated with AD, and that this information could prove useful in the 
analysis of changes to neurophysiological activity in the early stages of dementia. While in another 
study using GC, Juan-Cruz and collegues (2017) found that AD was accompanied by connectivity 
abnormalities between cortical regions which resulted in abnormalities in EC. Thus, although it is well 
researched that AD is associated with changes to the functioning of the brain, due to the similarities 
between SCD, MCI and AD, some researchers hypothesise that SCD and MCI are the early stages of 
AD (Lopez-Sanz et al., 2017). Thus, as understanding the effects associated with SCD and MCI can assist 
with supporting this hypothesis, in this thesis, sensor space analyses to determine the effects of SCD 
and MCI on rMEG activity were performed using 4 methods (2 linear and 2 non-linear). COR, SL, GC 
and PSI were selected for use, as they can provide useful information pertaining to the changes in 
connectivity, causality and information flow which could possibly be used to support the hypothesis 
that SCD and MCI could be early stages of AD. Therefore, firstly, qualitative investigation of the results 
was performed using colours maps as shown in Fig 4.32.  
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Fig4.32:  Illustration of the colour maps obtained using COR, GC, PSI and SL values. For the control (CN), subjective 
cognitive decline (SCD) and mild cognitive impairment (MCI) groups.  
This analysis was not performed separately for each gender. The main motivation for this was to first 
develop a baseline understanding of the changes in rMEG activity due to cognitive decline: 
From the colour maps shown in Fig4.32 the following observations were made: 
1. COR: CN and SCD groups have the highest COR values, with a visible decrease in the MCI 
group. Interestingly, SD subjects had higher COR values in sensors over the posterior region 
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of the brain when compared to CN subjects. Nevertheless, despite the differences in values, the 
general distribution of COR values seems to be similar in all 3 groups. 
2. GC: CN and SCD groups had similar GC values, with MCI having fewer nodes with high GC. 
However, unlike what was observed with COR values, CN subjects had high values in the 
posterior and lateral sensors, while SCD had highest values over the anterior region of the 
brain. 
3. PSI: As expected, a random mixture of information inflow and outflow was detected. 
Interestingly, for the CN group show that more posterior sensors were drivers (negative PSI 
values) while more anterior sensors were receivers (positive PSI values). 
After visual inspection of the results, the next step in this analysis was to determine if the changes in 
parameter values due to SCD and MCI, were statistically significant, and if so, over which regions of 
the brain. The Wilcoxon signal rank test, with p<0.01 significance level, was used to determine if 
cognitive decline resulted in a change in scores (COR, GC, PSI, SL) from CN to SCD, CN to MCI, and 
SCD to MCI. It is worth noting that stricter significance levels were used in this analysis so as to 
minimise false positives during the comparisons between the diagnosis groups. Moreover, the CBPT 
was also used to identify the cluster(s) that had significantly different activity for males and females 
within each diagnosis group. When the significance of the changes in linear correlation were evaluated, 
the nodes with statistically significant activity were plotted and are shown in Fig4.33. 
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Fig4.33: Links with significantly different linear correlation (COR) values in the comparison tests between the three diagnosis 
groups, controls, subjective cognitive decline (SCD) and mild cognitive impairment (MCI). Red links indicate a decrease in 
linear correlation values between the nodes, while blue links indicate an increase in linear correlation (results not corrected). 
From the results shown in Fig4.33 above, the following observations can be made: 
1. There is a statistically significant decrease in the linear correlation from CN to SCD on a global 
scale, and especially sensors over the central and lateral regions of the brain. 
2. There is a significant decrease in linear correlation mainly over the right lateral region of the 
brain between CN and MCI, however there is an increase in linear correlation in sensors laying 
over the central and posterior regions of the brain. 
3. There is a significant number of sensors lying over the central, lateral and posterior regions of 
the brain where there is an increase in COR scores between SCD and MCI. 
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Further evaluation of the progression of these significant differences, with the assumption that SCD is 
an intermediate stage between CN and MCI showed that: firstly, there seems to be an initial global shift 
in linear correlation in the brain, with a general global decrease due to SCD that is especially 
concentrated over the right and left central-lateral regions, however from SCD to MCI, no significant 
differences in linear correlation were found. And secondly, there is an increase in linear correlation 
over the posterior region of the brain due to MCI. However, there seems to be a larger area over the 
brain that has significantly different linear correlation between SCD and MCI then between CN and 
MCI. Nevertheless these significant differences correspond to sensors over similar regions of the brain. 
From these observations, it is evident that the effects of SCD and MCI have a dual effect on the linear 
correlation exhibited by a decrease in COR scores over the central-lateral regions of the brain and a 
simultaneous increase in linear COR over the central-posterior regions of the brain. Thus showing a 
hypo-connectivity in the frontal regions of the brain (CN>SCD, CN>MCI), and a simultaneous hyper-
connectivity in the posterior regions over the brain (MCI>SCD>CN). A similar analysis was performed 
using GC scores and the results are presented in Fig4.34. 
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Fig4.34: Links with significantly different Granger causality (GC) values in the comparison tests between the three diagnosis 
groups, controls, subjective cognitive decline (SCD), and mild cognitive impairment (MCI). Red links indicate a decrease in 
GC values between the nodes, while blue links indicate an increase in GC (results not corrected). 
From the results shown in Fig4.34, the following observations can be made pertaining to the 
increase/decrease in GC scores: 
1. There is a significant decrease in GC scores from CN to SCD in a narrow region over the central, 
posterior and lateral regions of the brain, however, there is an increase in causality in sensors 
over the central-anterior region of the brain 
2. There is a statistically significant decrease in GC scores over the central region of the brain, 
however there is also an increase in the causal activity due to MCI over the anterior and right 
lateral region of the brain 
3. There are significant differences between SCD and MCI in some nodes lying over the anterior 
and right lateral regions of the brain. Thus, although a few nodes show significant differences, 
this could be highlighting the existences of a small significant area in the brain where there is 
an increase in linear causality. 
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Additional investigation of the progression of these significant differences, due to the progression of 
cognitive decline show that there is a general decrease in linear causality over the central region of the 
brain as observed by differences between controls and SCD, and controls and MCI. However, in line 
with the observations from COR results, there are no differences between SCD and MCI pertaining to 
a decrease in linear causality. Furthermore, an increase in the linear causality mainly over the central, 
anterior and right lateral regions of the brain due to cognitive decline (between CN and SCD and CN 
and MCI) was also observed. Moreover, an increase in linear causality between SCD and MCI in nodes 
similar to those found between control and MCI lying over the right lateral region of the brain was also 
observed. 
Therefore, it is evident that the effects of cognitive decline on GC values are similar to those observed 
with COR values in that there seems to be a dual effect on the progression of the values. However, 
contrary to COR trends, GC seems to exhibit a decrease in scores over the central-posterior regions of 
the brain, with an increase in the sensors laying over the anterior, central, and lateral regions. 
The significance of changes in PSI (information flow) due to cognitive decline observed above were 
evaluated statistically and it was found that there were no significant changes due to cognitive decline. 
The lack of statistically significant differences in PSI scores between controls, SCD and MCI subjects 
show that the conclusions drawn from previous chapters (pertaining to PSI) may be valid, and thus 
that cognitive decline may not affect the manner in which the information flows in the brain when at 
rest. Furthermore, as SCD and MCI states are difficult to diagnose, this result correlates with this 
finding and shows that the resultant brain activity (rMEG signals) may not be affected significantly by 
cognitive decline in a manner that is detectable using sensor space analysis. The significance of the 
changes in SL due to cognitive decline were evaluated and the results are presented in Fig 4.35. 
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Fig 4.35: Links with significantly different synchronisation likelihood (SL) values in the comparison tests between the three 
diagnosis groups, controls, subjective cognitive decline (SCD), and mild cognitive impairment (MCI). Red links indicate a 
decrease in synchronisation likelihood values (results not corrected). 
From the results shown in Fig4.35, the following observations can be made pertaining to the 
increase/decrease in SL values: 
1. There is a decrease in generalised synchronisation in sensors over the anterior and posterior-
lateral regions of the brain, when analysing differences between CN and SCD 
2. There is a large area over the right lateral and posteriors regions of the brain where statistically 
significant decreases in generalised synchronisation between CN and MCI is located. 
3. There is a decrease in generalised synchronisation between SCD and MCI in a few nodes over 
the central, posterior and lateral regions of the brain. Most of these nodes are in similar regions 
to those observed in significant changes between CN and MCI. 
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Further investigation of the changes in SL showed that there is a general decrease in generalised 
synchronisation due to SCD and MCI over the central and posterior regions of the brain. Interestingly, 
the regions over which the CN and MCI differences and the SCD and MCI differences lie are slightly 
different. From these observations and the similarity between the results from CN vs. SCD, and CN vs. 
MCI, it seems that there could be a linear relationship between the diagnosis groups. However, unlike 
with the COR results, no dual effects of hypo-connectivity and hyper-connectivity were detected using 
SL. Nevertheless, interestingly, the nodes showing hypo-connectivity using SL are similar to those 
where hyper-connectivity was detected using COR.  
Once the effects of cognitive decline were assessed, differences between males and females in the same 
diagnosis group were evaluated. In this analysis, it was initially assumed that the effects of cognitive 
decline are similar for both males and females. This assumption was based on the similarities in the 
symptoms presented by SCD and MCI i.e. both males and females exhibited memory impairment and 
similar differences in cognitive tasks (when compared to controls) (Lopez-Sanz et al., 2017). Therefore, 
when statistical analyses were performed, using the results from the COR, GC, PSI and SL, it was found 
that there were no significant differences between males and females in the control group as well as in 
the MCI group. However, when this analysis was repeated in the SCD group only GC scores showed 
gender differences. Fig4.36 shows the cluster which had significant gender differences. 
 
Fig4.36: Illustration of the cluster which contained sensors with significantly different GC values between males and females. 
Females had higher GC values than males in this cluster.  
Interestingly, these results show that for subjects with SCD, females have higher GC scores over the 
sensors shown in Fig4.36 than males. This implies that over the regions covered by this cluster, males 
and females are affected by the effects of SCD in a statistically different manner. Thus, although the 
results from the control and MCI groups correlate and support the initial assumption made pertaining 
to the effects of cognitive decline on the brain, at the intermediate SCD stage some gender differences 
are present. 
Once this initial analysis was complete, in order to evaluate statistical significance of results observed, 
statistical corrections for multiple comparisons were performed using FDR type II corrections and 
CBPT were then performed. Fig4.37 shows an illustration of the results obtained. Evidently only the 
differences between the CN and MCI groups (using the SL method) survived the FDR type II 
corrections. Moreover, results from the CBPT (using SL) were very similar to those obtained after FDR 
corrections. Results from the CBPT showed that there is hyper-connectivity over the posterior, central 
and lateral regions of the brain between SCD and MCI (MCI>SCD), a result which corroborates with 
that obtained using the Wilcoxon tests (no corrections (nc)).  In addition to this, although most of the 
results did not survive the stricter statistical tests, the results that did survive the testing correlation 
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with those presented in literature pertaining to the changes in functional connectivity (FC) in posterior 
regions of the brain.  
  Cluster based permutation test (p<0.05) False discovery rate type 1 (q=0.2) 
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Fig4.37: Links with significantly different correlation (COR) and synchronisation likelihood (SL) values in the comparison 
tests between controls and mild cognitive impairment (MCI), and, subjective cognitive decline (SCD) and mild cognitive 
impairment (MCI). Red links indicate a decrease in functional connectivity values between the nodes, while blue links indicate 
an increase in functional connectivity. 
Thus far, four techniques (two linear and two non-linear) have been used to investigate changes due to 
SCD and MCI on MEG activity. Three statistical analysis approaches (one strict (p<0.01) with no 
correction, the other (p<0.05) with FDR type II corrections, and CBPT (p<0.05)) were used to investigate 
the significance of the results obtained. The results from the strict Wilcoxon tests (nc) using COR 
showed an increase in linear correlation in channels laying over the posterior regions due to MCI as 
well as a decrease in linear correlation in channels laying over the lateral regions of the brain due to 
SCD and MCI. Similar to findings using COR, results using GC also showed a dual effect with decrease 
in cognitive ability with a decrease in GC in central sensors, and an increase in anterior-lateral sensors. 
Non-linear analysis using SL only showed a decrease in non-linear interactions in channels lying over 
the posterior of the brain due to SCD and MCI. However when the Wilcoxon tests were corrected using 
FDR type II corrections, only the differences between CN and MCI (using SL) were found to be 
significant. Moreover when the CBPT were used, similar to these results, a decrease in SL was observed 
in the sensors over the posterior regions of the brain. Furthermore, increase in linear correlation, 
between SCD and MCI, was also found to be significant using CBPT. 
Although sensor space analysis provides more generalised information, as compared to source space 
analysis, it acts as a useful starting point to analyse changes in brain activity. For instance in this study, 
similar to results obtained by Lopez-Sanz et al. (2017), a dual pattern of hyper- and hypo-connectivity 
was identified over different regions of the brain due to the effects of SCD and MCI. However, the 
results from this study showed global hypo-connectivity due to SCD, a result which could be viewed 
as indicating the initial disruptions to the activity in the brain network. The results shown in Fig4.37 
showed a decrease in SL (and FC measure) associated with MCI in the posterior regions of the brain 
that was similar to the decrease in functional connectivity observed in other studies (Lopez-Sanz et al., 
2017). MCI is a state characterised by a significant reduction in cognitive abilities affecting one or more 
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domains. However, MCI patients cannot be classified as having dementia, as their independent 
functioning is still preserved (Petersen, 2004). As cognitive abilities continue to decline, studies have 
shown that MCI individuals are at a higher risk of suffering from AD than healthy individuals (Petersen 
& Negash, 2008; Landau, et al., 2010; Petersen, 2011). Interestingly, seemingly opposing results to those 
obtained using linear correlation were obtained using SL in the channels lying over the posterior of the 
brain. Results showed a decrease in the dynamic (non-linear) interdependencies in the activity of the 
sensors over this region. Thus this could imply that the regions of the brain where this activity was 
recorded were experiencing hypo-synchronisation, as a result of the decrease in the level of neural 
synchronisation in the brain, due to the loss of functional connectivity associated with SCD and MCI. 
Therefore, to investigate this, further statistical analyses were performed using more stringent analysis 
techniques (FDR type II corrections and CBPT). Similar to the initially obtained results, outcomes from 
these analysis showed that there was a general increase in linear correlation, and a decrease of 
synchronisation likelihood in the nodes over the posterior of the brain due to MCI. Thus, due to these 
consistent results, it is possible that as a result of the initial destabilisation of the brain network due to 
the effects of SCD, the interactions between the posterior regions of the brain is affected.  
FC analyses usually show a decrease related to AD progression, especially in posterior regions (Lopez-
Sanz et al., 2017). Thus, the result showing an increase in correlation seems to contradict such trends. 
The brain usually tries to compensate for decreases in FC ability associated with cognitive decline, with 
findings from previous studies (Jones et al., 2016; Lopez-Sanz et al., 2017) showing that increases and 
decreases are a common feature of the network failure which begins in the pre-dementia stages (SCD 
and MCI) and progress along the AD continuum. Therefore, it is possible that the recorded increase in 
COR associated to MCI can be indicative of this. Moreover, it is possible that as COR is a measure of 
linear interactions, and SL is a measure of non-linear interactions between brain regions, the 
contradictory results of both an increase and decrease in FC are highlighting the different effects that 
MCI has on FC. Thus, with this in mind, the idea of brain economics presented by Bullmore and Sporns 
(2009) as well as the multiple levels of brain organisation presented by Stam (2014), it is plausible that 
the brain modifies itself to enable efficient operation. Therefore, as the effects of cognitive decline 
progress, to compensate for the decreases in non-linear FC interactions, linear FC increases. In this vein, 
analyses by Gardini et al. (2015) showed increases in FC in posterior regions of the brain when 
investigating semantic memory. Thus, although this was observed during task, their findings suggested 
that increased default mode network connectivity may contribute to semantic memory deficits in MCI. 
Therefore, it is possible that the maladaptive reorganisation of brain function in MCI could be 
associated with the increase in COR shown in Fig4.37. Hence, this interruption which causes hypo-
synchronisation (decreased SL) could also be the driver causing hyper-connectivity (increased COR) in 
the same regions. Subsequently, it is possible that these results are showing that cognitive decline is 
associated with disruptions in the functional connectivity of the brain while at rest. 
MEG analysis at the sensor level can be affected by volume conduction, as several sensors can 
simultaneously record information generated by the same source (Stam & Reijneveld, 2007). This is 
evident in the plots shown in the results plotted in this analysis as numerous channels detected 
significant activity that could have been generated by one source. Moreover, as sensor space analysis 
cannot be used to investigate specific changes, for instance to the default mode network (DMN) and 
dorsal attention network (DAN), or to obtain the specific source(s) generating the recorded MEG 
activity, some researchers prefer to use source space analysis during research. Nevertheless, despite 
this disadvantage, findings from this study have shown similarities to that done by Stam (2002) where 
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he noted a decrease in SL in AD patients when SL was applied to MEG data. Additionally, in a 
subsequent study Stam et al. (2017a) noted that cognitive impairment in AD and MCI were associated 
with a loss of functional connectivity and decreases in SL (when compared to controls). Studies done 
by Pijnenburg et al. (2004) also highlighted a decrease of SL in mild AD patients during two different 
states (resting condition and during a working memory task), while studies performed by Babiloni et 
al. (2004; 2006) using SL showed that AD subjects had lower SL than MCI patients, and that MCI SL 
was lower than healthy subjects (Babiloni et al., 2004; 2006). These results from this study are consistent 
with these results and highlight that functional connectivity changes, due to SCD and MCI, are most 
prevalent in the posterior regions of the brain.  
4.7. Effects of SCD and MCI on sources within the brain 
 
Sensor space analyses revealed very interesting information pertaining to the effects of cognitive 
decline. However, as this analysis type indicates the regions over which the significant differences exist, 
the exact regions, in the brain, affected by these changes cannot be identified in sensor space analysis. 
Therefore, a source space analysis was done using complexity techniques (LZC and PLZC) to determine 
the sources of the changes due to cognitive decline. CBPT were used to identify the cluster with 
significant differences (p<0.05) between the diagnosis groups investigated. As both PLZC and LZC are 
complexity measures, in this section complexity will be used to refer to results obtained from both 
techniques, with distinctions made where necessary. This analysis was performed both in broadband 
and in narrow band so as to obtain a more complete image of the changes in rMEG complexity due to 
cognitive decline. Fig 4.38 shows an illustration of the results obtained from this analysis where the 
statistically significant results are shown projected onto T1 weighted MRI and a 3D model of the brain. 
Moreover, areas included in the significant cluster are also presented.  
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Fig 4.38: Illustration of the location of the cluster with significantly different complexity values between the SCD and MCI 
group in the broadband analysis. The significant cluster (p=0.0402) indicated in the figure includes the following sources: Left 
temporo-occipital inferior temporal gyrus, Right temporo-occipital inferior temporal gyrus, Right antero-posterior middle 
temporal gyrus, Left temporo-occipital middle temporal gyrus, Right temporo-occipital middle temporal gyrus, Left posterior 
superior temporal gyrus, Right posterior superior temporal gyrus, Left Middle Frontal Gyrus, Left precentral gyrus, Left 
poscentral gyrus, Left supramarginal gyrus, Right supramarginal gyrus, Left angular gyrus, Right angular gyrus, Left 
superior parietal lobe, Right superior parietal lobe, Left superior occipital cortex, Right superior occipital cortex, Left inferior 
occipital cortex, Right inferior occipital cortex, Left occipital pole, Right occipital pole, Left lingual gyrus, and, Right lingual 
gyrus. 
Broadband analysis showed that a decrease in complexity scores in the posterior regions of the brain 
correlated with a decrease in cognitive ability (healthy (SCD) to MCI). This is consistent with findings 
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by Dauwels et al. (2010) where they observed a decrease in complexity due to a decrease in cognition 
in their evaluation of the effects of AD. Sporns et al (2004) noted that complexity is a measure that is 
strongly dependent on the underlying structure of the brain (i.e. neuroanatomy), while Fernandez et al. 
(2011) found correlations between complexity and fractal anisotropy (FA). These findings can be used 
in the interpretation of the effects of cognitive decline (in both broadband and narrowband) as they 
show that one of the drivers behind the changes in complexity values due to cognitive decline could be 
the changes in the neuroanatomy making up the white matter of the brain. Nevertheless, the source 
space broadband analysis has managed to highlight two interesting points, firstly that there are no 
significant differences between controls and SCD, and secondly that there are also no significant 
differences between controls and MCI. Although SCD and MCI are as a result of some kind of decline 
in cognitive ability, mainly in memory, studies such as those done by Stewart (2012), and, Koepsell and 
Monsell (2012) have shown that both SCD and MCI subjects can revert to being healthy controls. Thus, 
these results (showing no difference between controls and SCD in resting state) could be viewed as 
being in support of these findings. However, it is possible either these changes do not affect the rMEG 
signals and thus only affect working memory, or that differences between these diagnosis groups do 
exist and can be detected using narrow band analysis. 
Narrowband analyses were then performed in the 5 frequency bands (theta (4-8 Hz), alpha (8-12Hz), 
low beta (12-20Hz), high beta(20-30 Hz), and gamma (30-45Hz)), and the statistical results are shown 
in Fig 6.6. To enable further understanding of the meaning of the complexity results presented thus far, 
correlations between complexity (LZC/PLZC) values, brain structure volume scores and cognitive 
assessment scores were performed. Fig 4.39 shows illustrations of the narrow band complexity results 
where the significant clusters are highlighted. 
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Fig4.39: Illustration of the locations of the clusters with significantly different complexity values between the CN, SCD and MCI groups in the narrowband analysis.  
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From Fig 4.39 the following can be observed pertaining to the changes in complexity due to cognitive 
decline: 
• Controls vs MCI: In the comparison between CN and MCI, strong statistical differences were 
identified in the central regions of the brain with significance values of pLZC = 0.0362 and pPLZC 
= 0.0156. This analysis showed that complexity in the CN group was higher than the MCI group 
in areas of the brain including: the superior gyrus, motor cortex, precentral gyrus, superior 
parietal lobe, superior occipital cortex, posterior cingulate and precuneus. The decrease in 
complexity was fairly symmetric between the two cerebral hemispheres of the brain. However, 
it is interesting to note that the LZC results showed more regions in the right cortex that showed 
decreases in complexity, while PLZC detected more regions in the left hemisphere. These 
results were identified in the low beta frequency band (12-20 Hz) as shown in Fig 4.39. 
• SCD vs MCI: MCI subjects showed a decrease in complexity in regions similar to those 
observed in the CN vs MCI comparison, namely the: superior frontal gyrus, motor cortex, 
precentral gyrus, superior parietal lobe, occipital cortex, precuneus and posterior cingulate. 
However, the differences in the SCD-MCI comparison were not as symmetrically distributed, 
with more regions on the left hemisphere affected when compared to the right. Nevertheless, 
similar to the results from the CN vs MCI comparison, the SCD-MCI results were identified in 
the low beta frequency band (12-20Hz) with significance of pPLZC = 0.0398 (table 2). 
• CN vs SCD: In this comparison, a dissimilar pattern to that observed in the other two 
comparisons was obtained, as shown in table 1. SCD subjects showed increased complexity 
scores with respect to the CN group (p=0.0434) in regions in the posterior of the brain, namely 
the superior occipital cortex, occipital pole, lingual gyrus, cuneus and precuneus. In addition 
to this, the differences in the comparison were found in a different frequency band, i.e. the 
alpha band (8-12 Hz). 
Moreover, the correlation analyses have shown that changes in complexity correlate with changes in 
the scores of some brain volumes and cognitive assessments. The correlation results have been 
presented in table 4.6 below. Fig 4.40 and 4.41 show illustrations of the differences between average 
brain structural volumes (estimated Total Intracranial Volume (eTIV), amygdala, entorhinal, 
hippocampus, and para-hippocampus), and cognitive assessment scores (mini mental state 
examination (MMSE), inverse digit span test, direct digit span test, delayed recall, and, trail making 
test B (TMTB)) respectively, for CN, SCD and MCI groups. 
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Fig 4.40: Illustration of the average brain structure volumes: (A) estimated Total Intracranial Volume (eTIV), (B) amygdala, 
(C) entorhinal, (D) hippocampus, and (E) para-hippocampus for CN, SCD and MCI groups. Volume curves are seprated by 
colour, with values for the left side in pink and the right side in red. 
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Fig 4.41: Illustration of the average cognitive assessment scores (A) mini mental state examination (MMSE), (B) Inverse 
Digit Span Test, (C) Direct Digit Span Test, (D)  Delayed Recall, and, (E) Trail Making Test B (TMTB) for CN, SCD and 
MCI groups. 
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From the illustrations shown in Fig 4.40 and Fig 4.41, the changes in the brain volumes show that 
generally, apart from the right amygdala and right para-hippocampus, the controls had highest 
volumes, and MCI group had the lowest volumes. Furthermore, although SCD subjects can be classified 
as controls, it is interesting to note that generally, they had lower hippocampal, left amygdala, 
entorhinal, and left para-hippocampal volumes than controls. In addition to this, the average cognitive 
test scores for the MMSE, inverse digital and delayed recall also showed a decreasing trend from control 
to MCI, with the SCD group also obtaining lower scores than the control group. Moreover, a linear 
increase in the amount of time taken to complete the TMTB is also evident between the 3 diagnosis 
groups. 
Investigations into the relationship between complexity scores, brain volume scores and cognitive test 
scores is important as it can assist with the understanding and interpretation of the clinical significance 
of the results obtained. Thus, in order to do this, Pearson’s correlation analyses were performed 
between the LZC/PLZC values and brain volume and cognitive test scores in each diagnosis group. 
Statistically significant correlations (p<0.05) have been reported in table 4.7. 
Table 4.7: Results from the correlation analyses between complexity (LZC/PLZC) values, brain volume scores and cognitive 
test scores. Correlations were performed using both broad band and narrow band complexity values. 
Band LZC scores Correlations  PLZC scores Correlations 
Broad band  
(2-45 HZ) 
SCD • left para-hippocampus (r = 0.397,  
p = 0.024) 
- 
Theta 
(4-8Hz) 
SCD • delayed recall (r = - 0.389, p = 0.031) • delayed recall (r = - 0.440, p=0.013) 
MCI • eTIV (r = 0.409, p = 0.031) 
• left entorhinal (r = 0.406, p = 0.032) 
• right para-hippocampus (r = 0.419,  
p = 0.027) 
• eTIV (r = 0.425, p = 0.024) 
• left entorhinal (r = 0.417, p = 0.027) 
• right para-hippocampus (r = 0.424,  
p = 0.024) 
Alpha 
(8-12Hz) 
SCD • MMSE (r = 0.391, p = 0.027) • MMSE (r = 0.398, p = 0.024) 
MCI • left hippocampus (r = 0.460, p = 0.014) 
• right entorhinal (r = 0.487, p = 0.009) 
• right entorhinal (r = 0.509, p = 0.006) 
Low Beta 
(12-20Hz) 
CN • right entorhinal (r = 0.477 p = 0.008) • right hippocampus (r = - 0.369,  
p = 0.045) 
• right entorhinal (r = 0.379, p = 0.039) 
MCI - • left amygdala (r = - 0.446, p = 0.017) 
High Beta 
(20-30Hz) 
CN • left hippocampus (r = - 0.405 p = 0.026)  - 
Gamma  
(30-45Hz) 
CN • right para-hippocampus  (r = 0.519,  
p = 0.003) 
• MMSE  (r = - 0.414, p = 0.023) 
• inverse digit  (r = - 0.364, p = 0.048) 
• direct digit  (r = - 0.564, p = 0.001) 
• left amygdala (r = 0.374, p = 0.042) 
• right para-hippocampus (r = 0.632,  
p = 0.00018) 
• MMSE (r = - 0.411, p = 0.024) 
• direct digit (r = - 0.607, p = 0.000376) 
• delayed recall (r = - 0.377, p = 0.040) 
SCD • left hippocampus (r = 0.368, p = 0.038) • MMSE (r = - 0.406, p = 0.021) 
 
Following the results presented in table 4.6, further interpretation of the correlation results ensued and 
how they correlate to the three diagnosis groups: CN, SCD and MCI. To enable easier comparison of 
the results obtained using LZC and those obtained using PLZC, the interpretations were tabulated and 
presented in table 4.8. 
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Table 4.8: Summary of the correlation analyses between complexity values and brain volume scores for each group 
 LZC PLZC 
C
N
 
• LZC values were moderately positively 
correlated with right entorhinal (low beta 
band) and right hippocampal volume scores 
(gamma band). However LZC values were 
moderately negatively correlated with left 
hippocampal volume scores. Therefore, 
control subjects with higher LZC values had 
higher right entorhinal and right 
hippocampal volumes, but lower left 
hippocampal volumes.  
• LZC values were moderately negatively 
correlated with MMSE, inverse digit and 
direct digit scores in the gamma band. 
Therefore, controls with higher MMSE scores 
(cognitive ability measure), inverse and direct 
digit span test scores (measure of memory 
span), had lower LZC values.  
• PLZC values showed a moderate positive 
correlation with right entorhinal (low beta 
band), left amygdala (gamma band) and right 
para-hippocampal volumes (gamma band). 
However, PLZC values in the low beta band 
showed a moderate negative correlation with 
right hippocampus volume scores. Thus, 
controls with higher PLZC scores had higher 
right entorhinal, left amygdala and right para-
hippocampus volumes, while also having 
lower right hippocampal volumes.  
• PLZC values were negatively correlated with 
MMSE, direct and inverse digit span test scores 
in the gamma band. Therefore, controls with 
lower PLZC scores had higher MMSE, direct 
and inverse digit scores 
S
C
D
 
• LZC values showed moderate positive 
correlations with left para-hippocampus 
(gamma band) volume scores. Thus, SCD 
subjects with higher left hippocampus and left 
para-hippocampus volumes had higher LZC 
values.  
• LZC values showed negative moderate 
correlations with delayed recall scores (theta 
band) and positive correlation with MMSE 
scores (alpha band). Hence, SCD subjects with 
higher LZC scores had higher MMSE scores, 
while also having lower delayed recall scores.  
• PLZC values did not show any significant 
correlations with brain volume scores. 
However, moderate positive correlations were 
obtained between PZLC values and MMSE 
scores (alpha band).  
• Moderate negative correlations were obtained 
between PLZC scores and delayed recall in the 
theta band, as well as with MMSE scores in the 
gamma band. Therefore, SCD subjects with 
higher PLZC scores had lower delayed recall 
scores. However, the direction of the 
correlations with MMSE scores varied 
depending on the frequency band analysed. 
M
C
I 
• LZC values were moderately positively 
correlated with left entorhinal (theta band), 
right para-hippocampus (theta band), left 
hippocampus (alpha band) and right 
entorhinal (alpha band) volume scores. 
Therefore, MCI subjects with higher LZC 
values had higher left entorhinal, right para-
hippocampal, left hippocampal and right 
entorhinal scores.  
• LZC values were moderately positively 
correlated with estimated total intracranial 
volume. Thus MCI subjects with higher LZC 
values had higher eTIV scores.  
• PLZC value showed moderate positive 
correlation with right para-hippocampus (theta 
band), left entorhinal (theta band) and right 
entorhinal (alpha band). However PLZC values 
showed moderate negative correlation with left 
amygdala scores in the low beta band. Thus, 
MCI subjects with higher PZLC scores had 
higher right para-hippocampal, left and right 
entorhinal volumes, whist having lower left 
amygdala volumes.  
• PLZC values showed moderate positive 
correlations with eTIV scores, and thus showed 
that MCI subjects with higher PLZC scores had 
higher eTIV scores.  
 
Following from the results shown in table 4.8, the following points can be made: 
1. All groups had complexity values that were linearly correlated with left hippocampus scores. 
CN and SCD had correlations in higher frequency bands, but MCI had correlations in a lower 
frequency band. 
2. CN had an inverse correlation with hippocampal scores while SCD and MCI had a positive 
correlation with hippocampal scores. 
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3. MCI complexity scores had a positive linear correlation with both left and right entorhinal 
scores, while CN only had a correlation with the right entorhinal scores. 
4. It seems MCI has correlations in lower frequency bands (e.g. theta and alpha) while the other 
groups, CN and SCD, have correlations in higher frequency bands. 
The broadband analysis showed a significant decrease in complexity in the posterior regions of the 
brain from SCD to MCI. This finding is consistent with those reported in literature (Dauwels et al., 2010), 
as a decrease in cognitive ability has been shown to be associated with a decrease in complexity. 
Complexity is a measure that strongly depends on the underlying structure of the brain network (i.e. 
neuroanatomy) (Sporns et al., 2004). Therefore, this combined with the correlations between complexity 
and fractional anisotropy (FA) (Fernandez et al., 2011) show that the cognitive decline between SCD 
and MCI mainly affect the posterior of the brain. This finding is important as it aides in the 
understanding of the progression of cognitive decline from healthy to dementia. Nevertheless, this 
analysis has managed to highlight two points, firstly that there are no statistically significant differences 
between CN and SCD, and CN and MCI complexity in broadband. The first result corroborates with 
results obtained from neuropsychological studies where little to no differences can be detected between 
CN and SCD subjects and thus results in many SD subjects being classified as controls in many studies 
(Stewart, 2012). The second result which showed no significant differences between CN and MCI 
groups in broadband is an intriguing one, though in some cases expected, as a study performed by 
Fernandez et al. (2010) also showed no differences between CN and MCI LZC values. 
There are a few studies that have investigated the changes in the brain signals’ complexity in narrow 
bands (delta (0.1-4Hz), theta, alpha, beta and gamma), for instance, in a study done by Liu et al. (2016) 
using LZC they observed significant differences between controls and AD in the alpha band, a result 
which was in accordance with findings in literature and reflected the spectral slowing that is as a result 
of AD (Dauwels et al., 2010; Liu et al., 2016). Another study done using LZC in narrowband on controls 
and stroke patients also yielded significant results in the delta, theta, alpha and beta bands (Liu et al., 
2016). Their research also showed that stroke patients had higher complexity values in the theta and 
beta bands, results which support and agree with those found in power spectral density analyses (Liu 
et al., 2016). Furthermore, this increase in complexity due to pathology, in this case stroke, has also been 
observed in other studies using LZC such as in depression and schizophrenia (Li et al., 2008; Yang et al., 
2013; Liu et al., 2016).  
In this research project, analysis in the narrow bands revealed significant differences between CN and 
MCI in the low beta band ranging between 12-20Hz. The results showed a decrease in the complexity 
values with the decrease in cognitive abilities. Therefore, although these changes were not evident in 
the broadband analysis, they are evident in the narrowband analysis. When SCD and MCI were 
compared, narrowband analysis also showed significant differences in the low beta band. In addition 
to being in the same frequency band i.e. low beta, these differences (between CN and MCI, and SCD 
and MCI) were observed in similar regions of the brain, and with very similar probabilities i.e. pLZC(CN-
MCI) = 0.0362 and pLZC(SCD-MCI) = 0.0398. This can be used to further illustrate the similarities between SCD 
and CN groups as well as to show that a decrease in cognition from these two states gives the same 
result (observed in MCI). Nonetheless, the important thing that the narrowband analysis managed to 
show was that there are detectable differences between CN and MCI groups, something that the 
broadband analysis did not manage to detect. Additionally, as the beta band is usually associated with 
cognition, these results (although in resting state) could be showing that the changes in cognition are 
detectable in the background activity of the brain, therefore alluding to the effects of the underlying 
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changes to the brain networks (neuroanatomy) due to cognitive decline. This is important to note, as 
decreases in cognitive ability that lead to MCI and dementia (namely AD) are important to note and 
understand due to the impact they have in interpreting the progression and effects of cognitive decline 
on the brain.   
The differences between SCD and healthy patients are minimal, and furthermore, decreasing cognitive 
ability is associated with decreasing complexity. However, in this study when CN and SCD were 
compared, statistically significant differences were obtained in the alpha band ranging between 8-12 
Hz. In addition to this, SCD complexity values were greater than CN complexity values. Further 
evaluation of the narrow band results shows that as cognitive ability declines, from CN to SCD to MCI, 
the changes first manifest in the alpha band (CN-SCD), after which they then appear in the low beta 
band (SCD-MCI). Furthermore, these changes are characterised initially by a small increase in 
complexity, then followed by a decrease as cognitive decline continues. Although the increase in 
complexity with SCD was not expected (as it was initially assumed that decrease in cognition caused a 
decrease in complexity, i.e. a linear decrease in complexity values was expected with a decrease in 
cognition) this initial increase in complexity could be signifying the changes occurring in the brain 
network (neuroanatomy) where some form of compensation to try and correct the cognitive decline is 
occurring. Therefore it is possible that only these individuals were this ‘compensation’ stage is not 
sufficient to contain these changes develop MCI (Cheng et al., 2017). This narrowband analysis has 
yielded results similar to Liu et al. (2016) were they found significant decrease in complexity between 
controls and AD group using narrow band analysis using EEG data. Additionally, functional 
connectivity studies have usually shown a non-linear trajectory across the different stages of AD (Jones 
et al., 2016; Lopez-Sanz et al., 2017). Findings from these studies, have shown that increases and 
decreases are a common feature of the network failure which begins in the pre-dementia stages (SCD 
and MCI) and progress along the AD continuum. Thus, in line with this, the results from this study 
showing a significant increase in complexity, followed by a significant decrease due to MCI (in 
posterior regions) add value to these findings as they show that brain activity complexity could follow 
a similar trajectory.  
Interestingly however, studies done on stroke patients using LZC showed that these patients had 
higher complexity values than healthy controls in the theta and beta narrow bands (Liu et al., 2016). 
Additionally, increases in complexity due to pathology have also been observed in other studies using 
LZC in depression (Li et al., 2008), and schizophrenia (Fernandez et al., 2013). Therefore, if stroke, 
depression and schizophrenia are all pathologies that can alter the brain network, and thus the 
connectivity and functioning of the brain, it is possible that cognitive decline can also alter the 
functioning of the brain. As a result the increases in complexity that have been observed between the 
CN and SCD groups can be attributed to the underlying changes in the brain network as it tries to 
‘compensate’ or counter the initial effects of cognitive decline. 
The alpha frequency band is one that has been investigated extensively in literature as it has been 
identified that there exists a correlation between this band and cognitive ability (Klimesch, 2012; Lopez 
et al., 2014; Wolff et al., 2017). In addition to this, changes in the alpha band have been associated with 
various neurological changes including attention, memory (Klimesch, 2012), depression (Brzezicka et 
al., 2017) and AD (Lopez et al., 2014; Lopez-Sanz et al., 2017). In a study performed by Lopez-Sanz et al. 
(2017) using relative power, they identified alterations in the alpha band of SCD patients that were 
consistent with those identified in AD patients. Furthermore, they identified that there were no signs 
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of alpha peak frequency slowing in SCD, even though there was a relative reduction in alpha band 
power when SCD patients were compared to healthy controls. This and other findings presented in 
literature correlate with the results obtained in this study where differences between SCD and healthy 
controls were seen in the alpha band in regions that are affected by decreases in cognition. Generally, 
in most analyses there is a decrease/reduction identified when healthy controls are compared to other 
groups with lower cognitive abilities. However, in this study, an increase in complexity was observed. 
It is evident that some kind of ‘rewiring’ of the brain arises from decreasing cognition, and therefore, 
this increase in complexity (in the face of decreasing connectivity, rewiring, decrease in relative power) 
could be a reflection of what has been described by Bullmore and Sporns (2009) as the economy of the 
brain network organisation. Thus, it is probable that these various changes occurring in the brain to try 
and counteract the alterations occurring to the brain network due to the initial decease in cognition 
(from healthy to SCD) result in the slight increase in complexity in the SCD patients. 
Correlation analyses revealed many interesting correlations between complexity (PLZC/LZC) values 
and 4 main regions in the brain associated with memory i.e. the entorhinal, hippocampus, para-
hippocampus and amygdala. Similar to results obtained by Lopez et al. (2014) the MCI group 
complexity values (both PLZC and LZC) showed correlations with the left entorhinal volume scores. 
Although in this analysis, a positive correlation was obtained in the theta band, with further 
correlations with the right entorhinal volume scores being obtained in the alpha band for the MCI 
group. Of great interest were also the correlations between the complexity values (both LZC and PLZC) 
of control subjects and the right entorhinal values in the low beta. As the correlation direction of both 
analyses is the same, this result shows that lower complexity values are associated with lower right 
entorhinal volumes. Moreover, the reflection of the results in the MCI group in lower frequency bands 
could be as a result of the shift in frequency activity due to decreasing cognitive ability (López-Sanz et 
al., 2017). 
Correlations between complexity and the hippocampus showed that control LZC and PLZC values in 
the gamma band were positively correlated to right para-hippocampus volumes. Similar correlations 
were also observed for MCI subject’s complexity values (LZC and PLZC) and right para-hippocampus 
volume scores albeit in a much lower frequency band – theta band. Interestingly, this is a similar 
progression as that observed with the right entorhinal volume scores. The same direction of correlation 
has also been observed in that higher complexity scores relate with higher right para-hippocampus 
volume scores. Moreover, MCI complexity correlations occur at lower frequency bands when 
compared to the control correlations. Although SCD complexity values did not show any correlation 
with the para-hippocampal volume scores in any narrow bands, broad band analyses revealed positive 
correlations between SCD LZC values in the significant cluster and left para-hippocampus volumes. 
The para-hippocampus is a grey matter region of the cortical brain which surrounds the hippocampus 
and plays an important role in memory encoding and memory retrieval (Witter & Wouterlood, 2002). 
Thus, the direction of correlation between the SD complexity values and the left para-hippocampus 
volumes is the same as that observed with the right para-hippocampus i.e. higher complexity values 
correlate with left para-hippocampus volumes. 
Correlation analyses between complexity values and hippocampus volume scores showed inverse 
correlations between LZC values and left hippocampus volumes in high beta band, as well as inverse 
correlations between PLZC values and right hippocampus volume scores in low beta band, 
interestingly, for the SCD group, positive correlations were obtained between LZC values and both the 
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left hippocampus and left para-hippocampus. Albeit the correlations were obtained in different 
frequency bands, i.e. gamma band and broad band, the directions of the correlations were the same and 
showed that higher complexity values related with higher volumes. Nevertheless, similar to that 
observed with the para-hippocampus correlation, inverse results were obtained for left hippocampal 
correlations. Results showed that CN LZC values were inversely correlated with left hippocampal 
volume scores in the high beta band, while SCD LZC values were positively correlated with left 
hippocampal volume scores in the gamma band, and MCI LZC values were positively correlated with 
the same volume scores in alpha band. Thus despite the frequency band only CN LZC values were 
negatively correlated with left hippocampus volumes. As the hippocampus is associated with the 
consolidation of short term to long term memory (Radzyner & Leonard, 2003) and is also one of the 
first regions to suffer damage due to AD in the early stages (Hampel et al., 2008), this change in the 
direction of correlation (from negative to positive) could be highlighting the early changes to the brain 
anatomy due to cognitive decline. It is also possible that correlations occurring in higher frequency 
band for SCD and MCI could be as a result of compensation mechanisms occurring in the brain (Lopez 
et al., 2014). 
Correlations between PLZC values and left amygdala volume scores showed that CN complexity 
values in the gamma band were positively correlated with left amygdala volume scores, while MCI 
complexity scores in the low beta band were negatively correlated with the same volume scores. 
Interestingly, the same patterns as those observed with the left para-hippocampus and hippocampus 
for the MCI group, were observed in higher frequency bands in the CN group. Moreover, similar to 
observations with the left hippocampus the direction of correlation changes between the diagnosis 
groups. The left amygdala is a region which has been linked with social disorders (Buchanan et al., 
2009), fear as well as subtle cognitive decline in elderly controls (Zanchi et al., 2017). Thus, it is possible 
that this might be highlighting the changes occurring to the left amygdala due to cognitive decline. 
Lastly, correlations between complexity values (both LZC and PLZC) and cognitive test scores showed 
that CN complexity values were inversely correlated to MMSE scores, while SCD complexity values 
were positively correlated to MMSE scores. Moreover, both CN and SCD complexity scores were 
inversely correlated with delayed recall test scores. Higher complexity values were correlated with 
lower MMSE scores for SCD, while positive correlations between SCD complexity scores and MMSE 
scores were observed even though complexity values decrease from SCD to MCI. The digit span test 
(both direct and inverse) is a test of memory span (Psychological Corporation, 2002) and thus, an 
inverse correlation in the gamma band with control complexity scores also correlates with the transition 
of complexity values from control to SCD. The last correlation result showed that only SCD complexity 
scores in the theta band were inversely correlated with delayed recall scores. The delayed recall test is 
another measure which is used to evaluate memory and cognitive ability (Cerami et al., 2017). Thus, it 
is interesting that only in the SD group inverse correlations were obtained with this measure as this 
result shows relations between higher complexity scores and lower delayed recall scores. 
Once the complexity and correlation analyses were complete, the final stage of this research project 
involved investigations of the complex network topology of the 3 groups. These analyses were 
performed using the data obtained from the FC and EC measures (COR, GC, SL and PSI) mentioned 
earlier. 
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4.8. Complex network analysis 
 
When correlations between the rMEG signals from the different sensors were performed, it was found 
that the nodes with highest COR values (Fig4.42) had the highest strength and correlation coefficient. 
Moreover, nodes with highest betweenness also seemed to lie in the lateral modules (clusters) identified 
using the Louvain community structure estimation (Blondel et al., 2008). All 3 groups had similar global 
network topology (small world structure) with a maximised modularity of 0.5, and in addition to this, 
the nodes exhibited assortative connectivity. 
 COR                CN                                 SCD                              MCI  
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Fig 4.42: Results showing the different aspects of the complex network using COR for CN, SCD and MCI subjects 
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When these results (from controls) are compared to those presented in Fig 4.15, it is evident that the 
results are very similar, even though the epoch sizes are different (5 minutes and 4 seconds 
respectively). Nevertheless, although the highest nodal strength is different (lower due to short epoch) 
the regions containing nodes with the highest values remained the same. It is interesting to note that 
despite the differences in the magnitudes of the different network parameters, shown in Fig 4.15 and 
Fig 4.42. The overall network topology was detected as being the same i.e. small world. 
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Fig 4.43: Results showing the different aspects of the complex network using GC for CN, SCD and MCI subjects 
When the network analysis was repeated using GC (Fig 4.43), similar observations to those made from 
the COR results were observed pertaining to the magnitude of the network properties. Sensors over the 
lateral region of the brain had the highest strength and clustering coefficient, for all 3 groups, however, 
the SCD group had nodes with the highest GC values in the anterior-central regions over the brain. 
Furthermore, very few nodes had high centrality (node betweenness), in all 3 groups during the resting 
state recording. All groups showed regular/ordered network topology with disassortative network 
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nodes. When compared with the results in Fig 4.19, it is evident that the controls show similar results, 
i.e. majority nodes with low betweenness, regular network topology with disassortative network 
nodes. 
Fig 4.44 shows an illustration of the network properties obtained using SL. Interestingly, although CN 
and SCD groups had similar nodal strength and clustering coefficients, the MCI group had higher 
values in the lateral nodes for both measures. Nevertheless, similar to results using GC, most nodes 
had low betweenness. Moreover, the nodes with highest centrality were all located in a module located 
over the anterior region of the brain. Overall network topology was found to be small world for all 3 
groups, with network nodes exhibited disassortative connectivity. 
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Fig 4.44: Results showing the different aspects of the complex network using SL for CN, SCD and MCI subjects 
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The controls strength, betweenness and assortativity results shown in Fig 4.44 are very similar to those 
in Fig 4.27. However, unlike what was observed with database1 in this instance, the overall network 
topology was small world, as opposed to a regular/ordered structure. Thus, as one of the main 
differences between the 2 databases is epoch length, it is possible that this could be one of the 
contributing factors towards this difference. Nevertheless, as the other network properties were very 
similar for both databases, this result could be reflecting the effects of MEG recording time on the 
different parameters. 
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Fig 4.45: Results showing the different aspects of the complex network using PSI for CN, SCD and MCI subjects 
Lastly, when the network analysis was repeated using PSI (Fig 4.45), seemingly ‘scattered’ results were 
obtained for the nodal strength, betweenness and even modularity. These results were similar to those 
shown in Fig 4.23, where no clear area had the nodes with highest values. However, controls seemed 
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to have the most nodes with highest strength, as well as having nodes with highest clustering 
coefficient. The overall topology of the network was found to be of random structure with 
disassortative network nodes. 
It is interesting to note the differences in the modular construction and betweenness shown in Fig 4.45 
and Fig 4.23. Although the network structure, assortativity and betweenness shown in Fig 4.45 are very 
similar to those presented in Fig 4.23, the short epoch length for the data in the second database enabled 
clearer visualisation of the randomness of the network. Thus, similar to the observations from SL 
results, epoch length seems to play a significant role in the overall sub-network values. Nevertheless, 
the same overall network topology was obtained using data from both databases. 
When the network properties were evaluated, GC results for all 3 diagnosis groups were the same and 
thus were in agreement with the results presented earlier showing the effects of age on rMEG signals. 
This shows that, irrespective of the cognitive status, when at rest, the brain performs in a similar manner 
(Strogatz, 2001; Stam & Reijneveld, 2007). Thus, it is possible that analysing task MEG activity using 
GC may be able to yield more informative differences between the CN, SCD and MCI groups. 
Nevertheless, this highlights one of the similarities between the 3 diagnoses groups investigated herein. 
Similar to the GC results, PSI results also were in agreement with those presented earlier. However, of 
more interest is the unmistakable distribution of the modules at resting state which seem to ideally 
illustrate the random network topology. Thus, these results further shows that despite the different 
diagnosis groups, and the differences between them, information flow in the resting brain is very 
random and irregular. Hence, similar to the suggestions put forward for GC, it is possible that greater 
differences between the groups would be evident during working memory tasks as opposed to during 
resting state. 
When the network properties were evaluated, results obtained using COR and SL were in agreement 
with those presented in literature whereby the brain network resembled small world topology 
(Goldenberg & Galvan, 2015). Moreover, the network segregation (clustering coefficient and 
modularity), and resilience (strength and assortativity) using both COR and SL results showed 
complementary results, which implied that the network nodes had low segregation, low resilience to 
change, and low global efficiency. These results correlated with the ideas put forward by Bullmore and 
Sporns (2009), Rubinov et al. (2011), Deco et al. (2013) and Stam et al. (2016) and show that the resting 
brain operates in a metastable and energy conservative manner while at rest. Moreover, the difference 
in topology observed with the SL results between database1 and database2 also contributes to this view 
as results from database1 (with longer epoch length) showed networks that were ordered while those 
from database2 showed small world topology. Thus, with the lengthening of the recording time, it is 
possible that this change in topology from small world to ordered can be observed.  Interestingly, when 
the network property results (of the channels with significant COR and SL changes between CN, SCD 
and MCI groups) were contrasted with the results presented earlier, it was found that an increase in 
COR between SCD and MCI groups correlated with a decrease in nodal segregation and resilience. 
However, a decrease in SL between the CN and MCI groups also correlated with a decrease in nodal 
segregation and resilience. Although seemingly contradictory, these results show that the MCI group 
has posterior nodes that have both low segregation and low integration. This result implies that 
although the MCI brain network construct is small world, these differences that are prominent in the 
channels over the posterior of the brain reflect a disruption to the brain network which could potentially 
lead to the development of AD.  
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Section 4: Summary of results 
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A summary of the results presented in sections 1-3 of chapter 4, is presented in tables 4.9-4.11 below. 
Table 4.9 summarises the results obtained using rMEG signals from dataset 1, including the regions of 
the brain where significant differences were found due to age, the network topology/topologies 
obtained for males and females, as well as the age group when peak values which were obtained.  
Table 4.9: Summary of the main results obtained using rMEG signals from dataset1 showing the regions of the brain (anterior 
(s), central (c), left-lateral (ll), posterior (p), right-lateral (rl)) with significant differences due to age, the network topology(s) 
obtained for males and females i.e. ordered topology (OT), small world topology (SWT), random topology (RT), as well as the 
age group when peak values were reached. For the gender and age results, an X was used to show the regions with significant 
differences i.e. p<0.05. Moreover, the class the method falls under is also shown: functional connectivity (FC), effective 
connectivity (EC), entropy €, and complexity (C).  
 
Class Method  Between subject significance results Network 
topology  
Age group 
when peak 
values occur  
Gender Age 
Region of significance Region of significance 
a c ll p rl a c ll p rl 
FC COR   X   X X  X X M OT, SWT 2 
F SWT 2,5 
FC COH    X X X X X X X M OT 2 
F OT 1,5 
EC GC  X X   X X X X X M OT 2 
F OT 2 
EC PSI           M RT - 
F RT - 
FC RHO  X   X X X X X X M SWT 5 
F SWT 5 
FC SL X 
 
X X X X X X X X M OT, SWT 5 
F OT, SWT 5 
EC TE      X X X X X M OT 2 
F OT 2 
E PE      X X X X X M n/a 4 
F n/a 3 
E mPE      X X X X X M n/a 4 
F n/a 4,5 
C LZC  X  X  X X X X X M n/a 4 
F n/a 4 
C PLZC X X    X X X X X M n/a 4 
F n/a 5 
 
These results from the study of changes associated with healthy ageing showed that age and gender 
had a significant effect on FC, EC, complexity and entropy. Moreover, while in resting state, males and 
females generally had similar network topological constructs with peak FC, EC, complexity and 
entropy values being observed in similar age ranges. However, some interesting results were also 
observed, and are discussed further below: 
1. Age results showed that FC, EC, complexity and entropy are significantly affected by age. 
Therefore, these results suggest that the effects of age should be considered during analyses 
investigating pathological effects associated with disease. However, PSI changes did not show 
any significant associations with age, which suggests that the amount of background 
information in background activity is not affected by age significantly for healthy subjects.  
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2. Secondly, although, gender differences were detected using FC, EC and complexity measures, 
one EC measure (GC) detected significant differences between males and females, while none 
were detected using entropy measures. Thus, from these results it seems gender FC differences 
exist in the lateral and posterior regions of the brain, EC differences exist in the lateral and 
central regions, while complexity differences exist in the central, anterior and posterior regions 
of the brain. Interestingly, SL detected significant gender differences in most brain regions 
unlike most FC measures used in this study. While this result did not follow the trend observed 
using other FC measures, it is useful to note that SL is a measure which reveals the coupling 
that exists between signals as it highlights the interdependencies that exists between signals on 
a multivariate scale. Moreover, as the strength of SL lies in its measuring only coupling between 
regions, it goes to show that some level of coupling exists between the signals in multiple 
regions of the brain. Therefore, these results seem to suggest that the global spatiotemporal 
connections in females are significantly different to those in males during rest. This is 
something which adds to the understanding of FC gender differences as it alludes to 
differences in males and females background activity. This could assist in understanding the 
differences associated with connectivity changes characterising neurophysiological alterations 
in early stages of brain pathology by giving insight into gender differences that exist between 
healthy males and females.  
Table 4.10 summarises the results obtained using the rMEG signals from dataset 2, including the 
regions over the brain with sensors that showed significant differences due to diagnosis as well as the 
network topology obtained for each diagnosis group. Similarly, the following interesting points were 
observed: 
1. All groups investigated (CN, SCD, MCI) had similar network topological structures, with 
FC measures (COR, SL) both showing the same (small world) network topology. This seems 
to suggest that in the face of alterations associated with the prodromal stages of the AD 
continuum (which have also been shown to exist in SCD and MCI groups (Lopez-Sanz et 
al., 2017)) some compensatory activity may be occurring in the brain to maintain the 
network topology while at rest. Nevertheless, despite these similarities in the network 
structure, similar to other studies, significant changes in FC between the three groups were 
detected.  
2. PSI and GC (both EC measures) also did not detect significant differences between controls, 
SCD and MCI groups which could be associated with cognitive decline. This result further 
highlights the challenges (such as interpretation of bidirectional data, and the difficulty in 
inferring causality) associated with interpretation of EC results when using resting state 
data. Due to the low causal activity associated with the resting brain activity, as well as the 
lack of distinct information flow direction during rest, this result seems to suggest that 
detection of changes in EC due to cognitive decline may be better observed using task data 
(as compared to resting state data). 
Lastly, table 4.11 summarises the results obtained from the source space analysis, including the sources 
in the significance cluster, and the results from the correlation analyses with brain volumes and 
cognitive test scores.
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Table 4.10: Summary of the results obtained using the rMEG signals from dataset2 showing the significant differences due to diagnosis (CN, SCD, MCI), and gender (male (M), female(F)) 
obtained using the Wilcoxon tests with no corrections (WT-nc), results corrected using the false discovery rate (FDR) and results corrected using the cluster-based permutation tests (CBPT). 
Also shown is the network topology obtained for each diagnosis group (ordered topology (OT), small world topology (SWT), and random topology (RT)). 
Analysis 
Method 
Statistical 
analysis 
method 
Group comparison Network 
topology 
 
CN-SCD CN-MCI SCD-MCI M-F 
COR WT-nc Dual effects observed. Global 
decrease (from CN to SCD) 
with few sensors with 
posterior increase 
Dual effects observed. Decrease 
over right lateral region, and 
increase over the central-posterior 
regions 
No dual effect observed. 
Increase over the central, lateral, 
posterior regions  
None  CN SWT 
FDR None None  None  None SCD SWT 
CBPT None  None  No dual effect observed. Increase 
over all regions except anterior 
 MCI SWT 
GC WT-nc Dual effects observed. 
Decrease from CN to SCD 
over the central, posterior 
and lateral regions, and an 
increase over the central-
anterior regions 
Dual effects observed. Decrease 
from CN to MCI over the central 
region, and an increase over the 
anterior and right lateral regions 
No dual effect observed. Increase 
over the right lateral region 
Females in SCD group 
had higher scores over 
the anterior, central and 
right lateral regions 
CN OT 
FDR None  None  None  None  SCD OT 
CBPT None  None  None  None  MCI OT 
PSI WT-nc None  None  None  None  CN RT 
FDR None  None  None  None  SCD RT 
CBPT None  None  None  None  MCI RT 
SL WT-nc No dual effect observed. 
Decrease from CN to SCD 
over the anterior, posterior 
and lateral regions 
No dual effect observed. Decrease 
from CN to MCI over the right 
lateral and posteriors regions 
No dual effect observed. Decrease 
from SCD to MCI over the central, 
posterior and lateral regions 
None  CN SWT 
FDR None No dual effect observed. Decrease 
from CN to MCI over the posterior, 
central and lateral regions 
None  None  SCD SWT 
CBPT None No dual effect observed. Global 
decrease from CN to MCI  
None None MCI SWT 
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Table 4.11: Summary of the source space results analysis showing the sources in the significance cluster, and results from the correlation analyses with average volumes (estimated Total 
Intracranial Volume (eTIV), hippocampus, para-hippocampus, entorhinal and amygdala) and cognitive assessment scores (mini mental state examination (MMSE), Trail Making Test B (TMTB), 
Immediate and Delayed Recall and the Inverse Digit Span Test). Results show comparisons made between each diagnosis group (CN, SCD, and MCI). 
Band Region of the brain with significant cluster Correlations 
CN-SCD CN-MCI SCD-MCI Brain volume scores Cognitive test 
scores 
Broad 
band 
(2-45 
Hz) 
LZC None  None  Decrease from SCD to MCI in 
posterior region of the brain, 
including sources in the occipital 
cortex, temporal cortex parietal 
lobe 
CN None None  
SCD Left para-hippocampus  None  
MCI None  None  
PLZC None  None  None  CN None  None  
SCD None  None  
MCI None  None  
Theta 
(2-8 Hz) 
LZC None  None  None  CN None  None  
SCD  delayed recall  
MCI eTIV, left entorhinal,  
right para-hippocampus  
None  
PLZC None  None  None  CN None  None  
SCD None  delayed recall  
MCI eTIV, left entorhinal, 
right para-hippocampus  
None  
Alpha 
(8-12 
Hz) 
LZC None  None  None  CN None  None  
SCD None  MMSE                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                             
MCI left hippocampus, 
right entorhinal 
None  
PLZC Increase in posterior 
regions including sources 
in the occipital pole, 
cuneus and precuneus  
None  None  CN None  None  
SCD None  MMSE  
MCI right entorhinal  None  
Low 
Beta 
(12-20 
Hz) 
LZC None  Decrease from CN to MCI in 
central and right lateral 
regions including the 
precuneus and cingulate 
Decrease from SCD to MCI over the 
central and left lateral regions 
including sources from the parietal 
lobe, precuneus, and, cingulate 
CN right entorhinal None  
SCD None None  
MCI None  None  
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Band Region of the brain with significant cluster Correlations 
CN-SCD CN-MCI SCD-MCI Brain volume scores Cognitive test 
scores 
PLZC None  Decrease from CN to MCI in 
central and left lateral 
regions including motor 
cortex, parietal lobe 
precuneus 
None  CN right hippocampus,  
right entorhinal 
None  
SCD  None  
MCI left amygdala  None  
High 
Beta 
(20-30 
Hz) 
LZC None  None  None  CN left hippocampus None  
SCD None  None  
MCI None  None  
PLZC None  None  None  CN None  None  
SCD None  None  
MCI None  None  
Gamma  
(30-45 
Hz) 
LZC None  None  None  CN right para-hippocampus  MMSE, inverse 
digit, direct 
digit   
SCD left hippocampus  None 
MCI  None 
PLZC None  None  None  CN left amygdala, right para-
hippocampus  
MMSE, direct 
digit,  
delayed recall  
SCD None  MMSE  
MCI None  None 
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The results from the complexity source space study showed the following findings: 
Significant differences between the complexity values between controls and SCD subjects. This finding 
provides evidence that supports the hypothesis that SCD is a state which is significantly different to 
controls. This is important as it shows that the brain undergoes some kind of rewiring due to cognitive 
decline as evidenced by the hyper- and hypo- connectivity patterns present in pre-dementia stages 
(Johns et al., 2015, Lopez et al., 2017). Therefore, it is possible that only those individuals whose 
compensation stage is not sufficient to contain the initial effects of cognitive decline go on to develop 
MCI (Cheng, et al., 2017). Moreover, it has been shown in previous studies (Jones et al., 2016; Lopez-
Sanz et al., 2017) that increases and decreases are a common feature of the network failure which begins 
in the pre-dementia stages (SCD and MCI) and progress along the AD continuum. Thus, in line with 
this, the results from this study showing a significant increase followed by a significant decrease in 
complexity due to MCI add value to these findings as they show that brain activity complexity could 
follow a similar trajectory. 
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CHAPTER 5: CONCLUSIONS, 
LIMITATIONS AND FUTURE WORK 
 
This final chapter presents the conclusions, limitations to study, and, suggested courses of action for 
future work. The original contributions of the work as well as the journal papers and conference 
proceedings resulting from this PhD work have also been listed. 
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5.1 Conclusions 
 
Multiple linear and non-linear methods, namely Pearson’s correlation, Granger causality, phase slope 
index, rho index, synchronisation likelihood, transfer entropy, permutation entropy, modified 
permutation entropy, Lempel-Ziv complexity, and, permutation Lempel-Ziv complexity, have been 
used to analyse MEG data obtained from male and female individuals aged between 7 and 84. 
Moreover, additional analyses have also been performed using non-linear methods (namely Pearson’s 
correlation, Granger causality, phase slope index, synchronisation likelihood, Lempel-Ziv complexity, 
and, permutation Lempel-Ziv complexity) on MEG data obtained from male and female individuals 
(some of whom had subjective cognitive decline and mild cognitive impairment) aged between 60 and 
80. The main aim of this study was to observe if age effects on the brain (which was divided into 5 
regions during analysis, namely; anterior, central, left lateral, posterior and right lateral) can be 
identified using different analysis methods. The results from the analysis showed the following: 
1. Age has an effect on linear and non-linear values of MEG baseline signals throughout life. 
In chapter 4 – Section 1, the effects of age were investigated in 3 ways; by analysing the 
evolution of values, using mathematical modelling, as well as using graph theory. An increase 
in COR, COH, GC, RHO, SL and TE values in age groups synonymous with maturation of the 
brain (group 2; 19-40 years), and the start of old age (group 5; >70years) was observed. 
Moreover, a peak in LZC, in group 4 (61-70years) was also observed. However, for PLZC, PE 
and mPE changes in values due to age, through significant, were relatively small. Regressions 
fitted to the progression of linear and non-linear values showed that both genders had similar 
values throughout life. However, some gender differences were observed and are discussed in 
the next point below. Lastly, graph theory and complex network analyses results further 
highlighted the changing brain network structure throughout the human lifespan. Results from 
these analyses showed that some females network values were affected more by the end of 
maturation (group 2-early adulthood) and old age (group 5) than those of males. Nevertheless, 
despite these differences, both males and females had the same global network topologies. 
Thus, from the results presented in this chapter, the following conclusions can be drawn: 
• Age has a significant effect on the linear and non-linear method values and this must 
be considered during comparison analyses. 
• Although males and females have some differences in the construct of their brain 
networks, their overall network topologies are similar, 
• During rest, the brain resembles a system in limbo/phase transition, with low effective 
and functional connectivity, relatively low complexity and entropy, and no significant 
detectable direction of information flow. 
2. Gender has an effect on linear and non-linear values of MEG baseline signals throughout 
life. In chapter 4 – Section 1, investigations to understand the effects of age on rMEG signals 
was performed, however, these analyses revealed some gender differences between males and 
females. Thus, in chapter 4 – Section 2, investigation into the significance of these differences 
was performed, with additional quantitative analyses to further highlight these differences. 
Groups 2 and 5 had the highest significant gender differences in all 5 regions of the brain, with 
mostly females having higher SL, PLZC, COH and GC values than males. Additionally, males 
had significantly higher complexity values than females in groups 3 (LZC) and 4 (LZC and 
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PLZC) in the sensors over the anterior and central regions of the brain. However, in group 2, 
females had higher EC (COH and SL) values in sensors over the posterior and right lateral 
regions of the brain, while males had higher COR values in the sensors over the left lateral 
region. Therefore, with this in mind, the following conclusions can be drawn from this chapter: 
• Gender has an effect on the rMEG activity of the brain, and therefore, these effects must 
be considered during comparison analyses, as well as in analyses into the effects of 
pathology. 
• Most gender differences existed in group 2 (early adulthood) and group 5 (late 
adulthood) which correlated with stages in life when changes to the brain anatomy 
occur. 
3. SCD and MCI have an effect on linear and non-linear values. In chapter 4 – Section 3, the 
effects of cognitive decline were investigated using subjects older than 60years. A dual effect 
of hypo- and hyper-connectivity due to cognitive decline was observed during analyses using 
COR and GC, with SL showing a decrease due to both SCD and MCI, and, PSI showing no 
differences in the pattern of information flow due to cognitive decline. However, when gender 
effects were analysed in each diagnosis group, only GC managed to detect significant 
differences in the SCD group. Moreover, novel source space complexity analyses revealed a 
general decrease in complexity due to MCI. However, an increase in posterior complexity was 
also observed between the control and SCD groups. Lastly, graph theory and complex network 
analyses were also performed, with results showing global network topologies for all 3 groups. 
Therefore, the following conclusions can be drawn from this chapter: 
• SCD has an effect on the rMEG activity in a manner which is detectable using both 
sensor and source space analyses, 
• Cognitive decline is associated with a dual effect of both hypo- and hyper-connectivity, 
and, 
• Decreases in complexity correlate to decreases in cognitive ability and changes in both 
brain volume scores and cognitive test scores. 
5.2 Interpretation of results in relation to research hypotheses 
 
To understand the possible implications of these results, their relation to the hypotheses (put forward 
in chapter 1) is evaluated below. 
The first research hypothesis, which correlates with the main aim of this thesis, stated “changes in the 
rMEG activity due to the effects of age are identifiable using different linear and non-linear techniques”. Results 
presented in the 3 sections of chapter 4 (published in Shumbayawonda et al. (2017a; 2017b; 2017c; 2018a; 
2018b)) show that age has a significant effect on the entropy (PE), complexity (PLZC), functional 
connectivity (SL), and effective connectivity (PSI, GC, TE) of rMEG activity during healthy ageing. 
Thus, by supporting the hypothesis, the results presented in chapter 4 have shown that age not only 
has an effect on the anatomy and physiology of the brain, but also on the electromagnetic activity 
produced by it. The possible implication of this result is that age affects multiple aspects of the resting 
state, and thus any evaluations of deviations from the norm (e.g. due to pathology), must be 
investigated with this in mind. 
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The second research hypothesis stated that “changes in the rMEG activity due to the effects of gender/sex are 
distinguishable using linear and non-linear techniques”. Results show that not all methods showed gender 
differences. However, despite this, some analysis methods (PSI, TE, PE, and mPE) did manage to detect 
differences between males and females, and thus supported the hypothesis. Thus, this result implies 
that gender, alongside age, exerts an effect on some aspects of rMEG activity in a manner which can be 
detected as significant. However, despite this, male and female rMEGs were generally similar 
throughout life. Moreover, the results obtained from the source space analyses showed that healthy 
females had higher complexity than males. As this age group (mid-late adult) is associated with SCD, 
and more females have memory complaints than males, it is possible that the result (which is similar to 
the increase between CN-SCD) is corresponding to this and so can be viewed as implying that females 
are more susceptible to cognitive decline than males (Sohn et al., 2018). 
Lastly, the final research hypothesis in this thesis stated “changes in the rMEG activity due to the effects of 
cognitive decline (namely MCI) are identifiable with lower values for the MCI group when compared to controls”. 
Results from chapter 4, as well as those shown in the comprehensive summaries in tables 4.12 and 4.13, 
show that the hypothesis has been supported in some cases and rejected in others. Not only does MCI 
result in an increase in correlation, an increase in Granger causality was also observed. Similarly, dual 
effects of both increases and decreases in COR and GC values were also obtained, thus disproving the 
hypothesis that the MCI group would show lower values than the control group. Nevertheless, lower 
complexity (LZC and PLZC) values for the MCI group were obtained during source space analyses, 
which was in line with the hypothesis given above. The implications of these results are that in some 
cases cognitive decline brings about a dual effect of hypo- and hyper-connectivity which could be as a 
result of pathology. Moreover, these results may be showing that cognitive decline is related to 
decreases in non-linear interactions and increases in linear interactions. Furthermore, similar to some 
studies in literature (Lopez-Sanz et al., 2016; 2017), our results support the hypothesis that SCD could 
be the first stage of cognitive decline associated with AD. 
With the above implication of the results in mind, the last step was to evaluate the potential clinical 
significance of the results. 
5.3 Potential clinical significance of results 
 
In this thesis, an extension to the description of what can be termed an ‘illustration of a physiological 
rhythm’ showing the evolution of different attributes of the healthy brain activity throughout life is 
presented. Investigation of the effects of healthy ageing on brain activity can be used to define a baseline 
which can be used to detect deviations from the norm, and thus assist with pre-diagnosis. It is a well-
researched and documented fact that pathology can cause abnormalities in the normal functioning of 
the brain. The effects of pathology on the brain can also result in a break or discontinuation of the 
normal pattern of brain behaviour, and thus, can have an impact on the evolution of the brain as a 
function of age, as disease not only modifies biological markers but also modifies natural pathological 
rhythms (Fornito et al., 2015). Therefore, with this in mind, if a particular disease affects the biomarker 
of interest (brain characteristics) and also modifies its normal function, then it is necessary to come up 
with a fingerprint of healthy ageing that can be used as a template to investigate these changes. This 
fingerprint can be useful especially when analysing MEG data obtained from individuals with 
suspected pathological brain conditions. A comparison of such recordings with those representing 
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healthy ageing will have the potential to highlight brain activity that does not follow the normal trend. 
Moreover, due to the existence of some gender differences, the creation of a gender sensitive 
fingerprint, will add texture, making it more useful to researchers and clinicians as they will be able to 
compare their MEG results with the baseline, and thus, potentially assist with the diagnosis of different 
conditions. 
The results presented in this thesis can be viewed as a contribution to the generation of this healthy 
ageing fingerprint. The use of multiple advanced signal processing techniques to analyse the resting 
state adds to the information that is available to define the healthy ageing of the brain.  Consequently, 
these contributions can be seen as highlighting the potential clinical significance of these results as they 
provide additional normative information of the changes to the baseline activity of the brain due to age.  
5.4 Limitations and future work 
 
The work described in this thesis contributes towards the understanding of healthy ageing throughout 
life, by having successfully investigated the effects of age, using multiple techniques, and presented 
results that can serve as a foundation for the development of a fingerprint for healthy ageing. However, 
there are some limitations to these results which must be considered: 
1. The brain regions defined in this study are the same as those defined in Shumbayawonda, et 
al. (2017a) and Fernandez, et al. (2012). Furthermore, due to use of the same MEG data set, the 
same limitations due to the recording devices parameters were inherited in this analysis. A 
Finite Impulse Response Band Pass Filter (FIR BPF) with corner frequencies between 1.5Hz and 
40Hz was used to filter the MEG data. However, this pre-processing stage did not include any 
form of residual contaminant extraction such as that done with BSS and ICA (Escudero et al., 
2009). Therefore, although these signals were manually inspected to ensure that the 
contaminations from signals like EOG, ECG and EMG were minimal, this residual 
contamination might have had an impact on the results presented in this report as they lie in 
the same frequency range covered by the BPF. 
2. The number of male and female subjects in each age group was not always the same; this could 
have introduced a bias in the results.  
3. This was a cross sectional study, therefore, the human lifespan was generalised across multiple 
subjects. However, as the computation was done for each individual before averaging, it is our 
view that the results obtained from this comprehensive study can still be used to understand 
the changes in complexity with ageing. Nevertheless, it is possible that longitudinal studies 
may have been better suited to addressing the effects of age. 
Bearing the above limitations in mind, it is clear that future work is necessary to expand the knowledge 
of the effects of healthy ageing across the human lifespan. Therefore, to extend the investigations 
carried out in this thesis, the following is suggested: 
1. Using additional pre-processing steps, including noise contamination extraction such as done 
with ICA, to remove the residual contaminants from the MEG signal so as to decrease the 
possible effects of these artefacts on the results. 
2. The use of other advanced signal processing techniques such as machine learning to analyse 
the MEG data to obtain a better understanding of the effects of age.  
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3. Analysis of MEG data obtained from individuals with varying brain pathologies to enable the 
enhancing of the healthy fingerprint for ageing by including information specific to different 
pathologies, as well as the potential characterisation of evolution of pathology with age. This 
will enhance the usefulness of the fingerprint. 
4. Additional source space analyses to be performed using the MEG data from dataset1. The 
results from these analyses will enhance the fingerprint for healthy ageing and will make it 
even more conducive for use in a clinical setting as it can show some of the deeper sources in 
the brain that may be affected by age. 
5. Lastly, the use of balanced males and females in the analyses groups to avoid any skewing of 
results. 
5.5 Original contributions of this work  
 
The work presented in this thesis has provided information which contributes to the research on the 
effects of age and gender on healthy ageing, as well as on the effects of cognitive decline (namely SCD 
and MCI) on resting state MEG signals. Additionally, some results from this thesis have been peer 
reviewed and published in technical journals, as well as presented at various conferences. Below is a 
detailed list of the publications made to date. The full articles, conference proceedings, as well as posters 
are in the appendix. 
5.5.1. Publications in indexed journals 
 
• Shumbayawonda, E.; Fernández, A.; Hughes, M.P.; Abásolo, D. Permutation Entropy for the 
Characterisation of Brain Activity Recorded with Magnetoencephalograms in Healthy Ageing. 
Entropy 2017, 19, 141. doi:10.3390/e19040141 
• Shumbayawonda, E.; Tosun, P.D.; Fernández, A.; Hughes, M.P.; Abásolo, D., Complexity 
Changes in Brain Activity in Healthy Ageing: A Permutation Lempel-Ziv Complexity Study of 
Magnetoencephalograms. Entropy 2018, 20, 506. doi: https://doi.org/10.3390/e20070506 
5.5.2. Conference proceedings 
 
• Shumbayawonda, E, Fernandez, A, Escudero, J, Hughes, M.P & Abasolo, D 2017, 
Characterisation of Resting Brain Network Topologies across the Human Lifespan with 
Magnetoencephalogram Recordings: a Phase Slope Index and Granger Causality Comparison 
Study. In Proceedings of the 10th International Joint Conference on Biomedical Engineering 
Systems and Technologies (BIOSTEC 2017). BIOSIGNALS edn, vol. 4, pp. 118-125, 
BIOSIGNALS2017 - 10th International Conference on Bioinspired Systems and Signal 
Modelling, Porto, Portugal, 21/02/17. doi: 10.5220/0006104201180125 
• Shumbayawonda, E, Fernandez, A, Hughes, M. P.  & Abasolo, D, "Synchronisation likelihood 
analysis of the effects of age on the brain," 2017 IEEE SENSORS, Glasgow, 2017, pp. 1-3. doi: 
https://doi.org/10.1109/ICSENS.2017.8234167 
• Shumbayawonda E., Fernández A., Hughes M.P., Abásolo D. (2018) Investigation of Changes 
in Causality Throughout Life—A Magnetoencephalogram Study Using Granger Causality and 
Transfer Entropy. In: Lhotska L., Sukupova L., Lacković I., Ibbott G. (eds) World Congress on 
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Medical Physics and Biomedical Engineering 2018. IFMBE Proceedings, vol 68/2. Springer, 
Singapore. doi: https://doi.org/10.1007/978-981-10-9038-7_43 
5.5.3. Conference presentations 
 
• Shumbayawonda, E; Fernandez, A; Hughes, MP; Abasolo, D, 2017, Investigation of causality 
in background magnetoencephalogram recordings using Granger Causality and Transfer 
entropy. At Coupling and Causality in Complex Systems Conference, Cologne, Germany. 
Abstract pp. 48, 25-27 September 2017. http://c3s.uni-koeln.de/assets/C3S_Program_250817.pdf  
 
5.5.4. Awards 
 
• 2017 - Santander Universities PhD Student Mobility Awards (Awarded £5000) 
• 2018 - FEPS Faculty Research Support Fund (FRSF) Award (Awarded £ 693.17) 
• 2018 – IET Travel award 2018 (Awarded £500) 
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This appendix is divided into five sections as follows: 
APPENDIX I: HISTOGRAMS OF AGE DISTRIBUTIONS FOR DATASET 1 AND 2  
APPENDIX II: DEMOGRAPHIC INFORMATION AND THE CRITERIA FOR RECRUITMENT 
OF SUBJECTS 
APPENDIX III: ADDITIONAL INFORMATION ABOUT PSYCHOMETRIC METHODS (AND 
RESULTS) USED TO CLASSIFY SUBJECTS 
APPENDIX IV:  COEFFICIENTS OF MATHEMATICAL MODELS  
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Appendix I: Histograms of age distributions for dataset 1 and 2 
 
FigA1: Histogram showing the distribution of male (blue) and female (red) subjects making up dataset 1. 
 
FigA2: Histogram showing the distribution of all male (blue) and female (red) subjects making up dataset 2. 
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FigA3: Histogram showing the number of subjects (both male (blue) and female (red)) making up each 
age group using MEG signals from dataset1 
 
FigA4: Histogram showing the distribution of male (blue) and female (red) subjects making up the 
control group used for analysis of cognitive decline using MEG signals from dataset2. 
 
FigA5: Histogram showing the distribution of male (blue) and female (red) subjects making up the SCD 
group used for analysis of cognitive decline using MEG signals from dataset2. 
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FigA6: Histogram showing the distribution of male and female subjects making up the MCI group used 
for analysis of cognitive decline using MEG signals from dataset1. 
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Appendix II:  Demographic information and the criteria for recruitment of 
subjects 
 
Subjects were recruited from three different clinical sites: 
a) The " Centro de Prevención del Deterioro Cognitivo de Madrid Salud, Ayuntamiento de 
Madrid". This unit assesses more than 200 healthy elderly and MCI participants a year. These 
subjects complain about their memory and go to this center to get a clinical opinion. Some of 
them are diagnosed as MCI and some of them as healthy elders with SMC. Additionally, this 
unit has access to "Centros Culturales del Ayuntamiento de Madrid" where normal elderly 
people socialises and attend to courses. One Neurologist (Marcos Llanero), one Psychiatrist 
(Pedro Montejo), two Medical Doctors (ME de Andrés y JM Gómez) and four 
Neuropsychologists (Mercedes Montenegro, Miguel A Fernández, Ana Isabel Reinoso y Jose 
Mª Ruiz) will be part of the clinical team of the CogTra group. 
b) The Neurology department of the HCSC. The Memory Unit of the Neurology Department 
assesses more than 3000 patients a year, most of them MCI and AD patients. Three neurologists 
(Sagrario Manzano, José Luis Gonzalez, Octavio Rodriguez and Alberto Marcos) and two 
neuropsychologist (Jose Luis Pantoja, Jose Carlos Pelaez) participate in the working team of 
this study. This Department centralizes the neurological health assistance of the 7 Area of 
Madrid, a central zone of the city with a growing elderly population. The Neurology 
Department has a large experience in the development and generation of investigations 
programs and clinical trials in neurodegenerative diseases.     
c) The Memory Unit of the Geriatric department of the HCSC assesses more than 4000 
HA/MCI/AD patients a year and  have collaborated in previous projects with the MEG group. 
This group will be formed by one Geriatrician (Aurora Viloria) and one neuropsychologist with 
deep expertise in MCI and Dementia (Raquel Yubero). 
d) (Unidad de Prevención del Deterioro Cognitivo del Ayuntamiento de Madrid; Servicio de 
Neurología HCSC and the Servicio de Geriatría HCSC) so  2 participants per month for each 
site. Subjects with SMC will be recruited through 10 months (ten per month).  
 
The Inclusion and exclusion criteria for participant selection were as follows:   
 
Inclusion criteria:  
Healthy adults (HA) will act as the normal controls. They should have no history of 
neurological or psychiatric disorders, normal memory function documented by scoring at 
specific cut-offs on the Logical Memory II subscale (delayed Paragraph Recall) from the 
Wechsler Memory Scale (the maximum score is 25): a) more or equal to 10 for 16 or more years 
of education, b) more than or equal to 6 for 8-15 years of education. They should have a Mini-
Mental State Exam score between 28 and 30 (inclusive), and a Clinical Dementia Rating of 0 
with a memory box score of 0 and no history of severe psychiatric episodes. 
Participants for the SMC group will be “healthy” elderly subjects with complaints about their 
memory. We will follow the criteria proposed by Abdulrab and Heun (2008): (1) patient stating 
that their memory function has deteriorated compared to earlier stages in life; (2) time of onset 
being in adulthood; (3) providing a valid example; (4) memory deterioration confirmed by an 
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informant (close relative or friend); and (5) normal objective memory performance. 
Additionally, they will not show any diagnosis or severe symptom (at the time of testing) of 
psycho-affective disorder. The assessment will be based on a structured interview and a 
neuropsychological assessment. To ensure that memory complaints will not be caused by a 
psychiatric condition all patients will be interviewed by an experienced psychiatrist (PM) and 
should score below 9 in the geriatric depression scale (Yesavage, 1991). Additionally, to confirm 
the memory complaints, participants from this group will have to score higher than 13 (mean 
27.6) in the Memory Failures of Everyday (MFE) test (Sunderland et al., 1983; Montejo et al, 
2011). Given that the association between subjective ratings and future cognitive decline is 
stronger when complaints have been confirmed by an informant (Farias et al., 2005), we will 
required confirmation from relatives or close friends. None of these patients will meet the 
criteria for MCI and have no history of psychiatric or neurological disorders.  
MCI diagnosis will be established according to the criteria proposed by Petersen et al 
(Grundman et al., 2004; Petersen, 2004b). Thus, MCI patients should fulfil the following criteria: 
1) Cognitive complaint corroborated by an informant (a person who stays with the patient for 
half a day almost 4 days a week); 2) Objective cognitive impairment, documented by delayed 
recall from the Logical Memory II subtest of the Wechsler Memory Scale Revised (cut-off scores 
≤16 for ≥16 years of education; ≤8 for ≥8 to15 years of education [the maximum number of two 
paragraph items possible to correctly recall is 50]) and low scores in executive function tests; 3) 
Performance on all measures of cognition must be >1.5 standard deviation units away from 
expected value (i.e. no more than mildly impaired). Additionally, general cognitive function 
will be determined by clinician´s judgment based on a structured interview with the patient 
and an informant. Finally a MMSE score greater than or equal to 24; 4) Relatively preserved 
activities of daily living revealed by the Lawton scale; 5) Not sufficiently impaired, cognitively 
and functionally, to meet criteria for dementia. According with their clinical and 
neuropsychological profile, all participants in this group will be considered as amnestic MCI 
(multidomain; memory + executive functions impairment) because they are more likely to 
develop AD (see Petersen, 2004).  
To summarize, MCI patients will show both subjective and objective memory impairment, SMC 
participants will only present memory complaints but have a normal score in the memory test 
(no psycho-affective disorder) and healthy elders will show neither subjective nor objective 
memory impairment. MCI patients, SMC subjects and healthy participants will undergo a 
neuropsychological assessment (see below), in order to establish their cognitive status with 
respect to multiple cognitive functions. 
 
Exclusion Criteria: 
a. Exclusion criteria are the same as those in the ADNI study, namely; participants with medical 
conditions that have a high risk of associated cognitive symptoms, severe head injury with loss 
of consciousness within 5 years, any illness indicating a life expectancy of less than 2 years, 
alcoholism (>3 alcoholic beverages per day), chronic use of anxiolytics, neuroleptics, narcotics, 
anticonvulsants, or sedative hypnotics, or having hearing or vision impairment that would 
preclude testing. Patients on transient ischemic attack (TIA) (clinical event) can be excluded 
only if showing focal neurological symptoms in the neurological exam or if they show a focal 
impairment on an MRI. Nevertheless, the score on the Hachinski scale should be > 4. 
Participants with Axis I psychiatric diagnoses including depression will be excluded.  Also 
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participants with pacemakers and those with metallic implants that may interfere with MEG or 
MRI will be excluded. 
b. Specifically, memory impairment will be assessed with the Logical Memory (immediate and 
delayed) and the digits (forward and backward) and Word List from the Wechsler Memory 
Scale-III- and the memory everyday with the Rivermead Behavioural Memory Test. SMC are 
evaluated with MFE. Language functions will be assessed with the Boston Naming Test, as well 
as a new version of the ECCO test (López, Fernández & Del Río, 2005), called ECCO_Senior, 
specially developed to assess grammatical comprehension in the elderly; executive function 
with the Wisconsin Card Sorting test, the Stroop test and the Trail Making Test (A and B), the 
FAS (phonetic and semantic fluency) and the DEX questionary; Attention with the Continuous 
Performance Test and motor control with the Luria-Nebraska activities. Perception with the 
silhouettes subtest from the VOSP battery. Two scales of cognitive and functional status will be 
used as well: the Mini Mental State Examination (MMSE), and the Global Deterioration 
Scale/Functional Assessment Staging GDS/FAST (Auer and Reisberg, 1997).  
c.  In order to avoid possible differences due to the years of education, patients and controls will 
be matched in the following sense: patients and controls will have at least 10 years of education. 
Before MEG/MRI recordings, all participants or legal representatives will sign an informed 
consent explaining the technical and ethical aspects involved.  
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Appendix III: Additional information about psychometric methods (and results) used to 
classify subjects 
 
1. The Mini-mental state examination (MMSE) test scores were staged using similar evaluations as 
put forward by (Reisberg, et al., 2002), therefore, the cut-off points for group categorization were: 
CN/SCD: 28-30, and, MCI: 24-27. 
2. For the Trail Making Test (TMT) Part B, an average score is 75 seconds and a deficient score of 
greater than 273 seconds for non-dementia/non-AD was used to classify subjects.  
3. For the delayed recall test: the Paragraph Recall from the Wechsler Memory Scale was used, where 
a maximum score of 25 can be achieved. Minimum test scores are given by number of years in 
education, i.e. ≥10 for 16 or more years of education, and, ≥6 for 8-15 years of education. 
4. MCI: delayed recall from the Logical Memory II subtest of the Wechsler Memory Scale Revised 
(cut-off scores ≤16 for ≥16 years of education; ≤8 for ≥8 to15 years of education [the maximum 
number of two paragraph items possible to correctly recall is 50]) and low scores in executive 
function tests 
In summary, the following criteria were used to classify subjects: 
Controls: 
1. Function documented by scoring at specific cut-offs on the Logical Memory II subscale 
(delayed Paragraph Recall) from the Wechsler Memory Scale (the maximum score is 25): a) 
more or equal to 10 for 16 or more years of education, b) more than or equal to 6 for 8-15 years 
of education. 
2. Mini-Mental State Exam score between 28 and 30 (inclusive) 
3. Clinical Dementia Rating of 0 with a memory box score of 0 
SCD: 
1. (1) patient stating that their memory function has deteriorated compared to earlier stages in 
life; (2) time of onset being in adulthood; (3) providing a valid example; (4) memory 
deterioration confirmed by an informant (close relative or friend); and (5) normal objective 
memory performance. 
2. Assessment will be based on a structured interview and a neuropsychological assessment 
3. To confirm the memory complaints, participants from this group will have to score higher than 
13 (mean 27.6) in the Memory Failures of Everyday (MFE) test 
MCI: 
1. MCI patients should fulfil the following criteria: 1) Cognitive complaint corroborated by an 
informant (a person who stays with the patient for half a day almost 4 days a week);  
2. Objective cognitive impairment, documented by delayed recall from the Logical Memory II 
subtest of the Wechsler Memory Scale Revised (cut-off scores ≤16 for ≥16 years of education; ≤8 
for ≥8 to15 years of education [the maximum number of two paragraph items possible to 
correctly recall is 50]) and low scores in executive function tests;  
3. Performance on all measures of cognition must be >1.5 standard deviation units away from 
expected value (i.e no more than mildly impaired). 
4. Finally a MMSE score greater than or equal to 24;  
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5. According with their clinical and neuropsychological profile, all participants in this group will 
be considered as amnestic MCI (multidomain; memory + executive functions impairment) 
because they are more likely to develop AD (see Petersen, 2004).  
 
FigA7: Histogram showing the average scores for the different psychometric methods used for each 
group. 
mini mental state
examination
inverse digit directdigit delayedrecall
time-making test
B time (sec)
CN 28.88235294 5.942857143 8.142857143 24.65714286 117.3235294
SCD 28.31428571 5.757575758 8.696969697 20.82352941 139.6285714
MCI 26.28571429 4.028571429 7.257142857 7.6 236.2333333
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Appendix IV: Coefficients of mathematical models 
 
Table A.1: Coefficients of the mathematical models used to describe the evolution of COR, COH, GC, RHO, PSI, 
TE, SL, LZC, PLZC, PE and mPE values with age. Regressions were fitted to male (M) and females (F) values 
for each brain region: a-anterior, c-central, ll-left lateral, p-posterior, rl-right lateral. 
 Region Gender Coefficients  
𝒃𝟎 𝒃𝟏 𝒃𝟐 𝒃𝟑 𝒃𝟒 
COR a M 0.368900 0.086650 0.008154 - 0.017440 0.002578 
 F - 2.081000 3.723000 - 1.925000 0.399000 - 0.028560 
c M 0.661400 - 0.342400 0.229800 - 0.066020 0.006383 
 F - 0.573900 1.153000 - 0.456600 0.056310 - 0.000510 
ll M 0.629100 - 0.290900 0.198700 - 0.055880 0.005256 
 F - 2.185000 3.998000 - 2.195000 0.485000 - 0.037300 
p M 0.594000 - 0.250500 0.178100 - 0.050940 0.004825 
 F - 1.178000 2.575000 - 1.385000 0.292000 - 0.020890 
rl M 0.442000 - 0.023530 0.063150 - 0.027020 0.003087 
 F - 1.312000 2.709000 - 1.482000 0.315800 -0.022780 
COH a M 0.332000 - 0.143700 0.059800 - 0.006896  
 F 0.367100 - 0.089700 0.015100   
c M 0.042700 0.274300 - 0.100400 0.01100  
 F 0.116800 0.167000 - 0.065300 0.007800  
ll M 0.042800 0.401600 - 0.236600 0.053000 - 0.00400 
 F 0.374600 - 0.087200 0.013100   
p M 0.146800 0.188500 - 0.073800 0.008400  
 F 0.404100 - 0.090300 0.014800   
rl M - 0.095300 0.614800 - 0.341700 0.075000 - 0.005700 
 F 0.412600 - 0.109000 0.016600   
GC a M - 0.223000 0.407900 - 0.217300 0.045970 0.003388 
 F - 0.118300 0.231900 - 0.126300 0.027120 - 0.002003 
c M - 0.168300 0.299600 - 0.153000 0.030880 - 0.002160 
 F - 0.108400 0.218400 - 0.120500 0.026010 - 0.001912 
ll M - 0.099020 0.197500 - 0.108600 0.023540 - 0.001765 
 F - 0.125100 0.253900 - 0.144600 0.032390 - 0.002495 
p M - 0.171400 0.324200 - 0.172400 0.036280 - 0.002652 
 F - 0.028660 0.091990 - 0.055080 0.012580 - 0.000974 
rl M - 0.110400 0.222200 - 0.118600 0.024790 - 0.001794 
 F - 0.078330 0.172400 - 0.096990 0.021120 - 0.001564 
RHO a M - 0.020260 0.083070 - 0.041680 0.008265 - 0.000562 
 F 0.020750 0.001827 0.006845 - 0.003316 0.000409 
c M 0.022170 - 0.004250 0.012790 - 0.005076 0.000567 
 F 0.102100 - 0.153400 0.099460 - 0.025260 0.002198 
ll M 0.056530 - 0.028750 0.011300 - 0.002150 0.000167 
 F 0.031580 - 0.002293 0.006909 - 0.003162 0.000376 
p M 0.047880 - 0.029280 0.020840 0.005809 0.000555 
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 Region Gender Coefficients  
𝒃𝟎 𝒃𝟏 𝒃𝟐 𝒃𝟑 𝒃𝟒 
 F 0.102200 - 0.129400 0.079860 - 0.019620 0.001672 
rl M 0.041060 - 0.011540 0.005474 - 0.001273 0.000112 
 F 0.054150 - 0.043730 0.032910 - 0.009615 0.000926 
PSI a M 1.193000 - 2.333000 1.476000 - 0.368500 0.031470 
 F 0.462400 - 0.582100 0.392600 - 0.118800 0.011920 
c M 0.765300 - 1.639000 1.208000 - 0.346000 0.032920 
 F - 0.872500 1.174000 - 0.545800 0.104200 - 0.006816 
ll M 0.786900 - 1.391000 0.826800 - 0.204800 0.017510 
 F 1.424000 - 2.617000 1.552000 - 0.369100 0.030200 
p M - 3.293000 5.993000 - 3.613000 0.878800 - 0.073800 
 F - 2.431000 4.579000 - 2.751000 0.662800 - 0.055140 
rl M 1.257000 - 2.037000 1.017000 - 0.194600 0.012480 
 F 1.521000 - 2.672000 1.468000 - 0.323200 0.024800 
TE a M 0.368900 0.086650 0.008154 - 0.017440 0.002578 
 F - 0.421600 1.607000 - 0.921200 0.209600 - 0.016590 
c M 0.661400 - 0.342400 0.229800 - 0.066020 0.006383 
 F - 0.056690 0.927900 - 0.520900 0.114700 - 0.008766 
ll M 0.629100 - 0.290900 0.198700 - 0.055880 0.005256 
 F - 0.316500 1.381000 - 0.776200 0.174700 - 0.013740 
p M 0.594000 - 0.250500 0.178100 - 0.050940 0.004825 
 F - 0.258700 1.293000 - 0.744400 0.171800 - 0.013860 
rl M 0.442000 - 0.023530 0.063150 - 0.027020 0.003087 
 F - 0.181400 1.139000 - 0.642700 0.145500 - 0.011520 
SL a M 0.112800 - 0.057210 0.039940 - 0.010960 0.001023 
 F - 0.127500 0.360200 - 0.187300 0.038490 - 0.002713 
c M 0.037530 0.057130 - 0.020370 0.002053 0.000042 
 F 0.009948 0.100400 - 0.034410 0.002612 0.000203 
ll M 0.022910 - 0.000208 - 0.002968 0.000525 0.000014 
 F - 0.085420 0.302800 - 0.159900 0.033030 - 0.002343 
p M 0.096560 - 0.039250 0.0350400 - 0.01066 0.001056 
 F - 0.152500 0.429800 - 0.228200 0.047840 - 0.003451 
rl M 0.071650 0.014190 - 0.003917 - 0.000150 0.000097 
 F - 0.103000 0.330100 - 0.170200 0.034110 - 0.002330 
LZC a M 0.592645 0.003070 - 0.000023   
 F 0.610153 0.003474 - 0.000034   
c M 0.578715 0.003706 - 0.000033   
 F 0.590959 0.004071 - 0.000033   
ll M 0.534806 0.004183 - 0.000031   
 F 0.534806 0.004183 - 0.000031   
p M 0.534323 0.003614 - 0.000025   
 F 0.552774 0.003460 - 0.000024   
rl M 0.541700 0.003325 - 0.000021   
 F 0.541700 0.003325 - 0.000021   
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 Region Gender Coefficients  
𝒃𝟎 𝒃𝟏 𝒃𝟐 𝒃𝟑 𝒃𝟒 
PLZC a M 0.603000 -0.056000 0.023000 -0.003000  
 F 0.617300 -0.086200 0.051200 -0.012600 0.001100 
c M 0.605300 -0.088100 0.050400 -0.011700 0.001000 
 F 0.606000 -0.106900 0.076500 -0.021200 0.002000 
ll M 0.551000 0.004000 -0.001000   
 F 0.600000 -0.013000 0.002000   
p M 0.573000 -0.044000 0.019000 -0.002000  
 F 0.558000 -0.009000 0.002000   
rl M 0.543400 0.005500 -0.000900   
 F 0.098000 -0.013000 0.002000   
PE a M 0.613300 0.136700 - 0.077000 0.018600 - 0.001600 
 F 0.758500 - 0.106900 0.065400 - 0.016000 0.001400 
c M 0.653800 0.023600 - 0.003200   
 F 0.743300 - 0.111800 0.071700 - 0.017500 0.001500 
ll M 0.660700 0.000600 0.004700 - 0.000900  
 F 0.685900 - 0.020000 0.009000 - 0.001000  
p M 0.675400 - 0.027700 0.017100 - 0.002300  
 F 0.692300 - 0.032000 0.014700 - 0.001700  
rl M 0.644200 0.021200 - 0.002900   
 F 0.668000 0.000800 0.000800   
mPE a M 0.613300 0.136700 - 0.077000 0.018600 -0.001600 
 F 0.750600 - 0.090400 0.053800 - 0.012600 0.001000 
c M 0.653500 0.024000 -0.003200   
 F 0.741200 - 0.108200 0.069900 - 0.017100 0.001400 
ll M 0.660700 0.000600 0.004700 - 0.000900  
 F 0.690900 - 0.029600 0.013600 - 0.001500  
p M 0.675400 - 0.027700 0.017100 - 0.002300  
 F 0.690900 - 0.029600 0.013600 - 0.001500  
rl M 0.644200 0.021200 - 0.002900   
 F 0.683700 - 0.021900 0.009900 - 0.001100  
 
 
 
