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二東安定点をもつ シナプスが作 るニューロン群のネッ トワーク特牲
ニュー ラルネッ トワー クのカテゴリー としてはマッカロ ･ビ ッツ型の興奮特
性を持つニューロンに lebb±型の学習別を もつ教師な し白己学習型ニュー ラ
ルネットワークを考える｡ マッカロ ･ビッツ型のニューロンとは xを入力 と
した時その出力 f(x)が階段関数である場合を指すoまた Hebb~型の学習別 と
は今の場合､ニューロンが興奮 して発火 した時､そこの シナプス荷重 (信号の
伝達効率)が増強する､ というものをさす｡ 更 に lebb± 型の学習規則 とは
興奮 したニューロンの シナプス伝達効率は増強す るが､逆に入力の細いニュー
ロン間の シナプス伝達‡,J率は下がるというものである｡ 3) 今のモデルは対象
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｢パターン形成､運動及びその統計｣
としてほ､脳のお もに視覚系のパター ン認識 (短期妃櫨)､及び視覚的な情報










と表 され､右辺の第 2項が学習の為の入力の部分を表現 している｡ 1) この学
習方程式の第 1項は､WH の potentialを VH(Ⅳ=)として
(d/dt)Wij- -(dVij/dWij)+ 打(Xl-0･5)∫(写W事jXi-0)1
vij(Wり)≡(1/2)α Wり2
ととったことに相当している｡ この項は入力 Xlが細い時に Wり - 0とな
るような忘却の効果を表す ものである｡ 以後､一つの シナプス結合 WIjの
potentiilに的を絞 って試論 し､その為添え字の i.jを省略す る｡ 筆者 ら
の提案は､ シナプス結合 W のポテンシャルを次の doublemiminumを持つ も










初 期 状 AR
入力 X の提示
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図 2 2正安定点 を もっポテンシャル上での学習過程｡ ランダムに散 らば
っている シナプス結合荷重がパター ンの安東 (右)とそれ以外 の雑音
(左) に分かれ る｡
このように (2)の学習方程式の potentialの項が複雑になった場合はバター
ンの入力と PotentialDynamicsの統合が起こる｡ 例えば potentialの項が
(d/dt)W - γW で不安定化する場合 (t～ o)､t=Oで Iw I<Wq
< 1- の初期条件 に対 して W(t)- WBeXp(γt)なので potertia1-によLる~
力に対抗 してパターンを分離させる為には WOくexp(rt)-1).< q
(あるいは γtく~ln(7/恥 +1))の関係を満たした-71(時刻 t後の信号の強
さ)が必要である｡ 詳細は省 くことにして､今 (2)式の学習方程式のポテン
シャルが (3)の様な二重安定点を持つ場合を考え､その学習過程を示そう｡
例えば､potential項の不安定化の定数でスケールした学習方程式は
(d/dt)☆ - W -71W3 +,7(Xr0.5)∫(∑WHXre)6(‥ nT8) (5)
となる｡ 初糊条件､各パラメーターは､t:0,での.W のばらつきを lw匂暮
<0.3.入力の時間間隔 で巧を不安定化の特徴的な時間の 1/10､とし先の評
価 γtくln(7/W8+1)を 0.10く0.51で満たしている｡ 学習は A,B というバ
ターンをTqの時間間隔で交互に入力 した (n-0.1.2､････).
図3に学習するシナプス結合荷重の時間変化､図4にWの軌跡とポテンシャ
ルの関係を示 した｡ 図 4の方から見ると､ t-0において IWBl<0:3でば
らついていたシナプス結合荷盃 Wが人力の要素である A (ら) という部分だけ





















































































(a) (b) (C) (d) く○)
図 3 結合荷頚 w IJのj番目の値の





















A (81以外 A く8)に
の実弟 柄する冥尭





図3に学習す るシナプス結合荷重の時間変化､図4にWの軌跡 とポテ ンシャ
ルの関係を示 しJた｡ 図 4の方か ら見 ると､' tEoにおいて lwBI<o･3でば
らついていたシナプス結合荷重 Wが入力の要素である A (B) とい う部分だけ'
ポテンシャルの右側に押 しやられ､A (B)の要素以外のWは経書として dou-
blem`inimump｡tentiafの左側に移行す る｡ 各 W の軌跡は時間が経つに従
って､ (a)- (e) と変化するが (ら).(C)は入力 とポテンシャルの吸引力がつ り
あった定常状態､ (d).(e)は入力が途絶えたあとのパターンの保持をにWがあ
ることを示 している｡ また図3､を見ると確かに t=0で ランダムにバラついて




以上､ Iebb別の学習方程式の potential項が2重安定点を持っ場合の Neu
ralNetorkについて簡単に紹介 した｡ 紙面を配慮 して触れなかったが､この
ような neuralnetvorkのパターン分離 (認識)が物理の "パ タ ー ン形成 "め
問題とと非常に似ていることはおわかりいただけると思 う｡ q2,ql 型の po-
tential上での秩序形成は鈴木によって詳 しく調べられているので参考になる
がら)､今の場合重要なのはむ しろ初期での分離が重要のようである｡ またこの














う｡7) 要は脳の構造に注意 しながら､その機能を論 じることに将来的な発展
があろうということである｡ また､迂遠なことのように思われるかもしれな
いが､生命､生命体の孟忍言訳などを論じる場合､郡司､橋爪､-ー ト､ウィトゲ
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