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1. Introduction
If X , Y are Banach spaces and L : X → Y is a continuous linear surjection, it is well known that L is an open mapping,
so that the ﬁber map y → L−1(y) is lower semicontinuous, and by Michael’s theorem [4] it admits continuous selections,
which are then right inverses of L. But the restriction f of L to a convex non-open subset M is not necessarily an open map
onto L(M), even when X , Y are ﬁnite-dimensional and M is a convex body (compact, convex, with non-empty interior), as
simple examples show (Example 2).
Problem 1. Find conditions on M and L which ensure that f is an open map, or at least that it has a continuous right
inverse.
This problem is attacked here using convex closed multivalued mappings.
In Theorem 7 we show that the answer is aﬃrmative for polyhedral sets; in Theorem 14 we give a condition related to
strict convexity; ﬁnally, in Theorem 19 it is proved that the answer is aﬃrmative for the addition map restricted to two-
dimensional convex bodies. In Theorem 15 it is proved that any right inverse on the boundary of L(M) may be extended to
a right inverse on all of L(M).
The present paper has its main source in the ﬁrst author’s graduation thesis [3], written under supervision of the second
author.
Some interesting applications about splitting of maps are considered in Section 6.
1.1. Background
All vector spaces are real vector spaces. A little nomenclature on segments: if x, y ∈ X , with X a vector space, then
[x, y] = {(1− t)x+ ty: t ∈ [0,1]} is the closed segment with extremes x, y; a point z = (1− t)x+ ty with 0 < t < 1 is said
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L.F. Midolo, G. De Marco / Topology and its Applications 156 (2009) 1186–1191 1187to be an inner point of the segment, unless x = y, in which case the segment, reduced to a point, is degenerate, and has no
inner points; the set of inner points of the segment [x, y] is denoted ]x, y[, when x = y; otherwise it is empty. Recall that if
a convex set M in a normed space X has non-empty (topological) interior, and a ∈ intX (M), b ∈ M , then the set [a,b]  {b}
is contained in intX (M) (see, e.g., [7, Theorem 6.1]). It follows that if an inner point of a segment contained in a convex
set M belongs to the boundary ∂X (M), then the whole segment is contained in ∂X (M).
When X is ﬁnite-dimensional for the study of the problem mentioned in the introduction we can of course restrict the
domain X to the smallest aﬃne subspace of X containing M , and the range space Y to the image under L of this subspace;
that is we can assume that X is the smallest aﬃne space containing M and that Y is the image under L of X . This clearly
does not alter any relevant property of the restriction f , and has the advantage that both M and L(M) have non-empty
interior in X , Y (see [7]). We say that L is M-irreducible when this situation occurs. We refer to [1] for basic topological
terminology.
2. Preliminary considerations
Here we give an example to show that the mapping f deﬁned in the introduction is not in general an open map
(equivalently, the ﬁber map y → f −1(y) is not lower semicontinuous as a multifunction of L(M) into M).
Example 2. Let L :R3 → R2 be the projection onto the ﬁrst two coordinates, and let M the convex hull in R3 of
I = {(1,0,1)}∪ {(cos t, sin t,0), t ∈ [0,2π)},
i.e. M is the cone over the closed unit disc D in the plane, with vertex (1,0,1) and L(M) = D .
If we say that a continuous map f : S → T of topological spaces is open at the point c ∈ S when f (U ) is a neighborhood
of f (c) in T , for every neighborhood U of c in S , then in the above example we have that f is open at (1,0,0), and
not open at any other point of the segment {(1,0, t): t ∈ [0,1]} = f −1(1,0). However, a continuous right inverse to f ,
a continuous s : D → M with f (s(η)) = η for all η ∈ L(M) trivially exists, being s(x, y) = (x, y,0); in Theorem 15 we give
a general result to deal with this situation.
Notice that, in general, openness at every point x in the ﬁber f −1(y) is a necessary and suﬃcient condition for the ﬁber
map to be lower semicontinuous at y.
The next example, communicated to us by Semenov, has no continuous selection whatsoever.
Example 3 (Semenov). Take in R3 the convex hull M of the arc of cylindrical helix E = {(cos t, sin t, t): t ∈ [0,2π ]} and let
still L be the projection onto the ﬁrst two coordinates.
Again L(M) is the closed unit disc; and we easily see that f −1(cos t, sin t) = {(cos t, sin t, t)} if t = 0,2π . Notice that if
S = ∂D is the unit circle, the only possible right inverse to f on S  {(1,0)} is s(cos t, sin t) = (cos t, sin t, t) (t ∈ ]0,2π [),
a continuous map that plainly has no continuous extension to S . In this case f is not open, at no point of the segment
{(1,0, z): z ∈ [0,2π ]} = f −1(1,0).
3. A ﬁrst answer: Polyhedral sets
3.1. Self-similarity
Deﬁnition 4. Let Y be a normed space, C a convex subset of Y , p a point of C . The set C is said to be (locally) self-similar
at p if for each λ ∈ (0,1) we have that the set p+λ(C − p) is a neighborhood of p in the relative topology of C ; C is called
self-similar if it is self-similar at everyone of its points.
Plainly every convex set is self-similar at every point of its topological interior. A square is self-similar, even at vertices,
and it is easy to see that a closed Euclidean ball is not self-similar, at any point of its boundary; thus self-similarity is not
related to uniqueness of supporting hyperplanes.
We note the following: if p + λ(C − p) is a neighborhood of p in C for one λ, with 0 < λ < 1 then p + μ(C − p)
is a neighborhood of p in C for every μ, with 0 < μ < 1. In fact, assuming for simplicity p = 0, as we may, if λC is
a neighborhood of 0 then λ2C is a neighborhood of 0 in λC , since the map x → λx is a homeomorphism of C into λC ; but
a neighborhood of 0 in the relative topology of the neighborhood λC of 0 is of course a neighborhood of 0 in the relative
topology of C . Inductively, λnC is a neighborhood of 0 in C for every n ∈ N, and the conclusion is now immediate.
Notice also that if M and N are self-similar at a common point p then M ∩ N is self-similar at p; in particular, if M
is self-similar at p ∈ M , then for any δ > 0 the set M ∩ B(p, δ) is self-similar at p, so that p + λ(M ∩ B(p, δ) − p) is
a neighborhood of p in M ∩ B(p, δ), for every λ ∈ (0,1), and hence also a neighborhood of p in M . In other words, we have
that a convex set M is self-similar at its point p if and only if for some δ > 0 the set M ∩ B(p, δ) is self-similar at p.
Next, recall the following:
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continuous linear forms on X and α j ∈ R such that
K = {x ∈ X: f j(x) α j, j = 1, . . . ,n}.
It is easy to see that if K is polyhedral in X , then it is self-similar: in fact p + λ(K − p) is polyhedral, since we have:
p + λ(K − p) = {x ∈ X: f j(x) β j, j = 1, . . . ,n}
where β j = (1− λ) f j(p) + λα j . Then if f j(p) = α j for j = 1, . . . ,k and f j(p) < α j for j = k + 1, . . . ,n we have that
{
x ∈ K : f j(x) β j = α j, j = 1, . . . ,k and f j(x) < β j for j = k + 1, . . . ,n
}
= K ∩ {x ∈ X: f j(x) < β j + 1, j = 1, . . . ,k and f j(x) < β j for j = k + 1, . . . ,n}
is open in the relative topology of K , is contained in p + λ(K − p), and contains p. If a convex subset M of X is locally
polyhedral, then it is self-similar.
3.2. Compact self-similar implies polyhedral
In fact self-similarity is equivalent with ‘being polyhedral’, at least for compact sets in ﬁnite-dimensional spaces:
Proposition 6. If M is a convex compact self-similar subset of Rn, then M is polyhedral.
Proof. We call extreme points of a convex set M the points p which are not inner points of any segment of M (see [7]).
Denote by E(M) the set of extreme points of M . We prove that each p ∈ M has a neighborhood U in M such that U ∩ E(M)
is either empty, or {p}. We can assume p = 0, and for ﬁxed λ ∈ ]0,1[ we take δ > 0 with δB ∩ M ⊆ λM , where B is the unit
ball of Rn; δ exists by self-similarity. Let U = δB ∩ M , now if u ∈ U we have u = λy with y ∈ M , and if u = 0 then u is an
inner point of the segment [0, y], which lies in M . Then the set E(M) of extreme points is closed and discrete in M , hence
ﬁnite, by compactness of M . But each convex compact set is the convex hull of E(M) [7], so M is the convex hull of a ﬁnite
set, and since the ambient space is ﬁnite-dimensional M is polyhedral [7]. 
3.3. The theorem
Now we have:
Theorem 7. Let L : X → Y be a continuous linear surjection between the Banach spaces X, Y and let M be a convex and bounded
subset of X . Put C = L(M) and denote by f :M → C the restriction of L. If C is self-similar at y ∈ C, then f :M → C is open at any
point of f −1(y).
Proof. Let x ∈ M with y = f (x), B(x, 	) ball centered in x of radius 	 . If d = diam(M), and λ < min(	/d,1) then we have
Mλ = x+ λ(M − x) ⊆ B(x, 	); but then
L
(
B(x, 	) ∩ M)⊇ L(Mλ) = y + λ(C − y)
is a neighborhood of y in C by self-similarity at y. 
Corollary 8. If C = L(M) is self-similar, in particular if L(M) is polyhedral, and M is bounded, then f is an open mapping; and if M is
also closed, then f has a continuous right inverse.
As a second application:
Corollary 9. Let L : X → Y be a continuous linear surjection between the Banach spaces X, Y and let M be a convex and bounded subset
of X , with non-empty interior. Denote by f :M → L(M) the restriction of L. Then the ﬁber map y → f −1(y) is lower semicontinuous
at every point of f (intX (M)). In particular, if the ﬁber map is not lower semicontinuous at y, then f −1(y) ⊆ ∂X (M).
Proof. Simply observe that f (intX (M)) is open, hence contained in the interior intY ( f (M)), and that by Theorem 7 the
ﬁber map is lower semicontinuous at every point of intY ( f (M)), since at these point f (M) is self-similar. 
Remark 10. Although not needed in the sequel, it is perhaps worth noticing, and illuminating for the reader, that in the
hypotheses of the above corollary we actually have intY (L(M)) = L(intX (M)). In fact, given b ∈ intY (L(M)) we prove that we
have b = L(v) for some v ∈ intX (M). Pick a ∈ L(intX (M)); if a = b we are done. Otherwise, on the ray S = {a+t(b−a): t  0}
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linear map L; we then have d = a + t(b − a), with t > 1, since b ∈ intY (L(M)). If 1 < s < t the point c = a + s(b − a) then
belongs to intY (L(M)). Pick u,w ∈ M such that a = L(u) and c = L(w), taking u ∈ intX (M). By Section 1.1 the segment ]u,w[
is contained in intX (M), in particular v = u + (1/s)(w − u) ∈ intX (M), so that b = L(v) ∈ L(intX (M)), as asserted.
3.4. Finite-dimensional case
In the ﬁnite-dimensional case we can get a stronger result. In this case, as observed, a compact convex self-similar set
is a polyhedron. Now, compact polyhedra admit a triangulation, that is, if C is a compact polyhedron in Rm there is a ﬁnite
set S of simplexes of Rm which is a simplicial complex and whose underlying space |S| is C (see [2], 2.6.10 for a proof and
for the relevant deﬁnitions, noticing that what is here a compact polyhedron is there called cell, whereas there polyhedra
are the underlying spaces of simplexes). Then we have:
Proposition 11. Let X , Y be normed spaces L : X → Y linear, M a convex subset of X , f :M → L(M) = C the restriction map. Assume
that Y is ﬁnite-dimensional and that C is a compact polyhedron. Then f has a continuous piecewise aﬃne right inverse g, in particular
it is an open mapping.
Proof. Triangulate C with a simplicial complex S; for any vertex v of S pick g(v) ∈ f ←(v). The vertex map so deﬁned has
a unique piecewise aﬃne continuous extension g on C = |S| to X (imitate the proof of [2, 2.5.5]), whose range is contained
in M by convexity of M , and which by linearity of L is such that f (g(y)) = y, for every y ∈ C . 
4. Second answer: M strictly convex along ker(L)
The theorem of this section and its corollary (Proposition 17) were independently discovered by the ﬁrst author and
Repovš and Semenov, see [6].
We start with the following easy:
Lemma12. Let X and Y be normed spaces, L : X → Y linear continuous, M a compact convex subset of X , and denote by f :M → L(M)
the restriction of L. If the ﬁber f −1(y) contains no segment, then the ﬁber map is lower semicontinuous at y.
Proof. Since the ﬁber f −1(y) is convex, it contains no segment iff it is reduced to a single point. Now, since M is compact,
f is a closed map, hence the ﬁber map is upper semicontinuous, so at points where the ﬁber is a singleton it is also lower
semicontinuous. 
Notice that, barring the trivial case ker(L) = {0}, the ﬁber f −1(y) can consist of a single point only if y is not in the
image of any interior point of M .
Next we give the:
Deﬁnition 13. Let X be a normed space, and let M be convex subset of X . Then M is said to be strictly convex (in X ) if
u, v ∈ M implies ]u, v[ ⊆ intX M; if K a linear subspace of X , M is said to be strictly convex (in X ) along K if u, v ∈ M ,
u − v ∈ K implies ]u, v[ ⊆ intX M .
Now we have:
Theorem 14. Let X and Y be ﬁnite-dimensional spaces, L : X → Y a linear map, M a compact convex subset of X strictly convex
along ker(L), and let f :M → L(M) be the restriction of L. Then f is an open map, and so it has a right continuous inverse.
Proof. It is not restrictive to assume that L is M-irreducible (see Section 1.1), so that we may assume that intX (M) is
non-empty. By Corollary 9 the ﬁber map is both upper and lower semicontinuous at every interior point of L(M). Since
L(intX (M)) ⊆ intY (L(M)), if y ∈ L(M) is not in intY (L(M)), then f −1(y) ⊆ ∂M , and by the hypothesis of strict convexity
along ker(L) the ﬁber f −1(y) is then reduced to a single point; now apply the lemma. 
5. The boundary condition
If we have a continuous selection on ∂L(M), we can extend it to all L(M), as proved by the following:
Theorem 15. Let L : X → Y be a linear surjection between ﬁnite-dimensional normed spaces, and let M be a convex body in X.
If there exists h : ∂Y (L(M)) → M continuous with L(h(y)) = y for each y ∈ ∂Y L(M) then h admits an extension s : L(M) → M
continuous with L(s(y)) = y for each y ∈ L(M).
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lower semicontinuous. For y ∈ intY L(M) this follows from Corollary 9; we have to prove it for y ∈ ∂Y L(M). Denote h(y) by x;
taking an open ball B(x, 	) around x continuity of h implies that there is δ > 0 such that h(B(y, δ) ∩ ∂L(M)) ⊆ B(x, 	). We
prove that there exists r, with 0 < r  δ, such that G(η) ∩ B(x, 	) is non-empty for every η ∈ B(y, r) ∩ L(M); this concludes
the proof. First pick λ, with 0 < λ < min{	/diam(M),1}; then we have x+λ(M − x) ⊆ B(x, 	)∩M , and hence G(η)∩ B(x, 	)
is non-empty if η ∈ y + λ(L(M) − y). We are left to prove that we can ﬁnd r > 0 such that if η ∈ B(y, r) ∩ M , but η /∈ y +
λ(L(M)− y), then still G(η)∩ B(x, 	) is non-empty. Since η /∈ y + λ(L(M)− y), if we take t > 1/λ then y + t(η − y) /∈ L(M);
it follows that there exists μ, with 1 < μ  1/λ, such that y + μ(η − y) ∈ ∂L(M). If |η − y| < r, with r < λδ, we have
y + μ(η − y) ∈ ∂L(M) ∩ B(y, δ), hence h(y + μ(η − y)) ∈ B(x, 	); but then the entire segment [x,h(y + μ(η − y))] is
contained in B(x, 	), and the image by L of this segment contains η. 
6. Splittings
If A and B are convex bodies in Rn , and A + B is their Minkowski sum, can we ﬁnd s = (sA, sB) : A + B → A × B
continuous with sA(x) + sB(x) = x? Notice that this is equivalent to assert, as observed in [5], that for every topological
space T and f : T → A + B continuous, we can split f into the sum of two continuous maps f A : T → A, f B : T → B . The
preceding results yield some partial answers to this question.
Proposition 16. If L :Rp × Rq → Rn is a linear map and A, B are polyhedral bodies in Rp , Rq then there exist sA : L(A × B) → A
and sB : L(A × B) → B with L(sA(y), sB(y)) = y for each y ∈ L(A × B).
Proof. The Cartesian product of two polyhedral sets, and the image of a polyhedral set under a linear transformation are
all polyhedral sets, in the ﬁnite-dimensional case (see [7]); it follows that L(A × B) is polyhedral, hence self-similar. Then
apply Corollary 8. Using Proposition 11 instead, we can even take sA , sB piecewise linear. 
As an application of Theorem 14 we have:
Proposition 17. Let L :Rp × Rq → Rn be a linear map and let A, B be strictly convex bodies of Rp , Rq respectively; denote by
f : A × B → L(A × B) the restriction of L.
(1) If ker(L) ∩ (Rp × {0}) = ker(L) ∩ ({0} × Rq) = {0}, then f is an open mapping.
(2) If p = q = n and L(x1, x2) = x1 + x2 , then there exist continuous mappings sA : A + B → A and sB : A + B → B with
sA(z) + sB(z) = z for each z ∈ A + B.
Proof. (1) Under that hypothesis M = A × B is strictly convex in Rp × Rq along ker(L): assume in fact that u − v ∈ ker(L),
with u = (u1,u2) and v = (v1, v2) in A × B; the hypothesis says that u1 = v1 iff u2 = v2. If u1 = u2 and v1 = v2 then strict
convexity of A and B implies that if (a,b) is a non-trivial convex combination of u, v then a is in the interior of A and b
in the interior of b, and so (a,b) is in the interior of A × B .
(2) Addition satisﬁes the preceding kernel property. 
Remark 18. Statement (2) above may be strengthened as follows:
Let A, B ⊆ Rn be convex bodies in Rn; assume also that at least one of them is strictly convex in Rn . Then the addition
map f : A × B → A + B , f (x, y) = x+ y has a right inverse.
Proof. By Corollary 9 we have to check lower semicontinuity of the ﬁber map z → f −1(z) only at points z ∈ ∂(A + B).
Observe that if (a,b) ∈ A × B , and a ∈ int(A), or B ∈ int(B), then a + b ∈ int(A + B): in fact, if a + U ⊆ A, where U is
a neighborhood of the origin in Rn , then a + b + U ⊆ A + B , and analogously for b. It follows that if the ﬁber map is
not lower semicontinuous at c = a + b, then f ←(c) ⊆ ∂ A × ∂B . But then this set is a singleton: if (u, v) ∈ f ←(c) with
(u, v) = (a,b), then clearly a = u and b = v; by convexity the ﬁber contains the segment [(a,b); (u, v)], and by strict
convexity of one among A, B , say B , the ﬁber contains points of A × int(B), all points (λa + (1− λ)u, λb + (1− λ)v), with
λ ∈ (0,1).
And when the ﬁber over c is a singleton, by Lemma 12 the ﬁber map is lower semicontinuous at c. 
In the two-dimensional case we were able to entirely remove the strict convexity assumption from Proposition 17.
Theorem 19. If A and B are convex bodies in R2 then the addition map f : A × B → A + B, f (x1, x2) = x1 + x2 is an open map, and
so it has a continuous right inverse.
Proof. By Theorem 7 and Lemma 12, we have to check lower semicontinuity of the ﬁber map only at points z of the
boundary of A + B for which the ﬁber f −1(z) contains more than one point. If z = a1 + b1 = a2 + b2, with ai ∈ A and
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(1 − λ)a1 + λa2 + b1 ∈ A + B , z − λv = a1 + (1 − λ)b1 + λb2 ∈ A + B , for every λ ∈ [0,1]. Since A + B has a non-empty
interior and the middle point z of this segment is in the boundary of A + B , the whole segment must be contained in the
boundary. Now it suﬃces to prove that z has a polyhedral neighborhood in A + B , which is then locally self-similar at z.
It is not restrictive to assume that z = 0, and that [z − v, z + v] is the segment [−1,1] × {0}; we may also assume that
A + B is contained in the upper half-plane {(x, y) ∈ R2: y  0}. Recalling that A + B is the closure of its interior we can
pick c = (ξ,η) ∈ int(A + B) such that |c| < 1; then 0 < η < 1, |ξ | < 1, and the triangle whose vertices are (−1,0), (1,0),




(x, y) ∈ R2: y < η
ξ + 1 (x+ 1); y <
η
ξ − 1 (x− 1), y > −1
}
,
and this open triangle contains 0. 
6.1. A more general related problem
The problem discussed in this paper was originated by a question raised by U. Marconi about splitting selections: since
the same question was asked to Repovš and Semenov, it is not surprising that they came up with a couple of answers
identical to ours, namely Theorem 14 and Proposition 17 (see [5,6]).
The following problem appeared in a slightly different version in [5]:
Problem20. Let: F : X → Y be a lower semicontinuous set-valued function from a paracompact space X to a Banach space Y ,
L : Y → Z a linear continuous map from Y to a Banach space Z , and let f : X → Z be a continuous selection of L ◦ F .





for each x ∈ X?
In [5] it was proved that there always exist 	-approximate selections (see [4] for the deﬁnition of this notion), but in
general not selections, under the hypothesis that F = F1 × F2 with F1, F2 convex-valued lower semicontinuous (see [5]).
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