Wayne State University
Wayne State University Dissertations

1-1-2013

Application Of Scanning Hall Probe Microscopy
For High Throughput Characterization Of
Combinatorial Magnetic Materials
Girfan Shamsutdinov
Wayne State University,

Follow this and additional works at: http://digitalcommons.wayne.edu/oa_dissertations
Part of the Physics Commons
Recommended Citation
Shamsutdinov, Girfan, "Application Of Scanning Hall Probe Microscopy For High Throughput Characterization Of Combinatorial
Magnetic Materials" (2013). Wayne State University Dissertations. Paper 917.

This Open Access Dissertation is brought to you for free and open access by DigitalCommons@WayneState. It has been accepted for inclusion in
Wayne State University Dissertations by an authorized administrator of DigitalCommons@WayneState.

APPLICATION OF SCANNING HALL PROBE MICROSCOPY FOR HIGH
THROUGHPUT CHARACTERIZATION OF COMBINATORIAL
MAGNETIC MATERIALS

by
GIRFAN SHAMSUTDINOV
DISSERTATION
Submitted to the Graduate School
of Wayne State University,
Detroit, Michigan
in partial fulfillment of the requirements
for the degree of
DOCTOR OF PHILOSOPHY
2013
MAJOR: PHYSICS (Condensed Matter)
Approved by:
_________________________________________
Advisor

Date

_________________________________________
_________________________________________
_________________________________________

© COPYRIGHT BY
GIRFAN SHAMSUTDINOV
2013
All Rights Reserved

DEDICATION

TO MY FAMILY

ii

ACKNOLEDGEMENTS
It has been long and exciting journey of my work and study at Wayne State University
and there are so many individuals who have been helping, supporting, guiding and encouraging
me along the way. I do not have enough words to express my sincere gratitude to those who have
been with me regardless of physical time and space factors.
I entered Wayne State to participate in the creation of the Barrel Electromagnetic
Calorimeter (BEMC) for the STAR detector at the Relativistic Heavy Ion Collider (RHIC) which
is located at Brookhaven National Laboratory; and I would like to express my gratitude to
Professor Thomas M. Cormier and Dr. Jose Riso for being great project leaders and mentors. It
was a pleasure and privilege to work with and learn from them.
After successful completion of the BEMC project I entered the Graduate School at
Wayne State and met a great person, Professor Boris Edward Nadgorny who became my
graduate advisor. Professor Boris Nadgorny guided me through my graduate studies and research
and I am extremely thankful for his continuous assistance, encouragement, great enthusiasm, and
monetary support. His patience and consideration along with wise guidance helped me to
overcome academic and life challenges. In particular, I do appreciate so greatly his invaluable
heartfelt help with my teaching assignment when I had to be away from Wayne State for a part
of a semester.
I am very grateful to Professors Ratna Naik, Peter Hoffmann, Ivan Avrutsky and Zhixian
Zhou for their acceptance to serve on my dissertation committee and their useful suggestions,
comments and discussions.
I wish to thank Professors Ratna Naik and Jogindra Wadehra for guidance and support in
my graduate study and being wise mentors. I am also very thankful to Dr. James Scott Payson

iii

for introducing me to the challenging and exciting world of teaching and to making my first steps
in this world smooth and joyful by providing exceptional coaching assistance and valuable
advice. Along with that, I would like to thank my Wayne State students, who I have been
mastering my teaching and presentational skills with, for their patience and understanding.
I am also thankful to the current and former members of my research group and other
fellow students at Physics and other departments for their friendship, wonderful time together
and support. In particular, I am grateful to Dr. Raghava Pangulury for keeping warm friendship
as well as for finding time to discuss different aspects of life and providing me with kind
advising even after his leaving Wayne State.
I am incredibly grateful to former Ohio State University graduate student Peng Zhao,
now Dr. Peng Zhao, and his university colleagues for providing me with very important for my
dissertation work diffusion multiple samples. We spent a lot of great and fruitful time together
(unfortunately not face to face, but on Skype and on the phone) discussing the experimental
setups and results.
I do deeply value my beloved family and dear friends who live at different places in the
United States and all over the world; and I really appreciate their sincere patience, support,
encouragement and all good things they have done for me.
Finally, I am very thankful to the entire faculty and staff community at Physics
Department who have been really helpful, kind and friendly and made me proud to be a part of it.

iv

TABLE OF CONTENTS
Dedication ....................................................................................................................................... ii
Acknoledgements ........................................................................................................................... iii
List of Tables ............................................................................................................................... viii
List of Figures ................................................................................................................................ ix
Chapter 1 Introduction .................................................................................................................... 1
Combinatorial Approach ............................................................................................................. 3
Chapter 2 3d Transition Metal Ferromagnets and their Alloys ...................................................... 5
Chapter 3 Combinatorial Approach to Materials ............................................................................ 8
Chapter 4 Scanning Probe Techniques ......................................................................................... 13
Scanning Tunneling Microscopy (STM)................................................................................... 13
Atomic Force Microscopy (AFM) ............................................................................................ 16
Magnetic Force Microscope (MFM) ......................................................................................... 19
Scanning Hall Probe Microscopy (SHPM) ............................................................................... 21
The Microscope Body Assembly .......................................................................................... 22
Principles of SHPM ............................................................................................................... 23
AFM integrated SHPM .......................................................................................................... 27
Operating Parameters and Sensitivity at Different Temperatures ......................................... 29
Chapter 5 Scanning Electron Microscopy Techniques for Material Characterization ................. 32
Scanning Electron Microscope.................................................................................................. 32
Energy Dispersive X-ray Spectroscopy (EDS) ......................................................................... 33
Electron Backscattered Diffraction (EBSD) ............................................................................. 36
Sample preparation for Electron Backscattered Diffraction ..................................................... 38

v

Integrated EBSD/EDS mapping ................................................................................................ 40
Chapter 6 Compositional and Structural Analysis of Diffusion Samples .................................... 42
Diffusion Multiple Fabrication.................................................................................................. 42
Composition-structure-property relationship study .................................................................. 44
EDS sample composition analysis ......................................................................................... 44
EBSD sample crystal structure determination ....................................................................... 49
Chapter 7 Magnetic Properties Study with SHPM ....................................................................... 57
Experimental Setup ................................................................................................................... 57
Sample Mounting and Positioning ............................................................................................ 58
Hall Probe Alignment and the Sample-Probe Distance ............................................................ 59
Magnetization Measurement Technique ................................................................................... 61
Experimental Parameters........................................................................................................... 63
Hall Probe Parameters ............................................................................................................... 63
Environment .............................................................................................................................. 65
Sample-Probe Distance ............................................................................................................. 66
Hall Probe Calibration and Noise Level ................................................................................... 67
Magnetization Determination from the Magnetic Field Distribution Data ............................... 69
Magnetic field simulation for the region with changing magnetization ................................ 71
Saturation Magnetization of the Co-Fe-Ni alloys ..................................................................... 73
Chapter 8 Magnetic Properties of Manganese Silicide ................................................................. 81
Introduction ............................................................................................................................... 81
Preliminary results of magnetic measurements ......................................................................... 84
Measurements of Magnetic Domains using SHPM .................................................................. 85

vi

Conclusions ............................................................................................................................... 93
Chapter 9 Conclusions and Future Work ...................................................................................... 95
References ..................................................................................................................................... 97
Abstract ....................................................................................................................................... 106
Autobiographical Statement........................................................................................................ 108

vii

LIST OF TABLES
Table 4.1 SHPM operating parameters and sensitivity at different temperatures ........................ 30
Table 7.1 Magnetic properties (TC, TN, and β) of pure elements, Co, Fe, and Ni.
a

Neel Temperature. ....................................................................................................... 74

viii

LIST OF FIGURES
Figure 2.1

The Slater-Pauling curve illustrating the mean atomic moment for different binary
alloys as a function of their composition, from [2.8]. ................................................ 6

Figure 3.1

Schematic for making a library of a ternary alloy system. (a) Co-sputtering off of 3
guns is used to create composition spread on a 3" wafer. The wafer has
continuously changing composition mapping a large fraction of the ternary phase
diagram (b). The exact composition distribution is obtained using wavelength
dispersive spectroscopy, from [3.10]. ........................................................................ 9

Figure 3.2

Example of physical property mapping of a ternary metallic alloy system from a
combinatorial experiment. X-ray diffractograms are plotted for the entire ternary
system in a panoramic manner. Each red "dot" corresponds to the presence of a
diffraction peak at the 2θ angle marked on the left scale. On the bottom is the
mapping of the magnetization. From such a plot, correlation between the phases (or
diffraction peaks associated with them) and magnetism can be readily deduced,
from [3.10], [3.11]. .................................................................................................. 10

Figure 3.3

Remanent magnetization mapping of various ternary alloy systems obtained using
the combinatorial technique [3.15]. Inside the purple curves are the regions mapped
in each experiment. The black circles demote the Heusler composition regions,
from [3.15]. .............................................................................................................. 12

Figure 4.1

Platinum-iridium alloy STM tip mounted in a tip holder by NanoMagnetics
Instruments, Ltd., from [4.7].................................................................................... 15

Figure 4.2 The basic elements of scanning tunneling microscopy. ............................................ 15
Figure 4.3

A STM scan of 4x4 μm silicon grating covered with 50 nm layer of gold. Images
reveal the topographic features of the sample: separated by 2 μm gaps ~200 nm
high pillars are clearly seen...................................................................................... 16

Figure 4.4

Main components of AFM. ...................................................................................... 17

Figure 4.5

SEM micrograph of a commercial AFM tip with a height of 15 μm, from [4.8]..... 17

Figure 4.6

Hard disc. (a) topography and (b) magnetic field distribution image obtained in
AC MFM mode. ....................................................................................................... 19

Figure 4.7

LT SHPM laboratory setup: LT SHPM is placed inside the 7 Tesla PPMS dewar
and connected to the control electronics. ................................................................. 22

Figure 4.8

Main components of the Low Temperature Scanning Probe Microscope (LT SHPM)
by NanoMagnetics Instruments, Inc., from [4.7]. .................................................... 23

Figure 4.9

Basic geometry of a Hall probe. ............................................................................... 24

ix

Figure 4.10 Epilayer structure of the GaAs/AlGaAs Hall Probe, from [4.23]. .......................... 26
Figure 4.11 SHPM setup diagram (a) and Hall sensor with 0.8x0.8 µm2 active area (b),
from [4.25]. .............................................................................................................. 26
Figure 4.12 Simultaneous STM (a) and SHPM image (b) of data tracks in CoCrTa hard disk
sample obtained at room temperature in STM tracking SHPM mode; scan area is
56x56 μm. ................................................................................................................ 27
Figure 4.13 Piezoresistive cantilever with integrated Hall sensor. Inset shows the Hall probe and
pyramidal AFM tip, from [4,24]. ............................................................................. 28
Figure 4.14 Top (a) and side (b) views of the quartz tuning fork-Hall probe integrated sensor,
from [4.25]. .............................................................................................................. 29
Figure 4.15 LT-SHPM scans of garnet thin film at different temperatures, cross sections along
the lines and 3D views. ............................................................................................ 31
Figure 5.1

Diagram of main components of a typical Scanning Electron Microscope (SEM),
from [5.4]. ................................................................................................................ 33

Figure 5.2

Spectrum: the count of X-rays (photons) detected vs. their energies. Peaks produced
by the X-rays are superimposed on Bremsstrahlung X-rays, from [5.4]. ................ 34

Figure 5.3

Images showing how the concentration of Fe and Co varies along the line showed
by the arrow (line scan) (a) and over an area (b) of one of our Co-Fe diffusion
couples. In this example, red colors show Fe concentrations and blue colors reveal
Co concentrations over the surface of Co-Fe diffusion couple. The EDS color map
in (b) is superimposed with the SEM image. ........................................................... 36

Figure 5.4

Electron Backscattered Diffraction (EBSD) experimental setup, from [5.4]. .......... 37

Figure 5.5

EBSP projection on the phosphor screen (a), the pattern analyzed by software and
indexed as bcc Fe phase (b), cubic cell orientation (c). ........................................... 37

Figure 5.6

Duplex stainless steel after mechanical polishing down to OP-S (a) and after
grinding with SiC-Paper followed by an electrolytic polishing; SEM, original
magnification 800x, from [5.6]. ............................................................................... 39

Figure 5.7

CoFediffusion couple crystal phase mapping: EBSD alone (a) and Integrated
EBSD/EDS (b); bcc - yellow, fcc - green, and hcp – red. ....................................... 40

Figure 6.1

The arrangement of the metal blocks in the diffusion multiple (a) and the image of
the Co-Fe-Ni diffusion triple after cutting (b). ........................................................ 42

Figure 6.2

The optical microscope images of the sample surface before (a) and after (b)
polishing with 0.05 micron colloidal silica. The surface in (b) still reveals
mechanical deformations due to abrasive polishing. ............................................... 44

x

Figure 6.3

The change in concentration of Fe and Co across the Co-Fe diffusion interface: the
linear scan and the area map. ................................................................................... 46

Figure 6.4. The change in concentration of Fe and Ni across the Ni-Fe diffusion interface: the
linear scan and the area map. ................................................................................... 47
Figure 6.5

The change in concentration of Co and Ni across the Co-Ni diffusion interface: the
linear scan. ............................................................................................................... 48

Figure 6.6

The change in concentration of Co, Fe, and Ni over the Co-Fe-Ni ternary diffusion
interface: the EDS area map overlaying the SEM micrograph. ............................... 48

Figure 6.7

Crystal phase distribution over the Co-Fe binary region produced by integrated
EBSD/EDS analysis revealing hcp (yellow), fcc (blue), and bcc (red) phases. ...... 50

Figure 6.8

Crystal phase distribution over the Ni-Fe binary region produced by integrated
EBSD/EDS analysis revealing fcc (green) and bcc (red) phases. ............................ 50

Figure 6.9

Crystal phase distribution over the Ni-Co binary region produced by integrated
EBSD/EDS analysis revealing fcc (green) and hcp (blue) phases. .......................... 51

Figure 6.10 Crystal phase distribution over the Co-Fe-Ni ternary region produced by integrated
EBSD/EDS analysis with fcc (green), hcp (red), and bcc (red) phases. .................. 51
Figure 6.11 Phase diagram of equilibrated Co-Fe binary alloy [6.8] and crystal phase
distribution over the Co-Fe diffusion region obtained from integrated EBSD/EDS
analysis revealing hcp (yellow), fcc (blue), and bcc (red) phases. The hcp phase
going up to 6 at. % Fe in Co reach side is not shown. ............................................. 53
Figure 6.12 Phase diagram of equilibrated Fe-Ni binary alloy [6.8] and crystal phase
distribution over the Fe-Ni diffusion region obtained from integrated EBSD/EDS
analysis revealing fcc (green), bcc (red), and mixed fcc/bcc (dark grey) phases. ... 54
Figure 6.13 Phase diagram of equilibrated Co-Ni binary alloy [6.8] and crystal phase
distribution over the Co-Ni diffusion region obtained from integrated EBSD/EDS
analysis revealing fcc (green), and hcp (blue) phases.............................................. 55
Figure 7.1

SHPM basic setup diagram. ..................................................................................... 57

Figure 7.2

The SHPM sample pack parts and assembly. ........................................................... 58

Figure 7.3

Hall Probe assembly (a) and Hall sensor with 0.8x0.8 um2 active area (b). ............ 60

Figure 7.4

The alignment of the Hall probe with respect to the sample surface: the Hall probe
(top part) and its reflection of the sample surface first made parallel to each other by
3 alignment screws (a), then the desired angle is set by loosening the screw on the
corner of the chip. By this, the same angle is obtained on both sides. .................... 61

xi

Figure 7.5

Diagram of the setup for the sample magnetization mapping. ................................. 62

Figure 7.6

Effect of Temperature on Hall coefficient (RH) as a function of the Hall current (IH)
from [4.25]. .............................................................................................................. 64

Figure 7.7

Signal to noise (SNR) ratio at different values of the Hall probe current and 200 Oe
applied field. ............................................................................................................ 65

Figure 7.8

Pure Co, Fe and Ni magnetization curves. ............................................................... 66

Figure 7.9

The results of Hall probe calibration procedures at T=300K (a) and T=10K: field
distributions, cross-sections along the white lines and histograms.......................... 68

Figure 7.10 Difference between the field measured by the Hall Probe and applied PPMS field as
a function of the applied field. ................................................................................. 69
Figure 7.11 Magnetization across the sample (model). ............................................................... 71
Figure 7.12 Magnetic field distribution (model).......................................................................... 72
Figure 7.13 Calculated magnetization across the sample (model). ............................................. 72
Figure 7.14 Calculated magnetization across the sample (model), central cut from above. ....... 72
Figure 7.15 Saturation magnetization across the Co-Fe diffusion zone, (*) and (**) are data from
[7.6] and [7.7]. ......................................................................................................... 75
Figure 7.16 Saturation magnetization across the Fe-Ni diffusion zone. ...................................... 76
Figure 7.17 Saturation magnetization across the Co-Ni diffusion zone. ..................................... 77
Figure 7.18 Saturation magnetization mapping over the Co-Fe-Ni ternary diffusion zone; the
sample layout is shown on top. The scan size is approximately 150μm along X-axis
by 300 μm along Y-axis. .......................................................................................... 78
Figure 8.1

A skyrmion in MnSi. The magnetization directions are represented by the small
arrows. The magnetic field B is applied perpendicular to the skyrmion lattice plane.
.................................................................................................................................. 81

Figure 8.2

Crystal (B20) structure of MnSi. Left: Spiral arrangement of the magnetic moments
(with right hand helicity). ........................................................................................ 82

Figure 8.3

Magnetic phase diagram of MnSi, from [8.2]. ........................................................ 83

Figure 8.4

Magnetization dependence for MnSi single crystal for different temperatures. The
field is applied along the [111] direction. ................................................................ 84

Figure 8.5

Varying the applied field at 10 K: (red vertical line on Figure 8.3). ........................ 86

xii

Figure 8.6

Varying the applied field at 28.5 K: (blue vertical line on Figure 8.3). ................... 87

Figure 8.7

Varying the applied field at 35 K: domain structure is still present above the
transition temperature of 29.5 K (yellow vertical line on Figure 8.3). .................... 88

Figure 8.8

Varying the applied field at 34 K: (almost no trace of magnetic domains). ............ 89

Figure 8.9

Varying Temperature at 1800 Gauss (domains above 29.5 K). ............................... 90

Figure 8.10 Varying temperature at constant filed 4000Gs (domains above 29.5 K). ................ 91
Figure 8.11 Large area scan at 20 K and 4000 Gauss. ................................................................ 92

xiii

1

Chapter 1 Introduction
The emerging areas of nanoscience are on the verge of creating and investigating
structures with fundamentally new properties and functionalities that can eventually be
controlled at the molecular level. The major challenge for the researchers in this field is not only
to understand and to perfect the technology of the relevant fabrication processes, but also to
develop new adequate instrumentation and metrology at the nanoscale. There are several areas
where such instrumentation may prove decisive in discovering new materials with fundamentally
new functionalities and properties as well as for understanding the properties of existing
materials on the nanoscale.
One of the most important areas, which is still largely unexplored, is the area of
magnetism, micromagnetics, and spintronics research. In addition to their fundamental
importance, magnetic materials have now become indispensable for making complex structures
with unique magnetic properties [1.1, 1.2], such as Giant Magnetoresistance (GMR) [1.3] and
Tunneling Magnetoresistance (TMR) [1.4] devices, which made it possible to introduce new
functionalities, such as magnetic sensors and nonvolatile random access memories (nMRAMs)
[1.5], giving rise to an entire new fields of spintronics (Spin Transport Electronics) [1.6],
recognized by the 2007 Nobel prize awarded to A. Fert and P. Grunberg.

The key to

investigating magnetic materials is the ability to measure local magnetic properties, such as
magnetization and magnetic contrast at a large number of points quickly and non-invasively,
with a high spatial resolution. Depending on the field sensitivity of such a probe, various
problems in the area of spintronics can potentially be addressed.
To investigate some of these problems we will use the Scanning Hall Probe Microscope
(SHPM), which is based on the combination of the piezo-driven Scanning Probe, with highly
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sensitive sub-micron Hall sensor. There are a number of techniques successfully used to study
magnetic nanostructures, such as micro-SQUID (Single Quantum Interference Device) [1.7],
Lorentz electron microscopy [1.8] and Magnetic Force Microscopy (MFM) [1.9], as well as
Magneto-Optical Kerr Effect (MOKE) [1.10]. Compared to these probes, we will argue that
SHPM has some important advantages. Namely, it is non-invasive (no disruptive magnetic field
in contrast to MFM [1.9], which has a magnetic tip), can have sub-micron special resolution
(compared to the optical Kerr effect probe, which is diffraction-limited), and can work in a wide
range of fields and temperatures (in contrast to a SQUID, which can only operate at limited field
and low temperatures).
In addition to the development of magnetic materials with designed properties, and the
detailed study of phase transitions in unconventional magnetic materials, such as MnSi with the
so-called helical, or Dzyaloshinskii-Moriya weak magnetic structure, the two major topics
addressed in this thesis, one can also potentially study spin transport in magnetic semiconductors
and metals, and to investigate magnetic nanoparticles and quantum dots.
Regarding the spin transport, most spintronics devices, such as GMR and TMR, utilize
the transfer of spin polarized electrons across an interface from one ferromagnetic layer to
another. While there has been some progress in achieving spin injection in both metallic [1.11,
1.12] and semiconducting systems [1.13-1.15], the problem of spin injection from a metal into a
semiconductor is more challenging due to the so-called conductivity mismatch between the two
[1.16, 1.17], band bending, and Schottky barriers [1.18, 1.19].
So far, the most successful technique to detect this spatially non-equilibrium carrier
population due to spin diffusion, created by the moments of spin polarized electrons, is by using
the optical detection, via the MOKE technique, which is sensitive to the spatially varied degree
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of magnetization. One can also study nanowires and nanowire arrays, as well as magnetic
domain wall static and dynamical properties. While MFM and SHPM are both capable of
obtaining high-resolution topographic pictures, SHPM has a number of important advantages
compared to MFM. First, while the SHPM can measure magnetic field directly, because the
signal measured by the MFM is effectively a convolution of the probe magnetic moment and the
sample stray field, which is related to the magnetization of the sample [1.20], it is generally quite
difficult to determine the true values of magnetic fields from the MFM data. In the most common
case of a dipole limit of the magnetic tip, the force on the tip is proportional to the gradient of the
field, although in the case of a long needle-like tip the force can be approximately proportional to
the field [1.21]. Moreover, real MFM tips have more complicated geometric and magnetic
structures, so every tip needs to be characterized individually [1.22, 1.23]. MFM is also strongly
affected by the topography of the sample and noise. Even more importantly, MFM is an invasive
technique, as in many cases the presence of the magnetized tip can change the magnetic structure
of the sample itself. The Hall probe sensor of an SHPM, on the other hand, produce no magnetic
field and thus will not affect the magnetic state of the sample and, in turn, won’t be modified by
the sample as well. On the other hand, in contrast to micro-SQUIDs, SHPM can operate in the
presence of a large external magnetic field, which is critical for many applications.

Combinatorial Approach
The emerging methodology of combinatorial approach to materials research aims at
drastically increasing the efficiency at which the new compounds are explored and improved.
Indeed in a single experiment, thousands of different compositions can be integrated and
synthesized [1.24]. The major challenge, however, is not so much to fabricate compounds with
different compositions but to develop novel instrumentation to screen these materials for the
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desired physical properties quickly and accurately [1.25]. Here, we combine the application of
the high throughput SHPM technique to the combinatorial approach to materials fabrication.
Ultimately, there is a need to be able to correlate magnetic properties of materials obtained with
SHPM with structural, chemical and other key properties measured at the same point quickly and
accurately.
Our goal in this part of the project is to demonstrate the applicability of this technique to
exploring composition – structure – magnetic properties relationship in spintronics materials by
first studying well known "model" 3d magnetic ferromagnets, such as Ni, Fe and Co and their
binary and ternary compounds. Our long-range goal is to establish a new reliable metrology
platform as a tool to generate and optimize advanced magnetic materials and to facilitate rapid
search for new highly spin-polarized materials.
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Chapter 2 3d Transition Metal Ferromagnets and their Alloys
Transition metal 3d ferromagnets, Fe, Co and Ni and their alloys are some of the oldest
magnetic materials known to men. However, there are quite a few surprising results in recent
years, such as the prediction of magnetic tetragonal structure. At the same time, ferromagnetic
binary and ternary transition ferromagnet alloys has recently attracted increasing interest, owing
to the high-saturation moment of some of these ferromagnets, which have a wide range of
industrial applications [2.1], from hard drives to biological sensors [2.2, 2.3].The issue is further
complicated by the fact that magnetic properties of binary and triplet alloys are highly sensitive
to not only to their composition, and phase structure, but also to chemical and magnetic
disorder [2.4].
In contrast to 4f magnetic materials, which are typically insulating, the 3d based
elemental compound and alloys are itinerant ferromagnets, with ferromagnetism originating from
3d electrons which are delocalized in the metal. Experimentally, the ground state magnetization
vs. concentration curves in binary alloys falls onto the so-called Slater - Pauling curves [2.5].
Understanding the systematic changes of the magnetization, as one move along the SlaterPauling curves, has been a key issue of magnetism in disordered transition metal alloys. While
the exact theoretical calculations of ferromagnetic ground state in binary alloys is highly nontrivial, there are qualitative arguments that allow one to understand the basic physics associated
with the magnetization behavior. First, one assumes that, in the first approximation, all of the
electrons in an alloy are affected by the same potential and occupy a common spin-split band,
similarly to the case of pure 3d elemental metals. This approximation is called the rigid band
model. Qualitatively, it is than possible to assign effective exchange energy Ueff for a pair of 3d
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electrons, which can be defined as the reduction in energy when switching from antiparallel to
parallel spins.

Figure 2.1 The Slater-Pauling curve illustrating the mean atomic moment for different binary
alloys as a function of their composition, from [2.8].
Such switching is realized by transferring the respective electrons from one spin sub-band
to another (say, from spin-up to spin-down sub-band). This results in the increase of the kinetic
energy of the system, which counteracts the alignment process. One can calculate the total
energy variation in such a process, with the change of the total energy equal to
E ~ 1 U eff N ( E F ) . If this change is negative, so that U eff N ( E F )

1 , the total energy is reduced

in the process of spin alignment and thus it is energetically favorable. The latter condition is
called the Stoner instability (criterion) for ferromagnetism [2.6]. One can easily see that in order
for this criterion to be fulfilled one needs both large values of Ueff and large density of states
(DOS) at the Fermi level. Typically the DOS of the s- and p- electrons is significantly smaller
than that of the d- electrons, which is why the 3-d transition metals that have partially empty dband exhibit this type of magnetism. In this approximation, one can then distinguish between
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strong and weak ferromagnets. Strong ferromagnets, such as Co and Ni have all the states in their
d-bands filled, while weak ferromagnets have both spin-up and spin-down d- electrons at the
Fermi level. Now we can qualitatively explain the Slater-Pauling curves. If we ignore the density
of states and thus the spin polarization in the 4s- bands, we can write for the magnetic moment
per atom m

( n3 d

n3 d )

B

, where n3d and n3d are the number of filled spin-up and spin-down

valence electrons. Since the total number of valence 3d electrons Z can be written as
Z

n3 d

n3d this yields for m

strong ferromagnets n3d

( n3 d

n3 d )

B

( 2 n3 d

Z)

B

. Since, as we mentioned, for

5 (all spin-up states are filled), we obtain m

example, for Ni the actual electronic configuration is 3d9.44S0.6, m

(10 Z )

(10 9.4)

B

B

. For
0.6

B

(see Figure 2.1). The number of filled valence electrons is monotonically increasing from Fe to
Co to Ni, which explains the fact that the Slater-Pauling curve for this group of alloys is tilted
at - 45oC.
The success of the Slater-Pauling approach is all the more impressive considering the fact
that it describes a monotonic change in the mean magnetic moment as a function of valence
electrons alone, irrespective of the fact that there may be structural transformations from fcc to
bcc alloys, for example, alone the way. Naturally some of the most interesting physics
corresponds to the cases of the fcc-bcc structural phase transitions, which can cause some
significant deviations from the linear behavior. One of these points corresponds to the so-called
invar transition, in Fe0.65Ni0.35 alloys. At this point, a sharp drop in the mean magnetic moment is
observed, in contrast to the predictions based on the Slater-Pauling argument. It is believed,
however, that this change does not reflect the sudden change in the magnitude of the atomic
magnetic moment, but rather a change in the collinear arrangement of atoms [2.7].
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Chapter 3 Combinatorial Approach to Materials
Until recently the development and optimization of new materials have been carried out
through tedious trial-and-error experiments. As a result, only a small fraction of potentially
interesting materials systems can be examined in a reasonable amount of time. The combinatorial
approach to materials is an emerging paradigm of research methodology which aims to
dramatically increase the efficacy at which new compounds are discovered and improved. In a
single experiment, thousands of different compositions can be synthesized and screened for
desired physical properties.
The basic principles of combinatorial techniques are increasingly being applied in
materials research, and thin film techniques have been successful in implementing the highthroughput strategy [3.1]. In addition to serving the materials discovery/optimization needs of
key technology areas, it can be used to rapidly construct extensive composition-structureproperty relationships [3.2]. In functional and electronic materials, the approach is best
implemented in the form of thin film libraries [3.3]. The combinatorial strategy continues to
unearth some of the most exciting phenomena in materials science and physics as exemplified by
recent discoveries. In addition to serving the materials discovery/optimization needs of the key
technology areas, they can be used to tackle fundamental solid-state physics and chemistry
questions. Composition spread experiments are highly effective in rapidly mapping
compositional phase diagrams and systematically investigating underlying physical properties of
previously unexplored materials phase-space [3.1-3.3]. The feasibility and utility of this concept
has been demonstrated in the discoveries of new magnetoresistive materials [3.4], a series of
metal-oxide luminescent materials [3.5, 3.6], and improved ferroelectric and dielectric materials.
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Figure 3.1 Schematic for making a library of a ternary alloy system. (a) Co-sputtering off of 3
guns is used to create composition spread on a 3" wafer. The wafer has continuously changing
composition mapping a large fraction of the ternary phase diagram (b). The exact composition
distribution is obtained using wavelength dispersive spectroscopy, from [3.10].
Previously, the combinatorial approach had already made great contributions to the field
of spintronics. From thin film libraries of doped metal oxides, Co-doped TiO2was found to
exhibit ferromagnetism at room temperature while maintaining its transparency and single phase
up to the composition of 8% Co [3.7]. This discovery has started a new field of oxide based
dilute magnetic semiconductors where researchers around the world are now competing to find
other oxide materials with similar magnetic properties. Recently, Takeuchi et al. have discovered
a novel ferromagnetic semiconductor in the (In1-xFex)2O3 system [3.8, 3.9]. Similarly, novel
germanium-based magnetic semiconductors were recently discovered using a combinatorial
MBE technique [3.10]. Co0.1Mn0.02Ge0.88 was found to exhibit TC as high as 280 K and large
magnetoresistance effects. Figure 3.1 outlines a typical fabrication process of a combinatorial
library which is used to map physical properties of ternary alloy systems. Co-sputtering has
proven to be a powerful technique for creating a composition spread covering a large fraction of
the compositional phase space [3.1-3.3]. Following deposition, one can perform rapid
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characterization of desired physical properties in order to quickly obtain composition-structureproperty relationships.

Figure 3.2 Example of physical property mapping of a ternary metallic alloy system from a
combinatorial experiment. X-ray diffractograms are plotted for the entire ternary system in a
panoramic manner. Each red "dot" corresponds to the presence of a diffraction peak at the 2θ
angle marked on the left scale. On the bottom is the mapping of the magnetization. From such a
plot, correlation between the phases (or diffraction peaks associated with them) and magnetism
can be readily deduced, from [3.10], [3.11].
Figure 3.2 is an example of physical property mapping across a ternary system where xray diffraction data as well as magnetization from all the compositions are plotted together. In
this manner, one can quickly grasp the trend and correlation between structural information and
magnetism.
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The large amount of data created in each combinatorial experiment can be used to
construct catalogues of physical properties, which in turn can be used to design future
experiments as well as to perform data-mining exercises for prediction of novel
compounds/properties [3.12]. Figure 3.3 shows mapping of remanent magnetization of three
ternary systems. Quantitative values of remanent magnetization have been obtained from
scanning SQUID microscopy images of magnetic field distribution from the library wafers
[3.13, 3.14]. These data are reproducible, and such plots are extremely useful, for instance, for
"dialing in" on specific compositions when magnetization value requirement is known for a
particular device application. The plots also illustrate the fact that it is not necessarily always the
case that the Heusler compositions exhibit the maximum in magnetization. This underscores the
importance of the proposed mapping experiments not just for magnetization, but for various
other properties crucial for spintronics applications.
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Figure 3.3 Remanent magnetization mapping of various ternary alloy systems obtained using the
combinatorial technique [3.15]. Inside the purple curves are the regions mapped in each
experiment. The black circles demote the Heusler composition regions, from [3.15].
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Chapter 4 Scanning Probe Techniques
Since 1981, when the first Scanning Tunneling Microscope (STM) was built by Gerd
Binnig and Heinrich Rohrer [4.1], many different techniques of Scanning Probe Microscopy
(SPM) have been developed. Scanning probe microscopes work by measuring a local property
such as height, force, or magnetic field with a probe (or tip) placed very close to the sample. The
small probe-sample separation (on the order of the instrument's resolution) makes it possible to
take measurements over a small area. To acquire an image the microscope raster-scans the probe
over the sample while measuring the local property in question. The resulting image is the image
on a computer screen that consist of many rows or lines of information placed one next to
another. Unlike traditional microscopes, scanning-probe systems do not use lenses, so the size of
the probe rather than diffraction effects generally limits their resolution. Along with STM [4.2],
most commonly used to date SPM methods include Atomic Force Microscopy (AFM) [4.3],
Magnetic Force Microscopy (MFM) [4.4, 4.5], Scanning Superconducting Quantum Interference
Device (SQUID) magnetometry [4.6] and Scanning Hall Probe Microscopy (SHPM). These
techniques allow one to study different properties of materials such as surface characteristics,
atomic and electronic structure, magnetic properties, etc. at subatomic scale. In this chapter I will
briefly describe the basic ideas of the several SPM techniques that are involved in study of
localized magnetic properties, with the focus on Scanning Hall Probe Microscope.

Scanning Tunneling Microscopy (STM)
STM tracking mode is one of the operation modes of SHPM. In this mode, the Hall probe
(HP) can be placed in very close proximity (depending on the HP geometry and described in
later sections) to the sample surface. This increases spatial resolution and sensitivity of SHPM.
STM principles are briefly described in this section.
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STM operation is based on a quantum mechanical phenomenon, electron tunneling.
Consider a potential energy barrier and a microscopic particle (electron) with the energy smaller
than the potential barrier height. From the viewpoint of classical physics, the particle will not be
able to pass through the barrier. However, in quantum theory, the wave-particle dualism may in
fact allow this electron to traverse the barrier. Using Shrödinger equation, we can calculate
elastic tunneling through a one-dimensional rectangular potential barrier; the barrier transmission
coefficient T is the ratio of the transmitted current density and the incident current density:
T
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The dominant contribution to T comes from the factor exp(-2κs). The strong exponential
dependence of T on the barrier width s and the square root of an effective barrier height
( V0

E )1/2 is typical for tunneling, independent of the exact shape of the barrier, this can be seen

from WKB method calculation. Assuming a barrier width of 5 Å and an effective barrier height
of 4eV, we get a value of about 10-5 for the exponential factor. Then changing the barrier width
by 1 Å typically leads to a change of the barrier transmission by one order of magnitude. The
extreme sensitivity of the tunneling barrier transmission to the barrier width led to the idea that a
microscope based on tunneling should provide extremely high spatial resolution.
In this method, a biased sharp tip (most commonly made of tungsten or platinum-iridium
alloy), Figure 4.1, scans the surface while the tunnel current, typically on the order of 1 nA, is
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present between tip and conducting sample as shown in Figure 4.2, [4.7]. The resulting tunnel
current depends exponentially on the gap. A change of 0.1 nm causes the current to change by a
factor ~10, giving STM atomic scale sensitivity. A piezoelectric ceramic scanner is used to move
the tip/sensor in 3 dimensions, X, Y and Z. These ceramic materials change their dimensions if
an electric field is applied to them.

Figure 4.1 Platinum-iridium alloy STM tip mounted in a tip holder by NanoMagnetics
Instruments, Ltd., from [4.7].

Figure 4.2 The basic elements of scanning tunneling microscopy.
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The feedback circuit generates appropriate voltages (Vz) to the scanner piezo, which
moves the tip with picometer resolution up and down, in order to keep the tunnel current
constant. As the tip/sensor is scanned by applying appropriate voltages, Vx and Vy to the x-y
piezoelectric scanner, the topography z(x,y) of the sample is obtained by recording V z(x,z). In
NanoMagnetics Instruments’ LT-STM a single tube piezo scanner is used to move the sensor in
three dimensions.

Figure 4.3 A STM scan of 4x4 μm silicon grating covered with 50 nm layer of gold. Images
reveal the topographic features of the sample: separated by 2 μm gaps ~200 nm high pillars are
clearly seen.

Atomic Force Microscopy (AFM)
AFM principles are used not only in Magnetic Force Microscopy but also in Scanning
Hall probe Microscopy. In integrated AFM-SHPM, the Hall probe can be brought in close
proximity to the sample surface and, unlike in STM driven SHPM, the surface does not have to
be conductive. This technique largely expands the capabilities of SHPM.
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1. Laser
2. Mirror
3. Photodetector
4. Amplifier
5. Register
6. Sample
7. Probe

Figure 4.4 Main components of AFM.

8. Cantilever

In atomic force microscopy (Figure 4.4), a probe consisting of a sharp tip (nominal tip
radius on the order of 10 nm) located near the end of a cantilever beam (Figure 4.5) is raster
scanned across the sample surface using piezoelectric scanners. AFM tips are commonly made
from silicon or silicon nitride, although gold tips are used for some special applications and the
first reports of carbon nanotube tips appeared in the literature in 1998 [4.9].

Figure 4.5 SEM micrograph of a commercial AFM tip with a height of 15 μm, from [4.8].
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Changes in the tip-sample interaction are often tracking using an optical lever detection
system, in which a laser beam is reflected off of the cantilever and onto a position-sensitive
photodiode. During scanning, a particular operating parameter is set at a constant level, and
images are generated through a feedback loop between the piezoelectric scanners and the optical
detection system.
The instrument can be operated in one of three modes: contact, noncontact, and tapping.
In contact mode, a piezoelectric positioning element keeps the tip in contact with the sample as
the tip is scanned over the surface. As the surface pushes and pulls the cantilever, a DC feedback
amplifier maintains its deflection to be constant by applying a voltage to the positioning element,
which keeps the AFM tip in contact with the sample surface. The resulting image is a map of the
variation in voltage with the position of the tip. This mode can be damaging to the samples.
The noncontact AFM is less damaging to fragile or loosely bonded samples. A tip hovers
above the sample surface and measures the van der Waals forces between the tip and the sample.
The tip oscillates near its resonance frequency (normally on the order of 100 kHz), and an AC
detector measures changes in the amplitude, phase, and frequency of the oscillations. Both the
tip-sample separation and the oscillation amplitude are on the order of 1 nm to 10 nm. The lateral
resolution in the non-contact mode is limited by the tip-sample separation and is normally lower
than in the contact or tapping modes.
In the tapping mode, the resolution is similar to contact mode while the forces applied to
the sample are lower and less damaging, though the scan speeds are slightly slower and the AFM
operation is a bit more complex relative to the contact mode. A piezoelectric crystal causes the
tip to oscillate near its resonance frequency, with amplitude of 20 – 200 nm. The tip is scanned
across the surface, but it taps the surface rather than is dragged along it. When the tip comes into
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contact with the surface, its amplitude of oscillation changes, and a feedback loop brings the
oscillation back to the reference amplitude. The forces that are measured this way reflect the
vertical component rather than the shear components, since the tip does not touch the surface
continuously. The sample can be under vacuum, in ambient air, or in a liquid.
Figure 4.6 (a) is a 40x40 μm topography image of hard disc sample surface covered with
50 nm of Au. The picture shows some irregularities, defects and dust contamination of the
surface. This image was obtained in tapping mode with "Dimension 3110" AFM produced by
Digital Instruments, Veeco Metrology Group.

(a)

(b)

Figure 4.6 Hard disc. (a) topography and (b) magnetic field distribution image obtained in AC
MFM mode.

Magnetic Force Microscope (MFM)
Since magnetic force microscopy was developed in 1987 [4.4, 4.5], it has become a
powerful tool for studying a wide variety of local magnetic phenomena in 3 dimensions. It
allows direct visualization of magnetic domains and has been used as the experimental basis for
theoretical modeling.
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The principles of MFM are similar to those of AFM. MFM measures a change of the
force between a magnetized probe and the local stray magnetic field from the sample as the
probe is scanned across the surface. The probe is typically a cantilever made of silicon or silicon
nitride, with a ferromagnetic coating. This coating is the main difference between AFM and
MFM tips that otherwise look alike (Figure 4.5). The resolution depends upon the confinement
of the interaction at the tip of the probe and sensitivity depends on the ratio of the cantilever
spring constant and the magnetic moment. At present, commercial MFM probes resolve about
10-100 nm features with a force constant of about 0.01- 3.0 N/m [4.10].
One standard method (AC MFM mode) of obtaining a MFM image is to operate the MFM
in close-contact (tapping AFM) mode with a magnetic cantilever that detects a force gradient,
that contains information from both the surface structure and the local magnetic field [4.11],
collect a topography image close to the surface and then retract the cantilever from the surface
(∆z ~ 100 nm) where the magnetic forces dominate on the reverse scan.
Ftotal = Fsurface + Fmagnetic
Signals from surface topography is higher at close distances to the surface while, at greater
distances from the surface (typically beyond 100 nm), the magnetic signal dominates. As a
result, depending on the distance from the surface to the tip, normal MFM images may contain a
combination of topography and magnetic signals.
Figure 4.6 (a) and (b) demonstrates the technique of the MFM imaging applied to the
hard drive. These images were taken simultaneously by two passes. During first pass the
microscope was operating in AFM tapping mode, while during the second (reverse) pass phase
shift of the oscillating magnetic cantilever was measured.
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MFM is able to reveal magnetic processes with unprecedented clarity, resolution and
ease. However, this technique has some limitations due to the fact that the tip is magnetic. These
limitations will be discussed later in the SHPM section.

Scanning Hall Probe Microscopy (SHPM)
In previous sections I described several SPM methods that are widely used for
characterization of local properties of different samples. In our present research we are focused
mostly on utilization and development of SHPM which incorporates STM or AFM technique for
the Hall probe positioning.
The SHPM technique was first realized by Chang et al. in 1992 [4.12]. Since then the
technique has been developed and already commercialized. SHPM has a number of critical
advantages over other means of magnetic field measurements [4.13 - 4.19] such as
-

It is non-invasive (unlike MFM) , as the probe is non-magnetic and thus does not
disturb the system under study.

-

It measures magnetic field directly rather than field derivatives (as in MFM).

-

It has wide range of operation temperatures (from fractions of K to 600K).

-

Its sensitivity at low temperatures is already compatible to the best micro-SQUIDs.

-

It has high spatial resolution (~ 100 nm).

-

It has real-time scanning capabilities (up to 1 frame/s).

-

It can operate in large external magnetic fields (in contrast to a micro-SQUID).

All these features are incorporated into NanoMagnetics Instruments’ PPMS compatible
Low Temperature Scanning Hall Probe Microscope (LT-SHPM) system, which we use for our
research. The microscope fits into the Physical Properties Measurement System (PPMS) cryostat
by a vacuum flange and can be operated over 2-300 K temperature range with up to 7 T magnetic
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field applied to the sample. Low Temperature (LT) SHPM laboratory setup is shown in
Figure 4.7. We also use Room Temperature Scanning Hall Probe Microscope (RT-SHPM) for
measurements in ambient air. It accommodates larger samples and easier to set up and operate
than LT-SHPM.

Figure 4.7 LT SHPM laboratory setup: LT SHPM is placed inside the 7 Tesla PPMS dewar and
connected to the control electronics.
The Microscope Body Assembly
The microscope body is an assembly which incorporates all mechanical parts forming the
microscope. Scanner and coarse approach mechanisms, the probe, electrical connectors and
wiring are all brought together to form the microscope. The microscope used in this study was
designed to fit into cryostat systems such as PPMS for low temperature applications. Radiation
baffles are situated along the microscope insert and decrease the effect of the radiation from the
warm top part of the insert reaching the head and help preserve the cryogen. The extension tube
is designed to bring the scan head to the center of the cryostat magnet. It also houses all the
SHPM head connection cables. Approach and scanner elements are parts of the head as shown in
Figure 4.8. The sample is placed on the sample holder facing towards the sensor, which is
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mechanically attached to the slider puck. The puck is, then, fixed over the slider glass tube by the
tightened leaf spring. The puck, which is held by static friction, moves along the slider tube
during the sample-probe approach procedure. The cylindrical shield is placed around the whole
head to mechanically protect the scanner and help maintaining the temperature stability; also, it
shields the system from the electromagnetic noise.

Figure 4.8 Main components of the Low Temperature Scanning Probe Microscope (LT SHPM)
by NanoMagnetics Instruments, Inc., from [4.7].
Principles of SHPM
Scanning Hall probe microscopy is a non-invasive and direct method for magnetic field
imaging. In SHPM, a Hall probe is used to measure local magnetic properties and is considered
to be the main part of the microscope. Hall probes are based on the principle of the Hall Effect,
discovered by Hall in 1879. If a current carrying conductor is placed in a perpendicular magnetic
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field, a transverse voltage (the Hall voltage Vxy) appears due to the Lorentz force on the charge
carriers. This voltage is proportional to the current and field, and inversely proportional to the
carrier density n of the conductor. The Hall Effect is often used to determine n and the sign of the
charge carriers in a material; however, it can also be used to measure a magnetic field if n is
known. The basic geometry of a Hall probe, the Hall cross, is shown in Figure 4.9.

Figure 4.9 Basic geometry of a Hall probe.
The equation for the Hall Effect in three dimensions is given by

Vxy

I x Bz
n3 D qt

,

where q is the charge of the current carriers and t is the conductor thickness in the z direction.
Decreasing n3D will give a bigger proportional coefficient of the Hall voltage and magnetic field,
which means, changing BZ by the same amount gives bigger value of VXY. Hall probes of SHPM
are made from a two-dimensional conductor with very low carrier density. In 2D the Hall Effect
equation becomes:

Vxy

I x Bz
n2 D e

RH I x Bz

,

with the charge carriers taken to be electrons (q = -e) and the Hall coefficient defined as

RH

( n 2 D e)

1

.
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Thus, by placing a Hall probe in magnetic field, passing current Ix through the Hall cross, and
measuring voltage Vxy the value of Bz can be determinate.
In SHPM as shown in Figure 4.11, a Hall probe measures the magnitude of the
perpendicular component of the magnetic field at a point just above the surface of the material.
In order to bring Hall into close proximity to the sample surface a simple stick-slip coarse
approach mechanism [4.16, 4.18], and STM positioning technique for the fine approach are used.
The coarse and the fine approaches are enabled by the sliding and the scanning piezo-tubes
shown in Figure 4.8. The scanning piezo-tube is also used to scan Hall probe across the sample
surface in X and Y directions in order to collect magnetic field distribution data.
Hall probe is manufactured in a GaAs/AlGaAs heterostructure two-dimensional electron
gas (2DEG), Figure 4.10, [4.20]. Hall bars are microfabricated close (~10 μm) to a gold-coated
corner of a deep etch mesa, which serves as STM tip, see Figure 4.8. The active area of the Hall
probes used in our studies determines the spatial resolution and is slightly less than 1 by 1
micron. A combination of the dimensions of the active area ("cross region") of the HP and
distance from the sample surface determines the ultimate spatial resolution of a scan. With STM
positioning technique, it is relatively easy to bring Hall probe close to the sample surface.
However, it is difficult to reduce the active area of GaAs/AlGaAs HPs to less than ~1 μm2 due
to surface charge depletion effects that limit the maximum Hall probe drive current and hence
the magnetic field sensitivity of the Hall device [4.21]. Further, the high series resistance of
GaAs/AlGaAs 2DEG sensors leads to high thermal noise (Johnson noise) which in turn degrades
the signal-to-noise ratio at room temperature. In our SHPM, the Hall probe chip is tilted ~1° with
respect to the sample ensuring that the corner of the mesa is the highest point to prevent the
damage of the Hall cross against the sample surface. This tilt creates the separation between the
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Hall probe and the surface of about 0.1 micron which does not affect the spatial resolution, but
slightly decrease magnetic field sensitivity.

Figure 4.10 Epilayer structure of the GaAs/AlGaAs Hall Probe, from [4.23].
Overall control of approach, scan, and data acquisition is maintained through dedicated
SHPM control electronics and software.

(a)

(b)

Figure 4.11 SHPM setup diagram (a) and Hall sensor with 0.8x0.8 µm2 active area (b),
from [4.25].
The microscope can be run in two modes: STM tracking and lift-off mode. In the STM
tracking mode, the tunnel current between the corner of the Hall sensor chip and the sample is

27
measured and used to drive the feedback loop enabling the simultaneous measurement of both
STM topography and the magnetic field distribution of the sample surface as shown in
Figure 4.12.

(a)

(b)

Figure 4.12 Simultaneous STM (a) and SHPM image (b) of data tracks in Co-Cr-Ta hard disk
sample obtained at room temperature in STM tracking SHPM mode; scan area is 56x56 μm.
AFM integrated SHPM
Recently AFM driving SHPM was developed. A SHPM using an integrated STM tip to
bring the Hall probe into close proximity with the sample does achieve high resolution
displacement detection. This requires the sample to be conducting the bias voltage has to be
applied. This prevents the investigation of many samples without first coating them with gold,
which is not always desirable or practical. To overcome this problem a new type of SHPM based
on piezo-resistive atomic force microscopy (AFM) was fabricated [4.23, 4,24]. The advantage of
the piezo-resistive method is that it is fully integrated on one chip and requires no external
displacement sensing element, which is a major advantage when working in a low-temperature
environment.

28

Figure 4.13 Piezoresistive cantilever with integrated Hall sensor. Inset shows the Hall probe and
pyramidal AFM tip, from [4,24].
Figure 4.13 shows a scanning electron micrograph of a completed cantilever revealing
the two primary sensors required for dual magnetic and topographic imaging. The first sensor, a
Hall cross (inset Fig.) situated near the very end of the cantilever, is electrically contacted via the
four gold leads at either side of the cantilever. The piezoresistor is placed at the base of the
cantilever where bending stresses are at a maximum. In addition a sharp (<100 nm diameter)
AFM tip has been micromachined at the very end of the sensor, close to the Hall probe. The
downside of this design is complicated fabrication [4.25]; in addition, the cantilever material is
fragile. Extreme care should be given while cleaning a probe; even nitrogen blow cleaning to
remove dust particles can easily break the cantilever.
Another approach to AFM integrated HP sensors was proposed by A. Oral’s group. In
their design, the quartz crystal tuning fork (QTF) is used as the force sensor [4.25]. A Hall probe
is mounted on the quartz crystal tuning fork, Figure 4.14. The measurements are done by driving
the fork at constant amplitude and observing the changes in frequency shifts, while bringing it to
the sample surface analogous to the QTF AFM. The sharp corner of the Hall probe chip serves as
the AFM sensor in this design. QTFs have also been used in Scanning Probe Microscopy (SPM)
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for a wide range of applications [4.26]. Furthermore, they have been used to track the sample
surfaces in Scanning SQUID Microscopy [4.27], where the SQUID chip is glued directly on the
quartz tuning fork.

Figure 4.14 Top (a) and side (b) views of the quartz tuning fork-Hall probe integrated sensor,
from [4.25].
Operating Parameters and Sensitivity at Different Temperatures
SHPM spatial resolution and field sensitivity are two vital qualities that determine the
capabilities of the microscope to detect fine magnetic features. While resolution is basically
given by the Hall probe active area, sensitivity has more complex dependence on different
parameters. Table 4.1 presents operation parameters and sensitivity of our SHPM at different
temperatures [4.22, 4.25].
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T = 300K

T = 77K

T = 4.2K

RHall(Ω / Gauss)

0.3

0.3

0.3

IHall MAX (µA)

3

60

>60

RS (kΩ)

60

3

1.5

VJohnsonNois (nV/√Hz)

32

3.6

0.6

Bmin (nT/√Hz)

3560

20

3.3

Scan Size (µm)

57

20

7.5

Z - Range (µm)

4.8

1.7

0.6

Table 4.1 SHPM operating parameters and sensitivity at different temperatures.
Sensitivity of the Hall probe can be found by determining signal to noise ratio (SNR).
The main noise component up to a certain Hall current level IHallMAX is the Johnson noise [4.22]
VJohnson

4k BTRS f

nois

and signal, Hall voltage, is given by
V Hall

I Hall B
ne

I Hall R Hall B

,

here Rs - series resistance of the Hall probe, f - measurement bandwidth, B- magnetic field
(perpendicular to the Hall cross component), T - operating temperature, RHall– Hall coefficient,
kB– Boltzmann’s constant, IHall – Hall current, n – concentration of the charge carriers in 2DEG
and e – electron charge. Therefore, the signal to noise ratio is

SNR

I Hall RHall B
4k BTRs f

and the minimum detectable magnetic field, or sensitivity is
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Bmin (Tesla / Hz )

4k BTRs
I Hall RHall

Thus, as it is seen from the last formula and Table 4.1, parameters of a Hall sensor change with
temperature, so sensitivity increases by approximately three orders of magnitude if we cool down
the microscope in the PPMS system from 300 K to 2 K.
Figure 4.15 shows STM tracking SHPM mode images of garnet thin film at different
temperatures. Submicron resolution of the microscope can clearly reveal strip domain structure
of the sample. Also, dramatic noise reduction is seen with decrease of temperature.

Figure 4.15 LT-SHPM scans of garnet thin film at different temperatures, cross sections along
the lines and 3D views.
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Chapter 5 Scanning Electron Microscopy Techniques for Material
Characterization
Since its introduction in middle 1930’s [5.1], scanning electron microscopy (SEM) has
become a powerful technique for materials study and been well described in literature [5.2]. In
our studies of the composition-structure-property relationship in diffusion multiples we employ
several SEM analytical methods that are briefly described in the following sections.

Scanning Electron Microscope
In the scanning electron microscope a focused high-energy electron beam interacts with a
sample and generates a variety of signals at the surface of solid specimens. The signals that
derive from the electron-sample interaction reveal information about the sample including
external morphology (texture), chemical composition, and crystalline structure and orientation of
materials making up the sample. In most applications, data is collected over the selected area of
the surface of the sample, and 2-dimentional image is created that displace spatial variation of
these properties. Areas ranging from approximately 10 cm to 0.5 μm in width can be imaged in a
scanning mode using conventional SEM techniques (magnification ranging from 5X to
approximately 300,000X and spatial resolution of approximately 5 to 100 nm) [5.3].
Figure 5.1 shows a schematic of a typical SEM setup.
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Figure 5.1 Diagram of main components of a typical Scanning Electron Microscope (SEM),
from [5.4].
Accelerated electrons in an SEM have significant kinetic energy, and this energy is
dissipated as a variety of signals produced by electron-sample interactions when the incident
electrons are decelerated in the solid sample. These signals include secondary electrons (SE)
(produce SEM images for topographical information), backscattered electrons (BSE) (that reveal
topography and chemical composition), diffracted backscattered electrons (EBSD that are used
to determine crystal structures and orientations), photons (characteristic X-rays that are used for
elemental analysis (EDS)), visible light (cathodoluminescence - CL), and heat.

Energy Dispersive X-ray Spectroscopy (EDS)
Energy Dispersive X-ray Spectroscopy (EDS) is a quantitative and qualitative X-ray
micro analytical technique that can provide information on the chemical composition of a
sample. As a spectroscopy technique, it is based on the analysis of an interaction of X-ray with
the material of a sample. Its characterization capabilities are based on the fundamental principle
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that each element has an unique atomic structure allowing exclusive set of peaks on its X-ray
spectrum [5.2].
An SEM electron beam is focused on the sample surface, and electrons penetrate the
sample and interact with the sample atoms. This simulates emission of two types of X-rays:
Bremsstrahlung X-rays, or background X-rays, and Characteristic X-rays. When the SEM
electron beam excites an electron in an inner shell, ejecting it from the shell, and creating an
electron hole where the electron was. An electron from an outer, higher-energy shell then fills
the hole, and the difference in energy between the higher-energy shell and the lower energy shell
may be released in the form of an X-ray.
The X-rays are detected by an energy-dispersive detector which displays the signal as a
spectrum versus Energy. The energies of the Characteristic X-rays allow the elements making up
the sample to be identified, while the intensities of the Characteristic X-ray peaks allow the
concentrations of the elements identification Figure 5.2.

Figure 5.2 Spectrum: the count of X-rays (photons) detected vs. their energies. Peaks produced
by the X-rays are superimposed on Bremsstrahlung X-rays, from [5.4].
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EDS spatial resolution depends on the size of the interaction volume and is on the order
of a few microns. The interaction volume is determined by the microscope accelerating voltage
and the mean atomic number of the material of the sample in study. The spatial resolution of
EDS analysis in the TEM is on the order of nanometers while the depth resolution is determined
by the sample thickness. The sensitivity of EDS analysis varies depending on the composition of
the sample and lays in the vicinity of 0.1-0.5 weight percent.
EDS is considered to be non-destructive technique for the composition analysis. For
qualitative analysis, no special sample preparation is required; however, the sample must be
bulk, flat and polished for quantitative analysis. If the SEM electron beam is scanned across the
sample surface, the sample composition variation map along a line or over an area can be
constructed. Figure 5.3 shows EDS composition analysis results for the interdiffusion region of a
Co-Fe diffusion couple sample.
Some limitations of EDS analysis method correspond to energy peak overlaps between
different elements, mainly those related to x-rays generated by emission from different energylevel shells (K, L and M) in different elements. For example, there are close overlaps of Mn-Kα
and Cr-Kβ, or Ti-Kα. Particularly at higher energies, individual peaks may correspond to several
different elements. To improve the elemental analysis result deconvolution methods can be
applied for peak separation, or including only certain elements into analysis can be considered
given the known context of the sample.
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Figure 5.3 Images showing how the concentration of Fe and Co varies along the line showed by
the arrow (line scan) (a) and over an area (b) of one of our Co-Fe diffusion couples. In this
example, red colors show Fe concentrations and blue colors reveal Co concentrations over the
surface of Co-Fe diffusion couple. The EDS color map in (b) is superimposed with the SEM
image.

Electron Backscattered Diffraction (EBSD)
Electron Backscattered Diffraction is an SEM based microstractural crystallographic
technique that is used to index and identify crystal systems and is employed for typical
measurements to crystal orientation, phase identification and distribution, grain size and grain
boundary characterization, crystallographic texture, etc. [5.5].
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Figure 5.4 Electron Backscattered Diffraction (EBSD) experimental setup, from [5.4].
In EBSD, accelerated SEM electrons are diffracted by atomic layers in crystalline
materials (a typical EBSD setup is shown in Figure 5.4). These diffracted electrons can be
detected when they hit a phosphor screen and generate visible lines, that are called electron
backscatter patterns (EBSP), or Kikuchi bands, Figure 5.5. These patterns are projections of the
geometry of the lattice planes in the crystal, and they give direct information about the crystalline
structure and crystallographic orientation of the grain from which they originate.

(a)

(b)

(c)

Figure 5.5 EBSP projection on the phosphor screen (a), the pattern analyzed by software and
indexed as bcc Fe phase (b), cubic cell orientation (c).
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When used along with a database that includes crystallographic structure information for
phases of interest and with software for processing the EPSP's and indexing the lines, the data
can be used to identify phases based on crystal structure.
The electrons contributing to the diffraction pattern originate within nanometers of the
sample surface. Therefore the spatial resolution will be determinate by the electron beam
diameter and this depends on the type of electron source and probe current used. Typical beam
diameters at 20 kV accelerating voltage and 0.1 nA probe current are 2 nm for a field emission
gun (FEG) source and 30nm for a tungsten source. The beam spot on the sample surface will also
be elongated in the direction perpendicular to the sample tilt. The spatial resolution achieved in
practice will depend on the sample, SEM operating conditions and electron source and under
optimal conditions can be as fine as 10nm [5.5].

Sample preparation for Electron Backscattered Diffraction
EBSD is a surface-sensitive technique, therefore specimen preparation absolutely critical
for collecting good EBSD data. It is important that the top layer of the sample is free from
damage and also free from contamination or oxidation layers because the diffraction signal is
coming from the top few nanometers (5-50 nm) of the crystal lattice. The sample is tilted by
approximately 70° with respect to the beam axis. Therefore, in order to avoid shadowing
problems the relief of the sample surface should be minimized.
The choice of the appropriate specimen preparation method for EBSD analysis depends
on the composition and structure of the sample. SiC-Paper is recommended for the flat grinding
of ferrous metals for all metal hardness’s [5.6]. High pressures and very coarse SiC-Paper grits
should be avoided because this introduces deep deformation. Normally, the finest possible
abrasive grain size is recommended for plane grinding, concerning the sample area. Fine
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grinding is performed with diamond on a rigid disc for maximum flatness. Then, a thorough
diamond polish is performed on a medium soft cloth with low applied force. The final polish is
done by using Alumina (OP-AA) or colloidal silica (OP-S/ OP-U). Figure 5.6(a) shows the result
of mechanical polishing down to OP-S of a duplex stainless steel sample.

(a)

(b)

Figure 5.6 Duplex stainless steel after mechanical polishing down to OP-S (a) and after grinding
with SiC-Paper followed by an electrolytic polishing; SEM, original magnification 800x,
from [5.6].
As an alternative of mechanical polishing, electrolytic polishing is often a good
preparation technique for ferrous metals since it is fast (on the order of several seconds) and does
not introduce any mechanical deformation. Electrolytic polishing removes material (anodic
dissolution) of the sample surface in an electrolytic cell, the sample being the anode. Electrolytic
polishing requires that the structure of the specimen is relatively homogenous. For ferrous metals
having several different phases (meaning different electro chemical potentials), one of the phases
will be polished more compared to another and result in excessive relief or damage of this phase.
In this case a good EBSD pattern cannot be obtained due to shadowing.
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For the Co-Fe-Ni and MoFeCr diffusion sample that we use in our studies mechanical
polishing was performed since the samples contain several different phases. With homogeneous
samples both polishing techniques give good results for EBSD analysis.

Integrated EBSD/EDS mapping
There are applications where sample structure cannot be solved with EBSD alone
because of ambiguous structure solutions, and chemistry or phase cannot be differentiated via
EDS alone because of similar composition. The basic idea is to simultaneously collect EBSD and
EDS data and then once the scan is complete to process the data off-line using the recorded EDS
data as kind of filter to help in the standard phase differentiation process in indexing individual
EBSD patterns. When simultaneous EBSD/EDS collection can be performed, the capabilities of
both techniques can be enhanced.
Figure 5.7 shows significant improvement in crystal phase determination results for a CoFe diffusion couple sample.

(a)

(b)
Figure 5.7 CoFediffusion couple crystal phase mapping: EBSD alone (a) and Integrated
EBSD/EDS (b); bcc - yellow, fcc - green, and hcp – red.
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The chemical composition of the sample gradually changes from pure Fe (left) to pure Co
(right) and EBSD alone has difficulties with separation of the bcc (yellow), fcc (green), and hcp
(red) phases for Co and Fe because the patterns of fcc Co are very similar to fcc and bcc Fe; and
phase differentiation based on the crystal structure alone is not reliable.
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Chapter 6 Compositional and Structural Analysis of Diffusion Samples
Diffusion Multiple Fabrication
A diffusion multiple is an assembly of three or more different metal blocks that are
brought in close interfacial contact, and exposed to a high temperature to allow thermal
interdiffusion [6.1-6.4]. The interdiffusion among the elements produces all the intermetallic
compounds and solid-solution phases in that multiple systems. This creates complete libraries of
the single-phase compositions. In combination with advanced micro-analytical techniques such
as Electron Dispersion Spectroscopy (EDS), Electron Backscatter Diffraction (EBSD) and nanoindentation, the composition libraries make diffusion multiples a powerful approach for
structural materials research and development.
The diffusion multiple sample was made by combining several blocks of pure metal
together and heated at 1000°C for 1000 hours to allow the inter-diffusion to form solid solutions
in the diffusion zone. Sample diagram is shown in Figure 6.1 (a). Initially, the pure metal pieces
were cut into required shapes and assembled together, and then e-beam welding was used to
weld two Ni assembly holding capes onto the two ends of the assembly.

(a)

(b)

Figure 6.1 The arrangement of the metal blocks in the diffusion multiple (a) and the image of the
Co-Fe-Ni diffusion triple after cutting (b).
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The dimensions of each individual block are approximately 5 mm x 5 mm x 4 mm
(LxWxH). A later HIP (hot isostatic pressing) treatment of at 1000°C, 200 MPa for 4 hours
makes sure that the metal bars inside are in good contact with each other. After that, the sample
was placed into a high-temperature furnace and exposed to the temperature of 1000°C for 1000
hours to allow diffusion to happen. The diffusion time was chosen to create diffusion profiles
extended over distance of ~ 200 microns in order to create enough length for further local
properties characterizations. After the heat treatment, it was quenched in cold water to retain the
high-temperature phase. The wire EDM (Electric Discharge Machining) was used to cut the
sample into pieces that contain diffusion couple and multiple regions. We used the sample with
the Fe-Co-Ni ternary region for magnetic properties analysis of one ternary and three binary
systems. Figure 6.1 (b) shows the Co-Fe-Ni sample after cutting.
As it was emphasized earlier, the sample surface has to be flat and free of mechanical
deformations for effective EBSD analysis. Also, the top and the bottom surfaces have to be
parallel to each other for the proper sample mounting in the SHPM. Therefore, to remove
deformation from previous cutting, the samples were fine grinded and polished with SiC-Paper
up to 1000#. Then the final oxide polish with 0.05 micron colloidal silica was carried out to
provide a nearly deformation free surface, Figure 6.2. The final sample dimensions are
approximately 4 mm x 3 mm x 2.5 mm (LxWxH).
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a

b

Figure 6.2 The optical microscope images of the sample surface before (a) and after (b)
polishing with 0.05 micron colloidal silica. The surface in (a) still reveals mechanical
deformations due to abrasive polishing.

Composition-structure-property relationship study
The ultimate goal of this research is to determine composition-structure-property
relationship for the diffusion sample. Thus, the next steps are to investigate the composition
variation across the diffusion binary and ternary regions and relate it to the crystal structure and
the magnetic properties of the sample. In order to achieve that, we employ Energy Dispersive
Spectroscopy (EDS), Electron Backscatter Diffraction (EBSD), and Scanning Hall Probe
Microscopy (SHPM) techniques.
EDS sample composition analysis
The composition variation in the regions of interest was measured using Energy
Dispersive Spectroscopy. The sample was mounted in the Scanning Electron Microscope
equipped with an EDS X-ray detector, and a series of line and area scans were performed across
three binary (Co-Fe, Co-Ni, and Ni-Fe) as well as the ternary Co-Fe-Ni interfaces. The length of
the line scans was approximately 400 micron, which was enough to cross all the way through the
diffusion binary interfaces. The scan step size was set up to 1.3 micron for the spatial resolution

45
to be sufficient for our studies. The results of the measurements are presented below in
Figures 6.3 – 6.6. The linear scan graph for Co-Fe binary diffusion interface represents the
number of characteristic K-alpha X-ray counts vs. the distance across the interface. At the
corresponding end of the diffusion zone, the number of X-rays counts for one element reaches its
maxima, while the number of count for the other reaches its minima. Thus, the diffusion length
can be determinate for all three binary interfaces. For the sample in study, the diffusion lengths
are approximately 240 micron for Co-Fe, 240 micron for Co-Ni, and 340 for Fe-Ni junctions.
The estimated length uncertainty introduced by this method of the diffusion length determination
is around 5%.
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Figure 6.3 The change in concentration of Fe and Co across the Co-Fe diffusion interface: the
linear scan and the area map.
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Figure 6.4 The change in concentration of Fe and Ni across the Ni-Fe diffusion interface: the
linear scan and the area map.
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Figure 6.5 The change in concentration of Co and Ni across the Co-Ni diffusion interface: the
linear scan.

Figure 6.6 The change in concentration of Co, Fe, and Ni over the Co-Fe-Ni ternary diffusion
interface: the EDS area map overlaying the SEM micrograph.
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EBSD sample crystal structure determination
Physical properties of a specimen including magnetic properties may depend not only on
the composition, but also on the crystal structure (phase) as it was shown in the previous section
(see Table 4.1). Therefore, it is of high importance for our studies of magnetic properties of
multi-component systems to know their crystal structure.
The crystal phases of the binary and ternary diffusion alloys were studied using integrated
EBSD/EDS analysis to enhance the data reliability. As it was described in the previous sections
with the Co-Fe diffusion couple example, the chemical composition of the sample gradually
changes from pure Fe to pure Co and EBSD alone has difficulties with separation of the bcc, fcc
and hcp phases for Co and Fe because the patterns of fcc Co and Fe are very similar and phase
differentiation based on the crystal structure alone is not reliable, Figure 5.7. The EBSD mapping
was performed simultaneously with EDS area scans over the ternary and binary areas of the
sample. The crystal phase maps are shown in Figures 6.7 – 6.10.
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Figure 6.7 Crystal phase distribution over the Co-Fe binary region produced by integrated
EBSD/EDS analysis revealing hcp (yellow), fcc (blue), and bcc (red) phases.

Figure 6.8 Crystal phase distribution over the Ni-Fe binary region produced by integrated
EBSD/EDS analysis revealing fcc (green) and bcc (red) phases.
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Figure 6.9 Crystal phase distribution over the Ni-Co binary region produced by integrated
EBSD/EDS analysis revealing fcc (green) and hcp (blue) phases.

Figure 6.10 Crystal phase distribution over the Co-Fe-Ni ternary region produced by integrated
EBSD/EDS analysis with fcc (green), hcp (red), and bcc (red) phases.
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Acquired EBSD data was analyzed by comparing it with the results of composition
examinations and equilibrated alloys phase diagrams available from literature [6.5-6.8]. The
EBSD map sections corresponding to the diffusion zones for Co-Fe, Fe-Ni, and Co-Ni are
presented in Figures 6.11 – 6.13.
For the Co-Fe diffusion zone, the Fe bcc phase extends from the Iron reach side through
the Fe bcc ordered alloy region up to approximately 25at.% of Fe concentration. The fcc Fe and
Co phase is observed from 25at.% to 5at.% of Iron content. The Co reach region exhibits the hcp
structure that forms at the temperatures below 420°C and can extend up to ~6at.% of Co [6.9].
The Ni-Fe binary system data shows the (γFe,Ni) solid solution based on the fcc Fe and Ni down
to approximately 45at.% of Ni at the Nickel reach side. The (αFe) solid solution based on the
low-temperature bcc Fe exists up to ~6at.% of Ni in the Iron reach region. Between 6at.% and
45at.% of Ni, the (αFe) and (γFe,Ni) phases coexist (mixed fcc-bcc solid solution). The later area
appears in gray with red and green spots in the Fe-Ni EBSD map. As it was discussed earlier in
the EBSD section, for the complex composition-structure materials the EBSD analysis may have
difficulties with the phase recognition even with the help of simultaneous EDS/EBSD mapping.
The Kekuchi (EBSD) patterns collected from such areas can be weak which makes it difficult for
the software to analyze and correspond to a particular phase. The Co-Ni binary region consists of
the fcc Co and Ni based (αCo, Ni) and the hcp phase ( Co). The phase boundary lays at
approximately 15at.% of Ni.

53

Figure 6.11 Phase diagram of equilibrated Co-Fe binary alloy [6.8] and crystal phase
distribution over the Co-Fe diffusion region obtained from integrated EBSD/EDS analysis
revealing hcp (yellow), fcc (blue), and bcc (red) phases. The hcp phase going up to 6 at.% Fe in
Co reach side is not shown.
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Figure 6.12 Phase diagram of equilibrated Fe-Ni binary alloy [6.8] and crystal phase distribution
over the Fe-Ni diffusion region obtained from integrated EBSD/EDS analysis revealing fcc
(green), bcc (red), and mixed fcc/bcc (dark grey) phases.
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Figure 6.13 Phase diagram of equilibrated Co-Ni binary alloy [6.8] and crystal phase
distribution over the Co-Ni diffusion region obtained from integrated EBSD/EDS analysis
revealing fcc (green), and hcp (blue) phases.
Our results for all three binary alloys from EBSD maps reveal good agreement with the
existing data from equilibrated alloys diagrams in the 400°C isothermal sections, Figures 6.106.12, while our Co-Fe-Ni sample was annealed at the temperature of 1000°C and then quenched
in water. It means that the phase distribution changed through the whole sample occurred during
the quenching, and the phases equilibrated near 400°C isothermal section. Each composition
point in the majority of bulk alloy phase diagrams is processed under different thermodynamic
conditions, generally quenched at different rates, to force a single phase. The current diffusion
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multiple sample represents a unique phase diagram of Co-Fe-Ni alloy system with a single
universal thermodynamic history applied to all the compositions.
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Chapter 7 Magnetic Properties Study with SHPM
The magnetic properties of the Co-Fe-Ni diffusion sample were investigated using the
NanoMagnetics Instruments, Inc. Scanning Hall Probe Microscope system. In this study we
mapped saturation magnetization of the sample across Co-Fe, Co-Ni, and Fe-Ni binary regions
as well as the Co-Fe-Ni ternary junction. Saturation magnetization is an intrinsic property of the
specimen which should not depend on microstructure; and the knowledge of the values of
saturation magnetization of complex systems is important for the study of their electronic
structures [7.1].

Experimental Setup
The basic SHPM setup is shown in Figure 7.1. There are a number of important steps to
be taken carefully in order to set up the SHPM for the magnetic field measurements. Those steps
will be described in the following section.

Figure 7.1 SHPM basic setup diagram.
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Sample Mounting and Positioning
The sample is glued onto the sample holder (top part of XY Slider), Figure 7.2. If the
measurements are assumed to be run in the STM tracking mode, the sample surface must be
conducting, the electrical connection between the sample surface and the holder needs to be
established, and the bias voltage has to be applied to the sample holder. The typical value of the
bias voltage for Hall probe measurements is 0.1 volts. The surface of not conducting samples is
covered with a gold layer and silver conducting paint can be used to establish connection with
the sample holder. It is important to check the connection using a multimeter to avoid the Hall
probe crush during the scan.

Figure 7.2 The SHPM sample pack parts and assembly, from [4.25].
The top and the bottom parts of the sample holder are joined together by a spring loaded
screw and form the XY slider. The XY slider serves to move and position the sample with
respect to the Hall probe in X and Y directions using a stick-slip mechanism. The basic principle
of the motion provided by this mechanism is based on the control of the inertia with piezoelectric
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ceramic element (slider piezo) to direct the motion of the slider. This method was used for the
linear scans across the diffusion couple regions of our Co-Fe-Ni sample. The step size can be
adjusted between 0 and ~ 10 micron by controlling the voltage applied to the piezo element. It is
essential that the top surface of the sample is parallel to the slider. Otherwise, the Hall probe can
run into the sample surface at long linear scans and be damaged.
Finally, the slider puck is attached to the slider quartz tube using a leaf spring. The quartz
tube is glued to a slider piezo tube. The slider is mechanically clamped to the quartz tube using a
leaf spring, whose tightness is adjusted to hold the slider puck by frictional force. The whole
sample pack can be moved along the slider tube (Z direction) using the same mechanism as
described above. Thus, the sample can be brought to close proximity to the Hall probe
(Z approach). The step size can be adjusted between 0 and ~ 10 micron by controlling the
voltage applied to the piezo element. It worth mentioning that when the microscope is in the
vertical position, the "up" step is shorter than the "down" step due to gravity.

Hall Probe Alignment and the Sample-Probe Distance
The Hall probes that are used in our studies are sensitive to the perpendicular component
of the stray magnetic field on the surface of the magnetic samples. The working principle of Hall
sensors are given in related sections of the thesis. The Hall sensors are mounted on a
nonmagnetic printed circuit board (PCB) that has appropriate electrical connections to the rest of
the microscope cabling, Figure 7.3. The PCB sensor holder and the sensor isolated electrically by
placing a piece of alumina ceramic in between. Electrical connections from the probe to PCB are
provided by 12 μm gold wires. The sensor holder is screwed to the end of a piezoelectric scanner
to map the field over the sample.
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(a)

(b)

Figure 7.3 Hall Probe assembly (a) and Hall sensor with 0.8x0.8 μm2 active area (b).
To pick a proper magnetic signal the probe should be as parallel as possible to the
sample. On the other hand the mesa corner, which is used as rough STM or AFM tip, must be in
closer proximity to the sample then the other parts of the probe. To satisfy both requirements, the
sample is tilted by 1-1.5 degrees with respect to the probe, Figure 7.4. There are set of three
screws on the sample puck to achieve this. Increasing the tilt angle more than ~ 3 degrees may
cause the chip edges to touch the sample. Also, increasing the angle will increase the separation
of the active Hall probe region (Hall cross) and decrease the magnetic signal. On the other hand
if the angle is less than 1 degree, defects or spikes left from the Hall probe fabrication can touch
the surface and create unwanted signals by shorting the current or voltage leads of the Hall
sensor to the sample surface.
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(a)

(b)

Figure 7.4 The alignment of the Hall probe with respect to the sample surface: the Hall probe
(top part) and its reflection of the sample surface first made parallel to each other by 3 alignment
screws (a), then the desired angle is set by loosening the screw on the corner of the chip. By this,
the same angle is obtained on both sides.
Probe-sample separation is important in terms of both spatial resolution and field
sensitivity. Spatial resolution is the ability to resolve the fine magnetic structures on the sample.
In that logic, the smaller the Hall probe size, the better resolution can be achieved. If the probesample separation is significantly bigger than the size of the Hall cross, which is the size of
active Hall area, the spatial resolution is determined by the probe-sample distance. In addition,
the field decays with the distance and the sensitivity of the magnetic field measurements (not the
Hall probe sensitivity itself) decreases when the probe is far from the sample. The probe
separation is higher when the Hall cross is away from the tip corner. Thus, to improve the spatial
resolution in the STM tracking mode, the Hall cross must be brought as close as possible to the
mesa corner of the chip by the proper Hall probe design.

Magnetization Measurement Technique
The measurements of the magnetic properties of our Co-Fe-Ni diffusion sample were
performed in the Quantum Design, Inc. Physical Property Measurement System (PPMS). In this
study, our aim was measuring (mapping) saturation magnetization of the sample and relating it to
the composition-structure data obtained from the EDS/EBSD analysis.
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The experimental setup diagram for mapping saturation magnetization of magnetic
materials is presented in Figure 7.5. A typical procedure for magnetic field (magnetization)
mapping is as the following. The Hall probe is set up in close proximity to the sample surface
and then a scan across a binary or over the ternary diffusion region is performed. During the line
scan, the sample holder (stage) is moved step by step, using the slider piezo tube, along a straight
line across the diffusion region where the composition of the alloy changes from, for example,
pure Co on one side to pure Fe on the other side of the region (as it is pasteurized in the
Figure 7.5).

Figure 7.5 Diagram of the setup for the sample magnetization mapping.
The Hall probe is sensitive to the perpendicular ( Z ) component of the stray magnetic
field at the surface of the sample and generates the Hall voltage (V-Hall) when the Hall current
(I-Hall) is passed through the probe. The sample is magnetized to its saturation in the
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perpendicular to the surface magnetic field produced by the superconducting magnet of the
PPMS. Thus, the Hall probe measures the resultant Z component of the magnetic field due to
magnetization of the sample and the applied field. Then, the values of the saturation
magnetization can be extracted from the magnetic field distribution along the scan line. Also, a
surface raster scan can performed by moving the Hall probe line by line over the sample surface
using scanner piezo and monitoring changes in the magnetic field.

Experimental Parameters
In the following three sections section I would like to discuss the set up parameters that
were used during the experiments. The set up parameters influence the sensitivity and the
resolution of the SHPM and are also important for further quantitative data analysis.

Hall Probe Parameters
Hall current (IH) was set at 100 μA. There several basic things we should keep in mind
while choosing the Hall current. First, it should not exceed the maximum allowed value
depending on the Hall probe type, which is specified by the manufacturer and is 1 mA for our
HP. Second, the best signal to noise ratio (SNR) is desired for the best Hall probe (HP)
sensitivity.
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Figure 7.6 Effect of Temperature on Hall coefficient (RH) as a function of the Hall current (IH),
from [4.25].
For our particular HP, a typical signal (VH) value at room temperature (RT) is about
52 mV at 200 G of the applied field and 500 μA IH while the noise is about 2 mV. From here it
can be concluded that the value of the Hall coefficient is about 0.52 10-3 Ohm/Gauss at the
electronics’ gain of 1000. The IH is decreasing as the IH increases and is almost not affected by
the temperature change within the range of 22°C to 125°C as it seen in Figure 7.6, [4.25].
However, the SNR ratio increases with the increase of the Hall current, has its maxima at
500 μA, and then decreases, Figure 7.7. Third, at high values of measured magnetic fields, HP
saturation can occur if the IH is too high. Therefore, in such case the Hall current should be
reduced even at the expense of the SNR to insure that VH does not exceed 10V. Finally, high
Hall probe current is not desired in the STM tracking measurements when the leakage current is
presented between the Hall cross and the STM tip.
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Considering all of the above, the Hall current of 100 μA for our studies of saturation
magnetization of Co-Fe-Ni sample would produce sufficient SNR since the change in magnetic
field due to the sample magnetization is large across the diffusion boundaries (Figure 7.7).
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Figure 7.7 Signal to noise (SNR) ratio at different values of the Hall probe current and 200 Oe
applied field.

Environment
The microscope was set up in the PPMS at room temperature in applied external
magnetic field of 49 kOe along Z direction. The applied field was enough to reach saturation
magnetization of all three components of Co-Fe-Ni diffusion sample. The sample magnetization
at the areas corresponding to pure Co, Fe and Ni metals are shown in Figure 7.8. The
magnetization (M) curve trend at high H explains by the Hall probe calibration curve in
Figure 7.9 that reveals a slight raise in the HP resistance with the field increase.
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Figure 7.8 Pure Co, Fe and Ni magnetization curves.

Sample-Probe Distance
As it was discussed before, spatial resolution of the SHPM measurements depends on the
sample-probe distance and the size of the Hall probe active area. The magnetic field sensitivity
of the microscope (not the Hall probe itself) depends on the sample-probe separation as well. The
HP active area is about 1 by 1 micron, while the Hall probe was set up 10 μm away from the
sample surface. Thus, the spatial resolution is ~10 μm which determines by the sample-probe
distance in this case. The diffusion lengths for the Co-Fe, Co-Ni and Fe-Ni binary interfaces are
~240 μm for the first two, and ~340 μm for the Co-Ni couple; and the relative resolutions are
approximately 2.1% and 1.5% respectively. This relatively big distance was chosen for faster
scan capabilities and to avoid the Hall probe crush against the surface during the scans.
Magnetization studies of similar systems such as Fe-Ni and Co-Fe-Ni diffusion films were
performed with the SHPM and the SMOKE instruments by Yoo et al. [7.2, 7.3]; however, the
spatial resolution data was not presented in the publications.
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Hall Probe Calibration and Noise Level
It is very important to calibrate the Hall probe before the measurements for the
quantitative analysis. It is as much important to check the calibration, if possible, during the
measurements and at the end of the experiment.
Calibrations are performed using the magnet in the PPMS system. It is done by resetting
the Hall probe at zero PPMS field using the SPM controlling software, then setting the PPMS
field to a certain value (100 Oe, for example) and adjusting the value of the Hall coefficient so
the Hall probe reading matches the PPMS field. The PPMS magnetic field accuracy is 0.02 mT,
or 0.2 Gauss [7.4], which makes it suitable to use for Hall Probe calibrations whose noise level at
room temperature is around 10 Gauss. The sample should be far away from the sample surface
for proper calibration. I found it more convenient and informative to run a sequence of
rectangular field pulses for about 30 seconds and at the same time perform a 1μm by 1μm Hall
probe scan (away from the sample). Then, by using the SPM software, it is possible to extract the
measured value of the field as well as the signal noise level. This is illustrated in Figure 7.9. The
calibrations were done at two temperatures: 300K in (a) and 10K in (b). The PPMS magnetic
field was switching up and down between 0 and 100 Oe at the rate of ~ 0.1 Hz. The crosssections along the white lines and the histograms reveal the measured magnetic field values and
the noise level. It is clearly seen, that the peaks at the higher temperature histogram in (a) are
significantly wider than those at low temperature (b) that corresponds to higher noise level. From
the peak FWHM the noise level can be determined as ~ 10 Gauss at 300K and ~2 Gauss at 10K.
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(a)

(b)
Figure 7.9 The results of Hall probe calibration procedures at T=300K (a) and T=10K: field
distributions, cross-sections along the white lines and histograms.
Since the noise level limits the sensitivity of the HP, the magnetic field sensitivity was
~ 10 Gauss during the experiments, which is adequate to detect field variations during the scans
(up to ~4000 Gauss).
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In order to verify the dependence of Hall coefficient on the measured magnetic field, the
difference between the field measured by the Hall Probe and applied PPMS field as a function of
the applied field was plotted, Figure 7.10. It demonstrates that the Hall coefficient increases as
the field goes up. It should be taken into account if the measured field is considerably different
from the one at which calibration was performed.
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Figure 7.10. Difference between the field measured by the Hall Probe and applied PPMS field as
a function of the applied field.

Magnetization Determination from the Magnetic Field Distribution Data
The Hall probe measures the perpendicular to the sample surface component of magnetic
field, Bz(r) as it scans along a line in small discrete steps (~5μm) across the sample. This
magnetic field is a sum of the applied magnetic field and the field due to the sample
magnetization. Ultimately, we need to find the values of magnetization along the scan lines.
To extract the values of magnetization from magnetic field measurements data, so-called
inversion technique was developed and utilized by M. Aronova [7.5]. The method was applied to
calculating remanent magnetization of combinatorial thin films discrete libraries with a scanning
SQUID microscope. In a discrete library, individual samples (of the order of 5-20 mm2 each)
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with different compositions are fabricated. The magnetization of each sample is assumed to be
constant over the sample area; and one of the requirements for this inverse method to give the
accurate values of magnetization is the scan area to the sample area ratio. The author concludes:
"It is seen from both the experiment and simulation that the ratio of scanning area to the sample
area must be at least 5 in order for Mz to have a value with less than 10 % in error. Therefore,
this method is not applicable to our measurement technique.
In our determination of saturation magnetization of diffusion samples we use the method
as further described. If we represent magnetization of the sample as a surface magnetic pole
charge density Ms(r), then the perpendicular component of magnetic field at distance h above the
surface is given by
(1) BZ (r )

h
r'

[(r

r' )

2

h 2 ]3 / 2

M S (r ' )dr ' .

Since the resulting data of our measurements is a discreet set of Bz values, Bz(ri), where ri is the
i’s measurement point position at the scan line and Δr is the distance between two measurement
points, we can replace the integral in equation (1) with the sum
h
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Now, to find magnetization at each measurement point along the scan line we need to solve the
matrix equation
(3)

Bzi = DijMsj ,

where
(4)

Dij

h
[(ri

rj ) 2

h 2 ]3 / 2

Δr
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Thus, the value of the magnetic pole charge density at the i’s point along the scan line is given by
(5)

Msi = ( D-1)ijBzj
The magnetization value is directly proportional to the value of magnetic pole charge

density and the proportionality coefficient does not change as we scan across the sample surface
assuring that the scan is performed far from the sample edges and the probe-surface distance
remains the same. Therefore, if we calibrate the Hall probe over the particular area of the sample
with known magnetization, we can find the values of magnetization for the rest of the sample.
For our diffusion Co-Fe-Ni sample, for example, we can set the probe at certain distance over a
point in the pure Fe region in the beginning of the scan and use that point as a reference one for
the magnetization calculations.
Magnetic field simulation for the region with changing magnetization
In order to test this method, I will use simulated magnetic field data, which is unaltered
by any noise or other experimental errors. Some results of the simulation are briefly presented
below.
I used a model magnetization distribution as shown in Figure 7.11. This distribution was
substituted to the equation (1) in order to simulate the Hall probe measurements across the line

Magnetization, a.u.

where magnetization changes as shown in Figure 7.11.
2.5
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Figure 7.11 Magnetization across the sample (model).

Magnetic Field, a.u.
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Figure 7.12 Magnetic field distribution (model).
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Figure 7.13 Calculated magnetization across the sample (model).
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Figure 7.14 Calculated magnetization across the sample (model), central cut from above.
The probe-surface distance was set at 10 a.u. which gives poor spatial resolution. This is
seen in Figure 7.12. The curve from Figure 7.12 was used as the experimental data for the
simulation. To calculate the magnetization, it was divided into 100 data points (Bzj), and the
equation (4) and (5) were used to calculate magnetization distribution along the "scan" line
which could produce such magnetic field. The results are presented in Figure 7.13. As we can
see, there are big oscillations at the ends of the line due to instability of the solution of the
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equation (5). The boundary conditions should be applied to avoid that. However, the middle part
of the graph almost exact reproduction of the initial model magnetization, Figure 7.14. Thus,
after additional simulations and studies, the described method was applied to saturation
magnetization extraction from the experimental data.

Saturation Magnetization of the Co-Fe-Ni alloys
In order to investigate the last, but not the least, component in the "composition-structureproperty" relationship, the Scanning Hall Probe Microscopy was applied. Numerous linear an
area scans were performed to collect magnetic data and insure correctness and reproductively of
the measurements. With the SHPM, we were mapping magnetic field distribution over the binary
and the ternary diffusion areas of our Co-Fe-Ni sample while the magnetization of the specimen
was saturated in the applied field of 4.9∙104 Oe. Then, the method described above was
employed to extract the saturation magnetization from the magnetic field data.
The saturation magnetization measurements results are shown in the graphs below. Our
experimental values for the Co-Fe-Ni diffusion sample are in good agreement with the accepted
results for pure Fe, Co and Ni. The values for saturation magnetization obtained from multiple
publications are given in Table 7.1.
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Co

Fe

Ni

fcc

bcc

hcp

β/µB

1.739 [7.9]

1.80 [7.11]

1.715 [7.13]

TC (K)

1394 [7.8]

1450 [7.10]

1070 [7.12]

β/µB

0.7 [7.17]

2.218 [7.13]

0.1 [7.16]

TC, TNa (K)

67a [7.14, 7.15]

1043 [7.13]

100a [7.16]

β/µB

0.62 [7.17,7.18]

0.52 [7.19]

TC (K)

625 [7.17,7.18]

0.52 [7.19]

Table 7.1 Magnetic properties (TC, TN, and β) of pure elements, Co, Fe, and Ni.
Temperature.

a

Neel
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Figure 7.15 Saturation magnetization across the Co-Fe diffusion zone, (*) and (**) are data from
[7.6] and [7.7].
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Figure 7.16 Saturation magnetization across the Fe-Ni diffusion zone.
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Figure 7.17 Saturation magnetization across the Co-Ni diffusion zone.
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Figure 7.18 Saturation magnetization mapping over the Co-Fe-Ni ternary diffusion zone; the
sample layout is shown on top. The scan size is approximately 150 μm along X-axis by
300 μm along Y-axis (from Co side to Fe side).
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The table shows the values of saturation magnetization and Curie (Neel) temperature for
pure Co, Fe and Ni metals with different crystal structure (bcc, fcc and hcp). Also, the
experimental curves of saturation magnetization across Co-Fe, Fe-Ni and Co-Ni diffusion
boundaries are in good agreement with the results obtained from one-composition-at-a-time
measurements and the Slatter-Pauling curves. All magnetization values fit into ~5% deviation
from the table values. The major sources of error for our particular method are uncertainty in
determination of the length of the diffusion regions and relatively big Hall probe-sample
distance.
The first uncertainty can be reduced by obtaining better statistics during EDS data
collection, which, in practice, just slightly increase the total time required for the compositionstructure-property characterization. The SHPM spatial resolution can be improved down to 1 μm
or less depending of the Hall probe active area. This is done by covering the sample surface with
a thin (~ 50 angstrom) layer of Au and using the STM positioning technique to bring the probe
close to the sample surface. The top layer of gold will not affect magnetic data collected from the
sample. It is even better to use AFM driven Hall probe for the positioning because the sample
surface can still have a little dings (voids) related to interdiffusion process. Such dings are seen
in SEM images of the sample surface. Unfortunately, our AFM driven Hall probe set up does not
work stable during the measurements which may lead to a Hall probe crush. Some work needs to
be done in order to illuminate the problems.
A number of improvements are required for the sample stage X-Y positioning system.
Monitoring of the stage position during the line scans and large area "motor" scans is one of the
major SHPM system upgrades that need to be done. A sophisticated sample stage positioning
and monitoring will greatly increase capabilities of the SHPM in scanning over larger sample
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areas. This is particularly important for study of combinatorial diffusion films where the
composition gradient extends over the length of several millimeters (for small samples).
In summary, the application of SHPM allowed us, for the first time, to investigate
composition-structure-magnetic properties of the diffusion binary and ternary Co-Fe-Ni alloys.
While the magnetization studies of similar systems such as Fe-Ni and Co-Fe-Ni diffusion films
were performed with the SHPM and the SMOKE instruments by Yoo et al. [7.2, 7.3]; however,
low applied fields used in these experiments (of the order of 150 Oe) implied that all the alloys
were far from saturation. In addition, the results for Fe-Ni thin films obtained by SHPM and
SMOKE techniques were dissimilar. Our studies, on the other hand, provided the comprehensive
description of Co-Fe-Ni alloys, demonstrating that Scanning Hall Probe Microscopy can be
employed as a powerful tool for combinatorial material investigation.
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Chapter 8 Magnetic Properties of Manganese Silicide
Introduction
Manganese Silicide (MnSi) is the prototypical chiral magnet, belonging to a class of
materials with the crystal structure of B20 type with many unusual magnetic properties. Indeed,
these materials recently produced some of the most promising in the area of magnetism research,
with a number of fascinating results obtained just in the last few years, including the discovery of
skyrmion lattice [8.1].

Figure 8.1 A skyrmion in MnSi. The magnetization directions are represented by the small
arrows. The magnetic field B is applied perpendicular to the skyrmion lattice plane.
Chiral structure in MnSi, gives rise to a helical arrangement of magnetic moments
associated with the atomic arrangement via the relativistic spin-orbit Dzyaloshinskii-Moriya
(DM) interactions, which has the form of −D⋅S i×S j, where D is the coupling strength and
S

i

and S j, are the spins of adjacent electrons. This interaction competes with the exchange

interaction, aimed at aligning the moment along the same line, resulting in a spiral path for
magnetic moments, with the period much larger than the lattice spacing (18 nm along the [111]
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direction for MnSi, for example). Because of these very large periods, the magnetic properties of
MnSi can be observed and manipulated at a much larger scale than the lattice size.

Figure 8.2 Crystal (B20) structure of MnSi. Left: Spiral arrangement of the magnetic moments
(with right hand helicity).
The magnetic phase diagram of MnSi is shown in Figure 8.3. At the critical temperature
TN approximately 29.5 K at zero magnetic field, there is a phase transition from a paramagnetic
phase to a helical state with zero average magnetization. There is a small anisotropy along [111]
orientation, but there are three equivalent axis along this crystallographic direction.

83

Figure 8.3 Magnetic phase diagram of MnSi, from [8.2].
At lower temperatures, once one applies a relatively small magnetic field of about 1 kGs,
the symmetry is broken and the moments are preferentially aligned along the direction of the
field, resulting in a conical structure (see Figure 8.3). As the field is increased the angle of the
cone narrows and the moment increasing further, until finally at about 6.5 kGs, the moment is
aligned, resulting in induced, or forced ferromagnetic structure, but with the saturation magnetic
moment of just 0.4 μB, indicative of weak ferromagnetism in MnSi.
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Preliminary results of magnetic measurements
To study magnetic properties of MnSi single crystal (with the magnetic field applied
along [111] direction perpendicular to the surface of the crystal), we have measured
magnetization vs. applied field for different temperatures. The results are consistent with the
magnetic structure described above. In the conical structure MnSi has a high magnetic
susceptibility, as it is relatively easy to narrow the angle of the cone to increase the
magnetization. Above the conical-forced ferromagnetic transition the susceptibility drops as the

Magnetization ( B/Mn)

magnetization is close to saturation.

5K
10K
20K
25K
29K
30K
35K

0.4
0.3
0.2
0.1
0.0

0

2

4
6
H (KOe)

8

10

Figure 8.4 Magnetization dependence for MnSi single crystal for different temperatures. The
field is applied along the [111] direction.
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Measurements of Magnetic Domains using SHPM
We search for magnetic domains by taking different slices through the phase diagram by
1) Varying the applied magnetic field at 10 K;
2) Varying the applied magnetic field at 28.5 K;
3) Varying the applied magnetic field at 35 K;
4) Varying the applied field at 45 K: (almost no trace of magnetic domains);
5) Varying temperature at 1800 Gauss (domains above 29.5 K);
6) Varying temperature at constant filed 4000 Gs (domains above 29.5 K);
7) Performing a large area scan at 20 K and 4000 Gauss.
The measurements 1 through 4 were performed by scanning over the surface of the MnSi
sample in the STM tracking mode with the scan size of 20 by 20 microns. The studies were
performed in the PPMS system with the magnetic field applied along [111] direction
perpendicular to the sample surface. The surface was polished with SiC-Paper up to 1000#. Then
the final oxide polish with 0.05 micron colloidal silica was performed. The sample size is 5 mm
in diameter by 3 mm in thickness.
At T=10 K, as the applied magnetic field is increasing, domain formation can be
observed starting from the field of 100 to 200 Gs, Figure 8.5. Further increase of the external
field causes a change in the domain structure. This change appears at the applied field of
approximately 1.2 kGs and may be an indication of the phase transformation from helical to
conical which is consistent with the phase diagram shown in Figure 8.3. At the external fields
from 1.4 kGs and above, the strip-like domains can be seen. The domains do not disappear even
at the applied fields above 6 kGs where conical-forced to ferromagnetic transition takes place
according to the phase diagram in Figure 8.3. When the external field is above 20 kGs, the Hall
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Probe saturates and the Hall Probe current needs to be decreased. It leads to the reduction of the
Hall Probe sensitivity and above 40 kGs the sensitivity is too low to resolve the domains.
However, very weak contrast in the scan at 40 kGs could be associated with the sample
magnetization saturation. Similar situation (Figure 8.6) can be observed when the external field
is varying at the temperature of 28.5 K which is just below the transitional temperature.
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Figure 8.5 Varying the applied field at 10 K: (red vertical line on Figure 8.3).
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Figure 8.6 Varying the applied field at 28.5 K: (blue vertical line on Figure 8.3).

89

Figure 8.7 Varying the applied field at 35 K: domain structure is still present above the
transition temperature of 29.5 K (yellow vertical line on Figure 8.3).
When the scans are performed at T=35 K, which is above the transition temperature
(29.5 K), the existence of magnetic domains and the change in the domain structure as the
applied field increases still can be seen (Figure 8.7). At T=45 K, there is no presence of domain
structure (Figure 8.8).
Temperature change at the applied magnetic fields of 1800 Gs and 4000 Gs (Figures 8.9
and 8.10) indicates that magnetic domains still exist above T=29.5 K. They disappear at the
sample temperatures above approximately 45 K.
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Figure 8.8 Varying the applied field at 45 K: (almost no trace of magnetic domains).
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Figure 8.9 Varying Temperature at 1800 Gauss (domains above 29.5 K).
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Figure 8.10 Varying temperature at constant filed 4000 Gs (domains above 29.5 K).
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Figure 8.11 Large area scan at 20 K and 4000 Gauss.
Figure 8.11 shows a combination of single scans over the area of 20 by 20 microns each.
The combined image has the span of approximately 180 by 80 microns in horizontal and vertical
directions respectively. Strip-like domain arrays that go in several different directions are clearly
seen. There are concerns that they can be associated with the surface defects that may still be
present after polishing. However, the shape and periodicity of the arrays suggest that it is not a
surface effect.

Conclusions
By taking a series of measurements both at constant field and at constant temperature we
have demonstrated the presence of complicated domain structure associated with the magnetic
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phase diagram of MnSi for the first time. More studies are needed to verify the origin and the
key parameters of this domain structure and to better understand the implications for the
magnetic properties of MnSi.
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Chapter 9 Conclusions and Future Work
A Scanning Hall Probe Microscope (SHPM) with a submicron Hall probe (HP) was used
for high efficiency characterization of magnetic materials at high magnetic fields. Specifically,
we have studied phase diagrams of Co-Fe-Ni binary and ternary alloys, as well as weak itinerant
ferromagnet MnSi. The Co-Fe-Ni alloys were fabricated by annealing three metal blocks placed
in intimate contact at high temperatures to allow thermal interdiffusion to create solid-solution
with a composition spread over the binary and the ternary diffusion regions. The change in the
magnetic field in the vicinity of these variable composition diffusion couples and multiples
Fe-Co, Fe-Ni, Co-Ni and Co-Fe-Ni alloys was measured continuously as the HP was scanned
across the interdiffusion regions. Using a simple model we have then determined the
corresponding saturation magnetizations of the alloys. The values of the saturation magnetization
were found to be in good agreement with the known values for pure Fe, Co and Ni. The
composition variations and crystal phase structure over the scan regions were measured
independently using Energy Dispersive X-ray Spectroscopy (EDS) and Electron Backscatter
Diffraction (EBSD). Using this technique, the composition-structure-property relationship for the
Co-Fe-Ni diffusion system was determined for the first time. This study demonstrates that
Scanning Hall microscopy can be used for high efficiency and high accuracy measurements of
saturation magnetization and other magnetic properties in variable composition alloys and, in
combination with microanalyses techniques, effectively applied to investigations of compositionstructure-property relationship and to accelerated design of new magnetic materials.
While we demonstrated that Scanning Hall Probe microscopy can be successfully and
very efficiently applied to various conventional magnetic alloys, and weak ferromagnets, we
emphasize that there are certain inherent limitations to the technique both for strong and weak
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ferromagnets. For strong ferromagnets, the transformation of the experimentally measured values
of magnetic fields into the saturation magnetizations is non-trivial, especially when there is an
abrupt change in the magnetization, as in the case of structural phase transitions. Moreover, our
simple model is only applicable when the thickness of the sample is comparable to the other two
dimensions, and thus can’t be directly applied to thin magnetic films. The use of probes with a
better spatial resolution and at different distance from the sample surface, as well as the
development of a more comprehensive analysis may help alleviate some of these problems,
however, even in that case the solution may not be unique.
For weak ferromagnets the main limitation is the field sensitivity of the probe and the
long term reproducibility of the settings at different scans, which is required in order to make not
just qualitative but also quantitative comparison with the magnetic phase diagram. This is
especially challenging when the measurement are done in high magnetic fields (on the order of
1T or higher), while the variable component of the film is only a few Oe. Nevertheless, these
technical difficulties seem to be surmountable with the development of the technique.
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ABSTRACT
APPLICATION OF SCANNING HALL PROBE MICROSCOPY FOR HIGH
THROUGHPUT CHARACTERIZATION OF COMBINATORIAL
MAGNETIC MATERIALS
by
GIRFAN SHAMSUTDINOV
December 2013
Advisor: Boris Nadgorny
Major: Physics (Condensed Matter)
Degree: Doctor of Philosophy
A Scanning Hall Probe Microscope (SHPM) with a submicron Hall probe (HP) was used
for high efficiency characterization of magnetic materials at high magnetic fields. Specifically,
we have studied phase diagrams of Co-Fe-Ni binary and ternary alloys, as well as weak itinerant
ferromagnet MnSi. The Co-Fe-Ni alloys were fabricated by annealing three metal blocks placed
in intimate contact at high temperatures to allow thermal interdiffusion to create solid-solution
with a composition spread over the binary and the ternary diffusion regions. The change in the
magnetic field in the vicinity of these variable composition diffusion couples and multiples,
Fe-Co, Fe-Ni, Co-Ni and Co-Fe-Ni alloys was measured continuously as the HP was scanned
across the interdiffusion regions. Using a simple model we have then determined the
corresponding saturation magnetizations of the alloys. The values of the saturation magnetization
were found to be in good agreement with the known values for pure Fe, Co and Ni. The
composition variations and crystal phase structure over the scan regions were measured
independently using Energy Dispersive X-ray Spectroscopy (EDS) and Electron Backscatter
Diffraction (EBSD). Using this technique, the composition-structure-property relationship for the
Co-Fe-Ni diffusion system was determined for the first time. This study demonstrates that
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Scanning Hall microscopy can be used for high efficiency and high accuracy measurements of
saturation magnetization and other magnetic properties in variable composition alloys and, in
combination with microanalyses techniques, effectively applied to investigations of compositionstructure-property relationship and to accelerated design of new magnetic materials. We have
also studied the Dzyaloshinskii-Moriya exchange interaction ferromagnet MnSi and investigated
its magnetic structure, as it undergoes paramagnetic-helical, helical-conical and conicalferromagnetic phase transitions.
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