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Abstract
This paper studies the pullback asymptotic behavior of solutions for a non-autonomous incompressible
non-Newtonian fluid in two-dimensional (2D) bounded domains. We first prove the existence of pull-
back attractors A V in space V (has H 2-regularity, see notation in Section 2) and A H in space H (has
L2-regularity) for the cocycle corresponding to the solutions of the fluid. Then we verify the regularity of
the pullback attractors by showing A V =A H , which implies the pullback asymptotic smoothing effect
of the fluid in the sense that the solutions become eventually more regular than the initial data.
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1. Introduction
In this paper, we discuss the existence and regularity of pullback attractors for the following
non-autonomous incompressible non-Newtonian fluid in 2D bounded domains:
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∂t
+ (u · ∇)u+ ∇p = ∇ · τ(e(u))+ g(x, t), x = (x1, x2) ∈ Ω, (1.1)
∇ · u = 0, (1.2)
where Ω is a smooth bounded domain of R2 (see Remark 6.2 for the unbounded domain
case), the unknown vector function u = u(x, t) = (u(1), u(2)) denotes the velocity of the fluid,
g(x, t) = g(t) = (g(1), g(2)) is the time-dependent external force function, and the scalar function
p represents the pressure. Equations (1.1)–(1.2) describes the motion of an isothermal incom-
pressible viscous fluid, where τ(e(u)) = (τij (e(u)))2×2, which is usually called the extra stress
tensor of the fluid, is a matrix of order 2 × 2 in which
τij
(
e(u)
)= 2μ0(ε + |e|2)−α/2eij − 2μ1eij , i, j = 1,2,
eij = eij (u) = 12
(
∂ui
∂xj
+ ∂uj
∂xi
)
, |e|2 =
2∑
i,j=1
|eij |2, (1.3)
and μ0,μ1, α, ε are parameters which generally depend on the temperature and pressure. In
this paper we assume that μ0,μ1, ε are positive constants and 0 < α < 1. In (1.3) if τij (e(u))
depends linearly on eij (u) then we say the corresponding fluid is a Newtonian one. Generally
speaking, gases, water, motor oil, alcohols, and simple hydrocarbon compounds tend to be New-
tonian fluids and their motions can be described by the Navier–Stokes equations. If the relation
between τij (e(u)) and eij (u) is nonlinear, then the fluid is called to be non-Newtonian. For
instance, molten plastics, polymer solutions and paints tend to be non-Newtonian fluids. One
can refer to [6–8,30,39,40] and the references therein for detailed physical significance. Indeed,
Eqs. (1.1)–(1.2) can be regarded as the “modified” Navier–Stokes equations as the gradient |∇u|
of the velocity is relatively large [30]. Clearly, (1.1)–(1.2) reduces into Navier–Stokes equations
when α = μ1 = 0 and into Euler equations as μ1 = μ0 = 0. They both are Newtonian fluids.
Attractor is an important concept in the study of infinite-dimensional dynamical systems.
There are many works concerning this subject, see, e.g., [3,21,25,31,41,45,47]. Temam [47]
studied systematically the notion of global attractors, as well as many concrete autonomous
dynamical systems arising in mathematical physics. However, the existence of external forces
or other time-dependent influences in some natural phenomenon leads to the presence of non-
autonomous terms in the associated equations. It is known that the theory of global attractors
previously developed for autonomous systems is inadequate to analyze the asymptotic behavior
of those non-autonomous problems. Later, Chepyzhov and Vishik [21] presented a general the-
ory to study autonomous and non-autonomous systems, in which uniform attractor and kernel
sections are used to describe the asymptotic behavior of non-autonomous systems.
With the development of non-autonomous and random dynamical systems, a new type of at-
tractor, called pullback attractor, was formulated and investigated (see, e.g., [22,23,28,29,32,33]).
Factually, the theory of pullback attractors has been shown to be very useful in the understanding
of the dynamics of non-autonomous and random dynamical systems, including those with delays
(see, e.g., [1,17,19,20,44]). The concept of pullback (or cocycle) attractor, which is formulated in
terms of a θ -cocycle mapping φ on a phase space E driven by an autonomous dynamical system
θ on a parameter space (Σ,σ ), provides a time-dependent family of compact sets that pullback
attracts all bounded sets in the phase space and satisfies a cocycle invariance property. Note that
the theory of pullback attractors allows one to handle more general non-autonomous terms and it
works under random environments as well (see [11]). In fact, the theory of pullback attractors has
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Łukaszewicz and Real [10], Caraballo, Łukaszewicz and Real [11,12], Caraballo, Kloeden and
Rubio [18], Cheban, Kloeden and Schmalfuss [20], Caraballo and Langa [13,14], Kloeden and
Schmalfuss [28,29], Langa and Schmalfuss [32], Langa, Łukaszewicz and Real [33], Song and
Wu [46], Wang, Zhong and Zhou [49], etc. As will be shown below, these works greatly influence
the presentation of this paper.
It is worth mentioning that Lu et al. [36] obtained the H 1-compact uniform attractor for 2D
Navier–Stokes equations with symbols of weakly compact hull. The technique used in [36]
is measure of non-compactness and uniformly ω-limit compactness, which is a generalization
of [37]. This technique was also used in [38,50,53]. Very recently, Lu [35] formulated a different
but simple approach to deduce the uniformly ω-limit compactness when the technique provided
in [36,37] seems difficult to be applied. The technique used in [35] is the regularity property of
solutions and embedding theorem. These techniques will also be applied in this paper.
The first objective of the current paper is to prove the existence of pullback attractors A V
in space V and A H in space H (see notations in Section 2) for the cocycle corresponding to
Eqs. (1.1)–(1.2). The main step is to prove the pullback ω-limit compactness of the cocycle.
When the external force function is translation bounded in L2loc(R;H), we take V as the phase
space and develop the argument of [36,37] to derive the pullback ω-limit compactness of the
cocycle in V . As the external force function is normal in L2loc(R;V ′) (see Definition 4.1), we
take H as the phase space and in this case the argument provided in [36,37] (also in Section 3)
seems difficult to be applied. The main reason is that the external force function has less regularity
(it belongs only to a distribution space) and so is the phase space H (compared with V ). We will
combine the technique formulated in [35], the theory of pullback attractors and some knowledge
of functional analysis to deduce the pullback ω-limit compactness of the cocycle in H .
The second purpose of this paper is to establish the regularity of the pullback attractors
with the external force function being both normal in L2loc(R;V ′) and translation bounded in
L2loc(R;H). We show A H = A V ⊂ V . There are two conclusions that can be concluded from
this result. The one is that the pullback attractor associated to (1.1)–(1.2) does not depend on the
energy space chosen for the mathematical studying; the other is the pullback asymptotic smooth-
ing effect of the fluid in the sense that the solutions (belonging to V ) become eventually more
regular than the initial data (belonging to H ).
The paper is organized as follows. In Section 2 we first introduce some notations, then recall
some definitions and already known results concerning pullback attractors for general cocycles.
In Section 3, we prove the existence of a pullback attractor A V in space V with the external
force function being translation bounded in L2loc(R;H). Section 4 is devoted to establish the
existence of a pullback attractor A H in space H with the external force function being normal
in L2loc(R;V ′). In Section 5, we show A V = A H for inclusion relationship with the external
force function being both normal in L2loc(R;V ′) and translation bounded in L2loc(R;H). Finally,
we give some remarks in Section 6.
2. Preliminaries
In this paper we use the following notations:
Lp(Ω)—the 2D vector Lebesgue space with norm ‖ · ‖Lp(Ω); particularly, ‖ · ‖L2(Ω) = ‖ · ‖,
Hm(Ω)—the 2D vector Sobolev space {φ = (φ1, φ2) ∈ L2(Ω), ∇kφ ∈ L2(Ω), k m} with
norm ‖ · ‖Hm(Ω) (see [2]),
C. Zhao, S. Zhou / J. Differential Equations 238 (2007) 394–425 397H 10 (Ω) = closure of {φ: φ = (φ1, φ2) ∈ C∞0 (Ω)×C∞0 (Ω)} in H 1(Ω),
V = {φ ∈ C∞0 (Ω)×C∞0 (Ω): φ = (φ1, φ2), ∇ · φ = 0},
H = closure of V in L2(Ω) with norm ‖ · ‖; H ′ = dual space of H ,
V = closure of V in H 2(Ω) with norm ‖ · ‖V ; V ′ = dual space of V,
(·,·)—the inner product in H , 〈·,·〉—the dual pairing between V and V ′,
B(H)—the union of all bounded sets of H ,
B(V )—the union of all bounded sets of V ,
h0(g) = {g(· + s): s ∈R} if g ∈ L2loc(R;V ′),
H0(g) = {g(· + s): s ∈R} if g ∈ L2loc(R;H),
L2b(R;V ′)—the set of functions g ∈ L2loc(R;V ′) satisfying
‖g‖2
L2b(R;V ′)
= sup
t∈R
t+1∫
t
∥∥g(s)∥∥2
V ′ ds < +∞,
L2b(R;H)—the set of functions g ∈ L2loc(R;H) satisfying
‖g‖2
L2b(R;H)
= sup
t∈R
t+1∫
t
∥∥g(s)∥∥2 ds < +∞ (2.1)
(a function g satisfying (2.1) is said to be translation bounded in L2loc(R;H)),
R—the set of real numbers, N—the set of positive integers,
Rτ = [τ,+∞), R+ = [0,+∞),
DistM(X,Y )—the Hausdorff semidistance between X ⊂ M and Y ⊂ M defined by
DistM(X,Y ) = sup
x∈X
inf
y∈Y ‖x − y‖M,
“→” and “⇀” denote convergence in strong and weak topology, respectively,
“↪→” denotes embedding between spaces.
We next introduce some operators. Set
a(u, v) =
2∑
i,j,k=1
(
∂eij (u)
∂xk
,
∂eij (v)
∂xk
)
=
2∑
i,j,k=1
∫
Ω
∂eij (u)
∂xk
∂eij (v)
∂xk
dx, u, v ∈ V. (2.2)
Lemma 2.1. (See Bloom and Hao [8].) There exist two positive constants c1 and c2 which de-
pends only on Ω such that
c1‖u‖2V  a(u,u) c2‖u‖2V , ∀u ∈ V. (2.3)
From the definition of a(·,·) and Lemma 2.1 we see that a(·,·) defines a positive definite
symmetric bilinear form on V . As a consequence of the Lax–Milgram Lemma, we obtain an
isometric operator A ∈L (V ,V ′), via
〈Au,v〉 = a(u, v), ∀u,v ∈ V.
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map from D(A) to H . Indeed, A = P2, where P is the Leray projector from L2(Ω) to H . For
any u ∈ D(A), we have
c1‖u‖V  ‖Au‖, (2.4)
because by Lemma 2.1 there holds
c1‖u‖2V  a(u,u) = 〈Au,u〉 = (Au,u) ‖Au‖‖u‖V .
We also define a continuous trilinear form on H 10 (Ω)×H 10 (Ω)×H 10 (Ω) as follows:
b(u, v,w) =
2∑
i,j=1
∫
Ω
ui
∂vj
∂xi
wj dx, u, v,w ∈ H 10 (Ω).
Since V ⊂ H 10 (Ω), b(·,·,·) is continuous on V × V × V and one can check
b(u, v,w) = −b(u,w,v), b(u, v, v) = 0, ∀u,v,w ∈ V. (2.5)
Now for any u ∈ V , 〈
B(u),w
〉= b(u,u,w), ∀w ∈ V, (2.6)
defines a continuous functional B(u) from V × V to V ′. Finally, for u ∈ V , we set
μ(u) = 2μ0
(
ε + ∣∣e(u)∣∣2)−α/2
and define N(u) as
〈
N(u), v
〉= 2∑
i,j=1
∫
Ω
μ(u)eij (u)eij (v) dx, ∀v ∈ V. (2.7)
Then the functional N(u) is continuous from V to V ′. When u ∈ D(A), N(u) can be extended
to H via
〈
N(u), v
〉= −∫
Ω
{∇ · [μ(u)e(u)]} · v dx, ∀v ∈ H. (2.8)
From the viewpoint of physics, the initial boundary value problem of (1.1)–(1.2) can be for-
mulated as following:
∂u
∂t
+ (u · ∇)u+ ∇p = ∇ · (2μ0(ε + |e|2)−α/2e − 2μ1e)+ g(x, t), x ∈ Ω, (2.9)
∇ · u = 0, x ∈ Ω, (2.10)
u = 0, τij lnjnl = 0, x ∈ ∂Ω, (2.11)
u|t=0 = u0, (2.12)
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boundary ∂Ω . The first condition in (2.11) represents the usual no-slip condition associated with
a viscous fluid, while the second one expresses the fact that the first moments of the traction van-
ish on ∂Ω ; it is a direct consequence of the principle of virtual work. We refer to [6–9,30,39,40]
and the references therein for detailed physical background. There are many works concerning
the unique existence, regularity and long-term behavior of solutions to Eqs. (2.9)–(2.12) or its
associated version (see, e.g., [4,8,9,24,27,30,39,40,51–55]).
Excluding the pressure p, we can express the weak version of problem (2.9)–(2.12) in the
solenoidal vector fields as following (see [8,51]):
∂u
∂t
+ 2μ1Au+B(u)+N(u) = g(x, t), (2.13)
u|t=0 = u0. (2.14)
We next recall some definitions and results concerning the pullback attractors. These defini-
tions and results can be found in [10,12–14,18,28,33,43,46,48,49].
Let (E,d) be a complete metric space and B(E) be the union of all bounded sets of E, (Σ,σ )
be a metric space which will be called the parameter space, and θ = {θt }t∈R be a group acting on
Σ satisfying
θt+s = θt θs, ∀t, s ∈ R,
θ0 = identity operator on Σ.
Definition 2.1. A mapping φ :R+ ×Σ ×E → E is called a θ -cocycle on E, if
(I) φ(0, σ, x) = x, ∀(σ, x) ∈ Σ ×E;
(II) φ(t + s, σ, x) = φ(t, θs(σ ),φ(s, σ, x)), ∀t, s ∈R+, (σ, x) ∈ Σ ×E.
φ is said to be norm-to-weak continuous on E if for each σ ∈ Σ and t  0
‖xn‖E → ‖x‖E ⇒ φ(t, σ, xn)⇀ φ(t, σ, x) in E as n → ∞.
Remark 2.1. The θ -cocycle φ is said to be continuous on E if for all (t, σ ) ∈ R+ × Σ , the
mapping φ(t, σ, ·) :E → E is continuous. By definition, the continuity of φ on E implies its
norm-to-weak continuity on E.
Definition 2.2. A family of nonempty compact sets {Aσ }σ∈Σ of E is called a pullback attractor
of the θ -cocycle φ if
(i) φ-invariance: φ(t, σ,Aσ ) =Aθt (σ ), ∀t ∈R+, σ ∈ Σ ;
(ii) pullback attracting: limt→+∞ DistE(φ(t, θ−t (σ ),B),Aσ ) = 0, ∀B ∈ B(E), σ ∈ Σ .
Remark 2.2. The pullback attractor given by Definition 2.1 is indeed global. For other versions
of definition of pullback attractor, e.g., global pullback D -attractor, one can refer to [12,17,44].
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φ if for any B ∈ B(E) there exists t (B) ∈ R+ such that
φ(t, σ,B) ⊂ B0, ∀t  t (B), ∀σ ∈ Σ.
Definition 2.4. A θ -cocycle φ on E is said to be pullback ω-limit compact if for any B ∈ B(E),
any σ ∈ Σ and any  > 0, there exists t (B, σ, ) ∈ R+ such that
γ
( ⋃
tt (B,σ,)
φ
(
t, θ−t (σ ),B
))
< ,
where γ (B) denotes the Kuratowski measure of non-compactness of B defined by
γ (B) = inf{γ > 0: B admits a finite cover by sets of diameters γ }.
The set
ωσ (B) =
⋂
s0
⋃
ts
φ
(
t, θ−t (σ ),B
)
is called the pullback ω-limit set of B.
Definition 2.5. A θ -cocycle φ on E is said to satisfy pullback condition (PC) if for any σ ∈ Σ ,
B ∈ B(E) and any  > 0, there exist t (B, σ, ) ∈ R+ and a finite-dimensional subspace E1 of E
such that
(1) P(⋃tt (B,σ,) φ(t, θ−t (σ ),B)) is bounded, where P :E → E1 is a bounded projector;
(2) supu∈B ‖(I − P)φ(t, θ−t (σ ), u)‖E < , ∀t  t (B, σ, ).
Lemma 2.2. (See [46].) Let E be a Banach space and φ be a θ -cocycle on E. If φ is norm-to-
weak continuous and has a uniformly absorbing set B0, then φ possesses a pullback attractor
A= {Aσ }σ∈Σ satisfying Aσ = ωσ (B0) if and only if φ is pullback ω-limit compact.
Lemma 2.3. (See [49].) Let E be a Banach space and φ be a θ -cocycle on E. If φ satisfies
pullback condition (PC), then φ is pullback ω-limit compact. Moreover, if E is uniformly convex,
then the inverse is true.
Remark 2.3. We will take H (or V ) as the phase space, which is uniformly convex. Thus a
θ -cocycle on H (or V ) is pullback ω-limit compact if and only if it satisfies pullback condition
(PC) on H (or V ).
3. Existence of a pullback attractor in V
In this section, we take in (2.13) an external force function g0(x, t) = g0(t) = g0 ∈ L2b(R;H)
and take (Σ,σ ) = (H0(g0), g) as the parameter space. Note that we have g ∈ L2(R;H) andb
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by
θtg(·) = g(· + t), ∀t ∈R, ∀g ∈H0(g0). (3.1)
We will prove the existence of a pullback attractor A V = {A Vg }g∈H0(g0) in V .
Lemma 3.1. (I) If g0 ∈ L2b(R;H), then for any g ∈H0(g0) and u0 ∈ H , problem (2.13)–(2.14)
admits a unique solution u satisfying
u ∈ C(R+;H)∩L∞(R+;H)∩L2loc(R+;V ), ∂tu ∈ L2loc(R+;V ′),
and
∥∥u(t)∥∥2  ∥∥u(τ)∥∥2e−c1μ1(t−τ) + 1
3c1μ1
(
1 + 1
c1μ1
)
‖g0‖2L2b(R;H), ∀t  τ  0, (3.2)
hereafter the positive constant c1 comes from Lemma 2.1.
(II) Suppose g0 ∈ L2b(R;H), then for any g ∈ H0(g0) and u0 ∈ V , problem (2.13)–(2.14)
possesses a unique solution u satisfying
u ∈ C(R+;V )∩L∞(R+;V )∩L2loc
(
R+;D(A)
)
, ∂tu ∈ L2loc(R+;H). (3.3)
Moreover,
(t − τ)∥∥u(t)∥∥2
V
G
(
t − τ,‖u0‖2,
t∫
τ
∥∥g(s)∥∥2 ds
)
, ∀t  τ  0, (3.4)
where G(z1, z2, z3) is a monotone continuous function of z1 = t − τ , z2 and z3.
Proof. (I) By Galerkin approximations and some a priori estimations one can obtain the unique
existence and regularity of solutions to problem (2.13)–(2.14). Since the method is classical and
the proof is essentially the same as that in [8], we omit it and here we only prove (3.2). Let u
be the solution of (2.13)–(2.14) with initial data u(τ) (at initial time t = τ ) and external force
function g. Taking inner product (·,·) of Eq. (2.13) with u, using Lemma 2.1, (2.5) and the non-
negativeness of the term 〈N(u),u〉, we obtain
1
2
d
dt
∥∥u(t)∥∥2 + 2c1μ1∥∥u(t)∥∥2V  12 ddt
∥∥u(t)∥∥2 + 2μ1a(u,u)+ 〈N(u),u〉
= (g(t), u(t))
 ‖g(t)‖
2
6c1μ1
+ 3c1μ1
2
∥∥u(t)∥∥2
V
,
i.e.,
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dt
∥∥u(t)∥∥2 + c1μ1∥∥u(t)∥∥2V  ‖g(t)‖23c1μ1 , (3.5)
where we have used the fact that ‖u‖2  ‖u‖2V holds for any u ∈ V . Thus
d
dt
∥∥u(t)∥∥2 + c1μ1∥∥u(t)∥∥2  ‖g(t)‖23c1μ1 . (3.6)
Applying Gronwall inequality and taking some transformations in the integral, we have
∥∥u(t)∥∥2  ∥∥u(τ)∥∥2e−c1μ1(t−τ) + 1
3c1μ1
t∫
τ
e−c1μ1(t−s)
∥∥g(s)∥∥2 ds

∥∥u(τ)∥∥2e−c1μ1(t−τ)
+ 1
3c1μ1
( t∫
t−1
e−c1μ1(t−s)
∥∥g(s)∥∥2 ds +
t−1∫
t−2
e−c1μ1(t−s)
∥∥g(s)∥∥2 ds + · · ·
)

∥∥u(τ)∥∥2e−c1μ1(t−τ)
+ 1
3c1μ1
( t∫
t−1
∥∥g(s)∥∥2 ds + e−c1μ1
t−1∫
t−2
∥∥g(s)∥∥2 ds + e−2c1μ1
t−2∫
t−3
∥∥g(s)∥∥2 ds + · · ·
)

∥∥u(τ)∥∥2e−c1μ1(t−τ) + 1
3c1μ1
(
1 + e−c1μ1 + e−2c1μ1 + · · ·)‖g‖2
L2b(R;H)

∥∥u(τ)∥∥2e−c1μ1(t−τ) + 1
3c1μ1
(
1 − e−c1μ1)−1‖g0‖2L2b(R;H)

∥∥u(τ)∥∥2e−c1μ1(t−τ) + 1
3c1μ1
(
1 + 1
c1μ1
)
‖g0‖2L2b(R;H).
Thus (3.2) holds. The proof of (I) is complete.
(II) Similar to the proof of (I), we only establish (3.4). For brevity, we set τ = 0. Multiplying
Eq. (2.13) by tAu, we obtain
(
∂u
∂t
, tAu
)
+ 2μ1t (Au,Au)+
〈
B(u), tAu
〉+ 〈N(u), tAu〉
= 1
2
d
dt
[
ta(u,u)
]− 1
2
a(u,u)+ 2μ1t‖Au‖2 + t
〈
B(u),Au
〉+ t 〈N(u),Au〉
= t(g(t),Au)
 1
2
μ1t‖Au‖2 + t2μ1
∥∥g(t)∥∥2. (3.7)
At the same time, by (2.4), (2.5), Hölder inequality and Gagliardo–Nirenberg inequality there
exists a positive constant c3 (depending only on Ω) such that
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〈
B(u),Au
〉
 t
∥∥B(u)∥∥‖Au‖ t‖u‖L4(Ω)‖∇u‖L4(Ω)‖Au‖
 c3t‖u‖1/2‖u‖H 1(Ω)‖u‖1/2V ‖Au‖
 c3√
c1
t‖Au‖3/2‖u‖1/2‖u‖H 1(Ω)
 1
2
μ1t‖Au‖2 + c
4
3
2c21μ1
t‖u‖2‖u‖4
H 1(Ω). (3.8)
(3.3) implies that u ∈ L2loc(R+;D(A)), so we have by (2.8) that
t
〈
N(u),Au
〉= −t ∫
Ω
{∇ · [μ(u)e(u)]} ·Audx. (3.9)
To estimate (3.9), we set
F(s) = 2μ0
(
ε + |s|2)−α/2s,
where
s =
(
s1 s2
s3 s4
)
∈ R4 and |s|2 =
4∑
i=1
s2i , si ∈ R, i = 1,2,3,4.
Then the first order Fréchet derivative of F(s) is
DF(s) = 2μ0
(
ε + |s|2)−α/2
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1 − αs21
ε+|s|2 − αs1s2ε+|s|2 − αs1s3ε+|s|2 − αs1s4ε+|s|2
− αs1s2
ε+|s|2 1 −
αs22
ε+|s|2 − αs2s3ε+|s|2 − αs2s4ε+|s|2
− αs1s3
ε+|s|2 − αs2s3ε+|s|2 1 −
αs23
ε+|s|2 − αs3s4ε+|s|2
− αs1s4
ε+|s|2 − αs2s4ε+|s|2 − αs3s4ε+|s|2 1 −
αs24
ε+|s|2
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
Since 0 < α < 1, we have∣∣∣∣− αsisjε + |s|2
∣∣∣∣<
∣∣∣∣ sisjε + |s|2
∣∣∣∣< 1ε , i, j = 1,2,3,4,
and
0 < 1 − αs
2
i
ε + |s|2 < 1, i = 1,2,3,4.
Consequently,
∥∥DF(s)∥∥ 2μ0(ε + |s|2)−α/2
√
4 + 122  2μ0ε−α/2
√
4 + 122 , ∀s ∈R4.ε ε
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D2F(s) =
(
∂2Fi(s)
∂sj ∂sk
)
, i = 1,2,3,4, j = 1,2,3,4, k = 1,2,3,4,
where Fi(s) = 2μ0(ε+|s|2)−α/2si . By some computations we see that the first order and second
order Fréchet derivatives of F(s) satisfies∥∥DF(s)∥∥+ ∥∥D2F(s)∥∥ c4(μ0, ε,α) .= c4, ∀si ∈R, i = 1,2,3,4, (3.10)
where c4 is a positive constant depending only on μ0, ε and α. For any a, b ∈R4,
F(b)− F(a) =
1∫
0
DF
(
a + τ(b − a))(b − a)dτ.
Taking a = e(u) = (eij (u)), b = e(0) = (eij (0)), applying the integration by parts first and then
the above inequality about F(s), we have
t
〈
N(u),Au
〉= −t ∫
Ω
{∇ · [F (e(u))− F (e(0))]} ·Audx
 c4t
(‖∇u‖ + ‖u‖)‖Au‖
 c4t
(‖u‖H 1(Ω) + ‖u‖V )‖Au‖
 μ1t
2
‖Au‖2 + 2c
2
4 t
μ1
‖u‖2V . (3.11)
Combining (3.7), (3.8) and (3.11), we obtain by using Lemma 2.1 and (2.5) that
d
dt
[
ta(u,u)
]+μ1t‖Au‖2
 a(u,u)+ t
μ1
∥∥g(t)∥∥2 + c43
μ1c
2
1
t‖u‖2‖u‖4
H 1(Ω) +
4c24t
μ1
‖u‖2V
 a(u,u)+ t
μ1
∥∥g(t)∥∥2 + c43
μ1c
2
1
t‖u‖2‖u‖4V +
4c24t
μ1
‖u‖2V
 a(u,u)+ t
μ1
∥∥g(t)∥∥2 + ta(u,u)( c43
c41μ1
a(u,u)‖u‖2 + 4c
2
4
c1μ1
)
.
Therefore, we get
d
dt
H(t)K(t)H(t)+ I (t), (3.12)
where
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K(t) = c
4
3
c41μ1
a(u,u)‖u‖2 + 4c
2
4
c1μ1
,
I (t) = a(u(t), u(t))+ t
μ1
∥∥g(t)∥∥2.
Applying Gronwall inequality to (3.12), we obtain
H(t)
(
H(0)+
t∫
0
I (s) ds
)
exp
( t∫
0
K(s)ds
)
=
t∫
0
I (s) ds exp
( t∫
0
K(s)ds
)
. (3.13)
Now integrating (3.5) over [0, t], we get
∥∥u(t)∥∥2 + c1μ1
t∫
0
∥∥u(s)∥∥2
V
ds  ‖u0‖2 + 13c1μ1
t∫
0
∥∥g(s)∥∥2 ds. (3.14)
It then follows from Lemma 2.1 and (3.14) that
t∫
0
I (s) ds =
t∫
0
(
a
(
u(s), u(s)
)+ s
μ1
∥∥g(s)∥∥2)ds
 c2
t∫
0
∥∥u(s)∥∥2
V
ds + t
μ1
t∫
0
∥∥g(s)∥∥2ds
 c2
c1μ1
(
‖u0‖2 + 13c1μ1
t∫
0
∥∥g(s)∥∥2 ds
)
+ t
μ1
t∫
0
∥∥g(s)∥∥2 ds
 c2
c1μ1
‖u0‖2 +
(
c2
3c21μ
2
1
+ t
μ1
) t∫
0
∥∥g(s)∥∥2 ds
 c5
(
‖u0‖2 + (1 + t)
t∫
0
∥∥g(s)∥∥2 ds
)
, (3.15)
where c5 = max{ c2c1μ1 ,
c2
2 2 ,
1
μ1
}. Similarly, using (3.2) and (3.14), we get3c1μ1
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0
K(s)ds =
t∫
0
(
c43
c41μ1
a
(
u(s), u(s)
)∥∥u(s)∥∥2 + 4c24
c1μ1
)
ds

c2c
4
3
c41μ1
t∫
0
∥∥u(s)∥∥2
V
(
‖u0‖2 + 13c1μ1
s∫
0
∥∥g(τ)∥∥2 dτ
)
ds + 4c
2
4
c1μ1
t

c2c
4
3
c41μ1
t∫
0
∥∥u(s)∥∥2
V
ds
(
‖u0‖2 + 13c1μ1
t∫
0
∥∥g(s)∥∥2 ds
)
+ 4c
2
4
c1μ1
t
 c6
{(
‖u0‖2 +
t∫
0
∥∥g(s)∥∥2 ds
)2
+ t
}
, (3.16)
where c6 = max{ c2c
4
3
c51μ
2
1
,
c2c
4
3
3c61μ
3
1
,
4c24
c1μ1
}. It follows from Lemma 2.1, (3.13), (3.15) and (3.16) that
t
∥∥u(t)∥∥2
V
 1
c1
tH(t) c5
c1
(
‖u0‖2 + (1 + t)
t∫
0
∥∥g(s)∥∥2 ds
)
× exp
{
c6
[(
‖u0‖2 +
t∫
0
∥∥g(s)∥∥2 ds
)2
+ t
]}
.= G
(
t,‖u0‖2,
t∫
0
∥∥g(s)∥∥2ds
)
,
where G(z1, z2, z3) = c5c1 [z2 + (1 + z1)z3] exp{c6[(z2 + z3)2 + z1]}. The proof of (II) is complete
and we end the proof of Lemma 3.1. 
Remark 3.1. By Lemma 3.1(I), we can define a continuous θ -cocycle ψ(t, g,u0) on H
ψ(t, g,u0) = u(t), ∀(t, g,u0) ∈ R+ ×H0(g0)×H, (3.17)
where u(t) is the solution of problem (2.13)–(2.14) with initial data u0 ∈ H and external force
function g ∈H0(g0). Also by Lemma 3.1(II), we can define a continuous θ -cocycle ψ(t, g,u0)
on V
ψ(t, g,u0) = u(t), ∀(t, g,u0) ∈ R+ ×H0(g0)× V, (3.18)
where u(t) is the solution of problem (2.13)–(2.14) with initial data u0 ∈ V and external force
function g ∈H0(g0).
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to problem (2.13)–(2.14) possesses a bounded uniformly absorbing set BV0 ⊂ V and is norm-to-
weak continuous on V .
Proof. From (3.2) we see that for any BH ∈B(H), there exist a time t0(BH ) ∈ R+ and
R0 =
√
2
3c1μ1
(
1 + 1
c1μ1
)
‖g0‖L2b(R;H)
such that
ψ
(
t, g,BH
)⊂B0 = {u ∈ H : ‖u‖2 R20}, ∀t  t0(BH ), ∀g ∈H0(g0). (3.19)
Now set
BV0 =
⋃
g∈H0(g0)
⋃
tt0(BH )
ψ(t + 1, g,B0). (3.20)
Then we can conclude from (3.4) that BV0 is bounded in V , precisely, we have
‖u‖2V G
(
1,R20,‖g0‖2L2b(R;H)
) .= R21, ∀u ∈BV0 . (3.21)
Obviously, BV0 is the bounded uniformly absorbing set of the θ -cocycle ψ(t, g,u0) on V . Re-
mark 3.1 shows that ψ(t, g,u0) is continuous on V , thus it is norm-to-weak continuous on V
(see Remark 2.1). The proof is complete. 
Lemma 3.3. Let g0 ∈ L2b(R;H), then the θ -cocycle ψ(t, g,u0) (defined by (3.18)) corresponding
to problem (2.13)–(2.14) satisfies pullback condition (PC) on V .
Proof. By the classical spectral theory of elliptic operators (see, e.g., [39]), there exists a se-
quence {λn}∞n=1 satisfying
0 < λ1  λ2  · · · λn  · · · , λn → +∞ as n → +∞, (3.22)
and a family of elements {wn}∞n=1 ⊂ D(A), which forms a basis of V and is orthonormal in H ,
such that
Awn = λnwn, ∀n ∈N. (3.23)
Let Vm = span{w1, . . . ,wm}, where m ∈ N will be specified later. Then Vm is a finite-dimensional
subspace of V . Denote by Pm the orthogonal projector from V into Vm and we obviously have
‖Pm‖ 1 for each m ∈ N.
By Lemma 3.2, for any BV ∈B(V ) there exists a time t0 = t0(BV ) ∈ R+ such that
ψ
(
t, g,BV
)⊂BV0 , ∀t  t0, ∀g ∈H0(g0). (3.24)
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∂u
∂t
+ 2μ1Au+B(u)+N(u) = θ−s−t0(g) = g(t − s − t0), in H, (3.25)
where u0 ∈BV0 (defined by (3.20)), t  t0 and s ∈ R+. Decompose above u as
u = Pmu+ (I − Pm)u .= u1 + u2.
Using Au2 to take inner product (·,·) with (3.25), we obtain
1
2
d
dt
a(u2, u2)+ 2μ1(Au2,Au2)+
〈
B(u),Au2
〉+ 〈N(u),Au2〉= (g(t − s − t0),Au2).
(3.26)
By Hölder inequality and Gagliardo–Nirenberg inequality, we have
∣∣〈B(u),Au2〉∣∣ ‖u‖L4(Ω)‖∇u‖L4(Ω)‖Au2‖
 c3‖u‖1/2‖∇u‖1/2‖u‖1/4‖u‖3/4‖Au2‖
 c3‖u‖3/4‖u‖1/2H 1(Ω)‖u‖
3/4
V ‖Au2‖
 3
8
μ1‖Au2‖2 + 2c
2
3
3μ1
‖u‖3/2‖u‖H 1(Ω)‖u‖3/2V
 3
8
μ1‖Au2‖2 + 2c
2
3
3μ1
‖u‖3/2‖u‖5/2V . (3.27)
Also by using (3.10) and the similar derivation to (3.11), we obtain
∣∣〈N(u),Au2〉∣∣=
∣∣∣∣−
∫
Ω
{∇ · [F (e(u))− F (e(0))]} ·Au2 dx
∣∣∣∣
 c4
(‖∇u‖ + ‖u‖)‖Au2‖
 c4
(‖u‖H 1(Ω) + ‖u‖V )‖Au2‖
 3
4
μ1‖Au2‖2 + 4c
2
4
3μ1
‖u‖2V . (3.28)
It is clear that
(
g(t − s − t0),Au2
)
 ‖Au2‖
∥∥g(t − s − t0)∥∥
 3
8
μ1‖Au2‖2 + 23μ1
∥∥g(t − s − t0)∥∥2. (3.29)
Combining (3.26)–(3.29), we get
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dt
a(u2, u2)+μ1‖Au2‖2  4c
2
3
3μ1
‖u‖3/2‖u‖5/2V +
8c24
3μ1
‖u‖2V +
4
3μ1
∥∥g(t − s − t0)∥∥2.
(3.30)
Now (3.22)–(3.23) imply
‖Au2‖2  λm+1(Au2, u2) = λm+1a(u2, u2). (3.31)
Then it follows from (3.19), (3.24) and (3.31) that
d
dt
a(u2, u2)+μ1λm+1a(u2, u2) 4c
2
3
3μ1
R
3/2
0 R
5/2
1 +
8c24
3μ1
R21 +
4
3μ1
∥∥g(t − s − t0)∥∥2.
(3.32)
Applying Gronwall inequality to (3.32), we obtain
a
(
u2(s + t0), u2(s + t0)
)
 a
(
u2(t0), u2(t0)
)
e−βms + R2
λm+1
+ 4
3μ1
s+t0∫
t0
e−βm(s+t0−t)
∥∥g(t − s − t0)∥∥2 dt, (3.33)
where βm = μ1λm+1 and R2 = (4c23R3/20 R5/21 )/(3μ21) + (8c24R21)/(3μ21). Noticing that R2 is
independent of m, we deduce from (3.22) that for any  > 0 there exists m1 = m1() ∈ N such
that
R2
λm+1
 c1
3
, ∀mm1. (3.34)
Now take some fixed η ∈ (0,1) and then we have, letting τ = t − s − t0,
4
3μ1
s+t0∫
t0
e−βm(s+t0−t)
∥∥g(t − s − t0)∥∥2 dt
= 4
3μ1
0∫
−s
eβmτ
∥∥g(τ)∥∥2 dτ
 4
3μ1
0∫
−η
eβmτ
∥∥g(τ)∥∥2 dτ + 4
3μ1
−η∫
−s
eβmτ
∥∥g(τ)∥∥2 dτ
 4
3μ1
0∫
−η
eβmτ
∥∥g(τ)∥∥2 dτ + 4
3μ1
−η∫
eβmτ
∥∥g(τ)∥∥2 dτ
−η−1
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3μ1
−η−1∫
−η−2
eβmτ
∥∥g(τ)∥∥2 dτ + 4
3μ1
−η−2∫
−η−3
eβmτ
∥∥g(τ)∥∥2 dτ + · · ·
 4
3μ1
0∫
−η
eβmτ
∥∥g(τ)∥∥2 dτ + 4
3μ1
e−βmη
(
1 + e−βm + e−2βm + · · ·)‖g0‖2L2b(R;H)
 4
3μ1
0∫
−η
eβmτ
∥∥g(τ)∥∥2 dτ + 4e
−βmη‖g0‖2
L2b(R;H)
3μ1(1 − e−βm) . (3.35)
Since g0 ∈ L2b(R;H), we have
0∫
−η
eβmτ
∥∥g(τ)∥∥2 dτ  ‖g‖2
L2b(R;H)
 ‖g0‖2L2b(R;H).
The fact βm → +∞ as m → +∞ is clear. By Lebesgue’s Dominated Convergence Theorem, we
see that for above  > 0 there exists m2 = m2() ∈ N such that
4
3μ1
0∫
−η
eβmτ
∥∥g(τ)∥∥2 dτ  c1
6
, ∀mm2, (3.36)
4e−βmη‖g0‖2
L2b(R;H)
3μ1(1 − e−βm) 
c1
6
, ∀mm2. (3.37)
At the same time, we set t1 = t0 + 1βm ln(
3c2R21
c1
)+ 1, such that
a
(
u2(t0), u2(t0)
)
e−βms  c2R21e−βms 
c1
3
, ∀s  t1. (3.38)
From above derivations we see that (3.34) and (3.36)–(3.38) hold simultaneously if m 
max{m1,m2} and s  t1. Thus we get
∥∥(I − Pm)ψ(s, θ−s(g), u0)∥∥2V = ∥∥u2(s)∥∥2V
 1
c1
a
(
u2(s), u2(s)
)
 1
c1
(
c1
3
+ c1
3
+ c1
3
)
= , ∀s  t1, ∀g ∈H0(g0).
Clearly, for any g ∈H0(g0) and BV ∈ B(V ), Pm(⋃st1 ψ(s, θ−s(g),BV )) is bounded in Vm.
The proof of Lemma 3.3 is now complete. 
At this stage, we can state the main result of this section, which reads as
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ing to problem (2.13)–(2.14) possesses a pullback attractor A V in V
A V = {A Vg }g∈H0(g0) = {ωg(BV0 )}g∈H0(g0), (3.39)
where BV0 is the bounded uniformly absorbing set defined by (3.20) and
ωg
(
BV0
)= ⋂
s0
⋃
ts
ψ
(
t, θ−t (g),BV0
)
(the bar denotes taking closure in V )
is the pullback ω-limit set of BV0 .
Proof. It follows from Remark 2.1, Lemmas 2.2, 2.3, 3.2 and 3.3. 
4. Existence of a pullback attractor in H
In this section, we establish the existence of a pullback attractor A H in space H with g0
being normal in L2loc(R;V ′). We first cite a definition from [36].
Definition 4.1. A function g(t) ∈ L2loc(R;V ′) is said to be normal if for any  > 0 there exists
δ = δ() > 0 such that
sup
t∈R
t+δ∫
t
∥∥g(s)∥∥2
V ′ ds  .
The set of normal functions in L2loc(R;V ′) is denoted by L2n(R;V ′). Clearly, there holds
L2n(R;V ′) ⊂ L2b(R;V ′).
We take (h0(g0), g) as the parameter space and consider our problem in space H . Both h0(g0)
and H have less regularity (compared with H0(g0) and V , respectively). At this case, the argu-
ment used in Section 3 seems difficult to be applied. Fortunately, we can borrow the idea from
[35] which combined the regularity properties of solutions and embedding theorem to deduce the
uniformly ω-limit compactness. Therefore, this section has dependent significance.
Lemma 4.1. If g0 ∈ L2b(R;V ′), then for any g ∈ h0(g0) and any u0 ∈ H , problem (2.13)–(2.14)
admits a unique solution u satisfying
u ∈ C(R+;H)∩L∞(R+;H)∩L2loc(R+;V ), ∂tu ∈ L2loc(R+;V ′),
and
∥∥u(t)∥∥2  ∥∥u(τ)∥∥2e−c1μ1(t−τ) + 1
3c1μ1
(
1 + 1
c1μ1
)
‖g0‖2L2b(R;V ′), ∀t  τ  0. (4.1)
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ence that we use ‖g0‖V ′ and ‖g0‖L2b(R;V ′) to replace ‖g0‖ and ‖g0‖L2b(R;H), respectively. Thus
we omit the detailed proof. 
Remark 4.1. Let {θt }t∈R acting on (h0(g0), g) be defined as (3.1). By Lemma 4.1, we can define
a continuous θ -cocycle ψ(t, g,u0) on H
ψ(t, g,u0) = u(t), ∀(t, g,u0) ∈R+ × h0(g0)×H, (4.2)
where u(t) is the solution of (2.13)–(2.14) with initial data u0 ∈ H and g ∈ h0(g0).
Lemma 4.2. Let g0 ∈ L2b(R;V ′), then the θ -cocycle ψ(t, g,u0) (defined by (4.2)) corresponding
to problem (2.13)–(2.14) possesses a bounded uniformly absorbing set BH0 ⊂ H and is norm-
to-weak continuous on H .
Proof. Set
R3 =
√
2
3c1μ1
(
1 + 1
c1μ1
)
‖g0‖L2b(R;V ′).
From (4.1) we see that for any BH ∈B(H), there exists a time t∗0 = t∗0 (BH ) ∈R+ such that
ψ
(
t, g,BH
)⊂BH0 = {u ∈ H : ‖u‖2 R23}, ∀t  t∗0 , ∀g ∈ h0(g0). (4.3)
Remark 4.1 shows that ψ(t, g,u0) is continuous on H , thus it is norm-to-weak continuous on H
(see Remark 2.1). The proof is complete. 
The following embedding theorem, which can be found in [21,41,47], plays an essential role
when we derive the pullback ω-limit compactness of the θ -cocycle in H .
Lemma 4.3. Let E0,E1,E be three Banach spaces satisfying E1 ↪→ E ⊂ E0, where the embed-
ding E1 ↪→ E is compact. Assume p1  1 and p0 > 1. Set
Wp1,p0(0, T ;E1,E0) =
{
ψ(t), t ∈ [0, T ]: ψ(t) ∈ Lp1((0, T );E1), ψ ′(t) ∈ Lp0((0, T );E0)}
with norm
‖ψ‖Wp1,p0 (0,T ;E1,E0) =
( T∫
0
∥∥ψ(t)∥∥p1
E1
dt
)1/p1
+
( T∫
0
∥∥ψ ′(t)∥∥p0
E0
dt
)1/p0
.
Then the following embedding is compact:
Wp1,p0(0, T ;E1,E0) ↪→ Lp1
(
(0, T );E), ∀T > 0.
Lemma 4.4. Let g0 ∈ L2n(R;V ′), then the θ -cocycle ψ(t, g,u0) (defined by (4.2)) corresponding
to problem (2.13)–(2.14) is pullback ω-limit compact on H .
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∂u
∂t
+ 2μ1Au+B(u)+N(u) = θ−s(g) = g(t − s), in V ′, (4.4)
where g ∈ h0(g0), s ∈ R+, t  t0 and t0 comes from (3.24). Taking dual paring 〈·,·〉 of Eq. (4.4)
with u, using Lemma 2.1, (2.5) and the non-negativeness of the term 〈N(u),u〉, we obtain
d
dt
∥∥u(t)∥∥2 + c1μ1∥∥u(t)∥∥2V  ‖g(t − s)‖
2
V ′
3c1μ1
. (4.5)
According to the definition of B(u), we have
t2∫
t1
∥∥B(u(t))∥∥2
V ′ dt 
t2∫
t1
∥∥u(t)∥∥2∥∥∇u(t)∥∥2 dt
R23
t2∫
t1
∥∥∇u(t)∥∥2 dt
R23
t2∫
t1
∥∥u(t)∥∥2
V
dt, ∀t2 > t1  t∗0 + t0, (4.6)
where t∗0 comes from (4.3). Similarly, by the definition of N(u), we get
t2∫
t1
∥∥N(u(t))∥∥2
V ′ dt  4μ
2
0ε
−α
t2∫
t1
∥∥∇u(t)∥∥2 dt  4μ20ε−α
t2∫
t1
∥∥u(t)∥∥2
V
dt,
∀t2 > t1  t∗0 + t0. (4.7)
Since A is an isometry operator from V to V ′, we deduce from (4.4) and (4.6)–(4.7) that
( t2∫
t1
∥∥∂tu(t)∥∥2V ′ dt
)1/2
 2μ1
( t2∫
t1
∥∥Au(t)∥∥2
V ′ dt
)1/2
+
( t2∫
t1
∥∥B(u(t))∥∥2
V ′ dt
)1/2
+
( t2∫
t1
∥∥N(u(t))∥∥2
V ′ dt
)1/2
+
( t2∫
t1
∥∥g(t − s)∥∥2
V ′ dt
)1/2

(
2μ1 +R3 + 2μ0ε−α/2
)( t2∫
t1
∥∥u(t)∥∥2
V
dt
)1/2
+
( t2∫ ∥∥g(t − s)∥∥2
V ′ dt
)1/2
, ∀t2 > t1  t∗0 + t0. (4.8)t1
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c1μ1
t2∫
t1
∥∥u(t)∥∥2
V
dt 
∥∥u(t1)∥∥2 + 13c1μ1
t2∫
t1
∥∥g(t − s)∥∥2
V ′ dt
R23 +
1
3c1μ1
t2∫
t1
∥∥g(t − s)∥∥2
V ′ dt, ∀t2 > t1  t∗0 + t0. (4.9)
It follows from (4.8)–(4.9) that
‖∂tu‖L2((t1,t2);V ′) 
2μ1 +R3 +μ0ε−α/2√
c1μ1
(
R23 +
1
3c1μ1
t2∫
t1
∥∥g(t − s)∥∥2
V ′ dt
)1/2
+
( t2∫
t1
∥∥g(t − s)∥∥2
V ′ dt
)1/2
, ∀t2 > t1 > t∗0 + t0. (4.10)
Since g0 ∈ L2loc(R;V ′), we see g ∈ L2loc(R;V ′). (4.9) implies the set
B[t1,t2] =
{
u(s) = ψ(s, θ−s(g), u0): u0 ∈BH , g ∈ h0(g0), t2 > t1  t∗0 + t0, s ∈ [t1, t2]}
⊂ L2((t1, t2);H )
is bounded in L2((t1, t2);V ) and (4.10) implies the set
{
∂tu: u ∈B[t1,t2]
}
is bounded in L2((t1, t2);V ′). Noticing that V ↪→ H ⊂ V ′ and the embedding V ↪→ H is com-
pact, we use Lemma 4.3 to conclude that
B[t1,t2] ⊂ L2
(
(t1, t2);V
)∩L2((t1, t2);V ′)
is precompact in L2((t1, t2);H). If g0 ∈ L2n(R;V ′), then for any  > 0, there exists δ ∈ (0,1)
such that
sup
t∈R
t+δ∫
t
∥∥g0(τ )∥∥2V ′ dτ  c1μ12M , (4.11)
where the positive constant M will be specified later. Let
t∗ = t∗(BH )= t∗0 (BH )+ t0 + 1 = t∗0 + t0 + 1.
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any  > 0 there exists a finite δ2M -net {u1, u2, . . . , uN∗ } ⊂B[s−δ,s] such that for any u ∈B[s−δ,s]
there exists k ∈ {1,2, . . . ,N∗} yielding
s∫
s−δ
∥∥u(t)− uk(t)∥∥2 dt  δ2M ,
which implies that there exists some t˜ ∈ [s − δ, s] satisfying
∥∥u(t˜)− uk(t˜)∥∥ 2M . (4.12)
Now for two solutions u1(t) = ψ(t, θ−s(g1), u01), u2(t) = ψ(t, θ−s(g2), u02) of (4.4) with
g1, g2 ∈ h0(g0) and u01, u02 ∈ H , we set
v = u1 − u2, g˜(t − s) = g1(t − s)− g2(t − s),
and have
∂v
∂t
+ 2μ1Av +B(u1)−B(u2)+N(u1)−N(u2) = g˜(t − s), in V ′. (4.13)
Taking the dual pairing 〈·,·〉 of (4.13) with v, we get
1
2
d
dt
‖v‖2 + 2μ1a(v, v)+
〈
B(u1)−B(u2), v
〉+ 〈N(u1)−N(u2), v〉= 〈g˜(t − s), v〉. (4.14)
Integrating by parts, we obtain
〈
B(u1)−B(u2), v
〉= b(u1, u1, v)− b(u2, u2, v) = b(v,u1, v).
By Hölder inequality and Gagliardo–Nirenberg inequality, we have
∣∣〈B(u1)−B(u2), v〉∣∣= ∣∣b(v,u1, v)∣∣
=
∣∣∣∣∣
2∑
i,j=1
∫
Ω
vi
∂u1i
∂xj
vj dx
∣∣∣∣∣
 c3‖v‖‖v‖V ‖u1‖V
 c1μ1‖v‖2V +
c23
4c1μ1
‖v‖2‖u1‖2V . (4.15)
Since α ∈ (0,1), we have (see [8,39])
〈
N(u1)−N(u2), v
〉= 2∑
i,j=1
∫ [
μ(u1)eij (u1)−μ(u2)eij (u2)
]
eij (v) ds  0. (4.16)Ω
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1
2
d
dt
‖v‖2 + 2c1μ1‖v‖2V 
1
4c1μ1
∥∥g˜(t − s)∥∥2
V ′ + 2c1μ1‖v‖2V +
c32
4c1μ1
‖v‖2‖u1‖2V ,
that is
d
dt
‖v‖2  c
3
2
2c1μ1
‖v‖2‖u1‖2V +
1
2c1μ1
∥∥g˜(t − s)∥∥2
V ′ . (4.17)
Using Gronwall inequality and (4.9), we obtain
∥∥v(s)∥∥2 
(∥∥v(t˜)∥∥2 + 1
2c1μ1
s∫
t˜
∥∥g˜(t − s)∥∥2
V ′ dt
)
exp
(
c23
2c1μ1
s∫
t˜
∥∥u1(t)∥∥2V dt
)

(∥∥v(t˜)∥∥2 + 1
2c1μ1
s∫
t˜
∥∥g˜(t − s)∥∥2
V ′ dt
)
× exp
[
c23
2c21μ
2
1
(
R23 +
1
3c1μ1
s∫
t˜
∥∥g1(t − s)∥∥2V ′ dt
)]
. (4.18)
Since t˜ ∈ [s − δ, s] and δ ∈ (0,1), we have
s∫
t˜
∥∥g1(t − s)∥∥2V ′ dt  ‖g0‖2L2b(R;V ′).
Take
M = exp
[
c23
2c21μ
2
1
(
R23 +
1
3c1μ1
‖g0‖2L2b(R;V ′)
)]
,
and we get by using (4.11), (4.12) and (4.18) that
∥∥u(s)− uk(s)∥∥2 M
(∥∥u(t˜)− uk(t˜)∥∥2 + 12c1μ1
s∫
t˜
∥∥g˜(t − s)∥∥2
V ′ dt
)
M
(∥∥u(t˜)− uk(t˜)∥∥2 + 12c1μ1
s∫
s−δ
(∥∥g1(t − s)∥∥2V ′ + ∥∥g2(t − s)∥∥2V ′)dt
)
M
(
 + 1 · c1μ1
)
= , ∀s  t∗.
2M c1μ1 2M
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larly, substituting BH0 for B
H
, we see there exist t∗0 (BH0 ) ∈R+ and t∗(BH0 ) = t∗0 (BH0 )+ t0 +1
such that ψ(s, θ−s(g),BH0 ) is precompact in H for all s  t∗(BH0 ). By the invariance property
and continuity of the θ -cocycle, we have
⋃
st∗(BH )+t∗(BH0 )
ψ
(
s, θ−s(g),BH
)
=
⋃
st∗(BH )
ψ
(
t∗
(
BH0
)
, θ−t∗(BH0 )(g),ψ
(
s, θ−s(g),BH
))
⊆ ψ
(
t∗
(
BH0
)
, θ−t∗(BH0 )(g),
⋃
st∗(BH )
ψ
(
s, θ−s(g),BH
))
⊆ ψ(t∗(BH0 ), θ−t∗(BH0 )(g),BH0 ).
Thus
⋃
st∗(BH )+t∗(BH0 )
ψ
(
s, θ−s(g),BH
)
is precompact in H . The proof of Lemma 4.4 is now complete. 
Combining Lemmas 2.2, 4.2 and 4.4, we obtain the main result of this section as following
Theorem 4.1. If g0 ∈ L2n(R;V ′), then the θ -cocycle ψ(t, g,u0) (defined by (4.2)) corresponding
to problem (2.13)–(2.14) possesses a pullback attractor in H
A H = {A Hg }g∈h0(g0) = {ωg(BH0 )}g∈h0(g0), (4.19)
where BH0 is the bounded uniformly absorbing set defined by (4.3) and
ωg
(
BH0
)= ⋂
s0
⋃
ts
ψ
(
t, θ−t (g),BH0
)
(the bar denotes taking closure in H)
is the pullback ω-limit set of BH0 .
5. Regularity of pullback attractors
In this section we assume that g0 ∈ L2n(R;V ′) ∩ L2b(R;H) such that Theorems 3.1 and 4.1
hold simultaneously. Our purpose is to prove A V =A H for inclusion relationship. To this end,
we utilize the Uniform Gronwall Lemma to establish that the solutions of (2.13)–(2.14) with
initial values in any bounded set of H will enter a bounded set of V after large enough time.
418 C. Zhao, S. Zhou / J. Differential Equations 238 (2007) 394–425Lemma 5.1 (Uniform Gronwall Lemma [47]). Let Υ (t),Φ(t),Ψ (t) be three positive locally
integrable functions on [τ,+∞) such that Φ ′ is locally integrable on [τ,+∞) and
dΦ(t)
dt
 Υ (t)Φ(t)+Ψ (t) for t  τ,
t+r∫
t
Υ (s) ds  a1,
t+r∫
t
Ψ (s) ds  a2,
t+r∫
t
Φ(s) ds  a3, for t  τ,
where r, a1, a2 and a3 are positive constants. Then
Φ(t + r)
(
a3
r
+ a2
)
ea1, ∀t  τ.
We next use Lemma 5.1 to prove the following lemma.
Lemma 5.2. Let g0 ∈ L2b(R;H) and BH ⊂ B(H) be arbitrary. Let u(t) = ψ(t, g,u0) be the
corresponding solution of (2.13)–(2.14) with u0 ∈ BH and g ∈H0(g0). Then there exist a time
T0(BH ) and a positive constant K such that
∥∥u(t)∥∥
V
= ∥∥ψ(t, g,u0)∥∥V K, ∀u0 ∈BH , ∀t  T0(BH ), ∀g ∈H0(g0). (5.1)
Proof. Multiplying (2.13) by ut and then integrating the resulting equality over Ω , we obtain
‖ut‖2 + 2μ1a(u,ut )+
〈
B(u),ut
〉+ 〈N(u),ut 〉= (g,ut ). (5.2)
Set

(∣∣e(u)∣∣2)=
|e(u)|2∫
0
μ0(ε + s)−α/2 ds,
then
d
dt
=
2∑
i,j=1
μ(u)eij (u)
∂eij (u)
∂t
=
2∑
i,j=1
μ(u)eij (u)eij (ut ).
Thus,
〈
N(u),ut
〉= 2∑
i,j=1
∫
Ω
μ(u)eij (u)eij (ut ) dx = d
dt
(∫
Ω

(∣∣e(u)∣∣2)dx). (5.3)
Substituting (5.3) into (5.2), we obtain
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dt
(
μ1a(u,u)+
∫
Ω

(∣∣e(u)∣∣2)dx)
= −〈B(u),ut 〉+ (g(t), ut )

∣∣∣∣∣
2∑
i,j=1
∫
Ω
ui
∂uj
∂xi
∂uj
∂t
dx
∣∣∣∣∣+ ∥∥g(t)∥∥2 + 14‖ut‖2
 ‖u‖L4(Ω)‖∇u‖L4(Ω)‖ut‖ +
∥∥g(t)∥∥2 + 1
4
‖ut‖2. (5.4)
By Gagliardo–Nirenberg inequality,
‖u‖L4(Ω)‖∇u‖L4(Ω)‖ut‖ c3‖u‖2‖ut‖ c23‖u‖4V +
1
4
‖ut‖2. (5.5)
Inserting (5.5) into (5.4), we obtain by using Lemma 2.1 that
d
dt
(
μ1a(u,u)+
∫
Ω

(∣∣e(u)∣∣2)dx) c23‖u‖4V + ∥∥g(t)∥∥2
 c23‖u‖2V ·
μ1a(u,u)
c1μ1
+ ∥∥g(t)∥∥2. (5.6)
So we have
dΦ(t)
dt
 Υ (t)Φ(t)+Ψ (t), (5.7)
where
Φ(t) = μ1a
(
u(t), u(t)
)+ ∫
Ω

(∣∣e(u(t))∣∣2)dx,
Υ (t) = c
2
3
c1μ1
∥∥u(t)∥∥2
V
,
Ψ (t) = ∥∥g(t)∥∥2.
Now taking the inner product (·,·) of (2.13) with u and integrating the resulting equality over
[t, t + 1], we obtain
t+1∫
t
2μ1a
(
u(s), u(s)
)
ds 
t+1∫
t
∥∥u(s)∥∥∥∥g(s)∥∥ds + 1
2
∥∥u(t)∥∥2

t+1∫ (∥∥u(s)∥∥2 + ∥∥g(s)∥∥2)ds + 1
2
∥∥u(t)∥∥2. (5.8)t
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2c1μ1
t+1∫
t
∥∥u(s)∥∥2
V
dt R20 +
t+1∫
t
∥∥g(s)∥∥2 ds + 1
2
R20 . (5.9)
Hence, by Lemma 2.1,
t+1∫
t
Υ (s) ds =
t+1∫
t
c23
c1μ1
∥∥u(s)∥∥2
V
ds

c23
2c21μ
2
1
( t+1∫
t
∥∥g(s)∥∥2 ds + 3
2
R20
)

c23
2c21μ
2
1
(
‖g0‖2L2b(R;H) +
3
2
R20
)
.= a1, ∀t  T0
(
BH
)
. (5.10)
Clearly, we have
t+1∫
t
Ψ (s) ds =
t+1∫
t
∥∥g(s)∥∥2 ds  ‖g0‖2L2b(R;H) .= a2, ∀t  T0
(
BH
)
, (5.11)
where a1, a2 are positive constants. We next show that there exists a positive constant a3 such
that
t+1∫
t
Φ(s) ds  a3, ∀t  T0
(
BH
)
.
From (5.9) and Lemma 2.1 we obtain
t+1∫
t
μ1a
(
u(s), u(s)
)
ds  c2
2c1
( t+1∫
t
∥∥g(s)∥∥2 ds + 3
2
R20
)
 c2
2c1
(
‖g0‖2L2b(R;H) +
3
2
R20
)
, ∀t  T0
(
BH
)
. (5.12)
At the same time, we have 0 < (ε + s)−α/2  ε−α/2 with s  0 and 0 < α < 1. Thus

(∣∣e(u)∣∣2)=
|e(u)|2∫
μ0(ε + s)−α/2 ds  μ0ε−α/2
∣∣e(u)∣∣2,
0
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t+1∫
t
∫
Ω

(∣∣e(u)∣∣2)dx ds  μ0ε−α/2
t+1∫
t
∫
Ω
∣∣e(u)∣∣2 dx ds
 4μ0ε−α/2
t+1∫
t
∥∥u(s)∥∥2
V
ds
 4μ0ε−α/2
t+1∫
t
μ1a(u(s), u(s))
c1μ1
ds
 2c2μ0ε
−α/2
c21μ1
·
(
‖g0‖2L2b(R;H) +
3
2
R20
)
, ∀t  T0
(
BH
)
, (5.13)
where we have used the fact that
∫
Ω
|e(u)|2 dx  4‖u‖2V . It follows from (5.12) and (5.13) that
t+1∫
t
Φ(s) ds 
(
c2
2c1
+ 2c2μ0ε
−α/2
c21μ1
)(
‖g0‖2L2b(R;H) +
3
2
R20
)
.= a3, ∀t  T0
(
BH
)
. (5.14)
Taking Lemma 5.1, (5.7), (5.10), (5.11) and (5.14) into account, we obtain
Φ(t) (a3 + a2)ea1 , ∀t  T0
(
BH
)+ 1.
Therefore,
∥∥u(t)∥∥2
V
 1
c1
a
(
u(t), u(t)
)
 Φ(t)
c1μ1
 (a3 + a2)e
a1
c1μ1
.= K, t  T0
(
BH
)+ 1.
The proof of Lemma 5.2 is now complete. 
Theorem 5.1. Let g0 ∈ L2n(R;V ′)∩L2b(R;H), then
A H = {A Hg }g∈H0(g0) = {A Vg }g∈H0(g0) =A V . (5.15)
Proof. We only need to show
A Hg =A Vg , ∀g ∈H0(g0). (5.16)
On the one hand, A Vg is bounded in V for any g ∈H0(g0). Thus A Vθ−t (g) is bounded in H for any
t ∈ R. By the ψ -invariance property and pullback attracting property of the pullback attractor,
we have
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(
A Vg ,A
H
g
)= DistH (ψ(t, θ−t (g),A Vθ−t (g)),A Hg ) (∀t ∈R+)
= lim
t→+∞ DistH
(
ψ
(
t, θ−t (g),A Vθ−t (g)
)
,A Hg
)
= 0, ∀g ∈H0(g0),
which implies
A Vg ⊆A Hg , ∀g ∈H0(g0). (5.17)
On the other hand, Lemma 5.2 tells us that
A Hθ−t (g) = ωθ−t (g)
(
BH0
)= ⋂
s0
⋃
τs
ψ
(
τ, θ−τ θ−t (g),BH0
)
is bounded in V for any t ∈R. Also by the ψ -invariance property and pullback attracting property
of the pullback attractor, we obtain
DistH
(
A Hg ,A
V
g
)= DistH (ψ(t, θ−t (g),A Hθ−t (g)),A Vg ) (∀t ∈ R+)
DistV
(
ψ
(
t, θ−t (g),A Hθ−t (g)
)
,A Vg
)
(∀t ∈ R+)
= lim
t→+∞ DistV
(
ψ
(
t, θ−t (g),A Hθ−t (g)
)
,A Vg
)
= 0, ∀g ∈H0(g0),
which implies
A Hg ⊆A Vg , ∀g ∈H0(g0). (5.18)
We readily get (5.16) from (5.17) and (5.18). The proof is complete. 
6. Conclusions and remarks
We have proved the existence of a pullback attractor A V in space V for the associated
θ -cocycle by proving that it satisfies pullback condition (PC) and have established the existence
of a pullback attractor A H in space H by combining the technique formulated in [35], the the-
ory of pullback attractor and some knowledge of functional analysis. The regularity (A V =A H )
proved in Section 5 implies that the pullback attractor associated to (1.1)–(1.2) does not depend
on the energy space chosen for the mathematical studying. At the same time, it reveals the pull-
back asymptotic smoothing effect of the fluid in the sense that the solutions (belonging to V )
become eventually more regular than the initial data (belonging to H ). This effect is caused
essentially by the special extra stress tensor in the addressed equations of the non-Newtonian
fluid.
Remark 6.1. Schmalfuss [44] gave conditions for the existence of pullback attractors for cocy-
cles based on the so-called pullback convergence and proved the unique existence of pullback
attractor for the generalized non-autonomous Navier–Stokes equations. We note that the con-
ditions with respect to the t-regularity for the right-hand side in the addressed Navier–Stokes
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gument of [44], the unique existence of pullback attractor for the non-Newtonian fluid under
weaker assumptions (similar to that in [44]) with respect to the t-regularity.
Remark 6.2. If the spatial domain is unbounded, the embedding V ↪→ H is no longer com-
pact and the argument used in this paper seems difficult to work. Caraballo, Łukaszewicz and
Real [12] obtained the existence of pullback attractors for 2D non-autonomous Navier–Stokes
equations in 2D unbounded domains in which the Poincaré inequality holds. The technique used
in [12] is asymptotic compactness based on the energy equations of the associated systems. This
method was first used by Ball (see e.g. [5]) for autonomous systems, and by Łukaszewicz and
Sadowski [34] to extend to the non-autonomous systems in the autonomous framework (see
Rosa [26,42]). This approach is also valid for the non-Newtonian fluid addressed in this paper
when the spatial domain is unbounded but in which the Poincaré inequality holds.
Remark 6.3. Caraballo, Łukaszewicz and Real [11] proved the existence of a pullback attractor
for a non-autonomous 2D Navier–Stokes model with quite general non-autonomous term, a case
in which the theory of uniform attractors does not work. We guess that the method in [11] is also
applicable to the non-Newtonian fluid addressed in this paper.
Remark 6.4. There is still much work to be done concerning the non-Newtonian fluid. For exam-
ple, we could consider, on the base of the framework provided by Caraballo and Real [15–17,19],
the existence and uniqueness of solutions, and also the existence and regularity of pullback at-
tractors for the non-Newtonian fluid with delays. These problems will be the topics of some other
papers.
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