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Abstract
Flow in a turbocharger turbine is highly unsteady in nature as it responds to the ex-
haust manifold of an internal combustion (IC) engine. Despite this it is conventional
to use quasi-steady turbine models in one-dimensional turbocharged engine simulations,
even though they cannot reproduce the known hysteresis of turbine mass flow and per-
formance characteristics recorded under pulsating flow conditions. Using filling-and-
emptying models improves the situation by permitting mass accumulation in the turbine
volute. Depending on the unsteadiness level, this approach may still be insufficient to
capture true turbine operation since neither method can resolve unsteady effects due to
pressure wave action in the flow. It is unclear when transition occurs between filling-
and-emptying and wave action modes.
To this end, a proprietary computational gas dynamics code in C++ is presented to
simulate the unsteady, compressible flow inherent to IC engine exhaust manifolds. The
Euler equations for one-dimensional inviscid flow are discretized to provide second-order,
conservative, shock-capturing finite difference schemes able to resolve wave propagation
in ducts with area variation, wall friction and heat transfer. A wave action turbine
volute model is constructed using bespoke boundary conditions. Validation against ex-
perimental data shows satisfactory agreement for pulse frequencies up to 40Hz, and
improved instantaneous swallowing capacity prediction at all tested frequencies com-
pared to quasi-steady calculations.
Fourier series characterization of on-engine pulse waveforms reveals multiple harmonic
components, causing significant regions of divergence between filling-and-emptying and
wave action predicted hystereses. Comparison of concurrent wave action and filling-and-
emptying simulations applying simpler sinusoidal waveforms allows development of the
unsteadiness measures FSt and FSt(p). An approximate guideline to ensure a filling-and-
emptying mode stipulates FSt 6 0.15 and FSt(p) 6 0.02. Evaluation of FSt and FSt(p)
for an example on-engine case indicates certain wave action already by 1600 rev/min,
borne out by subsequent inspection of the swallowing capacity traces.
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Nomenclature
Roman symbols
a speed of sound
ak real Fourier coefficient, kth component
aSt acoustic normalized Strouhal number (equivalent to St∗(a)), fLa · 12φ
A dimensionless speed of sound
A Jacobian
AA dimensionless entropy level
bk imaginary Fourier coefficient, kth component
c chord length
cp specific heat at constant pressure
cv specific heat at constant volume
C absolute velocity
C intermediate expression based on mass flow parameter
C intermediate expression for flux limiter terms
C source vector
C1 first constant in Sutherland’s equation
C2 second constant in Sutherland’s equation
Cf friction coefficient
Cj loss coefficient, branch j
Cp pipe bend pressure loss coefficient
CpA pipe bend pressure loss coefficient due to radius:diameter ratio
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CpB pipe bend pressure loss coefficient due to bend angle
CpB1 first component of pipe bend pressure loss coefficient due to bend angle
CpB2 second component of pipe bend pressure loss coefficient due to bend angle
D equivalent or hydraulic diameter
D point on control volume
D’ point on control volume
D average of pipe end diameters
Dl pipe left end diameter
Dr pipe right end diameter
e specific internal energy
E internal energy
E point on control volume
E’ point on control volume
f Karman vortex sheet frequency, wave frequency
f friction factor
F pipe area
F flux vector
FN equivalent area
FSt Fourier series Strouhal number
FSt(p) Fourier series pressure wave Strouhal number
G friction source term
G flux limiting vector
h convective heat transfer coefficient
h specific enthalpy
H enthalpy
H˙ enthalpy flux
J number of pipes joined at a boundary, or branches at a junction
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k harmonic number
k thermal conductivity
K pressure loss coefficient between two junction branches
Kb pipe bend pressure loss coefficient
Kj area ratio for junction branch j
Ks ratio of outgoing:incoming characteristics
L characteristic length
m˙ mass flow rate
mSt modified Strouhal number (equivalent to St∗), fLv · 12φ
M Mach number
n number of frequency components
Nu Nusselt number
p pressure
p pressure averaged across entry to control volume
pmSt pressure-modified Strouhal number (equivalent to St∗(p)), fLv+a · 12φ
P node on position diagram
P power
Pr Prandtl number
q heat transfer rate per unit mass
q junction branch:datum mass flow ratio
Q heat transfer
Q˙ heat transfer rate
r flux limiter terms
r pipe bend radius
R specific gas constant
R point on control volume
R’ point on control volume
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s entropy
St Strouhal number, fLv
St(p) pressure wave Strouhal number, fLv+a
St∗ normalized Strouhal number (equivalent to mSt), fLv · 12φ
St∗(a) acoustic normalized Strouhal number (equivalent to aSt), fLa · 12φ
St∗(p) pressure wave normalized Strouhal number (equivalent to pmSt), fLv+a · 12φ
t time
T temperature
T time period
TV total variation
u velocity
U blade speed or rotor tip velocity
U dimensionless velocity
v velocity
W state vector
w solution
x periodic function
x space dimension
X feature label
Y feature label
Z feature label
Greek symbols
α temporal increment on computational grid for predictor evaluation
β spatial increment on computational grid for predictor evaluation
β Riemann variable (propagating in -ve x-direction)
β reduced frequency, ωLv
∆ increment
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∆ junction pressure loss equivalent
 roughness height
γ ratio of specific heats
θ junction angle between datum and branch in question
θ pipe bend angle
λ eigenvalue
λ Riemann variable (propagating in +ve x-direction)
µ dynamic or absolute viscosity
ν CFL/Courant number
ν parameter in flux limiter
ξ unrestricted:total branch area ratio
ρ density
τ shear stress
φ Davis flux limiter function
φ duct taper angle
φ nozzle:pipe cross-sectional area ratio
φ pulse length as a fraction of wavelength (duty cycle)
Φ correction factor for unsteady flow
ψ junction datum:branch area ratio
ω angular velocity or frequency, 2pif
Superscripts
∗ values normalized with respect to entropy level
n time level
Subscripts
0 total or stagnation value
1 station at turbine inlet
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2 station at turbine exit
1, 2 feature label subscripts
1, 2 point in the x-t plane
A form of parameter normalized with respect to entropy level
b back (as in back pressure)
b brake
c corrected form of parameter
ch choked condition
com common or combined
cool cooling medium component
cr critical value
dat datum
ds downstream
e exhaust
e exit
exh exhaust conditions
g gas
i inlet
i spatial index
ic component due to incomplete combustion
in incoming or incident parameter
is isentropic
j pipe or branch index
k harmonic index
max maximum value
misc separate oil cooling component
others remaining branches
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out outgoing or transmitted parameter
ref reference value
s atmospheric conditions
s static value
t station at the throat
T total
us upstream
u uncorrected form of parameter
w wall
z zero flow condition
Acronyms
APL adiabatic pressure loss
BDC bottom dead centre
BMEP brake mean effective pressure
BWPLJ Bassett-Winterbone pressure loss junction
CA crank angle
CFD computational fluid dynamics
CFL Courant-Friedrichs-Lewy condition
CI compression ignition
DFT discrete Fourier transform
EGR exhaust gas recirculation
EPA Environmental Protection Agency
EVC exhaust valve closing
EVO exhaust valve opening
FCT flux corrected transport
FFT fast Fourier transform
FIA Federation Internationale de l’Automobile
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HC hydrocarbons
HCPJ homentropic constant pressure junction
IC internal combustion
IVC intake valve closing
IVO intake valve opening
L2F laser-2-focus
LDV laser Doppler velocimetry
LES Lotus Engine Simulation
LW2 two-step Lax-Wendroff
MFP mass flow parameter
MMOC mesh method of characteristics
MOC method of characteristics
Mtoe million tonnes of oil equivalent
NA naturally aspirated
NHCPJ non-homentropic constant pressure junction
NHPLTJ non-homentropic pressure loss T-junction
NRBC non-reflecting boundary condition
ONDAS one-dimensional wave action simulator
PIV particle image velocimetry
PM particulate matter
PR pressure ratio
RMS root mean square
SI spark ignition
SPS single pipe system
TC turbocharged
TDC top dead centre
TVD total variation diminishing
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VGT variable geometry turbocharger
VTG variable turbine geometry
WPPLJ Winterbone-Pearson pressure loss junction
Chapter 1
Introduction
Turbochargers have been in common use for at least the past 50 years to enhance the
performance of internal combustion (IC) engines. Turbocharged diesel engines are stan-
dard and turbocharging is becoming increasingly widespread for spark ignition engines
as well. This trend is set to continue with the ongoing drive for improved fuel econ-
omy and increasingly tight emissions legislation, where engine downsizing enabled by
turbocharging is already playing a significant role.
An often neglected feature, however, is the interrelationship between the unsteady flow
in the engine exhaust manifold and that in the turbocharger turbine. The IC engine is a
positive displacement device — the flow in the exhaust manifold is highly unsteady due
to the opening and closing of the valves and the interaction between different cylinder
branches. In contrast, a turbocharger turbine is a rotodynamic machine that is designed
to operate under steady flow. As such, the mass flow and pressure ratio characteristics
of each vary quite differently with speed and load, and must be matched for the best
combined performance.
Turbocharger matching is thus an important stage of engine design, but is difficult and
requires a process of optimization. Engine manufacturers routinely use one-dimensional
gas dynamics software to simulate turbocharged engines; this has already reached a
high degree of sophistication in many respects, including acoustic design of intake and
exhaust systems, combustion and emissions analysis, even hybrid 1D-3D flow simula-
tions. Turbocharger matching is also a standard application, though the validity of the
quasi-steady methods usually employed to model the turbine is questionable as the flow
becomes increasingly unsteady, when a more complex approach may be required.
The purpose of this research is to investigate the propagation of unsteady flow in tur-
bocharger turbines, and to assess their treatment in engine simulations through the
development of a proprietary 1D gas dynamics code.
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1.1 Motivation
The wider aims of this project are commensurate with those of the Sustainable Energy
Group at Imperial College, e.g., to
‘[increase] the environmental sustainability of energy supplies for industri-
alised societies in ways that are economically and socially acceptable’
and furthermore with the specific objectives for research in turbocharger aerodynamics,
especially
‘improving understanding of the transfer of energy from the pulsating ex-
haust gas to the [turbocharger] turbine and to make best use of that energy’
(Imperial College London, 2007)
Advanced turbocharger technology can have a direct impact on environmental concerns,
while improved methods of turbocharger performance prediction will enable accurate
optimization of exhaust energy recovery. The next sections briefly explore the environ-
mental and social challenges currently facing engine manufacturers, and how they can
be met with turbocharger and related technologies.
1.1.1 Energy demand
In this limited discussion, only transport-related energy use and emissions will be con-
sidered; even so, transport is the world’s fastest-growing form of energy consumption
by far (Henderson, 2005). For example, Fig. 1.1 (b) shows that transport accounted for
some 60% of global oil consumption in 2005 (IEA, 2007a); this a significant increase
over the 1973 proportion indicated by Fig. 1.1 (a). Transport accounts for 65% of all
US oil consumption (Flowers et al., 2007); in the UK, it accounted for 70.1% of oil
consumption, and 33.5% of total fuel consumption, in 2004 (IEA, 2004). Globally, fuel
for transport accounts for some 32% (IEA, 2007b) of final energy use (of which road
transport accounts for 83%). This figure is forecast to increase to more than 60% in
2025; much of this growth is due to developing Asian economies, which have the fastest
growing urban populations in the world (Kuroda, 2007).
It is commonly acknowledged that road vehicles are one of the largest and fastest-growing
energy end-uses — the global vehicle count is estimated to grow by approximately 75%
up to 2030, from 1044 million vehicles in 2005 (Gue´ret and Waide, 2007). They are
also a major cause of airborne pollutants; despite their strengths, however, clean vehicle
technologies (e.g., fuel cell and hybrid electric vehicles) are not a near-term solution,
and they are not expected to be competitive with IC engines until 2020 (Gott et al.,
2002).
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Figure 1.1: Final consumption of oil by sector in (a) 1973 and (b) 2005 (IEA, 2007a),
with the total figure in millions of tonnes of oil equivalent (Mtoe). ‘Other sectors’
comprise agriculture, commercial and public service, residential and non-specified.
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1.1.2 Emissions legislation
By these accounts the IC engine will be the dominant prime mover for transportation
for a further two decades or so. Engine development is primarily directed to meet the
emissions legislation implemented to curb emissions of greenhouse gases (of which CO2
is the most prevalent manmade gas) and harmful pollutants, especially carbon monoxide
(CO), hydrocarbons (HC), nitrogen oxides (NOX), and particulate matter (PM). The
instigation this year of the Automotive X PRIZE (X PRIZE Foundation, 2007a) is based
on a perception of a potential for cultural change and a new consensus for a drive towards
more fuel-efficient cars (Winters, 2007), a trend perhaps which, as that article suggests,
has not been fully embraced by the automotive industry. This competition challenges
teams to build viable, extremely efficient vehicles that can achieve the equivalent of 100
miles per gallon of gasoline, while producing no more than 200 g of CO2 per mile and
meeting all other US Environmental Protection Agency (EPA) emissions standards (X
PRIZE Foundation, 2007b).
Considering the EPA heavy-duty on-highway emissions standard, for example, the trend
for the tightening of emissions limits can be observed. The first NOX emissions standard
was set at 10.7 g/(bhp hr) in 1984; the first PM standard, at 0.6 g/(bhp hr), was added
in 1988. From 1990, major technological changes started to occur with the mainstream
use of turbochargers (Clean Air Fleets, 2007) among others (including delayed injection
timing). Current regulations (EPA, 2000) set a maximum 0.20 g/(bhp hr) for NOX (to
be phased in between 2007–2010) and 0.01 g/(bhp hr) for PM (taking full effect in 2007).
These limits have been lowered at a rapid pace, requiring more than a fifty-fold decrease
over the period 1988–2010, which is well illustrated by Fig. 1.2. In other words, by 2010 it
will take more than fifty-three new trucks to equal the NOX emissions of a single truck
sold in 1988 (Diesel Technology Forum, 2007). To achieve these standards, ultra-low
sulphur fuel (sulphur content 15 ppm) was introduced in the US over June–September
2006 (EPA, 2000) to enable the widespread use of aftertreatment technology (particulate
traps, oxidation catalysts, selective catalytic reduction etc.). A useful summary of the
current state-of-the-art in aftertreatment systems, both for diesel and gasoline engines,
is provided by Alkemade and Schumann (2006).
European emission standards also show this trend; looking at passenger cars, for in-
stance, separate regulations for diesel and gasoline vehicles have been in force since 1996
(Euro 2 tier), as shown in Fig. 1.3. In general, diesel cars have been permitted a less
restrictive NOX standard compared to gasoline vehicles, but currently can only emit half
the amount of CO. Limits on PM for gasoline engines will not be introduced until 2009.
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Figure 1.2: EPA heavy-duty highway engine emissions standards for the model years
1988–2010 (Cole et al., 2006).
1.1.3 Emissions reduction through turbocharging
Turbochargers increase power output for the same size of engine; a secondary benefit
is a small increase in efficiency. It follows that fuel consumption and therefore emis-
sions of CO2 can be reduced through engine downsizing, which is directly enabled by
turbocharging — an example is shown in Tab. 1.1; although the comparison is based on
different manufacturers’ data at a single operating point, it does suggest the potential
for significant CO2 emissions savings (∼18% in this case), while maintaining or increas-
ing the available power. Turbocharging also reduces emissions of PM since the resulting
increase in charge density allows the engine to operate a leaner mixture. Care has to be
taken since the rate of NOX formation increases with combustion chamber temperature;
this can be offset via charge air cooling and by adding exhaust gas recirculation (EGR)
to lower combustion temperatures. Heavy use of EGR is cited as a key combustion
cooling (and therefore NOX reduction) technique by Cole et al. (2006), though increased
EGR flow requires an additional boost from the turbocharger. So, high-pressure tur-
bocharging is essential for improving engine fuel consumption and lowering emissions
through downsizing and lean-boost.
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Figure 1.3: EU emission standards for (a) diesel and (b) gasoline passenger cars
(category M1). Note for diesel engines a separate NOX limit was not introduced until
Euro III. For gasoline vehicles, the Euro I & II HC standard is a combined HC + NOX
limit; PM standards are not introduced until Euro V. Values taken from DieselNet
(2007).
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Table 1.1: Effect of engine downsizing through turbocharging — comparison of nat-
urally aspirated (NA) and turbocharged (TC) passenger vehicles. Values taken from
manufacturers’ published data (Shahed, 2003).
Vehicle Engine Power (bhp) Torque (lb-ft)
CO2 emissions,
city/highway (g/km)
BMW 325 2.8 litre NA 184 175 270/190
SAAB 9-3 2.0 litre TC 205 209 223/156
Other factors A particular goal for automotive manufacturers is to improve vehicle
driveability (sufficient low-end torque and better turbocharger response) by making high
charging pressures available at low engine speeds (when there is relatively little energy
in the exhaust), while maintaining turbine efficiency at the higher speeds. One method
to achieve this is with variable geometry turbochargers (VGTs). These are now com-
monplace on turbo diesel passenger cars, and when coupled with EGR and catalytic
aftertreatment devices allow the EPA Tier II Bin 5 emissions regulations to be met,
for example. This is the standard a manufacturer must average across their entire fleet
by 2009, i.e., all light- and medium-duty passenger vehicles must average Bin 5 (which
stipulates a NOX limit of 0.07 g/mi) over their full useful life. It is estimated that such
technology will save the US at least 350,000 barrels of petroleum a day (Shahed, 2005).
However, the higher exhaust temperatures typical of SI engines (∼1000◦C) usually pro-
hibit the use of VGTs on gasoline passenger vehicles, due to warping and degradation
of the moving parts. A notable exception is the 2007 Porsche 911 Turbo, which em-
ploys twin BorgWarner variable turbine geometry (VTG) turbochargers, one of the few
gasoline-powered vehicles produced in significant numbers to do so; the materials used
provide thermal stability up to ∼1050◦C. It is also worth noting that BorgWarner ex-
pects VGT technology to have penetrated the SI engine market by 2016 (BorgWarner
Global Marketing, 2007).
Conventional turbochargers are limited at low engine speeds by the obligation to provide
a flow rate above the surge limit of the compressor; the VGT has the ability to vary
shaft speed to avoid this, but cannot remove it completely. A different method of
achieving fast transient response while maintaining high boost pressures and eliminating
compressor surge is by series turbocharging, whereby a smaller, lighter turbocharger
is used to provide high pressures at low engine speeds before a larger turbocharger
is engaged. For instance, the first series turbocharging system used on a BMW diesel
passenger car (BMW 535d), also supplied by BorgWarner, employs a small high-pressure
turbocharger for engine speeds up to 1500 rev/min; between 1500–2500 rev/min the small
and the larger low-pressure turbocharger work together, and from 2500 rev/min up to
the maximum 4400 rev/min the larger turbocharger is used alone (BorgWarner Global
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Table 1.2: Energy balance for automotive engines at maximum power (Heywood,
1988).
Pb Q˙cool Q˙misc H˙e,ic m˙he,s
(percentage of fuel heating value)
SI engine 25–28 17–26 3–10 2–5 34–45
Diesel 34–38 16–35 2–6 1–2 22–35
Marketing, 2004). Series turbochargers are also used on heavy-duty Caterpillar C15
engines for the current (2007) model year (Rutan et al., 2004; Cole et al., 2006).
The combined requirements for turbochargers used in passenger vehicles are very de-
manding, viz., to provide high boost pressures over a wide operating range (for transient
response and lean-boost), while attaining high turbine efficiencies for improved fuel con-
sumption. In all cases then it is imperative to optimize turbocharger operation for
the intended application and so matching technology is also important, as discussed
by Uchida (2006). In that research, one-dimensional engine performance simulations
were used to assess different turbocharging options; accurate turbine performance pre-
diction methods are therefore indispensable not just to maximise energy recovery from
a particular device, but also for the evaluation of different potential technologies.
1.2 Exhaust energy recovery
The energy contained in IC engine exhaust gas is considerable; a rule of thumb states
that of the total available energy, a third is converted to work, a third is lost as heat
due to friction and heat transfer both in-cylinder and in the exhaust manifold, and the
final third is lost in the exhaust gas leaving the engine. Regarding the latter portion,
turbocharging seeks to recover some of this otherwise wasted energy.
Table 1.2 shows the energy balance given by Heywood (1988) for automotive engines,
where Pb is the brake power, Q˙cool is the heat transfer rate to the cooling medium,
Q˙misc represents heat rejected to any separate oil coolant, added to the convection and
radiation heat transfer rates from the exterior surfaces of the engine, H˙e,ic is the exhaust
enthalpy lost because of incomplete combustion, and m˙he,s is the exhaust enthalpy flux
to the atmosphere. On the whole this agrees with the rough distribution already stated,
while demonstrating the better thermal efficiency of compression ignition (CI) engines
due to their higher compression ratios and the greater energy content of spark ignition
(SI) engine exhaust gas.
The pie chart in Fig. 1.4 shows a further example energy balance for a turbocharged gas
engine (a single-cylinder Caterpillar G3501 research engine) as described by Callahan
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Figure 1.4: Baseline engine energy balance for a total 12598 J /(cycle cyl.) (Callahan,
2002).
(2002). Apart from useful work, the fuel energy is distributed between heat transfer,
friction, and unburned fuel, but by far the largest loss is the exhaust energy. Despite the
presence of a turbocharger, there is still potential for further exhaust energy recovery to
take place, either through improved turbocharging or other suitable technology. Indeed,
Callahan (2002) lists inefficient exhaust energy recovery as one of the many barriers
to improved engine thermal efficiency. That work forms part of Caterpillar’s advanced
engine research, the stated objective of which (Gerber and Fiveland, 2003) is to have
developed by 2010 a natural gas engine system that can achieve 50% thermal efficiency
while meeting the EPA standard 0.1 g/(bhp hr) NOX or less, with improved operating
costs and without loss of reliability. Advanced turbocharging is one of the key technolo-
gies required to meet this target; Gerber and Fiveland (2003) state pressure ratios greater
than 4.5 and turbine efficiencies above 70% will be expected. Turbo-compounding has
also been listed as a possible contributing technology (Callahan, 2001).
Turbo-compounding and turbocharging are also being (re-)considered for Formula One;
the FIA (Federation Internationale de l’Automobile) regulation framework for 2011
states
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‘(1) The need to [make] Formula One research more road-relevant; and (2)
the need to react to public concern about the environment.’
(Purnell and Wright, 2007a)
as reasons to make extensive changes. The 2011 primary power plant specification
was for a 2.2 litre V6 engine, downsized from the present 2.4 litre V8 and the 3.0 litre
V10 in 2006, to be limited by a maximum energy flow rate. A revised proposal is for a
much smaller in-line four cylinder engine of 1.3–1.5 litres producing ∼270 kW (∼300 kW
when combined with exhaust energy recovery), in order to limit speeds following drag
reduction predictions (Purnell and Wright, 2007a), which must be 50% of 2007 levels (∼
40% less power will be required to maintain current speeds). Engines of this size were
last used in the late 1980s, but turbocharging enabled up to 1000 bhp to be developed1.
Deliberations are ongoing as to the final 2011 specification, though ‘energy efficient
power train development will be overtly encouraged’ (Purnell and Wright, 2007b), with
the technology to be derived from mainstream automotive research and development.
This is very much in contrast to new regulations approaching for 2009 (when the next
major drive train change will occur), which continues to state no supercharging of any
kind (FIA, 2006). The proposals for 2011 discuss the concept of an ‘assist’ power to be
generated from recovered energy, which could be used constantly over a whole lap, or
in short bursts, intended to make overtaking part of race strategy. It is expected (but
not compulsory) that turbo-compounding will be used to recover part of this energy;
the remainder ‘will come by means of energy recovery from kinetic and thermal sources’
(Purnell and Wright, 2007b), which does not rule out turbocharging. In fact, a recent
press release suggests few restrictions on the engine cycle, which ‘can include turbo-
charging’ (FIA World Motor Sport Council, 2007).
1.3 Simulating the internal combustion engine
IC engine performance prediction and the associated gas dynamics has been the focus
of research since the Second World War (Mucklow, 1940; Bannister and Mucklow, 1948;
List and Reyl, 1949; Mucklow and Wilson, 1955), growing rapidly with the advent of
digital computing and its application to engine problems from the early 1960s onwards;
the benefits for engine design optimization were clear from the start (Benson, 1967–68b).
An integrated engine simulation program essentially comprises two parts, which connect
at the cylinder head: a model for cylinder combustion and heat transfer, and a model for
manifold gas flow modelling. It is the latter which is of primary concern to the process
of turbocharger matching, though combustion modelling is also important as it is the
1In qualifying trim — at that time engines could be later replaced with a race version, though neither
were designed to last between races. By 2008 the same engine must last three race weekends.
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source of the unsteady flow experienced by the turbocharger turbine. Furthermore, it
is usual to discuss three levels of modelling for turbocharged engine simulations; these
are now described briefly (for a extensive review of engine modelling methods refer to
Chow and Wyszynski (1999)), in increasing degrees of complexity.
Quasi-steady models At the simplest level, different components can be treated as
interconnected sub-models described by particular functions or empirical relations to
determine the overall performance of an engine. Such models (e.g., Winterbone et al.,
1976) are reliant on the availability of steady state experimental data, which must be
suitable for the type of engine under consideration. Since the equations are algebraic in
nature (though extensions involving differential equations can be included for transient
simulations), changes in conditions are reflected in the output immediately. For example,
all devices will operate based on a common gas mass flow rate. This type of model is
thus characterized by the inability to take account of mass accumulation in ducts, and
is therefore is only strictly applicable for steady flow situations. This is the basis of the
quasi-steady assumption — that the rate of change of fluid properties with distance is
much greater than their rate of change with time.
Filling-and-emptying models This approach (e.g., Watson and Marzouk, 1977;
Watson et al., 1983; Assanis and Heywood, 1986; Filipi and Assanis, 1991; Theotokatos
and Kyrtatos, 2001; Zweiri et al., 2001; Rakopoulos et al., 2004) covers different levels
of complexity, ranging from quasi-steady models slightly extended to incorporate mass
accumulation in individual components, to those which are approaching the complexity
of wave action models (e.g., Connor and Swain, 1994). The normal definition, however,
is that the exhaust and/or inlet manifolds are represented by one or more finite vol-
umes, with conservation of mass and energy across boundaries. Mass accumulation can
now take place which enhances the predictive capabilities of the model for turbocharger
matching; filling-and-emptying turbine models come under investigation in Chap. 5.
However, if the manifolds are each represented by a single volume, and therefore by
one value of pressure and temperature, the manifold tuning capability is still very much
restricted — unsteady analysis such as this demands a wave action approach.
Wave action or gas dynamic models These methods are so-called because they
are able to resolve pressure wave action (gas dynamics) in the manifold domain, and are
derived from the system of nonlinear hyperbolic partial differential equations describing
unsteady compressible inviscid flow in a duct, viz., the 1D Euler equations. A discussion
of numerical methods for wave action techniques is provided in Chap. 2, but suffice to
say calibrated wave action engine models typically compare well against experimental
data in unsteady flow tests (e.g., Payri et al., 1986; Winterbone and Yoshitomi, 1990;
Pearson and Winterbone, 1997; Chow and Wyszynski, 1999). For this reason they
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play an important role in engine design and optimization, and a number of commercial
software packages (see §1.3.1) have developed over the last two decades or so to meet
this need. One of the main objectives of the present research is to demonstrate that
under certain conditions it becomes necessary to resolve wave action in the turbine for
accurate turbocharger matching.
The work carried out for this thesis is based around a one-dimensional wave action
code, developed with the main intention of improving the understanding and prediction
of engine-turbocharger interaction under pulsating flow; it will subsequently be referred
to as ONDAS (ONe-Dimensional wave Action Simulator).
1.3.1 Existing software
A number of commercially available and academic gas dynamic codes are already well
established, some of which have a long history of collaboration with industry. Commer-
cial/licensed software includes:
Ricardo WAVE This is 1D gas dynamics software designed to carry out performance
simulations on intake, combustion, and exhaust systems. It can be integrated with driv-
etrain models for whole-vehicle simulations, and provides an interface for coupling to
other commercial software so that, for example, combined 1D-3D CFD models can be
constructed. Ricardo Software cite WAVE customers in motorsport, automotive, mo-
torcycle, truck, agricultural, locomotive, marine and power generation sectors and is
used worldwide by Ford (Ricardo Software, 2005). Tools designed to meet emissions
legislation are emphasized (Ricardo Software, 2007), including aftertreatment modelling
capabilities covering three-way catalysts, diesel oxidation catalysts, and diesel particu-
late filters. The latest version (7.2) also includes models for catalyst flow and lean NOx
traps.
GT-POWER A similarly well-known engine simulation package, GT-POWER is also
claimed (Gamma Technologies, Inc., 2007b) to be used by leading engine and automobile
manufacturers and racing teams, as well as for marine and power generation applica-
tions. Customers include BMW, Renault Formula 1, GM, Mann+Hummel, MAN B&W,
Prodrive, FEV, and Torino Polytechnic (Gamma Technologies, Inc., 2007a). Again, com-
plete engine designs can be simulated by the accompanying software suite, and can be
integrated with popular external 3D CFD packages (STAR-CD, Fluent etc.).
AVL BOOST Another commercial engine simulation and gas dynamics tool, BOOST
employs an “adapted Godunov scheme” (AVL LIST GMBH, 2007) for high accuracy
and can be run in conjunction with the 3D CFD package from the same company (AVL
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FIRE). Applications such as vehicle thermal management and engine control manage-
ment design are some of the stand-out features in addition to the typical engine analysis
tools available.
Lotus Engine Simulation This software is perhaps less widely used in industry, but
still provides all the standard features and uses second-order, shock-capturing, TVD
(total variation diminishing) numerical methods (these are also used in the present code
— see §2.4). It is however strongly linked to the development of 1D gas dynamic mod-
els in the literature; the generalized Bassett-Winterbone pressure loss junction model
available in LES is of particular relevance to the current work — refer to §3.4.2.3. A
feature-restricted freeware version of the software is available to download at the time
of writing (Lotus Engineering Software, 2007).
Caterpillar Dynasty This is Caterpillar’s proprietary system simulation software,
comprising physics-based engine analysis tools which can be integrated with other vehicle
and machine sub-models (e.g., cooling systems, fluid systems, linkages and structures,
drive lines, controls and electronics) to virtual test complete products under conditions
appropriate for the application concerned. An example of its successful use for transient
simulations of a 2007 prototype heavy-duty truck engine is described by Rutan et al.
(2004).
Codes developed at academic institutions, used in industrial collaborations:
GASDYN Developed by staff of the Internal Combustion Engine Group at the Po-
litecnico di Milano (Department of Energetics), GASDYN provides whole-engine perfor-
mance prediction using 1D thermo-fluid dynamic modelling. Being an academic code,
it is heavily involved with model development in the literature and has many industrial
collaborators (including FIAT, Honeywell, and Lamborghini). Recent work has covered
integrated 1D-3D manifold simulations, and notable features include chemical species
transport and reaction modelling in manifold systems, three-way catalyst and partic-
ulate trap modelling (e.g., Piscaglia et al., 2006), and other aftertreatment research
(e.g., Montenegro and Onorati, 2006) — further details can be found on the web site
(Politecnico di Milano, 2007).
DIESEL-RK This software is developed at Bauman Moscow State Technical Univer-
sity; in addition to the feature set common to all the software listed here, DIESEL-RK
is especially designed for diesel mixture formation and combustion modelling. It also in-
cludes fuel spray visualization tools and can take account of piston bowl geometry, swirl
profile and intensity, and other parameters (see BMSTU (2007)) that allow optimization
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of combustion chamber design. At the time of writing, the client-end of the software
can be downloaded during its testing stage for non-commercial use and education pur-
poses; connection with a remote server is required for job processing. Recent literature
describes use of this combustion model for performance and emissions prediction (e.g.,
Kuleshov, 2006).
By no means is this an exhaustive list; these are examples of software that the author
has either had direct experience of using or has come across in the literature while
researching this project. All of these programs are being developed continuously by
teams of engineers and software developers, typically in conjunction with experimental
research carried out in-house and/or by industrial partners. Consequently, all packages
are highly sophisticated in most areas. For instance, the following is a list of typical
applications for which these codes are appropriate, but which must be considered to lie
outside of the scope for the current project:
• Advanced combustion and emissions prediction;
• Engine acoustics and noise simulation;
• Heat transfer analysis;
• Coupled 1D-3D simulations.
1.3.2 The basis for new software development
The available commercial software seems to be well disposed for the simulation and
analysis of exhaust energy recovery through turbocharging. In fact, turbocharger tur-
bines and compressors are considered to be standard modelling components in all of the
programs mentioned — engine performance and turbocharger matching is often listed
as one of the main applications.
However, the above software descriptions are based on material provided by the devel-
oper on their web site or sales brochure so it is difficult to ascertain a fair comparison of
individual component models, at least without in-depth testing of each package in turn.
During the course of this research it has been possible to test many of the commercial
titles, viz., Ricardo WAVE, GT-POWER, AVL-BOOST, and Lotus Engine Simulation.
Generally this has been on an evaluation basis, i.e., running the tutorials provided and
some component-restricted models, though a full version of WAVE has been made avail-
able2 to the author’s group for a fixed period, for academic work as part of a separate
collaborative project with Ricardo.
2This is the reason for the later selection of WAVE as the external software for validation purposes.
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Based on this experience, it is straightforward to incorporate turbochargers (including
wastegated and variable geometry turbochargers in WAVE and GT-POWER) in engine
simulations using any of these programs, given the steady flow performance data (in the
form of turbine and compressor maps). Additional information can be specified, e.g.,
in the form of expressions for frictional loss (as a function of speed) and mechanical
efficiency (as a function of speed and pressure ratio) for the Ricardo WAVE turbine
object. Despite this, it is the author’s opinion that the accuracy of the turbocharger
modelling in these codes, and that of the turbocharger turbine model in particular,
should now be brought into question, especially in light of the drive in industry for more
efficient turbocharging technology to meet fast approaching emissions legislation.
The underlying problem The traditional approach in engine simulation software is
to model turbocharger turbines and compressors as quasi-steady boundary conditions,
which interpolate the corresponding map provided by the user. Neither the ability to
specify a VGT nor the inclusion of loss equations improves the fundamental capability
of this form of turbine model, the former simply requiring a further level of interpolation
between different maps corresponding to particular VGT rack settings.
The underlying modelling technique is limited by its assumption of quasi-steadiness,
which is at odds with the pulsating nature of the flow experienced by the turbine. This
contradiction is explored in detail from Chap. 4 onwards, where operation along the
steady state characteristics is shown to be inadequate most of the time. It must be noted,
however, that software developers are somewhat forced to use the quasi-steady approach
because they are restricted in the level of complexity that can be built into the model
by the type of data that would be typically available to the end user of the program.
In fact, the quasi-steady handicap of the standard turbine model is also its greatest
virtue in that it only requires knowledge of the steady flow map; this the turbocharger
manufacturer can supply without revealing detailed geometrical information about their
product.
1.3.3 Scope of development
It is felt that 1D turbocharger turbine model development requires full control over the
creative procedure as well as unrestricted access to the source code. This can only be
achieved through the development of a completely new proprietary code, in preference
to working with the user coding features that some commercial codes provide.
Rather than creating a general, fully-featured 1D engine simulation program in an at-
tempt to rival the professional software, ONDAS is instead intended to allow the in-
teraction between the wave dynamics of pressure pulses generated in an IC engine and
turbocharger turbine operation to be studied. This application differentiates the code,
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as it is perhaps the only area in which the existing software is lacking, and why it has
been necessary to develop an in-house code in the first instance. Nonetheless, ONDAS
will have all the basic predictive capabilities of a one-dimensional gas dynamics code in
common with the commercial and academic software; the main ones are:
1. Wave propagation in a shock tube;
2. Pipe flow with wall friction, heat transfer and change of cross-sectional area;
3. Wave reflection at open and closed duct ends;
4. Flow through a duct with a sudden change of cross-sectional area;
5. Flow through an orifice;
6. Flow through a three-branch junction.
All of these features make use of the ability to simulate wave action in a duct, though
just the first two items listed above require this only ; these are addressed in Chap. 2.
The remainder incorporate additional devices; these, as well as other engine and mani-
fold components are made available through specialised boundary conditions, which are
described in Chap. 3.
Choice of programming language Fortran has historically been used for the de-
velopment of CFD numerical solvers, e.g., STAR-CD, including 1D gas dynamics codes;
the GASDYN solver, for example, is written in Fortran 90 (Onorati, 2003). It is well-
suited to numeric computation and scientific computing in general due to its excellent
floating-point performance (Prentice, 1996). This tradition seems to be changing with
more CFD software companies moving to C/C++ as they update their products, with
some writing new software in C++ from the beginning (e.g. STAR-CCM+).
Speed will always be an issue, especially in 3D CFD simulations, as long as domain cell
counts continue to rise. This is less of a problem in 1D engine manifold simulations; as
long as a reasonable discretization mesh length is specified, especially fine domains are
not required. Many languages would be satisfactory for this task, and so more emphasis
can be placed on the author’s preference and experience.
C++ will be used for ONDAS. The deciding factor is the author’s familiarity, though it is
perhaps worth mentioning that it favours an object-oriented approach (though Fortran
90/95 also includes object-based programming extensions). This will incur a slight
processing overhead compared to a procedural style, but lends itself to writing a program
which basically calculates the interaction between various engine components and the
pipes connecting them. These can be considered as separate objects and implemented
as individual classes in C++.
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1.4 Thesis objectives
The main objectives of this research are:
• To write a one-dimensional computational gas dynamic code using modern second-
order, conservative, shock-capturing finite difference schemes. It should be able to
resolve pressure wave action in ducts with area variation, wall friction and heat
transfer effects, as a minimum standard.
• To implement in this code those boundary methods (already existing in the liter-
ature) necessary for basic performance simulation of IC engines.
• To develop appropriate boundary conditions to enable construction of 1D tur-
bocharger turbine models that can simulate operation in a pulsating flow.
• To build such models and validate them against the unsteady turbine performance
data generated through separate experimental work at the author’s institution.
• To test the improved turbine models under on-engine conditions and to investigate
the effects of their use in whole-engine simulations.
1.5 Layout of the thesis
In preference to a separate literature chapter, some chapters (especially Chaps 2 and 4)
include literature sections of their own, which describe the available material pertaining
to the subject in question. This has been done because the information is relatively di-
verse (ranging from numerical methods to turbocharger turbine models) and so it makes
better sense for it to be placed alongside the corresponding discussion. All references
are however listed at the end of the thesis rather than at the end of each chapter, for
ease of use and to avoid repetition. The remaining chapters cover the following areas:
CHAPTER 2 NUMERICAL METHODS
An overview of numerical methods used for 1D gas dynamics and engine simu-
lations is provided. The governing equations are then set out, followed by their
discretization into the form appropriate for second-order schemes. The merits of
different methods are then evaluated via a series of shock tube tests, and the family
of schemes selected for ONDAS is validated against external software.
CHAPTER 3 BOUNDARY METHODS
The calculation procedures for the most important quasi-steady boundary condi-
tions included in ONDAS are described, implemented, and validated (using com-
mercial software and/or against published data).
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CHAPTER 4 TURBINE MODELLING
Methods of predicting turbocharger turbine operation are described and the in-
adequacies of using quasi-steady turbocharger boundary conditions are explored.
New models are constructed to take account of turbine unsteady operation.
CHAPTER 5 UNSTEADY MODES
The importance of different levels of unsteadiness to turbine operation is assessed.
New parameters are introduced to quantify the degree of unsteady flow, upon which
some approximate limits can be set to distinguish different modes of operation.
CHAPTER 6 APPLICATIONS
The turbine models are applied to an example engine simulation in order to com-
pare their effectiveness based on predicted in-cylinder and exhaust manifold con-
ditions at the valve and turbine inlet, and for the turbine stage itself, for which
the newly introduced measures of unsteadiness are evaluated to anticipate likely
operation.
CHAPTER 7 CONCLUSIONS & FUTURE WORK
Conclusions are drawn from the work on a chapter-by-chapter basis, and for the
thesis as a whole. Some considerations for future code and turbine model devel-
opment are described.
APPENDIX A BASIC VALIDATION
The validation process for the fundamental ONDAS propagation and boundary
methods against published results is described.
APPENDIX B EXPERIMENTAL DATA
The experimental data used to construct the instantaneous turbine mass flow
characteristics is provided; this forms the basis for validation and evaluation of
new turbine models.
Chapter 2
Numerical Methods
The system of nonlinear hyperbolic conservation laws describing one-dimensional un-
steady compressible flow, viz., the Euler equations, cannot be solved analytically with-
out further simplification. For the general case and most practical situations a numerical
solution must be sought.
The first step is to discretize the governing set of equations, outlined in §2.2, into a form
that can be solved numerically. This process and the resulting relationships distinguish
the various numerical methods that have been developed, many of which have been
applied to the simulation of gas dynamics in internal combustion engines. Only a pre´cis
of such techniques is provided here (§2.1) — an exhaustive discussion is beyond the
scope of this work — and in any case, a number of excellent reviews (e.g., Richtmyer,
1962; Gary, 1964; Richtmyer and Morton, 1967; Emery, 1968; Gourlay and Morris, 1968;
Sod, 1978; Vandevoorde et al., 2000; Wang and Hutter, 2001; Depcik et al., 2005; Laney,
1998; Winterbone and Pearson, 2000: chap. 3) have already been made.
Instead, this chapter focuses on those numerical methods directly employed in this
project, setting out their formulation and implementation in the wave action code, and
discussing the relative advantages and limitations of each approach.
2.1 Literature
Historical background The realisation (Poisson, 1808) that real, finite amplitude
waves propagate at a velocity equal to the sum of the local speed of sound and the fluid
velocity, led Stokes (1848) to conclude that the wave must alter its form as it propa-
gates; subsequently Earnshaw (1860) was able to form a relation between the amplitude
of pressure waves at their speed of propagation, assuming isentropic expansion and
compression processes in the wave itself. However, in transforming the set of governing
partial differential equations into ordinary ones along particular lines, Riemann (1860)
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made one of the most significant steps in the analysis of nonlinear waves by developing
the theory for the method of characteristics.
Modern techniques The method of characteristics was the first widely applied method
for the analysis of nonlinear waves in the manifolds of internal combustion engines, ini-
tially in graphical form (Jenny, 1950) and later as a Eulerian technique in Benson’s
(1964) pioneering computational work; the latter approach is known as the mesh method
of characteristics (MMOC).
Despite its limitations of first-order accuracy in both space (because characteristics are
linearly interpolated) and time (since the time marching procedure is taken from the
forward Euler technique), and the fact that shock waves are not intrinsically tracked
under this scheme, it was the dominant numerical method for flow simulation in engine
manifolds until the mid-1980s (Winterbone and Pearson, 2000). However, it continues to
be used for the implementation of boundary conditions, due in no small part to Benson’s
(1982) comprehensive book.
Research into unsteady flow prediction using modern numerical techniques predates Ben-
son’s implementation of the method of characteristics, beginning with the fundamental
works of von Neumann (1963), Courant and Friedrichs (1948), and von Neumann and
Richtmyer (1950). In the latter, dissipative terms are introduced to the equations in
order to artificially render shocks as continuous variations in properties, by smearing
what are in fact discontinuous surfaces over a finite thickness (comparable to the mesh
spacing used). The CIR method (Courant, Isaacson, and Rees, 1952) and the essentially
equivalent MMOC (Hartree, 1953) are finite difference discretizations of the governing
equations in characteristic, non-conservation law form. In addition to the restriction of
first-order accuracy incurred by the use of the characteristic specialisation of the equa-
tions, the latter attribute has been shown (Roe, 1986) to be responsible for the incorrect
tracking of discontinuities, i.e., sudden variations in gas properties or shocks.
In contrast, the contemporary and equally important work of Lax (1954) crucially car-
ried out discretization of the conservation form of the equations, thereby establishing the
foundations for shock-capturing finite difference methods. Although the initial method to
arise from this work (the first-order Lax-Friedrichs scheme) was deficient in terms of accu-
racy, later formulations were more successful. For example, the single-step Lax-Wendroff
method (1960) is second-order in both space and time, and conditionally stable; Bulaty
and Niessner (1985) demonstrate one such implementation of this method. However,
this scheme is not the easiest to implement (as discussed later in §2.4.2) and is often re-
jected for this reason in favour of either the two-step Lax-Wendroff method of Richtmyer
(1962), or the MacCormack method (1969). These are second-order space-centred finite
difference schemes, both of which are described further in §2.4, though the MacCormack
method is thought (Hirsch, 1990) to be the most popular of the Lax-Wendroff variants
CHAPTER 2 NUMERICAL METHODS 56
for engine simulation applications, and indeed is one of the recommended second-order
methods used in the present code.
In practice however, all methods of the Lax-Wendroff family produce non-physical oscil-
lations at points of discontinuity, which should be eliminated. One solution is to apply
some form of artificial dissipation such as that originally proposed by von Neumann
and Richtmyer (1950); the same type of approach is taken by Lax and Wendroff (1960),
and MacCormack and Baldwin (1975). The flux-corrected transport (FCT) method
(Boris and Book, 1973; Book et al., 1975) is also commonly used to counteract spurious
oscillations (see Bulaty and Niessner, 1985).
A further group of methods using a particular form of enhancement to inhibit oscillations
are those known as total variation diminishing (TVD) schemes; this term was originally
used by Harten (1983) and is explained in §2.4.6. Like the FCT technique, these schemes
are capable of preventing the generation of non-physical extrema by employing a flux
limiter (essentially the addition of nonlinear terms), which confines any corrections to
high gradient regions (a comparison of FCT and TVD methods applied to a symmetric
difference scheme is provided by Pearson and Winterbone (1997)). A TVD flux limiter
can often be straightforwardly implemented to work in conjunction with a chosen second-
order Lax-Wendroff family scheme; that of Davis (1984, 1987) is a good example of one
that has found approval in the engine simulation community, for instance, the Internal
Combustion Engine Group at the Politecnico di Milano (Onorati and Ferrari, 1998;
Onorati et al., 1999). This is also the approach favoured for this work and is described
in more detail in §2.4.6.
The use of TVD flux limiters is not limited to Lax-Wendroff type schemes, having been
extensively applied to a class of methods known as approximate Riemann solvers. In
proposing a first-order accurate, conservative discretisation scheme, Godunov (1959)
took a unique approach1 by constructing the solution from a series of local Riemann
problems. This exact Riemann solver proved too computationally expensive, but pro-
vided the basis for the more practical approximate versions of Roe (1981), Steger and
Warming (1981), and van Leer (1982); a useful summary of such Gudonov-type schemes
can be found in Harten et al. (1983). However, since the second-order Lax-Wendroff
type schemes written for the project code have provided satisfactory performance, it has
not been necessary at this stage to implement an approximate Riemann solver, though
this would likely be a candidate if a future upgrade in solver accuracy is required.
1This technique has been used in the present work to obtain the exact solution to the shock tube
problems in §2.5.
CHAPTER 2 NUMERICAL METHODS 57
2.2 Governing equations
Although the intake and exhaust manifolds of an internal combustion engine are typically
intricate systems of pipes and fittings, the unsteady flow it carries may be considered
one-dimensional if the length:diameter ratio of the pipes is large. This implies a fully
developed turbulent flow, and permits a complex three-dimensional pipe system to be
modelled as a network of one-dimensional ducts, connected together using appropriate
junctions and other boundary conditions. In contrast to general flow situations, engines
exhibit periodic flow and will reach a periodic state (for a given speed). Furthermore, the
exhaust gas can be considered to be ideal, whereas other flow systems may require more
complex working fluid properties. Overall then, an inviscid model becomes appropriate;
this section lays down the governing equations for (nonlinear) one-dimensional inviscid
fluid flow accordingly, followed by a description of the available methods for source term
modelling.
2.2.1 One-dimensional inviscid flow
The equations of compressible inviscid flow in one space dimension, x, are easily derived
by considering the flow through the control volume of a generalized one-dimensional
circular cross-section duct with area variation, wall friction and heat transfer, as shown
in Fig. 2.1. As long as the area variation is gradual, i.e., the taper angle φ in Fig. 2.1
is small2, then it is valid to assume quasi-one-dimensional flow. The gas properties
(pressure p, density ρ, velocity u) can then be considered uniform across the cross-
sectional area F — they are functions of x and time, t, only.
Figure 2.1 also indicates the sign convention that will be maintained throughout the
thesis. Unless otherwise stated, diagrams involving pipe domains will be drawn with
positive flow from left to right; duct ends may also be referred to as odd or even3,
synonymous with the left- and right-hand ends respectively.
Conservation of mass The continuity equation states that the net mass flow out of
the control volume equals the time rate of decrease of mass inside control volume; for
an infinitesimal length ∆x
∂(ρuF )
∂x
∆x = −∂(ρF )
∂t
∆x (2.1)
or
2A maximum taper angle of 7◦ is suggested by Ricardo Software (2006b).
3This labelling system has been included in order to be consistent with the work of Benson (1982).
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u+ve (left to right)
Δx
p, ρ, u, F
τw
τw
ρ + ∂ρ/∂x Δx
p + ∂p/∂x Δx
u + ∂u/∂x Δx
F + ∂F/∂x Δx
?D
Towards right/even endTowards left/odd end
φ
x+ve 
q+ve 
Figure 2.1: Control volume of infinitesimal duct length.
∂(ρF )
∂t
+
∂(ρuF )
∂x
= 0 (2.2)
Conservation of momentum In the absence of body forces, conservation of momen-
tum dictates that the net surface force on the control volume equals the sum of the time
rate of change of momentum within the control volume and the net momentum flux out
of it. The net pressure forces are
−∂(pF )
∂x
∆x (2.3)
acting on the cross-sectional faces of the control volume (in the negative x-direction),
and (noting that for rigid pipes F is a function of x alone)
p
dF
dx
∆x (2.4)
acting on the sides faces of the control volume. The net shear force is
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−τwpiD∆x (2.5)
where the wall shear stress, τw, can be written in terms of the pipe wall friction factor,
f (discussed in detail in §2.2.2.1), as
τw =
1
2
ρu2f (2.6)
The rate of change of momentum within the control volume is by definition
∂(ρF∆xu)
∂t
(2.7)
and the net flux of momentum out of the control volume is
∂(ρFu2)
∂x
∆x (2.8)
Substituting Eq. 2.6 for τw in Eq. 2.5, and summing Eqs 2.3, 2.4, 2.5, 2.7, and 2.8 gives
−∂(pF )
∂x
∆x+ p
dF
dx
∆x− 1
2
ρu2fpiD∆x =
∂(ρF∆xu)
∂t
+
∂(ρFu2)
∂x
∆x (2.9)
which, upon expanding the partial time derivative and dividing by ∆x, simplifies to
∂ (ρuF )
∂t
+
∂
(
(ρu2 + p)F
)
∂x
− pdF
dx
+ ρGF = 0 (2.10)
where
G =
1
2
u |u| f 4
D
(2.11)
— here the use of u |u| ensures the shear force due to pipe wall friction is always in the
opposite direction to the flow.
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Conservation of energy Since the walls of an engine manifold are fixed and station-
ary, the gas has no capacity for doing work and no work can be done upon it. In this
situation the First Law of Thermodynamics for the control volume reduces to
Q˙ =
∂E0
∂t
+
∂H0
∂x
∆x (2.12)
where E0 and H0 are the stagnation internal energy and stagnation enthalpy of the
control volume, respectively. This can be rewritten with specific variables as
qρF∆x =
∂(e0ρF∆x)
∂t
+
∂(h0ρFu)
∂x
∆x (2.13)
where q is the heat transfer rate per unit mass to the gas (models for which are described
in §2.2.2.2), and e0 and h0 are respectively the specific stagnation internal energy and
specific stagnation enthalpy of the gas, such that
e0 = e+
1
2
u2 (2.14)
and
h0 = e0 +
p
ρ
(2.15)
Expanding the partial time derivative and again dividing by ∆x, Eq. 2.13 can be rear-
ranged to give
∂ (ρe0F )
∂t
+
∂ (ρuh0F )
∂x
− qρF = 0 (2.16)
Equations 2.2, 2.10, and 2.16 are respectively the conservation law form of the equations
of mass, momentum, and energy. Note that the cross-sectional area F has purposely
been left inside the partial derivative terms. This allows the equations to be written in
the vector form
∂W
∂t
+
∂F(W)
∂x
+C = 0 (2.17)
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in which the state vector W, the flux vector F(W), and the source vector C are
W =
 ρFρuF
ρe0F
 , F(W) =
 ρuF(ρu2 + p)F
ρuh0F
 , C =
 0−pdFdx
0
+
 0ρGF
−ρqF
 (2.18)
This approach has the advantage of mass conservation in pipes of varying cross-sectional
area when numerical methods employing flux limiters are applied (Winterbone and Pear-
son, 2000). The discretized forms of these equations are the basis of the second-order,
conservative, shock-capturing numerical methods described in §2.4.
2.2.1.1 The equations in non-conservative form
Although the method of characteristics was the original numerical method employed in
ONDAS and is still available as a user option, its use has long been deprecated since it
is non-conservative and unable to correctly predict large pressure discontinuities, such
as shock waves. This inability stems from its basis on the equations in non-conservative
form; these can be obtained by expanding the partial derivatives in Eqs 2.2, 2.10, and
2.16 and dividing by the cross-sectional area F .
2.2.1.2 Gas state equations
The working fluid is modelled as an ideal gas, such that
p = ρRT (2.19)
The present approach in ONDAS is to further assume a perfect gas, i.e., constant specific
heats, such that
e = cvT (2.20)
and
h = cpT (2.21)
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2.2.2 Source term modelling
2.2.2.1 Friction modelling
Employed as part of the momentum contribution due to friction, the friction factor4 f
is defined as
f =
τw
1
2ρu
2
(2.22)
For a given set of conditions, f would normally be looked up on a published chart, viz.,
the Moody diagram. This shows that rough pipe turbulent flow can be separated into
a regime where the friction factor is independent of Reynolds number, depending only
on surface roughness, and a second, transitionary regime where for a certain roughness
value the friction factor decreases with increasing Reynolds number, between the said
Reynolds number-independent regime and the value suitable for a smooth pipe. A pipe
is effectively smooth when the thickness of the laminar sublayer is sufficient to mask the
surface roughness. This occurs for relative roughness values of D / 0.001 and Re / 105,
whence the Moody diagram curves for rough pipes approach the Blasius curve
f =
0.316
Re
1
4
(2.23)
For the transitionary region, the Moody diagram can be characterized using a particular
correlation. Although a constant5 value of friction factor is often applied in engine
simulations, the default relationship for turbulent (and steady, strictly speaking) pipe
flow used in ONDAS is that of Swamee and Jain (1976); for a full-flowing circular pipe
of diameter D (on which the Reynolds number is based) this is defined as
f =
0.25[
log
(

3.7D +
5.74
Re0.9
)]2 (2.24)
The roughness height, , is set by the user once for each pipe object, though f is evaluated
for every node individually rather than a complete pipe section. Equation 2.24 is an
approximation of the implicit Colebrook-White (1939) equation, one form of which is
(Swamee and Jain, 1976)
1√
f
= −2 log
(

3.7D
+
2.53
Re
√
f
)
(2.25)
4The Darcy-Weisbach (sometimes Moody or Blasius) friction factor.
5This is a user option in ONDAS; a typical range would be 0.004–0.01 (Winterbone and Pearson,
2000).
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This is available in ONDAS but requires extra computation to converge on a particular
value of f . For example, to achieve a tolerance in successive calculations of less than
0.01% requires ∼6 iterations per node per time step. The explicit Swamee-Jain rela-
tionship is faster to compute and is claimed6 to be accurate to within ±1.0% (Swamee
and Jain, 1976) of Eq. 2.25 for 10−6 6 D 6 10−2 and 5000 6 Re 6 108. For Re > 108,
the Reynolds number-independent regime is assumed. The limit for laminar flow is set
at Re = 2000, below which Poiseuille flow applies, such that7
f =
64
Re
(2.26)
For the remainder of the range, 2000 6 Re < 5000, the Blasius relationship for a smooth
pipe (Eq. 2.23) is used. A further explicit correlation for the transitionary turbulent
region and which is also a user option in ONDAS is the Haaland (1983) approximation
1√
f
= −1.8 log10
[
6.9
Re
+
( 
3.7D
)1.11]
(2.27)
which varies less than ±1.5% (Haaland, 1983) from the Colebrook-White equation8.
As the commercial code used for validation testing, it should be noted that Ricardo
WAVE (Ricardo Software, 2006a) sets a laminar friction coefficient, Cf , for Re < 3000
such that
Cf
2
=
4
Reδ
(2.28)
This is identical to the Poiseuille flow law because the Reynolds number in Eq. 2.28 is
based on a boundary layer thickness, δ, dependent on the flow regime, viz.,
δ = 0.10D for turbulent flows
δ = 0.25D for laminar flows
This implies, for laminar flow
Cf
2
=
16
ReD
(2.29)
6Haaland (1983) however states an error of 2.8% at Re = 5000 and 
D
= 0.01 when using Eq. 2.24.
7Note both this expression and that for the Blasius smooth pipe curve (Eq. 2.23) are in the American
form to maintain consistency with the correlations in Eqs 2.24, 2.25, and 2.27; UK-recognized values of
friction factor are equivalent to f/4.
8Haaland (1983) uses a value of 2.51 for the numerator of the second term within the parentheses in
Eq. 2.25.
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which is the UK-equivalent of Eq. 2.26; it follows that Cf2 ≡ f4 . For Re > 4000, WAVE
employs the following relationship to obtain a turbulent friction coefficient (notably this
does not take the relative roughness D into account)
Cf
2
= 0.027Re−0.25δ (2.30)
The WAVE approach is the final friction model available in ONDAS; it has been included
primarily to allow equivalent simulations to be set up in both codes for validation pur-
poses. All relationships (e.g., Eqs 2.24, 2.25, 2.27, and 2.30) are a function of the
Reynolds number
ReD =
ρuD
µ
(2.31)
where the dynamic viscosity (of air, unless stated otherwise), µ, can be set as a constant
or evaluated as a function of the local gas temperature, T , either from Sutherland’s
equation9 (Winterbone and Pearson, 2000)
µ =
C1T
3
2
T + C2
(2.32)
where (for air)
C1 = 1.458× 10−6 kgm−1 s−1K− 12
C2 = 110.4K
or Blair’s (1996) curve-fitted equation
µ = 7.457× 10−6 + 4.1547× 10−8T − 7.4793× 10−12T 2 (2.33)
or the function used in Ricardo WAVE (Ricardo Software, 2006a)
µ = 0.33× 10−6 T 0.7 (2.34)
— all of which are available as ONDAS user options.
9The ONDAS default option.
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2.2.2.2 Heat transfer modelling
An expression for q is required for the contribution to the energy equation −ρqF in the
source vector of Eq. 2.18; this is used to model the convective heat transfer between
the gas and the pipe wall. The default approach used in ONDAS is the straightforward
treatment described in Winterbone and Pearson (2000) due to Benson (1972), which
assumes Reynolds’ analogy between heat and mass transfer can be applied to unsteady
flow. To begin with, the heat transfer per unit mass is
q =
4h
ρD
(Tw − Tg) (2.35)
where Tw is the (local10) pipe wall temperature, and Tg the local gas temperature. The
convective heat transfer coefficient, h, is given by Reynolds’ analogy as
h =
f
2
ρucp (2.36)
where f is the friction factor obtained by one of the methods outlined in §2.2.2.1, and
cp is the specific heat capacity of the gas. The clear drawback to this approach is that
there will be no heat transfer if the flow is stationary, irrespective of the wall and gas
temperatures. Furthermore, use of Reynolds’ analogy implies a Prandtl number Pr = 1,
whereas for gases Pr varies little, and is about 0.7.
A user option is to instead calculate h from the Nusselt number, Nu, i.e.,
h =
Nu kair
L
(2.37)
where
kair = 0.025Wm−1K−1
L = ∆x (mesh spacing)
Here Nu is first obtained from an appropriate correlation, e.g., that stated by Hey-
wood (1988) and derived empirically by Malchow et al. (1979) for flow in straight pipes
downstream of diesel exhaust valves
Nu = 0.0483 Re0.783 (2.38)
10The current version of ONDAS only permits a constant wall temperature for each pipe object.
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This approach has the same disadvantage regarding stationary flow heat transfer as
Eq. 2.36. Moreover, the applicability of any one Nusselt-Reynolds number correlation
(such as Eq. 2.38) changes with respect to the open or closed state of the valves and
the position in the intake or exhaust system where it is being applied. For example, the
Malchow et al. (1979) correlation is based on data collected in pipe sections immediately
downstream of the exhaust port. For this reason, Eq. 2.36 should normally be used to
calculate h.
Note that convective heat transfer in Ricardo WAVE is modelled by the Colburn analogy
(Ricardo Software, 2006a)
h =
Cf
2
ρucp Pr−
2
3 (2.39)
which is a further user option.
2.2.2.3 Friction and heat transfer multipliers
Multipliers for the friction and heat transfer terms are included in the code, parameters
CFTRANS and HGTRANS respectively, to provide some limited tuning to accommodate
unsteady effects. Typical values (Gamma Technologies, Inc., 2003) for unsteady flow
are CFTRANS = 1.875 and HGTRANS = 2.625. Friction and heat transfer effects can be
removed by zeroing these parameters.
2.2.2.4 Losses in pipe bends
The effect of pipe bends can be taken into account in an engine simulation by applying
a suitable pressure loss, ∆p. Winterbone and Pearson (2000) define a pressure loss
coefficient, Kb, as
Kb =
∆p
1
2ρu
2
(2.40)
Having calculated the appropriate loss to apply for a given extent of duct, a method of
applying it smoothly over the entire length must be found, rather than applying a single
discrete loss at the end of a pipe. Given that the structure within the governing equations
to accommodate a frictional source term (ρGF in Eq. 2.18) is already in place, perhaps
the most efficient way to apply the loss due to a pipe bend is to combine it with that
due to friction, i.e., increase the friction factor accordingly. This ensures the pressure
loss will be applied evenly across all pipe nodes.
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Considering Eq. 2.22 and surmising that the shear stress term develops over a mesh
length ∆x (refer to Fig. 2.1), a corresponding friction factor can be written as
f =
∆p D∆x
1
2ρu
2
(2.41)
From Eq. 2.40, it follows
f =
D
∆x
Kb (2.42)
The same definition of bend loss coefficient (Eq. 2.40) is used in Ricardo WAVE (Ricardo
Software, 2006a), and comprises two further coefficients: CpA is based on the radius to
diameter ratio, and CpB accounts for the bend angle, such that
Kb ≡ Cp = CpACpB (2.43)
Here
CpA = 0.21
(
r/D
)−2.5 for r/D 6 1
(2.44)
= 0.21
(
r/D
)−0.25 for r/D > 1
where
D =
Dl +Dr
2
In Eq. 2.44, r is the radius of the pipe bend, and D is the average of the pipe end
diameters, Dl and Dr. Now, CpB is defined for a bend angle θ
◦ as
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CpB = CpB1 for θ < 70
= CpB1
(
100− θ
30
)
+ CpB2
(
θ − 70
30
)
for 70 6 θ 6 100 (2.45)
= CpB2 for θ > 100
where
CpB1 = 0.9 sin θ
CpB1 = 0.7 +
0.35 sin θ
90
This same system of equations is used in ONDAS to determine the additional pipe
bend friction factor (Eq. 2.42) to be applied at each node. As with the friction and heat
transfer source terms, a multiplier is available for the pipe bend pressure loss, CPTRANS.
Normally this would be set to unity, though zeroing this parameter provides a quick way
to instruct the code to ignore bend losses.
2.3 The method of characteristics
Although the method of characteristics has been replaced as the standard wave propaga-
tion scheme in modern simulation programs by higher-order conservative techniques, it
often remains as an essential part of the interface between pipe ends and their boundary
conditions. In the code under development here, the method of characteristics can be
selected as a propagation option, though this is mainly for comparison purposes with
more modern methods. However, one advantage that it does retain over more recent
numerical techniques is that it provides a degree of insight into the wave propagation
itself, i.e., the progress of the characteristics with time. It is formulated in such a way
that the propagation variables can give the experienced user a feel for what is going on
in the simulation. In contrast, it is difficult to envisage flow processes with higher-order
schemes, which are of a more abstract form due to their conservative nature.
2.3.1 Homentropic formulation
Initial code development centred on homentropic propagation and boundary conditions
prior to the addition of non-homentropic extensions. Although outmoded due to the
assumption that the entire flow field is at the same entropy level, a brief description
of the homentropic method of characteristics for wave propagation is now provided as
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an introduction to the method as a whole. Use of this simplified first-order accurate,
non-conservative method should only be considered for real applications when this as-
sumption is appropriate, e.g., in the intake manifolds of normally-aspirated engines,
where there are no significant fluctuations in the energy and entropy of the gas.
The governing equations are the conservation of mass (the continuity equation), mo-
mentum, and for this special case, constant entropy. These can be written in terms of
the speed of sound a, and the local fluid velocity u, as
Continuity
2
γ − 1
∂a
∂t
+
2
γ − 1u
∂a
∂x
+ a
∂u
∂x
= 0 (2.46)
Momentum
2
γ − 1a
∂a
∂x
+
∂u
∂t
+ u
∂u
∂x
= 0 (2.47)
To reiterate, these equations are valid only for the simplified situation where entropy is
constant throughout the domain. A solution of the form
a = a(x, t)
u = u(x, t)
would normally be sought, but a further grouping
c = c(x, t)
c = c(u, a)
proves more useful. Certain lines on the surface c = c(x, t) have the property that when
projected onto the x − t plane at c = 0 they have the attribute that the slope of the
projection is equivalent to value of c at that point. Then considering the variation of the
properties a and u along the line, a solution can be constructed from some substantial
derivative of the properties and the slope of the line, that is equivalent to the original
equations. So, the purpose of this method is to convert the partial differential equations,
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Eqs 2.46 and 2.47, into ordinary differential equations along the said lines, which can
then be solved. This constrains the relationship between a and u along the path, or
characteristic, of a wave, as described by Eqs 2.48 and 2.49.
dx
dt
= u± a (2.48)
da
du
= ∓γ − 1
2
(2.49)
Integrating Eq. 2.49 along a rightward propagating wave, i.e., one moving in the positive
x-direction with velocity u+ a, from point 1 to point 2
∫ 2
1
da+
γ − 1
2
∫ 2
1
du = 0 (2.50)
gives, after rearrangement
a2 +
γ − 1
2
u2 = a1 +
γ − 1
2
u1 (2.51)
which indicates that the parameter
λ = a+
γ − 1
2
u (2.52)
is conserved along the wave.
The same process can be carried out for the wave having the velocity u − a, i.e., the
leftward propagating wave. This shows that the parameter
β = a− γ − 1
2
u (2.53)
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is conserved along the wave, for this propagation direction.
Note that for zero gas velocity, the parameters λ and β become equal to the speed of
sound. Introducing some further terminology, these parameters are often called the Rie-
mann invariants, at least in homentropic flow (where these quantities are constant), or
the Riemann variables (e.g., Benson, 1982) in non-homentropic flow, in which case their
value can be modified by the presence of friction and such like, as the wave propagates
through the domain. This more realistic case is discussed in §2.3.2.
Figure 2.2 shows an example pair of characteristics and their appearance on a compu-
tational grid (mesh spacing ∆x, time step ∆t) in the x− t plane; this position diagram
records the propagation time history of the waves being tracked. A wave travelling to
the right with velocity u+ a (λ in Fig. 2.2), having been at location P at time n, finds
itself at grid point i at the new time n+ 1. The corresponding leftward travelling wave
β, meeting λ at grid point i at this new time level, would have originated at location Q
at the previous time n. In general, the horizontal displacements between P and i, and
between Q and i (i.e., the distance travelled by the waves in the current time interval)
will differ in magnitude; only when there is exactly zero fluid velocity will they be iden-
tical. Hence the characteristics, as drawn in Fig. 2.2, indicate that the fluid velocity
must be non-zero and in the negative direction of travel — the magnitude of dx/dt is
greater for the β characteristic.
Δx
Δt
i-1 i i+1
Distance, x
n
n+1
Ti
m
e,
 t
dx dt
=u
+a
dxdt =u-a
P Q
λ β
Figure 2.2: Homentropic characteristics superimposed on a computational grid — the
position diagram.
The Riemann variables, λ and β, can in general be used to determine the corresponding
fluid properties a and u as
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a =
λ+ β
2
(2.54)
u =
λ− β
γ − 1 (2.55)
As time progresses, each characteristic will eventually reach the limits of and exit the
spatial domain. Here, at the boundaries, the generation of new characteristics enter-
ing the domain must take place, which is controlled by equations defining the desired
boundary condition. Boundary conditions and their development constitute a large area
of work in this project, and are described starting in Chap. 3.
2.3.2 Non-homentropic formulation
In allowing for entropy variation within the pipe, the wave propagation model becomes a
great deal more involved, and the algorithms (both for wave propagation and boundary
conditions) much more complex.
The third governing equation, that for conservation of energy, is no longer a constant.
When included in the formulation for the propagation of waves, it gives rises to a further
family of characteristics called pathlines along which fluid properties, rather than waves,
are propagated. Winterbone and Pearson (2000) show the governing equations for non-
homentropic flow can be written in the form
1
ρa
dp± du+ 1
ρa
[∆1 +∆2 ±∆3]dt = 0 (2.56)
along the characteristic lines
dx
dt
= u± a (2.57)
and
dp− a2dρ+∆1dt = 0 (2.58)
along the pathlines, which travel at the local fluid velocity, such that
dx
dt
= u (2.59)
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and where
∆1 = −(γ − 1)ρ(q + uG)
∆2 =
a2ρu
F
dF
dx
(2.60)
∆3 = ρaG
∆1 represents the contribution of irreversible, non-homentropic heat transfer; ∆2 the en-
tropy change due to change in section (reversible, homentropic); and ∆3 the irreversible,
non-homentropic loss due to wall friction.
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Figure 2.3: Non-homentropic characteristics and pathline representations on the po-
sition diagram.
In non-homentropic flow the Riemann variables, λ and β, are no longer constant along
the characteristics; their variation is given by
dλ =
(γ − 1)
2
T
a
ds− γ − 1
2ρa
[∆1 +∆2 +∆3]dt (2.61)
dβ =
(γ − 1)
2
T
a
ds− γ − 1
2ρa
[∆1 +∆2 −∆3]dt (2.62)
this modifies the Riemann variables in the following way, as shown in Fig. 2.3
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λn+1i = λ
n
P + dλP (2.63)
βn+1i = β
n
Q + dβQ (2.64)
The values of the Riemann variables at P and Q in Fig. 2.3 are evaluated by interpolating
between nodes; further details can be found in Winterbone and Pearson (2000).
2.4 Second-order schemes
The second-order schemes used in ONDAS operate on the conservation law form of
the governing equations. The exact method of discretization used leaves the pipe cross-
sectional area term F in differential form, allowing gas properties to be conserved. Recall
Eq. 2.17, which states the governing equations in one-dimension as
∂W
∂t
+
∂F(W)
∂x
+C = 0
where (Eq. 2.18)
W =
 ρFρuF
ρe0F
 , F(W) =
 ρuF(ρu2 + p)F
ρuh0F
 , C =
 0−pdFdx
0
+
 0ρGF
−ρqF

2.4.1 General discretization
A general approach to discretization of the governing equations is now described, for the
computational grid in Fig. 2.4. Ignoring source terms (for the moment) in Eq. 2.17 and
integrating between cell boundaries (i− 12 , i+ 12) in space and (n, n+ 1) in time gives
∫ x
i+12
x
i− 12
Wdx+
∫ tn+1
tn
Fdt = 0 (2.65)
Defining
Wi =
1
∆x
∫ x
i+12
x
i− 12
Wdx (2.66)
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Figure 2.4: General computational grid for second-order conservative schemes.
as the space-average of the fluid properties centred on i in Fig. 2.4, and
Fi± 1
2
=
1
∆t
∫ tn+1
tn
Fdt (2.67)
as the time-average flux through the cell boundaries at i− 12 , i+ 12 in Fig. 2.4 between
times n and n+ 1, the following discrete expression can be written
(
Wn+1i −Wni
)
∆x+
(
Fn
i+ 1
2
− Fn
i− 1
2
)
∆t = 0 (2.68)
or
Wn+1i =W
n
i −
∆t
∆x
(
Fn
i+ 1
2
− Fn
i− 1
2
)
(2.69)
The numerical methods described in the subsections to follow can be differentiated by
the way in which the flux term between nodes, Fn
i± 1
2
, is evaluated. Perhaps the most
natural treatment is simply
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Fn
i+ 1
2
=
1
2
[
F(Wni+1) + F(W
n
i )
]
(2.70)
such that
Wn+1i =W
n
i −
∆t
2∆x
[
Fni+1 − Fni−1
]
(2.71)
However, such a scheme eventually becomes unstable (Winterbone and Pearson, 2000).
It can be made stable by replacing Wni with the appropriate average of neighbouring
points, i.e.,
Wn+1i =
1
2
[
Wni+1 +W
n
i−1
]− ∆t
2∆x
[
Fni+1 − Fni−1
]
(2.72)
Equation 2.72 is the first-order Lax-Friedrichs scheme, and partly forms the basis of the
second-order methods in the code.
2.4.2 The two-step Lax-Wendroff (Richtmyer) method
The original Lax-Wendroff scheme has its origins in a Taylor series expansion upon the
state vectorW, but is quite an awkward approach due to the need to evaluate the 3× 3
Jacobian matrix A
Alm =
∂Fl
∂Wm
(2.73)
Richtmyer (1962) developed modifications to get round this requirement, essentially by
solving the equations in separate stages, while maintaining the second-order accuracy.
The first step is derived from the Lax-Friedrichs method, Eq. 2.72, while the second is
equivalent to the mid-point Leapfrog method
Wn+2i =W
n
i −
∆t
∆x
(Fn+1i+1 − Fn+1i−1 ) (2.74)
The first step is used to provide the values of Fn+1i±1 to be inserted into the second step.
This (Richtmyer) method can then be applied over half-mesh spatial intervals as
W
n+ 1
2
i+ 1
2
=
1
2
(Wni+1 +W
n
i )−
∆t
2∆x
(Fni+1 − Fni ) (2.75)
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W
n+ 1
2
i− 1
2
=
1
2
(Wni +W
n
i−1)−
∆t
2∆x
(Fni − Fni−1) (2.76)
and subsequently
Wn+1i =W
n
i −
∆t
∆x
(F
n+ 1
2
i+ 1
2
− Fn+
1
2
i− 1
2
) (2.77)
where the values F
n+ 1
2
i+ 1
2
and F
n+ 1
2
i− 1
2
are those evaluated atW
n+ 1
2
i+ 1
2
andW
n+ 1
2
i− 1
2
respectively.
2.4.3 The MacCormack method
Another second-order scheme, this uses alternating forward and backward spatial inter-
vals in a predictor-corrector approach. Arbitrarily selecting forward spatial differencing
first, a predicted or intermediate state vector W∗ can be obtained from the expression
W∗i −Wni
∆t
+
Fni+1 − Fni
∆x
= 0 (2.78)
The corrector step applies backward spatial differencing over a temporal increment of
∆t
2 as
Wn+1i −W
n+ 1
2
i
1
2∆t
+
F∗i − Fni−1
∆x
= 0 (2.79)
where
W
n+ 1
2
i =
1
2
(Wni +W
∗
i ) (2.80)
The scheme is implemented in ONDAS in the following overall form
Forward predictor
W∗i =W
n
i −
∆t
∆x
(Fni+1 − Fni ) (2.81)
Backward corrector
Wn+1i =
1
2
[
Wni +W
∗
i −
∆t
∆x
(F∗i − F∗i−1)
]
(2.82)
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2.4.4 The Wαβ classification
Both the two-step Lax-Wendroff (LW2) and the MacCormack method can be classified
as Wαβ schemes (Lerat and Peyret, 1974, 1975), which require the following attributes:
• explicit and conservative in nature;
• two-step predictor-corrector procedure;
• three-point space stencil, two-point time stencil;
• second-order accuracy in both space and time.
Note the only difference between schemes of this type is the point at which the predicted
state vector W∗ is evaluated. Hence it is possible to write this family of schemes in the
general form
Predictor
W∗ =Wn+αi+β = (1− β)Wni + βWni+1 − α
∆t
∆x
[
Fni+1 − Fni
]
(2.83)
Corrector
Wn+1i =W
n
i −
∆t
2α∆x
[
(α− β)Fni+1 + (2β − 1)Fni
+ (1− α− β)Fni−1 + Fn+αi+β − Fn+αi−1+β
]
(2.84)
Setting α = β = 12 requires that the predictor is calculated at cell centres, giving the
two-step Lax-Wendroff scheme. Putting α = 1 and β = 0, or α = 0 and β = 1 gives
the MacCormack method, with a forward predictor/backward corrector, or backward
predictor/forward corrector, respectively.
For conciseness, a general Wαβ scheme has been implemented in the code rather than
having separate functions for the two-step Lax-Wendroff and MacCormack methods. It
also permits the specification of the optimised Wαβ scheme
11 of Lerat and Peyret (1974,
1975) in which the parameters are chosen such that oscillations at shock waves are
dispersed with maximum effectiveness while minimising dispersion in expansion waves;
the parameter values for this arrangement are
α = 1 +
√
5
2
, β =
1
2
(2.85)
11Or in fact any (unnamed) scheme employing sensible values of α and β.
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However, it has been shown (Godunov, 1959) that any second-order scheme employing
constant coefficients must generate spurious oscillations. Hence the need for additional
tools that result in nonlinear coefficients, i.e., coefficients whose values are a function of
the solution itself.
2.4.5 Source term discretization
Essential for all real (non-homogeneous) simulations is the inclusion in the solving pro-
cess of the source vector, C (see Eq. 2.18). To reiterate, this accounts for duct cross-
sectional area variation and wall effects, viz., friction and heat transfer, and can be
added to the general scheme to give the complete Wαβ as
Predictor
W∗ =Wn+αi+β = (1− β)Wni + βWni+1
− α∆t
∆x
[
Fni+1 − Fni
]
(2.86)
− α∆t [βCni+1 + (1− β)Cni ]
Corrector
Wn+1i =W
n
i −
∆t
2α∆x
[
(α− β)Fni+1 + (2β − 1)Fni
+ (1− α− β)Fni−1 + Fn+αi+β − Fn+αi−1+β
]
(2.87)
+
∆t
2α
[
(1− α− β)Cni+1 + (2β − 1)Cni
+ (1− α− β)Cni−1 − (1− β)Cn+αi+β − βCn+αi−1+β
]
These are the exact forms of the difference equations implemented in ONDAS to provide
the industry-minimum second-order, conservative, shock-capturing capability. Evaluat-
ing Eqs 2.86 and 2.87 gives the correct complete forms including source terms for the
two-step Lax-Wendroff scheme (α = β = 12)
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Predictor
W
n+ 1
2
i+ 1
2
=
1
2
(
Wni+1 +W
n
i
)− ∆t
2∆x
(
Fni+1 − Fni
)− ∆t
4
(
Cni+1 −Cni
)
(2.88)
Corrector
Wn+1i =W
n
i −
∆t
∆x
(
F
n+ 1
2
i+ 1
2
− Fn+
1
2
i− 1
2
)
− ∆t
2
(
C
n+ 1
2
i+ 1
2
−Cn+
1
2
i− 1
2
)
(2.89)
and the forward predictor/backward corrector MacCormack method (α = 1, β = 0)
Predictor
W∗i =W
n
i −
∆t
∆x
(Fni+1 − Fni )−∆tCni (2.90)
Corrector
Wn+1i =
1
2
[
Wni +W
∗
i −
∆t
∆x
(F∗i − F∗i−1)−∆tC∗i
]
(2.91)
2.4.6 Flux limiters and the TVD criterion
A simulation can be said to be total variation diminishing (TVD) if the total variation
of the solution, TV(w), does not increase between consecutive time steps, i.e.,
TV(wn+1) 6 TV(wn) (2.92)
where the total variation at any time n∆t is defined as
TV(wn) =
∑
i
|wni+1 − wni | (2.93)
A full description is given by Winterbone and Pearson (2000), but essentially the two-
step Lax-Wendroff (Richtmyer) and MacCormack methods, indeed the entireWαβ family,
can be upgraded to satisfy the TVD criterion with the addition of the following terms
to their methods (respectively Eqs 2.89, 2.91, and 2.87)
[G¯+i+ 1
2
(r+i ) + G¯
−
i+ 1
2
(r−i+1)]∆W
n
i+ 1
2
− [G¯+i− 1
2
(r+i−1) + G¯
−
i− 1
2
(r−i )]∆W
n
i− 1
2
(2.94)
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where G¯±(r±) is defined as
G¯±(r±) =
1
2
C(ν)[1− φ(r±)] (2.95)
C(ν) is defined as
C(ν) =
ν(1− ν) ν 6 0.50.25 ν > 0.5 (2.96)
for which
ν = max
k
|λk|∆t∆x (2.97)
and where λk are the eigenvalues of the earlier stated Jacobian A (Eq. 2.73), viz.
λ1 = u+ a
λ2 = u− a (2.98)
λ3 = u
which are straightforward to calculate in the code. The Davis (1984, 1987) flux limiter
has been implemented in this code, and is defined as
φ(r) =
min(2r, 1) r > 00 r 6 0 (2.99)
and the necessary terms r± will be
r+i−1 =
[
∆Wi− 3
2
,∆Wi− 1
2
]
[
∆Wi− 1
2
,∆Wi− 1
2
] , r+i =
[
∆Wi− 1
2
,∆Wi+ 1
2
]
[
∆Wi− 1
2
,∆Wi− 1
2
]
(2.100)
r+i =
[
∆Wi− 1
2
,∆Wi+ 1
2
]
[
∆Wi+ 1
2
,∆Wi+ 1
2
] , r−i+1 =
[
∆Wi+ 1
2
,∆Wi+ 3
2
]
[
∆Wi+ 1
2
,∆Wi+ 1
2
]
where [. . . , . . . ] implies the dot product.
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Table 2.1: Sod’s problem — domain specification (intentionally dimensionless).
Parameter Value
Overall length 1.00
Discretization length, ∆x 0.01
Ratio of specific heats, γ 1.4
Table 2.2: Sod’s problem — initial conditions (intentionally dimensionless); region
letters correspond to Fig. 2.5.
Parameter Region l Region r
Density, ρ 1.0 0.125
Pressure, p 1.0 0.1
Velocity, u 0.0 0.0
2.5 Shock tube comparisons
A standard shock tube case is now used to evaluate the relative merits of the different
propagation methods available in the code. The shock tube is a commonplace gas
dynamic tool used experimentally for testing reaction rates of gases at high temperatures.
It is also valuable as a numerical experiment for all types of CFD as an initial proving
case: fluid motion will be limited to one dimension, which permits application of the
one-dimensional equations of compressible fluid flow. Moreover, for the special case of
constant properties an exact solution can be calculated, against which different numerical
methods can be evaluated. With this approach in mind, a brief appraisal of the numerical
solvers implemented in the code is now carried out.
2.5.1 The exact solution
An exact solution to the shock tube case is required as the basis for comparison of
other schemes. To this end, the exact12 Riemann solver of Godunov (1959) has been
implemented as a separate program, using the subroutine given by Sod (1978). The
Godunov solver itself must first be checked for compliance with the literature; the shock
tube arrangement used in Sod’s (1978) survey of finite difference methods (often referred
to as Sod’s problem) will be tested; the specification is given in Tabs 2.1 and 2.2.
Figure 2.5 shows the initial conditions in the shock tube. Two regions (l and r) having
different densities and pressures, and in a constant state, are separated by a diaphragm
at x0, such that pl > pr, ρl > ρr, and ul = ur = 0. At time t > 0 the diaphragm is
12The solver is ‘exact’ only to the tolerance set in the iterative procedure.
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Region l Region r
pl
ρl
ρr
pr
ul = 0 ur = 0
x0
Figure 2.5: Sod’s problem — shock tube at time t = 0.
burst; the objective is to calculate (with an exact Riemann solver) or predict (with other
methods) the fluid conditions before any wave reaches the left or right boundary — this
avoids any complexities introduced by boundary conditions such that the different fluid
states are the sole result of the finite difference method employed.
The result using the Godunov solver on the domain specification in Tab. 2.1 is compared
against ‘exact’ data (generated by the same solver but at 102 times greater resolution),
at time13 t = 0.140. This is shown in Fig. 2.6, and compares very well with the cor-
responding figure in Sod (1978: Fig. 4), with all subplots demonstrating the correct
relationship between the exact profile and the data points generated with Godunov’s
method. For example, in Fig. 2.6 (a) the corners at the beginning and end of the rar-
efaction are much rounded, and the constant state between the contact discontinuity
and the shock is barely noticeable in Fig. 2.6 (b).
2.5.2 The method of characteristics
Having demonstrated the Godunov exact Riemann solver, it is used to generate the
‘exact’ result against which the mesh method of characteristics and the second-order
schemes can be tested. The shock tube used here is that specified by Winterbone and
Pearson (2000); apart from running under a new set of conditions, its use allows further
checks to be made against the literature. Test information is given in Tabs 2.3 and 2.4.
Evaluation of the MMOC against the ‘exact’ data is shown in Fig. 2.7 after a time t = 5×
10−4 s, in line with the corresponding result in Winterbone and Pearson (2000: Fig. 3.12).
This scheme is first-order accurate only, causing (as with the Godunov method in
13This time was chosen so that the resulting profiles correspond to those shown in Sod (1978: Fig. 4);
the actual time used therein is not known.
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Figure 2.6: Godunov’s method — (a) pressure, (b) density, (c) velocity, and (d)
energy.
Table 2.3: Winterbone and Pearson’s (2000) shock tube — domain specification.
Parameter Value
Overall length (m) 1.00
Discretization length, ∆x (m) 0.01
CFL/Courant number, ν 0.9
Compressibility Perfect air
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Table 2.4: Winterbone and Pearson’s (2000) shock tube — initial conditions; region
letters correspond to Fig. 2.5.
Parameter Region l Region r
Pressure, p (bar) 5.0 1.0
Temperature, T (K) 1200.0 300.0
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Figure 2.7: Comparison of the MMOC against exact solution at time t = 5× 10−4 s.
Fig. 2.6) the shock to be diffused across a number of meshes, as can be seen in Fig. 2.7 (a)
and (b). The contact surface, however, is much better resolved — refer to Fig. 2.7 (b).
This latter feature is not typical of first-order schemes; as in the present code, the
MMOC is commonly deployed with a Lagrangian (non-mesh) ‘path line’ tracking tech-
nique14. It is this rather than the underlying MMOC which is responsible for the contact
discontinuity realization.
2.5.3 Second-order schemes
The same test procedure is now carried out for the second-order methods in the code.
The two-step Lax-Wendroff method This is selected by setting the values α = 12 ,
β = 12 for the general W
α
β scheme implemented in ONDAS. The result in Figure 2.8 (a)
demonstrates the oscillations inherent to second-order schemes (with no flux limiting
applied) that appear at each discontinuity. However, unlike a first-order scheme, e.g.,
14The ONDAS default MMOC setting supplies one path line per mesh; this can be increased to achieve
higher resolution for contact surfaces.
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the Godunov method, which smears the contact surface as in Fig. 2.6 (b), the constant
state behind the shock and in front of the contact discontinuity is now resolved — see
the temperature profile in Fig. 2.8 (a). Furthermore, the rounding of the endpoints of
the rarefaction is less pronounced with a second-order scheme.
The MacCormack method This method is set up using the values α = 1, β = 0 to
give a forward predictor/backward corrector, which does not alternate with successive
steps. Figure 2.8 (b) shows a similar level of disagreement with the exact solution to the
two-step Lax-Wendroff scheme. The only differences are that the MacCormack method
shows a slightly smaller maximum amplitude for the shock oscillation in the pressure
profile, but gives rise to a larger maximum amplitude at the contact surface oscillation
in the temperature plot.
The ‘optimum’ scheme This method is set up using the values α = 1 +
√
5
2 , β =
1
2
to give the method put forward by Lerat and Peyret (1974). Figure 2.8 (c) suggests this
‘optimized’ scheme does seem to provide the best compromise with regard to the maxi-
mum oscillation amplitude. Here the maximum error in pressure at the shock oscillation
is lower than that in the two-step Lax-Wendroff method (though still slightly higher
than in the MacCormack profile), and the maximum temperature error at the contact
surface is lower than that generated by the MacCormack method (at approximately the
same level as that in the Lax-Wendroff result). However, the prediction of the rarefac-
tion with this technique is relatively poor compared to the previous two methods, and
the oscillation due to the (second-order) discontinuity at the tail of the rarefaction is of
noticeably larger magnitude.
2.5.3.1 The effect of TVD
The same second-order methods are tested once more, now with the Davis flux limiting
(TVD) terms applied, as described in §2.4.6. Figure 2.9 shows a definite improvement in
the prediction of discontinuities by all methods; the TVD criterion ensures that spurious
oscillations are not produced (in stark contrast to Fig. 2.8). There is also some improve-
ment in matching of the rarefaction end points, more so with the optimum scheme in
Fig. 2.9 (c), though this generates a slight underestimate of the constant pressure state
close to the rarefaction. Overall there is little to differentiate these methods, but the
conclusion is clear. As long as the computing cost is reasonable, the Davis flux limiter
(referred to as the TVD ‘switch’ within ONDAS) must be employed to guarantee (non-
physical) oscillation-free results. Indeed, Pearson and Winterbone (1997) state mass
conservation to within 1% can be attained using this Davis TVD scheme. In contrast,
an FCT method applied in that paper to the same difference scheme demonstrated errors
of the order of 25% in some engine test cases.
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Figure 2.8: Comparison of second-order schemes against exact solution at time t =
5 × 10−4 s — (a) the two-step Lax-Wendroff (LW2) method, (b) the MacCormack
method, and (c) the ‘optimum’ scheme.
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Figure 2.9: Comparison of second-order schemes with TVD terms against exact so-
lution at time t = 5× 10−4 s — (a) the two-step Lax-Wendroff (LW2) method, (b) the
MacCormack method, and (c) the ‘optimum’ scheme.
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2.5.4 Selection of default method
It could be argued that the shock tube example is an extreme case and that it is not
absolutely necessary for an engine simulation code to be able to resolve shocks accurately.
However, it is possible to generate shock waves in exhaust manifolds (in high-speed
engines, though this would normally be avoided due to the losses incurred). Moreover,
contact surfaces will in general be produced in both the exhaust and intake manifolds
at each valve opening event; it is important then that these are predicted correctly.
Despite the widespread use of the mesh method of characteristics in wave propagation
simulations, it is still only first-order accurate and does not track contact surfaces at the
correct speed. None of the Wαβ examples without flux limiting applied (Figs 2.8) gave
acceptable prediction of the shock discontinuity, and must also be discounted. This is
despite their relative speed — in this regard Tab. 2.5 shows a comparison of the schemes
tested. The test case used is the same shock tube example (Tabs 2.3 and 2.4), extended
to run for 1 s in order to attenuate the variability in short simulations; the average CPU
time of three identical runs is taken before calculating the information shown.
This leaves the group ofWαβ methods with flux limiting applied (‘+ TVD’ implying this
criterion is met); of these, Tab. 2.5 indicates that the two-step Lax-Wendroff scheme
is the least computationally expensive by a very slight margin. The closeness of the
computation times for theWαβ schemes, with and without TVD (Tab. 2.5 shows identical
CPU times for the latter), is to be expected since a common function is used; only the
parameters α and β differentiate its execution. Furthermore, the difference between
these results is of the order of the uncertainty in their repeat measurements (approx.
±1% over the 1 s test duration); this will also vary between different test cases.
Any Wαβ + TVD scheme would thus be a satisfactory choice, but the default setting in
ONDAS is left as the two-step Lax-Wendroff method. This has the advantage of being
simple for the user to specify (α = β = 12) and does not require consideration of which
predictor-corrector direction is most appropriate, though the user is free to change to
other Wαβ variations if desired. The TVD ‘switch’ should typically be left on.
2.6 Validation
Wave propagation in ONDAS is now validated against published results and a commer-
cial product (Ricardo WAVE).
2.6.1 The method of characteristics
As better performing options are available, it is not in general recommended to use the
method of characteristics as the propagation scheme, unless the circumstances make
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Table 2.5: Comparison of computing time for schemes available in ONDAS, normal-
ized with respect to the longest result.
Method Rel. CPU time
MMOC 0.88
LW2 0.76
MacCormack 0.76
Optimum 0.76
LW2 + TVD 0.97
MacCormack + TVD 1.00
Optimum + TVD 0.98
it reasonable to do so, e.g., for use in a comparison of numerical methods. However,
the MMOC was the first technique to be implemented in the code and still exists as a
legacy option; moreover, characteristics continue to form the basis of boundary condition
operation. The method has been tested extensively, with validation made against the
test cases published in Benson (1982), though as an outdated scheme this information
has been moved to Appdx A.
2.6.2 Second-order schemes
Validation of the second-order, conservative, shock-capturing schemes available in ON-
DAS is carried out by comparing results against Ricardo WAVE 7.215 for the reference
case (outlined in §1.3) relevant to this chapter, viz.:
1. Wave propagation in a shock tube.
This application makes minimal requirements on boundary conditions (i.e., only simple
boundary conditions are involved) to ensure that any divergence between comparable
results is attributable to the numerical scheme rather than any particular boundary
method. Note that the remaining reference cases in this list, which employ more complex
boundary procedures, are validated in Chap. 3.
2.6.2.1 Wave propagation in a shock tube
Although a number of shock tube tests have already been carried out, these were re-
stricted to comparing the performance of the different schemes available within ONDAS
itself. This section will now validate propagation in ONDAS against external software.
15WAVE Version 7.2.1 Build 3.
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Table 2.6: WAVE shock tube test — simulation control parameters.
Parameter Value
Common
Simulation duration (s) 0.095
CFL/Courant number, ν 0.6
Compressibility Perfect air
ONDAS specific
Propagation method Wαβ
α 1
β 0
≡ MacCormack method
TVD 3
Pipe [0] Pipe [1]
Closed boundary Closed boundaryOrifice boundary
Figure 2.10: Equivalent ONDAS shock tube test arrangement.
Specification As shown in preceding sections, it is customary to evaluate the perfor-
mance of a propagation scheme using a shock tube test; appropriately, an example model
for this case arrives pre-configured with Ricardo WAVE. The equivalent ONDAS simu-
lation can then be set up, rather than selecting a different specification. Tables 2.6 and
2.7 respectively list the main simulation and geometrical parameters; a schematic of the
arrangement is shown in Fig. 2.10. Table 2.6 indicates use of the MacCormack method
— this has been chosen in preference to the default two-step Lax-Wendroff scheme since
the direction of shock propagation is known beforehand and ONDAS can be set up ac-
cordingly in a forward predictor/backward corrector arrangement. As Tab. 2.7 shows,
friction and heat transfer effects are removed from this test by zeroing the appropriate
multipliers.
Results Plotting results from the two codes on the same axes, Figs 2.11, 2.12, and 2.13
show respectively the pressure, velocity and Mach number profiles across the combined
domains of Pipe [0] and Pipe [1] from Fig. 2.10, at four time levels. Note that the ONDAS
and WAVE iterations do not occur at identical instances, so the ONDAS data has been
linearly interpolated to give results at the times corresponding to the WAVE output.
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Table 2.7: WAVE shock tube test — domain specification.
Parameter Pipe [0] Pipe [1]
Dimensions
Physical length (m) 50.0 75.0
Discretization length (m) 1.0 1.0
Number of meshes 50 75
Left-hand side diameter (m) 0.05 0.05
Right-hand side diameter (m) 0.05 0.05
Coefficients
Friction multiplier 0.0 0.0
Heat transfer multiplier 0.0 0.0
Initial conditions
Pressure (bar) 5.0 1.0
Temperature (K) 347.22 347.22
Wall temperature (K) 400 400
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Figure 2.11: Comparison of Ricardo WAVE and interpolated ONDAS results for wave
propagation in a shock tube — pressure profiles along combined duct length at four
time instances (0.0104551 s, 0.0303316 s, 0.0502353 s, and 0.0938464 s).
CHAPTER 2 NUMERICAL METHODS 93
!
"!
#!!
#"!
$!!
$"!
%!!
%"!
! $" "! &" #!! #$"
'()*+,-./+01,2/'3-*/456
7
.
0
1
-
( *
8
/ 4
5
9 :
6
;+7./</=/!>!#!?""#/:
;+7./</=/!>!%!%%#@/:
;+7./</=/!>!"!$%"%/:
;+7./</=/!>!A%B?@?/:
1,'+)/</=/!>!#!?""#/:/4CD<EFGHIJ<EK6
1,'+)/</=/!>!%!%%#@/:/4CD<EFGHIJ<EK6
1,'+)/</=/!>!"!$%"%/:/4CD<EFGHIJ<EK6
1,'+)/</=/!>!A%B?@?/:/4CD<EFGHIJ<EK6
Figure 2.12: Comparison of Ricardo WAVE and interpolated ONDAS results for wave
propagation in a shock tube — velocity profiles along combined duct length at four time
instances (0.0104551 s, 0.0303316 s, 0.0502353 s, and 0.0938464 s).
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Figure 2.13: Comparison of Ricardo WAVE and interpolated ONDAS results for wave
propagation in a shock tube — Mach number profiles along combined duct length at
four time instances (0.0104551 s, 0.0303316 s, 0.0502353 s, and 0.0938464 s).
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Figure 2.14: Comparison of Ricardo WAVE and interpolated ONDAS results for wave
propagation in a shock tube after the first iteration (0.00160522 s) — pressure profile
across (a) the entire domain, and (b) the shock discontinuity.
The overall comparison between the different codes is good, such that either would be
an acceptable prediction of the real process. However, there are slight differences in
all three measurements at every instance shown, indicating that a different numerical
method is being used at the very least. The ONDAS results are generated with the
MacCormack method and the TVD criterion switched on (by default), which prevents
spurious oscillations in high gradient regions — essential to the present situation. In
contrast the WAVE data demonstrates a clear overshoot at the very beginning of the
simulation. This can be seen in a comparison of predicted pressure after the first time
step in Fig. 2.14 (a); an enlarged view of the shock region is provided in Fig. 2.14 (b),
centred on the discontinuity.
2.6.2.2 A further shock tube test
The difference in methods can be investigated further by running the earlier Winterbone
and Pearson (2000) shock tube test (Tabs 2.3 and 2.4) in WAVE, and comparing it
against the ONDAS and ‘exact’ solutions. The resulting pressure plot in Fig. 2.15 (a)
shows that WAVE locates the head of the rarefaction slightly better than the ONDAS
method. The tail is not as well predicted as with ONDAS, which concurs with the
earlier WAVE results — refer back to Fig. 2.11. The constant pressure state between
the rarefaction and the shock is not as well resolved by WAVE, and a single undulation is
noticeable; this, and the earlier oscillation in Fig. 2.14 is perhaps indicative of dispersive
tendencies. However, the remainder of the WAVE result matches the ONDAS profile
well.
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Figure 2.15: Comparison of RicardoWAVE and ONDAS results against exact solution
for the Winterbone and Pearson (2000) shock tube test at time t = 5 × 10−4 s — (a)
pressure and (b) temperature.
In Fig. 2.15 (b), the main difference lies in the WAVE prediction of a higher constant
temperature state than the exact solution, between the rarefaction and the shock. The
contact surface resolution is almost as good as in the ONDAS case, but is again hindered
by the smoothing of the WAVE-predicted shock discontinuity. It may be concluded from
this latter effect that there are more dissipative terms (either intrinsic or explicitly added)
in the WAVE method, compared to the ONDAS scheme.
2.6.3 Validation summary
In the shock tube test in §2.6.2.1 the ONDAS domain specification replicates that in the
WAVE example, both in discretization length and time step multiplier16 (CFL/Courant
number). This fair comparison leads to the conclusion that an ONDAS Wαβ numerical
scheme alloyed with the TVD criterion is certainly adequate for the requirements of this
code, even bettering the WAVE result in terms of discontinuity prediction for the harsh
test case discussed in §2.6.2.2.
16A time step multiplier of 0.6 (Tab. 2.6) gives rise to approximately 100 time steps in both codes by
the end of the simulation (0.095 s).
Chapter 3
Boundary Methods
The quasi-steady boundary methods1 necessary for basic pipe system and engine mod-
elling capabilities are now introduced. Note this does not include the simple quasi-steady
turbocharger boundary conditions, which have been placed in a separate chapter on tur-
bine modelling (Chap. 4) as the precursor to more complex turbine models comprising
multiple objects and spanning many-noded domains (which therefore do not invoke the
quasi-steady assumption). The appropriateness of the quasi-steady analyses described
here varies with the application; while it is valid for boundaries having fluid effects that
can realistically be considered planar, e.g., a closed end, this assumption is harder to
justify for a pipe end device having a significant volume, such as a turbocharger turbine
or compressor, where the frequency of the incident waveform will, in reality, determine
its boundary characteristic.
Each section in this chapter defines the procedure for a particular boundary condition;
in conjunction with pipe objects, these form the basic building blocks of any engine
manifold simulation. The description of each method or sub-method (when there are
multiple modelling options — in the case of junctions, for example) states the scope
of application of that procedure. Most are valid for non-homentropic simulations, i.e.,
they can be used in conjunction with the standard (non-homentropic) MMOC or any
Wαβ numerical method, though a few are applicable to the homentropic method of
characteristics only.
Not all boundary conditions available in ONDAS will be analysed in detail; the level
of discussion is broadly in line with the boundary’s significance to the overall theme of
the thesis, its importance for the 1D code as a whole, and well as the effort required to
implement it.
1Those which are applied at a single node at a pipe end, or the common node at the interconnection
between two or more pipes.
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A note on the use of characteristics ONDAS initially evolved as a engine simula-
tion code after Benson (1982) with wave propagation based accordingly on the homen-
tropic and later the non-homentropic method of characteristics, in which the boundary
conditions necessarily operated using the Riemann variable notation first outlined in
Benson et al. (1964). Despite the transition to more modern second-order, conservative
numerical schemes, the boundary methods continue to accept and return information
only in the form of characteristics.
Consequently there must be a stage of translation between the characteristic form and
that required for theWαβ family of methods during each time step. In practice, however,
this does not impose a computing penalty. Even if the boundary conditions were rewrit-
ten as functions of primitive gas properties (i.e., p, ρ, u) rather than characteristics, these
variables would still need to be deciphered from their state vector form (Eq. 2.18) after
each propagation step. Hence the original boundary system employing characteristics
has been maintained.
Characteristics notation Recall Eqs 2.52 and 2.53 defining the right- and left-
running characteristics as
λ = a+
γ − 1
2
u (3.1)
β = a− γ − 1
2
u (3.2)
Since boundaries exist at both the right- and left-hand ends of each pipe, it is more
general to talk of characteristics which either enter or leave the boundary, resp. λin
and λout, irrespective of the pipe end to which it is attached. It is also usual to non-
dimensionalize the variables with respect to the reference value of the speed of sound,
aref. For example, a right-hand end boundary has an incoming characteristic related to
the right-running Riemann variable at that boundary, and an outgoing characteristic
based on the left-running variable there, i.e.,
λin ≡ λ
aref
= A+
γ − 1
2
U (3.3)
λout ≡ β
aref
= A− γ − 1
2
U (3.4)
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and vice-versa for a left-hand end boundary. To further generalize, it is traditional
(Benson, 1982; Winterbone and Pearson, 2000) to consider flow towards a boundary as
positive; the expressions corresponding to Eqs 2.54 and 2.55 are then
A =
λin + λout
2
(3.5)
U =
λin − λout
γ − 1 (3.6)
The way in which these characteristics are processed at every simulation step following
execution of the domain propagation is explained next, for both the legacy homentropic
and standard non-homentropic cases.
Homentropic boundary procedure
1. The boundary method is passed the known incoming characteristic at the new
time level, (λin)
n+1, for each pipe end connected at the boundary, having been
calculated by the propagation scheme (homentropic MMOC) immediately prior to
the boundary function call.
2. The boundary method is run as a function of (λin)
n+1, returning the corresponding
outgoing characteristic.
3. The outgoing characteristic at the new time level, (λout)
n+1, is applied to the
appropriate pipe end, driving the next stage of propagation.
Non-homentropic boundary procedure In the notation used by Benson (1982),
the parameter aA is used to measure the entropy level in the pipe. It represents the speed
of sound that would be reached following an isentropic change of state to the reference
pressure, pref, which is set globally for any simulation. In non-homentropic analysis it
is common practice to include the non-dimensional entropy level, AA = aAaref , inside the
values passed to and from the boundary, thereby making the boundary method which
operates on this form of characteristic independent of any particular reference values.
This characteristic is the starred Riemann variable; the incoming and outgoing charac-
teristics in starred form are then
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λ∗in =
λin
AAin
(3.7)
λ∗out =
λout
AAout
(3.8)
The non-dimensional speed of sound and velocity can similarly be normalized with re-
spect to the entropy level
A∗ =
A
AA
(3.9)
U∗ =
U
AA
(3.10)
It is important to note that in non-homentropic simulations the entropy levels associated
with the incoming and outgoing characteristics, AAin and AAout resp., will not necessarily
be identical. In the case where flow enters a pipe domain, the incoming fluid will not in
general be at the same entropy level as the boundary value generated by the most recent
propagation calculation. The incoming characteristic will thus be approaching through
a field of varying entropy; λin can be corrected for entropy variation as
λinc = 2λinu
(
AAc
AAc +AAu
)
+ λoutc
(
AAc −AAu
AAc +AAu
)
(3.11)
where subscripts u and c refer to the uncorrected and corrected values respectively. The
objective of any boundary method is to calculate or converge upon the corrected values,
which can then be applied to the relevant pipe domain; the procedure is as follows:
1. The boundary method is passed the known incoming starred characteristic and
entropy level at the new time level, (λ∗in)
n+1 and (AA)
n+1 resp., for each pipe end
connected at the boundary. These have either been calculated directly by the
non-homentropic MMOC propagation scheme or via indirect propagation of the
interior Wαβ solution, immediately prior to the boundary function call.
2. The boundary method is run as a function of λ∗inu = (λ
∗
in)
n+1 and AAu = (AA)
n+1,
converging on corrected values of these parameters and calculating the correspond-
ing outgoing characteristic, λ∗outc.
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3. The corrected variables, λ∗inc and AAc, and the outgoing characteristic at the new
time level, (λ∗out)
n+1 = λ∗outc, are applied to the appropriate pipe end, driving the
next stage of propagation.
3.1 End environment
Available in both homentropic and non-homentropic formats.
This is a general boundary condition provided by the ONDAS EndEnvironment class,
and comprises models for the representation of closed, open, or partially-open (nozzle)
boundaries at a single pipe end. Which of these sub-models is applied is determined by
the value of the nozzle area ratio φ. For an opening having a minimum (throat) area Ft
and a pipe cross-sectional area F , this is defined as
φ =
Ft
F
(3.12)
where
0 6 φ 6 1
and is specified by the user for each instance of this boundary type. Although ho-
mentropic models are available, the text will usually refer to the more general non-
homentropic form of the equations only.
3.1.1 Closed end
When φ = 0 the boundary acts as a closed end. This is the simplest 1D boundary
condition and is essentially a statement of zero velocity at the boundary, i.e., U = 0;
any incident compression wave will be reflected with the same magnitude. From Eqs 3.3
and 3.4
λout = λin (3.13)
or in starred form
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Table 3.1: Closed end shock tube test — simulation control parameters.
Parameter Value
Common
Simulation duration (s) 0.005
CFL/Courant number, ν 0.8
Compressibility Perfect air
ONDAS specific
Propagation method Wαβ
α 0.5
β 0.5
≡ Two-step Lax-Wendroff method
TVD 3
Pipe [0] Pipe [1]
Closed boundary Closed boundaryOrifice boundary 
(WAVE only)
Figure 3.1: Closed end shock tube test arrangement.
λ∗out = λ
∗
in (3.14)
For this situation, either characteristic form (Eqs 3.13 or 3.14) may be applied; no flow
is possible so entropy correction is not required.
Validation Although closed boundaries have already been used in the shock tube test
carried out in §2.6, that simulation was designed to finish before the shock front could
reach the closed end. Despite their simplicity, it is still worthwhile to check operation of
the ONDAS closed boundary as it will form an essential part of validation simulations
for other boundary conditions as this chapter progresses.
A further shock tube test has therefore been carried out, with focus on the reflection
of compression and expansion waves from the closed ends. The initial conditions are
derived from the shock tube case of Winterbone and Pearson (2000) (refer to Tab. 2.4);
Tabs 3.1 and 3.2 respectively show the simulation control and domain parameters for the
present test. Although the domain schematic in Fig. 3.1 indicates two pipes separated by
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Table 3.2: Closed end shock tube test — domain specification.
Parameter Pipe [0] Pipe [1]
Dimensions
Physical length (mm) 500 500
Discretization length (mm) 10.0 10.0
Number of meshes 50 50
Left-hand side diameter (mm) 50.0 50.0
Right-hand side diameter (mm) 50.0 50.0
Coefficients
Friction multiplier 0.0 0.0
Heat transfer multiplier 0.0 0.0
Initial conditions
Pressure (bar) 5.0 1.0
Temperature (K) 1200 300
Boundary conditions
Left-hand side Closed Orifice
Right-hand side Orifice Closed
an orifice, this is only representative of the arrangement in Ricardo WAVE, which shall
again be used for comparison. In ONDAS, the same starting domain can be achieved by
subdividing the initialisation into different regions within a single pipe; thus the orifice
in Fig. 3.1 is not actually present in the ONDAS version, and only closed boundaries are
used. For the ONDAS case the labels Pipe [0] and Pipe [1] refer to these subdivisions
rather than separate pipes.
Predicted pressure profiles are compared at three time instances: the first (0.0003005 s
after the start of the simulation) before the shock front and rarefaction have reached
their respective closed ends, the second (0.0006958 s) as the rarefaction interacts with
the left-hand end closed boundary, and the third (0.0012980 s) following reflection of the
compression wave from the right-hand closed end. Figure 3.2 demonstrates that ONDAS
correctly predicts the location and magnitude of the shock and rarefaction reflections
compared to Ricardo WAVE. The small differences seem to be due solely to the relative
‘softness’ of the WAVE result; the smoothing nature of the Ricardo WAVE propagation
scheme has already been explored in §2.6.2.1.
3.1.2 Open end
The open end boundary method is executed for end environment objects having φ = 1.
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Figure 3.2: Comparison of Ricardo WAVE and ONDAS pressure profiles for a closed
end shock tube at three time instances (0.0003005 s, 0.0006958 s, and 0.0012980 s).
Outflow As explained in the non-homentropic boundary procedure, care must be
taken to distinguish flow into and out of the pipe domain, and in most cases it is wise
to treat them separately. Open ends may of course accept inflow, but due to entropy
considerations this is a more complicated procedure, and is considered later.
The physical condition to be formulated here is that the pressure at the boundary equals
the atmospheric, or a uniform back pressure, pb. In practice, due to end effects, viz.,
three-dimensional flow structures generated at a real open end, the back pressure is
actually achieved some way outside the pipe. The result is an increase in the computa-
tional length of the domain; the total is known as the pipe’s ‘effective length’. ONDAS
deals with this by permitting the user to set end corrections in terms of the number of
extra pipe diameters that should be added at each pipe end boundary; it then places the
corresponding boundary node outside of the physical domain by the amount specified2.
Any compression wave approaching the boundary must simultaneously be met by an
expansion wave entering the domain such that the superposed result equals the back
pressure value; the reverse is true for an incoming expansion wave. The overall effect of
an open end is thus to invert any incident wave. For the general case, Eqs 3.3 and 3.4
imply
2For an open end, this would typically be at a distance equal to one pipe diameter (Winterbone and
Pearson, 2000).
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λout = 2A− λin (3.15)
or in starred form
λ∗out = 2A
∗ − λ∗in (3.16)
Recall, for an ideal gas with constant specific heats, the back pressure is related to the
reference pressure by
pb
pref
=
(
a
aA
) 2γ
γ−1
=
(
A
AA
) 2γ
γ−1
(3.17)
= (A∗)
2γ
γ−1
allowing Eq. 3.16 to be written as
λ∗out = 2
(
pb
pref
) γ−1
2γ
− λ∗in (3.18)
It is common for the back and reference pressures to be identical, in which case
λ∗out = 2− λ∗in (3.19)
though Eq. 3.18 is more general since it permits flow into a variable back pressure. This
becomes useful for flow into infinite reservoirs at pressures different to the reference
value, and into plenums of a fixed size for which pb will not be constant.
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Inflow For flow from ambient into a pipe end, the gas is assumed to expand isen-
tropically from stagnation conditions, pressure p0 and temperature T0. Conservation of
stagnation enthalpy across the inlet dictates, for a perfect gas
h0 = cpT0 = cpT +
u2
2
(3.20)
which, after substituting cp = γRγ−1 and T =
a2
γR , can be arranged to give
a20 = a
2 +
γ − 1
2
u2 (3.21)
and then non-dimensionalized (divide by a2ref) as
A20 = A
2 +
γ − 1
2
U2 (3.22)
where A0 is obtained from the stagnation temperature as
A0 =
√
T0
Tref
(3.23)
Using Eqs 3.5 and 3.6 to substitute for A and U in Eq. 3.22, gives
A20 =
(
λin + λout
2
)2
+
γ − 1
2
(
λin − λout
γ − 1
)2
(3.24)
=
1
4(γ − 1)
{
(γ + 1)(λ2in + λ
2
out) + 2(γ − 3)(λinλout)
}
(3.25)
which can be rearranged into a quadratic in λout as
(
γ + 1
γ − 1
)
λ2out +
{
2
(
γ − 3
γ − 1
)
λin
}
λout +
{(
γ + 1
γ − 1
)
λ2in − 4A20
}
= 0 (3.26)
the positive root of which can be simplified to
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λout =
(
3− γ
γ + 1
)
λin +
(
2
γ + 1
)√
2(1− γ)λin2 + (γ2 − 1)A20 (3.27)
Limiting cases Arbitrarily assuming inflow, before the value of λout obtained from
Eq. 3.27 is applied to the domain, it must be checked to ensure it lies within the physical
limits of the inflow process. For flow from a region of infinite cross-sectional area (atmo-
spheric conditions, or an ambient reservoir) into a pipe, i.e., a converging section, the
maximum velocity is attained at the boundary when the inlet is choked. So, inserting
−U = A (since inflow implies flow away from the boundary, i.e., negative U) into Eqs 3.3
and 3.4 gives the result for choked flow as
λin =
(
3− γ
2
)
A (3.28)
λout =
(
γ + 1
2
)
A (3.29)
or, in boundary functional form
λout =
(
γ + 1
3− γ
)
λin (3.30)
and choked flow will occur if
λout >
(
γ + 1
3− γ
)
λin (3.31)
At the other extreme, viz., reverse flow, it is simply a matter of applying the outflow
calculation outlined previously; the full open end boundary solution procedure incor-
porates a test upon flow direction at every time step. Recall that the entropy of the
incoming flow must also be taken into account; Eq. 3.17 can be rearranged to give this
as a function of the stagnation values, i.e.,
AA = A0
(
pref
p0
) γ−1
2γ
(3.32)
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which permits calculation of the corrected entropy level, AAc, and subsequently the
corrected incoming Riemann variable, λinc, using Eq. 3.11.
Solution procedure Whether the outflow or inflow calculation is executed is deter-
mined by the value of the incoming (uncorrected) Riemann variable, λinu. The transition
in flow direction will occur when the inlet velocity is zero; inserting U = 0 into Eq. 3.3
gives
λinu = A (3.33)
Considering Eq. 3.17, this can be related to the corresponding pressure as
λinu
AAu
=
(
p
pref
) γ−1
2γ
(3.34)
which can then be compared against the same expression based on the external pressure
to establish the appropriate direction; specifically
λinu
AAu
>
(
p0
pref
) γ−1
2γ
implies outflow; while
λinu
AAu
<
(
p0
pref
) γ−1
2γ
indicates inflow,
otherwise there is zero flow. The position of this test in the solution algorithm is shown
in a flow diagram for the open end boundary, Fig. 3.3.
Validation Different boundary conditions will only become available to use in valida-
tion tests as they are validated themselves; at this point, therefore, the closed boundary
is the only one that can be employed to test the open boundary condition. The test
case is similar to that used to check the closed boundary (Tab. 3.1, Tab. 3.2, Fig. 3.1)
except that the right-hand end closed boundary is replaced by an open end; the end
correction has been left set to zero for simplicity. The same initial conditions are used;
it should be expected that this extremely unsteady simulation will generate inflow as
well as outflow through the open boundary, as the fluid momentum creates momentary
partial vacuums (relative to the ambient conditions) in the pipe. The ambient condi-
tions match those initially found in Pipe [1], i.e., a stagnation pressure of 1.0 bar, and a
stagnation temperature of 300K.
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Figure 3.3: Flow diagram for the ONDAS function NHOpen.
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Figure 3.4: Comparison of Ricardo WAVE and ONDAS pressure profiles for a closed-
open shock tube at four time instances (0.000613659 s, 0.00121904 s, 0.00182179 s, and
0.00243268 s). The closed and open boundaries are situated at 0.0m and 1.0m respec-
tively.
Figure 3.4 again shows a comparison against an equivalent Ricardo WAVE simulation,
from which a conclusion similar to that for the closed end validation can be drawn.
Positioning of the discontinuities and ramps in ONDAS compares very well to those
produced by Ricardo WAVE, suggesting that the open boundary is operating correctly,
and differences can be put down to the respective numerical method employed. For
example, the WAVE result at 0.00121904 s shows a non-physical overshoot at the shock
front, which is not replicated by the ONDAS numerical scheme.
3.1.3 Nozzle
The nozzle, or partially-open end boundary is applied for all end environment instances
for which 0 < φ < 1. As for the open end, it is important to separate outflow and inflow
situations.
Outflow A similar analysis as for the open end will be made, except that there is now
a further station, i.e., the throat, to consider. This can be included in the steady flow
energy equation (Eq. 3.22) as
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A20 = A
2 +
γ − 1
2
U2 = A2t +
γ − 1
2
U2t (3.35)
where the subscript t indicates throat values, e.g., At = ataref and Ut =
ut
aref
. This can be
rearranged as
(
U
At
)2
=
2
γ − 1
{
1 +
γ − 1
2
(
Ut
At
)2
−
(
A
At
)2}
(3.36)
Continuity dictates
ρUF = ρtUtFt (3.37)
and for isentropic flow between the pipe and the throat
ρ
ρt
=
(
A
At
) 2
γ−1
(3.38)
Combining Eqs 3.37 and 3.38, and the definition φ = FtF gives
Ut =
U
φ
(
A
At
) 2
γ−1
(3.39)
which can be inserted into Eq. 3.36 to give
(
U
At
)2
=
2
γ − 1
1 + γ − 1
2
{(
A
At
) 2
γ−1 1
φ
U
At
}2
−
(
A
At
)2 (3.40)
Rearranging Eq. 3.40 to obtain an explicit expression for
(
U
At
)2
gives
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(
U
At
)2
=
2
γ−1
{
1−
(
A
At
)2}
1−
{(
A
At
) 2
γ−1 1
φ
}2 (3.41)
As long as there is subsonic flow, the throat pressure and the external (or back pressure)
pb will match. Recalling Eq. 3.17, the throat non-dimensional speed of sound can then
be related to the back pressure as
At = AA
(
pb
pref
) γ−1
2γ
(3.42)
Combining this and the general expression for U , Eq. 3.6, gives
U
At
=
(λin − λout)
(γ − 1)AA
(
pb
pref
) γ−1
2γ
(3.43)
and similarly with the general expression for A, Eq. 3.5, as
A
At
=
(λin + λout)
2AA
(
pb
pref
) γ−1
2γ
(3.44)
Using Eq. 3.44 to eliminate λout from Eq. 3.43 gives
U
At
=
2
{
λin −AA
(
A
At
)(
pb
pref
) γ−1
2γ
}
(γ − 1)AA
(
pb
pref
) γ−1
2γ
(3.45)
which can then be combined with Eq. 3.41, eventually simplifying to
{
φ2 −
(
A
At
) 4
γ−1
}
λin
AA
(
pb
pref
) γ−1
2γ
− A
At

2
− γ − 1
2
φ2
{
1−
(
A
At
)2}
= 0 (3.46)
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which is the form to be minimized in the iterative solution procedure, converging on AAt .
Equation 3.44 may then be used to obtain a value for λout.
Inflow Reverse flow through a nozzle, i.e., inflow, is simulated using the open end
method from §3.1.2; clearly this doesn’t take account of the area ratio φ, though it must
be said that the nozzle is really only intended for outflow. In any case, Benson (1982)
and Winterbone and Pearson (2000) state that this simplification does not lead to a
significant error. This may be true for a general test case during which nozzle inflow
occurs for only a fraction of the simulation compared to outflow, but the simplification
is noticeable when this boundary is later validated. The validation test is specifically
designed to induce both outflow and inflow.
Limiting cases Considering the outflow case first, the limiting situation sees the
nozzle choked. It is thus helpful to incorporate the throat Mach number; using Eq. 3.39
this can be written as
Mt =
ut
at
=
Ut
At
=
1
φ
U
At
(
A
At
) 2
γ−1
(3.47)
For choked flow Mt = 1; Eq. 3.47 can then be arranged as
U
At
=
φ(
A
At
) 2
γ−1
(3.48)
Now, Eq. 3.35 can be written in terms of the throat Mach number as
(
A
At
)2
+
γ − 1
2
(
U
At
)2
= 1 +
γ − 1
2
M2t (3.49)
which, for Mt = 1, becomes
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γ − 1
(
A
At
)2
+
(
U
At
)2
=
γ + 1
γ − 1 (3.50)
Combining Eqs 3.48 and 3.50 gives
(
A
At
) 4
γ−1
{
2
γ − 1
(
A
At
)2
− γ + 1
γ − 1
}
+ φ2 = 0 (3.51)
which is the expression to be minimized under choked flow conditions, instead of Eq. 3.46.
Inserting φ = 0 into Eq. 3.51, and considering that an opening where φ = 1 implies
A
At
= 1, then
(
A
At
)
cr
will range from
√
γ+1
2 to 1, respectively. The average of these
values will be used as the initial estimate when converging on
(
A
At
)
cr
in the choked
situation. The choked flow solution can be derived by considering that, for a given area
ratio φ, Eq. 3.51 implies a fixed value of AAt . Labelling this critical value as
(
A
At
)
cr
one
can obtain an expression for UA using Eq. 3.48, i.e.,
U
A
=
U
At
At
A
=
φ(
A
At
) 2
γ−1
cr
1(
A
At
)
cr
(3.52)
This is useful since, by combining Eqs 3.3 and 3.4
λout
λin
=
1− γ−12
(
U
A
)
1 + γ−12
(
U
A
) (3.53)
and the outgoing characteristic can be evaluated as
λout =
1− γ−12
 φ“ A
At
” 2
γ−1
cr
1“
A
At
”
cr

1 + γ−12
 φ“ A
At
” 2
γ−1
cr
1“
A
At
”
cr

λin (3.54)
CHAPTER 3 BOUNDARY METHODS 114
The opposite limiting case is that for reverse flow (inflow) described above, where the
open end method is supplanted. This has its own limiting case of choked inflow, which
is catered for in the corresponding solution procedure.
Solution procedure The same direction test as used by the open boundary is em-
ployed here, viz.,
λin
AA
>
(
pb
pref
) γ−1
2γ
nozzle outflow; while
λin
AA
<
(
pb
pref
) γ−1
2γ
indicates reverse flow; execute open end instead,
otherwise there is no flow. A flow diagram for the nozzle boundary solution procedure
(for outflow) is shown in Fig. 3.5; note there is no convergence on entropy-corrected
values since any inflow will be handled by the open end (Fig. 3.3).
Validation This test simulation is almost identical to the previous open end validation
case, but predictably replaces the open end with a nozzle boundary; this has an area
ratio φ = 0.5. The main simulation control parameters, domain dimensions, and initial
values in Tabs 3.1 and 3.2 still apply.
A comparison of the ONDAS results against the equivalent Ricardo WAVE simulation
is shown in Fig. 3.7. The small differences in the first two pressure profiles (0.00062436 s
and 0.0012092 s) are mostly due to the different numerical methods employed, apart
from perhaps in the trace at 0.0012092 s close to the nozzle end. Here WAVE predicts a
slightly lower reflected pressure level.
The remaining profiles match well in regions of constant pressure and slight gradients,
though the level of disagreement at the shock front increases with time. Certainly in the
last profile, at 0.00302099 s, the oscillations predicted by WAVE are non-physical, which
favours the ONDAS result. Overall it can be seen that the ONDAS nozzle procedure
is operating correctly, at least compared to this commercial software. Note however
that this validation case has only tested nozzle outflow for the time levels shown; inflow
occurs later but results only in small pressure oscillations in the pipe which are less
useful for comparison purposes.
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Figure 3.5: Flow diagram for the ONDAS function NHNozzle.
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Figure 3.6: Flow diagram for the ONDAS function NHNozzleSonic. Called by the
function NHNozzle (Fig. 3.5).
CHAPTER 3 BOUNDARY METHODS 117
0
1
2
3
4
5
6
0.0 0.2 0.4 0.6 0.8 1.0
DISTANCE ALONG DUCT (m)
P
R
E
S
S
U
R
E
 (
b
a
r )
WAVE t = 0.00062436 s
WAVE t = 0.0012092 s
WAVE t = 0.00182311 s
WAVE t = 0.00241194 s
WAVE t = 0.00302099 s
ONDAS t = 0.00062436 s (interpolated)
ONDAS t = 0.0012092 s (interpolated)
ONDAS t = 0.00182311 s (interpolated)
ONDAS t = 0.00241194 s (interpolated)
ONDAS t = 0.00302099 s (interpolated)
Figure 3.7: Comparison of Ricardo WAVE and ONDAS pressure profiles for a
closed-nozzle (φ = 0.5) shock tube at five time instances (0.00062436 s, 0.0012092 s,
0.00182311 s, 0.00241194 s, and 0.00302099 s). The closed and nozzle boundaries are
situated at 0.0m and 1.0m respectively.
3.2 Anechoic
Available in non-homentropic format only.
The anechoic end or termination is a standard boundary condition in gas dynamic codes.
It simulates an infinitely long duct with no pressure wave reflections and is employed
in the modelling of engine noise control experiments. This name is the most common
in engine simulation software, but may also be described as absorbing or transmissive,
and more generally in CFD as a non-reflecting boundary condition (NRBC). Despite
its common use in acoustic applications, it is included in ONDAS primarily as the
basis for the transmissive boundary condition (see §4.5.1). At present the anechoic and
transmissive boundary conditions are separate methods; the anechoic termination, like
most 1D boundaries, is a passive device; the transmissive boundary on the other hand
provides additional features that actively control flow at the boundary.
3.2.1 Boundary requirements
In contrast to the majority of boundary conditions described in this chapter, the anechoic
end is an imaginary or artificial boundary in the sense that no real device exists at the
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location in question. Such artificial boundaries are required when the problem domain is
unbounded and extends to infinity (at least when that is the modelling intent), but must
be treated using a domain of finite size. In gas dynamic terms, the anechoic end provides
a NRBC so that pressure waves are transmitted out of the domain without reflection;
NRBCs should also prohibit the generation of spurious (non-physical) reflections arising
from numerical effects of the boundary method.
Definition For one-dimensional flow, Engquist and Majda (1977) and Hedstrom (1979)
show that a NRBC is equivalent to having the incoming characteristic variable stay con-
stant across this artificial boundary. Loh (2003) gives the following definition of the
non-reflecting principle:
‘An artificial boundary is said to be non-reflecting if the solutions of the
hyperbolic p.d.e.s (partial differential equations) in the domain interior and
domain exterior are mutually solution continuations of each other across the
boundary surface.’
This latter statement provides the basis for the development of a NRBC for ONDAS
since it can be thought of as just another node in the interior of a pipe domain, but where
the domain to one side of that node is not (wholly) simulated. There is a large body
of research on NRBCs for various numerical applications — a review paper is provided
by Givoli (1991). Information regarding the implementation of an NRBC in a one-
dimensional gas dynamic code, and furthermore based on the method of characteristics,
is less forthcoming.
3.2.2 Control result
Since the objective of the anechoic boundary is to simulate an infinitely long duct, the
correct result can first be obtained by running a ‘control’ simulation which does in
fact use a very long duct (terminated by a standard end environment). The domain is
extended far beyond the intended anechoic termination point; as long as the initial prop-
agated pressure wave does not reach the end of the extended duct within the specified
time extent of the simulation, the result along the combined domain will be identical to
that of the corresponding portion of an infinitely long duct. Results generated with the
anechoic termination can then be compared against this data.
Figure 3.8 (a) shows two sets of five pressure profiles at increments of approximately
1ms. The Ricardo WAVE traces are generated using the anechoic termination available
in that software rather than by extending the domain, whereas the ONDAS control
result is plotted for a limited (1.0m) section of an actual 5.0m total domain length
used. By the time of the last profile, the shock has still only propagated to a distance of
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Figure 3.8: Comparison of pressure profiles generated by Ricardo WAVE closed-
anechoic model and ONDAS long duct shock tube at (a) five time instances, and (b)
four instances in detail. WAVE and ONDAS closed ends situated at 0.0m, WAVE and
(imaginary) ONDAS anechoic termination at 1.0m.
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Figure 3.9: Homentropic position diagram at an anechoic boundary.
∼3.35m along the ONDAS domain, making the traces plotted so far equivalent to the
case of an infinitely long duct.
Although Fig. 3.8 (a) suggests a reasonable comparison between the different codes,
Fig. 3.8 (b) shows that the agreement between the WAVE profiles and the control data
falls away as the simulation progresses. This demonstrates that although a finite bound-
ary condition can be developed to mimic the presence of an infinitely extending domain,
a perfect comparison with the control data cannot be expected.
3.2.3 Boundary development
The difficulty in setting up a anechoic boundary lies in attempting to prescribe boundary
conditions at an arbitrary internal point in a domain which would normally be deter-
mined by the propagation scheme. It does however help to think in terms of characteris-
tics, and the development of this boundary in particular demonstrates the usefulness of
the method of characteristics for visualizing wave propagation at a boundary. Consid-
ering the simplified (homentropic) position diagram in Fig. 3.9, node P is located at the
desired anechoic termination point, on the boundary between the interior (real) domain
and an exterior (imaginary) domain. As in the homentropic MMOC, the conditions
at node P are determined by the value of the characteristics approaching from either
side; since P is nominally a boundary rather than an internal node, these have been
labelled (λin)int and (λin)ext for the characteristics arriving from the interior and exterior
domains respectively. Since there is no entropy generation, each will pass into the other
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domain unchanged, i.e., (λout)ext = (λin)int and (λout)int = (λin)ext. Wave propagation is
only carried out upon the interior domain, which provides a value for (λin)int; (λout)int,
however, is unknown.
No update One possible option is not to update (λout)int at every time step (though
still propagating a value for (λin)int), effectively maintaining it at a value determined by
the initial conditions, i.e., (λnout)int = (λ
n=0
out )int. A test is now run to compare a 1.0m
domain bounded by this condition against the control data generated by the quasi-
infinitely long duct in §3.2.2. Figure 3.10 (a) shows that the comparison is good for
the first two traces, though the reflection of the initial rarefaction is still within the
interior domain at this stage. By the third trace at 0.00301351 s, Fig. 3.10 (b) shows
the current anechoic boundary produces a clear deviation which starts before the centre
of the domain and increases towards the anechoic end. From this time onwards the
reflected rarefaction in the control case is expanding into the exterior domain, whereas
the anechoic boundary can only simulate the presence of stagnation conditions in this
imaginary region; the later fluctuations in the control data are therefore not replicated
with the anechoic boundary at this stage.
Finite extension Since the intention is to simulate an infinitely long duct, one can
always state that at some point along it the fluid conditions remain unchanged from those
initially imposed, and where it is thus acceptable to impose stagnation conditions in the
exterior domain. The problem is that this transition will not in general be stationary,
and so an infinite domain would still be needed to track its movement. However, one
can perhaps make an improvement over the previous result by attaching a finite domain
in the exterior region in which propagation is carried out, and which acts as a buffer to
the stagnation conditions.
A comparison is now carried out in which the buffer domain is a copy of the pipe to which
the anechoic boundary is attached, in terms of geometry and discretization length. Fig-
ure 3.11 (a) and (b) now indicate a good match between the buffered anechoic boundary
case and the control data for the five time instances shown; this is also considerably bet-
ter than that achieved by the Ricardo WAVE anechoic termination in Fig. 3.8. However,
the control data is not currently available to show any difference that will likely occur at
later times, once the expansion reaches past the extent of the buffer pipe. To investigate
this possibility, Fig. 3.12 shows a similar comparison against control data generated for
later times3. This confirms that the difference between the buffered anechoic boundary
case and the control data does indeed gradually increase after a certain time.
3This required extension of the quasi-infinite domain to 10.0m, to allow imitation of an infinitely
long duct up to ∼ 0.018 s.
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Figure 3.10: Comparison of ONDAS control pressure profiles and those generated
by the first stage development of the anechoic boundary (no update) at (a) five time
instances, and (b) four instances in detail. Closed ends situated at 0.0m, anechoic
location at 1.0m.
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Figure 3.11: Comparison of ONDAS control pressure profiles and those generated by
the buffered anechoic boundary (finite extension) at (a) five time instances, and (b)
four instances in detail. Closed ends situated at 0.0m, anechoic location at 1.0m.
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Figure 3.12: Comparison of ONDAS control pressure profiles and those generated by
the buffered anechoic boundary (finite extension) at three later time instances. Closed
ends situated at 0.0m, anechoic location at 1.0m.
Damped buffer Pressure waves will eventually show negligible fluctuations after a
certain length in an infinite domain due to the presence of entropy changes imposed by
the wall. This can be compressed and enhanced to mitigate the ever-present problem of
a finite exterior domain, by employing artificial damping effects in the buffer pipe.
Non-physical damping can be introduced by reducing the node count, i.e., increasing
the discretization length, in the buffer domain.
3.3 Engine, cylinder, and valve
All code dealing with the operation of an IC engine and its control is brought together in
this group of components; in ONDAS this is carried out by the Engine, Cylinder, and Valve
classes. Of these objects, only the valve constitutes a pipe end boundary in the sense
that it interacts directly with the pipe domain. However, it is worth briefly describing
the engine and cylinder models since these dictate the time-varying valve geometrical
properties (e.g., its effective area) and the in-cylinder conditions (determined by a user-
specified combustion modelling option), which determine flow through a valve at every
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stage of the simulation. This group is required only if an engine is to be modelled4;
although ONDAS is an engine simulation code this does not preclude the simulation of
models comprising pipe networks only.
3.3.1 Engine
This is the top level class in this group, since cylinders can only be specified as members
of an engine object, i.e., in a parent-child relationship. Similarly, valves may only be
instanced as member objects of a cylinder. The input definition file for an engine sets
the main operating parameters, e.g.,
• cycle — four- or two-stroke cycle;
• reveng — engine speed (rev/min);
• ca start — starting crank angle relative to top dead centre (TDC) (◦CA);
and the geometry and valve operation of all cylinders on the engine, e.g.,
• dcyl — cylinder bore (mm);
• stroke — stroke (mm);
• conrod — connecting-rod length (mm);
• cr — compression ratio.
The engine object also determines the method of calculation of in-cylinder conditions;
the user has the following options (set by the MODEL parameter):
• MODEL = 0 (CONST P): constant cylinder conditions — cylinder acts as an in-
finite volume or reservoir. User specifies constant cylinder pressure (pres) and
temperature (Tres), which are effectively stagnation conditions.
• MODEL= 1 (CONST VOL): constant volume cylinder, variable conditions — cylin-
der acts as a finite reservoir. User specifies constant cylinder volume (vconst), and
initial pressure (pinit) and temperature (Tinit).
• MODEL = 2 (READ P T): cylinder conditions read from file. User selects or pro-
vides a file (cyl file) detailing cylinder pressure and temperature as a function of
crank angle. This is useful, for example, when the effect of a known (experimen-
tally recorded) engine operating point on a particular manifold design is to be
simulated.
4Or if a simulation requires a cyclic (◦CA) rather than a continuous (s) time base, when a ‘dummy’
engine object may be used.
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• MODEL = 3 (RESET P T): cylinder conditions reset every cycle. User specifies
whether to reset conditions either at every EVO (exhaust valve opening) or TDC
event (RESET EVO), and the cylinder pressure (pcr) and temperature (Tcr) to be
applied at that point. This aims to imitate the results of combustion without
modelling it explicitly.
• MODEL = 4 (WATSON): Watson single-zone heat release model.
The Watson et al. (1980) single-zone combustion model is a common choice (Heywood,
1988) for CI engine simulations where the combustion itself is not the main prediction
objective, as is the case here. It imitates separate fast premixed and slower mixing con-
trolled burning phases, the operation of which are controlled by the following parameters,
which are also accessible by the user:
• x and y — fuel hydrocarbon composition, i.e., CxHy;
• lhv — fuel lower heating value (J/kg);
• ign ca — ignition event (◦CA);
• comb stop — point at which combustion is assumed complete (◦CA);
• inj start — start of fuel injection (◦CA);
• inj stop — end of fuel injection (◦CA);
• m f0 — total fuel mass injected per cycle per cylinder (kg);
• comb a — first proportionality factor to weight premixed- and mixing-controlled
burning (0.8 - 0.95);
• comb b— second proportionality factor to weight premixed- and mixing-controlled
burning (0.25 - 0.45);
• comb c — third proportionality factor to weight premixed- and mixing-controlled
burning (0.25 - 0.5);
• ADD MFB — determines whether mass of fuel burned is added to cylinder mass.
Clearly the combustion modelling implemented in the code is quite basic; however, ON-
DAS is not (at present) intended for the simulation of chemical species propagation and
so an advanced combustion model is not essential. The options listed above nonetheless
provide the means of generating an unsteady input for turbocharger turbine simulation
which is characteristic of an IC engine.
CHAPTER 3 BOUNDARY METHODS 127
3.3.2 Cylinder
The only essential information required by each cylinder object is its relative offset (in
◦CA) in the firing order; this is set by the parameter offset. Other variables such as
the number of intake and exhaust valves per cylinder will be common to every cylinder
object on an engine, and thus are held in the engine object description.
3.3.3 Valve
Available in both homentropic and non-homentropic formats.
The (poppet) valve model is similar to the nozzle end environment (§3.1.3) in that
it attempts to predict flow through a restriction, though since it concerns inflow to a
pipe domain, rather than outflow, calculating the correct entropy level makes it a fair
amount more involved. However, there is little benefit to be gained by including a long
description here; as it is a straight implementation of the Benson (1982) homentropic
and non-homentropic models, please refer to that work for details.
3.3.4 Validation
Since the engine, cylinder, and valve models always work in conjunction with one an-
other, their implementation in ONDAS can be validated via an example engine simu-
lation. In fact, such a test has already been processed for the purposes of validating
the homentropic and non-homentropic mesh method of characteristics, in Appdx A; this
includes appropriate homentropic (§A.1.3) and non-homentropic (§A.2.1) validations of
a single-cylinder engine against published work. Other examples of the engine, cylinder,
and valve models in use are discussed later in §6.2.
3.4 Junction
Though the propagation of pressure waves through the junctions of engine manifolds is
inherently a multi-dimensional problem, and the full geometry of a multi-pipe junction
cannot be reproduced in 1D, one-dimensional models of varying reliability exist in the
literature. Constant pressure models adhere to the conservation of mass but simplify the
situation by assuming a common pressure at each of the joining pipe ends, irrespective
of the flow conditions and its direction. Apart from mass conservation, the predominant
feature of a real junction is a pressure loss, and this is accounted for in pressure loss
models. Both types assume the flow entering and leaving the junction is one-dimensional
and that the volume occupied by the junction is small compared to the overall dimensions
of the manifold (this is the quasi-steady assumption — in this case that there is negligible
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Figure 3.13: Three-branch junction — flow is positive towards the common node.
mass accumulation at the junction). Since they cater for the general flow situation
better, most of this section is given over to the discussion of pressure loss models, and
the Bassett-Winterbone (§3.4.2.3) model in particular, as this is the most advanced
example presently available through the ONDAS Junction class.
Common junction notation As with all quasi-steady boundary conditions, flow (u)
is positive towards the boundary, as shown in Fig. 3.13. Pipes joining at a junction are
numbered j = 1, 2, 3, ..., J for a total number of pipes J . Note that the numbering
system within the code5 differs, however, and would correspond to the pipes being
numbered instead as j = 0, 1, 2, ..., J − 1. The latter notation will generally not appear
in the thesis, but where it does, it will be clearly differentiated by brackets, e.g., pipe 1
≡ pipe [0], pipe 2 ≡ pipe [1], and so forth.
3.4.1 Constant pressure models
Available in both homentropic and non-homentropic formats.
Constant pressure theory and the assumption of equal static pressure across all pipe
ends joined at a junction is derived from the observations of List and Reyl (1949), that
for small waves, there is a negligible pressure drop across a junction. The benefit of
using a constant pressure approach is a reduction in computing time since its algorithm
is less complex compared to a pressure loss technique. Moreover, it is not limited to
three-branch junctions — any number of pipes may be connected. However, the angular
relationship between the different branches is not taken into account, the geometry being
fully defined given the cross-sectional areas of the joining pipe ends.
Daneshyar and Pearson (1971) demonstrated that reasonable prediction accuracy is
achievable with non-homentropic constant pressure theory even for a turbocharged
multi-cylinder engine (in this work the maximum pressure ratio across the turbine was
1.74, and the highest Mach numbers recorded at the junction were ∼0.5), and was a
5C++ indices start at 0 rather than 1.
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clear improvement over their homentropic treatment (Daneshyar and Pearson, 1966),
which yielded inadequate results. Despite this, a homentropic constant pressure model
is included in the code as the only junction boundary condition available to use in
conjunction with the (legacy) homentropic MMOC, and is described next.
3.4.1.1 Homentropic constant pressure junction
ONDAS designation: HCPJ
Benson et al. (1963–64) developed the boundary procedure for a homentropic three-way
junction, which is easily extended for any number of branches (Benson, 1975, 1982). For
the three pipes in Fig. 3.13 (having respective pressures p1, p2, p3, densities ρ1, ρ2, ρ3,
velocities u1, u2, u3, entropies s1, s2, s3, and cross-sectional areas F1, F2, F3), or any
additional pipe j, this method assumes
p1 = p2 = p3 (= pj) (3.55)
ρ1 = ρ2 = ρ3 (= ρj) (3.56)
s1 = s2 = s3 (= sj) (3.57)
Conservation of mass at the junction dictates
ρ1u1F1 + ρ2u2F2 + ρ3u3F3 =
J∑
j=1
ρjujFj = 0 (3.58)
but given Eq. 3.56, this reduces to
u1F1 + u2F2 + u3F3 =
J∑
j=1
ujFj = 0 (3.59)
Non-dimensionalizing the speed of sound
A =
a
aref
=
(
p
pref
) γ−1
2γ
(3.60)
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and velocity
U =
u
aref
(3.61)
Equation 3.55 can then be written as
A1 = A2 = A3 (= Aj) (3.62)
and substituting for u, Eq. 3.59 becomes
U1F1 + U2F2 + U3F3 =
J∑
j=1
UjFj = 0 (3.63)
Expressing A and U in terms of the Riemann variables, for a generalized pipe j
Aj =
λinj + λoutj
2
(3.64)
Uj =
λinj − λoutj
γ − 1 (3.65)
Now, substituting for A1 and A2 in Eq. 3.62
λin1 + λout1 = λin2 + λout2 (3.66)
or
λout2 = λin1 + λout1 − λin2 (3.67)
In the same way, for A1 and A3
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λout3 = λin1 + λout1 − λin3 (3.68)
Substituting for U1, U2, and U3 in Eq. 3.63 and multiplying by (γ − 1)
(λin1 − λout1)F1 + (λin2 − λout2)F2 + (λin3 − λout3)F3 = 0 (3.69)
Using Eqs 3.67 and 3.68 to substitute for λout2 and λout3 in Eq. 3.69
(λin1 − λout1)F1
+
(
λin2 − (λin1 + λout1 − λin2)
)
F2 (3.70)
+
(
λin3 − (λin1 + λout1 − λin3)
)
F3 = 0
This rearranges to
λin1 (F1 − F2 − F3) + λin2 (2F2) + λin3 (2F3)− λout1 (F1 + F2 + F3) = 0 (3.71)
As Benson (1982) shows, this can be written as
λout1 = K1λin1 +K2λin2 +K3λin3 − λin1 (3.72)
where
K1 =
2F1
F1 + F2 + F3
K2 =
2F2
F1 + F2 + F3
K3 =
2F3
F1 + F2 + F3
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Having calculated λout1, the remaining output variables, λout2 and λout3 can be obtained
from Eqs 3.67 and 3.68 respectively. Generalizing for J pipes, a general area ratio can
be written as
Kj =
2Fj
FT
(3.73)
where
FT =
J∑
j=1
Fj (3.74)
Equation 3.72 can then be generalized, for any pipe j as
λoutj =
J∑
j=1
Kjλinj − λinj (3.75)
A flowchart of this method can be found in Benson (1975, 1982).
3.4.1.2 Non-homentropic constant pressure junction
ONDAS designation: NHCPJ
In all non-homentropic boundary conditions, starred Riemann variable notation is em-
ployed. Continuing the assumption of equal static pressure at every pipe end meeting
at the junction, and employing the same pipe numbering scheme as used in §3.4.1.1, the
non-homentropic equivalent of Eq. 3.60 is then
A∗j =
(
pj
pref
) γ−1
2γ
= constant (3.76)
Equation 3.58 (continuity) still applies here; it can be transformed into starred Riemann
variable form in the following way. By definition
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ρ =
γp
a2
(3.77)
= γ
(
p
pref
)(
a2ref
a2
)(
pref
a2ref
)
(3.78)
= γ
(
A∗
2γ
γ−1
) 1
A2
(
pref
a2ref
)
using Eq. 3.76 (3.79)
= γ
(
A
AA
) 2γ
γ−1 1
A2
(
pref
a2ref
)
from the definition A∗ = AAA (3.80)
= γ
A
2
γ−1
A
2γ
γ−1
A
(
pref
a2ref
)
(3.81)
= γ
(A∗AA)
2
γ−1
A
2γ
γ−1
A
(
pref
a2ref
)
(3.82)
= γ
A∗
2
γ−1
A2A
(
pref
a2ref
)
(3.83)
From Eq. 3.83 and the definition U = uaref
ρuF = γ
A∗
2
γ−1
A2A
(
pref
a2ref
)
UarefF (3.84)
From the definition of U∗ = UAA
ρuF =
A∗
2
γ−1
A2A
(
γpref
aref
)
U∗AAF (3.85)
=
A∗
2
γ−1
AA
(
γpref
aref
)
U∗F (3.86)
Since
(
γpref
aref
)
is a constant, the continuity equation, generalized for J pipes, is then
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J∑
j=1
A∗j
2
γ−1
AAj
U∗j Fj
 = 0 (3.87)
The definition of the incoming starred Riemann variable for a generalized pipe branch
j, viz.,
λ∗inj = A
∗
j +
γ − 1
2
U∗j (3.88)
can be arranged as
U∗j =
2
γ − 1
(
λ∗inj −A∗j
)
(3.89)
Substituting Eq. 3.89 into Eq. 3.87 gives
J∑
j=1
A∗j
2
γ−1
AAj
(
λ∗inj −A∗j
)
Fj
 = 0 (3.90)
or
J∑
j=1
A∗j
2
γ−1
AAj
λ∗injFj
 =
J∑
j=1
A∗j
2
γ−1
AAj
A∗jFj
 (3.91)
Moving terms involving the constant (Eq. 3.76) A∗j outside of the summation leads to
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A∗j
2
γ−1
J∑
j=1
{
λ∗inj
AAj
Fj
}
= A∗j
(
A∗j
2
γ−1
) J∑
j=1
{
Fj
AAj
}
(3.92)
or
A∗j =
∑J
j=1
{
λ∗inj
AAj
Fj
}
∑J
j=1
{
Fj
AAj
} = ( pj
pref
) γ−1
2γ
= constant (3.93)
Equation 3.93 is used to obtain the constant pressure in Benson’s (1982) non-homentropic
treatment; the following assumptions are laid down in order to determine the entropy
at the pipe ends, since Eq. 3.57 no longer holds.
• For those branches in which the flow is towards (‘joining’) the common junction
node (U∗ > 0), the entropy level is not changed, i.e., the entropy at the current
and new time levels is the same.
• For those branches in which the flow is away (‘separating’) from the common
junction node (U∗ < 0), the new entropy level is the weighted mean of the entropy
levels in the joining flows, i.e.,
AAj separating =
∑J
j=joining
{
U∗j A
∗
jFj
}
∑J
j=joining
{
U∗j Fj
} (3.94)
Having calculated the appropriate entropy level for each branch, the corrected input
Riemann variable λinjc due to the entropy change is
λinjc = λinju +
Aj
AAjc
(
AAjc −AAju
)
(3.95)
and the output Riemann λoutj is
λoutj = AAjc
(
2A∗j − λ∗injc
)
(3.96)
CHAPTER 3 BOUNDARY METHODS 136
A flowchart of this method can be found in Benson (1982).
An alternative non-homentropic constant pressure methodology is provided by Corbera´n
(1992). This work takes a more general approach, investigating the choice of the set
of closing equations determining how the enthalpy is distributed among the outgoing
flows, in addition to those specifying constant pressure at every branch end. Corbera´n
concludes that the method which equates total enthalpy in the outgoing flows produces
the best results. This method is not as present included in ONDAS as it is felt that the
Benson constant pressure model provides the required functionality; besides, a constant
pressure model will not be the favoured option in most situations.
3.4.2 Pressure loss models
Available in non-homentropic format only.
All real junctions carrying a non-zero flow will generate a pressure loss, and there are
a number of techniques for its evaluation/estimation. These may be analytical expres-
sions, empirical correlations, or simply a set of pressure loss data, generated by steady
flow experiments or separate CFD simulations. Each source has its merits and corre-
sponding drawbacks, and often the accuracy of any particular approach is only improved
at the cost of generality. The best compromise of satisfactory performance with wide
applicability would naturally be sought for implementation in an engine simulation code.
Pressure loss models rely on the use of loss coefficients to characterize the pressure drop.
The quasi-steady assumption is again made, the premise being that the pressure drop
between any two pipe branches during unsteady flow is the same as that under steady
flow (necessary because it is typically only feasible to obtain loss data or derive empirical
coefficients from steady flow experiments). This is not an imprudent suggestion by any
means; Bassett et al. (1999, 2000) show that pressure loss models can perform well even
in the presence of shock waves.
3.4.2.1 Non-homentropic pressure loss T-junction
ONDAS designation: NHPLTJ
Having outlined a relatively straight-forward solution procedure by applying homen-
tropic constant pressure theory to a three-way junction, Benson et al. (1963–64) go on
to define boundary conditions for both homentropic and non-homentropic pressure loss
models for T-junctions based on empirical observations. The non-homentropic version
has been implemented in ONDAS; however its applicability is limited to T-junctions,
and to right-angled junctions specifically, at least for the set of empirical coefficients
provided (Benson et al., 1963–64; Benson, 1982).
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Figure 3.14: Three-branch junction — classification of (a) separating/dividing and
(b) joining/combining flow types and their corresponding loss coefficients, K.
3.4.2.2 Winterbone-Pearson pressure loss junction
ONDAS designation: WPPLJ
Loss coefficients are used to calculate the instantaneous pressure drop across a junction
for each time step of the simulation. Their value depends on the values of the primitive
variables in each of the pipes, and particularly the direction of flow within the combi-
nation of pipes — this can be neatly summarised by the flow type, a number (between
one and six in a three-branch junction) for each of the possible configurations.
The pressure loss model described by Winterbone and Pearson (2000) is restricted to
three-branch junctions; there are then six possible flow combinations (three separat-
ing/diving, and three joining/combining). The notation used therein to distinguish flow
types and the loss coefficient corresponding to each pair of pipes will be employed here
and for the remaining pressure loss junction models, and is shown in Fig. 3.14.
Pressure loss coefficients are often defined in terms of a change in static pressure between
two particular branches. The more widely used definition however, and that defined in
Winterbone and Pearson (2000), is the stagnation pressure loss coefficient
K =
(pus + 12ρu
2
us)− (pds + 12ρu2ds)
1
2ρu
2
com
(3.97)
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where K is the loss coefficient between two branches, one upstream of the common
junction node, the other downstream; pus and pds are the upstream and downstream
static pressures respectively, uus and uds the upstream and downstream velocities, and
ucom is the velocity in the common branch (that which contains the entire mass flow). As
Fig. 3.14 shows, there are twelve loss coefficients; the fluid density ρ is assumed constant.
After attempting to construct a reliable algorithm for the Winterbone-Pearson model, a
hybrid pressure loss model was defined, using an structure similar to the sound algorithm
of Benson’s non-homentropic pressure loss T-junction, but with the loss coefficients cal-
culated in the manner defined here, rather than empirically derived. A simple flowchart
showing the main features is given in Fig. 3.15.
Solution complete
Enter junction subroutine
Separating flowJoining flow
Errors within tol.
Errors outside tol.
Calculate resulting characteristics
Calculate entropy for joining branches Calculate entropy for separating branches
Joining/separating?
Calculate loss coefficients and pressure loss
Test flow type
Run continuity loop
Test for convergenceCalculate final characteristics
Figure 3.15: Flow diagram showing the main features of the hybrid junction scheme.
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3.4.2.3 Generalized Bassett-Winterbone pressure loss junction
ONDAS designation: BWPLJ
The most recent of the junction models implemented in ONDAS is that of Bassett
et al. (2003) and will be referred to as the Bassett-Winterbone pressure loss junction
(BWPLJ). This has the distinct advantage of being a pressure loss model that has been
generalized for any number of branches. Like the hybrid pressure loss junction described
in §3.4.2.2, this approach is based on the T-junction of Benson et al. (1963–64), and
the assumption of quasi-steady flow between any two branches is still maintained. Its
reliability as a junction model is supported by its use in other simulation codes such as
the commercial software Lotus Engine Simulation6 (Lotus Engineering Software, 2001)
and the academic code GASDYN (Onorati et al. (2005b)).
The continuity equation Most of the theoretical basis for the non-homentropic con-
stant pressure junction outlined in §3.4.1.2 is applicable here, and will not be repeated.
Jumping straight to the continuity equation as expressed in starred Riemann variable
form (Eq. 3.90)
J∑
j=1
A∗j
2
γ−1
AAj
(
λ∗injc −A
∗
j
)
Fj
 = 0 (3.98)
in which the entropy-corrected incoming Riemann variable (Eq. 3.95) has been trans-
formed into starred form as
λ∗injc = λ
∗
inju
(
AAju
AAjc
)
+A∗j
(
1− AAju
AAjc
)
(3.99)
The Bassett-Winterbone model introduces the notion of a datum branch — such that a
pressure-loss can be defined between a particular junction branch and the datum, i.e.,
∆∗j = A
∗
dat −A∗j (3.100)
which can be used to substitute for A∗j in Eq. 3.98 to give
6A number of the authors responsible for this model were employed at Lotus Engineering Software
at the date of its publication (2003).
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J∑
j=1

(
A∗dat −∆∗j
) 2
γ−1
AAj
(
λ∗injc −A
∗
dat +∆
∗
j
)
Fj
 = 0 (3.101)
It is this form of the continuity equation which is successively solved in the first iteration
process in the model, either by false position or Newton-Raphson methods.
The energy equation In terms of energy, this model employs the earlier stated ap-
proach due to Corbera´n (1992), where the entropy levels in the joining branches remain
the same, and the stagnation enthalpy in each separating branch is set equal to the mass
average of the stagnation enthalpy in the joining flows, i.e.,
h0j=sep. =
∑Jjoin.
j=1 m˙jh0j∑Jjoin.
j=1 m˙j
(3.102)
The definition of stagnation enthalpy for a perfect gas is
h0 = cpT0 = cpT +
u2
2
(3.103)
which, after substituting cp = γRγ−1 and T =
a2
γR , can be arranged to
(γ − 1)h0 = a20 = a2 +
γ − 1
2
u2 (3.104)
and then non-dimensionalized (divide by a2ref) as
(
γ − 1
a2ref
)
h0 = A20 = A
2 +
γ − 1
2
U2 (3.105)
or in starred Riemann variable form (×A2A
A2A
)
(
γ − 1
a2ref
)
h0 =
(
A∗2 +
γ − 1
2
U∗2
)
A2A (3.106)
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Using the earlier expression for mass flow rate in Eq. 3.87 and that now for stagnation
enthalpy in Eq. 3.106, the stagnation enthalpy in a separating branch (Eq. 3.102) can
be written as
h0j=sep. =
(
a2ref
γ − 1
) ∑Jjoin.j=1
{
A∗j
2
γ−1
AAj
U∗j Fj
(
A∗j
2 + γ−12 U
∗
j
2
)
A2Aj
}
∑Jjoin.
j=1
{
A∗j
2
γ−1
AAj
U∗j Fj
} (3.107)
=
(
a2ref
γ − 1
) ∑Jjoin.
j=1
{
A∗j
2
γ−1U∗j FjAAj
(
A∗j
2 + γ−12 U
∗
j
2
)}
∑Jjoin.
j=1
{
A∗j
2
γ−1
AAj
U∗j Fj
} (3.108)
from which the entropy level in the separating branches (recall that the entropy level in
the joining flows doesn’t change) can be determined using Eq. 3.106 as
AAj =
√√√√√ h0j=sep.
(
γ−1
a2ref
)
(
A∗j
2 + γ−12 U
∗
j
2
) (3.109)
The loss equation An expression for the evaluation of ∆∗j will now be developed. In
contrast to a situation involving only three branches, generalization to J branches does
not permit a ‘common’ branch7 to be readily identified, since one does not necessarily
exist. Hence the introduction of the datum branch, rather than the common branch,
against which the pressure drop can be referenced. With this is mind, the stagnation
pressure loss coefficient (Eq. 3.97) is redefined, for any branch j, as
Kj =
(pdat + 12ρu
2
dat)− (pj + 12ρu2j )
1
2ρu
2
dat
(3.110)
Again, the density ρ is assumed constant, which permits the rearrangement
Kj =
pdat − pj
1
2ρu
2
dat
+ 1− u
2
j
u2dat
(3.111)
7To reiterate, that which contains the entire mass flow through a junction.
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Defining an area ratio between the datum and the branch j as
ψj =
Fdat
Fj
(3.112)
and a mass flow ratio referenced to the datum branch as
qj =
m˙j
m˙dat
(3.113)
Equation 3.111 can be rearranged as
pdat − pj = 12ρu
2
dat
(
Kj +
u2j
u2dat
− 1
)
(3.114)
=
1
2
ρu2j
(
Kju
2
dat
u2j
+ 1− u
2
dat
u2j
)
(3.115)
Now, due to the assumption of constant ρ
qjψj ≡ uj
udat
(3.116)
Equation 3.115 can then be written as
pdat − pj = 12ρu
2
j
(
Kj
q2jψ
2
j
− 1
q2jψ
2
j
+ 1
)
(3.117)
Bassett et al. (2003) define a further loss coefficient
Cj =
1
2
(
Kj
q2jψ
2
j
− 1
q2jψ
2
j
+ 1
)
(3.118)
which allows Eq. 3.117 to be stated more succinctly as
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pdat − pj = Cj
(
ρu2j
)
(3.119)
Recall (from a rearrangement of Eq. 3.76) that the non-dimensional pressure in any
given branch can be expressed as
pj
pref
=
(
A∗j
) 2γ
γ−1 (3.120)
An expression for ρ in terms of the non-dimensional variables has already been defined
earlier in Eq. 3.83, viz.,
ρj = γ
(
pref
a2ref
) (A∗j) 2γ−1
AA
2
j
(3.121)
By definition
uj = U∗j AAjaref (3.122)
Equations 3.120, 3.121, and 3.122 can be inserted into Eq. 3.119 to give
pref (A∗dat)
2γ
γ−1 − pref
(
A∗j
) 2γ
γ−1 = Cj
γ (pref
a2ref
) (A∗j) 2γ−1
AA
2
j
U∗j
2AA
2
ja
2
ref
 (3.123)
which simplifies to
(A∗dat)
2γ
γ−1 − (A∗j) 2γγ−1 = γCj ((A∗j) 2γ−1 U∗j 2) (3.124)
Dividing by
(
A∗j
) 2γ
γ−1
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(
A∗dat
A∗j
) 2γ
γ−1
− 1 = γCj

(
A∗j
) 2
γ−1
U∗j
2(
A∗j
) 2γ
γ−1
 (3.125)
= γCj
(
U∗j
A∗j
)2
(3.126)
This leads to the following expression for A∗dat
A∗dat = A
∗
j
1 + γCj (U∗j
A∗j
)2
γ−1
2γ
(3.127)
This can be inserted into the expression for ∆∗j (Eq. 3.100) to give
∆∗j = A
∗
j

1 + γCj (U∗j
A∗j
)2
γ−1
2γ
− 1
 (3.128)
which can then be substituted for ∆∗j in Eq. 3.101, the continuity equation to be solved
iteratively. However, the pressure loss coefficient Cj in Eq. 3.128 is still required.
Pressure loss estimation Bassett et al. (2003) next employ the concept due to Bing-
ham and Blair (1985), who classify junctions as either ‘supplier’ or ‘collector’ types.
Figure 3.16 (a) shows that in a supplier-type junction a number of downstream branches
are fed by a single ‘supply’ pipe; whereas in a collector-type junction, Fig. 3.16 (b), a
number of upstream pipes feed into a single ‘collector’ branch. Whether a junction ob-
ject in a simulation is classified as a supplier or a collector is determined by the expected
flow type through that particular junction. There is, however, no requirement in the
Bassett-Winterbone model for a junction to be designated in such a way, but a similar
concept is used whereby the branch carrying the greatest mass flow towards the junction
is nominated as the datum at the start of the iteration process.
The ends of those branches carrying flow towards the junction are assumed to have
equal pressure; since the datum falls into this category, the pressure loss ∆∗j of these
branches must be zero. Still, the pressure loss for those branches containing flow away
from the junction is required. Bassett et al. (2003) develop an expression for the loss
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(a) (b)
Figure 3.16: Junction designation employed by Bingham and Blair (1985) — (a)
supplier and (b) collector types.
coefficient through a series of momentum considerations, in preference to the simple
linear function of branch angle put forward by Bingham and Blair (1985), which does
not acknowledge the influence of the flow type or the mass flow ratio q (Eq. 3.113) across
different branches and the datum, despite evidence from steady flow tests (e.g., Miller,
1978) that the latter plays an influential role.
Bassett et al. (2003) develop their analysis via a control volume analysis of a generalized
junction comprising multiple branches. Figure 3.17 identifies the datum branch, car-
rying an instantaneous mass flow m˙dat towards the junction; the outflow branch under
consideration, at an angle θ to the datum, carrying a mass flow m˙j ; and the remain-
ing branches carrying a net mass flow m˙others. The objective is to obtain an expression
for the loss coefficient Kj corresponding to the flow from the datum to the nominated
outflow branch, by looking at two separate controls volumes.
The first control volume in Fig. 3.17 is that described by the points D-D’-R’-R; the
pressure at point D’ is assumed equal to the stagnation pressure of the datum branch
flow, i.e., pD’ = p0dat. As suggested in Fig. 3.17, the flow is expected to separate from
the wall of the outflow branch as it enters from the main duct. The resulting restriction
is greatest across the plane R-R’; the unrestricted area is labelled ξFj , such that ξ is
the ratio of the unrestricted to total branch areas. Note that the pressure is assumed
uniform in the separation region, equal to the static pressure along R-R’, labelled pR.
Hager (1984) suggests setting the velocity of the flow entering the outflow branch, v,
equal to that of the datum branch, udat. This is based on experimental work with equal
area T-junctions, where it was observed that the flow deviates from the datum direction
(horizontal in Fig. 3.17) by approximately θ4 . Furthermore, Bassett et al. (2001) notes
this relationship continues to be valid when the outflow branch area is not equal to
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Figure 3.17: Control volume diagram for the generalized pressure loss junction model
of Bassett et al. (2003).
that of the datum. Hence it is assumed to be applicable to the generalized multi-pipe
junction being considered here. As the converging flow in the first control volume D-D’-
R’-R reaches the throat across R-R’, Hager (1984) suggests that any loss in stagnation
pressure is negligible, i.e., p0D-D’ = p0R-R’, and will instead occur in the second, diverging
control volume in Fig. 3.17, R-R’-E’-E.
Now, from considerations of mass conservation for the two control volumes mentioned
m˙j = qjm˙dat (3.129)
and
m˙R-R’ = m˙j (3.130)
where m˙R-R’ is the mass flow through the throat area across R-R’. Since the flow through
the junction is assumed incompressible, Eqs 3.112 and 3.113 can be used to derive the
following branch velocities
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uj = qjψjudat (3.131)
and
uR-R’ = qjψj
udat
ξ
(3.132)
Conservation of momentum for D-D’-R’-R, in the direction parallel to the outflow branch
gives
pdatFj − pR-R’Fj = m˙juR-R’ − m˙judat cos
[
3
4
(pi − θ)
]
(3.133)
where pdat is the pressure averaged across the entry to the first control volume, D-D’.
Recall that the pressure at D’, pD’, is to be set equal to the stagnation pressure of the
datum branch flow; the said average is then
pdat =
pdat + p0dat
2
= pdat +
1
4
ρu2dat (3.134)
For zero stagnation pressure loss between D-D’ and R-R’, the Bernoulli equation is
pdat +
1
2
ρu2dat = pR-R’ +
1
2
ρu2R-R’ (3.135)
Rearranging Eq. 3.135, and substituting for pdat using Eq. 3.134, and for uR-R’ using
Eq. 3.132
pR-R’ = pdat +
3
4
ρu2dat −
1
2
ρ
q2jψ
2
j
ξ2
(3.136)
or
= pdat +
1
2
ρu2dat
(
3
2
− q
2
jψ
2
j
ξ2
)
(3.137)
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Given this expression for pR-R’, and those in Eqs 3.131, 3.132, and 3.134, the momentum
expression, Eq. 3.133, can be evaluated as a quadratic in 1ξ as
0 =
1
ξ2
− 2
ξ
+
√
2
qjψj
cos
[
3
4
(pi − θ)
]
− 1
q2jψ
2
j
(3.138)
The nonnegative solution of which is
1
ξ
= 1 +
√
1 +
1
q2jψ
2
j
− 2 cos
[
3
4 (pi − θ)
]
qjψj
(3.139)
implying that the contraction ratio ξ is a function of the branch angle θ, the mass flow
ratio q, and the area ratio ψ.
Bernoulli’s equation can be stated for the second control volume, R-R’-E’-E in Fig. 3.17
as
pR-R’ +
1
2
ρu2R-R’ = pj +
1
2
ρu2j +∆p (3.140)
for a pressure drop ∆p between the datum and outflow branches. Again forming an
expression for momentum conservation through R-R’-E’-E gives
pR-R’Fj − pjFj = m˙juj − m˙juR-R’ (3.141)
An expression for ∆p can be formed by substituting for pR-R’ from Eq. 3.137, uj from
Eq. 3.131, and uR-R’ from Eq. 3.132, in Eqs 3.140 and 3.141. Eliminating pj leads to the
expression
∆p =
1
2
ρu2datq
2
jψ
2
j
(
1− 1
ξ
)2
(3.142)
Since it is assumed that the pressure drop ∆p occurs entirely in the second control
volume, the loss coefficient K for a branch j is, by definition
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Kj =
∆p
1
2ρu
2
dat
(3.143)
and from Eq. 3.142
= q2jψ
2
j
(
1− 1
ξ
)2
(3.144)
into which the expression for 1ξ (Eq. 3.139) can be substituted to give
Kj = q2jψ
2
j + 1− 2qjψj cos
[
3
4
(pi − θ)
]
(3.145)
and finally, using Eq. 3.145 to substitute for Kj in the expression for Cj (Eq. 3.118)
gives
Cj = 1− 1
qjψj
cos
[
3
4
(pi − θ)
]
(3.146)
Solution procedure A brief outline of the Bassett-Winterbone pressure loss model
implementation will now be described. The order in which the main equations are
solved in ONDAS is slightly different and the solution procedure more involved than
that suggested by Bassett et al. (2003). For clarity, a fairly expansive flow diagram
relating to the main BWPLJ algorithm is provided in Fig. 3.18. This function calls a
separate procedure for solution of the continuity equation, which is solved by the Newton-
Raphson iteration function BWPLJContinuityNR — a flow diagram is again provided in
Fig. 3.19. Calculation of the pressure loss terms is also distinct from the top level
algorithm; the flow diagram for this function (BWPLJLossTerms) is given in Fig. 3.20.
All flow diagrams are mainly descriptive rather than quoting extracts of code, but do
include equation references where appropriate.
The top level procedure, in Fig. 3.18, comprises two (nested) loops. For each inner loop
the continuity equation is solved (by calling the BWPLJContinuityNR function), and the
entropy of each separating flow is calculated (by Corbera´n’s (1992) approach), eventually
converging on the corrected incoming Riemann variable for each branch, λin∗jc. This
sits inside the highest level loop, which successively calls the BWPLJLossTerms function
each time the inner loop converges, to update and finally converge on the values of the
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pressure loss terms ∆∗j in each branch and thus the solution for that particular time
step.
The minimum tolerance that can be specified on the convergence of the continuity iter-
ation (the decision statement “mass sum < mass sum tolerance” in Fig. 3.19) is 10−15.
This cannot be made much smaller since the data type used in this expression (the 8
byte long C++ double8) is only guaranteed for up to 15 decimal digits without loss of
precision. In practice, the difference9 between 1 and the smallest value greater than 1
that can be represented as a double is 2.22045×10−16. Although a tolerance of 1×10−15
is extremely stringent, it is advisable to make full use of the available precision in order
to avoid mass generation in simulations of all extents. Testing has so far shown that even
with this very small value, convergence of the continuity loop is always achieved; this
value is therefore the default continuity tolerance in ONDAS, held in the user-accessible
parameter tol mass sum for each junction instance.
The convergence tests of both loops in the top level procedure BWPLJ, viz., the decision
statements “Has λin∗jc converged for all j?” and “Has ∆
∗
j converged for all j?” in
Fig. 3.18, employ a tolerance of 10−12. Testing experience suggests that a minimum
tolerance two or three orders of magnitude greater than that for continuity is required
when dealing with the variation in the variables λin∗jc and ∆
∗
j between different branch
ends. The corresponding user-accessible parameter, tol del star, is thus set to 1× 10−12
as the junction object default.
To guarantee completion of a simulation, program execution will break from both loops
in BWPLJ if convergence is not attained within a certain number of iterations. This
is set by the user-accessible parameter loop limit main; the current default value is 100.
If such an eventuality occurs, the BWPLJ function will return a false result and will
not update the relevant pipe domain; in its place the program will call the constant
pressure model in order to guarantee completion of that particular time step. Again,
testing experience has shown that this fallback is not usually required even in the shock
tube junction tests which follow; it has only been possible to force such operation by
decreasing tol del star from its default value.
If possible, it is recommended not to change these convergence criteria. If they are set
too loose there is a danger of mass and/or energy creation; too tight and the program
will resort to the constant pressure model too often for an accurate junction simulation.
However, these parameters remain user-accessible in case of unusual situations, where
the ability to make slight alterations may prove useful.
8In the compiler used for this research, MS Visual C++, a long double still occupies 8 bytes (though
other compilers offer 12 or 16 bytes; there is no standard) and does not guarantee greater precision in
the current programming environment.
9Evaluated using the C++ numeric limits<double>::epsilon( ) function, part of the standard <limits>
library.
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Figure 3.18: Flow diagram for the ONDAS function BWPLJ.
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Function BWPLJContinuityNR for the solution of continuity
(Eq. 3.101) by solving for A∗dat by Newton-Raphson itera-
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Figure 3.19: Flow diagram for the ONDAS function BWPLJContinuityNR.
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Function BWPLJLossTerms for calculation of the
pressure loss terms ∆∗j (Eq. 3.128); called by
function BWPLJ (Fig. 3.18).
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Figure 3.20: Flow diagram for the ONDAS function BWPLJLossTerms.
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Figure 3.21: Geometry of the three-pipe junction used for the shock tube experiment
of Pearson et al. (2000), simulated by Bassett et al. (2003); dimensions in mm.
Validation Operation of the Bassett-Winterbone pressure loss junction is now checked
against the result given in Bassett et al. (2003), which has been compared therein against
experimental data recorded by Pearson et al. (2000). The latter describes a shock
tube test to investigate two-dimensional wave propagation in a three-pipe junction, the
geometry of which is shown in Fig. 3.21. Details of the experimental apparatus can be
found in the said publication, but in summary a driving tube is pressurized until the
diaphragm separating it from the shock tube (Pipe [2] in Fig. 3.21) and the junction
bursts, once the pressure ratio across it reaches a certain value. The shock tube and the
converging branch (Pipe [0]) form a T-junction at 45◦ to Pipe [1]. Note that the objective
of the experimental investigation was to produce schlieren images (density contours),
hence the ducts used were of square and rectangular section; Fig. 3.21 includes the
corresponding equivalent diameters in parentheses, for 1D simulation purposes.
Although the full details of the 1D simulation carried out by Bassett et al. (2003) are
not specified, it has been possible to reconstruct a similar case in ONDAS for this
particular junction by considering the published result and setting the shock pressure
magnitude accordingly. Table 3.3 gives the main ONDAS simulation control parameters,
and Tab. 3.4 the pipe specifications. The full extents of Pipes [1], [2], and [3] are not
shown in Fig. 3.21 due to their length; Pipe [2] is bounded by an inflow boundary
condition (End Environment [0]) which applies the desired shock conditions at the start
of the simulation. Note that Pipes [1] and [3] have been specified with very long lengths
relative to the test section immediately around the junction; this ensures that reflections
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Table 3.3: Three-pipe junction shock tube test — ONDAS simulation control param-
eters.
Parameter Value
Simulation duration (s) 0.005
CFL/Courant number, ν 0.8
Compressibility Perfect air
Propagation method Wαβ
α 0.5
β 0.5
≡ Two-step Lax-Wendroff method
TVD 3
Table 3.4: Three-pipe junction shock tube test — ONDAS domain specification.
Parameter Pipe [0] Pipe [1] Pipe [2] Pipe [3]
Dimensions
Physical length (mm) 93.74 1000 1000 1000
Number of meshes 10 100 100 100
Left-hand side diameter (mm) 27.98 27.98 27.98 27.98
Right-hand side diameter (mm) 19.79 27.98 27.98 27.98
Coefficients
Friction multiplier 0.0 0.0 0.0 0.0
Heat transfer multiplier 0.0 0.0 0.0 0.0
Initial conditions
Pressure (bar) 1.0 1.0 1.0 1.0
Temperature (K) 400 400 400 400
Boundary conditions
Left-hand side Orifice Closed Orifice Junction
Right-hand side Junction Junction End Env. Closed
of the shock from the far ends of these pipes (not shown) are not encountered at the
junction, at least during the period of the simulation to be considered.
Figure 3.22 reproduces the experimental and 1D results given in Bassett et al. (2003);
here the time axis has been zeroed at the point when the shock front passes p2. Fig-
ure 3.22 (a) shows that the constant pressure junction model, while matching the pressure
at p2 quite well, is not able to correctly predict the different pressure levels downstream
of the junction at p1 and p3, producing an identical trace at both locations since it
cannot take the branch angle into account. In contrast, the result from the pressure loss
CHAPTER 3 BOUNDARY METHODS 156
down the shock-tube and enters the junction test section.
Pressure transducers are located around the junction to
record the pressure-time histories in all of the branches.
The junction test section is of a modular design, allowing
several junction geometries to be analysed.  The junction
considered here has a lateral branch angle of 45°, and
includes a tapered section in the lateral branch, in which
the area at the throat is equal to roughly half of that in the
main duct. The junction arrangement and transducer
locations are shown schematically in Figure 16.
Figure 16 - Junction dimensions.
Bassett et al. (43) present a sequence of schlieren
images showing shock wave propagation through the
junction depicted in Figure 16.
Figure 17 - Pressure predictions from constant pressure
junction model.
MEASURED PRESSURE HISTORIES
Figure 17 shows the pressures measured in the junction
legs after a shock wave entered the junction via the
lateral branch.  The time scale has been shifted, so that
zero seconds corresponds to the wave front arriving at
transducer 2.  A pressure rise is observed at location p2,
caused by reflections of the shock wave as it passes
along the tapered section of pipe in branch 2.  The
transmitted pressure levels observed at locations p1 and
p3 are both lower than the initial shock pressure level.
This is because the dynamic pressure has dropped due
to the increase in flow area downstream of the junction,
as the flow is now divided between pipes 1 and 3.  The
respective difference in pressure levels recorded at
locations p1 and p3 is caused purely by angle at which the
lateral branch intersects and the interaction of the flow
with the two vortices observed in the schlieren images
presented by Bassett et al. (43).
CONSTANT PRESSURE JUNCTION MODEL
PREDICTIONS OF SHOCK-TUBE
Figure 17 also shows results from a one-dimensional
simulation using the constant pressure junction model.
The tapered section has been included in the pipe work
model, thus branch 2 varies in equivalent diameter from
27.98mm (equal area to 24 8 24 8. .mm mm× ) to 19.79mm
(equal area to 12 4 24 8. .mm mm× ).  Good agreement is
observed for the pressures at p2, however the transmitted
pressures at locations p1 and p3 are incorrectly
calculated, as the model takes no cognisance of the
angle which the lateral branch subtends to the main
branch of the junction.
Figure 18 - Pressure predictions from the generalised
pressure loss junction model.
GENERALISED PRESSURE LOSS JUNCTION MODEL
PREDICTIONS OF SHOCK-TUBE
Figure 18 shows results obtained from a one-dimensional
simulation using the generalised pressure loss junction
model described in this paper.  The loss coefficients for
this model have been estimated using the relationship
given in equation (69).  The tapered section of the lateral
branch was included in the one-dimensional pipe work
model (as used with the constant pressure junction
model).  This approach to modelling the junction yields
the correct transmitted and reflected pressure levels,
including the reflection in the tapered section, and clearly
gives superior results to those obtained using the
constant pressure junction model.
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(a) (b)
Figure 3.22: Pressure histories predicted by (a) the constant pressure model and (b)
the Bassett-Winterbone pressure loss model, in Bassett et al. (2003). Legend labels
refer to the locations in Fig. 3.21.
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Figure 3.23: Pressure histories predicted by ONDAS using (a) the constant pressure
model and (b) the Bassett-Winterbone pressure loss model. Legend labels refer to the
locations in Fig. 3.21.
model in Fig. 3.22 (b) demonstrates good agreement with the experimental data for all
three profiles.
The simulated pressure trace p2 in Fig. 3.22 (b) suggests an initial shock magnitude in
the region of 1.75 bar — this is the value of the pressure after ∼0.8ms, once the tem-
porary increase due to reflections from the converging section has passed this location.
This value of stagnation pressure will be applied at the inflow boundary (a stagnation
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temperature of 500K is also specified though there is no indication that this matches the
value used in the Bassett et al. (2003) 1D model). The corresponding ONDAS results
are shown in Fig. 3.23; since the precise simulation definition is not available, these only
approximate the predictions in Bassett et al. (2003), but the overall trend is the same.
Comparison of the constant pressure and pressure loss models in Fig. 3.23 (a) and (b)
confirm that both junction types are performing as expected, in relation to each other
and to the published results in Fig. 3.22, for the same junction geometry.
A further example ONDAS has hitherto been limited to simulating pressure loss
junctions with a maximum of three pipes; if more branches were required, the code would
resort to a constant pressure approach. As demonstrated in Fig. 3.23, this can lead to
inaccurate predictions downstream of the junction. This restriction has been overcome
with the introduction of the generalized Bassett-Winterbone pressure loss junction, and
a test case based on a five-into-one junction is now described to further highlight the
superiority of the pressure loss over the constant pressure model, in junctions of greater
than three branches.
Figure 3.24 shows photographs of a five-into-one exhaust junction from a V10 Formula
One engine described in an investigation of the accuracy of 1D junction models by Pear-
son et al. (2006). Similar six-branch junctions are also the subject of engine simulation
research by Onorati et al. (2005a) and Montenegro et al. (2006). The ability to predict
flow with pressure losses through a junction involving twice as many branches as stan-
dard is thus a relevant requirement. In the test case presented here only the junction
itself is considered, rather than as part of a whole-engine simulation. All pipe boundaries
apart from those forming the junction are set as closed ends, as shown in Fig. 3.25; the
measuring locations indicated are positioned halfway along each branch. This arrange-
ment will demonstrate the performance of the pressure loss compared to the constant
pressure model for a six-branch junction, through which a shock, originating from a
single branch initialized with a significantly higher pressure and temperature than the
rest (the driver), will propagate. This can perhaps be likened to an extreme version of
an engine exhaust valve opening event, though a closed system is used here. Note that
the junction geometry described next is not intended to precisely match that shown in
the photographs, though they are the inspiration for this test.
It is not possible to convey the intended 3D arrangement of the branches using Fig. 3.25
alone; this junction, however, employs the same geometry as the example given in Bassett
et al. (2003). That work uses the 1D software Lotus Engine Simulation (LES), which
includes a three-dimensional pipe junction viewer — Fig. 3.26 shows its representation of
the present geometry. All five of the engine-facing10 branches (Pipes [1–5] in Fig. 3.25)
are oriented at an angle of 170◦ to Pipe [0] in the X-Y plane, and at equally spaced
increments of 72◦ in the X-Z plane, as listed in Tab. 3.5.
10Those leading from the exhaust ports in a whole-engine simulation.
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Figure 3(b) shows a comparison of the measured pressure / time
history in the incident runner pipe (Pipe A) with results
predicted using the one-dimensional model and a three-
dimensional CFD code (FLUENT). Both models predict the
phase and amplitude of the pressure wave dynamics well. There
is a slight discrepancy in the phasing of the one-dimensional
results, due to the translation of the junction geometry in to a
one-dimensional model. The three-dimensional CFD model, as
expected, gives a more accurate prediction of the detailed form
of the pressure variation.
Figure 3(c) shows a comparison of measured and predicted
pressure variation in pipe B, adjacent to the pipe in which the
shock wave was incident upon the junction (pipe A). A much
lower amplitude wave than the incident wave propagates into
pipe B. Again, both the one-dimensional and three-dimensional
models give good predictions of the pressure variation. The
simplicity of the former model makes it an extremely efficient
approach to incorporating the effects of these complex
components in an engine-cycle simulation program.
Figure 4 shows a comparison of measured and
predicted power output from a V-10 Formula 1
racing engine fitted with a five-into-one exhaust
system of the type shown in Figure 3(a). The exhaust
system gas dynamics have a significant effect on the
performance of this type of very high-speed engine.
The quality of the correlation indicates that the
exhaust tuning of the engine is being accurately
predicted.
Figure 3(a). Five-into-one junction for F1 engine.
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Figure 3(b). Five-into-one junction: measured and
predicted pressure variation in pipe A.
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Figure 3(c). Five-into-one junction: measured and
predicted pressure variation in pipe B.
Figure 4. Comparison of measured and predicted
power output for V-10 Formula 1 engine.
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(a) (b)
Figure 3.24: Photographs of a Formula One exhaust system five-into-one junction —
(a) side view and (b) engine-facing branches, in Pearson et al. (2006).
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Figure 3.25: Five-into-one junction shock tube test — ONDAS domain arrangement.
Table 3.5: Five-into-one junction shock tube test — ONDAS junction specification.
Pipe no. Pipe ID Ref. 1, Ref. 2,
(Fig. 3.26) (Fig. 3.25) X-Y plane (◦) X-Z plane (◦)
1 (Ref. 1) [0] 0 0
2 (Ref. 2) [1] 170 0
3 [2] 170 72
4 [3] 170 144
5 [4] 170 216
6 [5] 170 288
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Figure 3.26: 3D representation of the five-into-one junction geometry. Generated
using LES v5.05 (freeware edition) (Lotus Engineering Software, 2007).
Though the previous validation test case involved propagation of a shock through a
junction, the initial conditions are more extreme here and are derived from Winterbone
and Pearson’s (2000) shock tube specification in §2.5, Tab. 2.4. The simulation and
pipe specifications are given in Tabs 3.6 and 3.7 respectively. As with the three-branch
validation test case, all pipes have long lengths relative to their diameter so that pressure
wave reflections from the closed end boundaries will be relatively well spaced in the time
domain; a very coarse mesh is used throughout which enables fast solutions for this brief
example. Note that Pipe [2] has been initialized as the driving tube. Since the junction
geometry is asymmetric about this branch, the simulation should result in four distinct
pressure profiles, with identical traces generated in branch pairs at the same absolute
angular offset from the driving pipe, viz., Pipes [1] and [3] (both at 11.72◦ from Pipe [2]),
and Pipes [4] and [5] (both at 19.01◦ from Pipe [2]). It can be inferred from Tab. 3.5 that
Pipe [0] is almost aligned with the driver, at an offset of 170◦ — one should therefore
expect the corresponding pressure trace to be of noticeably higher amplitude than in
the other non-driving pipes.
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Table 3.6: Five-into-one junction shock tube test — ONDAS simulation control pa-
rameters.
Parameter Value
Simulation duration (s) 0.02
CFL/Courant number, ν 0.8
Compressibility Perfect air
Propagation method Wαβ
α 0.5
β 0.5
≡ Two-step Lax-Wendroff method
TVD 3
Table 3.7: Five-into-one junction shock tube test — ONDAS domain specification.
Parameter Pipe [0] Pipe [1] Pipe [2] Pipe [3] Pipe [4] Pipe [5]
Dimensions
Physical length (mm) 1000 1000 1000 1000 1000 1000
Number of meshes 10 10 10 10 10 10
Left-hand side
75.0 50.0 50.0 50.0 50.0 50.0
diameter (mm)
Right-hand side
75.0 50.0 50.0 50.0 50.0 50.0
diameter (mm)
Coefficients
Friction multiplier 0.0 0.0 0.0 0.0 0.0 0.0
Heat transfer
0.0 0.0 0.0 0.0 0.0 0.0
multiplier
Initial conditions
Pressure (bar) 1.0 1.0 5.0 1.0 1.0 1.0
Temperature (K) 300 300 1200 300 300 300
Figure 3.27 (a) shows that the constant pressure model predicts identical pressure-time
histories for all branches downstream of the driver, which is not an accurate reflec-
tion of the junction geometry under consideration. The Bassett-Winterbone pressure
loss model, however, provides a realistic result. Figure 3.27 (b) reveals the expected
four separate profiles: as previously suggested, the pressure trace for Pipe [0] shows the
greatest amplitude of the non-driving pipes, and although the traces corresponding to
the branch pairs Pipes [1] and [3] and Pipes [4] and [5] seem almost to lie on top of
one another, Fig. 3.27 (c) indicates they are indeed different results, albeit very similar.
Recall that there is a difference of less than 8◦ in each pair’s absolute offset from the
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Figure 3.27: ONDAS pressure histories for the five-into-one junction predicted using
(a) the constant pressure model and (b) the Bassett-Winterbone pressure loss model,
(c) shows detail of the pressure loss result. Legend labels refer to locations in Fig. 3.25.
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driving branch; considering Eq. 3.146 for a situation with unity mass flow and area ratios
(q and ψ respectively), this geometry variation gives rise to only ∼5% difference in the
resulting values of the pressure loss coefficient C, this difference decreasing as q and ψ
become greater than unity.
A note on the use of the BWPLJ This last example simulation concludes the dis-
cussion of the junction models available in the literature. In conjunction with the ‘safety
net’ of the non-homentropic constant pressure model (and the legacy homentropic op-
tion), the Bassett-Winterbone pressure loss model provides a robust, industry standard
junction implementation capable of handling any number of branches, while employ-
ing an analytical loss coefficient calculation. It thus provides the desired attributes of
realistic operation and wide applicability, and is the default junction model in ONDAS.
While much has been made of its ability to model n-branch junctions, such as the five-
into-one junction previously, a perhaps tacit feature of the Bassett-Winterbone model
concerns connections of just two branches. Due to the intrinsic consideration of pressure
loss as a function of branch angle, sharp-cornered bends in a manifold arrangement can
be simulated with at least the same level of confidence as any junction. The BWPLJ is
therefore recommended as a boundary connection between two pipes as well.
3.5 Others
A small number of quasi-steady boundary conditions are available in ONDAS but which
are not expressly discussed here. While this helps to maintain a reasonable length for this
chapter, the main reason for their exclusion is because they are direct implementations
of the procedures described by Benson (1982); the reader is referred to this work for full
details. The boundary methods in question are:
Sudden area change This boundary condition permits two pipe ends of different
diameters to be joined such that the flow experiences a sudden expansion or contraction
(depending on its direction). For most applications the generalized Bassett-Winterbone
pressure loss junction (§3.4.2.3) can be applied as a two-branch junction in its place;
this has the additional capability to take account of a branch angle if necessary.
Adiabatic pressure loss devices This is a group of engine components any of which
may be modelled as a discontinuity boundary, using a common procedure to apply an
adiabatic pressure loss (APL) interpolated from user-supplied empirical data. Benson
(1982) provides examples of this method implemented for experimental data recorded for
a gauze or grid, a throttle, and an exhaust gas recirculation (EGR) valve. This boundary
method is also the basis of the first-level turbine rotor described later in §4.5.2.
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Pulse converters A pulse converter boundary was implemented as part of the work
to find a reliable three-way junction algorithm. Its use has been deprecated since the
introduction of the Bassett-Winterbone pressure loss model due to its limited scope of
application — it relied upon loss coefficients relating to the Sulzer-type pulse converter
described in Benson (1982).
Chapter 4
Turbine Modelling
This chapter reviews the range of methods available to predict turbocharger turbine
operation, initially from a literature perspective (§4.2), and later through the testing
of new one-dimensional models, which are constructed in ONDAS using recently intro-
duced boundary conditions. The models are developed in stages by attaching additional
components in order to better model the real situation. At each stage of assembly, sim-
ulations are carried out to evaluate the model against the relevant steady and unsteady
experimental data.
4.1 Introduction
The flow experienced by a turbocharger turbine is highly unsteady in nature as it re-
sponds to the pressure pulses inherent to the exhaust manifold of an internal combustion
engine. Traditionally though it has only been plausible to design for steady flow, and
turbocharger turbine performance is still normally measured for steady state conditions
only. Hence real turbine performance does not necessarily correlate well with expecta-
tion. Some particular difficulties to note are:
• The recording of steady state performance characteristics over the range necessary
to cover the conditions experienced in real applications due to the pulsating flow.
This can be addressed with state-of-the-art measurement equipment such as the
permanent magnet eddy-current dynamometer developed at the author’s institu-
tion (Szymko et al., 2002, 2005; Szymko, 2006), but this is hardly commonplace
in the equipment used by turbocharger manufacturers at the present time.
• Additional design features such as twin- or multiple-entry and variable geometry,
which, although quite common, are difficult to cater for both in terms of pro-
viding characteristic data and an appropriate modelling technique. Even if such
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complications are not present, the use of ambiguous, non-standardized (between
manufacturers) procedures for the steady state testing of turbines leads to perfor-
mance maps that are difficult to compare against each other.
• Despite the customary use of steady state testing, its value is questionable because
turbocharger turbines operate away from their steady characteristic for most of
the time, and never run under steady conditions in application. Unsteady effects
should be considered in any serious turbine simulation.
The following section describes the large amount of work undertaken over the past
forty years or so to determine the effect of an unsteady, pulsating flow on turbocharger
turbine performance and its prediction using various modelling techniques, particularly
those which are relevant for implementation in a one-dimensional wave action code.
4.2 Literature
Turbine performance measurement and prediction under pulsed flow has been the subject
of much work since the 1960s. In some of the earliest research to identify turbocharger
pulsating flow as being poorly understood, Wallace and Blair (1965) set about inves-
tigating the behaviour of a small radial-flow turbocharger turbine under pulsed flow,
having acknowledged complex engine-turbocharger interactions as a limiting factor in
turbine performance analysis. One of their main aims was to establish whether or not a
quasi-steady technique would be valid for unsteady performance prediction. In relation
to turbocharger turbines, the quasi-steady assumption implies that the flow conditions
in the turbine during any period of unsteady flow will be identical to those obtained
with the same upstream conditions under steady flow. The comparison of measured and
computed results in Wallace and Blair (1965) suggested that quasi-steady methods are
only reliable as trend indicators (see Fig. 4.1), with clear indications that the inaccuracy
of the quasi-steady method grows with increasing pulse frequency.
Contemporary to that work, the experiments on a nozzled radial turbocharger turbine
by Benson and Scrimshaw (1965) demonstrated the average turbine efficiency under
unsteady flow to be greater than that under steady conditions and that a quasi-steady
prediction method consistently underestimated the turbine mass flow and power output
(see Fig. 4.2), especially under partial admission. Note that this is in contrast to the
findings of Wallace and Blair (1965), where the turbine power was over-predicted. To
try to correct quasi-steady flow calculations for unsteady effects, Craig et al. (1968–69)
introduced a parameter, Φ, as
Φ =
cf√
T01
(4.1)
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Figure 4.1: Measured and quasi-steady predicted turbine power (Wallace and Blair,
1965).
Figure 4.2: Comparison of mean value non-steady flow (N.S.F.) and quasi-steady flow
(Q.S.F.) results (Benson and Scrimshaw, 1965).
in which f is the pulse frequency (in pulses per minute), c the (chord) length scale
representative of the turbine blades, and T01 the turbine inlet stagnation temperature.
This factor is basically a phase delay based on the speed of sound at the inlet conditions,
but such an effect is not borne out in experimental testing (Winterbone and Pearson,
1998). In later works, Benson (1974, 1976) introduced the use of influence coefficients
to allow for unsteady flow effects.
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Some of the earliest theoretical work to assess both design-point and off-design radial
turbine performance was carried out by Wallace (1958); although this was the first
work to examine part-load operation in radial turbines, only steady flow conditions were
considered. Acknowledging the limitation of this analysis with regards to automotive
turbocharger turbines, Wallace and Adgey (1967–68) discussed the case for an inward
radial flow turbine model that is not reliant on experimentally or theoretically derived
steady flow characteristics, but which is applicable to pulse conditions, and which tracks
flow propagation through every section of the turbine. Shapiro’s (1954) adaptation of
the method of characteristics was used in that research to obtain consistent conservation
equations for the rotating sections of the turbine model.
This was certainly a more complex undertaking than the quasi-steady procedures and
consequently expended significantly more computing time, which is directly proportional
to the number of meshes, boundary conditions, and the length of time being computed.
Despite their relative simplicity in modern terms, being predominantly based on one-
dimensional methods, this was a crucial factor for such tools at their time of development.
For instance, Benson (1967–68a) stated the time taken for three revolutions of a multi-
cylinder turbocharged engine simulation (∼6 minutes) and the related computing cost
(∼£40 in 1967). This aspect, and the requirement for detailed knowledge of the turbine
geometry, emphasizes the speed and ease-of-use of the quasi-steady option for engine
simulations. Other concerns over this approach (e.g., Benson, 1982) questioned the
appropriateness of using a complicated one-dimensional model for what is essentially a
three-dimensional flow.
Nonetheless, in their follow-up work Wallace et al. (1969–70a) supported their initial
unsteady theoretical and numerical analysis with a programme of experimental tests
using a high speed dynamometer, for comparison with predicted results. The theoretical
treatment was largely the same as inWallace and Adgey (1967–68), though the procedure
was extended to permit simulations involving partial admission. Results for two test
cases (using different pulse frequencies) are discussed: agreement between experiment
and computation was reasonably good in terms of peak pressure amplitudes and the
form of the initial pulse. The comparison between the recorded and predicted power
was less good however, with the simulation overestimating the mean torque by more
than half. The authors attributed this to simplifications in the model introduced to
accommodate partial admission operation, and the failure to take friction into account
in some regions of the model. It was noted again that such simulations involve long (and
costly) computing times, even on machines considered state-of-the-art at the time.
In a separate paper, Wallace et al. (1969–70b) extended the method of characteristics
model to accept high pressure ratios (i.e., to allow nozzle or rotor choking), and included
a fully analytical method for partial admission. Although comparison between compu-
tation and experiment was on the whole good, the tests were restricted to steady flow
conditions. A subsequent unsteady evaluation of the model was however carried out by
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Wallace and Miles (1970–71), and brought together all prior experimental and numerical
work (Wallace and Adgey, 1967–68; Wallace et al., 1969–70a) and the high pressure ex-
tended model (Wallace et al., 1969–70b) built on the initial theoretical analysis (Wallace,
1958).
That paper described a fully-featured method of characteristics model that could pre-
dict performance in radial turbines with up to three entries, using either a full flow
path unsteady analysis, or a quasi-steady version employing the equations developed for
steady flow in Wallace et al. (1969–70b). It is important to note that the latter option
continued to model the wave action in the scroll (or volute) section of the turbine — the
quasi-steady treatment was applied only to the nozzle ring, nozzle-rotor interspace, and
the rotor itself. This contrasts with more typical ‘fully’ quasi-steady treatment (e.g.,
Benson and Scrimshaw, 1965), where the steady flow equations are applied at the entry
to the turbine casing, neglecting wave action in the volute.
The quasi-steady implementation in Wallace and Miles (1970–71) is absolutely more
credible than that for traditional quasi-steady turbine models. In any automotive tur-
bocharger, the turbine volute occupies a significantly larger domain length and volume
than the rotor, and where used, nozzle ring passages, and will have a proportionally
larger influence upon unsteady flow effects. It is not surprising then, that since both
model variations in Wallace and Miles (1970–71) account for volute wave action, the
comparison of the full unsteady and quasi-steady calculations against experimental data
concluded that there was little benefit to be gained in terms of prediction accuracy from
the full unsteady flow treatment. Crucially though, the part wave action, part quasi-
steady model permitted simulations that were approximately six times faster; conse-
quently Wallace and Miles (1970–71) recommended its selection over the more complex,
though only slightly more accurate, full wave action method.
Continuing research into the traditional quasi-steady approach, Kosuge et al. (1976) at-
tempted to develop a relationship between time-averaged unsteady turbine performance
and predicted results, such that a modification could be made to the quasi-steady cal-
culation to improve correlation with experiment. A similar test facility to that of the
Wallace group was used to apply pulse frequencies between 30–70Hz; three (sinusoidal)
pulse shapes were investigated in conjunction with a selection of turbine inlet pipes.
Comparison with a standard quasi-steady model gave rise to a maximum discrepancy in
turbine power of 40%, but this fell to 20% once the correlation was applied. At around
this time, Bhinder and Gulati (1978) described a radial-flow turbine performance model
for unsteady flow based on physical loss models rather than measured steady flow per-
formance characteristics. Assuming quasi-steady one-dimensional flow in the rotor, this
gave satisfactory agreement with the steady flow data, though predicted turbine effi-
ciencies 2–3 percentage points lower than suggested by time-averaged conditions at the
turbine inlet.
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In reference to one-dimensional engine simulation software, the turbocharger is usu-
ally treated as interconnected, though separable, turbine and compressor components,
rather than a single device. This stems from the most prevalent technique for turbine
(and compressor) modelling, whereby the quasi-steady approach is used to formulate
a single- or double-sided boundary condition. This is used in the same way as any
other one-dimensional boundary condition, like those described in Chap. 3, being ap-
plied directly to the pipe end in the exhaust manifold domain corresponding to the inlet
flange connection of the turbine housing. Such boundary conditions are strictly zero-
dimensional in nature, since they are applied at a single point in the one-dimensional
domain. However, the size of the turbocharger turbine can be taken into account (though
strictly in a steady state sense) by a boundary method which interpolates a look-up ta-
ble of the empirical steady state mass flow and (for performance prediction) efficiency
characteristics (e.g., Farrashkhalvat and Baruah, 1980; Benson, 1982), which must be
supplied to the simulation program in the appropriate format. A simplified version em-
ploys a nozzle boundary condition, setting its equivalent area in accordance with the
turbine flow characteristics (Benson and Scrimshaw, 1965; Benson, 1967–68a, 1982). An
even simpler method exists (Benson and Woods, 1961), in which the turbine is modelled
as a nozzle of equivalent area. The latter is intended for use in situations where the
prediction of exhaust manifold pressure due to wave reflections from the turbine, rather
than engine-turbocharger matching, is the main objective.
The work described so far has relied on time-averaged turbine performance data for its
analyses. Dale and Watson (1986), however, using the forerunner of the facility which
recorded the unsteady data for the current work (shown later in §4.3), were able to
measure instantaneous turbine power and mass flow under both steady and pulsating
conditions, for which the test rig was specifically designed. For example, the pulse
generator is able to produce a pressure profile representative of that found in an IC
engine exhaust. This was the first research to demonstrate the true unsteady nature of
turbine performance in a pulsating flow, demonstrating that instantaneous swallowing
capacity and efficiency (see Fig. 4.3 (a) and (b) respectively) clearly deviates from the
steady state operation, following a hysteresis locus or loop.
A similar pulsating flow turbocharger test rig was developed at UMIST in the work
described by Winterbone et al. (1990) and then Winterbone et al. (1991), and employed
a hydrodynamic dynamometer, running up to 70 000 rev/min. This research improved on
the existing knowledge by also recording instantaneous pressures around the periphery
of the volute (see Fig. 4.4) — it was found that the pulse form recorded at the inlet
(Fig. 4.5) remained intact around the volute, though with a small deterioration in mean
pressure (from 1.294 to 1.167 bar) as azimuth angle increased. Nevertheless, the turbine
rotor must experience significant variations in pressure and mass flow.
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(a)
(b)
Figure 4.3: Locus of (a) instantaneous mass flow rate at one turbine entry (inlet
mass flow rate and stagnation pressure histories inset) and (b) instantaneous efficiency
(with instantaneous time history of unsteady flow) during unsteady flow with identical
(in-phase) conditions at each entry (Dale and Watson, 1986).
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Figure 4.4: Unsteady pressure distribution around the volute. Left-hand column from
top: volute entrance, and azimuth angles of 13◦, 42◦, 102◦. Right-hand column from
top: azimuth angles of 162◦, 222◦, 282◦, 315◦ (Winterbone et al., 1990).
Figure 4.5: Unsteady pressure variation at volute entrance (Winterbone et al., 1990).
Continuing the trend for more numerous and highly detailed instantaneous measure-
ments, Yeo and Baines (1990) expanded the Imperial College test rig of Dale and Wat-
son (1986) using laser-2-focus (L2F) velocimetry to extract point data from the turbine
leading and trailing edges, and hence were the first researchers to measure the velocity
field (in all three orthogonal directions) and construct the corresponding velocity trian-
gles. The resulting incidence and deviation angles at the inlet and exit demonstrated
that conditions were far from the design intention under pulsating flow.
Unlike the test facilities of Dale and Watson (1986), and Winterbone et al. (1990, 1991),
which employed dynamometers, the loading in Capobianco et al. (1989, 1990) and Capo-
bianco and Gambarotta (1990) was provided by a suitably matched compressor. Hence
the power measurement derived from compressor performance (plus an adjustment due
to bearing heat loss) was again only an average value, despite instantaneous measures
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of inlet and exit pressures. In all the work mentioned, the objective was to compare
experimental performance against a quasi-steady prediction method. It was concluded
that correlation in terms of mean mass flow and power was good overall, but that the
quasi-steady calculation consistently underestimated the corresponding test rig data.
The preference of Wallace and Miles (1970–71) for including a one-dimensional (wave
action) representation of the volute (or housing) persisted in the model for a nozzleless
radial turbine reported by Chen and Winterbone (1990). After briefly noting that an
evaluation of the Strouhal number for a commercial turbine application indicates that
it is important to consider unsteady effects in the casing, a converging pipe was used
to replicate the tapering cross-sectional area of the volute, which is divided into three
sections for analysis purposes, as shown in Fig. 4.6. The first (non-tapering) section
extends from the entry to the turbine housing (‘station 0’) to the volute tongue (‘station
1’). The fluid then enters the tapering section of the volute with all of the fluid passing
through the mean station (‘station 2’), after which the flow is assumed quasi-steady as
it flows into the rotor (‘station 3’). Determination of rotor losses was based on existing
NASA models (Futral and Wasserbauer, 1965; Todd and Futral, 1969; Katsanis and
McNally, 1974; Wasserbauer and Glassman, 1975; Roelke, 1975; Meitner and Glassman,
1980). The mean station is calculated such that the distance between the centroid of
the volute cross-section at this location and the centre of the casing is equal to the
mean distance between the volute centroid and the centre of the casing. However in
a later work, Chen et al. (1996) state that although the Strouhal number for a single
rotor passage may well suggest that a quasi-steady treatment is acceptable, the rotor
model would benefit from being able to take account of circumferential variations at the
rotor inlet. It was also revised with improved physical loss models; for example, the
incidence loss model was altered to use the slip factor suggested by Chen and Baines
(1994). The results predicted using this model and a further improved version (Abidat
et al., 1998) show much better agreement than the quasi-steady flow method with the
experimental data recorded by Hakeem (1995), as shown in Fig. 4.7, though neglect of
the circumferential variation at rotor inlet was deemed responsible for the discrepancies
still apparent. A review of this and other unsteady models is provided by Winterbone
and Pearson (1998).
Pertinent to the investigation described later in §5.6, Baines et al. (1994) implemented
a filling-and-emptying model whereby the volute is treated as a finite volume (for single
entry — Fig. 4.8 (a)) or volumes (for twin-entry — Fig. 4.8 (b)), attached to a quasi-
steady rotor. Tests were carried out at rotor speeds of 18 000, 24 000, and 30 000 rev/min
in which pulse frequencies of 20, 40, and 60Hz were applied. Baines et al. (1994)
concluded that taking a combined filling-and-emptying volute and quasi-steady rotor
approach, thereby permitting transient accumulation of the working fluid in the volute,
provides sufficient prediction accuracy based on agreement with experimental data, at
least for in-phase operation.
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Figure 4.6: Representation of the casting and velocity triangle (Chen andWinterbone,
1990).
Figure 4.7: Fluctuating component of turbine power at 70% speed, 40Hz pulse fre-
quency (Chen et al., 1996).
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(a) (b)
Figure 4.8: Schematic diagrams of pulse flow turbine model for (a) single- and (b)
twin-entry volutes (Baines et al., 1994).
Concentrating on engine rather than turbocharger turbine performance prediction, Con-
nor and Swain (1994) extended their filling-and-emptying engine simulation code to in-
corporate basic gas dynamic effects. While the base filling-and-emptying model was
able to provide good predictions of overall engine performance, it could not accurately
predict the fluid property variations with time in the engine manifolds. However, the gas
dynamic extensions to the model allowed satisfactory prediction of instantaneous fluid
values, both spatially and temporally. Although the gas dynamic simulations were able
to provide a plausible account of the instantaneous turbine inlet conditions (Fig. 4.9 (b))
compared to the corresponding filling-and-emptying result (Fig. 4.9 (a)), the turbine
stage itself was considered as a quasi-steady device, thereby only going part-way to
achieving an unsteady turbocharger turbine matching capability.
The turbine performance model of Payri et al. (1996), originally for single- and twin-
entry simulations, has also been developed to allow modelling of variable geometry
turbines within one-dimensional wave action codes (Payri et al., 2000; Benajes et al.,
2002; Payri et al., 2002). Recent implementation in their 1D code of a radial turbine
model for fixed and variable geometries (Luja´n et al., 2006) permitted realistic simulation
of performance for a number of different turbines, comparing prediction against on-
engine measurements. The work of this group also considers whole-engine simulations
of turbocharged IC engines; recent work in this area has implemented and validated a
transient heat transfer model for the exhaust manifold (Galindo et al., 2006a).
Returning to the experimental work carried out at Imperial College, Hakeem (1995)
made further use of the Dale andWatson (1986) unsteady test laboratory, though instead
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(a) (b)
Figure 4.9: Instantaneous turbine inlet pressures predicted by (a) filling-and-emptying
and (b) gas dynamic simulations (Connor and Swain, 1994).
employed a compressor as a loading device, to run pulsating flow experiments on two
mixed-flow turbine geometries, at 50 and 70Hz. Much of this work was presented in
Arcoumanis et al. (1995) which detailed the unsteady performance data pertaining to one
mixed-flow turbine, demonstrating benefits over a radial-flow geometry under steady and
unsteady conditions. Plots of efficiency against velocity ratio showed that instantaneous
values deviate substantially from the steady state curve. Su (1999) extended this research
by adding a further mixed-flow geometry, though neither set of results could determine
with certainty a correlation between differences in unsteady performance and particular
geometry aspects. Karamanis (2000) later investigated the instantaneous performance
and detailed flow characteristics of the three mixed-flow turbines, and an additional
advanced mixed-flow rotor incorporating the best features of the earlier designs (all of
which would suit a large automotive diesel engine turbocharger), under both steady and
pulsating flow conditions. The unsteady flow characteristics were recorded for two pulse
frequencies of 40 and 60Hz, corresponding to a four-stroke, six-cylinder engine operating
at speeds of 1600 and 2400 rev/min, respectively. Measurements of instantaneous turbine
efficiency again demonstrated significant departure from the steady state performance.
Building on the research of Yeo and Baines (1990), a laser Doppler velocimetry (LDV)
system was used to extract point velocity data from the leading and trailing edges of the
rotor. In accordance with that earlier work, the velocity field was shown to fluctuate at
the leading edge in phase with the incident pulse, and that these pulsations were indeed
transmitted through the rotor, based on the velocity field measurements at the trailing
edge.
In the work described so far, the experimental test facilities have generally used a variety
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of pulse generators (‘off-engine’) to provide representative IC engine operation. The tur-
bocharger group at Purdue University, however, concentrated on turbine performance
measurement for the on-engine case. For example, Ehrlich et al. (1997) conducted ex-
tensive measurements of unsteady stagnation pressure, static pressure and temperature,
as well as instantaneous velocity using Particle Image Velocimetry (PIV), at the turbine
inlet of an in-line six-cylinder Cummins B-series diesel engine during exhaust valve oper-
ation. Figure 4.10 shows the initial static pressure trace recorded at the turbine inlet for
the EVO event of cylinder#4, and the resultant frequency content analysis. Although
the engine speed would nominally indicate 40Hz (i.e., the valve event frequency), the
fundamental frequency here is 80Hz since two separate pressure pulses arrive at the
volute inlet at once. Also shown are frequency peaks at 40, 120, and 160Hz, having
respective magnitudes of 32, 48, and 20% of the fundamental; components above 160Hz
demonstrated magnitudes of 5% of the fundamental. The analysis of the combined data
suggested a dynamic phase relationship between velocity and static pressure variations
at the turbine inlet; the presence of a high degree of temperature variation, certainly
more than could be attributed to the pressure wave, suggested that the flow contains
both pressure wave propagation and hot gas convection effects. It was concluded in that
paper that both convective and acoustic propagation is important for characterization
of the turbine inlet waveform, and that the generic waveforms generated in off-engine
facilities may not be sufficient for imitation of on-engine conditions.
In the Purdue group’s later investigation into a model for radial turbine performance,
Hu and Lawless (2001) first summarized the relevant experimental work by identifying
the turbine inlet boundary conditions for the on-engine environment. It was stated that
the inlet velocity profile is largely one-dimensional (as shown in Fig. 4.11), but the ex-
perimentally recorded stagnation pressure variations are non-sinusoidal with significant
second and third harmonics, the temperature variation likewise. An unsteady aerody-
namic turbine rotor model was developed, applying the conservation equations of mass,
momentum, and energy to the relative (rotating) reference frame, for both axial and
radial control volumes, leading to the Euler equations with source terms, specifying a
volute inlet boundary condition consisting of stagnation pressure and temperature as
a function of time, and setting a constant static pressure at the exit boundary. The
model was validated against the experimental work already mentioned (Ehrlich et al.,
1997), giving accurate prediction of the dynamics of a twin-entry turbine for on-engine
conditions.
Although this thesis is primarily concerned with quasi-steady, filling-and-emptying, and
1D treatments of turbocharger turbines in pulsating flow, it is worth noting that a num-
ber of significant 3D CFD analyses have been performed in recent years. One such
example is the work of Lam et al. (2002), which applied a ‘frozen-rotor’ (multiple ref-
erence frame) approach to model the unsteady flow field in a nozzled radial turbine
using a commercial 3D Navier-Stokes solver. The domain additionally included parts
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Figure 4.10: Preliminary turbine inlet static pressure signal and frequency content
(Ehrlich et al., 1997).
Figure 4.11: Turbine volute inlet velocity profile sequence, #4 exhaust valve (Ehrlich
et al., 1997).
of the inlet and exit ducting; the inlet boundary was derived using a 1D engine simu-
lation operating at 1600 rev/min, while ambient conditions were specified for the exit.
The frozen-rotor assumption treats the rotor as stationary but adds certain terms to
the governing equations to account for rotational effects; note, however, that the inlet
conditions to the rotor were circumferentially-averaged. Nonetheless, unsteady traces
of pressure and mass flow data were provided and the hysteresis of the performance
characteristics was captured in this model, though no comparison against experimental
data was made.
The frozen-rotor approach has since been superseded by newer 3D computational work
at Imperial College. This began (Palfreyman et al., 2002) with the validation of com-
putational predictions of performance and the velocity field at the rotor inlet and exit
planes of the four mixed-flow rotors contributed by the earlier experimental research
(Abidat, 1991; Hakeem, 1995; Su, 1999; Karamanis, 2000), and an investigation into
the flow field in a single blade passage of similar radial- and mixed-flow turbines (Pal-
freyman and Martinez-Botas, 2002); again a commercial Navier-Stokes solver was used.
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In reviewing similar work in the literature, see Chapter 2, the numerical methods that have 
treated the behaviour of the turbine (either the whole turbine stage or just the turbine wheel) 
as quasi-steady fail to capture the true unsteady trace of performance, whilst the only other 
numerical approach in the literature which does not make this assumption, that of Lam et al 
[82], did capture a form of this trace although this was heavily smoothed due to the 
imposition of circumferentially averaging the flow entering the turbine wheel (rotating 
domain) at each instance in time.  The extension to a full moving mesh analysis truly 
captures the more sporadic performance trace.  
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Figure 6.23a:  Map of efficiency vs pressure ratio as predicted by 200k model 
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Figure 6.23b:  Map of efficiency vs pressure ratio as predicted by 850k model 
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Figure 6.23c:  Map of efficiency vs pressure ratio as predicted by 1750k model 
 Figure 4.12: Maps of efficiency vs pressure ratio and mass flow rate vs pressure ratio,
as predicted by the 1750k model (Palfreyman, 2004).
Modelling was then extended to simulate the entire stage of a mixed-flow turbocharger
turbine under pulse flow conditions in Palfreyman and Martinez-Botas (2004, 2005) and
Costall et al. (2005). Here the rotor was rotated explicitly and the predicted cycle-
averaged performance showed satisfactory agreement with experiment; instantaneous
performance predictions were again able to capture the hysteresis effect, though the lo-
cus of efficiency compared better against experiment than that for the mass flow rate
(see Fig. 4.12). Comparison with LDV data demonstrated good agreement for velocity
predictions located in the volute and at the rotor entry and exit planes. All of the recent
3D CFD work is brought together in Palfreyman (2004).
Most recently the turbocharger test facility at Imperial College has been substantially
upgraded through the research of Szymko et al. (2002, 2005), with the development of
a new high-speed permanent magnet eddy-current dynamometer. A complete account
of the design and testing of the device in conjunction with improved unsteady turbine
testing is provided in Szymko (2006). The key objectives of the dynamometer design
were to increase load range and measurement accuracy under both steady and pulsating
flow; tests were able to be carried out over a velocity ratio range of 0.375–1.068, much
greater than in standard test procedures, which helps to widen the turbine map. This
latter point is especially significant when considering map based models under pulsating
flow.
In his analysis of the unsteady data, Szymko et al. (2005) introduced the modified
Strouhal number (mSt) and the pressure modified Strouhal number (pmSt) in order to
assess the onset of unsteadiness for the particular waveforms observed on the test rig.
A value of 0.1 was suggested for both parameters as an appropriate limit to steadiness.
These numbers are explored further in §5.1.
The next section (§4.3) describes some of the important aspects of the current test stand,
and the resulting experimental unsteady data which forms a large part of the database
for testing and validation of the modelling carried out in this thesis.
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Literature summary Use of traditional quasi-steady turbine models makes the as-
sumption that unsteady performance can be predicted by straightforward interpolation
of the steady flow mass and efficiency characteristics. In practice there is often no option
other than the quasi-steady approach, since the steady state characteristics are typically
the only data available to manifold designers with which to carry out engine-turbocharger
matching procedures. This is despite the widely known behaviour of the turbine to op-
erate away from the steady characteristic under pulsating flow (Dale and Watson, 1986,
etc.); indeed, errors in calculations of turbine power of up to 25% were recorded (Wallace
and Blair, 1965) where a quasi-steady prediction method was employed.
Although a steady state turbine size can be incorporated, quasi-steady map-based mod-
els fail to take into account dynamic effects, such as filling-and-emptying and pres-
sure wave propagation and reflection in the turbine volute (the length and volume of
which have a significant influence upon unsteady operation), in the nozzle vanes (where
present), and in the rotor blade passages themselves. Whether or not all of these domain
regions are important, and even whether a full wave action approach is absolutely neces-
sary for the volute to maintain prediction accuracy, are continuing points of discussion.
Despite their reliance on a quasi-steady representation of the rotor, an assumption whose
validity has supporting evidence (e.g., Wallace and Miles, 1970–71), a number of 1D
turbocharger turbine models have been successful in replicating the hysteresis effect
under pulsating flow, and which have shown promising agreement against experimental
unsteady data. So far, however, an investigation comparing the accuracy of a 1D turbine
model comprising a wave action volute (e.g., Chen and Winterbone, 1990; Chen et al.,
1996) and an equivalent filling-and-emptying model (e.g., Baines et al., 1994) has not
been made. The distinction is important since it affects the level of input data required
to construct each model. It would be ideal, say, if a filling-and-emptying volute proved
satisfactory since it only requires knowledge of a single volume (or perhaps sub-volumes
for multiple entry casings), whereas a wave action model needs at least an additional
length dimension (and probably more geometrical information, e.g., the volute cross-
sectional area variation as a function of azimuth angle) in order to simulate pressure
wave action effects. However, any 1D turbine model that attempts improve accuracy by
taking into account the variation in fluid properties around the volute circumference, as
suggested by Chen et al. (1996), clearly cannot use a filling-and-emptying representation
of the volute.
Whether or not a filling-and-emptying volute model is sufficient is a key question, and
will depend on the frequencies of the inlet flow, and perhaps also on the application
being simulated. The fact that the filling-and-emptying model gave good agreement in
Baines et al. (1994) may imply that the tests did not extend to high enough frequencies,
though it is only relevant to test higher frequencies if they are representative of the engine
speeds typical of the size and type of engine against which the turbine is intended to
match. The experimental work at Purdue University (Ehrlich et al., 1997) has at least
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(a) (b)
(c)
Figure 4.13: Pulse generator rotor assembly (outer limb on left) at (a) 30◦ (partially
open), (b) 60◦ (fully open), and (c) 90◦ (partially closed) rotation (Karamanis, 2000).
suggested that the on-engine flow arriving at the turbine inlet is comprised of both
convective or inertial flow and pressure propagation (wave action) effects. This brings
into question the appropriateness of using pulse generators to provide a realistic unsteady
flow. If off-engine pulsations are not wholly characteristic of the real situation, will a
filling-and-emptying model be able to operate effectively in the presence of pressure and
temperature waveforms more representative of an IC engine, which likely consist of at
least two or three significant frequency components? These themes are considered in
detail in Chap. 5, §5.6, with further examples in Chap. 6.
4.3 Review of experimental data
This section provides a brief overview of the available experimental unsteady flow data,
which is used in following sections to evaluate new turbine models. The test stand is
based around a medium-sized turbocharger mixed flow turbine and volute suitable for
heavy goods vehicles and incorporates both the recently developed permanent magnet
eddy-current dynamometer (Szymko et al., 2005; Szymko, 2006) and the disc rotor pulse
generator originally used by Dale and Watson (1986) and in later work at Imperial
College (e.g., Yeo and Baines, 1990; Arcoumanis et al., 1995, 1997; Karamanis et al.,
2001; Rajoo and Martinez-Botas, 2006) — example ‘chopper’ valve openings are shown
in Fig. 4.13. This form of pulse generator (also favoured by Capobianco and Gambarotta
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Figure 4.14: Schematic of turbocharger turbine test rig (Szymko et al., 2005).
(1990, 1992)) has the advantage that the discs can be interchanged to obtain different
profiles; this is more difficult when a cylindrical rotor type is used (e.g., Winterbone
et al., 1990, 1991). These are two of the key devices in an extremely capable test stand,
the overall diagram for which is shown in Fig. 4.14.
The particular performance data in question was obtained at 70% equivalent design
speed (42 000 rev/min), at four different pulse frequencies of 20, 40, 60, and 80Hz (ap-
plied by the upstream pulse generator). These values are derived from the conditions
that would be experienced, for example, at one entry of a twin-entry turbocharger
attached to a four-stroke, six-cylinder diesel engine running at 800, 1600, 2400, and
3200 rev/min, respectively. Figure 4.15 shows the variation of the chopper valve area
opening with rotation of the pulse generator shaft, indicating a triangular profile; for
comparison, the stagnation pressure profiles recorded at the measurement plane (refer
to Fig. 4.14) for each frequency are shown as well. The trace for 20Hz is much the
smoothest; the others are more complicated waveforms due to the effect of reflected
compression and expansion wave superposition at the measurement plane. In this di-
agram the phase shift between the peak of the chopper opening and that of the 20Hz
profile, for example, can be noticed (∼10◦ ≡ ∼1.4ms at 20Hz). This occurs because the
pulse generator and measurement plane are situated ∼0.75m apart in the test facility.
The measurement plane velocity profile (not shown) for this frequency reads 172.6m/s
at the instant corresponding to the peak pressure, and before passing through the pulse
generator the intake air is heated to between 333–343K (Szymko, 2006). Adding the
bulk fluid velocity to the speed of sound based on this temperature range gives a pressure
wave propagation speed of 538–544m/s, and a rough calculation results in a distance
travelled of 0.75–0.76m, in accordance with said dimension.
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Figure 4.15: Chopper valve area opening as a function of rotation angle, and the
resulting stagnation pressure traces recorded at the measurement plane for the tested
frequencies, adjusted to the pulse generator cycle time base.
The primitive variable data recorded at the measurement plane and turbine exit for
each of the test frequencies is provided in Appdx B, Figs B.1, B.2, B.3, and B.4. This
information is used to calculate corresponding values of pressure ratio (PR) and mass
flow parameter (MFP), defined as
PR =
p01
p2
(4.2)
MFP =
m˙1
√
T01
p01
(4.3)
where stations 1 and 2 refer to the experimental measurement plane (effective turbine
stage inlet) and turbine exit, respectively. The unsteady mass flow (swallowing capacity)
characteristics are constructed for each frequency in Figs 4.16 and 4.17, plotted on top
of the steady state data for the single rotor speed under consideration.
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Figure 4.16: Experimental steady and unsteady mass flow (swallowing capacity) char-
acteristics, at (a) 20Hz and (b) 40Hz.
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Figure 4.17: Experimental steady and unsteady mass flow (swallowing capacity) char-
acteristics, at (a) 60Hz and (b) 80Hz.
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4.4 Turbocharger turbine boundary conditions
As discussed in §1.3.2, engine-turbocharger matching is a common application for one-
dimensional engine simulation software. The conventional implementation of a tur-
bocharger model in an engine simulation code uses a quasi-steady turbine boundary
conditions, as will be described here.
Despite its customary use, a quasi-steady approach is only satisfactory for devices having
relatively small lengths and volumes, such as those discussed in Chap. 3 (e.g., closed,
open and nozzle boundaries). Its application to a radial-flow turbocharger for example
— where the turbine volute occupies a significant volume — is not completely acceptable,
especially considering the pulsating nature of the incoming flow.
Nonetheless, this is the most prevalent technique for engine simulation work because
turbine performance data is normally provided in the form of steady state characteristics.
This is despite a large body of experimental research, as reviewed in §4.2, demonstrating
that turbocharger performance in unsteady flow differs from that produced under cycle-
averaged conditions. In effect, the typical flow through a turbocharger turbine never
reaches the steady conditions under which its performance was measured. This issue,
first introduced in §1.3.2, is central to the thesis and to the development of models better
able to replicate turbocharger turbine operation in unsteady flow conditions.
This section starts by outlining some elementary turbine modelling methods before de-
scribing the underlying technique common to most wave action codes, which forms the
basis of turbocharger turbine modelling in commercial engine simulation packages.
4.4.1 Axial flow turbines
Although this thesis is directed at the modelling of radial- and mixed-flow turbocharger
turbines, it is straightforward to apply the quasi-steady method to axial turbines. The
procedure for an axial flow turbine will be described first as it is the least complex, in
that the turbine can be represented by a nozzle of equivalent area.
Equivalent area method This is the first method put forward for simulated tur-
bocharging by Watson and Janota (1982), who emphasise its modesty of coding1 and
minimal data requirements. The latter attribute is important where turbochargers are
concerned since it is often difficult to obtain detailed performance and geometrical infor-
mation from the manufacturer, even for customers who wish to carry out turbocharged
engine simulations.
1Though any benefit in terms of improved computing speed is likely to be of less consequence now
than in 1982.
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The same calculation procedure as that developed by Benson (1982) for the nozzle
boundary condition (refer to §3.1.3) may then be employed. To reiterate, assuming
isentropic flow across the turbine, the equivalent area, FN, is
FN =
m˙
√
T01
p01
1
f(M)
(4.4)
where
f(M) =
( γ
R
) 1
2 M(
1 + γ−12 M
2
) γ+1
2(γ−1)
for M < 1.0 (4.5)
f(M) =
( γ
R
) 1
2
(
2
γ + 1
) γ+1
2(γ−1)
for M > 1.0 (4.6)
and
M =
[
2
γ − 1
{(
p01
p2
) γ−1
γ
− 1
}] 1
2
(4.7)
For a given set of turbine flow characteristics, Eq. 4.7 is used to calculate the Mach
number M for every pressure ratio–mass flow parameter data point on all swallowing
capacity curves, each one corresponding to a particular turbine speed at which infor-
mation was recorded by the manufacturer. Inserting these values into Eq. 4.4 gives rise
to a matrix of data detailing the value of equivalent area to be applied in the model,
at discrete operating points. This can then be interrogated by the relevant ONDAS
subroutine for any run-time operating condition, first interpolating by speed (since in
general the instantaneous speed will not lie on top of a measured speed curve), and then
by pressure ratio or mass flow parameter, to obtain the appropriate equivalent area.
While this method can replicate turbine flow characteristics quite well, it is not especially
suited to radial-flow turbines, which are designed to operate at high expansion ratios.
Setting the Mach number M = 1 in Eq. 4.7 indicates that the nozzle will choke once the
expansion ratio rises to
p01
p2
=
(
γ + 1
2
) γ
γ−1
(4.8)
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Evaluating Eq. 4.8 for γ = 1.4 gives a choking expansion ratio of 1.89, which is a low
rating in radial-flow turbine terms. However this would still be a useful method for
an axial-flow turbine (operating at lower expansion ratios and much larger mass flows)
or in specific cases where operation only at low expansion ratios is expected. Watson
and Janota (1982) suggest using a series of nozzles (two orifices) to obtain a choking
behaviour more representative of a radial inflow turbine.
Simple unique curve This is the first technique described by Watson and Janota
(1982) as an ‘actual’ turbocharger model, in the sense that the procedure operates
directly on the flow characteristics of the turbine (rather than achieving the desired effect
through a surrogate boundary condition having similar attributes, i.e., the equivalent
area turbine above).
Figure 4.18: Combining of axial-flow turbine mass flow characteristics into a simple
unique curve (Benson, 1982).
Considering a simple impulse turbine2, its pressure ratio–mass flow parameter (swal-
lowing capacity) characteristics may successfully be represented by a speed-independent
unique curve, which passes through the point
p01
p02
= 1.0,
m˙
√
T01
p01
= 0 (4.9)
2Or zero reaction turbine: one in which the pressure drop occurs entirely across the stator.
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In this situation the mass flow through the turbine is determined by the stator or nozzle
effective area and its efficiency, as well as the stage pressure ratio and the temperature
at the turbine inlet.
Even an axial-flow turbine of non-zero reaction can be realistically modelled in this way;
although a distinct characteristic will now be measured at each speed, in practice these
are usually close enough together to form a single line. Figure 4.18 shows an example
of this procedure given by Benson (1982).
4.4.2 Radial-flow turbines
In a radial-flow turbine rotor the pressure field due to centrifugal force is dependent
on its rotational speed and, unlike axial-flow turbines, the resulting pressure ratio–mass
flow characteristics are strongly speed dependent. The equivalent area method cannot
be used for this reason; Benson (1982) and Watson and Janota (1982) both provide
sample data, as shown in Fig. 4.19. Nonetheless, these can still be amalgamated into a
single characteristic in an attempt to continue using the simple unique curve approach;
the so-called ‘self-supporting line’ shown in Fig. 4.19 (b) is drawn through the operating
points corresponding to the situation where the steady state turbine and compressor
powers balance. Figure 4.19 (a) shows that at low values of mass flow parameter, the
pressure ratio increases with rotor speed; for normal flow, an increase in speed leads to
mass flow decreasing at a particular pressure ratio. The maximum attainable (choked)
mass flow decreases with increasing speed.
Implementation of two quasi-steady radial-flow turbine sub-models (for constant and
variable outlet pressure domains) will now be described, based on Benson’s (1982) anal-
ysis. These also apply to mixed-flow turbines (commonly used in turbocharger applica-
tions), since the technique is map-based.
Constant outlet pressure The underlying technique for both this and the variable
outlet pressure model is to match the incoming wave characteristics from the exhaust
manifold domain to a corresponding turbine operating point. This is enabled by con-
verting the turbine’s steady state characteristics into a form comprising the normal
variables used in boundary method analysis (e.g., λin, AA, and λout). An explanation of
these boundary conditions is essentially a description of this conversion procedure.
In this case it leads to a single-sided boundary condition, which operates the traditional
relationship λout = f(λin), the fundamental structure for an ONDAS boundary condition.
The constant outlet pressure stipulation implies a constant downstream pressure, p2;
the back pressure, pb, is equivalent to this value (which is specified by the user), but
in actuality will rarely be equal to ambient conditions due to the presence of further
downstream components. If this is the case, p2 should be set to a pressure value greater
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(a)
(b)
Figure 4.19: Sample radial-flow turbine mass flow characteristics demonstrating speed
dependence, from (a) Benson (1982) and (b) Watson and Janota (1982).
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than atmospheric to reflect the presence of silencers/muﬄers and additional pipework,
for example.
Assuming that the turbine data is available as a map of pressure ratio–mass flow param-
eter characteristics (or preferably as tabulated values), the equations used to convert it
into a form recognized by ONDAS are as follows.
Rearranging Eq. 4.4 for an upstream pipe area F1, the mass flow parameter and the
upstream Mach number, M1, can be related as
m˙
√
T01
p01F1
=
( γ
R
) 1
2 M1√(
1 + γ−12 M
2
1
) γ+1
2(γ−1)
(4.10)
Defining C as
C =
{(
R
γ
) 1
2
(
m˙
√
T01
p01F1
)} 2(γ−1)γ+1
(4.11)
Equation 4.10 can then be reformulated as
M1 =
(
C +
γ − 1
2
CM21
) γ+1
2(γ−1)
(4.12)
= f(M)
Equation 4.12 thus describes a recurrence relation that can be iteratively solved for M1
given a value of mass flow parameter.
The stagnation and static upstream pressures are related by the following function of
the Mach number there, viz.,
p01
p1
=
(
1 +
γ − 1
2
M21
) γ
γ−1
(4.13)
This can be multiplied by the total-to-static pressure ratio to give the static pressure
ratio as
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p1
p2
=
p1
p01
p01
p2
(4.14)
In such a way the traditional characteristic data (mass flow parameter vs pressure ratio)
can be translated into the intermediate form of upstream Mach number (M1) vs static
pressure ratio (p1p2 ).
These variables can be obtained from the 1D simulation data in the following way. As
usual one can define the upstream non-dimensional speed of sound and velocity as
A1 =
λin1 + λout1
2
(4.15)
U1 =
λin1 − λout1
γ − 1 (4.16)
The downstream, or back pressure, can be related to a constant value of entropy level,
as
AA2 =
(
pb
pref
) γ−1
2γ
(4.17)
=
(
p2
pref
) γ−1
2γ
Expressing Eq. 4.15 in starred form (using the constant outlet entropy level) gives
A∗1 =
A1
AA2
(4.18)
=
λ∗in1 + λ
∗
out1
2
(4.19)
=
(
p1
p2
) γ−1
2γ
(4.20)
giving after rearrangement
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λ∗in1 + λ
∗
out1
= 2
(
p1
p2
) γ−1
2γ
(4.21)
Equation 4.16 can also be written in starred form as
U∗1 =
λ∗in1 − λ∗out1
γ − 1 (4.22)
then rearranged to
λ∗in1 − λ∗out1 = (γ − 1)U∗1 (4.23)
If the upstream Mach number is written in starred form as
M1 =
U1
A1
(4.24)
=
U∗1
A∗1
it can then be rearranged using Eq. 4.20 as
U∗1 =M1A
∗
1
=M1
(
p1
p2
) γ−1
2γ
(4.25)
Using Eq. 4.25 to substitute for U∗1 in Eq. 4.23 leads to
λ∗in1 − λ∗out1 = (γ − 1)M1
(
p1
p2
) γ−1
2γ
(4.26)
Now, the simultaneous equations Eqs 4.21 and 4.26 can be reformulated to give the
upstream Riemann variables as
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λ∗in1 =
(
p1
p2
) γ−1
2γ
(
1 +
γ − 1
2
M1
)
(4.27)
λ∗out1 =
(
p1
p2
) γ−1
2γ
(
1− γ − 1
2
M1
)
(4.28)
This provides the required relationship between the Riemann variables upon which ON-
DAS operates and the actual turbine mass flow characteristic data, since it has already
been shown that these can be expressed in the intermediate form of upstream Mach
number (M1) and static pressure ratio (p1p2 ), via Eqs 4.12 and 4.14 respectively.
To test for choked flow in the turbine, an incoming Riemann variable can be written
based on Eq. 4.27 and a maximum value of upstream Mach number, (M1)max, and the
corresponding pressure ratio, (p01p2 ), i.e.,
(λ∗in)ch =
(
p1
p2
) γ−1
2γ
(
1 +
γ − 1
2
(M1)max
)
(4.29)
As the turbine map data points are processed, each can be tested for choked flow by
comparing against this value, viz., if λ∗in1 > (λ∗in)ch then the rotor is choked at that point.
In this case a particular ratio can be established as
λ∗out1
λ∗in1
=
1− γ−12 (M1)max
1 + γ−12 (M1)max
(4.30)
= Ks (4.31)
and, since AA2 is a constant
Ks =
λout1
λin1
(4.32)
such that, for choked flow,
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λout1 = Ksλin1 (4.33)
In the atypical situation where reverse flow characteristics have been measured and are
available, the above procedure will work in reverse, i.e., by swapping upstream and
downstream variables with the appropriate change of sign. It is usual, however, to treat
the turbine as an open end in this case, whereby
λ∗out1 = 2
(
p01
p2
) γ−1
2γ
z
− λ∗in1 (4.34)
where (p01p2 )z is the pressure ratio at zero flow. This leads to a corresponding reverse
flow test, such that reverse flow is applied if λ∗in1 < (λ
∗
in)z, and the resulting outgoing
Riemann variable is then
λout1 = 2(λ∗in)zAA2 − λin1 (4.35)
A basic algorithm in Fig. 4.20 shows the structure of the calculations used to process each
data point into the required form. The result is an array stored in ONDAS containing
a list of λ∗in1, λ
∗
out1
elements for each turbine speed.
Variable outlet pressure For the general case the turbine exit will not exhaust to a
constant (atmospheric) pressure, and in some cases will be ducted to another device (e.g.,
another turbine, as would be the case for series turbocharging applications). This leads
to a double-sided boundary applying, in normal (forward flow) operation, an outflow
boundary condition to the pipe connected to the turbine inlet, and an inflow condition to
that connected at the exit. As with all boundaries that create pipe inflow, the complete
algorithm description is much longer than that for the constant pressure outlet case, so
it will not be described here — though full details are provided in Benson (1982). The
processing of turbine performance data, however, is similar to that shown in Fig. 4.20.
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Figure 4.20: Flow diagram for the ONDAS function ProcessTurbDataPtVar.
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4.5 Modelling unsteady effects on turbine mass flow
Due to the availability of the unsteady turbine performance data generated by it, perhaps
the most natural modelling programme would be to construct a full one-dimensional
model of the experimental test rig, which could then be calibrated against unsteady data
at each of the tested frequencies. The said test facility, however, would be complicated
to reproduce in 1D due to its use of a pulse generator and the reasonably complex pipe
network to which it attaches. A less convoluted approach would attempt to reproduce the
test stand from the measurement plane downstream, matching the conditions recorded
at the measurement plane experimentally with those at the corresponding boundary
in the 1D simulation. Furthermore, it would be easier to calibrate the much smaller
computational domain to correctly correspond to the experimental rig. The 1D wave
action code therefore requires the development of a boundary condition to represent the
experimental measurement plane.
4.5.1 Transmissive boundary condition
Unlike more traditional 1D boundary conditions, e.g., closed and open ends, nozzle etc.,
this requirement does not correlate easily to a physical boundary since the measurement
plane is just a cross section through the experimental pipe network at a particular
location. In a simulation, pressure waves travelling from the interior of the domain must
not cause artificial reflections3 at the measurement plane boundary, as would be the case
with most any other 1D boundary condition (to varying degrees — compare for example
Figs 3.2, 3.4, and 3.7). Instead, as it would be in the experiment, waves propagating
towards this boundary should be transmitted out of the domain in the same fashion as
if it continued to extend in this direction; for this reason, this type of computational
device is known as a transmissive boundary. If flow is out of the domain, for example, the
outward propagating waves would pass through the transmissive boundary unchanged
(in the absence of changes in pipe properties). In this way the requirement is much
like that for the anechoic termination of §3.2; however, the modelling intent here is to
impose or, as will become apparent, to progressively reconstruct the experimentally-
recorded unsteady conditions at this location. This data provides the flow information
that, as explained in §3.2.3, would be an unknown in the anechoic case and in this sense
makes the present boundary a step less complex to implement.
Boundary requirements Building then upon the underlying requirement for a NRBC
is the capability of the boundary to reproduce what is seen experimentally. It therefore
must be able to apply a transient pressure waveform similar to that seen experimentally.
3Those that would typically be generated at a change in pipe section or wall properties. Reflections
due to an abrupt change in fluid entropy, for instance, are of course not only permissible, but a required
feature of the propagation scheme employed.
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It is the fundamental nature of the flow propagation method in the 1D code that the
conditions recorded at a computational node are determined by the flow conditions on
both sides of that node (in subsonic flow at least), as one would expect. Therefore the
conditions recorded at the plane of the transmissive boundary, i.e., those which are de-
sired to match the experiment, will be affected by the conditions within the interior of
the domain, and by the conditions applied by the boundary condition itself to represent
the flow upstream of the boundary plane (i.e., outside of the domain). This logically
leads one to conclude that what is applied by the transmissive boundary will, in the
general case, be different from what is actually recorded at that plane.
This discussion hopefully permits the understanding that it is not enough to apply the
experimentally-recorded pressure pulse and expect to record the same profile, because
it will be modified by the domain interior conditions. For example, momentarily jump-
ing ahead to §5.2.3, Fig. 5.4 (a) shows individual pressure profiles from three cylinders
recorded close to their respective exhaust valves, and Fig. 5.4 (b) the resulting pressure
profile seen at the turbine entry, the shape of which depends on how the three individual
pressure traces superpose. A straightforward but blinkered approach would be to fix the
conditions at the transmissive boundary to match the experimental data, but this would
effectively be in violation of the conservation equations at that point by prohibiting flow
interaction.
Matching specification Therefore, once it has been provided with the experimen-
tally recorded data, the transmissive boundary condition has been designed to seek out
the pressure waveform it needs to apply in order for the desired pulse to be seen at the
transmissive boundary plane. Experimental primitive variable vs time histories pertain-
ing to the measurement plane are available for pressure, temperature, and velocity, and
additionally mass flow rate, though care must be taken not to over-specify the boundary
condition lest the aforementioned violation arises.
The transmissive boundary is properly specified once the information pertaining to the
exterior (that which is applied to represent the domain upstream of the measurement
plane) is enough to determine the incoming characteristics approaching from both sides
upon integration with that propagated by the interior domain. It becomes over-specified
as soon as the same set of information determines the outgoing characteristics as well.
For the general case of subsonic flow, provision of just one exterior quantity clearly under-
specifies the fluid conditions, whereas three would further fix the outgoing characteristics
irrespective of the propagating flow. So, for the general case of subsonic flow, two
exterior primitive variables are necessary to fully specify the boundary (e.g., Laney,
1998; Harrison and Perez Arenas, 2004).
For instance, if the option to match upon pressure is taken, an acceptable option would
be to additionally specify the incoming temperature (as a profile synchronous to that
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Table 4.1: Transmissive boundary matching example — simulation control parame-
ters.
Parameter Value
Simulation duration (s) 0.3
CFL/Courant number, ν 0.8
Compressibility Perfect air
Propagation method Wαβ
α 0.5
β 0.5
≡ Two-step Lax-Wendroff method
TVD 3
of the pressure waveform, or as a constant value). It would, however, be invalid to
attempt simultaneously to match the mass flow rate profile since this accounts for more
than one other primitive, and will actually (in part) be determined by the flow in the
domain interior, i.e., it would be a result, or output, of the simulation rather than an
input. If the resulting mass flow rate does not match that seen experimentally, then the
computational domain is not a fair representation of the test rig from the measurement
plane downstream.
Example of matching capability An imaginary, but nonetheless interesting exam-
ple is now provided to demonstrate the matching feature of the transmissive boundary.
Tables 4.1 and 4.2 give respectively the main simulation control and domain parame-
ters for this brief test. Additionally, the nozzle is given an area ratio φ = 0.5 and the
transmissive boundary is instructed to match upon a 40Hz triangular waveform rang-
ing 1–2.5 bar in pressure across the first 35% of its wavelength — this is identified as
the ‘desired’ waveform and is shown as a repeating profile in Fig. 4.21 (a). A constant
temperature of 300K is designated as the other required primitive to properly specify
the boundary.
In attempting to match a particular profile, the transmissive boundary always applies
the desired waveform as an initial guess during the first wave cycle — this can be
noticed as the first pulse (0–0.025 s) in Fig. 4.21 (b). When this initial wave cycle finishes
the transmissive boundary samples the difference between the desired waveform and
the profile recorded by the simulation at the transmissive boundary plane, shown in
Fig. 4.21 (c), and adds it to the profile previously applied. This basic matching algorithm
is repeated every cycle until a match is achieved; this occurs once the recorded profile lies
within 2.5% of the desired shape at each of the 1000 sampling points4 evenly distributed
4The number used for the present simulation. The number of sampling points and the matching
tolerance used are controlled by the ONDAS variables nsamples and tol respectively, both of which can
be specified by the user.
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Figure 4.21: Example of ONDAS transmissive boundary matching feature, using
a transmissive-nozzle (φ = 0.5) single-pipe domain and specifying a 40Hz triangular
waveform — (a) desired, (b) applied, and (c) recorded static pressure time histories at
the transmissive boundary plane.
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Table 4.2: Transmissive boundary matching example — domain specification.
Parameter Pipe [0]
Dimensions
Physical length (mm) 1000
Discretization length (mm) 100
Number of meshes 10
Left side diameter (mm) 50.0
Right side diameter (mm) 50.0
Coefficients
Friction multiplier 0.0
Heat transfer multiplier 0.0
Initial conditions
Pressure (bar) 1.0
Temperature (K) 300
Boundary conditions
Left-hand side Transmissive
Right-hand side Nozzle
over the wave period. A match is achieved in this case with the eleventh pulse, viz., 0.25–
0.275 s in Fig. 4.21 (c). The pressure profile that must be applied by the transmissive
boundary to achieve this, i.e., that shown in final two pulses in Fig. 4.21 (b), fluctuates
quite violently above and below the 1 bar pressure level required for the last 65% of the
specified waveform.
Standard features Here the transmissive boundary has been set up to reconstruct a
waveform based on a triangular profile. In terms of a sinusoidal oscillations, this pulse
shape will contain very high frequencies due to the sharp turning points; it for this reason
that it takes a relatively high number of cycles (eleven) to obtain a match. It is also
possible to specify square and sinusoidal pressure waveforms varying between extrema
set by the user — an example of the latter is shown in Chap. 5, Fig. 5.8. A further
ability of the code allows the pressure pulse shape to be specified as a Fourier series5.
The primary method of inputting the desired waveform, however, is to load it from a
file containing primitive variable vs time data provided by the user, i.e., exactly that
available from the experimental unsteady test facility. With a supplied wave specification
based on such data (or similar engine pulse waveforms) a match is generally easier to
achieve, typically within five cycles in the author’s experience (for the same tolerance
level).
5A feature purposely written for the work described later in Chap. 5.
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4.5.2 APL rotor boundary condition
From the discussion of the literature in §4.2 it seems acceptable to treat the turbine
rotor as a quasi-steady device, due to its relatively short passage lengths and corre-
spondingly small volume. This will be the approach taken here, at least initially, in
order to construct a first-level turbocharger turbine model.
As noted in §3.5, a handful of engine manifold components (e.g., gauze, grid, throttle,
EGR valve) may reasonably be modelled as a adiabatic pressure loss (APL) instigated at
the appropriate location in the domain. It is now suggested to use the same fundamental
method to model the mass flow characteristics of the rotor wheel. APL devices typically
operate as a function of the Reynolds number, and specifically that of the upstream flow.
The pressure drop across the boundary is determined by the value of a loss coefficient
whose strength varies with this measure.
Calibration procedure The loss coefficients for the APL rotor boundary should
be adjusted over the necessary flow range so that when used in a turbine model and
run under steady conditions, the resulting mass flow data matches (within a certain
tolerance) the experimental steady state mass flow vs pressure ratio characteristic of
the turbine rotor to be represented. This procedure can be repeated to obtain the
corresponding loss coefficient profile for each of the required rotor speeds.
The APL rotor boundary, by virtue of its position, will be able to measure the upstream
Reynolds number by sampling the one of the two domain boundary nodes to which it
attaches. This enables the appropriate loss coefficient to be calculated or interpolated
from the empirical data, and the pressure loss to be applied. However, the process of
calibration involves comparison against the provided experimental MFP and PR data,
the former being determined by conditions at the entry flange to the turbine volute, the
latter by conditions both at the entry and the turbine exit. The APL rotor boundary
does not have direct access to the data at these locations and so cannot perform self-
calibration. A feature has consequently been written into the transmissive boundary
(§4.5.1) to permit access to the required information in order to control adjustment of
the APL rotor loss coefficient profile; Fig. 4.22 indicates how information is passed from
the relevant domain nodes to the transmissive boundary.
Given the pressure ratio range of the rotor (and beginning at the lower end), and the
number of sampling points in this range at which profile adjustments should take place,
calibration proceeds as follows:
1. Transmissive boundary: set the pressure level at the plane representing the volute
entry.
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Figure 4.22: Information path during the APL rotor boundary calibration process.
2. Simulation control: continue to run the simulation until steady6 flow is attained
throughout the combined domain.
3. Transmissive boundary: evaluate predicted MFP and PR parameters by acquiring
data from the domain nodes corresponding to the turbine housing entry and exit
planes (as shown in Fig. 4.22). Compare values against the required character-
istic and instruct APL rotor boundary to increase or decrease the pressure loss
accordingly.
4. APL rotor boundary: adjust the loss coefficient for the current value of Re in
accordance with the transmissive boundary request (also shown in Fig. 4.22).
5. Repeat instructions 2–4 until predicted MFP matches the experimental character-
istic for this PR.
6. Increment applied pressure to the next level and repeat instructions 1–5 until all
sampling points have been processed.
4.5.3 First-level turbine model
The transmissive and APL rotor boundaries provide the components necessary to build
a basic 1D model for turbine swallowing capacity prediction. This section describes its
construction and evaluation against the available unsteady experimental data.
Computational domain The computational domain used for this initial stage com-
prises just two pipes and three boundary conditions, as shown in Tab. 4.3 and schemat-
ically in Fig. 4.23. A transmissive boundary condition is applied to the left-hand end
of Pipe [0]; an APL rotor boundary condition connects the right-hand end of Pipe [0]
6In the ONDAS code the CPipe::Steady function built into the pipe class will return true if steady
conditions (within a certain tolerance) hold within each pipe object’s domain over a particular time step.
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Table 4.3: First-level turbine model — domain specification.
Parameter Pipe [0] Pipe [1]
Dimensions
Physical length (mm) 700 100
Discretization length (mm) 10.0 10.0
Number of meshes 70 10
Left side diameter (mm) 55.6 55.6
Right side diameter (mm) 55.6 55.6
Coefficients
Friction multiplier 0.0 0.0
Heat transfer multiplier 0.0 0.0
Initial conditions
Pressure (bar) 1.0 1.0
Temperature (K) 300 300
Boundary conditions
Left-hand side Transmissive APL rotor
Right-hand side APL rotor Open
Pipe [0]
APL rotor 
boundary
Pipe [1]
Open end 
boundary
Transmissive 
boundary
Station 1, 
measurement plane 
(p1, p01, m1, T01)
Station 2, 
exit (p2)
Nominal 
rotor inlet
Figure 4.23: First-level turbine model — computational domain.
and the left-hand end of Pipe [1]. Finally an open end boundary condition is applied to
the right-hand end of Pipe [1]. The results shown later discuss predicted values of mass
flow, pressure, mass flow parameter, and pressure ratio. Referring to Fig. 4.23, mea-
surements of static and total pressure (p1 and p01 respectively), mass flow rate (m˙), and
total temperature (T01), are taken at the plane of the transmissive boundary (station 1).
This enables calculation of the mass flow parameter and pressure ratio, the latter when
combined with the static pressure p2, recorded at the open end boundary (station 2).
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How does this domain represent a turbine stage? The first-level model applies a basic
interpretation of the experimental turbine volute, while adhering to the following criteria:
• The length of the 1D turbine volute domain must match the corresponding length
on the test facility, since validation will take place against the experimental mass
flow characteristics described in §4.3. Pressure wave propagation in the volute can
then be simulated along this length.
• The 1D and experimental domains must also match in terms of volume. This will
allow fluid inertia (filling-and-emptying) effects to be taken into account in the
prediction.
To meet these conditions the turbine volute is represented in the 1D domain by a straight
pipe (Pipe [0] in Fig. 4.23), the length of which is derived from the distance on the exper-
imental test stand between the measurement plane and the nominal rotor inlet. Specif-
ically, this is the length of the cross section centroid path on the real volute geometry.
Figure 4.24 shows the route this path takes from the experimental measurement plane to
the nominal or average rotor inlet. In actuality, the flow entering the rotor is distributed
around the volute rather than at a single location, but the minimal number of pipes used
for the first-level model forces this arrangement. In other words, this model assumes
that the combined effect of flow entering the rotor continuously around its periphery
can be approximated by admitting the total flow at a suitably defined mean location in
the volute. For the present work, this has been selected at the plane situated 180◦ of
azimuth measured from the volute tongue7 — this results in a length of ∼0.7m. The
second criterion above is easily achieved by setting the diameter of Pipe [0] such that it
gives a volume equivalent to that of the real volute. Pipe [1] represents the volume of the
turbine passages and the remaining volume downstream before the stage exhausts to an
open pipe end. Its length is again derived from the turbine and volute geometry used on
the test stand: the length of a streamline through a turbine passage plus an additional
domain to represent the expansion to atmosphere was measured to be ∼0.1m.
As already mentioned, the APL rotor boundary condition between the two pipes simu-
lates the combined effect of the turbine wheel and housing by applying a flow dependent
pressure drop. For a particular turbine rotational speed (and only one is being consid-
ered at this point), the loss coefficient is calculated based on the Reynolds number of
the flow approaching the boundary, as described in §4.5.2. Clearly this is a very simple
model and accounts cumulatively for the pressure losses that can be attributed to the
passage, tip clearance, and trailing edge. Currently these are not considered separately,
though the future development of the model would include calculations of indicative
values, perhaps along the lines described in Baines (1998). This would enable the model
to make a more educated judgement on the overall level of loss to apply, especially when
turbine speed variation is taken into account.
7This choice of dimension is the same as that selected by Chen et al. (1996).
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Figure 4.24: Cross section centroid path (black line) through experimental volute,
from measurement plane to nominal rotor inlet.
Steady flow validation Before unsteady cases were run using this model, tests were
carried out to check that the experimental steady flow characteristic is obtained when
the model is run under steady flow — Fig. 4.25 confirms this. This consisted of con-
structing a MFP vs PR trace having applied the necessary range of constant pressure
values at the transmissive boundary plane. The characteristic obtained corresponds to
the experimental test condition for steady flow with the turbine operating at the 70%
equivalent design speed of 42 000 rev/min. Currently the model has been calibrated to
simulate turbine operation at this speed only; naturally it is intended eventually to cover
a range of turbine rotational speeds, which will require calibration against the relevant
steady flow mass flow characteristics.
Unsteady flow simulations The transmissive boundary is now used to reconstruct
the pressure profile recorded experimentally at the measurement plane for each of the test
frequencies; a cycle-averaged temperature of 329.51K is specified as the other required
primitive. Table 4.4 lists the main simulation control parameters for this set of tests. To
validate the faithful reproduction of the test rig by the computational domain, graphs
of static pressure and mass flow rate vs time are plotted for each of the experimental
test frequencies of 20, 40, 60, and 80Hz in Figs 4.26 and 4.27; two pulses are shown in
each figure. Furthermore, experimental and predicted MFP vs PR (swallowing capacity)
plots are also compared at 20, 40, 60, and 80Hz in Figs 4.28 and 4.29, as this is the
traditional way in which swallowing capacity data is presented. These test frequencies
are appropriate for the operating range of a diesel engine for a heavy goods vehicle —
the experimental test turbocharger is intended for this class of vehicle. For passenger
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Figure 4.25: Mass flow parameter (MFP) vs pressure ratio (PR) plot — steady
comparison at a turbine speed of 42 000 rev/min (Costall et al., 2006b).
Table 4.4: First-level turbine model unsteady flow tests — simulation control param-
eters.
Parameter Value
Simulation duration (s) 1
CFL/Courant number, ν 0.8
Compressibility Perfect air
Propagation method Wαβ
α 0.5
β 0.5
≡ Two-step Lax-Wendroff method
TVD 3
car applications, higher frequencies (∼100Hz) would be expected given the increase in
engine rotational speed.
The time histories in Figs 4.26 and 4.27 show the final two pulse cycles prior to the
end of the each simulation at 1 s. In all cases the transmissive boundary achieved a
match with the experimental pulse (to within a tolerance of 5% over 1000 sampling
points) after no more than five cycles, so the matching progress (like that recorded in
Fig. 4.21) is not seen here. Since the transmissive boundary is instructed to match the
experimental pressure profile, all of the pressure-time histories in Figs 4.26 and 4.27
show close agreement between experiment and the ONDAS prediction, as would be
expected. The correlation of the predicted mass flow histories with experiment, however,
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(a)
(b)
Figure 4.26: Experimental and 1D predicted pressure and mass flow profiles at
(a) 20Hz, (b) 40Hz (Costall et al., 2006b).
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(a)
(b)
Figure 4.27: Experimental and 1D predicted pressure and mass flow profiles at
(a) 60Hz, (b) 80Hz (Costall et al., 2006b).
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deteriorates with increasing frequency, though the main features are present in every
case. Note that, although a perfect match is not expected (since this is a basic model),
the frequency of the applied oscillation does affect model performance. In fact, the
1D mass flow profiles indicate that ONDAS predicts the presence of additional higher
frequency inertial components (especially at 60 and 80Hz, in Fig. 4.27) that do not exist
in the experimental data. Perhaps then the real situation affords a level of damping
which is not provided by the components used to assemble the first-level turbine model.
Swallowing capacity (mass flow parameter vs pressure ratio) traces will exacerbate the
differences between experiment and computation recorded by Figs 4.26 and 4.27, since
they plot these variables against one another. Although the main features of the ex-
perimental hysteresis curves are reproduced reasonably well by the 1D model, it should
be noted that the overall comparison is better at lower frequencies, e.g., at 20Hz in
Fig. 4.28 (a). It must be concluded that adjustments to the domain would have to be
made before a better correlation can be achieved, especially for the 60 and 80 Hz cases.
4.5.4 Second-level turbine model
The first-level turbine model is now developed to improve the realism of the representa-
tion of the turbine volute in 1D.
Computational domain Having matched length and volume in the first-level model,
emphasis is now placed on attaining a better match in flow area between the experiment
and the 1D interpretation. This is done by separating the volute into three sections,
as shown in Fig. 4.30; correspondingly it is represented in the 1D domain as three
pipes instead of the single straight pipe used before. Table 4.5 lists the main domain
parameters, while Fig. 4.31 shows the new domain as it appears in 1D.
ONDAS permits the three pipes to have a quadratically varying diameter, though in
the second-level model only Pipe [0] and Pipe [1] are so specified due to simulation con-
vergence problems with Pipe [2], which remains straight. Nevertheless the flow area is
matched at the centre and ends of both Pipe [0] and Pipe [1], giving rise to a volume
match between the 1D and experimental sections of 97.0% and 97.3%, respectively. The
exit pipe section, which accounts for the flow downstream of the rotor is now represented
by Pipe [3], which is similar to Pipe [1] in Fig. 4.23, except that its diameter has been
increased in order to join smoothly with Pipe [2].
Unsteady flow simulations The same set of tests as carried out for the first-level
model (refer to Tab. 4.4 for simulation control parameters) are now applied to the new
domain. It is unnecessary to show validation of the new model under steady flow as the
APL rotor boundary condition is simply re-calibrated for the new domain and generates
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(a)
(b)
Figure 4.28: Experimental and 1D predicted swallowing capacity traces at (a) 20Hz
and (b) 40Hz (Costall et al., 2006b).
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(a)
(b)
Figure 4.29: Experimental and 1D predicted swallowing capacity traces at (a) 60Hz
and (b) 80Hz (Costall et al., 2006b).
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(a) (b) (c)
Figure 4.30: Experimental volute sections — (a) inlet pipe, (b) volute inlet to tongue,
and (c) tongue to nominal rotor inlet.
Table 4.5: Second-level turbine model — domain specification.
Parameter Pipe [0] Pipe [1] Pipe [2] Pipe [3]
Dimensions
Physical length (mm) 315 165 220 100
Desired discretization length (mm) 10.0 10.0 10.0 10.0
Actual discretization length (mm) 9.84 9.71 10.0 10.0
Number of meshes 32 17 22 10
Left side diameter (mm) 57.2 68.1 57.1 57.1
Central diameter (mm) 57.2 61.5 57.1 57.1
Central location (mm) 113 88.1 110 50.0
Right side diameter (mm) 68.1 55.1 57.1 57.1
Coefficients
Friction multiplier 0.0 0.0 0.0 0.0
Heat transfer multiplier 0.0 0.0 0.0 0.0
Initial conditions
Pressure (bar) 1.0 1.0 1.0 1.0
Temperature (K) 300 300 300 300
Boundary conditions
Left-hand side Transmissive Sudden Sudden APL
Right-hand side Sudden Sudden APL Open
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Pipe [0] Pipe [1] Pipe [2] Pipe [3]
APL rotor 
boundary
Open end 
boundary
Sudden expansion/contraction
boundaries
Transmissive 
boundary
Station 1, 
measurement plane 
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Station 2, 
exit (p2)Volute inlet Tongue
Nominal 
rotor inlet
Figure 4.31: Second-level turbine model — computational domain.
the same steady state characteristic as that shown in Fig. 4.25. The predicted unsteady
mass flow characteristics are again compared against the corresponding experimental
data in Figs 4.32 and 4.33. Here the judgement should not be made solely on correlation
with the experimental result, but must also be based on a comparison of the results
from the first- and second-level domains, in relation to the experimental data. Hence
the author refers you back to Figs 4.28 and 4.29 so that the differences in the predicted
results at each frequency become apparent.
Comparing Fig. 4.28 (a) and Fig. 4.32 (a), a small improvement in correlation to the
experimental data can be obtained by using the newer model at 20Hz. There is better
agreement against the experimental trace at low pressure ratio (Fig. 4.32 (a), feature A)
compared to the first-level model, and despite the disparity shown by feature B in
Fig. 4.32 (a), the overall agreement at values of PR > 2 is also good. However, at
other frequencies it is less clear whether there is a noticeable improvement with the
second-level turbine. In the new results at 40Hz there is an improvement in correlation
against experiment for the first stage of the pulse as MFP rises against PR (Fig. 4.32 (b),
feature A), compared to the same region in the first-level results (Fig. 4.28 (b)). However,
as MFP falls at the end of the pulse (Fig. 4.32 (b), feature B), there is a larger disparity
compared to the simpler model. Overall there is perhaps a slight improvement with the
use of the new model at 40Hz. It is a similar situation at 60Hz (Fig. 4.33 (a)), with
better agreement during the earlier part of the pulse with the new model, but poorer
correlation towards the end. At 80Hz though (Fig. 4.33 (b)), the overall agreement has
improved with the use of the new model.
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(a)
(b)
Figure 4.32: Second-level turbine model — experimental and 1D predicted swallowing
capacity traces at (a) 20Hz and (b) 40Hz.
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(a)
(b)
Figure 4.33: Second-level turbine model — experimental and 1D predicted swallowing
capacity traces at (a) 60Hz and (b) 80Hz.
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4.5.5 Evaluation of the modelling approach
Advantages The clear benefit of the turbine modelling approach used in this section
is that the experimentally measured profiles can be reproduced at the turbine inlet
without resorting to a full and more complicated model of the test rig. Even if such a
model were available, it is not guaranteed to provide the same degree of pressure profile
matching that can be achieved using the ONDAS transmissive boundary. This may also
prove useful for separate 3D CFD simulations that incorporate a transmissive boundary
condition (e.g., Palfreyman, 2004; Costall et al., 2005). Since such cases are often very
expensive to run in terms of computational time, it is often not possible to carry out a
full matching procedure as only a handful of pulse cycles will generally be carried out.
This problem can be bypassed by using the quicker 1D simulation to generate a much
closer approximation to the pressure profile that should be applied in the 3D case; this
in turn will allow for faster 3D simulations or ones which can run for more cycles in the
same amount of time, since less will be spent attempting to match the required pressure
pulse signal.
Disadvantages Using the transmissive boundary to predict the unsteady swallowing
capacity in this way currently relies upon having the experimental data available —
primitive variable profiles for each desired test frequency will be required in order for this
boundary to carry out its matching procedure. Therefore the test cases serve just to show
that the first-level computational domain provides a good starting point for an unsteady
turbine model. In order to be able to simulate turbine operation at frequencies other
than those already tested experimentally, one option is to extend the domain to represent
the entire test stand. If this more complex model could still reproduce the experimental
results, one could be confident that it would be accurate at other frequencies since the
main parameter would be the pulse generator timing, rather than the experimentally
measured pressure and mass flow profiles, which are frequency dependent.
Although this seems a plausible step to take, it could be avoided altogether. The ultimate
aim for any turbine stage model would be its application to a real engine configuration,
and not just a test stand. Since the main objective of 1D wave action codes like ONDAS
is to model complete engine systems anyway, the unsteady flow data at the turbine entry
is certainly obtainable, albeit from a computational rather than an experimental source.
The option is then to either attach the turbine model directly onto the engine manifold
domain and run a complete engine-turbocharger simulation (as would normally be done;
see §6.2 for some example tests), or to use the transmissive boundary to match upon
separately recorded realistic engine pressure pulses. The latter approach has the advan-
tage that it precludes simulation of the engine block and exhaust manifold domain thus
shortening computation times, though an allowance must be made for the transmissive
boundary matching procedure to be fulfilled before meaningful results can be gleaned.
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Either way, use of the first- or second-level turbine model is advantageous because they
have been validated (admittedly with varying success) against unsteady experimental
data, in contrast to traditional quasi-steady techniques founded on steady state tests.
The first- and second-level turbine models Since there is a varying level of agree-
ment between the predicted and experimental hysteresis plots at the four pulse frequen-
cies for which experimental data is available, modelling a turbine stage using either the
first- or second-level domain is an accurate method for predicting turbine swallowing
capacity only below a certain frequency. In both cases, the 20Hz comparison shows
good agreement but this declines for frequencies upwards of 40Hz. Although there is
perhaps a marginal improvement with the second-level domain, its ability to predict the
unsteady mass flow characteristic still deteriorates with pulse frequency and its compe-
tence remains questionable at the highest two frequencies tested.
Both versions of the model permit the turbine to operate away from the steady state
characteristic and provide reasonable unsteady mass flow prediction, but the first-level
domain is easier to specify, without the need for detailed geometrical data (requiring only
a length and a volume). Moreover, the numerous alterations made to accommodate a
more realistic geometry for the second-level turbine have not resulted in an associated
improvement in accuracy. Identifying a preferred model for future use then, the first-
level turbine model has the most immediate impact. In the next chapter (from §5.4
onwards) it forms the basis of the unsteady tests carried out to establish an appropriate
means of quantifying the unsteadiness levels observed at the turbine inlet.
Chapter 5
Unsteady Modes
   
 
Pulsating flow due to 
exhaust valve operation
Frequency = 
(engine speed [rev/min]
 /60)
*(no. of cylinders per 
   turbine entry)
*(2/cycle)
e.g., 4-stroke, medium speed 
diesel engine running at 
750 rev/min, using a 3-pulse 
turbocharging system
=> 18.75 Hz
Volute tongue blade-
passing frequency
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(rotor speed [rev/min]
 /60)
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e.g., 12-bladed rotor rotating 
at 42 000 rev/min
=> 8.4 kHz
Transients due to engine 
demand
• gradual change in pulse 
frequency
• turbine geometry (if VGT)
• thermal behaviour due to 
heat transfer across 
turbocharger
• ~ 1 − 5 seconds
 
Turbocharger turbine unsteady effects
Increasing frequency
TurbomachineryOn-engine Engine-turbocharger
High frequencies
~ 10 3 − 10 4 Hz
Moderate frequencies
~ 10 1 − 10 2 Hz
Low frequencies
~ 10 -1 − 10 0 Hz
Figure 5.1: The main levels of unsteadiness observed in turbocharged engine systems.
Fluid flow through a turbocharged IC engine is nominally unsteady. This description,
however, covers a wide range of oscillation frequencies, not all of which will be relevant
to this project, and which can be interpreted differently depending on the circumstances.
Figure 5.1 separates unsteady features into three distinct levels, with particular emphasis
of those affecting or related to the turbocharger turbine.
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At the on-engine level (left-hand side of Fig. 5.1), unsteady effects due to what are often
termed engine transients can be categorized, e.g., the cyclic unsteadiness due to changes
in engine demand, the consequent change in manifold flow, and the rack (vane angle)
setting in a variable geometry turbine, where applicable.
In the so-called ‘turbomachinery’ category (right-hand side of Fig. 5.1), unsteady fea-
tures such as the effect of the blade passing the volute tongue can be classified — this
produces the highest frequencies. For example, the 3D CFD modelling of a turbine stage
in Costall et al. (2005) highlights this high frequency effect, which can be seen as small
perturbations superposed on the pressure and velocity pulse cycle traces. In that work a
twelve-bladed mixed-flow turbine rotor from a turbocharger suitable for a heavy goods
vehicle, rotating at a 50% equivalent design speed of 29 403 rev/min, was simulated.
This translates to a blade-passing frequency of ∼5880Hz. Due to equivalency consider-
ations, the rotational speed used therein1 is lower than for a real engine application, so
the actual frequency realized by this turbine during its intended operation will be even
higher. Furthermore, turbochargers for passenger car applications rotate at considerably
higher speeds; very small types operate at up to 300 000 rev/min (Baines, 2005) — so a
blade-passing frequency of the order of 60 kHz is not an unrealistic upper range.
The most relevant grouping to the present work though is that shown in the centre
of Fig. 5.1. This classification is labelled ‘engine-turbocharger’ since it concerns the
interdependent influence of unsteady flow in the exhaust manifold on the turbocharger
turbine, which stems from the reciprocating nature of the IC engine — the pulsating flow
due to opening and closing of the valves, and the interaction between different cylinder
branches.
5.1 Measuring unsteadiness in fluid systems
A variety of parameters can be used to quantify the effects of unsteady flow in fluid
systems; one such example is the dimensionless parameter known as the Strouhal num-
ber, St. Used to describe oscillating flow mechanisms, Eq. 5.1 gives the definition by
Vincenc Strouhal (e.g., Douglas et al., 2005). In the standard application, f denotes
the vortex shedding frequency, i.e., the frequency of the Karman vortex sheet generated
by a cylinder in cross-flow, L is the characteristic length of the flow (e.g., a hydraulic
diameter), and v is the fluid velocity (upstream of the cylinder).
St =
fL
v
(5.1)
1Calculated so that comparisons can be made against experimental data recorded on a cold-flow test
rig.
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The reciprocal of Eq. 5.1 is used as the expression for the measurement of unsteady
effects in Landau and Lifshitz (1993), while f in Eq. 5.1 is supplanted with the angular
frequency ω = 2pif in Greitzer et al. (2004) to give Eq. 5.2, which is referred to as β,
the reduced frequency.
β =
ωL
v
(5.2)
A criterion based on the reduced frequency is also provided in Greitzer et al. (2004) for
judging the importance of unsteadiness in a flow situation, in which the unsteady effects
take a sinusoidal form, as
β  1 : unsteady effects small;
β  1 : unsteady effects dominant; (5.3)
β u 1 : both steady and unsteady effects important.
Equation 5.3 suggests that unsteady effects become important once the reduced fre-
quency rises above a transitional value of the order of unity, i.e., the time scale of the
oscillation or unsteadiness is comparable to that of flow propagation. An example appli-
cation of the reduced frequency as a measure of unsteadiness is given by Hu and Lawless
(2001), who calculate that a turbocharged six-cylinder engine running at 2000 rev/min
generates a value of β u 2.5 at the turbine inlet, and therefore unsteady effects are
expected to have a noticeable impact on turbine performance. The reduced frequency
differs from the definition of the Strouhal number only in the inclusion of the factor 2pi
in the numerator. This indicates a corresponding value of β u 12pi u 0.16 as the point
at which unsteady and convective accelerations contribute approximately equal parts to
the spatial static pressure variation.
Modified definitions of the Strouhal number are used by Szymko et al. (2005) to quantify
the effect of unsteady flow in an investigation into the behaviour of an automotive
turbocharger mixed flow turbine under pulsating flow conditions. The tests were carried
out on a dedicated test stand permitting a fully unsteady flow at the turbine inlet and
fast data acquisition of the required flow variables. The first of the two modifications
introduces a pulse correction factor of 12φ , where φ expresses the pulse length as a
fraction of the wavelength. This aims to compensate for the non-sinusoidal nature
of the experimental pulse shape, which purposely replicates that generated by an IC
engine. This gives rise to the ‘modified’ (Szymko et al., 2005; Costall et al., 2006b) or
‘normalized’ (Szymko, 2006) Strouhal number, mSt or St∗ respectively, viz.,
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mSt ≡ St∗ = fL
v
· 1
2φ
(5.4)
A similar parameter can be defined whereby the speed of sound, a, is set as the char-
acteristic propagation velocity to give an ‘acoustic normalized’ Strouhal number, aSt or
St∗(a) (Szymko, 2006), which is equivalent to multiplying St∗ by the Mach number, viz.,
aSt ≡ St∗(a) = St∗M = fL
a
· 1
2φ
(5.5)
Such a parameter has also been employed to measure the importance of pressure wave
propagation in centrifugal compressors by Fatsis et al. (1997) and Engeda et al. (2003),
the latter using a sound speed based on an average static temperature in the impeller
passage.
A further modification leads to a different criterion termed the ‘pressure-modified’
(Szymko et al., 2005; Costall et al., 2006b) or ‘pressure wave normalized’ (Szymko,
2006) Strouhal number, pmSt or St∗(p) respectively. This uses the velocity of pressure
wave propagation as the characteristic velocity, i.e., v+ a. Again, it can be obtained by
a suitable Mach number scaling of St∗ as
pmSt ≡ St∗(p) = St∗ M
M + 1
=
fL
v + a
· 1
2φ
(5.6)
Applying these definitions, it was found in Szymko et al. (2005) that at St∗(p) u 0.1
the unsteady flow effects start influencing the efficiency curve of the turbine. Indeed, by
20Hz (St∗ = 0.25) the unsteady effects are significant. Utilizing some example values
of the relevant flow parameters for a pulse frequency of 20Hz and a length scale of
1.45m, and the expression for the reduced frequency in Eq. 5.2, one estimates β u 3.
Considering Eq. 5.3, this value suggests that the unsteady effects have already gained
importance at this frequency level.
5.2 Unsteady effects in exhaust manifolds of turbocharged
multi-cylinder IC engines
The results given in Szymko et al. (2005) were generated using a dedicated test facility
that is independent of any particular IC engine configuration, and so the transitional val-
ues of the different parameters discussed therein are relayed in terms of pulse frequency
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rather than engine speed. A logical step to take would therefore be to investigate the
relevance and determine an appropriate range of the discussed dimensionless criteria
for assessing unsteady effects in typical turbocharging applications involving pulsed op-
eration, such as multi-cylinder four-stroke diesel engines. To assess the ability of the
dimensionless parameters put forward in §5.1 to quantify unsteadiness levels under dif-
ferent circumstances, both small (passenger car) and large (e.g., stationary power plant)
turbocharged diesel engine configurations have been considered, and for different num-
bers of cylinders within both categories.
5.2.1 Appropriate selection of the constituent variables
In terms of a complete engine exhaust system, the most important variables regarding
the dimensionless parameters St and β are the channel length and pulse frequency. Note
that in the general case the length of the channels connecting the exhaust valve of each
cylinder to the turbine entry will differ between cylinders; at a simplified level, groups of
cylinders may be considered to have approximately the same channel lengths. This will
of course depend on the arrangement of the turbocharger on the engine (e.g., situated in
the center of the cylinder block or at one of its ends) and the pulse pattern employed. For
example, a common design approach is to group together cylinders that feed individual
turbine entries in the case of twin- or multiple-entry turbochargers; this topic is further
discussed in Winterbone and Pearson (2000). In such cases, the pulse frequency and
duty cycle will be a function of both the spatial arrangements and the cylinder firing
order.
Essentially the exhaust pulse duty cycle is determined by the length of the exhaust valve
open phase, the typical value of which in modern medium-speed diesel engines is larger
than 250◦CA, or roughly 35% of the engine cycle. Assuming three-pulse turbocharging
and a symmetrical firing order, pulse overlap is inevitable at all three cylinders feeding
their common turbine entry, i.e., the pulse duty cycle (φ) of the individual pressure waves
exceeds the period length of the fundamental pulsation frequency. The pulse pattern at
the turbine entry will of course be periodic, but the resultant waveform is due to the
nonlinear superposition of the direct and reflected waves, featuring prominent, fast-rising
peaks and much slower decays, which nevertheless may be thought of as having both
positive and negative parts about a suitably defined mean pressure value. Thus, there
may be a case for not using the pulse correction factor φ in a Strouhal number definition
applicable to typical pulse-charged diesel applications with two or more cylinders per
turbine entry; hence calculations of St∗ and St∗(p) values have not been made. However
the use of the modified Strouhal number, i.e., where the pulse correction factor is taken
into account, is appropriate for situations where the pulse length clearly only exists over
a fraction of the periodic wavelength, as it does in Szymko et al. (2005).
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Table 5.1: General data for the estimation of Strouhal number and reduced frequency.
Small category — passenger car diesel engine.
Engine 4-cylinder 4-cyl., 2-pulse 6-cyl., 3-pulse 8-cyl., 2-pulse
Speed range 1000–5000 1000–5000 1000–5000 1000–5000
(rev/min)
Speed range 16.7–83.3 16.7–83.3 16.7–83.3 16.7–83.3
(rev/s)
Cylinder specific 12–67 12–67 12–67 12–67
power range (kW/l)
Frequency range at 33.3–167 16.7–83.3 25–125 16.7–83.3
turbine inlet (Hz)
Pipe length 0.25–0.40 0.25–0.40 0.25–0.50 0.25–0.60
range (m)
Mean flow velocity at 80–200 80–200 80–200 80–200
turbine inlet (m/s)
Range of St 0.10–0.33 0.05–0.17 0.08–0.31 0.05–0.25
Range of β 0.65–2.09 0.33–1.05 0.49–1.96 0.33–1.57
The characteristic length has to describe the geometric properties of the investigated
component (e.g., length of pipe, volute, blade passage etc.). In Szymko et al. (2005), the
investigation of the pipe system ‘pulse generator to rotor’ was naturally based on the
test rig conditions; in that work the characteristic length was 1.45m. It is interesting to
see the characteristic length which is valid for realized exhaust systems of turbocharged
reciprocating engines. The length most appropriate when describing the situation in
the exhaust manifold of an internal combustion engine is that between the exhaust
valve of the cylinder and the flange of the inlet of the turbocharger turbine housing.
In the following discussion a distinction is made between (small) passenger car diesel
engines and larger pulse-charged four-stroke diesel engines as used for propulsion or
genset operation in ocean-going vessels, and for stationary power plant applications.
5.2.2 Example engine configuration data
Small category Table 5.1 gives an overview of the situation for the passenger car
four-stroke diesel engine category; the speed of this example engine varies between 1000–
5000 rev/min, approximately. Certainly the number of cylinders (or more specifically
the number of cylinders per turbine entry) influences the frequency range seen at the
turbine inlet. A three cylinder per entry (or three-pulse) system represents the best
configuration for pulse turbocharging (Baines, 2005) — fewer than this number generates
an exhaust pressure profile containing significant periods when there is little available
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Table 5.2: General data for the estimation of Strouhal number and reduced frequency.
Large category — medium-speed diesel engine.
Engine 6-cyl., 3-pulse 8-cyl., 2-pulse 9-cyl., 3-pulse 9-cyl., SPS
Speed range 350–750 350–750 350–750 750
(rev/min)
Speed range 5.8–12.5 5.8–12.5 5.8–12.5 12.5
(rev/s)
Cylinder specific
1.6–15.5 1.6–15.5 1.6–15.5 3.4–16.2
power range (kW/l)
Frequency range at
8.7–18.8 5.8–12.5 8.7–18.8 37.5
turbine inlet (Hz)
Pipe length 1.4–3.9 1.4–5.2 1.4–5.8 1.4–5.8
range (m)
Mean flow velocity at
64–139 85–185 64–139 40–60
turbine inlet (m/s)
Range of St 0.19–0.53 0.10–0.35 0.19–0.78 0.88–5.44
Range of β 1.19–3.33 0.63–2.2 0.55–4.9 5.53–34.2
energy, causing the turbine to windmill. More than three cylinders introduces too much
overlap between pulses and can inhibit scavenging. Hence six cylinders are typically
connected as two groups of three, usually to a twin-entry turbine; this arrangement is
considered in the third data column of Tab. 5.1. Situations where the cylinders cannot
be connected as groups of three require a compromise. For example, to avoid scavenging
problems in a four- or eight-cylinder engine, the cylinders are connected in pairs (i.e., a
two-pulse system) rather than using a common manifold; this is described in the second
and fourth data columns of Tab. 5.1. When there are cost and space limitations however,
particularly in the passenger car market, a common manifold may still be employed for
a four-cylinder engine (corresponding to the first data column in Tab. 5.1).
The given lengths in Tab. 5.1 are representative rather than absolute true values and
will vary depending on the realized exhaust system, the chosen cylinder configuration,
and positioning of the turbocharger. Compactness is one of the major considerations
in exhaust manifold design (e.g., Heuer et al., 2005) due to limited vehicle under-hood
space and the desired engine response which a small volume between exhaust valve and
turbocharger inlet provides. The value of mean gas velocity depends on the engine
properties (mass flow and power) and the actual dimensions (e.g., pipe diameters) of
the realized exhaust system. Again, the tabulated values are representative and give
an overview of the unsteady gas phenomena of exhaust manifold systems. The range
of pipe lengths and frequency at the turbine inlet determine the Strouhal number. A
strong variation is visible, which suggests unsteady effects are of varying importance.
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Figure 5.2: Bergen B32:40L9P marine propulsion diesel (Rolls-Royce plc, 2002).
Large category Referring now to typical four-stroke, medium-speed diesel engines
(up to 750 rev/min — e.g., in marine and stationary power plant applications), the
main differences, apart from size, lie in the much narrower speed variation over the
load range (as shown in Tab. 5.2) and frequent use of multiple inlet turbochargers. In
the case of the so-called propeller operating line, a typical medium-speed engine would
exhibit a speed variation of ∼1:2 for a load variation of 10:100% (refer to the range of
speed and specific power in the first three data columns of Tab. 5.2), whereas a similarly
sized engine in a power generating application runs with constant speed over the entire
admissible load range (the final column in Tab. 5.2). The parameters used to judge the
unsteadiness of gas flow in the exhaust system vary in the former case on account of
both the pulse frequency and gas velocity variation, whereas in the latter application it
is dependent on the gas velocity alone.
Regarding the arrangement of the exhaust systems used in medium-speed engine tur-
bocharging, configurations range from various multi-pulse formations in which groups
of cylinders feed separate entries of the same turbine (e.g., the first, second, and third
data columns of Tab. 5.2 refer to two- and three-pulse per turbine entry systems), to the
so-called single pipe exhaust system (SPS), whereby all cylinders discharge into a com-
mon exhaust line (represented in the last column in Tab. 5.2). The Bergen B32:40L9P in
Fig. 5.2 is an example of the former — a nine-cylinder marine propulsion diesel operating
a three-pulse turbocharging system (Nerheim and Niven, 2006). This engine thus falls
into the third data column of Tab. 5.2, where the specific power of 15.5 kW/l is based
on the maximum continuous output per cylinder of 500 kW at 750 rev/min and 24.9 bar
BMEP, and a cylinder swept volume of 32.2 litres (Rolls-Royce plc, 2002). An example
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Figure 5.3: MaK 8M25 marine genset diesel (Caterpillar Marine Power Systems,
2006).
of the SPS type is the MaK M25 marine diesel genset (Fig. 5.3 shows an eight-cylinder
version), which falls into the final column of Tab. 5.2. This a four-stroke, non-reversible,
turbocharged and intercooled diesel engine with direct fuel injection. The specific power
of 16.2 kW/l recorded in the table is based on the maximum continuous output per
cylinder at 750 rev/min and 25.8 bar BMEP of 330 kW, and a cylinder swept volume
of 20.4 litres (Caterpillar Marine Power Systems, 2006). While the pulse pattern in a
typical multi-pulse system corresponds to the period length divided by the number of
cylinders in the group, SPS systems exhibit frequencies that do not necessarily follow
this simple relationship. Several turbocharging configurations are subsequently dealt
with in order to gain insight into the gas dynamic phenomena involved and to obtain
information for turbine simulation on a pulsating flow test stand.
5.2.3 Example engine pressure predictions
Referring to the first data column of Tab. 5.2, a three-pulse system realized on a pro-
duction six-cylinder medium-speed engine is now analysed, demonstrating an optimal
situation for this type of turbocharging. By virtue of the engine period length being
exactly divisible by the (even) number of cylinders, a configuration is possible with a
constant angular distance of 240◦CA between the individual exhaust pulses in each of
the two cylinder groups feeding each turbine inlet. The individual exhaust pipes are
connected by two junctions to an end pipe feeding the relevant turbine entry.
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(a)
(b)
Figure 5.4: Six-cylinder medium-speed diesel engine — predicted static pressures
over one complete engine cycle, at (a) exhaust valves of cylinders 1–3 and (b) turbine
entry #1 (Costall et al., 2006b).
Shown in Fig. 5.4 (a) are pressure traces for this engine calculated at its nominal power
and speed by the ABB turbocharging wave action simulation software used in Costall
et al. (2006b), at the respective exhaust valves of cylinders 1, 2, and 3, constituting
the first group. In the enumeration scheme employed, cylinder 1 is the most distant in
relation to the turbine entry (pipe length of 3.87m). The plot in Fig. 5.4 (b) displays the
pressure trace at turbine inlet #1, resulting from the combined pulses of the individual
cylinders. The plots shown in Fig. 5.5 refer to the cylinder group feeding the second
turbine inlet. This group encompasses cylinders 4, 5, and 6, the last having the least
distance to the turbine (pipe length of 1.44m). Computed at the same operating point,
the pressure traces display a similar character to those shown in Fig. 5.4, in terms of
pulse amplitude and, to a limited extent, the pulse shape recorded at the respective
turbine inlets.
An important observation can be made on the basis of these plots, namely that the
pressure traces at the individual cylinders’ exhausts are not solely due to the effect of
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(a)
(b)
Figure 5.5: Six-cylinder medium-speed diesel engine — predicted static pressures
over one complete engine cycle, at (a) exhaust valves of cylinders 4–6 and (b) turbine
entry #2 (Costall et al., 2006b).
the corresponding valve action, e.g., cylinder 1 commencing discharge at a crank angle of
125◦CA in Fig. 5.4 (a); the two further peaks on the same pressure trace (as indeed are
the extra peaks on the two other traces) are the effect of the gas dynamics in the other
two manifold branches, brought about by the exhaust mass pulses. This complex picture
is the outcome of the gas dynamic processes taking place in all three exhaust manifold
branches, involving wave reflections and superpositions, as well as flow processes at a
boundary with varying properties (the turbine). However, the pressure waveforms at
the turbine entry seem devoid of the high frequency pulsations apparent in the branch
pressure traces, as if passed through a low-pass filter. Modulation of this type has been
confirmed by measurements (Bulaty and Niessner, 1985), and the resultant pressure
waveforms can be qualitatively replicated by a test stand intended for turbine testing.
The flow conditions leading thereto can be arrived at by using simulation tools such as
that applied in Costall et al. (2006b) to produce the plots shown.
The plots presented in Fig. 5.6 and Fig. 5.7 refer to the same engine and turbocharger,
but were computed at an operating point characterized by 30% power and 67% rated
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(a)
(b)
Figure 5.6: Six-cylinder medium-speed diesel engine — predicted static pressures
over one complete engine cycle, at (a) exhaust valves of cylinders 1–3 and (b) turbine
entry #1, computed at 30% power and 67% rated speed (Costall et al., 2006b).
speed. They show the same waveforms as those shown previously, though the lower peak
pressures reflect the reduced power.
5.2.4 Dimensionless parameter values
The second data column of Tab. 5.2 refers to an eight-cylinder engine, turbocharged by
four two-pulse groups feeding four turbine inlets. The cylinder closest to the turbine
(#8) yields a somewhat lower value of the reduced frequency, which also holds for the
configurations in the neighbouring columns. This value should not lead one to the
conclusion that the relevant part of the system is quasi-steady, rather than unsteady.
This pipe is part of an unsteady flow group, which inherently makes it unsteady also.
The last column in Tab. 5.2 contains data pertaining to a nine-cylinder SPS application,
simulated along the so-called generator line, i.e., at constant speed, synchronous with
the mains frequency (e.g., a constant 750 rev/min driving a four-pole generator gives
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(a)
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Figure 5.7: Six-cylinder medium-speed diesel engine — predicted static pressures
over one complete engine cycle, at (a) exhaust valves of cylinders 4–6 and (b) turbine
entry #2, computed at 30% power and 67% rated speed (Costall et al., 2006b).
the required 50Hz mains frequency2). The turbine inlet sees a single frequency in the
entire operating range; the quantity varying with the load is solely the gas velocity. The
pulsation frequency resulting from the simulation, and confirmed by measurements, is
37.5Hz, which in terms of frequency is equivalent to a six-cylinder engine, single turbine
inlet configuration. This frequency is the result of the firing order and the manifold gas
dynamics; the dimensionless numbers given in the table place this application firmly into
the unsteady flow class. Having said that, it should be noted that the pressure pulses
in an SPS exhaust manifold configuration, which is by no means a constant pressure
turbocharging system, fluctuate less than in pulse-turbocharged systems which do not
collect each cylinder’s exhaust flow into a single common branch.
Moving from Tab. 5.1 to Tab. 5.2, it can be noticed that despite pulse frequency de-
creasing as engine size increases, a similar range of parameter values may be obtained in
2In most parts of the Americas, the mains frequency is 60Hz; the same medium-speed engine would
then run a little slower at 720 rev/min against a five-pole generator. In most parts of the rest of the
world 50Hz is the utility (AC) frequency.
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both size categories because the characteristic flow length (i.e., the channel length) will
be longer compared to the smaller engine class. For example, the configurations in the
first column of Tab. 5.1, for a four-cylinder passenger car engine, and the second column
of Tab. 5.2, for a eight-cylinder medium-speed diesel, give rise to a similar level of un-
steadiness in terms of the Strouhal number and reduced frequency. This demonstrates
their illustrative ability across a range of applications.
Having evaluated the on-engine situation of unsteadiness, the next sections briefly revisit
the effect of unsteadiness on test stand operation established in Szymko et al. (2005).
5.3 Unsteady modes in experimental data
In order to anticipate the onset of unsteadiness in an exhaust manifold-turbocharger
turbine system, the work carried out in Szymko et al. (2005) demonstrated the potential
of the normalized Strouhal number (St∗) and pressure wave normalized Strouhal number
(St∗(p)) as predictive parameters. A value of 0.1 for both numbers was chosen in that
work as the limit below which steady flow could be reasonably expected.
There are three main modes of operation regarding the swallowing capacity trace as
pulse frequency rises. In the first, when the frequency of oscillation is low, the resulting
plot is equivalent to that for steady state conditions: the rise in pressure is slow enough
that the mass flow is able to follow without significant inertial delay. An example mass
flow characteristic that would fall into this regime would lie along or very close to the
steady curve shown in Figs 4.16 and 4.17.
The second mode describes the situation where the rise in pressure is fast enough that
the volume is not filled at the same rate; here the MFP vs PR traces will begin to exhibit
the hysteresis between pressure and mass flow. Figure 4.16 shows examples of this effect
in the experimental data recorded at 20 and 40Hz. The level of unsteadiness here can be
gauged by considering the values of St∗ and St∗(p) in Tab. 5.3, in which the length scale
of interest is 0.7m, that for the distance between the measurement plane and the rotor
inlet, and where φ = 13 , characteristic of the experimental pulse generator. Applying the
stated steady limit of 0.1 implies that unsteady effects for flow propagation are already
important at 20Hz (St∗ = 0.25), though not so for the pressure wave (St∗(p) = 0.048).
However at 40Hz (St∗(p) = 0.096) it would seem that the pressure wave is on the upper
limit of steadiness.
A third mode describes the situation where the filling-and-emptying of the relevant
volume is affected both by the gas velocity and pressure waves. Considering Tab. 5.3
again suggests unsteady effects are present at both 60Hz and 80Hz, since St∗ and
St∗(p) values are greater than 0.1. Comparing Figs 4.16 and 4.17, it can be seen that
the steady state data is no longer encapsulated by the unsteady hysteresis at the highest
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Table 5.3: Strouhal number, reduced frequency, normalized Strouhal number and
pressure wave normalized Strouhal number values calculated for the experimental pulse
frequency range of 20–80Hz, length scale of 0.7m, φ = 13 . Data reproduced from
Szymko et al. (2005).
Pulse frequency (Hz) St β St∗ St∗(p)
20 0.17 1.0 0.25 0.048
40 0.31 2.0 0.47 0.096
60 0.43 2.7 0.65 0.14
80 0.59 3.7 0.88 0.19
two frequencies, whereas the 20Hz loop (Fig. 4.16 (a)) contains almost the entire steady
data set.
Due to the fixed nature of the experimental test stand used in Szymko et al. (2005),
and although data was recorded for pulses generated at 20, 40, 60, and 80Hz, it was
not possible to distinguish whether the St∗ and St∗(p) parameters were responsible for
separate effects in the resulting hysteresis curves of turbine performance. It is therefore
suggested to examine this computationally using the first-level turbine model already
developed in §4.5.3.
5.4 First-level turbine model: unsteadiness predictions
This section considers unsteadiness levels generated during testing of the first-level tur-
bine model (§4.5.3). Note that the set of experimental pressure profiles reproduced
therein by the transmissive boundary were generated by the test stand pulse generator;
its counter-rotating plates open for 120◦ per revolution, giving rise to a pulse length
fraction of 13 — hence the later calculations of St
∗ and St∗(p) are based on this value
for φ.
Values for the different measures of unsteadiness pertaining to these simulations were
calculated after each individual test at the four different frequencies. The length scale
concerned is that represented by Pipe [0] in the domain shown in Fig. 4.23, that between
the measurement plane and the nominal rotor inlet. Computational data was recorded at
eleven separate locations along this pipe in order to provide information relating to the
fluid and pressure wave velocities experienced by the flow leading up to the rotor inlet.
The velocities at each location are averaged with respect to time over a complete pulse
cycle; the average is taken again, this time over the eleven measuring locations along
the pipe, to give the mean values shown in Tab. 5.4. As one would expect, the mean
values of flow and pressure wave velocities are in accordance with the ranges recorded in
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Table 5.4: Pulse-averaged unsteadiness parameters recorded in 1D simulations for
pulse frequency range of 20–80Hz, length scale of 0.7m, φ = 13 . Values are averaged
across eleven domain measurement locations and correspond to the fifth pulse cycle
(Costall et al., 2006b).
Pulse Flow Pressure wave
St β St∗ St∗(p)frequency velocity, velocity,
(Hz) v (m/s) v + a (m/s)
20 84.5 441.7 0.166 1.04 0.249 0.0476
40 89.7 446.4 0.312 1.96 0.468 0.0941
60 92.5 448.8 0.454 2.85 0.681 0.140
80 94.0 450.3 0.596 3.74 0.894 0.187
the corresponding experimental work (Szymko et al., 2005), viz., 60–140m/s and 400–
450m/s respectively, while values of St∗ and St∗(p) compare well to the experimental
data shown in Tab. 5.3.
5.5 The applicability of dimensionless criteria
Having confirmed the ability of the 1D model to replicate unsteady effects through
comparison with experiment, simulations will now be run over a wider range of test
frequencies. The purpose here is to investigate the effect of unsteadiness in enough
detail to discover whether it is reasonable to suggest steady/unsteady limiting criteria
based on the dimensionless parameters discussed so far, and if it is, their associated
values. Ideally the model would continue to be run to replicate test stand conditions,
but since this model requires experimental data beforehand (which is only available for
20, 40, 60, and 80Hz), it was decided to create the new set of data based upon sinusoidal
input; the computational domain, however, remains that shown in Fig. 4.23.
The transmissive boundary condition is set up such that a sinusoidally varying pressure
pulse is recorded at the boundary plane, oscillating between set pressure limits and at
a frequency specified by the user — making use of the additional features afforded by
this bespoke boundary condition (as described in §4.5.1). Some examples of possible
pressure waveforms are given in Fig. 5.8. Although this shows the pressure profiles for
two different values of φ, this parameter will initially be set equal to unity, with the
range of unsteadiness achieved through variation of the wave frequency. Cases are run
for test frequencies of 1, 2, 5, 10, 20, 30, 40, 50, and 60Hz; the same averaging procedure
as before is used to obtain the data shown in Tab. 5.5.
Figure 5.9 shows the swallowing capacity traces for a selection of the frequencies listed
in Tab. 5.5 (steady, 2, 10, 20, 30, 40, 50, and 60 Hz); this shows the envelope of the
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Figure 5.8: Example sinusoidal pressure waveforms at the transmissive boundary
plane (Costall et al., 2006b).
Table 5.5: Pulse-averaged unsteadiness parameters recorded in 1D simulations for
sinusoidal pulse frequency range of 1–60Hz, length scale of 0.7m, φ = 1. Values are
averaged across eleven domain measurement locations and correspond to the fifth pulse
cycle (Costall et al., 2006b).
Pulse Flow Pressure wave
St β St∗ St∗(p)frequency velocity, velocity,
(Hz) v (m/s) v + a (m/s)
1 96.2 446.2 0.00729 0.0458 0.00364 0.000785
2 96.0 446.1 0.0146 0.0917 0.00730 0.00157
5 96.1 446.0 0.0365 0.229 0.0182 0.00392
10 96.1 445.8 0.0729 0.458 0.0364 0.00785
20 96.2 445.3 0.146 0.915 0.0728 0.0157
30 96.0 444.3 0.219 1.38 0.109 0.0236
40 95.6 442.7 0.293 1.84 0.147 0.0316
50 95.0 440.3 0.369 2.32 0.185 0.0397
60 94.3 437.6 0.446 2.81 0.223 0.0480
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Figure 5.9: Swallowing capacity traces for steady flow, and unsteady test frequencies
of 2, 10, 20, 30, 40, and 60Hz. φ = 1 in all cases (Costall et al., 2006b).
Table 5.6: Calculated overall slope of instantaneous swallowing capacity traces across
the tested frequency range (Costall et al., 2006b).
Pulse frequency (Hz) Slope
Steady 2.724
2 2.726
10 2.752
20 2.906
30 3.185
40 3.639
50 4.235
60 4.860
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Figure 5.10: Swallowing capacity traces for steady flow, and unsteady test frequencies
of 1, 2, 5, 10, and 20Hz. φ = 13 in all cases (Costall et al., 2006b).
MFP-PR hysteresis enlarging with increasing frequency, and the loop tilting counter-
clockwise. It can be seen that the slope increases with frequency; it is suggested that
the overall gradient of the trace can perhaps be used as a convenient way of identifying
departure from steady operation. To this end, the slope of each trace shown in Fig. 5.9
was calculated via a linear regression analysis — refer to Tab. 5.6.
The slopes corresponding to the steady characteristic, and the 2 and 10Hz unsteady
traces lie within a range of approximately 1%, yet by 20Hz the gradient has noticeably
increased. This could be interpreted as the mode of operation changing to an unsteady
one. Recall that existing guidance (Eq. 5.3) for the limit of steadiness suggests a value of
β u 1; referring to Tab. 5.5, this corresponds to a slope between those for 20 and 30Hz,
but much closer to that for the 20Hz trace.
The main difference between the definitions of St and β, and those for St∗ and St∗(p), is
the inclusion of the pulse duty factor φ. In order to confirm the effect described above
under a different input waveform, further 1D simulations have been carried out with
φ = 13 ; this will also test the effect upon the various dimensionless criteria. Tests are
run to generate unsteady swallowing capacity characteristics for 1, 2, 5, 10, and 20Hz in
addition to the steady one already available; these are shown in Fig. 5.10. The shape of
the 20Hz pressure waveform applied by the transmissive boundary with φ = 13 is shown
by the lighter trace in Fig. 5.8.
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Table 5.7: Calculated overall slope and deviation of slope from the steady case for
the two values of φ applied (Costall et al., 2006b).
Pulse frequency (Hz) Pulse duty cycle, φ Slope Deviation from steady (%)
Steady - 2.724 -
5.0
1
3
2.828 3.8
5.5 2.849 4.6
6.0 2.877 5.6
7.0 2.937 7.8
15
1
2.810 3.1
18 2.861 5.0
20 2.906 6.7
Table 5.8: Pulse-averaged unsteadiness parameters recorded in 1D simulations for
sinusoidal pulse frequency ranges of 5–7Hz (φ = 13 ), and 15–20Hz (φ = 1) — length
scale of 0.7m in all cases. Values are averaged across eleven domain measurement
locations and correspond to the fifth pulse cycle (Costall et al., 2006b).
Pulse frequency (Hz) Pulse duty cycle, φ St β St∗ St∗(p)
5.5 13 0.0876 0.550 0.131 0.0146
18 1 0.131 0.824 0.0655 0.0141
In order to compare data from the tests using different values of φ, one must be able
to judge quantitatively when the shift to a certain level of unsteadiness occurs. This
will now be set at the point where a particular trace demonstrates a 5% deviation in
gradient from the steady case. A further set of tests are now run to refine the level
of deviation seen, both for φ = 13 and φ = 1; Tab. 5.7 shows the transitional value is
obtained at approximately 5.5 and 18 Hz for the respective values of φ used. Considering
now the dimensionless numbers for each of these test frequencies, it can be seen in
Tab. 5.8 that the value of the pressure wave normalized Strouhal number compares
much the best between the two, with the other criteria changing significantly. This
analysis would therefore suggest that the pressure wave normalized Strouhal number is
the most appropriate parameter for anticipating the transition to a mode where unsteady
effects are noticeable. More specifically, one could set a limit of St∗(p) < 0.014 to ensure
a deviation from steady operation of less than 5%.
These simulations have demonstrated that, for the configuration tested here at least,
it is necessary to include φ when selecting the most appropriate parameter to measure
unsteadiness. However, the situation represented by the model is itself less applicable
to real engine applications. As described earlier in §5.2.1 it is usual to have a two-, or
more commonly a three-pulse per turbine entry configuration. Although a non-unity
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pulse duty cycle factor is conceivably applicable at each cylinder individually, since
each exhaust valve is open for ∼35% of the engine cycle (e.g., φ = 0.35), the actual
pressure profile recorded there is a superposition of the pressure wave emanating from
that particular valve and reflections from the remaining (closed) exhaust valves and
other manifold components. This leads to a more complex form than that used in the
prior sinusoidal unsteady tests, as demonstrated by Figs 5.4 (a) and 5.5 (a). Moreover,
the pressure pulse leaving each cylinder is extensively modified through interaction with
the manifold by the time it reaches the turbine.
It is then difficult to assign a particular value of φ since the resulting pulse shape at the
turbine entry does not have easily identifiable regions of pressure variation and constant
pressure, i.e., those which are exhibited by the artificial pulse shapes in Fig. 5.8. In
fact, typical engine pulses recorded at the turbine entry, e.g., Figs 5.4 (b) and 5.5 (b),
demonstrate a region of gradual pressure decline to a minimum value after the initial
spike. It could therefore be argued that the appropriate value of φ should be unity for
most engine situations.
Furthermore, the effect of pulse amplitude and shape has not yet been investigated with
this model. Capobianco and Gambarotta (1990) describe the influence of increasing
pulse amplitude as having a more important effect upon average unsteady parameters
than pulse frequency. Is it possible to define a suitable parameter for the transition to
unsteady operation that incorporates the effect of different pulse shapes and amplitudes
as well? The objective is now to develop a method of characterizing the non-uniform
shape of IC engine pulse waveforms — this is attempted in the following section.
5.6 Differentiating unsteady modes of operation
In common with the approach taken by some researchers (e.g., Chen and Winterbone,
1990; Chen et al., 1996; Winterbone and Pearson, 1998), the first-level turbine model
used in the present chapter has concentrated on applying a wave action treatment to
the volute domain. Baines et al. (1994) argue however that a wave action model is
excessive and that a finite volume treatment of the volute provides satisfactory results
when validated against their experimental data in Yeo and Baines (1990) and subsequent
work.
Although gas dynamic turbine models are very capable of predicting turbine perfor-
mance, they do rely on prior knowledge of the turbocharger geometry, which may not
necessarily be available. Furthermore, such advanced models may in fact be overkill
for the engine conditions being simulated, where a simpler approach would have proved
sufficient; this depends on the level of unsteadiness present in the exhaust flow. It is still
unclear how to judge when there is significant influence from unsteady effects to justify
the use of a fully specified wave action model.
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This has important consequences for the simulation of turbocharged internal combustion
engines using 1D software, where, to reiterate, it is common practice to model the
turbocharger turbine quasi-steadily. A step up in terms of model credibility would be
to use a filling-and-emptying technique like that in Baines et al. (1994), whereby the
cumulative volume inside the turbine is taken into account such that mass accumulation
effects can at least be incorporated into the results. The principle of a filling-and-
emptying approach is to conserve mass and energy across domain boundaries, but does
not consider momentum effects; this was however the predominant numerical method
used for engine manifold modelling (e.g., Watson and Janota, 1982; Watson et al., 1983)
before the mainstream use of fast gas dynamic codes. This is better than a quasi-
steady approach, but it will neglect any gas dynamic effects generated at high levels of
unsteadiness, and which are ordinarily taken into account in the rest of the manifold
domain, as is the standard for 1D wave action codes. Nonetheless, there will be a range of
unsteadiness for which a filling-and-emptying model is sufficient, while there is minimal
pressure wave action. The main objectives of this section are thus to first demonstrate
the progression from a regime dominated by filling-and-emptying processes alone to one
in which there is additionally significant wave action, and then attempt to provide a
quantitative guideline as to when this transition occurs.
5.6.1 The filling-and-emptying turbine model
This chapter has so far shown that quasi-steady behaviour of a turbocharger turbine
stage cannot be expected once there is a significant pulse frequency. As engine speed
rises and the frequency of pulsation increases there is a gradual transition to unsteady
operation. Yet it has been difficult and quite subjective to establish a reliable and
conclusive indicator of unsteadiness in turbocharger turbines. Although the preceding
section (§5.5) promoted a criterion for unsteadiness based on exceeding a certain devia-
tion from the steady case, the investigation used simplified sinusoidal pulses and varied
only frequency in the computational testing carried out. Furthermore this approach
will not be able to identify a transition between filling-and-emptying and gas dynamic
modes.
In response to this latter requirement, code development in ONDAS has included the
isolation of filling-and-emptying operation by purposely constructing models unable to
capture wave action effects — this is described next.
Model description In filling-and-emptying only simulations, the part of the domain
representing the turbine volute must be rendered incapable of capturing wave action
effects. To do this Pipe [0] of the first-level turbine model in Fig. 4.23 is replaced by
a finite volume boundary to create a filling-and-emptying version of the (wave action)
first-level turbine model, and is shown in Fig. 5.11. While for the wave action case
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Figure 5.11: Equivalent filling-and-emptying turbine model domain.
Pipe [0] (Fig. 4.23) is specified to match both the length and volume of the turbine
volute, by substituting it with Volume [0] in Fig. 5.11, only the volume is matched and
the volute domain is effectively reduced to zero dimensions. As such this section of the
model is unable to resolve the variation in fluid properties through the volute.
Although a step backwards in terms of model sophistication, it permits wave action and
filling-and-emptying simulations to be run side-by-side using the same input parameters.
By identifying the conditions under which the filling-and-emptying model can no longer
duplicate the wave action result, a transition to unsteadiness (i.e., unsteadiness due to
wave action) can be detected.
Example of model disagreement In this section the results of a comparison between
the wave action and filling-and-emptying models are shown for a single test case. This
example is run under conditions expected to produce a clear degree of unsteadiness, in
order to provide an illustration of the divergence between the models under conditions
where wave action effects are present.
For this test case a realistic engine pressure pulse is applied by the transmissive boundary
condition (refer to Figs 4.23 and 5.11) of both the wave action and filling-and-emptying
models. The time profile of the engine pulse is obtained from a separate ONDAS sim-
ulation of a 4.7-litre, six-cylinder diesel engine running at 3 200 rev/min (further details
of the cylinders and exhaust manifold configuration have been omitted for conciseness).
The pulse is recorded at one entry of a twin-entry turbine, hence only a three-cylinder
section of the exhaust manifold is modelled, which is shown in Fig. 5.12. At the vo-
lute entry, represented by Nozzle [0] in Fig. 5.12, the individual pulses from the three
cylinders combine to produce the 80Hz pulse shown in Fig. 5.13.
Figure 5.14 reveals how the filling-and-emptying model predicts the unsteady swallowing
capacity at 80Hz, compared to the full wave action case. The thick grey line and
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Figure 5.12: Example engine configuration.
Figure 5.13: Example engine pressure pulse at 80Hz with two high frequency features
indicated (Costall and Martinez-Botas, 2007).
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Figure 5.14: Comparison between wave action and filling-and-emptying instantaneous
swallowing capacity for the engine pulse at 80Hz (Costall and Martinez-Botas, 2007).
diamonds on Fig. 5.14 indicate the predicted 1D and experimental steady characteristic.
This data is repeated on all the swallowing capacity plots in this section, as it shows
for an unsteady test how far away from the steady case the turbine stage is operating.
As in Fig. 5.14, the hysteresis of the unsteady traces is due to the filling-and-emptying
of the volute volume, hence it is still captured by the filling-and-emptying model. The
direction that the hysteresis trace takes with increasing time through the pulse period
is indicated by the dashed arrows in Fig. 5.14 and subsequent plots.
At this relatively high frequency, there are many regions of discrepancy between the
filling-and-emptying and wave action results. Picking out just two of these areas, features
X and Y on Fig. 5.14 correspond to the same details labelled on the input pressure pulse
(Fig. 5.13). Despite these ostensibly minor features having little or no impact on the
wave action trace in Fig. 5.14, they are responsible for the significant errors shown by
the filling-and-emptying result at these locations. From this qualitative analysis, it is
suggested that the action of the filling-and-emptying model is to exacerbate the effect
of each turning point or change of gradient in the incoming pressure waveform on the
mass flow rate, because its zero-dimensional domain simply cannot accommodate the
damping tolerated by the wave action model.
As demonstrated here, a realistic engine pressure waveform and its resulting unsteady
swallowing capacity characteristic can be very complicated in form. This makes it dif-
ficult to determine the exact frequencies of the recorded fluctuations and therefore to
assign a particular level of unsteadiness (e.g., by calculating the corresponding Strouhal
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number). The following section tackles this problem by decomposing the overall pulse
into its constituent frequencies using Fourier analysis, to allow later examination of
unsteadiness on a component-by-component basis.
5.6.2 Fourier series pulse characterization
There has not been a substantial effort to characterize realistic engine exhaust pulses
solely in the interests of turbine model development, though some researchers have
employed sinusoidal waveforms in their analyses of unsteady flow. However, the idealized
half-sinusoids used earlier in §5.5 were found not to be wholly representative of the real
(IC engine) case. More relevant to the current objective is the method used by Benson
(1974) to describe the pulse shape recorded at the turbine inlet in terms of a form factor.
This is defined as the RMS (root mean square) value of the pressure profile divided by
the mean value over a complete pulse cycle; the RMS value is obtained via a harmonic
analysis to sum the contributions from the desired number of components. A similar
procedure is taken in this section though it does not restrict the characterization to a
single value, nor does it limit the number of harmonics to ten as was the case in Benson
(1974), where contributions from higher frequencies were deemed negligible.
Fourier’s theorem states that any waveform can be expressed as the sum of a series of
harmonic (sinusoidal and cosinusoidal) waves of different frequencies, with the ampli-
tudes of the components providing a picture of the frequency distribution of the energy
in the original waveform. The Fourier series (Eq. 5.7) is strictly only applicable to pe-
riodic signals and is thus compatible with the pulse waveforms found in the exhaust
manifold of an internal combustion engine running at constant speed, and once cyclic
conditions have been achieved.
x(t) = a0 + 2
∞∑
k=1
(
ak cos
2pikt
T
+ bk sin
2pikt
T
)
(5.7)
In Eq. 5.7, x(t) is a periodic function with period T , constructed by the addition of a
steady or mean level, a0, to a number of sinusoidal and cosinusoidal waves of increasing
frequency. A rudimentary procedure will be used for this investigation, and the depen-
dency of the series solution on the number of components employed in Eq. 5.7 will be
considered only briefly, though further details of the addition process can be found in
Lynn (1989).
Frequency domain processing The procedure used to obtain the Fourier coefficients
and reconstructed Fourier series will now be described using the earlier 80Hz pressure
waveform (Fig. 5.13) as an example. The pulse data is read from file into a MATLAB
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program written expressly for this part of the project. This carries out the following
procedure in order to obtain the frequency domain spectrum of the input pressure signal:
1. Time and pressure data are read from the specified file. This can be any length and
does not have to provide a whole number of pulse cycles; if so windowing should be
applied in order to aid precise identification of the frequency components. However
in this case the input signal is known to be periodic, and no leakage should occur.
2. The user is asked for the number of frequency components, n, that should be used
in the analysis. In addition to determining the range of the frequency spectrum
and the amount of data recorded in the output file, this value controls the number
of terms used for the Fourier series approximation of the input signal.
3. The discrete Fourier transform (DFT) of the input signal is computed using the
one-dimensional fast Fourier transform (FFT) function in MATLAB, and the am-
plitude of the single-sided spectrum up to the Nyquist frequency is calculated.
4. The original signal, the single-sided frequency spectrum, and the Fourier series em-
ploying the n highest amplitude components are plotted; the frequency, amplitude
and Fourier coefficients of these components are printed to the output file.
Figure 5.15 shows an example of the frequency domain processing carried out in MAT-
LAB, using the 80Hz pulse from Fig. 5.13 as the input signal, which is repeated in
Fig. 5.15 (a). The pulse is reconstructed as a Fourier series in just five terms (n = 5),
viz., the steady component plus the four fluctuating components of greatest magni-
tude — these (and others) can be seen in Fig. 5.15 (b). Nonetheless, the Fourier series
reconstruction of the pulse succeeds in providing a fairly accurate representation in
Fig. 5.15 (c); only the highest frequency components are absent. Note that this approx-
imated engine pulse can be applied to the computational domain in Fourier series form
using a bespoke feature of the ONDAS transmissive boundary. In fact, the output file
from the MATLAB program is directly readable by the transmissive boundary during
the pre-processing stage of a simulation, permitting reconstruction of any pulse using
a Fourier series in n terms3. Hence the number of series terms employed has no effect
on the step-to-step processing time required. It may also be noted that this separate
stage of processing has been employed due to easy access to the required functions in
MATLAB, though it is completely conceivable that the signal processing procedure will
be included directly in ONDAS in future modifications.
Accuracy of FFT characterization The dependency of the Fourier series approxi-
mation on the number of specified terms will now be briefly assessed. A simple measure
of accuracy is made by calculating the percentage error in the series approximation at
3Where n is specified by the user.
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Figure 5.15: Example Fourier analysis output — (a) the input signal, (b) the com-
ponent amplitudes, and (c) the reconstructed Fourier series in five terms (Costall and
Martinez-Botas, 2007).
Table 5.9: Dependency of 80Hz pulse approximation accuracy on number of Fourier
series terms employed.
No. of terms in
5 10 20 25 50 75 100 150 200
Fourier series, n
Max. error in series
6.0 2.9 2.4 2.2 1.8 1.4 1.2 0.73 0.42
approximation (%)
each sampling point in the input signal; Tab. 5.9 lists the maximum error found in the
series reconstruction for increasing values of n.
Table 5.9 suggests that even the five term series produces a reasonable match, with a
maximum error of just 6%. Looking more closely, although Fig. 5.16 (a) shows that the
overall representation is good, Fig. 5.16 (b) demonstrates that this level of approximation
fails to identify the very high frequency components, e.g., those responsible for features
X and Y in Fig. 5.13. It is important to capture these seemingly minor features since, as
has already been shown in Fig. 5.14, these can have an important effect on the unsteady
operation of the filling-and-emptying model.
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Figure 5.16: Comparison between input signal and reconstructed Fourier series in
(a,b) five and (c,d) 150 terms, and (a,c) over a complete pulse period and (b,d) in the
high frequency region.
In this case, Tab. 5.9 states that using 150 terms for the Fourier series ensures a less
than 1% error across the entire period; Fig. 5.16 (c) shows that the input signal features
are now well resolved for the full wavelength, and Fig. 5.16 (d) confirms this in the high
frequency region. In other situations the number of terms needed for the same level
of similarity will depend on the complexity of the pulse being characterized, and the
number of constituent frequencies. Since a high value of n does not slow simulation
progress it is recommended to use an even higher number of terms (perhaps as many
as 500), unless the series form has been explicitly checked for conformity with the input
pulse beforehand, as has been done here.
5.6.3 Model comparison
Having demonstrated the feasibility of representing real engine pressure fluctuations as
a sum of various frequency components, computational tests are now carried out using
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the said ability of ONDAS to impose a pressure pulse in Fourier series form. This feature
is particularly useful as it permits the application of any number of components, and
allows their frequencies and amplitudes to be specified individually. The effect of these
parameters on the filling-and-emptying model’s capacity for replicating the unsteady
operation shown by the equivalent wave action simulation is now examined.
Test description It would be preferable to continue using the same 80Hz engine pulse
here, but this waveform creates flow conditions that have already passed the transition
to unsteady operation. The current analysis therefore begins at a lower level of unsteadi-
ness, gradually increasing the waveform frequency until a clear divergence between the
results from the two models can be observed. Moreover, to model the full 80Hz engine
pulse requires incorporation of at least 150 terms for the necessary degree of replica-
tion, which is too many components to analyze at the same time. The wave action and
filling-and-emptying model domains are the same as those shown in Figs 4.23 and 5.11,
respectively.
To start with, a much simplified waveform will be used so that a Fourier series can be
constructed using just two terms, i.e., the mean level plus one cosinusoidal component;
Fig. 5.17 shows this pulse with a single 20Hz fluctuation. The amplitude is specified to
give a waveform having approximately the same pulse magnitude as that in Fig. 5.13
(2.66 bar), while the phase (90◦) is set so that the pulse starts and ends at ambient
conditions. The waveform specification in terms of its Fourier series frequencies, and its
real (ak) and imaginary (bk) Fourier coefficients is given in Tab. 5.10.
Initial test results The first frequency tested is 20Hz (where, based on earlier anal-
ysis, e.g., Fig. 4.28 (a), insignificant wave action can be expected), increasing in steps of
20Hz to a final level of 80Hz, where it is known from the earlier engine pulse example
that wave action is present. Figures 5.18 and 5.19 show the resulting instantaneous
swallowing capacities for both models at each of the four frequencies, generated by this
simplified pulse shape. At 20Hz, Fig. 5.18 (a) shows an almost identical result from
both models, demonstrating filling-and-emptying controlled hysteresis. Skipping to the
80Hz result, Fig. 5.19 (b) now exhibits a clear discrepancy. Despite agreement in terms
of the range of MFP and PR recorded by each model, the filling-and-emptying version
predicts too high a rate of increase of MFP at the start of the pulse, then overestimates
the drop-off predicted in the wave action simulation near the middle of the pulse period.
It seems that the filling-and-emptying model tends to overreact to changes in the pulse
gradient, which concurs with the earlier reasoning in §5.6.1, concerning Fig. 5.14.
Hence a transition lies between 20 and 80Hz. The 40Hz traces in Fig. 5.18 (b) show a
noticeable error in the filling-and-emptying result though only in the early part of the
pulse; the remainder is matched well. The 60Hz result does however show the beginning
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Table 5.10: Two term, single fluctuating component Fourier series frequencies and
coefficients (Costall and Martinez-Botas, 2007).
Component no. Frequency (Hz) Amplitude (bar) 2ak (bar) 2bk (bar)
0 - 1.830 3.660 0.000
1 20, 40, 60, 80 0.830 -0.830 0.000
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
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Figure 5.17: Two term, single fluctuating component Fourier series pressure pulse —
20Hz waveform is shown as an example (Costall and Martinez-Botas, 2007).
Table 5.11: Difference between PR and MFP predictions — applied pressure pulse
contains a single fluctuating component (Costall and Martinez-Botas, 2007).
Case Frequency (Hz)
Mean difference (%) Max. difference (%)
PR MFP PR MFP
A 20 0.091 2.5 0.36 11.4
B 40 0.14 3.0 0.45 18.0
C 60 0.33 4.0 1.0 26.6
D 80 0.99 6.0 3.2 35.3
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(a)
(b)
Figure 5.18: Predicted instantaneous swallowing capacity — applied pressure pulse
contains a single fluctuating component at (a) 20Hz and (b) 40Hz (Costall and
Martinez-Botas, 2007).
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(a)
(b)
Figure 5.19: Predicted instantaneous swallowing capacity — applied pressure pulse
contains a single fluctuating component at (a) 60Hz and (b) 80Hz (Costall and
Martinez-Botas, 2007).
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Table 5.12: Two term Fourier series frequencies and coefficients — the single fluctu-
ating component has 50% greater amplitude (Costall and Martinez-Botas, 2007).
Component no. Frequency (Hz) Amplitude (bar) 2ak (bar) 2bk (bar)
0 - 2.245 4.490 0.000
1 40, 60 1.245 -1.245 0.000
of the discrepancy in the high PR region, with the wave action trace falling outside of the
filling-and-emptying envelope for the first time. It is suggested then to lay the transition
between 40 and 60Hz, but close to the former, which is principally filling-and-emptying
controlled but verging on wave action.
Although designating a transition criterion is a subjective task, it is helpful for compari-
son purposes. Since a common time step is used, it is possible to calculate the difference
between the results generated by each model at every instance, for both the PR and
MFP data separately. Table 5.11 lists the mean and maximum difference between the
filling-and-emptying and wave action results, as a percentage of the range of values in
the wave action data. As the PR is highly correlated to the input pressure pulse, there
is a high level of accuracy across the frequency range in both the mean and maximum
measurements; thus it is better to consider the difference in MFP. Discriminating fur-
ther, although the maximum difference highlights the largest discrepancy, it does not
provide an overall picture. Perhaps the best indicator is then the mean difference in
MFP: having identified the 40Hz case as being on the point of moving to wave action
operation, a mean difference in MFP of less than 3% (inferred from Tab. 5.11) to ensure
a filling-and-emptying controlled system seems a suitable criterion at this stage.
The effect of amplitude By running a couple of further tests where the amplitude
of the simple input pulse (Tab. 5.10, Fig. 5.17) is increased by 50%, giving the waveform
specified in Tab. 5.12 and shown in Fig. 5.20, the effect of amplitude on the unsteady
transition can be examined. Note that the mean level (Tab. 5.12, component no. 1) has
been adjusted to continue to allow the pulse to start and end at ambient conditions.
In addition, the testing begins at 40Hz (rather than 20Hz), as it is known that this
is a case near transition and it may be expected that by increasing the amplitude, the
resulting hysteresis traces should cross to unsteady operation.
The initial test with a 40Hz pulse generated a hysteresis that was only just filling-and-
emptying controlled, in Fig. 5.18 (b). Although the pulse amplitude has increased by half
in this test, Fig. 5.21 (a) demonstrates the filling-and-emptying model maintains a very
similar level of matching against the wave action model to that shown in Fig. 5.18 (b).
To confirm that amplitude alone has little effect on the ability of the filling-and-emptying
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Figure 5.20: Two term Fourier series pressure pulse (example at 40Hz) — the single
fluctuating component has 50% greater amplitude (Costall and Martinez-Botas, 2007).
Table 5.13: Difference between PR and MFP predictions — applied pressure pulse
contains a single fluctuating component with 50% greater amplitude (Costall and
Martinez-Botas, 2007).
Frequency (Hz)
Mean difference (%) Max. difference (%)
PR MFP PR MFP
40 0.13 2.6 0.48 20.7
60 0.51 4.4 2.0 31.6
model to imitate the wave action one (i.e., amplitude by itself does not encourage tran-
sition to wave action unsteadiness), the current test using the 50% higher amplitude
pulse is repeated at 60Hz, where in the previous testing the transition was decided to
have already occurred. Again, as Fig. 5.21 (b) shows, the degree of conformity between
the models is on a par with that shown by the previous 60Hz test, in Fig. 5.19 (a).
Assessing these tests quantitatively, Tab. 5.13 shows the percentage difference between
the filling-and-emptying and wave action results for the increased amplitude tests. Com-
paring this data to the corresponding frequencies in Tab. 5.11, and considering that these
error measurements, though useful, are far from perfect indicators, there are no impor-
tant differences to be highlighted. The mean percentage difference in MFP, which is
the basis of the current transition criterion, changes little with the increased amplitude;
moreover, the 40Hz case still lies below the 3% mark, and the 60Hz case above it,
continuing to support the notion that the transition lies in this frequency band. Hence
it can be inferred that a higher amplitude in itself does not noticeably aggravate the
divergence shown between the modelling techniques, at either frequency.
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(a)
(b)
Figure 5.21: Predicted instantaneous swallowing capacity — applied pressure
pulse contains a single fluctuating component with 50% greater amplitude, at
(a) 40Hz and (b) 60Hz (Costall and Martinez-Botas, 2007).
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Table 5.14: Three term Fourier series frequencies and coefficients — two equal am-
plitude fluctuating components at 40 and 80Hz (Costall and Martinez-Botas, 2007).
Component no. Frequency (Hz) Amplitude (bar) 2ak (bar) 2bk (bar)
0 - 2.660 5.320 0.000
1 40 0.830 -0.830 0.000
2 80 0.830 -0.830 0.000
0 0.005 0.01 0.015 0.02 0.025
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Figure 5.22: Three term fourier series pressure pulse — two equal amplitude fluctu-
ating components at 40 and 80Hz (Costall and Martinez-Botas, 2007).
Adding frequency components The prior simulations, though simplified, have al-
lowed an approximate criterion for departure from a filling-and-emptying mode to a
wave action one to be established. Now, to investigate whether the individual con-
stituents of a pulse can be tested for unsteadiness separately, the input pressure profile
is augmented with a further component (i.e., a third term in the Fourier series). This
corresponds to what would be the next highest harmonic of a more complex signal, and
is therefore twice the frequency of the first fluctuating component. The amplitude of
the new term is initially set to be identical to that of the previous one, giving rise to the
waveform shown in Fig. 5.22; the testing starts with a 40Hz pulse since, to reiterate,
this frequency is close to transition. Table 5.14 shows the Fourier specification of this
pulse; note again that the mean level has increased to ensure the pulse begins and ends
at ambient conditions.
It should be anticipated that with the additional (80Hz) fluctuating component of identi-
cal magnitude to the 40Hz term, the traces will now show noticeable divergence between
model predictions, whereas the original 40Hz was filling-and-emptying controlled. The
resulting hysteresis plot, Fig. 5.23, does indeed exhibit a level of disagreement indica-
tive of certain wave action. Comparing Fig. 5.23 with the initial 80Hz test results in
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9.5cm
Figure 5.23: Predicted instantaneous swallowing capacity — applied pressure pulse
contains two equal amplitude fluctuating components at 40 and 80Hz (Costall and
Martinez-Botas, 2007).
Table 5.15: Difference between PR and MFP predictions — applied pulse contains two
equal amplitude fluctuating components at 40 and 80Hz (Costall and Martinez-Botas,
2007).
Frequency (Hz)
Mean difference (%) Max. difference (%)
PR MFP PR MFP
40, 80 0.54 4.1 2.8 38.2
Fig. 5.19 (b), the amount of discrepancy here is similar to that displayed in the earlier
plot, the main difference being that the hysteresis now shows an internal loop in the
high PR region (though both models predict a very similar shape here).
Continuing to use the same methods of measuring conformity between models, Tab. 5.15
shows the percentage differences in model predictions for this test. Comparing the
mean percentage difference in MFP here with those of the initial group of frequency
tests (Tab. 5.11) puts the current level of unsteadiness slightly higher than that of the
initial 60Hz test (4.1% and 4.0% respectively). However, in this case the range of MFP
experienced is very large (refer to Fig. 5.23), which may make the measurement of mean
difference in MFP appear comparatively too small, highlighting the limitations of this
value as a useful measure of divergence.
To investigate the effect of amplitude in pulses of more than one fluctuating component,
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Table 5.16: Three term Fourier series frequencies and coefficients — two unequal
amplitude fluctuating components at 40 and 80Hz (Costall and Martinez-Botas, 2007).
Component no. Frequency (Hz) Amplitude (bar) 2ak (bar) 2bk (bar)
0 - 2.245 4.490 0.000
1 40 0.830 -0.830 0.000
2 80 0.415 -0.415 0.000
0 0.005 0.01 0.015 0.02 0.025
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
2.8
3
Time (s)
In
pu
t s
ig
na
l v
s.
 F
ou
rie
r s
er
ie
s 
(3 
co
mp
s)
Input signal
Fourier series
Figure 5.24: Three term Fourier series pressure pulse — two unequal amplitude
fluctuating components at 40 and 80Hz (Costall and Martinez-Botas, 2007).
the amplitude of the 80Hz term is now halved; this gives the Fourier series specified by
Tab. 5.16, which adjusts the waveform to that shown in Fig. 5.24. The result in Fig. 5.25
(which uses identical scales as Fig. 5.23) shows that by decreasing the amplitude of the
80Hz component, the internal loop has become smaller, but more importantly the level
of overall deviation between the two predictions has been reduced: Tab. 5.17 gives the
corresponding percentage differences. These measurements are most similar to those
recorded in the initial group test (Tab. 5.11) at 60Hz, though now the mean percentage
difference in MFP has decreased to 3.4% from 4.1% in the previous test. This implies
that changing the relative amplitude of different components does affect the level of
wave action unsteadiness recorded.
5.6.4 Quantifying unsteadiness
The Strouhal number introduced in §5.1 is most useful when quantifying unsteadiness in
systems where the driving oscillation is sinusoidal, and though the starred (normalized)
forms St∗ and St∗(p), defined respectively in Eqs 5.4 and 5.6, compensate for the pulse
duty cycle factor φ, neither are easily applied to typical IC engine pressure waveforms.
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Figure 5.25: Predicted instantaneous swallowing capacity — applied pressure pulse
contains two unequal amplitude fluctuating components at 40 and 80Hz (Costall and
Martinez-Botas, 2007).
Table 5.17: Difference between PR and MFP predictions — applied pressure pulse
contains two unequal amplitude fluctuating components at 40 and 80Hz (Costall and
Martinez-Botas, 2007).
Frequency (Hz)
Mean difference (%) Max. difference (%)
PR MFP PR MFP
40, 80 0.33 3.4 1.3 29.1
However, now that the Fourier series characterization procedure has been established
(§5.6.2), one can revert to the standard definition of the Strouhal number and apply it
individually to each constituent frequency component.
Reflecting the structure of the Fourier series itself, it is now suggested to build a di-
mensionless measure by calculating the sum of these individual levels of unsteadiness.
Equation 5.8 introduces the Fourier series Strouhal number, FSt, which sums for all
constituent frequencies k = 1 to n, the Strouhal number (Eq. 5.9) multiplied by the
magnitude of the corresponding real Fourier coefficient (ak) normalized by the sum of
all n real coefficient magnitudes. In this way, while all components receive consideration,
the sum will be dominated by frequencies having a proportionally greater contribution,
since these components have relatively higher magnitudes.
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FSt =
n∑
k=1
( |ak|∑n
k=1 |ak|
Stk
)
(5.8)
where
Stk =
fk L
v
(5.9)
A further dimensionless number, FSt(p), the Fourier series pressure wave Strouhal num-
ber4, is given in Eq. 5.10. This is similar to FSt except that it sums the pressure wave
Strouhal number, St(p), defined in Eq. 5.11. As its name suggests, St(p) is calculated
using the pressure wave propagation velocity, v + a, rather than the gas velocity alone.
Though similar to the previously mentioned pressure wave normalized Strouhal number
St∗(p) in Eq. 5.6, it does not include normalization by the pulse duty cycle factor φ, since
the pulse shape is already fully taken into account by the Fourier series characterization.
Note that Eqs 5.8 and 5.10 have only been defined for the real Fourier coefficients ak —
a generalized version would also take account of the imaginary Fourier coefficients bk,
though so far these values have remained at zero.
FSt(p) =
n∑
k=1
( |ak|∑n
k=1 |ak|
St(p)k
)
(5.10)
where
St(p)k =
fk L
v + a
(5.11)
These parameters are now evaluated for a selection of the existing data; the results
are shown in Tab. 5.18. The initial group test of single component waves (Tab. 5.10,
Fig. 5.17) comprising four different frequencies (20–80Hz) are labelled cases A–D, fol-
lowed by the pulse containing two fluctuating components of equal amplitude (Tab. 5.14,
Fig. 5.22) as case E and the pulse containing two fluctuating components of unequal am-
plitude (Tab. 5.16, Fig. 5.24) as case F. These three groups are separated by the two
dotted lines in Tab. 5.18, which lists pulse composition information and repeats the
mean difference in MFP between by the wave action and filling-and-emptying traces
recorded earlier, as well as the FSt and FSt(p) values calculated for each case.
4This is called the Fourier series acoustic Strouhal number, FaSt, in Costall and Martinez-Botas
(2007).
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Table 5.18: Unsteadiness parameters recorded from 1D simulations for test cases A–F.
Case
Pulse Component amp. (bar) Mean difference
FSt FSt(p)
frequency (Hz) Steady 1st 2nd in MFP (%)
A 20
1.830 0.830 -
2.5 0.086 0.011
B 40 3.0 0.17 0.022
C 60 4.0 0.26 0.033
D 80 6.0 0.35 0.044
E 40, 80 2.660 0.830 0.830 4.1 0.22 0.033
F 40, 80 2.245 0.830 0.415 3.4 0.21 0.029
The shaded cells in Tab. 5.18 indicate that cases C and E match very well in terms of
FSt(p) (though not FSt), which is in accordance with the level of mean MFP deviation
observed in each (4.0% and 4.1%, respectively). Both cases can be considered to contain
significant wave action effects since the limit for a filling-and-emptying controlled system
set at 3% has been exceeded. Hence this correlation between C and E suggests that
FSt(p) is the better indicator of unsteadiness in a wave action environment.
In comparison to the single fluctuating component group (A–D), case F lies almost
halfway between cases B and C on the basis of a mean MFP difference of 3.4%. Notice
that the value of FSt for case F (0.21) also lies in a similar position between the values
pertaining to cases B and C (0.17 and 0.26, respectively); however, the same cannot
be said for the corresponding FSt(p) values. It was earlier determined that case B
was verging on the transition to wave action, and is thus the result of mainly filling-
and-emptying effects; case F then, which has exceeded the 3% criterion but is still
between cases B (mostly filling-and-emptying) and C (significant wave action), would
still contain a large proportion of filling-and-emptying effects. The better correlation in
FSt therefore suggests that it can be used to judge unsteadiness levels in a filling-and-
emptying environment.
It is perhaps safest to use both FSt and FSt(p) as indicators for departure from a
filling-and-emptying mode to a wave action one, and FSt(p) may additionally be used to
compare the unsteadiness of different waveforms already in a wave action environment.
Since the single component 40Hz case is on the upper limit of the filling-and-emptying
mode, the dashed line in Tab. 5.18 indicates a conservative location for the transition,
and the corresponding row (B) gives rise to the following limits on FSt and FSt(p) for
filling-and-emptying controlled operation; the figures have been rounded down to give
an approximate criteria, in keeping with the nature of the discussion.
FSt 6 0.15 (5.12)
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FSt(p) 6 0.02 (5.13)
Phasing of components The wave action and filling-and-emptying cases tested so
far have yet to alter the phasing between the cosinusoidal and sinusoidal components
of the pulses in Fourier series form. Thus the expressions in Eqs 5.8 and 5.10 are only
valid while bk = 0 and so it was concluded in Costall and Martinez-Botas (2007) that
these parameters should be made more general in future work. This is a straightforward
matter of replacing the single ak terms with the combined magnitude of the real and
imaginary Fourier coefficients. This leads to the revised expressions
FSt =
n∑
k=1

√
ak2 + bk2∑n
k=1
(√
ak2 + bk2
) Stk
 (5.14)
FSt(p) =
n∑
k=1

√
ak2 + bk2∑n
k=1
(√
ak2 + bk2
) St(p)k
 (5.15)
The transition criteria set down in Eqs 5.12 and 5.13 still hold, since these new forms
reduce to the less general expressions in the absence of bk coefficients. Returning to
the single fluctuating component test group (Tab. 5.10, Fig. 5.17) and taking the 40Hz
case as an example, a waveform of the same amplitude and mean pressure level can be
attained with the Fourier series specified in Tab. 5.19, which shifts the pulse 135◦ (or
9.375ms at 40Hz) out of phase with the original, as shown in Fig. 5.26 (a). This wave-
form has a single fluctuating component with equal cosinusoidal/sinusoidal content, and
maintains the same amplitude of the original since
√
2× 0.5872 u 0.830. Figure 5.26 (b)
confirms (for the wave action domain used throughout §5.6.3) that the instantaneous
swallowing capacity for this identical (though phase shifted) pressure waveform matches
that recorded for the original 40Hz single fluctuating component pulse. The slight dif-
ferences in the hysteresis loci are permissible within the matching tolerance specified for
the transmissive boundary; the small scale fluctuations present in each result are not
located in the same region since each trace starts and ends in different positions, due to
the phase shift between the corresponding input waveforms.
This elementary generalization of FSt and FSt(p) will prove useful since it permits
their application to pressure waveforms more representative of on-engine turbine inlet
conditions, which are not restricted to being characterized by ak coefficients alone. This
is demonstrated in §6.2.2 of the following chapter, which includes an example of their
use in an on-engine simulation.
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Table 5.19: Two term, single fluctuating component Fourier series — 40Hz example
with non-zero bk.
Component no. Frequency (Hz) Amplitude (bar) 2ak (bar) 2bk (bar)
0 - 1.830 3.660 0.000
1 40 0.830 0.587 0.587
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Figure 5.26: Comparison of (a) original (a1 = −0.8300, b1 = 0.0000) and 135◦ out of
phase (a1 = 0.5869, b1 = 0.5869) pressure pulses (40Hz single fluctuating component),
and (b) resulting instantaneous swallowing capacity in the wave action domain.
Chapter 6
Applications
In this chapter a particular application of the first-level turbine model and its filling-
and-emptying variant is considered, demonstrating how the discussion of experimental
data can benefit from their combined ability to distinguish between bulk fluid motion
and pressure wave action effects. This is followed by a brief investigation in which the
two forms of turbocharger turbine model constructed in the course of this research (wave
action and filling-and-emptying), are applied to on-engine simulations in order to gauge
the effect of the differences in their methods.
6.1 First-level turbine example
An advantage of the first-level turbine model (§4.5.3) is its inherent simplicity. It can be
constructed for any (nozzleless) turbocharger turbine given a minimum of geometrical
data, viz., the volume of the volute and the distance between the upstream measurement
plane and the nominal rotor inlet. An example of its capacity to aid interpretation and
explanation of experimental data is described by Hakeem et al. (2007).
That work presents experimental performance data pertaining to a mixed-flow tur-
bocharger turbine. Part of the analysis seeks to identify the particular features of the
instantaneous swallowing capacity1 as being attributable to either bulk fluid motion (i.e.,
filling-and-emptying of the volute) or pressure wave action. This is difficult to establish
by examining the experimental data alone, since it will be a mixture of both filling-and-
emptying and wave action effects, to one proportion or another. To this end, a first-level
turbine model of the turbocharger stage in question and the filling-and-emptying equiv-
alent (with the same structure as that shown in Figs 4.23 and 5.11, respectively) were
constructed in ONDAS. After being suitably calibrated against the experimental steady
mass flow characteristic, both domains were tested to provide a more informed view of
1The relevant example data in Hakeem et al. (2007) is for ‘rotor B’ operating at 50% equivalent
design speed and 40Hz air pulse frequency.
262
CHAPTER 6 APPLICATIONS 263
the situation, in each case the transmissive boundary having been supplied the 40Hz
pressure pulse (shown in Fig. 6.1) against which to match.
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Figure 6.1: The trace of instantaneous inlet static pressure of rotor B vs pulse gener-
ator angle at 50% speed with air pulse frequencies of 40 and 60Hz, compared against
the cycle-averaged value (Hakeem et al., 2007).
An initial test of the first-level turbine (wave action) model, intended for comparison
against the experimental result, gives rise to the predicted trace shown in Fig. 6.2 (a),
which is superimposed on top of the corresponding experimental hysteresis loop and
steady characteristic. The 1D wave action calculation is close to the experimental re-
sult at certain points, and the presence of corresponding features is to be noted (e.g.,
Fig. 6.2 (a), features X and Y). Despite the replication of most small scale features, the
overall match between prediction and experiment is quite poor at the lowest and at
the highest expansion ratio values. This is likely due to the fact that in both of these
regions the turbine is operating well outside of the steady state expansion ratio range
— the first-level turbine model relies on a reasonably wide steady swallowing capacity
characteristic to make the prediction. In this case the model has to extrapolate from
the known steady state curve during the periods when unsteady operation is outside of
the steady range. This has not been a major problem before as the steady experimental
data used so far in this thesis covers a much greater range of expansion ratio, permitted
by the novel type of dynamometer used to record the experimental data (Szymko et al.,
2005; Szymko, 2006).
Acknowledging these limitations of the first-level turbine model, the investigation con-
tinues by running the same case, but to the exclusion of pressure wave action effects
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Figure 6.2: Application of ONDAS for turbine modelling — comparison of (a) exper-
imental and first-level (wave action) turbine model predicted instantaneous swallowing
capacity, and (b) wave action and filling-and-emptying predictions (Hakeem et al.,
2007).
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(i.e., using the filling-and-emptying model variant). Figure 6.2 (b) shows that even with
pressure wave action ‘switched off’, the resulting trace is largely similar to the wave
action prediction. There are notable differences however, with the filling-and-emptying
prediction seemingly responding faster to a change in conditions at the inlet to the vo-
lute. For instance, feature X in Fig. 6.2 (b) occurs at approximately 24◦ through the
pulse cycle in Fig. 6.1, at which point there is a short lived pause in the initial ramping
of the pressure pulse. As the pulse resumes its earlier gradient, the filling-and-emptying
model demonstrates a quicker rise in mass flow parameter (as shown by the dashed ar-
row) compared to that of the wave action result (solid arrow). Feature Y in Fig. 6.2 (b)
is positioned close to 180◦ in the pulse cycle (again see Fig. 6.1), where there is a definite
change in gradient in the pressure pulse, which manifests as a sharper transition on the
filling-and-emptying trace compared to the wave action result.
The brief analysis in Hakeem et al. (2007) demonstrates again that the filling-and-
emptying result is more prone to fast direction changes than the simulation including
both filling-and-emptying and wave action effects. Despite the restricted level of agree-
ment between the first-level turbine model and the experimental data, the discussion
concludes that the rotor experiences both inertial and pressure wave effects at this fre-
quency. The similarity of the wave action and filling-and-emptying predictions suggests
that, on the whole, bulk fluid motion (filling-and-emptying) is the dominant cause except
for some regions due to additional wave action, which pertain to particular instances in
the pressure pulse demonstrating high rates of change.
6.2 Comparison of turbine models in IC engine simulations
A particular aim of this work is demonstrate that appropriate selection of the turbine
model is essential in order to obtain accurate turbocharged engine simulations. This
section thus considers the effect on exhaust manifold conditions of employing either
a filling-and-emptying or wave action turbocharger turbine, these being based on the
first-level turbine model (wave action) from §4.5.3 and its equivalent filling-and-emptying
derivation, as used in §5.6.1.
6.2.1 Test specification
Turbine specification These tests shall continue to simulate the medium-sized tur-
bocharger mixed flow turbine and volute suitable for heavy goods vehicles, described
earlier in §4.3. For simplicity, the turbine shall be assumed to run at a constant speed
of 42 000 rev/min (70% equivalent design speed), so that operation derived from a single
mass flow characteristic is assured.
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Table 6.1: Test engine configuration — main combustion chamber and cylinder head
parameters.
Parameter Value
Engine speed (rev/min) 1600–4000
Cycle type (stroke) 4
Bore (mm) 125
Stroke (mm) 130
Connecting rod length (mm) 273
Nominal compression ratio 14.0
Exhaust valve opens (EVO) (◦CA) 136
Intake valve opens (IVO) (◦CA) 346
Cylinder pressure at EVO (bar) 10.0
Cylinder temperature at EVO (K) 762
Intake receiver pressure (bar) 1.65
Intake receiver temperature (K) 360
Engine configuration A imaginary engine configuration has been designed for this
task, comprising three cylinders (i.e., representative of a three pulse per turbine entry
system) as is optimal for a pulse turbocharging arrangement (as explained in §5.2.2).
Since the turbine specification has already been fixed, the engine parameters have been
selected to provide a pressure pulse at turbine entry that will require the rotor to op-
erate across the entirety of its measured pressure ratio range — an engine-turbocharger
matching process in reverse. The combustion chamber geometry is identical to that used
for the basic homentropic/non-homentropic validation of the cylinder and valve bound-
aries in §A.1.3, originally taken from Benson (1982), and shown in Tab. 6.1; the valve
timing is also the same and is listed in Tab. A.5. As the fluid dynamics of the exhaust
manifold and turbine model domain are the primary concern, the combustion process
is not explicitly modelled. Instead, the cylinder conditions are reset to specified values
every EVO (exhaust valve opening) event to imitate the effect of cylinder combustion.
The key difference from the Benson (1982) specification, however, is that the cylinder
release pressure at EVO has been artificially increased to 10 bar, in order to achieve the
desired pulse amplitude at the turbine entry.
The engine layout is shown in Fig. 6.3 — note that the 1D domain comprises only the
exhaust manifold (the dimensions, initial conditions, and boundary connections of which
are specified in Tab. 6.2), plus the selected turbine modelling option. The intake side is
simulated by joining the intake valves of each cylinder to an air receiver, which provides
a certain (constant) boost pressure and temperature, in this case 1.65 bar and 360K
respectively, as listed in Tab. 6.1. The four-branch Junction [0] is specified by default to
use the Bassett-Winterbone pressure loss (BWPLJ) model, which requires the geometry
data given in Tab. 6.3.
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Figure 6.3: Engine arrangement and turbine modelling options (not to scale).
Table 6.2: Test engine configuration — exhaust manifold dimensions, initial condi-
tions, and boundary connections.
Parameter Pipes [0,1,2] Pipe [3]
Dimensions
Physical length (mm) 300 300
Discretization length (mm) 10.0 10.0
Number of meshes 30 30
Left-hand side diameter (mm) 50.0 55.6
Right-hand side diameter (mm) 50.0 55.6
Initial conditions
Pressure (bar) 1.0 1.0
Temperature (K) 300 300
Boundary conditions
Left-hand side Exhaust valve Junction
Right-hand side Junction
Turbine model
(see Fig. 6.3)
Table 6.3: Junction [0] (see Fig. 6.3) BWPLJ configuration.
Branch Angle to Pipe [3] (◦) Rotation from Pipe [0] (◦)
Pipe [0] 170 -
Pipe [1] 170 120
Pipe [2] 170 240
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6.2.2 Wave action vs filling-and-emptying turbine models
Tests are now run over a range of engine speeds for two domain cases, whereby the
first-level turbine model (wave action) and the equivalent filling-and-emptying domain
are connected in turn to the base exhaust manifold shown in Fig. 6.3. Pressure time
histories are then compared on the same axes to investigate any divergence in the traces
generated by each model combination.
Test schedule From the earlier discussion in §5.6.3, it was argued that an approximate
transition from filling-and-emptying to wave action controlled operation occurred at a
test frequency of 40Hz. Although the scenario now being tested is quite different, the
turbine being modelled is the same as in the earlier discussion, and therefore the current
tests will begin at an engine speed corresponding to 40Hz. For a three pulse per entry
arrangement (on a four-stroke engine), this translates to 1600 rev/min. Nominal pulse
frequency will then rise in steps of 20Hz to a maximum of 100Hz, to give a total of four
frequencies, viz., 40, 60, 80, and 100Hz (1600, 2400, 3200, and 4000 rev/min). Although
this range extends too high to be representative of heavy duty diesel engines2, the two
highest frequencies are simply intended to investigate the effect of using either a wave
action or filling-and-emptying turbine model at very high frequencies (but which are
more representative of passenger car engine speeds). Simulations are run for ten whole
engine cycles (7200◦CA) rather than a set time. The results shown next pertain to the
tenth cycle (6480–7200◦CA), with cyclic operation being attained by this point in all
cases.
In-cylinder conditions An assessment can first be made of the effect of selecting a
wave action or filling-and-emptying turbine model on cylinder pressure. Since the basic
cylinder model used resets the pressure and temperature at EVO, it is only realistic
to analyse the period during which the simulated domain can affect the in-cylinder
conditions, viz., between EVO and IVC (intake valve closing) events. Furthermore only
Cylinder [0] in Fig. 6.3 will be considered.
Figure 6.4 shows predicted cylinder pressure histories for the simulation domains involv-
ing the first-level turbine model (wave action) and the filling-and-emptying equivalent,
at each engine speed. The time axis extends between consecutive BDCs (bottom dead
centre) of the tenth cycle (i.e., 6660–7020◦CA), and centres on the valve overlap (scav-
enging) period between IVO (intake valve opening) and EVC. There is very good corre-
lation between predictions at 1600 rev/min, but regions of discrepancy become apparent
as engine speed rises. By 4000 rev/min, there is a clear difference in the cylinder pressure
during the valve overlap period. Note that the exhaust manifold flow can only affect
2For example, the Caterpillar C6.6 industrial diesel engine (turbocharged, aftercooled) is rated at
2200–2500 rev/min (Caterpillar, 2007).
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Figure 6.4: Comparison of predicted Cylinder [0] pressure during valve open period,
at (a) 1600, (b) 2400, (c) 3200, and (d) 4000 rev/min.
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cylinder conditions after EVO (at 6616◦CA, not shown in Fig. 6.4) and before EVC (at
6847◦CA in Fig. 6.4). Moreover, there will be only flow into the cylinder from the intake
air receiver (held at 1.65 bar) once there is the appropriate pressure differential.
Exhaust valve conditions To properly analyse the situation in the cylinder during
valve overlap, the corresponding pressure histories in the manifold close to the exhaust
valve of Cylinder [0] (i.e., the left-hand end of Pipe [0] in Fig. 6.3) are required; these
are shown in Fig. 6.5. The general level of divergence between the wave action and
filling-and-emptying traces again increases with engine speed, particularly in the pulse
emanating from Cylinder [0] itself, viz., that which develops onwards from 6616◦CA
(EVO for Cylinder [0]).
Plotting the results for the cylinder and exhaust valve pressure at 4000 rev/min on the
same axes, Fig. 6.6 aids understanding of the exhaust flow process between Cylinder [0]
and Pipe [0], especially regarding the differences between the wave action and filling-
and-emptying predictions. As the piston moves down from TDC, the cylinder pressure
approaches that in the exhaust manifold for the wave action case. The filling-and-
emptying trace, however, shows an increase in manifold pressure at feature X1, which
restricts the outflow from the cylinder, leaving the cylinder pressure higher in the filling-
and-emptying case (X2). A similar situation evolves in the filling-and-emptying result
at feature Y1, again leaving the cylinder pressure higher than in the wave action trace,
starting at feature Y2. The filling-and-emptying cylinder pressure remains above the
wave action prediction until just after EVC. Feature Z identifies the first point at which
the pressure gradient across the intake valve is favourable to flow into the cylinder from
the air receiver. From this point on the cylinder pressure traces match, implying that the
discrepancies between the wave action and filling-and-emptying versions of the attached
domain are not long lasting.
It must be noted that, because an artificial engine configuration has been used, the
situation in Fig. 6.6 is not as realistic as it may have been. An important observation is
that the cylinder pressure is too high (in both the wave action and filling-and-emptying
environments) relative to the fixed air receiver pressure for effective scavenging to take
place; a value of 1.65 bar is perhaps only appropriate for the situation at 1600 rev/min
in Fig. 6.4 (a), where the cylinder pressure is low enough during valve overlap for good
scavenging. In reality, the intake air pressure would not be constant and would increase
with engine speed and that of the compressor, thereby improving exhaust gas scavenging.
The comparison between wave action and filling-and-emptying predictions remains valid
though.
Turbine inlet conditions Figure 6.7 shows the comparison between wave action
and filling-and-emptying pressure traces at the turbine inlet (i.e., the right-hand end
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Figure 6.5: Comparison of predicted pressure histories at exhaust valve of Cylinder [0],
at (a) 1600, (b) 2400, (c) 3200, and (d) 4000 rev/min.
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Figure 6.6: Comparison of predicted Cylinder [0] and corresponding exhaust valve
pressure histories at 4000 rev/min.
of Pipe [3] in Fig. 6.3). As engine speed rises (i.e., moving from (a) to (d) in Fig. 6.7)
the overall pressure level increases accordingly, as the separate pulses from each of the
three cylinders become increasingly superposed. Considering now the shape of the three
individual pulses shown for each engine speed, the overall form is quite similar; this is
because Pipes [0–2] are arranged symmetrically in relation to Pipe [3]. The traces are not
identical though due to the use of a BWPLJ for Junction [0] in Fig. 6.3. In particular,
the first complete pulse, starting at 6616◦CA (to reiterate, this is EVO for Cylinder [0]),
demonstrates smaller scale fluctuations imposed on the main profile at every speed (to a
varying extent). Their amplitude becomes more significant as engine speed rises, though
seems to peak at around 3200 rev/min in Fig. 6.7 (c), with the profiles at 4000 rev/min
a little smoother. Divergence between the wave action and filling-and-emptying results,
caused by selection of the first-level turbine model or its filling-and-emptying equivalent,
is most apparent in this region due to the locally highly frequency of said perturbations.
A simple method of quantifying the divergence between the wave action and filling-and-
emptying traces is to measure the cycle-averaged and maximum difference between the
predicted pressure profiles. This can easily be done since the same fixed time step3 was
used in every test such that data is generated by both models at identical instances,
making the correct calculation of differences straightforward. As expected, the use of
a filling-and-emptying turbine model does have an effect on the conditions predicted in
the rest of the domain; the correlation with the wave action data deteriorates as engine
speed and turbine entry incident pulse frequency rises. In fact, Tab. 6.4 shows that the
cycle-averaged difference between traces is approximately linear with the unsteadiness
in the system; this seems to be a worthwhile measure of divergence since this trend (in
general) is borne out by a qualitative inspection of Fig. 6.7. The maximum difference is
less useful but does serve to highlight any significant localized disparities.
3This would not normally be done (an adaptive time step is calculated according to the CFL condition
by default), but is helpful for the present comparison.
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Figure 6.7: Comparison of predicted pressure histories at turbine inlet, at (a) 1600,
(b) 2400, (c) 3200, and (d) 4000 rev/min.
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Table 6.4: Difference between wave action and filling-and-emptying predicted pressure
histories at turbine inlet — cycle-averaged and maximum values.
Engine Nominal Cycle-averaged Maximum
speed (rev/min) frequency (Hz) difference (%) difference (%)
1600 40 2.80 8.60
2400 60 3.01 12.4
3200 80 3.23 13.8
4000 100 3.41 14.7
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Figure 6.8: Comparison of predicted pressure histories at turbine inlet, generated us-
ing the Bassett-Winterbone pressure loss junction (BWPLJ) and the non-homentropic
constant pressure junction (NHPLJ), for the wave action case, at 3200 rev/min.
Use of the pressure loss junction The configuration in Fig. 6.3 can readily be
modified to examine the difference in exhaust manifold conditions when the BWPLJ
is replaced by a non-homentropic constant pressure model (NHCPJ). Re-running the
wave action case at 3200 rev/min (80Hz), which in Fig. 6.7 demonstrated the earlier
mentioned perturbations to the greatest degree, gives rise to the cycle pressure profiles
in Fig. 6.8. The three individual pulses are now identical in the NHCPJ case, since
it cannot differentiate pressure drops between individual pipe pairs. The noticeable
difference between the NHCPJ and BWPLJ traces, especially in the region between
6660–6750◦CA, justifies use of the latter, more complex model in this case.
Turbine operation So far in this section the analysis has progressed from a discussion
of the in-cylinder and near-exhaust valve manifold pressure to that at the turbine inlet.
The investigation now moves on to the turbine stage itself, to demonstrate the divergence
in mass flow characteristics between wave action and filling-and-emptying turbine models
when attached directly to an engine simulation (until now the transmissive boundary
has manufactured the input waveform, in the main). This presents a good opportunity
to test the usefulness of the FSt and FSt(p) parameters developed at the end of Chap. 5,
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Table 6.5: Five term Fourier series frequencies and coefficients for the reconstructed
first pulse at 1600 rev/min. St & St(p) values based on a length scale of 0.7m, and a
cycle-averaged fluid velocity and speed of sound of 108.31 & 750.00m/s, resp.
Component Frequency Amplitude 2ak 2bk Stk St(p)kno. (Hz) (bar) (bar) (bar)
0 0 1.4790 2.9580 0.0000 0.0000 0.0000
1 40 0.5039 -0.3067 0.3999 0.2585 0.0326
2 80 0.2282 -0.2100 -0.0893 0.5170 0.0652
3 120 0.0735 0.0126 -0.0724 0.7756 0.0979
4 160 0.0113 0.0112 -0.0014 1.0341 0.1305
since they are primarily designed to inform selection of the turbine modelling approach.
So, instead of moving directly to the examine the predictions of instantaneous swallowing
capacity, the unsteadiness of the turbine inlet waveforms is first evaluated.
Considering the situation at 1600 rev/min, the turbine inlet will experience pressure
pulses of fundamental frequency 40Hz, but which are part of a chain of three similar
but distinct profiles, as discussed earlier. Inspection of Fig. 6.7 (a) has revealed that the
first of these (that corresponding to Cylinder [0], specifically 6616–6856◦CA in the tenth
cycle) demonstrates the most unsteadiness due to the presence of additional small scale
fluctuations. It is therefore necessary to choose this as the representative pulse at this
speed because the apparent level of unsteadiness overrides that of the other two.
The same frequency domain processing described in §5.6.2 is used to extract the fre-
quency content of this waveform. In that section it was stated that up to 150 terms may
be needed to achieve a match to within 1% between the Fourier series reconstruction
and the input signal at all sampled points, but that this would vary between cases.
Rather than specifying 150 terms straight away, the procedure will be to use the mini-
mum number of terms required to attain that same tolerance. An initial test using five
terms was processed to probe the level of agreement achieved with a basic reconstruc-
tion; component frequencies and magnitudes are listed in Tab. 6.5. Figure 6.9 shows
graphically the frequency components and the resulting simplified waveform, though
Fig. 6.10 illustrates the clear disagreement in the important regions covering the small
scale perturbations; in fact, there is maximum error of ∼2.3% between the two traces
here. Despite this, evaluating the FSt and FSt(p) parameters for this short Fourier series
is worthwhile in order to investigate the level of unsteadiness that is predicted by an
imperfect representation of the pulse waveform.
Calculation of St and St(p) (Eqs 5.9 and 5.11, respectively) for each component requires
a suitable length scale, which has been set at 0.7m (the length of the pipe representing
the volute), and appropriate values for the fluid velocity and speed of sound. For the
latter two variables, cycle-averaged quantities recorded at the turbine inlet will be used;
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Figure 6.9: Fourier analysis for the first pulse shape at 1600 rev/min (between 6616–
6856◦CA) — (a) the input signal, (b) the component amplitudes, and (c) the recon-
structed Fourier series in five terms.
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Figure 6.10: Comparison between the input signal for the first pulse shape at
1600 rev/min and the reconstructed Fourier series in five terms.
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these are 108.31 and 750.00m/s, respectively (the resulting values of St and St(p) are
included in Tab. 6.5). This speed of sound indicates very high temperatures approaching
the inlet, which are greater than would be experienced in the real situation. Again, this
is due to the artificial engine specification; although this would be unsatisfactory in
a simulation designed to predict engine performance, it is deemed acceptable for the
purposes of the present comparison.
Evaluating Eqs 5.14 and 5.15 using the data provided by Tab. 6.5 gives values for FSt
and FSt(p) of 0.39 and 0.049, respectively. Comparison against the transitional values
in Eqs 5.12 and 5.13 (FSt 6 0.15 and FSt(p) 6 0.02) suggests the current 1600 rev/min
case will show more than double that level of unsteadiness. This implies considerable
wave action effects and a significant discrepancy between the wave action and filling-
and-emptying swallowing capacity predictions (at least those corresponding to the first
pulse).
After a handful of iterations, it was found that a twenty-four term (the mean level plus
twenty-three fluctuating components) Fourier series gives the required accuracy; the
maximum recorded difference is now 0.998%, with Figs 6.11 and 6.12 demonstrating a
very close match. Table 6.6 lists the complete Fourier series specification as well as the
individual values for St and St(p), calculated on the same basis as before. The new values
of FSt and FSt(p), taking account of the extra terms, are 0.77 and 0.097 respectively,
almost doubling again the indicated levels of unsteadiness. Clearly the waveform in
question is composed of many frequencies of a significant magnitude, emphasizing that
one should expect poor correlation between the wave action and filling-and-emptying
traces even at the lowest speed of 1600 rev/min. A similar analysis of the waveforms
pertaining to the higher crankshaft speeds could also be carried out, but this will not
contribute significantly to the discussion since it has already been established that a
wave action mode is expected in all cases.
Due to the non-identical nature of the individual pulse profiles reaching the turbine inlet
(Fig. 6.7), traces of turbine swallowing capacity over the engine cycle in question will give
rise to three distinct (though likely similar) hysteresis loci. For this reason the results in
Figs 6.13, 6.14, 6.15, and 6.16 show three separate plots for each speed. At 1600 rev/min
for instance, Fig. 6.13 (a) corresponds to the pulse between 6616–6856◦CA in Fig. 6.7 (a),
the 240◦ portion of the cycle which commences with the EVO of Cylinder [0]. Similarly,
Fig. 6.13 (b) corresponds to the period 6856–7096◦CA, and Fig. 6.13 (c) to that between
7096–7336◦CA. Since the turbine inlet waveform is cyclically steady by this point, the
latter extent of the third pulse (that between 7200–7336◦CA), which is not included
in Fig. 6.7, is the same as that between 6480–6616◦CA, which is shown. Note that
all recorded data points are also marked on each trace; since a constant time step (of
5× 10−6 s) was used throughout, these are equally spaced in time. This helps to give an
impression of, for want of a better name, ‘locus density’ — a reflection of the time the
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Figure 6.11: Fourier analysis for the first pulse shape at 1600 rev/min (between 6616–
6856◦CA) — (a) the input signal, (b) the component amplitudes, and (c) the recon-
structed Fourier series in twenty-four terms.
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Figure 6.12: Comparison between the input signal for the first pulse shape at
1600 rev/min and the reconstructed Fourier series in twenty-four terms.
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Table 6.6: 24 term Fourier series frequencies and coefficients for the reconstructed
first pulse at 1600 rev/min. St & St(p) values based on a length scale of 0.7m, and a
cycle-averaged fluid velocity and speed of sound of 108.31 & 750.00m/s, resp.
Component Frequency Amplitude 2ak 2bk Stk St(p)kno. (Hz) (bar) (bar) (bar)
0 0 1.4790 2.9580 0.0000 0.0000 0.0000
1 40 0.5039 -0.3067 0.3999 0.2585 0.0326
2 80 0.2282 -0.2100 -0.0893 0.5170 0.0652
3 120 0.0735 0.0126 -0.0724 0.7756 0.0979
4 160 0.0113 0.0112 -0.0014 1.0341 0.1305
5 240 0.0104 0.0083 0.0063 1.5511 0.1957
6 200 0.0083 0.0012 -0.0083 1.2926 0.1631
7 280 0.0078 -0.0077 -0.0014 1.8096 0.2284
8 1440 0.0039 -0.0032 -0.0022 9.3068 1.1744
9 1560 0.0037 -0.0032 -0.0018 10.0823 1.2723
10 720 0.0033 0.0006 -0.0032 4.6534 0.5872
11 1480 0.0033 0.0032 -0.0009 9.5653 1.2070
12 1520 0.0033 0.0000 0.0033 9.8238 1.2397
13 1600 0.0032 0.0032 -0.0006 10.3409 1.3049
14 1400 0.0030 0.0003 0.0030 9.0482 1.1418
15 760 0.0027 0.0023 0.0013 4.9119 0.6198
16 360 0.0026 0.0014 -0.0022 2.3267 0.2936
17 1280 0.0024 -0.0018 0.0015 8.2727 1.0439
18 680 0.0023 -0.0012 0.0020 4.3949 0.5546
19 320 0.0019 0.0005 -0.0019 2.0682 0.2610
20 800 0.0019 -0.0018 0.0005 5.1704 0.6524
21 1360 0.0018 0.0002 -0.0018 8.7897 1.1092
22 1640 0.0016 -0.0009 0.0014 10.5994 1.3375
23 1160 0.0015 0.0008 0.0012 7.4971 0.9461
turbine spends operating in a particular region of the swallowing capacity map. Arrows
indicate the direction of hysteresis progression with time.
It can be observed in general that the turbine is consistently operating below the steady
state characteristic for most of the pulse period. In fact, the wave action turbine model
does this for the entire pulse period in every plot except that pertaining to the first pulse
at 3200 rev/min, Fig. 6.15 (a). This is because the engine parameters were specified
almost blindly, the only concession to a good turbine match being that to artificially
boost the release pressure at EVO to attain high pressure amplitudes at the turbine
inlet. In the latter respect, the engine configuration was successful since the range of
pressure ratio observed across the turbine stage exploits the full extent (and sometimes
more) of the steady state characteristic. However, the higher overall level of stagnation
pressure approaching the turbine inlet simultaneously works to decrease the value of
the mass flow parameter (see Eq. 4.3), consequently shifting the swallowing capacity
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characteristic to a lower range of MFP. This aside, the main point of discussion is the
difference between the wave action and filling-and-emptying predicted results.
It is clear that the filling-and-emptying result is always more erratic than the wave
action trace, to an extent dependent on the detailed nature of the incident pressure
pulse. It may also be observed that most deviation between the wave action and filling-
and-emptying hysteresis occurs in the first trace (i.e., in plot (a) of each figure) at any
particular speed. This is because, as Fig. 6.7 shows, the corresponding incident pressure
pulse is the most erratic of the three in each engine cycle. For example, the fluctua-
tions that can be noticed on the filling-and-emptying turbine inlet pressure profile for
4000 rev/min as it approaches 6840◦CA (Fig. 6.7 (d)) correspond to the highly unpre-
dictable path of the filling-and-emptying trace in the high PR region in Fig. 6.16 (a). In
the same area, the wave action hysteresis demonstrates only mild oscillations since those
on the wave action pulse profile are also smaller in amplitude. As discussed in §5.6.1 and
§5.6.3, the nature of the filling-and-emptying method is to respond too quickly to sharp
gradients in the incoming pulse. Since the first pulse contains more of such features
than the other two, the resulting swallowing capacity demonstrates the most chaotic
behaviour. A similar effect occurs as engine speed rises, since this also acts to increase
absolute pressure gradients (in absolute terms, i.e., on a time rather than ◦CA basis).
These combine to ensure that the first traces at 3200 and 4000 rev/min, Figs 6.15 (a)
and 6.16 (a) respectively, both show considerable regions of divergence between the wave
action and filling-and-emptying loci, while those for the second and third pulses show
much less, and are much smoother in general.
While the earlier evaluation of FSt and FSt(p) forewarned of the large disparities now
observed, it is difficult to gauge how the actual values of these dimensionless parameters
can be related to specific features or disparities in the swallowing capacity traces. The
next and final chapter includes some suggestions for improvement in this area.
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Figure 6.13: Predicted instantaneous swallowing capacities at 1600 rev/min for the
turbine inlet pulse between (a) 6616–6856, (b) 6856–7096, and (c) 7096–7336◦CA.
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Figure 6.14: Predicted instantaneous swallowing capacities at 2400 rev/min for the
turbine inlet pulse between (a) 6616–6856, (b) 6856–7096, and (c) 7096–7336◦CA.
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Figure 6.15: Predicted instantaneous swallowing capacities at 3200 rev/min for the
turbine inlet pulse between (a) 6616–6856, (b) 6856–7096, and (c) 7096–7336◦CA.
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Figure 6.16: Predicted instantaneous swallowing capacities at 4000 rev/min for the
turbine inlet pulse between (a) 6616–6856, (b) 6856–7096, and (c) 7096–7336◦CA.
Chapter 7
Conclusions & Future Work
The work presented in this thesis is now reviewed by considering the main outcomes
of each chapter and the research as a whole, and whether the initial objectives have
been met. The future direction for ONDAS and its application to turbocharger turbine
modelling and other areas are then discussed.
7.1 Conclusions
Chapter 1 Introduction
The purpose of this chapter was to first describe the political and environmental back-
ground against which modern turbocharger development is set. This demonstrated that
despite turbocharging being a mature technology, there is considerable potential and
need for its expanded use while at the same time improving exhaust energy recovery
through intelligent application and advanced turbocharger technologies.
A brief review of engine performance simulation software was then carried out and the
method of turbocharger modelling in 1D gas dynamic codes was discussed. This in-
troduced the underlying problem inherent to turbine models, that of the quasi-steady
assumption, which conflicts with the nature of the pulsating fluid flow observed at the
turbine inlet in IC engine applications. Due to the way in which turbocharger perfor-
mance is recorded, in the form of steady state characteristics, and because little geo-
metrical information concerning the turbine and its housing will typically be available
to the end user of engine simulation software, the quasi-steady method remains the only
viable option at the moment. The chapter concluded by listing the main objectives for
the remainder of the thesis.
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Chapter 2 Numerical Methods
This chapter set down the numerical foundations for the code. After briefly reviewing
the historical development of numerical methods for gas dynamics, the system of nonlin-
ear hyperbolic conservation laws describing one-dimensional inviscid compressible flow
(the Euler equations) was derived, followed by descriptions of appropriate models for
the source terms (pipe wall friction and heat transfer, and losses in pipe bends). The
governing equations were then discretized to provide a set of second-order, conservative,
shock-capturing finite difference numerical methods. The earlier implementations of the
homentropic and non-homentropic method of characteristics (the validation of which is
provided in Appdx A) were superseded by these industry-standard schemes.
The merits of different methods were then evaluated using a number of shock tube tests,
eventually identifying the Wαβ family of schemes, reinforced to meet the TVD criterion,
as being necessary for the intended simulation of gas dynamics in IC engine manifolds.
Though any of theWαβ numerical methods would be acceptable, it was decided to make
the two-step Lax-Wendroff method (+ TVD) the default propagation option in ONDAS,
citing ease of specification by the user. The family of schemes selected for ONDAS
were then validated against the external software Ricardo WAVE using a further shock
tube test case; good agreement was achieved, with ONDAS perhaps showing better
performance in terms of discontinuity prediction.
Chapter 3 Boundary Methods
The implementation of the elementary (e.g., the end environment), and some more com-
plex (e.g., the Bassett-Winterbone pressure loss junction (BWPLJ)) quasi-steady bound-
ary methods was then described, with some detailed flow diagrams to aid explanation
where necessary. These should prove especially useful to researchers wishing to add to
or modify the existing code. Operation of the basic boundary conditions (closed, open
and nozzle) was checked once again against the commercial software Ricardo WAVE, re-
using the simpler conditions as they were validated to construct validation simulations
for the more complex types. Published examples were used to assess the operation of
other boundary methods, in particular the constant pressure and pressure loss junctions.
A notable outcome of this chapter is the successful implementation of the BWPLJ. The
junction is one of the most fundamental boundary conditions in an engine simulation
code; although constant pressure junctions are reliable, they are not able to convey to
the adjoining pipe domains the pressure loss information representative of the actual
junction geometry. This is particularly important when considering the effect of the ex-
haust manifold configuration on the shape of on-engine pressure pulse waveforms as they
approach the turbine inlet. The BWPLJ can also match the ability of the constant pres-
sure junction to join any number of pipe ends (traditionally limited to three in pressure
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loss techniques), yet still take account of the angle between each pipe pair; the example
of the five-into-one exhaust junction from a V10 Formula One engine demonstrated the
differentiation between branches it provides. In the author’s experience pressure loss
junction models are some of the most difficult to implement because they require simul-
taneous solutions to at least three pipe end conditions. It is fortunate then that the
BWPLJ has proved satisfactorily robust in the testing carried out so far.
Chapter 4 Turbine Modelling
The chapter started with a brief survey of the most relevant literature covering radial-
and mixed-flow turbocharger turbine performance and its prediction under pulse flow
conditions. This highlighted some important advances since the 1960s; for example, the
identification that turbine instantaneous mass flow and efficiency characteristics follow
an hysteresis type locus, away from the steady state characteristic and the quasi-steady
prediction (Dale and Watson, 1986), and the successful use of wave action (Chen and
Winterbone, 1990) and filling-and-emptying (Baines et al., 1994) techniques to model
flow in the volute. Either model type will reproduce the hysteresis effect since both take
account of mass accumulation in the volute space; however, it was not clear whether a
wave action approach was definitely required or that a filling-and-emptying volute was
sufficient for the general case. These two examples of turbine modelling still maintained
a quasi-steady rotor; indeed, it seems adequate accuracy can be attained without explicit
modelling of unsteady flow through the rotor, since it can reasonably be designated a
quasi-steady device due to the relatively small dimensions involved. Early experimental
and predictive work seems to confirm this as the case (e.g., Wallace and Blair, 1965),
though Chen et al. (1996) suggested that taking account of the circumferential variation
imposed by the volute would lead to further improvements. Many works, both experi-
mental and computational, stressed the poor predictive capabilities of the quasi-steady
approach.
Following a review of the test facility at the author’s institution and the experimental
data that would be used to establish the accuracy of later models, some of the main
quasi-steady methods for turbine modelling, which are administered as nodal boundary
conditions in codes like ONDAS, were described. They require the steady state charac-
teristics to be supplied in one form or another, but because they are applied at a single
plane they are restricted to simulate performance along (or interpolated between) the
steady state curves pertaining to the speeds at which the data was originally measured.
The next section discussed the construction of some new turbine models. Central to
this part of the investigation was the use of the bespoke ONDAS transmissive and APL
(adiabatic pressure loss) rotor boundary conditions to permit appropriate 1D wave action
simulations. Their development and that of the associated first-level turbine domain was
shown to provide a base model for predicting instantaneous turbine mass flow with good
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results at low frequencies. In an attempt to improve accuracy at higher frequencies, the
model was extended to include more realistic geometry variation, leading to the second-
level turbine model. This, however, did not show sufficient improvement to warrant
the extra complexity involved. Nonetheless, the pressure and mass flow histories, and
the instantaneous swallowing capacity plots generated using the first-level version stood
up well against the experimental test stand results in the lower frequency range, up to
approximately 40Hz. Even at higher frequencies where accuracy deteriorates, the model
can still provide a means to accommodate the reaction of the turbine stage to unsteady
effects in larger 1D simulations of complete engine-turbocharger configurations. The
advantages of the first-level turbine modelling approach can be listed as follows:
• Can be specified with a minimum of geometrical information (a length and a
volume).
• Continues to employ the same steady state swallowing capacity maps to which
simulation engineers already have access.
• Provides good agreement with the experimental data at lower frequencies (e.g.,
the case tested at 20Hz).
• Even at higher pulse frequencies, can be used to aid interpretation of the experi-
mental unsteady mass flow characteristics.
The main disadvantages are:
• Cannot currently predict instantaneous efficiency; this has yet to be investigated
properly.
• Accuracy in unsteady flows of large pressure amplitude relies on the availabil-
ity of wide steady state characteristics; this has not been a problem during the
development stage since the validation data was recorded using a specialized dy-
namometer.
• Requires more computing time compared to quasi-steady turbine boundary con-
ditions due to the extra domains involved.
Chapter 5 Unsteady Modes
This chapter investigated the effect of the highly unsteady pulsed flow inherent to the
exhaust manifold of an engine-turbocharger system, both at an overall engine scale and
in terms of its impact upon turbocharger turbine mass flow operation. Fundamental
to the analysis was the use of dimensionless criteria to quantify levels of unsteadiness.
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Although the use of the Strouhal number (St) and the reduced frequency (β) are ad-
equate for sinusoidally oscillating or similar flows, it was shown that it is important
to take account of the pulse duty cycle factor (φ) for pulses that could be identified
as having distinct fluctuating (half-sinusoidal) and constant regions. Consequently the
pressure wave normalized Strouhal number, St∗(p), proved useful in gauging the shift to
unsteady operation in cases where φ < 1.
Regarding overall on-engine conditions, a comparison of Tab. 5.1 and Tab. 5.2 revealed
that a similar range of Strouhal number values can be observed for both passenger car
sized and much larger medium-speed diesel engines, since in general channel length was
seen to increase as engine speed decreased. Hence investigations covering this region
of Strouhal number are relevant for a wide variety of turbocharged engines. Having
discussed the on-engine conditions in great detail it is clear that for meaningful experi-
mental investigations it is indispensable to obtain representative conditions on the test
rig. The simulations show that it is of major importance to judge the pulse shape at
the turbine inlet. Additionally, it is necessary to vary the test conditions. Even for
the investigation of a single engine configuration, a variation of turbine inlet conditions
should be anticipated due to the different pipe lengths corresponding to each cylinder,
and the changing engine speed.
The relevance of the pulse duty cycle factor (φ) was demonstrated in situations where it
can be readily assigned. The corresponding section of the 1D analysis also showed that in
such cases, it is more appropriate to use the pressure wave normalized Strouhal number,
St∗(p), to judge the importance of unsteady effects. A criterion of St∗(p) < 0.014 was
shown to ensure operation within 5% of the steady mass flow characteristic.
It was then shown that a filling-and-emptying turbine model cannot always accurately
predict the instantaneous swallowing capacity. Seemingly small (high frequency) features
on the incoming pressure profile can cause large discrepancies in the resulting hysteresis
trace, by which point a wave action technique becomes essential. Typical engine pulses
are complicated waveforms, making it difficult to predict an overall level of unsteadiness.
To this end IC engine exhaust pulse characterization using Fourier series decomposition
was demonstrated. Two new dimensionless measures of unsteadiness, the Fourier series
Strouhal number, FSt, and the Fourier series pressure wave Strouhal number, FSt(p),
were introduced to correspond to the characterization method. Their initial evaluation
indicated an upper limit for a filling-and-emptying controlled system as FSt 6 0.15 and
FSt(p) 6 0.02, as approximate guides.
Finally the dimensionless parameters FSt and FSt(p) were generalized to account for
different phasing of the frequency components of the incoming flow (i.e., non-zero bk).
This resulted in the expressions given in Eqs 5.14 and 5.15, viz.,
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The said transition limits still hold for these expressions.
Chapter 6 Applications
This chapter first showed an example of how the first-level turbine model and its filling-
and-emptying equivalent can contribute to the interpretation of existing experimental
instantaneous swallowing capacity data. Section 6.2.2 then carried out a brief analysis
using ONDAS to predict IC engine exhaust manifold conditions over a range of speeds,
but particularly to examine the effect of employing a filling-and-emptying turbine model
instead of applying a wave action approach to the combined engine and turbocharger
turbine domain. The comparison showed that in general the disparity between modelling
techniques increases with engine speed, as expected, but is not just confined to the region
near the turbine inlet and the turbine stage itself (though the divergence in swallowing
capacity prediction was again demonstrated). The differences in the pressure traces are
propagated throughout the domain and are still recorded at the exhaust valves. This
impacts upon cylinder conditions during the period while the exhaust valve is open, the
most important consequence of which is the possible miscalculation of the scavenge flow
during valve overlap.
Prior to inspection of the instantaneous swallowing capacity predictions, values of FSt
and FSt(p) were evaluated for the lowest speed case (1600 rev/min, nominally 40Hz),
using first five, then twenty-four terms in the Fourier series representation. Both sug-
gested this case was already far into a wave action dominated mode of operation. It is
important to note here that the evaluation of unsteadiness should be carried out on the
turbine inlet pulse judged to be the most unsteady. Even the symmetric junction ar-
rangement used here gave rise to three distinct pulse waveforms which, although similar,
generated varying levels of divergence on the swallowing capacity traces.
Overall
To reiterate the background to this research, commercial engine simulation codes re-
strict turbocharger treatment to quasi-steady models, in general, yet both wave action
CHAPTER 7 CONCLUSIONS & FUTURE WORK 291
and filling-and-emptying simulations show that the unsteady swallowing capacity lies
significantly away from the steady result. Even where a filling-and-emptying model can
be used, this technique may not be sufficient to capture the true unsteady operation
once gas dynamic effects arise. It is hoped that the work presented here will provide the
basis of a generic guideline for this transition, before which simulations using a filling-
and-emptying turbine model can be considered reliable, and after which wave action
effects will start to discredit such results. This issue can be assessed by constructing the
dimensionless numbers developed in this thesis.
In situations where FSt and FSt(p) anticipate a wave action environment, the first-level
turbine model at least provides a prototype method for dealing with unsteady operation,
despite the fall-off of accuracy with increasing frequency. Although the hysteresis of
the instantaneous mass flow characteristic can be replicated quite well (depending on
frequency), as yet there is no capacity for efficiency prediction; this and other concerns
are discussed in the next section. However, the main objectives have been fulfilled
— ONDAS has been written using modern finite difference techniques, and boundary
conditions necessary for (basic) engine simulations have been implemented. Bespoke
boundary conditions have also been developed that allow new turbine models better
able to simulate unsteady turbine operation to be constructed, and a study of wave
propagation in the exhaust manifold and turbine inlet of an example engine has realized
the ability of FSt and FSt(p) as predictors of unsteadiness levels.
7.2 Future work
7.2.1 Code development
Though code development in ONDAS is always ongoing, the implementation of certain
features should be prioritized to improve competitiveness compared to well-established
programs. The following are not exhaustive lists, but provide some idea of how the code
should develop.
Near term Items to be implemented in the near term include improved error-handling
capabilities; though the author is experienced in identifying the causes of program errors,
these should not be experienced by the general user. For example, the program must
be capable of first warning of any problems with the domain structure before executing
the actual simulation, and should provide safe return to the pre-processing stage if
physical errors are encountered during the run. Another useful improvement would be
the ability to initialize simulation domains from existing results (‘restart files’) — an
essential feature of any CFD code but which has not yet been programmed in ONDAS.
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Long term Numerous improvements could be mentioned here, but one has to be selec-
tive and consider which makes effective use of the time available for code development.
The introduction to this thesis was much concerned with energy recovery and the wider
environmental aspects of turbocharging. ONDAS can be made more relevant to the
latter issue by introducing chemical species propagation, requiring additional conser-
vation equations at the heart of the code. A further feature of interest to the author
is the possibility of 1D-3D hybrid simulations (using an open-source 3D code). This
would mainly be a programming task, though would also require investigation of an
appropriate spatial averaging procedure, for example.
An important feature of the code’s usability is its user interface which, as it stands,
relies on a system of text files. This is not especially debilitating since it is still possible
to save existing domains as separate assemblies, which can then be joined together to
construct new cases, for instance. The main issue is that it difficult to envisage the
layout of complex domains, and a graphical system would help minimize mistakes in the
construction of new models.
7.2.2 Unsteadiness parameters
Although the parameters FSt and FSt(p) were used successfully in Chap. 6 to anticipate
the likely inappropriateness of the filling-and-emptying turbine model for even the lowest
crankshaft speed simulated (1600 rev/min), they have not been extensively tested for on-
engine conditions. Though large increases were observed in the calculated values of FSt
and FSt(p) after moving from a five to a twenty-four term Fourier series reconstruction,
it is not clear how the magnitude of these parameters relates to the discrepancies seen
on the swallowing capacity characteristics. Hence further tests should be carried out,
particularly for engine pulses having very high frequency content. The author would
also like to resume more fundamental testing using regular sinusoidal pressure pulses,
continuing the theme of Chap. 5. This only went as far as examining three term Fourier
series waveforms — the evidence for the precise transition from filling-and-emptying to
wave action operation is perhaps lacking in this respect.
7.2.3 Turbine model development
In existing 1D volute models (e.g., Chen and Winterbone, 1990; Chen et al., 1996), the
tapered pipe representing the volute finishes at a closed end (as Fig. 4.6 suggests), or
rather, the entire flow is forced to pass through the rotor at a nominated location. Clearly
this approach cannot take account of circumferential variation in volute conditions, nor
the admittance of mass into the rotor in varying quantities through all blade passages
(e.g., Fig. 7.1 (a)).
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Third-level turbine model Hence a proposed third-level turbine model concept fea-
tures multiple rotor inlet locations, and reconnection of the end of the tapered pipe back
at the tongue (the broken lines in Fig. 7.1 (b) indicate an information link, i.e., coin-
cident nodes). Bend losses in the volute pipe could also be introduced to simulate its
curvature. Figure 7.1 (b) implies that the passages will be treated as individual ducts;
care must be taken here to ensure that the foundations of one-dimensional flow are
not contravened, and it must be assumed that these pipes represent the meanline flow.
Moreover, specifying numerous ducts and junctions will continue to add to the required
computing time, another important consideration as to whether this level of complexity
is justified — it is after all only a 1D simulation.
It is envisaged to upgrade the first-level version with just four rotor inlets to start with,
in a symmetrical pattern around the volute. Taking this idea to its limit, a separate
rotor entry would be specified for each blade passage on the real turbine, leading to
a configuration like that shown in Fig. 7.1 (b). This complex arrangement is enabled
through the use of multiple junctions; the momentum considerations inherent to the
Bassett-Winterbone pressure loss model will become useful if blade incidence angles
later need to be specified. Twin- or multiple-entry volutes may be treated in a similar
way — separate volute domains could be created which then join as the flow enters the
rotor passage domains. Note that the frozen rotor treatment suggested here still requires
addition of the appropriate source terms to the governing equations, in order to simulate
the effects of rotation. The work of Hu and Lawless (2001) is a good example of this.
Another conceivable feature to enhance realism would be to attempt implementation of
explicit mesh motion. Since the domain is one-dimensional this could only be done by
separating each rotor passage duct from its junction with the volute and then reconnect-
ing it to a different junction node, in a gated fashion rather than the more continuous
rotation permitted in 3D CFD simulations (e.g., Palfreyman, 2004). This process would
be carried out at every time step, the length of which would reflect the speed of rotation,
or rather the time step would be specified to achieve a certain rotor speed.
Steady state characteristics The turbine models presented in Chap. 4 rely on wide
ranging steady swallowing capacity maps to provide accurate prediction away from the
design point and the steady curve. So far the author has been spoilt by the availability
of the wide data range provided by Szymko (2006) through the use of the eddy-current
dynamometer. For on-engine applications, the turbine performance maps will typically
be much narrower. In such cases the first-level model can still be used but its accuracy
outside of the limited range of the map will be uncertain.
This issue can be resolved by either the turbocharger manufacturer extending the steady
state test range, which may in future be feasible by using more capable test facilities
(e.g., Galindo et al., 2006b) or as devices like the eddy-current dynamometer (Szymko,
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Figure 7.1: Conceptual third-level turbine model — (a) design intention, and (b) 1D
representation.
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2006) become more common, but a more realistic aim would be to extend the range of
existing data. A further issue is the effect of heat transfer across the turbine; Jung et al.
(2002), for example, consider the re-evaluation of efficiency maps once heat transfer is
taken into account. Both are important topics but have not been considered in the scope
of the current project.
Instantaneous efficiency prediction The most significant omission from the results
presented in this thesis is the prediction of instantaneous efficiency. A major strength
of the first-level turbine model is its simplicity, and that it can operate using existing
steady state mass flow data. With this attribute in mind, it might be hoped to apply a
corresponding procedure using steady state performance maps (i.e., efficiency vs velocity
ratio, U/Cis), which are similarly available. This would require estimation of the velocity
(blade speed) ratio of the rotor tip velocity to the absolute velocity derived from the
isentropic enthalpy drop between the stagnation inlet conditions (‘i’) and the static
conditions at the exit (‘e’), viz.,
U
Cis
=
U√
2
(
h0i − heis,s
) (7.1)
=
U√
2cpT0i {1− (pe/p0i)}
γ−1
γ
(7.2)
in order to first calibrate such a boundary and for its general operation. This infor-
mation could conceivably be obtained from the predicted flow conditions in the volute
and exit ducts, and the known rotor speed, though whether this leads to acceptable
correlation with experimental instantaneous performance is a matter for future investi-
gation. The author would expect to find some difficulties in trying to calibrate the rotor
against steady mass flow and efficiency characteristics at the same time. Use of the
Bassett-Winterbone pressure loss junction model may be particularly beneficiary here
if implementation of incidence angle variation is required at the rotor inlet, in order to
begin to take account of some of the losses normally experienced across a blade passage.
A model based only on standard 1D components will not be able to take full account of
the losses occurring in the rotor; to this end, a meanline model may be required. Research
into improved meanline models is continuing at the author’s institution in a separate
project, with the eventual outcome to be built into ONDAS. This will permit on-engine
simulations with realistic, physics based turbocharger components; demonstrations of
the effect of different turbine modelling methods and changes in turbine geometry on
final engine performance can then be carried out.
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Future applications As yet the modelling of nozzled turbines, and therefore also
of variable geometry turbines, has not been addressed. However, similar techniques to
those described above could be used to construct a model in 1D, perhaps initially by
adding a further duct and flow restriction device to the first-level turbine domain; a
filling-and-emptying version could again be built.
An application of such a model would be to simulate the advanced turbocharger tech-
nologies developed recently in the author’s group, e.g., active control turbocharging,
whereby the nozzle effective flow area follows the shape of the pulse waveform (Pesiridis
and Martinez-Botas, 2005, 2006; Rajoo and Martinez-Botas, 2006). The aim would
again be to help analyse the observed unsteady operation, specifically how the presence
of a nozzle ring and the trim setting affect the filling-and-emptying and pressure wave
action between the volute and the rotor, questions not wholly answered by experimental
investigation alone (Costall et al., 2006a; Rajoo, 2007).
Appendix A
Basic Validation
This appendix describes a selection of tests carried out to validate the homentropic
and non-homentropic method of characteristics propagation schemes implemented in
ONDAS. Though deprecated in favour of the more modern second-order, conservative,
shock capturing numerical methods discussed in Chap. 2, it is still possible to specify
their use in 1D simulations. Apart from being useful for comparison purposes against
newer techniques, the equations involved are the foundation of all boundary methods in
ONDAS. Hence it is worthwhile to validate these schemes alongside some of the basic
boundary conditions.
This will be done through comparison with published computational results. The mod-
els tested here are those developed by various researchers but primarily the comparison
is based on information taken from Benson (1982). These models as implemented in
ONDAS break no new ground but nevertheless are essential as building blocks for the
construction of more complex models, such as those used to test newly developed bound-
ary conditions. The discussion focuses on the similarity between the results generated by
ONDAS and the published data, rather than providing an exhaustive physical analysis
of the gas dynamics shown by the simulations.
A.1 Homentropic models
Although never used in serious simulations due to their relative simplicity, homentropic
models are used here to provide simple boundary conditions while the unsteady gas flow
propagation method is tested.
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Figure A.1: Simple homentropic program — computational domain showing measur-
ing locations.
Table A.1: Simple homentropic program — input data.
Parameter Value
Initial pipe pressure (bar) 1.5
Initial pipe temperature (K) 300
Reservoir pressure (bar) 1.5
Reference pressure (bar) 1.0
Pipe length (m) 1.0
No. of meshes
- simulation 1 10
- simulation 2 30
- simulation 3 50
A.1.1 A simple homentropic program
The code used for the simulations set up here corresponds to the program listed in
Benson (1982: p. 270).
Example
Validates homentropic mesh method of characteristics (for flow propagation), homen-
tropic inflow boundary condition, and homentropic open end boundary condition.
An example using homentropic techniques is now shown; the domain in Fig. A.1 com-
prises one pipe and two boundary conditions. At time zero a valve is opened at the
right hand end of the pipe; the gas inside the pipe, initially at a higher pressure than
that of the surroundings, flows from the large reservoir through the pipe to the outside.
Table A.1 gives the simulation input parameters for this case.
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(a)
(b)
Figure A.2: Comparison of calculated pressure and velocity at pipe entry, receiver
end, between (a) ONDAS and (b) published data in Benson (1982: Fig. 6.21 (a)).
Traces of static pressure and velocity variation with time, based on a domain with
fifty meshes, are shown in Fig. A.2 (trace at pipe entry, receiver end), Fig. A.3 (pipe
mid-point), and Fig. A.4 (pipe open end). These demonstrate good agreement between
ONDAS and the corresponding published results, suggesting that the models used so
far have been incorporated correctly into the code. Note that this and the remaining
comparisons in this appendix are mainly qualitative; a quantitative match should not be
expected as the complete set of parameters used to generate the published results is not
known (e.g., the exact time step used and the level of precision employed). These test
comparisons merely serve to highlight any clear mistakes in the model implementation.
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(a)
(b)
Figure A.3: Comparison of calculated pressure and velocity at pipe mid-point, be-
tween (a) ONDAS and (b) published data in Benson (1982: Fig. 6.21 (b)).
All of the computationally generated traces show rounding of the curves at transi-
tion points due to the finite resolution of the propagation scheme — including wall
pipe friction in the simulation would have a similar effect. The ‘graphical’ traces in
Figs A.2 (b), A.3 (b), and A.4 (b) were generated with the graphical method of charac-
teristics, whereby the characteristics themselves are mapped out by hand on squared
paper. Although this technique produces the correct sharp edge transitions between
steady and wave regions, it accumulates an error with each time step reflecting the level
of precision attainable with the drawing implements used.
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(a)
(b)
Figure A.4: Comparison of calculated pressure and velocity at pipe open end, between
(a) ONDAS and (b) published data in Benson (1982: Fig. 6.21 (c)).
Results demonstrating the effect of changing the number of meshes between simula-
tions are shown in Figs A.5 and A.6. Traces generated by ONDAS and the published
data again compare well, confirming here the correct operation of the propagation
method since changes in mesh resolution produce the same effects at both the pipe
entry (Fig. A.5) and the pipe mid-point (Fig. A.6). In all computational traces, there
are only minor differences between the fifty and thirty mesh data, though the result for
the ten mesh case shows significant departure from the real trace, especially at the pipe
mid-point.
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(a)
(b)
Figure A.5: Effect of mesh density on simulation accuracy. Comparison of calcu-
lated pressure at pipe entry, receiver end, using three different mesh densities, between
(a) ONDAS and (b) published data in Benson (1982: Fig. 6.22 (a)).
The variation of the gas particle velocity at three different locations within the pipe is
given in Fig. A.7. A good match continues to exist between the published data and the
results produced by ONDAS: both show a steady velocity is reached at all measuring
locations by approximately 32ms.
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(a)
(b)
Figure A.6: Effect of mesh density on simulation accuracy. Comparison of calculated
pressure at pipe mid-point, using three different mesh densities, between (a) ONDAS
and (b) published data in Benson (1982: Fig. 6.22 (b)).
A.1.2 Homentropic nozzle boundary condition
Example 1: Sudden discharge from a cylinder
Validates homentropic mesh method of characteristics (for flow propagation), homen-
tropic closed end boundary condition, and homentropic nozzle boundary condition.
A further example using homentropic techniques is now given; the domain in Fig. A.8
again comprises one pipe and two boundary conditions. At time zero a valve is opened
at the right hand end of the pipe revealing an opening with an area one quarter of the
pipe cross-sectional area (hence a nozzle area ratio, φ = 0.25). The gas inside the pipe
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(a)
(b)
Figure A.7: Comparison of calculated gas velocity variation with time at three loca-
tions in the pipe (fifty meshes), between (a) ONDAS and (b) published data in Benson
(1982: Fig. 6.23).
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Figure A.8: Homentropic nozzle, example 1 — sudden discharge from a cylinder.
Computational domain showing measuring locations.
Table A.2: Homentropic nozzle, example 1 — sudden discharge from a cylinder. Input
data.
Parameter Value
Initial pipe pressure (bar) 3.041
Initial pipe temperature (K) 300
Reference pressure (bar) 1.0
Pipe length (m) 1.219
No. of meshes 48
Nozzle area ratio, φ 0.25
Location 1 (fraction of pipe length) 112
Location 2 (fraction of pipe length) 1112
has a higher initial pressure than the surroundings, causing gas to flow out of the pipe.
The simulation input parameters are given in Tab. A.2.
Figures A.9 and A.10 show the pipe pressure variation with time at locations 1 and 2
respectively; (a) and (b) of each figure compare the result from ONDAS against that
provided by Benson (1982: Fig. 6.28).
Although it is only possible to compare the results qualitatively without having the
actual data pertaining to the published graphs, an almost identical match is achieved
between the computational traces, confirming the implementation of the closed and
nozzle boundary conditions in the code. As stated earlier, minor differences are expected
due to factors that are either unknown or cannot be replicated, such as the level of
precision used in the code used to generate the published results.
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(a)
(b)
Figure A.9: Comparison of calculated pressure at location 1 in the pipe, between
(a) ONDAS and (b) published data in Benson (1982: Fig. 6.28 (a)).
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(a)
(b)
Figure A.10: Comparison of calculated pressure at location 2 in the pipe, between
(a) ONDAS and (b) published data in Benson (1982: Fig. 6.28 (b)).
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Table A.3: Homentropic nozzle, example 2 — gradual discharge from a cylinder.
Input data.
Parameter Value
Initial pipe pressure (bar) 5.0
Initial pipe temperature (K) 289
Reference pressure (bar) 1.0
Pipe length (m) 0.152
No. of meshes 48
Nozzle area ratio, φ 0.0 (0ms) – 0.6 (6ms)
Location 1 (fraction of pipe length) 0% (closed end)
Location 2 (fraction of pipe length) 100% (nozzle end)
Example 2: Gradual discharge from a cylinder
Validates homentropic mesh method of characteristics (for flow propagation), homen-
tropic closed end boundary condition, and homentropic nozzle boundary condition.
This simulation is similar to the previous case, though in this example the flow of gas
from the cylinder is controlled by a port, the open area of which increases with time
until a constant value is reached. Hence the domain components are the same as in
Fig. A.8, though the area ratio (φ) is now time dependent and varies linearly from zero
to 0.6 over a period of 6ms. The input parameters for this case are given in Tab. A.3.
Figure A.11 shows the pipe pressure variation with time at both measuring locations.
The comparison is again very good; both sets of results show the fluctuating pressure
level at the closed end of the pipe. The only difference lies with the amplitude of
the residual waves after about 20ms, with ONDAS showing a higher pressure level
remaining. This is a small disparity and could be due to the value of the time step
chosen; that used in ONDAS was refined until no change occurred in the pressure trace
generated (Fig. A.11 (a)).
A.1.3 Homentropic cylinder boundary condition
Example: Single-cylinder and exhaust pipe configuration
Validates homentropic mesh method of characteristics (for flow propagation), homen-
tropic cylinder boundary condition, and homentropic nozzle boundary condition.
A slightly more complex configuration is now constructed to test the cylinder algorithm
and valve boundary condition, the domain for which is shown in Fig. A.12. The param-
eters for the example simulation are shown in Tab. A.4, including the variables required
to control cylinder operation. The cylinder has both an intake and an exhaust valve; the
valve timing data in the form of valve effective area vs crank angle is given in Tab. A.5.
Note that only the exhaust valve is connected to a pipe; the source of the flow through
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(a) (b)
Figure A.11: Gradual discharge from a cylinder. Comparison of calculated pressure
at pipe ends, between (a) ONDAS and (b) published data in Benson (1982: Fig. 6.31).
Figure A.12: Homentropic cylinder example — single-cylinder and exhaust pipe con-
figuration. Computational domain showing measuring locations.
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Table A.4: Homentropic cylinder example — single-cylinder and exhaust pipe config-
uration. Input data.
Parameter Value
Initial pipe pressure (bar) 1.0
Initial pipe temperature (K) 528
Reference pressure (bar) 1.0
Pipe length (m) 0.609
Pipe diameter (m) 0.0508
No. of meshes 12
Nozzle area ratio, φ 0.5
Location 1 (fraction of pipe length) 0% (cylinder end)
Location 2 (fraction of pipe length) 100% (nozzle end)
Cylinder parameters:
- engine speed (rev/min) 2000
- cycle type (stroke) 4
- bore (m) 0.125
- stroke (m) 0.130
- connecting rod length (m) 0.273
- nominal compression ratio 14.0
- exhaust valve opens (EVO) (◦CA) 136
- intake valve opens (IVO) (◦CA) 346
- cylinder pressure at EVO (bar) 3.593
- cylinder temperature at EVO (K) 762
- intake receiver pressure (bar) 1.65
- intake receiver temperature (K) 360
the intake valve is provided by a receiver at constant pressure and temperature (see
bottom of Tab. A.4), which simulates an inlet manifold at constant conditions.
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Table A.5: Homentropic cylinder example — single-cylinder and exhaust pipe config-
uration. Valve timing input data.
Exhaust valve data Intake valve data
Crank angle (◦CA) Valve area (m2) Crank angle (◦CA) Valve area (m2)
000.0 0.00000000 000.0 0.00000000
001.0 0.00001408 004.0 0.00001554
009.0 0.00003658 012.0 0.00004036
017.0 0.00008664 020.0 0.00009555
025.0 0.00016884 028.0 0.00018600
033.0 0.00028851 036.0 0.00031737
041.0 0.00042153 044.0 0.00046301
049.0 0.00054926 052.0 0.00060249
057.0 0.00066694 060.0 0.00073072
065.0 0.00071524 068.0 0.00084639
073.0 0.00086606 076.0 0.00094710
081.0 0.00094408 084.0 0.00103171
089.0 0.00103227 092.0 0.00110010
098.0 0.00106908 100.0 0.00115018
105.0 0.00108900 108.0 0.00118184
113.0 0.00109185 112.0 0.00118862
117.0 0.00109185 124.0 0.00118862
125.0 0.00108900 128.0 0.00118184
133.0 0.00106908 136.0 0.00115018
141.0 0.00103227 144.0 0.00110010
149.0 0.00094408 152.0 0.00103170
157.0 0.00086606 160.0 0.00094710
165.0 0.00071524 168.0 0.00084639
173.0 0.00066694 176.0 0.00073072
181.0 0.00054926 184.0 0.00060249
189.0 0.00042153 192.0 0.00046301
197.0 0.00028851 200.0 0.00031737
205.0 0.00016884 208.0 0.00018600
213.0 0.00008664 216.0 0.00009555
221.0 0.00003658 224.0 0.00004036
229.0 0.00001408 232.0 0.00001554
231.0 0.00000000 236.0 0.00000000
720.0 0.00000000 720.0 0.00000000
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(a)
(b)
Figure A.13: Pressure variation during the gas exchange period of a single-cylinder
engine cycle. Comparison of calculated cylinder pressure, between (a) ONDAS and
(b) published data in Benson (1982: Fig. 6.42 (a)).
APPENDIX A BASIC VALIDATION 313
(a)
(b)
Figure A.14: Pressure variation during the gas exchange period of a single-cylinder
engine cycle. Comparison of calculated pressure at location 1 in the pipe (cylinder end),
between (a) ONDAS and (b) published data in Benson (1982: Fig. 6.42 (b)).
Results generated from ONDAS are compared against the published data over the valve
operating period of an engine cycle. Figure A.13 (a) and (b) demonstrate the increase
in pressure seen in the cylinder as the piston rises towards the end of the exhaust stroke
at scavenge top dead centre (TDC), confirming correct calculation of cylinder pressure
and valve mass flow as suggested by the high level of agreement between ONDAS and
the published result.
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(a)
(b)
Figure A.15: Pressure variation during the gas exchange period of a single-cylinder
engine cycle. Comparison of calculated pressure at location 2 in the pipe (nozzle end),
between (a) ONDAS and (b) published data in Benson (1982: Fig. 6.42 (c)).
Now considering the measuring locations in the pipe, Fig. A.14 (a) shows the ON-
DAS pressure variation at the cylinder end correlates well with the published trace in
Fig. A.14 (b). Here the residual wave action can be seen after the exhaust valve closing
event (EVC), though the published data predicts a faster reduction in amplitude.
Likewise the ONDAS and published pressure traces at the nozzle end, Fig. A.15 (a) and (b)
respectively, give a similarly good correlation, and show a great reduction in residual
wave amplitude by this position in the domain.
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A.2 Non-homentropic models
The boundary methods validated so far in this chapter were developed for unsteady
flow in pipes in which the entropy was assumed to be constant and uniform. However
this is generally not the case due to the irreversibilities that exist in real unsteady flow
systems, especially IC engine exhaust manifolds. Here entropy gradients will occur in
the flow across valves boundaries, temperature gradients, and due to the presence of
heat transfer and friction in pipes. The examples given in this section take all such
variables into account.
A.2.1 Non-homentropic cylinder boundary condition
Example: Single-cylinder and exhaust pipe configuration
Validates non-homentropic mesh method of characteristics (for flow propagation),
non-homentropic cylinder boundary condition, and non-homentropic nozzle boundary
condition.
The non-homentropic version of the single-cylinder and exhaust pipe arrangement is now
tested, using the same domain and input conditions shown in Fig. A.12 and Tab. A.4
respectively; the same valve timing is also used.
The tests carried out for this example demonstrate the importance of the initial exhaust
pipe temperature. Due to the occurrence of wave reflections at the temperature discon-
tinuity at the cylinder end of the exhaust pipe when the valve opens, the initial pipe
temperature determines the frequency of the waves in the pipe and the mass flow rate
from the cylinder, and thus the pressure drop in the cylinder. Hence the selection of the
exhaust pipe initial temperature will have an effect on the pipe pressure development,
especially for the first engine cycle.
The results of three non-homentropic cases are shown in Fig. A.16 (comparison of cylin-
der pressure) and Fig. A.17 (comparison of exhaust pipe pressure adjacent to cylinder)
in which the initial exhaust temperature (Texh) is varied. The traces for 300K corre-
spond to a situation where the pipe contains cold air at the start of the simulation, the
528K case refers to the temperature obtained via isentropic expansion from cylinder
conditions at EVO to the pipe initial pressure, and the 762K case corresponds to the
pipe having the exact same temperature of the cylinder at EVO.
For the 300K case where there exists a cold pipe/hot cylinder temperature discontinuity,
the compression waves propagating into the pipe will be reflected as expansion waves;
for the 762K case the reverse is true. Both sets of reflected waves will increase in
amplitude as the temperature gradient across the valve increases. It should therefore be
expected that by increasing the initial exhaust pipe temperature, the pressure drop in the
cylinder will increase (the drop is enhanced by reflected expansion waves of increasing
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(a)
(b)
Figure A.16: The effect of initial gas temperature on cylinder pressure in non-
homentropic flow. Comparison between (a) ONDAS and (b) published data in Benson
(1982: Fig. 7.23 (a)).
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(a)
(b)
Figure A.17: The effect of initial gas temperature on exhaust pipe pressure at pipe
entry, cylinder end in non-homentropic flow. Comparison between (a) ONDAS and
(b) published data in Benson (1982: Fig. 7.23 (b)).
amplitude), and the amplitude of the waves propagated in the pipe should decrease.
This is confirmed by Figs A.16 and A.17 respectively.
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(a)
(b)
Figure A.18: The effect of initial gas temperature on cylinder pressure in homen-
tropic flow. Comparison between (a) ONDAS and (b) published data in Benson (1982:
Fig. 7.24 (a)).
Since the homentropic solution does not permit temperature variation within the pipe,
the initial temperature and entropy level is determined by the reference temperature, Tref.
In the homentropic version of this test case the initial exhaust pipe temperature is set at
528K (Tab. A.4). As stated previously, this corresponds to the isentropic temperature
following expansion from the cylinder pressure and temperature at the time of the EVO
event; this ensures an equivalent entropy level in the cylinder and exhaust pipe at the
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(a)
(b)
Figure A.19: The effect of initial gas temperature on exhaust pipe pressure at pipe
entry, cylinder end in homentropic flow. Comparison between (a) ONDAS and (b) pub-
lished data in Benson (1982: Fig. 7.24 (b)).
start of the simulation, such that there is no entropy gradient across the exhaust valve
when it first starts to open.
The results of three homentropic simulations with reference temperatures correspond-
ing to the same initial exhaust pipe temperatures used above are shown in Fig. A.18
(comparison of cylinder pressure) and Fig. A.19 (comparison of exhaust pipe pressure
adjacent to cylinder). The effect of the temperature discontinuity is again evident, and
so it can be concluded that the correct selection of initial exhaust gas temperature is
paramount for homentropic simulations.
APPENDIX A BASIC VALIDATION 320
(a)
(b)
Figure A.20: Comparison of homentropic and non-homentropic predictions of cylinder
pressure, for an initial exhaust pipe temperature of 300K, between (a) ONDAS and
(b) published data in Benson (1982: Fig. 7.25 (a)).
So far the comparison between ONDAS and the published results in each figure has
been good. This is now continued by comparing the homentropic and non-homentropic
results at each of the three initial exhaust gas temperatures. Figure A.20 shows that
the homentropic simulation at 300K overestimates the cylinder pressure drop; this is
caused by the expansion waves reflected from the cold gas/hot cylinder interface.
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(a)
(b)
Figure A.21: Comparison of homentropic and non-homentropic predictions of exhaust
pipe pressure at pipe entry, cylinder end, for an initial exhaust pipe temperature of
300K, between (a) ONDAS and (b) published data in Benson (1982: Fig. 7.25 (b)).
The difference in solution between homentropic and non-homentropic cases is further
highlighted by Fig. A.21. However, the comparison between the results generated by
ONDAS and the published data remains good.
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(a)
(b)
Figure A.22: Comparison of homentropic and non-homentropic predictions of cylinder
pressure, for an initial exhaust pipe temperature of 528K, between (a) ONDAS and
(b) published data in Benson (1982: Fig. 7.26 (a)).
Figure A.22 shows there is a much better correlation between homentropic and non-
homentropic cylinder pressures when the initial exhaust pipe gas temperature is set at
528K, in accordance with an isentropic expansion from cylinder conditions at EVO.
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(a)
(b)
Figure A.23: Comparison of homentropic and non-homentropic predictions of exhaust
pipe pressure at pipe entry, cylinder end, for an initial exhaust pipe temperature of
528K, between (a) ONDAS and (b) published data in Benson (1982: Fig. 7.26 (b)).
Figure A.23 demonstrates that the pressure development in the pipe for the homentropic
case at 528K continues to match the non-homentropic version reasonably well. The
difference lies in the entropy gradient across the valve which varies throughout the
discharge process; this variation can be taken into account only by the non-homentropic
calculation. Similar effects are demonstrated in the ONDAS results and the published
data.
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(a)
(b)
Figure A.24: Comparison of homentropic and non-homentropic predictions of cylinder
pressure, for an initial exhaust pipe temperature of 762K, between (a) ONDAS and
(b) published data in Benson (1982: Fig. 7.27 (a)).
The disparity between the homentropic and non-homentropic calculations begins to
increase again at 762K. Figure A.24 now shows the homentropic case underestimates
the pressure drop (which is forced too high by reflected compression waves), though the
comparison between ONDAS and published results remains good.
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(a)
(b)
Figure A.25: Comparison of homentropic and non-homentropic predictions of exhaust
pipe pressure at pipe entry, cylinder end, for an initial exhaust pipe temperature of
762K, between (a) ONDAS and (b) published data in Benson (1982: Fig. 7.27 (b)).
The comparison between ONDAS and the published data in Fig. A.25 is again good,
with both plots showing the effect of too high an initial exhaust gas temperature (762K)
on the pressure development within the pipe.
The simulations carried out in this section have shown that even in a reasonably com-
plex unsteady system, such as the single-cylinder and exhaust pipe configuration used
here, it is still possible for a homentropic calculation to attain a reasonable degree of
matching with the non-homentropic result, as long as the reference temperature is set
appropriately. In the case explored here, this requires arranging for the pipe to have an
identical entropy level to that of the cylinder at the beginning of the simulation (i.e., at
the valve opening event).
In overall terms, although the agreement between the published plots and those gener-
ated by the ONDAS simulations is not exact, the main effects are well reproduced; any
observed differences lie in not having available the complete set of simulation parameters
used to generate the published data. For example, in non-homentropic calculations the
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levels of pipe wall friction and pipe and cylinder heat transfer are required and can have
an important effect on the solution. These were not known in relation to the published
calculations, which therefore can only be replicated in ONDAS simulations to a certain
degree.
Aside from the physical discussion of homentropic and non-homentropic flow, the sat-
isfactory agreement between results in this and the previous section implies that both
homentropic and non-homentropic boundary and propagation methods have been suc-
cessfully implemented in ONDAS.
Appendix B
Experimental Data
This appendix provides the time histories of the experimental data (Figs B.1, B.2, B.3,
and B.4) used to construct the unsteady mass flow (swallowing capacity) characteristics
for a mixed-flow turbine running at 70% equivalent design speed (42 000 rev/min), at air
pulse frequencies of 20, 40, 60, and 80Hz. This information is used onwards from §4.5.3
to evaluate the predictive accuracy of new 1D turbine models.
For a complete description of the experimental test facility, dynamometer, and data
acquisition procedure, please refer to the comprehensive work of Szymko (2006).
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Figure B.1: Experimental time histories at 20Hz, for (a) measurement plane stagna-
tion pressure and exit static pressure, and (b) measurement plane mass flow rate and
stagnation temperature.
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Figure B.2: Experimental time histories at 40Hz, for (a) measurement plane stagna-
tion pressure and exit static pressure, and (b) measurement plane mass flow rate and
stagnation temperature.
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Figure B.3: Experimental time histories at 60Hz, for (a) measurement plane stagna-
tion pressure and exit static pressure, and (b) measurement plane mass flow rate and
stagnation temperature.
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Figure B.4: Experimental time histories at 80Hz, for (a) measurement plane stagna-
tion pressure and exit static pressure, and (b) measurement plane mass flow rate and
stagnation temperature.
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