Abstract-This paper addresses unsupervised speaker change lope, both derived from the MPEG-7 Audio Standard [1], and detection, a necessary step for several indexing tasks. We assume an adaptive dynamic thresholding is introduced. However, the that there is no prior knowledge either on the number of speakers most significant proposal we make is that of a fusion scheme, or their identities. Features included in the MPEG-7 Audio
I. INTRODUCTION
2, the criterion applied for speaker change detection is deSpeaker segmentation aims at finding the speaker change scribed. In Section 3, the selected features are presented. The points in an audio stream. This task is a necessary preprocess-proposed algorithm is introduced in Section 4. In Section 5, ing task for audio indexing, speaker identification -verifica-our experiments are described, and in Section 6 conclusions tion -tracking, automatic transcription, etc. Massive research and perspectives of future work are presented. has been carried out during the last decade in this area.
1. SPEAKER CHANGE DETECTION VIA THE BIC Tritschler and Gopinnath proposed the use of the Bayesian CRITERION Information Criterion (BIC) over mel-cepstrum coefficients (MFCCs) [4] . Delacourt (PMVDR) , and the filterbank log coefficients (FBLC) maximum likelihood (ML) principle is used to estimate the were introduced by Huang and Hansen [10] . Another method parameters of the chunk Z that is modelled by a GMM of two is the so-called METRIC-SEQDAC [9] . Finally, a hybrid al-components Let us denote the GMM parameters estimated gorithm was proposed, which combines metric-based segmen-using the expectation-maximization (EM) algorithm as s. The tation with the BIC criterion and model-based segmentation log likelihood Lo is calculated as: with Hidden Markov Models (HMMs) [7] . xN In this work, we employ an algorithm that improves the Figure 1 , for the that represent the extrema (minimum and maximum) of fifth pass, the selected ad hoc threshold is t value is 1.8, since the speech waveform. In this implementation, we retain this value maximizes the F1 measure.
only the maximum value. By adjusting V we manage to enhance the scores. Let us -AudioSpecrtumCentroid: It indicates whether the power consider a recording that has I chunks which means that it also spectrum is dominated by low or high frequencies. It is an has I -1 possible speaker change points. The value of I is economical descriptor of the shape of the power spectrum. determined at the previous pass. We test the possible speaker It describes the center of gravity of the log-frequency change point cj which lays between chunks k and k + 1. If power spectrum and is defined as the power weighted f(k) is the current feature value computed at chunk k, we log-frequency centroid.
estimate f(k) and f(k + 1). Then, we calculate the value of nections, every pass in the proposed algorithm is independent. Diagrammatically, this is a directed graph which represents a causal network depicted in Figure 2 , were the data can Fig. 1 . The diagram of F1 vs. the ad hoc threshold for the fifth pass.
be transmitted only forward. Apparently, passl affects pass2-passO and so on. Finally, f, f', f" are the features utilized in the absolute difference between these values, which is in fact each pass. the city-block distance and is denoted by e:
In order to assess the performance of the aforementioned algorithm the TIMIT dataset was created by concatenating Let e be the mean value of E over all chunks of a recording: speakers from the TIMIT database. TIMIT is an acoustic- Whenever a feature vector is employed the BIC is applied. The first type takes place when a true change is not spotted In order to estimate the GMM needed in (1), the EM algorithm and is called precision (PRC) while the second type happens is used, which may converge at local minima. Although, there when the system detects a change that does not actually exists is no guarantee that a local minimum coincides with the global and is called recall (RCL). They are defined as: minimum or that there is only one local minimum. That issue, combined with the fact that the BIC is a weak classifier lead us PRC number of correctly found changes (7) to propose a fusion scheme so as to improve performance since total number of changes found it is possible for the same input set to obtain different output sets. Thus, we could theoretically reduce the error introduced number of correctly found changes by the EM algorithm by repeating the experiment multiple RCL total number of correct changes (8) times, say R times and applying majority voting in each pass. There is a third measure of the algorithm effectiveness, which
To be more specific, for each repetition we obtain a set is called F measure and is defined as:
of possible speaker turn points. Let us denote it by C--{Cl C2.cj , where i is the running number of the ex- 
points. The final set of change points Cf for the pass under F1 measure admits a value between 0 and 1 and the higher consideration consists of those potential speaker change points its value is, the better performance is obtained. cj that appear at least S times. Both R and S are determined This work has been supported by the FP6 European Union created by using recordings from the MPEG-7 test set CD1 Network of Excellence MUSCLE "Multimedia Understandand broadcast news. In this dataset, the audio format is PCM, ing through Semantics, Computation and Learning" (FP6-the audio samples are quantized in 16 bit, and the recordings 507752). 
