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Abstract—In this paper we consider Time-Varying Block
(TVB) codes, which generalize a number of previous synchroniza-
tion error-correcting codes. We also consider various practical
issues related to MAP decoding of these codes. Specifically, we
give an expression for the expected distribution of drift between
transmitter and receiver due to synchronization errors. We
determine an appropriate choice for state space limits based on
the drift probability distribution. In turn, we obtain an expression
for the decoder complexity under given channel conditions in
terms of the state space limits used. For a given state space, we
also give a number of optimizations that reduce the algorithm
complexity with no further loss of decoder performance. We
also show how the MAP decoder can be used in the absence of
known frame boundaries, and demonstrate that an appropriate
choice of decoder parameters allows the decoder to approach
the performance when frame boundaries are known, at the
expense of some increase in complexity. Finally, we express some
existing constructions as TVB codes, comparing performance
with published results, and showing that improved performance
is possible by taking advantage of the flexibility of TVB codes.
Index Terms—Insertion-Deletion Correction, MAP Decoder,
Forward-Backward Algorithm
I. INTRODUCTION
Most error-control systems are designed to detect and/or
correct substitution errors, where individual symbols of the
received sequence have been substituted while maintaining
synchronization with the transmitted sequence. Some chan-
nels, however, also experience synchronization errors, where
symbols may additionally be deleted from or inserted into the
received sequence. It has long been recognized that codes can
be designed specifically for synchronization error correction
[1], [2]. Except for the less-known work by Gallager [3],
for a long time only some short block codes were known.
This changed when Davey and MacKay [4] proposed a con-
catenated scheme combining an outer LDPC code with good
error-correction capability with an inner code whose aim is
to correct synchronization errors. Ratzer [5] took a different
approach, using short marker sequences inserted in binary
LDPC codewords; a similar approach was used by Wang
et al. [6]. Yet another approach extends the state space of
convolutional codes to allow correction of synchronization
errors [7]–[9]. The problem of convolutional code design for
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synchronization error channels has been considered in [10].
More recently, this approach has been applied successfully to
turbo codes [11]. The renewed increase in interest is mainly
due to new applications requiring such codes. A recent survey
can be found in [12].
We have in previous papers extended the work of Davey-
MacKay, proposing a maximum a posteriori (MAP) decoder
[13], improved code designs [14], [15], as well as a parallel
implementation of the MAP decoder resulting in speedups of
up to two orders of magnitude [16]. However, these papers
were restricted to the case where the frame boundaries were
known by the decoder. While Davey and MacKay showed that
the frame boundaries could be accurately determined for their
bit-level decoder and code construction [4], it has not been
shown whether this property extends to our MAP decoder and
improved constructions.
In this paper we define Time-Varying Block (TVB) codes in
terms of the encoding used in [16], and show that TVB codes
represent a new class of codes which generalizes a number of
previous synchronization error-correcting codes. We use the
MAP decoder of [16] for these codes, showing how it can
be used in an iterative scheme with an outer code. We also
consider a number of important issues related to any practical
implementation of the MAP decoder. Specifically, we give
an expression for the expected distribution of drift between
transmitter and receiver due to synchronization errors. We
determine an appropriate choice for state space limits based
on the drift probability distribution. In turn, we obtain an
expression for the decoder complexity under given channel
conditions in terms of the state space limits used. For a
given state space, we also give a number of optimizations
that reduce the algorithm complexity with no further loss of
decoder performance. We also show how the MAP decoder
can be used for stream decoding, where the boundaries of
the received frames are not known a priori. In doing so we
demonstrate how an appropriate choice of decoder parameters
allows stream decoding to approach the performance when
frame boundaries are known, at the expense of some increase
in complexity. We express some previously published codes
as TVB codes, comparing performance with published results,
and showing that the greater flexibility of TVB codes permits
the creation of improved codes.
In the following, we start with definitions in Section II
and summaries of results from earlier work. The applicable
design criteria for TVB codes are considered in Section III,
together with the representation of previously published codes
as TVB codes. The appropriate choice for state space limits is
given in Section IV, followed by expressions for the decoder
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2complexity in Section V. MAP decoder optimizations are given
in Section VI and the changes necessary for stream decoding in
Section VII. Finally, practical results are given in Section VIII.
II. BACKGROUND
A. TVB Codes
Consider the encoding defined in [16], used there to simplify
the representation of the inner code of [4]. We observe that
this encoding generalizes a number of additional previous
schemes, including the inner codes of [5], [6], [15] (c.f.
Section III-B). We define a TVB code in terms of this encoding
by the sequence C = (C0, . . . , CN−1), which consists of the
constituent encodings Ci : Fq ↪→ Fn2 for i = 0, . . . , N − 1,
where n, q,N ∈ N, 2n ≥ q, and ↪→ denotes an injective
mapping. Two constituent encodings Ci, Cj are said to be
equal if Ci(D) ∈ Cj ∀D. For a given TVB code, the set
of unique constituent encodings is that set where no two
constituent encodings are equal; the cardinality of this set,
denoted by M ≤ N , is called the order of the code. Note that
unique constituent encodings may still have some common
codewords. We denoted a TVB code by the tuple (n, q,M).
We restrict ourselves to binary TVB codes, where codewords
are sequences of bits; the extension to the non-binary case is
trivial.
For any sequence z, denote arbitrary subsequences as
zba = (za, . . . , zb−1), where z
a
a = () is an empty se-
quence. Given a message DN0 = (D0, . . . , DN−1), each
Ci maps the q-ary message symbol Di ∈ Fq to codeword
Ci(Di) of length n. That is, DN0 is encoded as X
nN
0 =
C0(D0)‖ · · · ‖CN−1(DN−1), where y‖z is the juxtaposition
of y and z. Each q-ary symbol is encoded independently of
previous inputs, and different codebooks may be used for
each input symbol. This time-variation offers no advantage
on a fully synchronized channel. However, in the presence
of synchronization errors, the differences between neighbour-
ing codebooks provide useful information to the decoder to
recover synchronization.
In practice a TVB code is suitable as an inner code to correct
synchronization errors in a serially concatenated construction.
A conventional outer code corrects residual substitution errors.
In such a scheme, the inner code’s MAP decoder a posteriori
probabilities (APPs) are used to initialize the outer decoder.
The concatenated code can be iteratively decoded, in which
case the prior symbol probabilities of the inner decoder are
set using extrinsic information from the previous pass of the
outer decoder.
B. Channel Model
We consider the Binary Substitution, Insertion, and Deletion
(BSID) channel, an abstract random channel with unbounded
synchronization and substitution errors, originally presented in
[17] and more recently used in [4], [5], [13]–[15] and others.
At time t, one bit enters the channel, and one of three events
may happen: insertion with probability Pi where a random
bit is output; deletion with probability Pd where the input is
discarded; or transmission with probability Pt = 1−Pi−Pd.
A substitution occurs in a transmitted bit with probability Ps.
After an insertion the channel remains at time t and is subject
to the same events again, otherwise it proceeds to time t+ 1,
ready for another input bit.
We define the drift St at time t as the difference between
the number of received bits and the number of transmitted
bits before the events of time t are considered. As in [4], the
channel can be seen as a Markov process with the state being
the drift St. It is helpful to see the sequence of states as a
trellis diagram, observing that there may be more than one
way to achieve each state transition. Also note that the state
space is unlimited for positive drifts but limited for negative
drifts. Specifically, St may take any positive value for t > 0,
though with decreasing probability as the value increases. On
the other hand, St ≥ −t where the lower limit corresponds to
receiving the null sequence.
C. The MAP Decoder
We summarize here the MAP decoder of [16]; this is the
same as the MAP decoder of [13] with a trivial modification
to work with the notation of TVB codes. The decoder uses
the standard forward-backward algorithm for hidden Markov
models. We assume a message sequence DN0 , encoded using a
(n, q,M) TVB code to the sequence Xτ0 , where τ = nN . The
sequence Xτ0 is transmitted over the BSID channel, resulting
in the received sequence Yρ0 , where in general ρ is not equal
to τ . To avoid ambiguity, we refer to the message sequence
as a block of size N and the encoded sequence as a frame
of size τ . We calculate the APP Li(D) of having encoded
symbol D ∈ Fq in position i for 0 ≤ i < N , given the entire
received sequence, using
Li(D) =
1
λN (ρ− τ)
∑
m′,m
σi(m
′,m,D), (1)
where λi(m) = αi(m)βi(m), (2)
σi(m
′,m,D) = αi(m′)γi(m′,m,D)βi+1(m), (3)
and αi(m), βi(m), and γi(m′,m,D) are the forward, back-
ward, and state transition metrics respectively. Note that
strictly, the above metrics depend on Yρ0 , but for brevity we do
not indicate this dependence in the notation. The summation in
(1) is taken over the combination of m′,m, being respectively
the drift before and after the symbol at index i. The forward
and backward metrics are obtained recursively using
αi(m) =
∑
m′,D
αi−1(m′)γi−1(m′,m,D), (4)
and βi(m) =
∑
m′,D
βi+1(m
′)γi(m,m′, D). (5)
Initial conditions for known frame boundaries are given by
α0(m) =
{
1 if m = 0
0 otherwise,
and βN (m) =
{
1 if m = ρ− τ
0 otherwise.
Finally, the state transition metric is defined as
γi(m
′,m,D) = Pr {Di = D}R(Yn(i+1)+mni+m′ | Ci(D)) (6)
where Ci(D) is the n-bit sequence encoding D and R(y˙|x) is
the probability of receiving a sequence y˙ given that x was sent
3through the channel (we refer to this as the receiver metric).
The a priori probability Pr {Di = D} is determined by the
source statistics, which we generally assume to be equiprob-
able so that Pr {Di = D} = 1/q. In iterative decoding, the
prior probabilities are set using extrinsic information from the
previous pass of an outer decoder, as explained in Section II-A.
The receiver metric is obtained by calculating the forward
recursion
α˙t(m) =
∑
m′
α˙t−1(m′) ·Q
(
y˙t+mt−1+m′ |xt−1
)
, (7)
where for brevity we do not show the dependence on y˙ and
x, and Q(y|x) can be directly computed from y, x and the
channel parameters:
Q(y|x) =

Pd if µ = 0(
Pi
2
)µ−1 (
PtPs +
1
2PiPd
)
if µ > 0, yµ−1 6= x(
Pi
2
)µ−1 (
PtP¯s +
1
2PiPd
)
if µ > 0, yµ−1 = x,
where µ is the length of y and P¯s = 1 − Ps. The required
value of the receiver metric is given by R(y˙|x) = α˙n(µ˙−n),
where µ˙ is the length of y˙, n is the length of x.
As in [16], the α, β, and α˙ metrics are normalized as
they are computed to avoid exceeding the limits of floating-
point representation. We also assume that (7) is computed at
single precision1, while the remaining equations use double
precision.
III. TVB CODE DESIGN
A. Construction Criteria
In any error-correcting scheme, the decoder’s objective is
to minimize the probability of decoding error (at the bit or
codeword level depending on the application). If the channel
does not introduce synchronization errors, this optimization
may be performed independently of previous or subsequent
codewords. Hence the performance of the code depends exclu-
sively on its distance properties. In particular, the performance
of the code at low channel error rate is dominated by the code’s
minimum Hamming distance. At any channel error rate the
performance is determined by the code’s distance spectrum
[18], [19]. Thus when designing codes for substitution error
channels, either the minimum Hamming distance or the more
complete distance spectrum needs to be optimized for the
given code parameters.
In the case of the BSID channel, and other channels that
allow synchronization errors, a similar behaviour is observed
if the codeword boundaries are known, only this time the
Levenshtein distance [2] replaces the Hamming one. Recall
that the Levenshtein distance gives the minimum number of
edits (insertions, deletions, or substitutions) that will change
one codeword into another.
For the BSID channel an upper bound for the probability
of decoding a codeword in error was given in [15], assuming
codeword boundaries are known. For Pi, Pd, Ps  1, the
bound of [15, (9)] is dominated by the number of correctable
1We refer to 32-bit floating point as single precision, and 64-bit floating
point as double precision.
errors, t. Now, for a code with minimum Levenshtein distance
dlmin , it can be shown that t =
⌊
dlmin−1
2
⌋
[2]. Hence designing
TVB codes with constituent encodings having large dlmin will
result in the greatest improvement to the code’s performance
at low channel error rates.
However, in general the codeword boundaries are not known
and need to be estimated by the decoder. Therefore decoding
a given codeword on synchronization error channels depends
not only on the current received word, but also on previous and
subsequent ones. This means that the performance of a TVB
code depends not only on the distance properties of constituent
encodings considered separately, but also on the relationship
between constituent encodings. This effect becomes more
significant under poorer channel conditions, where the drift
can easily exceed the length of a codeword. Unfortunately,
the required relationship between constituent encodings for
optimal performance over the BSID channel is still an open
problem. What is known is that the diversity created by a
sequence of different encodings helps the decoder estimate
the drift within a codeword length, improving performance at
higher channel error rates [15].
B. Representation of Previous Schemes as TVB Codes
TVB codes generalize a number of existing synchronization
error-correcting codes. The flexibility of the generalization
allows the creation of improved codes at the same size and
rate, as we shall show.
Consider first the sparse inner codes with a distributed
marker sequence2 of the Davey-MacKay construction [4]. It is
clear that the sparse code is a fixed encoding C ′ : Fq ↪→ Fn2 ;
these codewords are then added to a distributed marker se-
quence wi of length n, specific for each codeword index i.
Thus we can write Ci(Di) = C ′(Di) + wi to represent the
inner codes of [4] as TVB codes. The equivalence of this
mapping to the inner code of [4] has also been shown in [16].
The distributed marker serves the same function as the use of
different encodings in TVB codes. The decoder of [4] tracks
the marker sequence directly, treating the additive encoded
message sequence as substitution errors. Therefore, to corrupt
the marker sequence as little as possible, the inner code used is
sparse. The sparseness results in a low dlmin , making it harder
for the decoder to distinguish between the various codewords,
and leads to relatively poor performance at low channel error
rates.
The codes of [15] can similarly be represented as TVB
codes, with C ′ corresponding to the Synchronization and Error
Correcting (SEC) code and wi corresponding to the Allowed
Modification Vectors (AMVs). SEC codes are designed with
a large dlmin for good performance at low channel error rates.
For such channels this code can perform much better than
the sparse code of [4]. AMVs are chosen such that when
added to the SEC code the resulting code’s dlmin does not
change. Clearly, the AMVs serve the same function as the
use of different encodings in TVB codes. In contrast to a
random distributed marker sequence, the use of AMVs does
2This was originally referred to as a watermark sequence.
4Table I
A (7, 8, 4) TVB CODE C = (C0, . . . , C3) WITH dlmin = 3.
C0 C1 C2 C3
0000000 0000000 0000011 0000000
0000111 0000111 0001100 0001111
0011001 0011110 0011111 0101001
0110110 0110101 0101010 0110110
1001010 1001001 1011001 1000011
1100001 1100110 1100000 1001100
1111000 1111000 1100111 1110000
1111111 1111111 1111110 1111111
not compromise the performance of the underlying SEC code
at low channel error rates. In general, however, the Leven-
shtein distance spectrum is altered. The separate constituent
encodings in TVB codes give greater design freedom than SEC
codes with AMVs and also allows the design of constituent
encodings that maintain the required optimized Levenshtein
distance spectrum.
The marker codes given by Ratzer [5] can also be cast as
TVB codes by letting each possible sequence of data bits
(between markers) be represented by a q-ary symbol. For
example, consider a marker code with 3 marker bits inserted
after every 9 data bits, where the 3-bit marker is randomly
chosen between the sequences 001 and 110. This can be
represented as a (12, 512, 2) TVB code, where encoding C0
consists of all possible 9-bit sequences appended with 001,
and C1 consists of all possible 9-bit sequences appended with
110. Like the sparse codes of [4], these marker codes suffer
from a low dlmin , leading to relatively poor performance at
low channel error rates. On the other hand, the fixed marker
bits improve the determination of codeword boundaries, and
the random use of different marker bits creates the necessary
diversity to improve performance in poorer channel conditions.
To illustrate the difference in performance between the
various designs, consider encodings of size (n, q) = (7, 8)
with N = 666 (same size as codes C and H in [4]). A (7, 8, 4)
TVB code where each constituent code has the best possible
Levenshtein distance spectrum with dlmin = 3, found through
an exhaustive search, is given in Table I. In Fig. 1 we compare
this TVB code with earlier constructions from the literature
at the same size. Consider first the SEC code of the same
size and dlmin from [15], used with 8 AMVs in a random
sequence. As expected, the TVB code performs better due to
its improved Levenshtein distance spectrum, even though both
TVB and SEC codes have the same dlmin . The performance
of the sparse code with random distributed marker from [4]
is considerably worse, particularly at low channel error rates.
Similarly a code with three data bits and four marker bits
(randomly chosen between 0011/1100), similar to [5], also
performs poorly at low channel error rates.
IV. APPROPRIATE LIMITS ON STATE SPACE
The equations in Section II-C assume that summations can
be taken over the set of all possible states. For a channel such
as the one considered, the state space is unbounded for positive
drifts. A practical implementation will have to take sums over
a finite subset of states. In [4] the state space was limited
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Figure 1. Comparison of inner code designs of size (n, q) = (7, 8) with
N = 666: a sparse code with random distributed marker from [4], a marker
code with 0011/1100 marker bits similar to [5], a SEC code with randomly-
sequenced AMVs from [15], and the TVB code of Table I.
to a drift |St| ≤ xmax, where xmax was chosen to be ‘several
times larger’ than the standard deviation of the synchronization
drift over one block length, assuming this takes a Gaussian
distribution. No recommendation was given for the value that
should be used.
Limiting the state space is by definition sub-optimal. How-
ever, we can arbitrarily lower the number of cases where the
sub-optimal solution is worse than the optimal one, by ensur-
ing that only the least likely states are omitted. The choice
of summation limits also involves a trade-off with complexity,
which has a polynomial relationship with the size of the state
space (c.f. Section V). Therefore, an appropriate choice of
summation limits will result in the smallest state space such
that the probability of the drift being outside that range is as
low as required. The first step to identify good summation
limits is to derive an accurate probability distribution of the
state space, avoiding the Gaussian approximation of [4].
A. Drift Probability Distribution
The drift ST after transmission of T bits was stated in [4]
(and shown in [20]) to be normally distributed with zero mean
and a variance equal to Tp/(1−p) for the special case where
p := Pi = Pd. This distribution is asymptotically valid as
T → ∞. For cases where Pi 6= Pd or where T is not large
enough, this distribution cannot be used. This is particularly
relevant for determining the summation limits of (7) where
the sequence length n is not large. An exact expression for
the probability distribution of ST is given by
ΦT (m) = Pr {ST = m}
= PTt P
m
i
T∑
j=j0
(
T
j
)(
T +m+ j − 1
m+ j
)[
PiPd
Pt
]j
, (8)
where j0 = max(−m, 0). Observe that for a drift of m bits,
we need m insertion events more than we have deletion events.
Over a sequence of T bits, for j deletion events, this means
5m + j insertion events and T − j transmission events. The
probability of this is Pm+ji P
j
dP
T−j
t = P
T
t P
m
i [PiPd/Pt]
j . We
get (8) by adding all different combinations of these events,
and summing over j, noting that we cannot have fewer than 0
events of any type. Specifically, the number of combinations
for j deletions in T transmitted bits is given by
(
T
j
)
. The
number of combinations for m + j insertions is given by(
T+m+j−1
m+j
)
, as the m+j insertion events create an additional
m+ j opportunities for insertion.
B. Avoiding Numerical Issues
In a practical implementation, computing the drift prob-
ability (8) requires a few special considerations. Practical
codes from the literature have codeword size n in the range
5–12 bits and number of codewords N up to 1000, for a
frame length nN of about 4000–6000 bits. These codes are
designed to operate under channel conditions Pi, Pd from 10−3
to above 10−1. Evaluating (8) under these conditions, one
encounters very large values for the two binomial coefficients
and very small values for the power term. For example,
consider evaluating (8) at m = 0 for T = 6000 and
Pi = Pd = 10
−3. The two binomial coefficients have a range
of up to 1.56 × 101804 (at j = 3000) and 8.34 × 103609
(at j = 6000) respectively. The power term has a range of
down to 1.65 × 10−35995 (at j = 6000). This range is far
beyond that representable even in double-precision floating
point. A direct implementation of (8) will therefore result in
numerical overflow and underflow (in computing the binomial
coefficients and power term respectively) for typical frame
sizes and channel conditions, even though the summation term
itself is representable.
The above numerical range problem can be avoided by
combining the computation of all terms in the summation as
follows. Observe that (8) can be rewritten as
ΦT (m) =
T∑
j=j0
δj , (9)
where δj = PTt P
m
i
(
T
j
)(
T +m+ j − 1
m+ j
)[
PiPd
Pt
]j
(10)
and j0 = max(−m, 0) as before. In this expression, note
that the summation is empty if j0 > T , resulting in zero
probability. Also, since j ≥ 0, the first binomial coefficient
is always non-zero, while the second binomial coefficient is
non-zero if T > 0. Expanding the binomial coefficients using
the factorial formula, we can express the summation term
recursively as
δj = δj−1 · PiPd
Pt
· T +m+ j − 1
m+ j
· T − j + 1
j
, (11)
allowing successive factors to be determined easily from
previous ones. The initial factor required is the one at j0,
and can be determined from (10) by expanding the binomial
coefficients using the multiplicative formula:
δj0 = P
T
t P
m
i
j0∏
i=1
T − j0 − i
i
m+j0∏
i=1
T − 1− i
i
[
PiPd
Pt
]j0
.
(12)
Consider the earlier example, now evaluating (9) at m = 0
for T = 6000 and Pi = Pd = 10−3. In this case, the initial
value δj0 = 6.07 × 10−6, and the multiplier δj/δj−1 in the
recursive expression (11) has its smallest value of 3.34×10−10
at j = 6000. Both values are easily representable as floating
point numbers.
Using (9), numerical range issues remain when computing
δj0 for larger values of Pi, Pd, and consequently also for stor-
ing successive values of δj . For example, consider evaluating
(9) at m = 0 for T = 6000 and Pi = Pd = 10−1. In
this case δj0 = 3.47 × 10−582, and one needs to accumulate
a number of δj values in this range to obtain the required
result Φ6000(0) = 0.0109. Again, the intermediate values are
beyond the range of double-precision floating point numbers
although the final result is representable. These numerical
range issues can be avoided by computing (11) and (12) using
logarithms. For the earlier example with m = 0, T = 6000,
and Pi = Pd = 10−1, we now get log δj0 = −1.34× 103 and
the smallest value of log δj is −1.93× 104 at j = 6000.
Finally, the required drift probability is obtained by ac-
cumulating the exponential of the log δj values using (9).
However, the individual values of δj are still beyond the
range of double-precision floating point. In practice, we have
found that the use of extended-precision (80-bit) floating point
provides sufficient range. Alternatively, the accumulation in (9)
may be computed in logarithmic domain using the property
log(A+B) = logA+ log
(
1 + elogB−logA
)
.
Note that expression (8) is valid for any Pi ≥ 0, Pd ≥ 0,
and Pi +Pd < 1. However, the computation using logarithms
cannot be applied directly when either or both of Pi and
Pd are zero. These degenerate cases have to be handled as
special cases, by first reducing (8) and then implementing the
simplified equations using logarithms.
C. Probability of Drift Outside Range
We want to choose lower and upper limits m−T ,m
+
T such
that the drift after transmitting a sequence of T bits is outside
the range {m−T . . .m+T } with an arbitrarily low probability Pr:
Pr
{
ST < m
−
T
}
+ Pr
{
ST > m
+
T
}
< Pr, (13)
or equivalently: 1−
m+T∑
m=m−T
ΦT (m) < Pr. (14)
An appropriate choice of limits can be obtained iteratively
as follows. Observe that for the BSID channel ΦT (m) is
monotonically decreasing with increasing |m|. A first estimate
for the limits is given by:
m
−(1)
T = maxm
∣∣∣∣ΦT (m− 1) < Pr2 (15)
and m+(1)T = minm
∣∣∣∣ΦT (m+ 1) < Pr2 , (16)
where the number in superscript parentheses indicates the
iteration count. If these estimates satisfy (14), we use them
6as our lower and upper limits. Otherwise these estimates are
updated iteratively as follows:
m
−(i+1)
T =
{
m
−(i)
T − 1 if ΦT (m+(i)T + 1) ≤ ΦT (m−(i)T − 1)
m
−(i)
T otherwise,
(17)
m
+(i+1)
T =
{
m
+(i)
T + 1 if ΦT (m
+(i)
T + 1) > ΦT (m
−(i)
T − 1)
m
+(i)
T otherwise.
(18)
That is, we extend the range by one in the direction of greatest
gain. The iterative process is repeated until (14) is satisfied.
The size of the state space is given by MT = m+T −m−T + 1.
D. Choice of Summation Limits
When considering the whole frame, T = τ , so that the
overall size of the state space is given by Mτ . Now the final
output of the MAP decoder is calculated using (1), which sums
over all Mτ prior states m−τ ≤ m′ ≤ m+τ . For each prior state,
however, only the drifts introduced by the transmission of n
bits need to be considered, corresponding to a subset Mn of
states m−n ≤ m ≤ m+n . Similarly, the computation of (4)
and (5) is required for all Mτ states m−τ ≤ m ≤ m+τ , each
involving a summation over Mn prior or posterior states m−n ≤
m′ ≤ m+n respectively. Finally, the state transition metric is
obtained using the forward pass of (7); this is computed over
a sequence of n bits for each of Mn states m−n ≤ m ≤ m+n .
Each recursion consists of a summation over prior states m′;
in this case only the drifts introduced by the transmission of
one bit need to be considered, corresponding to a subset M1
of prior states m−1 ≤ m′ ≤ m+1 .
Now consider that we want to limit the probability of any
of these summations not covering an actual channel event over
a whole frame to, say, no more than Pe. When computing the
limits over the whole frame, m±τ , we simply need to set Pr =
Pe. However, when computing limits over an n-bit sequence,
m±n , since this summation is repeated for each of N such
sequences, we set Pr = 1 − N
√
1− Pe ≈ PeN for small Pe.
Similarly, for limits over a 1-bit sequence, m±1 , we use Pr =
1− τ√1− Pe ≈ Peτ for small Pe.
Except in the case of stream decoding (c.f. Section VII),
the state space limits only need to be determined once and
remain valid as long as the channel conditions do not change.
In any case, the required values of ΦT (m) depend only on
the code parameters and channel conditions, so that a table
may be pre-computed. This makes the average complexity of
determining the state space limits negligible.
E. Example
Overestimating the required state space increases compu-
tational complexity, while underestimating the state space
often results in poor decoding performance. Accurate limits
are particularly important for restricting the drifts considered
across each codeword. It is therefore useful to illustrate the
discrepancy between the approximate distribution of [4] and
the exact expression for the distribution of the drift. Consider
a system with typical block and codeword sizes N = 500, n =
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Figure 2. (a) Number of states within summation limits, and (b) probability
of encountering a channel event outside the chosen summation limits over a
single frame, using the approximation of [4] and our exact computation.
10. We plot in Fig. 2a the number of states within summation
limits using the approximate and exact expressions, in each
case for Pe = 10−10. For T = 1, [4, Section VII.A] assumes
a maximum of two successive insertions; this is equivalent to
setting m+1 = 2, so that M1 = 4. It is immediately apparent
that while the approximation is very close for large T and high
Pi = Pd, it quickly starts to underestimate the required range
at lower channel error rates. As expected, the discrepancy
is particularly large when considering shorter sequences. For
T = 1 it is not surprising that there is a large discrepancy for
channels with high error rate.
Next, we determine the probability of encountering a chan-
nel event outside the chosen limits over a single frame, shown
in Fig. 2b for the same limits used in Fig. 2a. For the
exact distribution, this probability is always below the chosen
threshold Pe = 10−10, as expected. For the approximation,
however, the probability of exceeding the chosen limits is
higher than the threshold throughout the range considered.
7At lower channel error rates, the discrepancy is significant
(several orders of magnitude) even for large T . For small T ,
the probability of exceeding the chosen limits is high enough
to make the approximation useless. For T = 1, the artificial
limit of two successive insertions of [4] means that channels
with high error rate will exceed this limit with high probability.
V. ALGORITHM COMPLEXITY
A. Complexity of the MAP Decoder
As a first step towards determining the overall complexity of
the decoder, consider first the calculation of the state transition
metric in (6). This is recursively computed using the forward
pass of (7) over a sequence of n bits, for each of Mn states
m. Each recursion consists of a summation over M1 prior
states m′ as argued in Section IV-D. The bit-level probability
Q can be obtained by a look-up table. Thus the complexity
for calculating a single state transition metric is Θ(nMnM1).
The final output of the algorithm consists of q probabilities
for each of N symbols, calculated using (1). This equation
sums over all Mτ prior states m′ and Mn states m, defining the
domain for σi(m′,m,D). It follows from (3) that the domain
for γi(m′,m,D) is the same. Now the computation of (3) is
dominated by the evaluation of γi(m′,m,D) in (6), whose
complexity is Θ(nMnM1) as shown. Considering the number
of times the γ metric is computed, the MAP decoder has an
asymptotic complexity of Θ(NnqMτM2nM1).
B. Complexity of the Davey-MacKay Decoder
It would initially appear that the MAP decoder complexity
is significantly higher than that of the Davey-MacKay decoder,
given as O(NnMτM1) in [4] for a direct implementation
(using our notation). However, the expression of the Davey-
MacKay decoder seems to consider only the complexity of the
initial forward and backward passes, ignoring the additional
small forward passes needed to compute the final decoder
output.
The final output of the Davey-MacKay algorithm also con-
sists of q probabilities for each of N symbols. Each of these is
computed using [4, (4)], which sums over all possible prior and
posterior states. In a direct implementation all possible prior
states need to be considered; using our notation the number of
states is Mτ . While not stated in [4], the number of posterior
states that need to be considered is Mn, as argued for the MAP
decoder. The computation within the summation of [4, (4)] is
dominated by the conditional probability, which is computed
using a separate forward pass. This forward pass is effectively
identical to (7) whose complexity is Θ(nMnM1). Considering
the number of times the forward pass is computed, it follows
that the Davey-MacKay decoder has an overall asymptotic
complexity of Θ(NnqMτM2nM1).
C. Comments on Algorithm Complexity
Comparing the complexity expressions for the MAP decoder
for TVB codes and the Davey-MacKay decoder for sparse
codes with a distributed marker sequence, it follows that the
asymptotic complexity for both decoders is the same. This is
consistent with experimental running times for both decoders
in [13].
In the complexity expression note that N , n, and q depend
only on the code parameters while Mτ , Mn, and M1 also
depend on the channel conditions. For M1, it was argued in
[4, Section VII.A] that it is sufficient to consider a maximum
of two successive insertions, at a minimal cost to decoding
performance. This is equivalent to setting m+1 = 2, so
that M1 = 4; these limits were also used in [13], [14].
However, this artificially low limit is insufficient for more
advanced code constructions, as shown in [15]. It was also
argued in [4] that useful speedups can be obtained by only
following paths through the trellis that pass through nodes with
probabilities above a certain threshold. However, the choice of
this threshold was not analyzed. It is also likely that this choice
would depend on the properties of the inner code being used.
VI. SPEEDING THINGS UP
A. Batch Computation of Receiver Metric
In a naïve implementation, each γ computation (6) requires
the computation of the receiver metric as a separate forward
pass using (7). However it can be observed that for a given
starting state m′ and symbol D, the γ metric will be com-
puted for each end state m within the limits considered (c.f.
equations (1), (3), (4), and (5), where the γ computations are
used). In turn, this means that for a given x, the receiver metric
will need to be determined for all subsequences y˙ within the
drift limit considered. It is therefore sufficient to compute the
forward pass (7) once, with the longest subsequence y˙ re-
quired. In doing so, the values of the receiver metric for shorter
subsequences are obtained for free. We call this approach
batch computation. This effectively reduces the complexity
of computing the collection of γ metrics by a factor of Mn.
The asymptotic complexity of the MAP decoder is therefore
reduced to Θ(NnqMτMnM1).
B. Lattice Implementation of Receiver Metric
To compute the receiver metric, an alternative to the trellis
of (7) is to define a recursion over a lattice as in [17]. For
the computation of R(y˙|x), the required lattice has n + 1
rows and µ˙ + 1 columns. Each horizontal path represents an
insertion with probability 12Pi, each vertical path is a deletion
with probability Pd, while each diagonal path is a transmission
with probability PtPs if the corresponding elements from x
and y˙ are different or PtP¯s if they are the same. Let Fi,j
represent the lattice node in row i, column j. Then the lattice
computation in the general case is defined by the recursion
Fi,j =
1
2
PiFi,j−1 + PdFi−1,j + Q˙(y˙j |xi)Fi−1,j−1, (19)
which is valid for i < n, and where Q˙(y|x) can be directly
computed from y, x and the channel parameters:
Q˙(y|x) =
{
PtPs if y 6= x
PtP¯s if y = x.
(20)
8Initial conditions are given by
Fi,j =
{
1 if i = 0, j = 0
0 if i < 0 or j < 0.
(21)
The last row is computed differently as the channel model
does not allow the last event to be an insertion. In this case,
when i = n, the lattice computation is defined by
Fn,j = PdFn−1,j + Q˙(y˙j |xn)Fn−1,j−1. (22)
Finally, the required receiver metric is obtained from this
computation as R(y˙|x) = Fn,µ˙. The calculation of a single
run through the lattice requires a number of computations
proportional to the number of nodes in the lattice. Now for
the transmitted sequence of n bits considered, the number of
rows will always be n while the number of columns is at most
n + m+n . The complexity of a direct implementation of this
algorithm is therefore Θ(n[n+m+n ]).
It has been argued in Section VI-A that for a given x,
the receiver metric R(y˙|x) needs to be determined for all
subsequences y˙ within the drift limit considered. Observe
that the same argument applies equally when the receiver
metric is computed using the lattice implementation (19).
Therefore, when the lattice implementation is used in batch
mode, the MAP decoder has an asymptotic complexity of
Θ(NnqMτ [n+m
+
n ]).
C. Optimizing the Lattice Implementation
In the lattice implementation of the receiver metric, it can
be readily seen that the horizontal distance of a lattice node
from the main diagonal is equivalent to the channel drift for
the corresponding transmitted bit. It should therefore be clear
that the likelihood of a path passing through a lattice node
decreases as the distance to the main diagonal increases.
We can take advantage of the above observation by limiting
the lattice computation to paths within a fixed corridor around
the main diagonal. Specifically, the arguments of Section IV
can be applied directly, resulting in a corridor of width Mn
in general for the transmitted sequence of n bits considered.
Exceptions to this width occur in the first few rows with index
i < −m−n and the last few rows with index i > µ˙ − m+n ,
where part of the corridor falls outside the lattice rectangle.
The number of nodes within this corridor is given by
κ = nMn − κUL − κLR, (23)
where κUL = ∆(−m−n )−∆(−m−n − n), (24)
κLR = ∆(n+m
+
n − µ˙)−∆(m+n − µ˙), (25)
and ∆(k) =
{
k2+k
2 if k > 0
0 otherwise.
(26)
The complexity of the corridor-limited lattice algorithm is
therefore Θ(nMn − κUL − κLR).
Some simplification of this expression is possible when
the corridor-limited lattice algorithm is used in the MAP
decoder with batch computation for the channel considered.
When batch computation is used, µ˙ = n + m+n by defini-
tion, so that κLR = 0. Furthermore, for the BSID channel,
−n ≤ m−n ≤ 0, so that κUL = 12
[
(m−n )
2 −m−n
]
. Under these
Table II
COMPLEXITY EXPRESSIONS FOR THE MAP DECODER FOR VARIOUS
COMPUTATION MODES OF THE RECEIVER METRIC.
Algorithm Complexity
A Original Θ(NnqMτM2nM1)
B Batch computation Θ(NnqMτMnM1)
C Lattice receiver Θ(NnqMτ [n+m+n ])
D Corridor constraint Θ
(
NqMτ
[
nMn − 12
[
(m−n )2 −m−n
]])
conditions, the MAP decoder has an asymptotic complexity of
Θ
(
NqMτ
[
nMn − 12
[
(m−n )
2 −m−n
]])
.
D. Comparing Complexity
A summary of the complexity expressions for the MAP
decoder for various computation modes of the receiver metric
is given in Table II. Comparing the expressions in rows A
and B of Table II we can immediately see that the batch
computation of the receiver metric reduces complexity by a
factor equal to Mn. Unfortunately, the remaining complexity
expressions contain terms that depend on the code parameters
and channel conditions in a rather opaque way, making it
harder to understand the benefits of these improvements. In
the first instance, we can simplify the expressions further to
facilitate comparison. Consider the expression in row C of
Table II, when the lattice implementation is used. It can be
shown that n + m+n → Mn − 1 as channel conditions get
worse; we can therefore simplify the complexity expression to
O(NnqMτMn). Comparing this to the expression in row B of
Table II we can see that the use of the lattice implementation
reduces complexity by a factor of at least M1. Finally, consider
the expression in row D of Table II, when the corridor
constraint is applied to the lattice algorithm. Since m−n ≤ 0,
the 12
[
(m−n )
2 −m−n
]
term is strictly positive. The reduction in
complexity offered by the corridor constraint is therefore equal
to 2nMn
2nMn−(m−n )2+m−n , and becomes significant as channel con-
ditions improve. As channel conditions get worse, m−n → −n,
so that the expression is dominated by the nMn term. Under
these conditions, the complexity of the corridor-constrained
lattice implementation becomes approximately equal to that
of the unconstrained lattice implementation.
We can also illustrate the effect of the proposed speedups
by considering a rate- 12 TVB code with typical block and
codeword sizes N = 500, n = 10, and q = 32. We
compute the MAP decoder complexity for this code under
a range of channel conditions, using the original algorithm
of Section II-C and the improvements described above. We
plot these in Fig. 3 using the same summation limits as
in Section IV-E. Note that for a fairer comparison between
the lattice and trellis modes, we include a constant factor of
three in the lattice computation. This follows the observation
that each lattice node computation (19) requires three mul-
tiplications while each trellis computation (7) requires only
one. A few general observations can be made on this graph:
a) The batch computation of the receiver metric results in
a considerable reduction of complexity throughout, but is
even more significant under poor channel conditions. b) The
lattice implementation is considerably less complex than the
910−4 10−3 10−2 10−1 100
Channel Error Event Probability (Pd =Pi; Ps =0)
107
108
109
1010
1011
1012
1013
1014
C
om
pl
ex
ity
 (N
um
be
r 
of
 A
ri
th
m
et
ic
 O
pe
ra
tio
ns
)
N=500, n=10, q=32
Trellis
Trellis (batch)
Lattice (batch)
Lattice corridor (batch)
Figure 3. MAP decoder complexity (in number of arithmetic operations) under
a range of channel conditions, for various computation modes of the receiver
metric.
trellis implementation at high channel error rates. c) The
lattice corridor constraint extends this improvement to the low
channel error rate range. In conclusion, the proposed speedups
result in a considerable reduction in complexity of almost
two orders of magnitude for typical code sizes and channel
conditions. We have observed a similar trend under a range of
typical code sizes, so this result can be taken as representative.
VII. STREAM DECODING
We have so far considered the case where frame boundaries
are known exactly. While there are practical cases involving
single-frame transmission where this is true, exact frame
boundaries are often unknown. The MAP decoder can handle
such cases by changing the initial conditions for (4) and (5)
and choosing appropriate state space limits. This obviates
the need for explicit frame-synchronization markers as used
in conventional communication systems, and can therefore
reduce this overhead. The approach presented here is in
principle similar to that used in [4] for ‘sliding window’
decoding. However, there are some critical differences which
we explore further in Section VII-C.
A. Choosing End-of-Frame Priors
Consider first the common case where a sequence of frames
is transmitted in a stream. The usual practice in communica-
tion systems is for the receiver to decode one frame at a time,
starting the decoding process as soon as all the data related to
the current frame is obtained from the channel. In this case,
the current received frame is considered to be Yτ+m
+
τ
m−τ
, which
may include some bits from the end of the previous frame and
start of the next frame. The end-state boundary condition for
(5) can be obtained by convolving the expected end-of-frame
drift probability distribution with the start-state distribution:
βN (m) =
∑
m′
α0(m
′)Φτ (m−m′). (27)
Note that in general this distribution βN (m) has a wider spread
than Φτ (m).
As discussed in Sections IV-C and IV-D, the choice of state
space limits depends on the expected distribution of drift.
For limits involving the whole frame, the distribution used
is Φτ (m), which assumes that the initial drift is zero. The
assumption does not hold under stream decoding conditions,
where the initial drift is not known a priori, although its distri-
bution can be estimated. The uncertainty in locating the start-
of-frame position increases the uncertainty in locating the end-
of-frame position, resulting in a wider prior distribution for the
end-state boundary condition βN (m). Therefore, any limits on
state space determined using Φτ (m) will be underestimated.
The severity of this error depends on the difference between
βN (m) and Φτ (m), which increases as channel conditions
get worse. For stream decoding, therefore, it is sensible to
recompute the state space limit Mτ at the onset of decoding a
given frame, using βN (m) in lieu of Φτ (m). Doing so avoids
underestimating the required state space, and implies that for
stream decoding, the state space size will change depending
on how well-determined the frame boundaries are.
After decoding the current frame, we obtain the posterior
probability distribution for the drift at end-of-frame, given by:
Pr
{
Sτ = m
∣∣∣ Yτ+m+τ
m−τ
}
= λN (m)/Pr
{
Y
τ+m+τ
m−τ
}
=
λN (m)∑
m′ λN (m
′)
. (28)
The most likely drift at end-of-frame can be found by:
Sˆτ = arg max
m
λN (m)∑
m′ λN (m
′)
= arg max
m
λN (m). (29)
As in [4], we determine the nominal start position of the next
frame by shifting the received stream by τ + Sˆτ positions.
The initial condition for the forward metric for the next frame,
αˆ0(m), is set to:
αˆ0(m) =
λN (m+ Sˆτ )∑
m′ λN (m
′)
, (30)
replacing the initial condition for (4) reflecting a known frame
boundary.
B. Stream Look-Ahead
Taking advantage of the different constituent encodings in
TVB codes, the MAP decoder can make use of information
from the following frame to improve the determination of the
end-of-frame position. We augment the current block of N
symbols with the first ν symbols from the following block
(or blocks, when ν > N ), for an augmented block size
N ′ = N+ν. The MAP decoder is applied to the corresponding
augmented frame. After decoding, only the posteriors for the
initial N symbols are kept; the start of the next frame is
determined from the drift posteriors at the end of the first
N symbols, and the process is repeated.
Consider the latency of the MAP decoder to be the time
from when the first bit of a frame enters the channel to when
the decoded frame is available. The cost of look-ahead is an
increase in decoding complexity and latency corresponding
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to the change in block size from N to N ′. The effect
on complexity is seen by using terms corresponding to the
augmented block size in the expressions of Table II. The
latency is equal to the time it takes to receive the complete
frame and decode it. Look-ahead increases the time to receive
the augmented frame linearly with ν and the decoding time
according to the increase in complexity.
The required look-ahead ν depends on the channel condi-
tions and the code construction. In general, a larger value is
required as the channel error rate increases. We show how
an appropriate value for ν can be chosen for a given code
under specific channel conditions in Section VIII-A. Typical
values for ν are small (ν < 10) for good to moderate
channels (Pi, Pd < 10−2). The required look-ahead increases
significantly for poor channels: the example in Section VIII-A
requires ν = 1000 at Pi = Pd = 2× 10−1.
C. Comparison with Davey-MacKay Decoder
A key feature of the Davey-MacKay construction is the
presence of a known distributed marker sequence that is
independent of the encoded message. This allows the decoder,
in principle, to compute the forward and backward passes
over the complete stream. However, to reduce decoding delay,
the decoder of [4] performs frame-by-frame decoding using
a ‘sliding window’ mechanism. The ‘sliding window’ mech-
anism seems intended to approximate the computation of the
forward and backward passes over all received data at once.
This approach is similar in principle to ours when stream look-
ahead is used; however, there are some critical differences
which we discuss below.
In [4], the starting index for a given frame is taken to
be the most likely end position of the previous frame, as
determined by the Markov model posteriors. This is the same
as the approach we use in Section VII-A. However, in [4], the
initial conditions of the forward pass are simply copied from
the final values of the forward pass for the previous frame.
This is consistent with the view that the ‘sliding window’
mechanism approximates the computation over all received
data at once, but contrasts with our method. In Section VII-A
the initial conditions of the forward pass are determined from
the posterior probabilities of the drift at the end of the previous
frame. These drift posteriors include information from the
look-ahead region and from the priors at the end of the
augmented frame, which were determined analytically from
the channel parameters.
Observe that in the ‘sliding window’ mechanism of [4],
the backward pass values cannot be computed exactly as for
the complete stream. Instead, the decoder of [4] computes the
forward pass for some distance beyond the expected end of
frame position, and initializes the backward pass from that
point. The suggested distance by which to exceed the expected
end of frame position is ‘several (e.g. five) multiples of xmax’,
where xmax is the largest drift considered. The concept is the
same as the stream look-ahead of Section VII-B. However,
we recommend choosing the look-ahead quantity ν based on
empirical evidence (c.f. Section VIII-A).
It is claimed in [4] that the backward pass is initialized
from the final forward pass values; the reasoning behind this
is unclear, and does not seem to have a theoretical justification.
We initialize the backward pass with the prior probabilities for
the drift at the end of frame, as explained in Section VII-A.
D. Initial Synchronization
The only remaining problem is to determine start-of-frame
synchronization at the onset of decoding a stream. This
can be obtained by choosing state space limits Mτ large
enough to encompass the initial desynchronization and by
setting equiprobable initial conditions: α0(m) = βN (m) =
1
Mτ
∀m. Previous experimental results [4] have assumed a
known start for the first frame, with the decoder responsible
for maintaining synchronization from that point onwards. We
adopt the same strategy in the following.
VIII. RESULTS
Practical results are given in this section. We show how
an appropriate choice of decoder parameters allows stream
decoding to perform as well as when frame boundaries are
known. Results are also given for existing constructions which
can be expressed as TVB codes, showing how the symbol-level
MAP decoder improves on the original decoder (in the case of
[4]) or is equivalent (in the case of [5]). We also demonstrate
some improved constructions allowed by the flexibility of TVB
codes. These are achieved by using simulated annealing to
find TVB codes of a required order with a good Levenshtein
distance spectrum. Specifically, we seek to find constituent
codes with the highest possible minimum Levenshtein distance
and the lowest multiplicity at small distances. For all codes
so designed, M < N ; we construct our TVB codes using a
random sampling with replacement of the unique constituent
codes, and use this as our inner code. Construction parameters
for all codes used in this section are given in Table III. To
facilitate reproduction of these results, the TVB codebooks
used are available for download from the first author’s web
site3.
A. Stream Decoding with MAP Decoder
The results of [13] assumed known frame boundaries; under
these conditions, the decoder is arguably at an advantage
when comparing with the results of [4], [5]. It is also not
clear whether the MAP decoder can keep track of frame
boundaries with the non-sparse constructions of [13], [15] and
the TVB codes introduced here, especially in the absence of
a known marker sequence. In the following we investigate
the performance of the MAP decoder under stream decoding
conditions, and consider the choice of look-ahead required.
As in [4] we assume that the start of the first frame is known,
while the decoder is responsible for keeping synchronization
from that point onwards. We use the limits specified in
Section IV.
We start by investigating the effect of stream decoding on
the ability of the MAP decoder to track codeword boundaries.
We consider a (6, 8, 12) TVB code, which is the inner code
for the concatenated system N2b of Table III. We simulate
3Available at http://jabriffa.wordpress.com/publications/data-sets/.
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Table III
CONSTRUCTION PARAMETERS OF CODES USED IN SIMULATIONS.
Labela Inner code Marker Outer code Comment
P1 (5, 16) sparse random, distributed LDPC (999, 888) F16 Published in [4, Fig. 8, Code D]
N1a (5, 16) sparse random, distributed LDPC (999, 888) F16 Identical construction to P1, symbol-level MAP decoder
N1b (10, 256, 3) TVB none LDPC (499, 444) F256 Same overall rate and block size as P1
P2 (6, 8) sparse random, distributed LDPC (1000, 100) F8 Published in [4, Fig. 8, Code I]
N2a (6, 8) sparse random, distributed LDPC (1000, 100) F8 Identical construction to P2, symbol-level MAP decoder
N2b (6, 8, 12) TVB none LDPC (1000, 100) F8 Same overall rate, block size, and outer code as P2
P3 9 bits, uncoded 001/110, appended LDPC (3001, 2000) F2 Published in [5, Fig. 7, Code D]
N3 9 bits, uncoded 001/110, appended LDPC (2997, 1998) F2b Identical inner code to P3, marginally smaller outer code
P4 not applicable not applicable Rate 3
14
turbo code F2 Published in [11, Fig. 4, Code T2]
N4 (7, 8, 8) TVB none LDPC (666, 333) F8 Same overall rate as P4
P5 not applicable not applicable Rate 1
10
turbo code F2 Published in [11, Fig. 4, Code T4]
N5 (7, 4, 32) TVB none LDPC (855, 300) F4 Same overall rate as P5
aLabels starting with P indicate previously published results, while labels starting with N indicate new simulation results.
bObtained by truncating the LDPC (3001, 2000) F2 of P3. This truncation is necessary so that the outer-encoded sequence can be expressed by an
integral number of inner codewords.
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Figure 4. The fraction of correctly resynchronized codeword boundaries
(fidelity) as a function of codeword index, for code N2b of Table III.
this inner code with a block size N = 2000 under the channel
conditions at the onset of convergence for the concatenated
system, that is at Pi = Pd = 0.22, assuming only the
start position of the first frame is known. At each codeword
boundary we plot the fraction of correctly determined drifts
(fidelity) in Fig. 4. As expected, the fidelity drops at the end
of the frame, where the actual drift is unknown to the decoder.
However, it can be observed that the fidelity reaches a steady
high value within about 1000 codewords from the end of
frame. It could therefore be supposed that a look-ahead of
ν = 1000 would be sufficient for this code under these channel
conditions. The dip at the start of the frame is caused by the
uncertainty in the frame start position, due to the very low
fidelity at the end of the previous frame.
To test this hypothesis, we concatenate this inner code
with the (1000, 100) LDPC code over F8 of [4, Code I]. We
simulate this system under the following conditions: 1) known
frame start and end (frame decoding); 2) known start for
the first frame, unknown frame ends (stream decoding), no
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Figure 5. Demonstration of the effect of look-ahead on the MAP decoder’s
performance under stream decoding conditions, and comparison with frame
decoding.
look-ahead; 3) stream decoding with look-ahead ν = 1000
codewords. Results are shown in Fig. 5. We give results after
the first and fifth iterations. As anticipated, performance under
stream decoding conditions is poorer than frame decoding if
there is no look-ahead. However, an appropriate look-ahead
quantity allows the decoder to perform as well under stream
decoding as under frame decoding.
It is important to highlight that this result is dependent on
the inner code structure, and that therefore the generalization
to other constructions is not obvious. However, we have
repeated the same test with other constructions, including
those of [4], [5], [13]–[15] and the new constructions in this
paper, and under different channel conditions. In all cases we
have found that the result is repeatable, in that it is possible
to approach the performance of frame decoding with stream
decoding, as long as an appropriate look-ahead quantity is
chosen. The only cost of stream decoding is therefore the need
for a fidelity analysis to determine a suitable look-ahead value
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Figure 6. Comparison with Davey-MacKay: improving the performance of
[4, Code D] (left) and [4, Code I] (right) using our MAP decoder, iterative
decoding, and an inner code with better Levenshtein distance spectrum.
and the increased decoding latency and complexity caused
by the augmented block size. Since the code performance is
undiminished, to simplify our analysis from this point onwards
we assume known frame start and end positions.
B. Comparison with Prior Art
We have already shown in [13] that the (symbol-level) MAP
decoder allows us to obtain better performance from the codes
of [4]. Further improvement can be obtained with iterative
decoding, as we show here. Additionally, the flexibility of
TVB codes allows us to obtain codes that perform better
at the same size and/or rate. In the following, we simulate
channel conditions Pi = Pd;Ps = 0 in order to compare with
published results.
For low channel error rates, consider [4, Code D], listed as
P1 in Table III. We compare the previously published result
with a MAP decoding of the same code (N1a) in Fig. 6. As
shown in [13], the MAP decoder improves the performance
of this code even after the first iteration; additional iterations
improve the result further. At the same overall code rate and
block size we can improve the performance further by design-
ing an inner TVB code with a better Levenshtein distance
spectrum (N1b). We repeat the process at higher channel
error rates for [4, Code I], listed as P2 in Table III. Again,
compared to the published result, a MAP decoding of the same
code (N2a) improves performance even after the first iteration,
also in Fig. 6. Additional iterations improve the result, but
the difference in this case is less pronounced. Replacing the
inner code with one of the same size but a better Levenshtein
distance spectrum (N2b) improves performance further.
As we have already discussed in Section II-A, the marker
codes given by Ratzer [5] can also be cast as TVB codes.
In [5] binary outer LDPC codes were used. To use a binary
outer code with our MAP decoder, the bitwise APPs can
be obtained from the q-ary symbol APPs by marginalizing
over the other bits [21, p. 326]; these are then passed to the
decoder for the binary outer code. In this case, for a binary
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Figure 7. Comparison with Ratzer and with Mansour & Tewfik: demonstrating
the equivalence of our MAP decoder on [5, Code D], with and without iterative
decoding, and improving performance on [11, Codes T2, T4] at the same
overall code rate, using inner codes with improved Levenshtein distance in
concatenation with LDPC outer codes.
outer code we expect the performance of the concatenated
code to be identical, whether the inner code is decoded with
the bit-level (MAP) decoder of [5] or with our symbol-level
decoder. We show this in Fig. 7 for [5, Code D], listed as
P3 in Table III, in comparison with an almost-identical code
(N3) using our MAP decoder. It is important to highlight that
decoding marker codes as TVB codes provides no material
advantage; in fact, a cost is paid in complexity for doing
so. We do not propose or expect that marker codes will be
decoded as TVB codes. However, there is value in showing
that marker codes can be decoded as TVB codes with no loss
in performance. Specifically, this allows us to compare the
structure of marker codes with other constructions, within the
same context.
Finally, in Fig. 7 we compare with the more recent turbo
codes of [11, Codes T2, T4], respectively listed as P4 and P5
in Table III, with concatenated systems of the same overall
rate, using a TVB inner code and an LDPC outer code. It can
be seen that our concatenated systems outperform the codes of
[11], significantly at lower channel error rates, and somewhat
less so at higher channel error rates.
IX. CONCLUSIONS
In this paper we have considered TVB codes, which gener-
alize a number of previous codes for synchronization errors.
We discussed the applicable design criteria for TVB codes,
expressing some previously published codes as TVB codes
and showing that the greater flexibility of TVB codes allows
improved constructions. For example, our (7, 8, 4) TVB code
achieves a SER of 10−4 at a Pi, Pd that is almost two orders of
magnitude higher than a marker or distributed marker code of
the same size, and slightly better than our earlier SEC codes.
We also considered a number of important issues related
to a practical implementation of the corresponding MAP
decoder. Specifically, we have given an expression for the
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expected distribution of drift between transmitter and receiver
due to synchronization errors, with consideration for practical
concerns when evaluating this expression. We have shown how
to determine an appropriate choice for state space limits based
on the drift probability distribution. The decoder complexity
under given channel conditions is then expressed as a function
of the state space limits used. For a given state space, we have
also given a number of optimizations that reduce the algorithm
complexity with no further loss of decoder performance. The
proposed speedups, which are independent of the TVB code
construction, result in a considerable reduction in complexity
of almost two orders of magnitude for typical code sizes and
channel conditions. For code constructions with appropriate
mathematical structure we expect to be able to replace the
receiver metric, which considers each possible transmitted
codeword, with a faster soft-output algorithm. Next, we have
considered the practical problem of stream decoding, where
there is no prior knowledge of the received frame boundary
positions. In doing so we have also shown how an appropri-
ate choice of decoder parameters allows stream decoding to
approach the performance when frame boundaries are known,
at the expense of some increase in complexity.
Finally, practical comparisons of TVB codes with earlier
constructions were given, showing that TVB code designs can
in fact achieve improved performance. Even compared to the
state of the art codes of [11], the TVB codes presented here
achieve a FER of 10−3 at 24% higher Pi, Pd for a rate- 110
code, and at 84% higher Pi, Pd for a rate- 314 code. We expect
further improvements to the codes shown here to be possible,
particularly by co-designing optimized outer codes. However,
a detailed treatment of the design process is beyond the scope
of this paper, and will be the subject of further work.
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