Abstract-We consider a multiterminal source coding problem in which a random source signal is estimated from encoded versions of multiple noisy observations. Each encoded version, however, minimizes a local distortion measure, defined only with respect to the distribution of the corresponding noisy observation. We denote the form of encoding as mismatched multiterminal encoding (MME). We derive a single-letter expression for the minimal distortion under MME of an i.i.d source. We evaluate this expression for the case of a Gaussian source observed through multiple parallel AWGN channels and quadratic distortion and in the case of a non-uniform binary i.i.d source observed through multiple binary symmetric channels under Hamming distortion. For the case of a Gaussian source, we show that there is no loss of performance compared to the indirect source coding distortionrate function due to MME using a centralized encoder and small code rates, whereas distributed encoding achieves distortion strictly larger then in an optimal multiterminal source coding scheme. For the case of a binary source, we show that even with a single observation, the distortion-rate function under MME is strictly larger than that of indirect source coding.
I. INTRODUCTION
The Distortion-Rate Function (DRF) describes the optimal tradeoff between code-rate and distortion in recovering an information source from its encoded version. A natural extension of this source coding problem arises when the encoder cannot observe the source directly but obtains only noisy observations, a setting which is denoted as remote, indirect or noisy source coding. The minimal distortion attainable in the remote source coding problem for a given rate of its reconstructions is defined as the indirect Distortion-Rate Function (iDRF). The multiterminal version of the remote source coding is denoted the CEO problem [1] . In this setting, multiple observers (agents) cooperate in order to describe the source to a central processing unit (the Chief Executive Officer or CEO), where each observer can only see a noisy version of the source realization.
For both the remote source coding and the CEO problems, optimal codes are critically dependent on the statistics of the underlying source from which the noisy observations are obtained. In other words, the optimal coding scheme requires the encoders to have knowledge of the joint distribution of the source and all its noisy observations.
In this paper we explore the case where knowledge of the above distribution is absent in the encoding stage. This lack of knowledge naturally arises in a distributed sensor network setting when each remote observer is not provided with the statistics of the underlying source. In this case, each encoder may try to minimize distortion with respect to its private observations, resulting in a coding scheme we denote as mismatched multiterminal encoding (MME). While this scheme is sub-optimal for the CEO setting, it does not require any (offline) exchange of knowledge among the agents and/or the CEO in determining their codebooks. This scheme is also universal in the sense that the same code is employed regardless of the underlying source statistics, or if those source statistics change. Since many distributed systems are limited in the amount of cooperation among their components, it is important to characterize the excess distortion as a result of this compartmentalized system design compared to a setting which allows full cooperation among the observers.
An important benchmark in this characterization is the case of a centralized mismatched encoding, in which the observations provide a single encoded message. This message, however, is still encoded with respect to a distortion measure that ignores the ultimate reconstruction metric at the decoder with respect to the underlying source.
In this paper we consider the MME setting in the estimation of a remote source from its encoded noisy observations, in both centralized and distributed settings. We prove a singleletter characterization for the minimal distortion attainable in MME for the case of a single memoryless source. We also evaluate this expression for the case of jointly Gaussian observations with centralized and with distributed encoding as well as for the case of a binary source observed through multiple binary symmetric channels. We show that with a single observation there is no performance loss in MME compared to the iDRF in the quadratic Gaussian case and in the symmetric binary case. This property also holds in the quadratic Gaussian case with multiple observations and a centralized encoder operating at small rate, whereas in high rates the distortion is greater than the iDRF by a factor of one bit per number of observers. In the rest of the cases there is a strictly positive gap between this form of mismatched encoding and the minimal distortion in optimal multiterminal source coding.
The remainder of the paper is organized as follows: Sec. II presents the problem formulation while Sec. III introduces the relevant results available in the literature. The main result is stated in Sec. IV while some relevant examples are presented in Sec. V. Finally, Sec. VI concludes the paper. 
II. PROBLEM FORMULATION
We consider the multi-terminal source coding problem in Fig. 1 : L encoders observe a noisy version of the random source sequence X n = (X 1 . . . X n ) obtained through n independent draws from the distribution P X (x) with alphabet X . Encoder l obtains the sequence Y n l which is generated by passing the X n through the memoryless channel P n Y l |X and produces the index W l ∈ 1 . . . 2 ⌊nR l ⌋ . The decoder receives
and produces the sequenceX n (W). The distortion between the original source sequence X n and its reconstruction X n is measured according to a single-letter fidelity criterion d : X × X → R + . The average distortion between X n and X n is defined by
where the expectation is with respect to all source, channel and (possibly random) encoding-decoding realizations.
In the following we shall assume that encoders operate according to a pre-specified encoding rule and derive the corresponding optimal decoding rule. For n ∈ N, denote by E (n) an arbitrary family of encoders of blocklength n, i.e., each g ∈ E (n) is a mapping of the form g :
for some finite R. We introduce the following definitions:
The infimum of all achievable distortions for ∪ n∈N E (n) is the distortion-rate function for E, denoted by D(E).
The main problem we consider in this paper is the DRF for a family of encoders in which the lth encoder is optimal with respect to a distortion measure 
where
In the special case where L = 1, we drop the subscript one from the above expressions, that is we define
In addition to the remote distributed encoding setting of Fig. 1 , we also consider the scenario in Fig. 2 in which the noisy observations are processed by a single encoder. We refer to the latter as the centralized encoding scheme. We note that this scheme can be obtained from the distributed setting of Fig. 1 by assuming a single observation sequence Y n in which each observation symbol Y is a vector of L components.
III. RELATED RESULTS
We shall now discuss the relationship between the setting described in Sec. II and some classical source coding problems.
Denote by E ⋆ (R) and E ⋆ (R 1 , . . . , R L ) the full set of encoders of any finite blocklength for the scheme in Fig. 2 and in Fig. 1 , respectively. Characterizing the DRF with respect to these encoders corresponds to the following classical source coding problems:
where the infimum is taken over all joint probability functions of Y andX such that the per letter mutual information I(Y; X) does not exceed R [3, p.78-81].
• The CEO Problem: The characterization of
is equivalent to the characterization of the rate-region of the CEO problem [1] . This rate-region is the closure of all L-tuples of rates R 1 , . . . , R L such that a given target distortion is achievable for the scheme in Fig. 1 . A full characterization of the rate-region of the CEO for the quadratic Gaussian case was given in [5] , where an optimization over the rate-region to determine the optimal rate-allocation that minimizes the distortion is given in [6] . Since restricting the family of encoders can only increase the minimal attainable distortion, we have
. . , R L )) for any set of encoders E(R) and E(R 1 , . . . , R L ), respectively.
It follows from [7] that an optimal encoding in the remote source coding setting can be obtained by encoding the observable sequence Y n using an amended distortion measure that weighs the original distortion measure according to the probability of each possible input symbol given the observation symbol. Since the encoding in the definition of D (E(R)) is optimal with respect to a different distortion measure on Y n , our setting can be seen as an instance of the mismatched encoding problem considered in [8] . The general setting of [8] , however, has a subtle but very important difference from the problem we consider: the encoding rule is allowed to depend on the distortion in (1). That is, although the codeword used to represent the source sequence is drawn from a codebook that minimizes a certain distortion, the encoding of each source realization can depend on the distortion (1). When such a dependency is forbidden, the result in [8] reduces to a trivial side of Thm. 4.1 below.
IV. MAIN RESULTS
Our main result is the single-letter characterization of 
where the infimum is over all possibly random mapping
Proof: See App. A. Theorem 4.1 says that MM-DRF, i.e., the minimal distortion in estimating X n from a family of L encoders with rates
at each remote encoder, is completely characterized by the single-letter expression in (4).
V. RELEVANT EXAMPLES
In this section we evaluate the result of Thm. 4.1 in two cases: (i) the case of a Gaussian source, AWGN noise and Quadratic Distortion and (ii) the case of a Bernoulli source, bit-flip noise and Hamming distortion.
A. Gaussian Source, AWGN Noise and Quadratic Distortion
Consider the model in Fig. 1 in which the observations Y n l are obtained as
where W l n , l = 1, . . . , L and X n are a sequence of i.i.d standard normal variables, α 1 , . . . , a L ∈ R, and the distortion d in (1) is quadratic. Under this distortion measure, the minimal value of X given Y 1 , . . . , Y L in (4) is given by the MMSE 
Proposition 5.1: The MM-DRF in centralized encoding and observations model (5) is given by
where γ M m=1 α m 2 and θ is determined by
Proof: The result is an evaluation of the single-letter expression for D (E(R)) obtained from Theorem 4.1. The details of the proof can be found in App. B.
We now compare (7) to the optimal performance of the iDRF of
, which in our case is given by (e.g. [10, Eq. 3 
We see that no performance is lost as a result of MME either when the rate R is smaller than log √ 1 + γ or when L = 1. For larger values of R the second term in (7) decreases L times per bit slower than the equivalent term in D X|Y (R), as illustrated in Fig. 3 . The distinction between the two regimes can be explained as follows: when the rate is low, an optimal coding with respect to Y n is done only along the component with the highest energy, and this happens to coincide with the subspace where the underlying signal X n resides. For higher rates an optimal encoding with respect to Y n also considers the other L − 1 components which are orthogonal to X n .
2) Distributed Encoding:
We now consider the distributed encoding scheme of Fig. 1 with the signal model (5). Here we assume that each Y l is optimally described at the remote 
The MM-DRF for distributed encoding in (10), the MM-DRF for centralized encoding (7), the iDRF (9), and the optimal CEO distortion (11), for the case of L = 2 and α 1 = α 2 = 1.
We obtain the following: Proposition 5.2: The MM-DRF in distributed encoding and observations model (5) is given by
Proof: The complete proof can be found in App. C. When L = 1, (10) reduces to the centralized encoding scheme with a single observation, implying that no performance is lost in this case compared to the iDRF.
For higher values of L we compare (10) to the minimal distortion in the CEO problem, which, in the symmetric case of α = α 1 = . . . = α L and after an optimal rate-allocation given the sum rate R = R 1 , . . . , R L , can be obtained as [6, Eq. 10]
(11) It can be shown that for any sum rate R and L > 1, D ⋆ is strictly smaller than (10) and converges to it as α goes to zero. Since (10) is more tractable in analyzing distortion than (11), the former may be more insightful in deriving optimal rate-allocation strategies for distributed sensor networks [11] in low SNRs. The two expressions are illustrated in Fig. 3 .
B. Bernoulli Source, Bit-flip Noise and Hamming Distortion
We now consider the binary analog of the example in Subsection V-A. In this case, X n is an i.i.d. binary process with P(X i = 1) = α, recovered with respect to the Hamming distortion d H in (1) from the noisy observations
where for each l, B l n is a sequence of i.i.d binary random variables with P(B l,i = 1) = p l . The B l n s are independent of each other and of X n . For simplicity we will assume that α and the p l s are smaller than 1/2, but our result can easily be adjusted to cases when this condition is violated. We additionally assume that the distortion measure d y l according to which the sequence Y l n is encoded is the Hamming distortion. Fixing a joint pdf as in Thm. 4.1, the optimal reconstruction symbol X ∈ {0, 1} is the solution of a binary hypothesis testing problem in Y 1 . . . Y L . This leads to the evaluation of D (E(R 1 . . . R L )) as follows.
Proposition 5.3:
The MM-DRF in distributed encoding and observation model (12) is given by
and U 1 . . . U L are binary random variables with 2 P(U l = 1) = ξ l .
Proof: The full proof is provided in App. D. In the special case where L = 1 (in which case Fig. 1 and Fig. 2 are equivalent) we have
Writing the last expression in terms of the rate R, we see that
where D = D(E(R)). For p = 0 Equation (15) coincides with the rate-distortion function of X n [2] . Moreover, when α = 1/2, Equation (15) 
For α = 1/2 or p = 1/2, it is shown in [12] that (15) is strictly larger then the indirect rate-distortion of X n given Y n for 0 < D < α. In Fig. 4 , for comparison, we plot the functions in (15), (16) and the DRF for the case of p = 0, which provides a lower bound to the previous two models. [12] , and the DRF of X n corresponding to the case p = 0.
VI. CONCLUSIONS
We have considered a multi-terminal source coding problem in which a decoder estimates a source sequence given multiple encoded versions of its noisy observations. Unlike in traditional source coding settings, we do not assume that each observation is encoded in an optimal way with respect to the ultimate reconstruction problem. In particular, we considered the case where each observer encodes its observation according to a local prescribed distortion measure and rate-persymbol constraint. We provide a single-letter characterization for the minimal distortion that can be attained when describing the original source in the case where each encoder employs an optimal code for its local distortion, assuming only knowledge of the statistics of its observations. The performance in this model is limited by the fact that each encoder operates independently of the others and without knowledge of the statistics of the underlying source. Despite this, we show instances under centralized encoding where this mismatched coding setting can still achieve the optimal performance. In other words, in these cases there is no distortion increase over the remote source coding setting. Other cases demonstrates that this form of mismatched encoding is in general suboptimal compared to the optimal source coding performance. APPENDIX A PROOF OF THEOREM 4.1
We begin by showing the proof for the case L = 1: the case of a general L is presented as an extension of this simpler scenario.
When L = 1, the achievability of (4) follows from the rate-distortion achievability proof through random codebooks: given the properties of jointly typical sets and the Markov lemma for typical sequences, Y i appears jointly typical with X i according to the distribution
is the unique distribution which attains D Y (R) under distortion measure d. Since the sequence in [X i Y i ] are iid due to the codebook construction, then the minimal distortion in (1) is obtained by the same choice of reconstruction
which guarantees distortion D(E(R 1 )). Accordingly, we must have
The converse proof follows from the fact that the joint distribution of the the sequence [Y n Y n ] necessarily converges to the distribution P * Y Y n given that the coding at the encoders is asymptotically optimal.
More specifically, consider the distortion performance of the encoder which utilizes the reconstruction rule in (18) to reconstruct X n from Y n : while Y n is not necessarily i.i.d. distributed for finite n, in the limit it must necessary converge to P * Y Y n for this reconstruction to be attain the optimal distortion D Y (R). More specifically, let the distribution induced by coding g be Q Y n Y n then, from [13, Th. 2], we have that
from which, using Pinsker lemma, we also conclude that
Accordingly, since in (normalized) total variation also implies (normalized) convergence in distribution, we have that the distortion of this sub-optimal encoder converges as follows
for P * X| Y being the distribution which attains the minimum distortion in (18), and similarly
Equation (22) concludes the proof since it shows that, asymptotically, applying optimal encoding followed by the reconstruction rule implicit in (4) attains
The proof for the case of any L follows in an analogous manner. The achievability of (4) can be shown through random coding: encoder l employs a random codebook with codewords drawn i.i.d. from the distribution
where P * Y l |Y l is the unique distribution which attains D Y l (R l ) under distortion measure d l , and communicates to the decoder the index of the codeword which is jointly typical with the observation according to the joint distribution P * 
and factorizes as
Applying the decoding rule in (18) produces the expected distortion in ( 
where:
• U is a unitary matrix such that
• Z is a Gaussian vector independent of Y whose lth coordinate is of variance
Note that the covariance matrix of the vector Y can be written as
In addition, since for λ ∈ R, we must have
so that the eigenvalues of Σ Y equal one plus the eigenvalues of the matrix αα * . This latter matrix, αα * , has a single non-zero eigenvalue: α * α and thus we conclude that the λ m s are given by
In addition, note that the eigenvector u 1 corresponding to λ 1 equals α/ α 2 , while all the remaining eigenvalues u 2 , . . . , u L are orthogonal to α. When considering the equivalent forward channel to (29), it is possible to define Y U * Y to obtain an orthogonal backward channel equivalent to (29), which leads to the following interpretation of the reverse waterfilling scheme (30):
This leads to the following forward channel representation with respect to Y:
where R l = 1 2 log + (λ l /θ), u l is the lth normalize eigenvector of Σ Y (that forms the lth column in U ) and the V l s are standard normal and independent of each other and the other variables. Write (33) in a matrix form
The MMSE in estimating X from the vector Y is found as:
.
Since u 1 = α/ α , R 1 = 1 2 log ((1 + α * α)/θ) and the rest of the u l s are orthogonal to α, we get
and (7) is obtained by setting θ ′ = θ/(1 + α * α).
APPENDIX C PROOF OF PROPOSITION 5.2
Assume each Y l is compressed separately using an optimal rate-distortion code of rate R l that achieves
The optimal distribution at each coordinate is realized by the forward channel
for l ∈ {1, . . . , L} and where the elements in {Z l , l = 1, . . . , L, } are standard Gaussian iid random variable. Equation (34) can be written in the matrix form asŶ = aX + η, .
where in the second transition we used Woodbury's matrix identity and in the last transition we used the fact that Σ η = E [ηη * ] is diagonal.
APPENDIX D PROOF OF PROPOSITION 5.3
Proof: Since Y l,i = X i ⊕ B l,i , the process Y l n is binary i.i.d with P(Y l = 1) = α ⋆ p l = α(1 − p l ) + (1 − α)p l . The backward channel that achieves the DRF of each Y l is given by
where P(Z l = 1) = D Y l (R). Fixing joint p.d.f.'s as in Thaorem 4.1 that can be described by (36), for each l we have that
where D Y l (R l ) is the DRF of the binary process Y l n given by
The most likely X ∈ {0, 1} given Y 1 , . . . , Y L is determined by the likelihood ratio:
where we set U l B l ⊕ Z l and ξ l = P(U l = 1) = p l ⋆ D Y l (R l ). Theorem 4.1 implies that D (E y (R 1 , . . . , R L ) is given by the error in the estimation rule (37). This error is given by P(X = X) = P (X = 0, L > 1) + P (X = 1, L < 0)
