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Introduction
The aim of this paper is to study some new connections between Liouville-type theorems and local properties of nonnegative solutions to superlinear elliptic problems. In all the paper, the word "solution" always refers to "nonnegative solution", regardless of whether it is specifically mentioned. By a (nonlinear) Liouville-type theorem, we here mean the statement of nonexistence of nontrivial bounded solutions on the whole space or on a half-space.
In the last two decades, following the seminal paper [17] , Liouville-type theorems have been widely used, in conjunction with rescaling arguments, in derivation of pointwise a priori estimates of solutions of boundary value problems (see [12] for a survey, for more recent results and references see e.g. [25, 15, 7, 31, 14, 32] ).
In this paper, we develop a general method for derivation of pointwise a priori estimates of local solutions (i.e., on an arbitrary domain and without any boundary conditions), from Liouville-type theorems. This method enables us to obtain new results on universal estimates of spatial singularities for elliptic problems. At the same time, it gives somewhat simpler proofs of several known results and provides a unified treatment for such questions.
As a further motivation to our approach, let us mention that in an important recent paper [29] on quasilinear elliptic equations, Serrin and Zou have observed that Liouville theorems can be seen as a consequence and a limiting case of universal boundedness theorems. For instance, for the model equation
with subcritical p > 1, the nonexistence of nontrivial solutions in R n is a direct corollary to the universal boundedness result [11, Lemma 1] , which states that any classical solution of (1.1) in an arbitrary domain Ω ⊂ R n satisfies u(x) ≤ C(n, p) dist In other words, citing [29, p. 82 ]: "they both provide upper bounds for nonnegative solutions", with the Liouville theorem "being the extreme case where the domain is all of R n and the upper bound becomes zero", and universal boundedness theorems provide "a continuous embedding of the Liouville theorem in a family of results for an expanding sequence of bounded domains". From this point of view, a remarkable consequence of the approach in the present paper is that the converse is also true, so that Liouville theorems and universal boundedness theorems are in fact equivalent (for problems with homogeneous nonlinearities such as (1.1), or (3.2) and (4.1) below).
As a consequence of our method, we improve a number of known results on semilinear and quasilinear elliptic equations. In particular, although it was natural to expect that singularity estimates should depend only on the behavior of the nonlinearity at infinity, all previous results [16, 5, 29, 4 ] required global assumptions. In contrast, our method does not rely on any global assumptions, thus our results confirm the above expectation. We also treat semilinear systems of Lane-Emden type; the singularity estimates that we obtain seem to be the first results of this type to cover the full subcritical range (below the so-called Sobolev hyperbola).
Other by-products of the method are strong Liouville-type theorems, that is statements on nonexistence of nontrivial solutions (bounded or not) on the whole space or on a half-space. In particular, we give an affirmative answer to the so-called LaneEmden conjecture for elliptic systems in three dimensions.
The method in this paper is based on rescaling arguments combined with a key "doubling" property (see Lemma 5.1 below). A heuristic explanation of our approach, and of the differences with the "classical" rescaling method [17] (where global a priori estimates are derived from Liouville-type results) is given at the beginning of Section 5.
The doubling property is an extension of an idea of [18] . In that work (see also the references in [24] ), a similar doubling property in time was used to estimate blowup rates of nonglobal solutions of certain nonlinear parabolic problems. However, this powerful idea does not seem to have been fully exploited up to now, nor its wide applicability in singularity estimates has been noticed. In particular, it has not been applied to elliptic problems so far. Even for parabolic equations, the link with (parabolic) Liouville-type theorems and universal bounds of solutions has not been made completely clear yet. These parabolic aspects are developed in the second part of our work [24] . Remark 1.1. There are two completely different types of proofs for nonlinear Liouville theorems:
-they can be a consequence of integral a priori estimates of solutions obtained by, often quite sophisticated, energy techniques. Sometimes these estimates are derived for local solutions as well and they can be directly used to establish pointwise singularity estimates (see [16, 5, 29] and [2] , respectively for elliptic and parabolic problems). But in other cases they apply only to global solutions on the whole space, cf.
[27];
-they can be proved directly by monotonicity techniques based on the maximum principle (such as moving planes or spheres [17, 9, 10, 6, 25, 7] , or intersectioncomparison [23] for certain parabolic problems). In this case, the proof does not depend on the knowledge of any estimate of local solutions.
Therefore, our approach for deriving pointwise singularity estimates from Liouville theorems is of particular interest in this second case (and in the global instance of the first case).
The outline of the paper is as follows. Estimates of singularities for semilinear and quasilinear scalar equations are stated in Sections 2 and 3, respectively. In Section 4, we turn to semilinear elliptic systems, for which we give strong Liouville theorems, as well as singularity estimates. The key doubling lemma is stated and proved in Section 5. Sections 6 and 7 are then devoted to the proofs and to some more general results, for scalar equations and systems, respectively.
Estimates of singularities for semilinear elliptic equations
In this section, we consider equations of the form
The function f : [0, ∞) → R is only assumed to be continuous. By a solution u ≥ 0 of (2.1) in an (arbitrary) domain Ω, we mean a strong local solution, i.e. u ∈ W 2,q loc (Ω), for all q ∈ (1, ∞) (or a local classical solution u ∈ C 2 (Ω) if f is locally Hölder continuous). By p S we denote the Sobolev critical exponent:
Our first result is an a priori estimate of possible singularities of local solutions to (2.1).
Theorem 2.1. Let 1 < p < p S and assume that
Let Ω be an arbitrary domain of R n . Then there exists C = C(n, f ) > 0 (independent of Ω and u) such that for any (nonnegative) solution u of (2.1) in Ω, there holds
In particular if Ω = B R \ {0} for some R > 0, then
Theorem 2.1 extends results from [16, 29] (see also [8, 5, 11] ) by covering a significantly different class of nonlinearities. Indeed, all the previous results require global lower bound and regularity on f , along with some global monotonicity assumption (see (2.4) below). As one naturally expects, and as our theorem confirms, such global assumptions are not necessary and singularity estimates for solutions of (2.1) depend only on the behavior of f (u) for large u (note that f is not even supposed to be nonnegative away from ∞ in the theorem). Note, however, that the improvement is at the expense of somewhat stronger assumption on the asymptotic behavior of f . The estimate of |∇u| (which appears in [16] for x → 0) is provided by our method at almost no additional cost.
Remarks 2.2. (a)
In the corresponding results of [16, 29] , it is assumed that for some
(b) Theorem 2.1 can be extended to more general nonlinearities of the form f (x, u, ∇u), see Theorem 6.1 below.
(c) The constant C in (2.3) depends on f through the modulus of convergence in (2.2) only (i.e., it is uniform for a family of nonlinearities f k for which (2.2) holds uniformly w.r.t. k). A similar remark applies to Theorem 3.1 below.
(d) Recall that the powers 2/(p − 1) and (p + 1)/(p − 1) in (2.3) (for u and |∇u|, respectively) are sharp for n/(n − 2) < p < p S and n ≥ 3, as can be seen from the explicit solution of (1.1), of the form u(x) = c(n, p)|x| −2/(p−1) , which exists in that range. On the other hand, 2/(p − 1) is not sharp for (1.1) with p < n/(n − 2), since the sharp power is then known to be n − 2 (n ≥ 3), see [26, 19] . Recall also that, once upper bounds of the form (2.3) are known, a more precise description of isolated singularities can be obtained by dynamical systems techniques (see e.g. [5] ).
(e) It is well-known that the condition p < p S is sharp for the existence of a universal upper estimate of local solutions of (1.1). Indeed, if p ≥ p S , then there exists a (bounded) classical solution v of the model equation
is also a solution, say on B 1 , and v k (0) → ∞, as k → ∞, it follows that no universal estimate can hold.
In the special case f (u) = u p , by the same method, we recover the following more precise result, which is essentially known (see [16, Theorem 3.6] , [29, Theorem IV (b)]), and which in particular provides sharp decay estimates in the case of exterior domains. Theorem 2.3. Let 1 < p < p S and let Ω = R n be a domain of R n . There exists C = C(n, p) > 0 (independent of Ω and u) such that any (nonnegative) solution u of
(2.5)
In particular if Ω is an exterior domain, i.e. Ω ⊃ {x ∈ R n ; |x| > R} for some R > 0,
Estimates of singularities for quasilinear elliptic equations
In this section, we consider quasilinear equations of the form
where ∆ m u := div(|∇u| m−2 ∇u), 1 < m < ∞, is the m-Laplacian operator and the function f : [0, ∞) → R is continuous. By a solution u ≥ 0 of (3.1) in Ω, we mean a weak solution, i.e. a distribution solution with u ∈ C 1 (Ω) (cf. [29] ). The corresponding Sobolev critical exponent is now given by
The first results on Liouville theorems and singularity estimates for solutions of
in the full subcritical range m − 1 < p < p S (m) have been obtained recently in [29] . We shall prove the following a priori estimate of possible singularities of local solutions to (3.1).
Theorem 3.1. Let 0 < m − 1 < p < p S (m) and assume that (2.2) holds true. Let Ω be an arbitrary domain of R n . Then there exists C = C(m, n, f ) > 0 (independent of Ω and u) such that for any (nonnegative) solution u of (3.1) in Ω, there holds
Theorem 3.1 extends results from [29] (see Theorem IV), by covering a significantly different class of nonlinearities, in a similar way as in Section 2. Again, the results from [29] required global assumptions on f . Also the estimate of |∇u| is new. Note that the results of this section include those of Section 2 as a special case. However, due to the special importance of the semilinear case, we have given separate statements (and proofs). . On the other hand, Theorem 3.1 could be extended to more general nonlinearities of the form f (x, u, ∇u) by the same method.
In the special case f (u) = u p , we have the following more precise result.
Singularity estimates and strong Liouville theorems for elliptic systems
In this section, we consider semilinear elliptic systems. An important model-case is the Lane-Emden system, which has been intensively studied:
with p, q > 0 and pq > 1. It turns out that our approach can be applied to this system whenever the corresponding Liouville-type theorems (in the whole space and/or in the half-space) are known. Since some of such theorems require
throughout this section we will assume (4.2).
In what follows we shall denote by α, β the scaling exponents associated with (4.1):
For (4.1), it is expected that the critical role (similar to that of the exponent p S in the scalar equation (1.1)) should be played by the Sobolev hyperbola
Indeed it is known that if (p, q) lies on or above the Sobolev hyperbola, i.e.
then (4.1) admits some positive (radial, bounded) classical solutions on the whole of R n [28] . The so-called Lane-Emden conjecture states that if
or equivalently α+β > n−2, then there are no nontrivial classical solutions of (4.1) on R n . (Here classical solution means that 0 ≤ u, v ∈ C 2 (R n ), without any assumptions at infinity.) The interesting case is n ≥ 3. For n ≤ 2, the conjecture is a consequence of a relatively easier, known result: the system of inequalities −∆u ≥ v p , −∆v ≥ u q admits no nontrivial solutions whenever
see [21, 22] .
The conjecture is known to be true for radial solutions in all dimensions [20, 21] . In the nonradial case, partial results are known. Nonexistence was proved for (p, q) in certain subregions of (4.3): for example, when both p and q are subcritical [13, 25] 
(this follows from [7] and the sufficient condition (4.4); notice that if both p and q are subcritical then (4.5) holds true). For n = 3, it was proved in the full range (4.3), but under the additional assumption that u, v have at most polynomial growth at ∞ [27] , and it remained an open problem whether or not this growth assumption was necessary (cf. also [12, p. 142] ).
Here we obtain the following result. It in particular establishes the full LaneEmden conjecture in dimension n = 3, by removing the polynomial growth assumption in [27] .
Theorem 4.1. Let n ≥ 3, p, q > 1 be fixed and assume that (4.1) does not admit any bounded nontrivial (nonnegative) solution in R n . Then it does not admit any nontrivial (nonnegative) solution in R n , bounded or not. In particular, the conclusion holds if
Turning to the case of a half-space R n + = {x ∈ R n ; x 1 > 0}, we have the following result.
Theorem 4.2. Let n ≥ 1, p, q > 1 be fixed and assume that (4.1) does not admit any bounded nontrivial (nonnegative) solution in R n . Then the problem
does not admit any nontrivial (nonnegative) solution, bounded or not. In particular, the conclusion holds under assumption (4.6).
Using an argument of [10] (for scalar equations), it was proved in [6] that nonexistence of bounded nontrivial solutions of (4.1) in R n−1 for given p, q implies nonexistence of bounded nontrivial solutions of (4.7) in R n + . Note the difference between that result and ours (our assumption is stronger but so is our conclusion). Also, nonexistence of nontrivial (nonnegative) solution of (4.7) (bounded or not) was proved in [25] for p, q < p S , (p, q) = (p S , p S ), via Kelvin transform. Theorem 4.2 partially improves on [25] .
Our next result gives a priori estimate of possible singularities of local solutions to the Lane-Emden system (4.1), and also decay estimates in the case of exterior domains. Let Ω = R n be a domain of R n . There exists C = C(n, p, q) > 0 (independent of Ω and (u, v)) such that any (nonnegative) solution (u, v) of (4.1) in Ω satisfies
If Ω is an exterior domain, i.e. Ω ⊃ {x ∈ R n ; |x| > R} for some R > 0, then it follows that
In particular, the above conclusions hold under assumption (4.6) or, if n = 3, under assumption (4.5) or (4.4).
Theorem 4.3 seems to be the first result on estimates of singularities for system (4.1) in the full Sobolev subcritical range (4.3). These estimates are optimal if the pair (p, q) moreover satisfies max(α, β) > n − 2. Indeed, in this case, there exist explicit solutions of the form u(x) = c 1 |x| −α , v(x) = c 2 |x| −β . In the (lower) complementary range max(α, β) < n − 2, a classification of singularities has been obtained in [3] .
Main technical tool: a doubling lemma
Most of our results use Lemma 5.1 below. In the Euclidean case, it roughly states the following. Consider a real function M , defined on a domain Ω of R n and locally bounded. Assume that M takes at some point y a value larger than the inverse of the distance of y to ∂Ω. Then, for at least one point x where M is similarly large, M cannot double its size in the ball centered at x and of radius the inverse of M (x).
Based on this doubling property, one can then start the rescaling procedure to prove local estimates of solutions of superlinear problems. The idea, by contradiction, is that if an estimate (in terms of the distance to ∂Ω) fails, then the violating sequence of solutions u k will be increasingly large along a sequence of points x k , such that each x k has a suitable neighborhood where the relative growth of u k remains controlled. After appropriate rescaling, one can blow up the sequence of neighborhoods and pass to the limit to obtain a bounded solution of a limiting problem in the whole of R n .
Let us stress that, although the two approaches are closely related, there is a key difference with the "classical" case of global a priori estimates obtained by the rescaling method [17] . Indeed in that case, since u is smooth up to the boundary (where given boundary conditions are fulfilled), it is possible to rescale directly about a sequence of points of global maxima, the size of the solution being then automatically controlled around.
In fact, in view of certain applications, it is useful to state the Lemma in a more general and abstract framework. First, it may be useful to use the distance to a part of ∂Ω (instead of the whole ∂Ω) -cf. the proof of Theorem 4.2 below. On the other hand, more general (non-Euclidean) metric spaces naturally arise when, for instance, one considers parabolic -instead of elliptic-equations (leading to the use of the parabolic distance -see [24] ). 
Proof of Lemma 5.1. Assume that the Lemma is not true. Then we claim that there exists a sequence (x j ) in D such that
and
for all j ∈ N. We choose x 0 = y. By our contradiction assumption, there exists
Fix some i ≥ 1 and assume that we have already constructed x 0 , · · · , x i such that (5.3)-(5.5) hold for j = 0, · · · , i − 1. We have
Since we also have M (x i ) ≥ M (y), our contradiction assumption implies that there exists
We have thus proved the claim by induction. Now, we have
In particular, (x i ) is a Cauchy sequence, hence it converges to some a ∈ D ⊂ Σ. Moreover,
Therefore, K := {x i ; i ∈ N}∪{a} is a compact subset of Σ\Γ = D. Since M (x i ) → ∞ as i → ∞ by (5.6), this contradicts the assumption that M is bounded on compact subsets of D. The Lemma is proved.
Proofs and additional results for scalar equations
In order to illustrate the basic method, we start with the easier case of Theorem 2.3 and the model equation (1.1). Note that although Theorems 2.1 and 2.3 are special cases of Theorems 3.1 and 3.3, we give separate proofs of them for simplicity and for the convenience of those readers mainly interested in the semilinear case.
Proof of Theorem 2.3. Assume that estimate (2.5) fails. Then, there exist sequences Ω k , u k , y k ∈ Ω k , such that u k solves (1.1) on Ω k and the functions
By Lemma 5.1 and Remark 5.2 (b), it follows that there exists x k ∈ Ω k such that
Now we rescale u k by setting
Moreover,
and v
By using elliptic L q estimates and standard imbeddings, we deduce that some sub-
p+1 ](0) = 1 by (6.7), so that v is nontrivial, and v, ∇v are bounded, due to (6.8) . This contradicts the Liouville-type theorem from [16, 9] and proves Theorem 2.3.
Proof of Theorem 2.1. Assume that estimate (2.3) fails. Keeping the same notation as in the proof of Theorem 2.3, we have sequences Ω k , u k , y k ∈ Ω k , such that u k solves (2.1) on Ω k and
Then, formulae (6.1)-(6.8) are unchanged except that the function v k now solves
instead of (6.6), and that (since
2) (and f being continuous), it follows that −Cλ
By using elliptic L q estimates, standard imbeddings, and (2.2), we deduce that some
p+1 ](0) = 1 by (6.7). Therefore, v is nontrivial, hence v(y) > 0, y ∈ R n , by the strong maximum principle. Using assumption (2.2) again, we deduce that for each
(and furthermore, v and ∇v are bounded due to (6.8) ). This contradicts the Liouvilletype theorem from [16, 9] . Theorem 2.1 can be extended to more general equations of the form
Let Ω be an arbitrary domain of R n and set q = 2p/(p + 1). Assume that f : Ω × [0, ∞) × R n → R is a Caratheodory function and there exist p 1 ∈ (0, p), q 1 ∈ (0, q) and C 1 > 0 such that
Theorem 6.1. Let 1 < p < p S , Ω be an arbitrary domain of R n and let f satisfy (6.11). We assume that for all x ∈ Ω, lim s→∞, Ω z→x
uniformly for ξ bounded. Moreover, if Ω is unbounded, then we assume that (6.12) also holds for x = ∞. Then there exists C = C(n, f ) > 0 (independent of Ω and u) such that any (nonnegative) solution u of (6.10) satisfies estimate (2.3).
A typical example of f satisfying the requirements of Theorem 6.1 is given by f (x, u, ∇u) = a(x)u p − b(x)|∇u| q , where 1 < p < p S , 0 < q < 2p/(p + 1), b ∈ L ∞ (Ω), and 0 < a ∈ C(Ω), with lim Ω x→∞ a(x) =: ∈ (0, ∞) if Ω is unbounded.
The condition q < 2p/(p + 1) in the above example is optimal (up to the equality case), as shown by the following counterexample. For any q > 2p/(p + 1), we may choose α > 2/(p − 1) such that (p − q)α < q. Direct computation then shows that u(x) = |x| −α is a solution of
Proof of Theorem 6.1. The proof is completely similar to that of Theorem 2.1. The only difference is that v k solves
instead of (6.9). Since the assumption (6.11) on f implies that
for some ε > 0 and all k large, we deduce similarly as before that some subsequence of v k converges in C 1 loc (R n ) to a function v(y) > 0. Fixing y ∈ R n and denoting
, we may write
Note that, as k → ∞, we have µ k → ∞ and ξ k bounded. If (x k ) is bounded, then we may assume that x k → x ∈ Ω by extracting a further subsequence, and assumption (6.12) implies that
Otherwise, if Ω is unbounded and x k → ∞ (along some subsequence), then the additional assumption on f implies that (6.13) still holds with x = ∞. The rest of the proof is then unchanged.
Turning to the quasilinear case, we now give the Proof of Theorem 3.3. Put α = m/(p + 1 − m). Assume that estimate (3.4) fails. Then, there exist sequences Ω k , u k , y k ∈ Ω k , such that u k solves (3.2) on Ω k and the functions
By using the estimate in [30] , we deduce that there exists β ∈ (0, 1), such that v k is bounded in C 1+β loc (R n ). We deduce that some subsequence of (6.20) , so that v is nontrivial (and furthermore v and ∇v are bounded, due to (6.21) ). This contradicts the Liouville-type theorem [29, Theorem II (a) and (c)] and proves Theorem 3.3.
Proof of Theorem 3.1. Assume that estimate (3.3) fails. Keeping the same notation as in the proof of Theorem 3.3, we have sequences Ω k , u k , y k ∈ Ω k , such that u k solves (3.1) on Ω k and
Then, formulae (6.14)-(6.21) are unchanged except that the function v k now solves (6.19) , and that (since
2) (and f continuous), it follows that −Cλ
By using the estimate in [30] , we deduce that there exists β ∈ (0, 1), such that v k is bounded in C 1+β loc (R n ). We deduce that some subsequence of v k converges in C 
(and furthermore, v and ∇v are bounded due to (6.21) ). This contradicts the Liouvilletype theorem [29, Theorem II (a) and (c)].
Proofs and additional results for systems
Proof of Theorem 4.3. Assume that the Theorem fails. Then, there exist sequences
on Ω k and
Since α + 2 = βp and β + 2 = αq, we see that (ũ k ,ṽ k ) still solves
and ũ
By using elliptic L q estimates and standard imbeddings, we deduce that some subsequence of (ũ k ,ṽ k ) converges in C 1 loc (R n ) to a (classical) solution (ũ,ṽ) of (4.1) in R n . Moreover [ũ 1/α +ṽ 1/β ](0) = 1 by (7.3), hence (ũ,ṽ) is nontrivial, and moreover, u, v are bounded due to (7.4) . This contradicts the assumption of Theorem 4.3. Proof of Theorem 4.1. Assume that (u, v) is a solution of (4.1) on R n (bounded or not). Then for each x 0 ∈ R n and R > 0, by applying Theorem 4.3 in Ω = B(x 0 , R),
Upon letting R → ∞, we obtain u(x 0 ) = v(x 0 ) = 0, hence u ≡ v ≡ 0.
Let us now consider the case of half-spaces. Theorem 4.2 is a consequence of the following result, of possible independent interest. 
Remark 7.2. It is likely that Proposition 7.1 could be generalized to more general domains, with boundary conditions prescribed on a part of the boundary, with an estimate involving the distance to the "free" part of the boundary (where no conditions are prescribed).
Proof of Proposition 7.1. By scaling, it is easily seen that it is sufficient to establish the result for R = 1. If the Proposition fails, then there exists a sequence of solutions (u k , v k ) of (7.5) and points y k ∈ B + 1 such that M k , defined in (7.1), satisfies
We apply Lemma 5.1 with
We note right away that
(Indeed, due to (7.6) and
Now we rescale (u k , v k ) according to (7.2) . Then (ũ k ,ṽ k ) solves the system a subsequence) , it follows from interior (resp., interior-boundary) elliptic estimates that some subsequence of (ũ k ,ṽ k ) converges to a bounded, nontrivial (classical) solution (ũ,ṽ) of either (4.1) in R n , or (4.7) (with R n + replaced by {x; x 1 > −c}). But it was proved in [6] (cf. also [10] ) that the existence of a bounded, nontrivial solution of (4.7) in a half-space of R n implies the existence of a bounded, nontrivial solution (û,v) of (4.1) in R n−1 if n ≥ 2. Then it follows that the same is true in R
). If n = 1 then the nonexistence of a nontrivial solution (u, v) of (4.7) on a half-line is trivial: such functions u, v would be concave and positive on R + , hence monotone increasing in x, hence u , v would converge to negative limits as x → ∞, which is impossible.
Therefore, in either case, we obtain a contradiction with our assumption.
Proof of Theorem 4.2. By Proposition 7.1, we have in particular
R/2 for all R sufficiently large and we deduce that u(x 0 ) = v(x 0 ) = 0, by letting R → ∞. Therefore u ≡ v ≡ 0.
Similarly as in Section 2, we can obtain singularity estimates for local solutions of the more general system:
where the functions f, g : [0, ∞) → R are assumed to be continuous.
Theorem 7.3. Let p, q > 1, let Ω be an arbitrary domain of R n , and assume that
Assume that (4.1) does not admit any bounded nontrivial (nonnegative) solution in R n . Then there exists C = C(n, f, g) > 0 (independent of Ω, u and v) such that any (nonnegative) solution (u, v) of (7.7) in Ω satisfies u(x) ≤ C 1 + dist −α (x, ∂Ω) , x ∈ Ω and v(x) ≤ C 1 + dist −β (x, ∂Ω) , x ∈ Ω.
In particular, the above conclusions hold under assumption (4.6).
The proof follows by modifying the proof of Theorem 4.3 similarly as in the proof of Theorem 2.1. We omit the details.
Remark 7.4. One could also obtain gradient estimates for systems and treat problems of the form (7.7) with more general nonlinearities f (x, u, v, ∇u, ∇v), g(x, u, v, ∇u, ∇v), under suitable assumptions on f and g.
Finally, Theorem 4.3 can be extended to elliptic systems of more than two equations, provided suitable Liouville-type theorems are available. Let us consider for instance the following system: 9) under the conditions r ≥ 3, p i > 1, i = 1, · · · , r. (7.10) (with the convention u r+1 = u 1 ). The optimal conditions for the validity of Liouvilletype theorems for (7.9) are presently unknown. However, such a theorem has been proved in [25] α i ≥ n − 2, (7.12) where α i is defined in (7.13). To state our result on singularity estimates, let us introduce some notation. Let α = (α 1 , · · · , α r ) be the solution of the linear system p i α i+1 = α i + 2, i = 1, · · · , r (with α r+1 = α 1 ). (7.13) Note that α exists and is unique, since one easily computes that system (7.13) has determinant (−1) r (1−A) = 0, where A := r i=1 p i . Moreover, we have α i > 0. Indeed, an easy computation (substituting the i-th equation into the (i + 1)-th for i = 1 to r − 1) gives α 1 = 2(1 + p 1 + · · · + p 1 · · · p r−1 )(A − 1) −1 > 0 and (7.13) then implies positivity of all α i 's.
Theorem 7.5. Let (7.10) hold and assume that (7.9) does not admit any bounded nontrivial (nonnegative) solution in R n . Let Ω be a domain of R n . There exists C = C(n, p) > 0 (independent of Ω and u) such that any solution u = (u 1 , · · · , u r ) of (7.9) in Ω satisfies u i (x) ≤ C dist −α i (x, ∂Ω), x ∈ Ω, i = 1, · · · , r, where α i > 0 are defined by (7.13). It follows in particular that (7.9) does not admit any-nontrivial solution in R n (bounded or not). If Ω is an exterior domain, i.e. Ω ⊃ {x ∈ R n ; |x| > R} for some R > 0, then it follows that u i (x) ≤ C|x| −α i , |x| ≥ 2R, i = 1, · · · , r.
In particular, the above conclusions hold under assumption (7.11).
Proof of Theorem 7.5. The proof is similar to that of Theorem 4.3. The main changes are that, for the sequence of solutions u k = (u k,1 , · · · , u k,r ), we apply Lemma 5.1 and Remark 5.2 (b) to the functions
and that we rescale u k by setting
The relations (7.13) guarantee that the rescaled functions satisfy the same system (in a rescaled domain). We omit further details.
