Abstract. In this paper we study the existence and linear stability of almost periodic solutions for a NLS equation on the circle with external parameters. Our approach relies on the ideas proposed by Bourgain in [4], which we generalize and rederive with a more "geometric" point of view. The persistence result is given through a rather abstract "counterterm theorem"à la Herman . An interesting byproduct is a construction of elliptic tori independent of their dimension.
(see [10] , [16] ) were direct generalizations of the corresponding results on elliptic tori for finite dimensional Hamiltonian systems and dealt with the existence and linear stability of finite dimensional invariant tori which are the support of a quasi-periodic solution. In order to avoid resonances and simplify the inherent small divisor problems, one can work with an n-parameter family of PDEs and show that for most values of the parameters there exist invariant tori of dimension n. Of course one would prefer to have information on a fixed PDE. Following the strategy of finite dimensional dynamical systems, this is typically done by showing that, due to the presence of the non-linearity, the initial data modulate the frequency and hence can be used as parameters, proving the existence of invariant tori. It must be noted that quasi-periodic solutions by construction are not typical (w.r.t. any reasonable measure on the phase space), this is true already in finite dimension where lower dimensional tori clearly have measure zero. It is very natural at this point to look for an ∞-dimensional generalization of maximal tori or more in general for ∞-dimensional invariant tori. Of course as a very first step one should give a good definition of such an object. The most direct point of view is instead to look for almost-periodic solutions, i.e. solutions which are limit (in the uniform topology in time) of quasi-periodic solutions, i.e. of solutions which are dense on invariant tori whose dimension goes to infinity.
A very naïf approach would be to construct the desired solution by just constructing solutions supported on invariant tori of dimension n and then taking the limit n → ∞. Unfortunately the classical KAM procedure (of say [14] , [10] ) is not uniform in the dimension n, and taking the limit one just falls on the elliptic fixed point.
A version of this very natural idea was in fact used by Pöschel in [15] , to prove the existence of almost-periodic solutions with very high regularity, i.e. with Fourier coefficients u j which decay in a super-exponential way as j → ∞. His idea was to construct a sequence of invariant tori of growing dimension using at each step the invariant torus of the previous one as an unperturbed solution. Since, as we said, the KAM procedure is not uniform in the dimension n, in this approach the n + 1'th and n'th tori are extremely close, leading to very regular solutions.
The model he studied was an NLS equation on the circle with a smoothig non-linearity and with a multiplicative potential. The potential is not fixed a priori, but gives an infinite set of external parameters, which are tuned in order to compensate the small divisors. Of course this means that the existence of almost-periodic solutions is proved for most choices of the potential, and this is expressed in a very unexplicit way. The fact that the potential in L 2 (T, R) modulates the frequency of this sequence of quasi-periodic solutions follows from spectral results and from the fact that the non-linearity is smoothing. Recently [9] , were able to overcome this restriction proving the existence of analytic almost periodic solutions for the natural NLS equation with external parameters. Their approach generalizes the one of [15] by applying the ideas of Töplitz-Lipschitz functions which gives a better control on the asymptotics of the frequencies.
A parallel but different approach was proposed by Bourgain in [4] to study a translation invariant NLS equation with a Fourier multiplier providing external parameters in ∞ . The main result is to prove -for most values of the parameters-existence and linear stability of almost-periodic solutions with Gevrey regularity. The idea is to construct a converging sequence of ∞-dimensional approximately invariant manifolds and prove that the limit is the support of the desired almost-periodic solution. The fact that one does not restrict to neighborhoods of finite dimensional tori allows a better control of the small-divisors and hence the costruction of more general i.e. less regular solutions. We mention also [5] , where the authors discuss non-linear stability of the invariant manifolds studied in [4] .
Our main purpose in writing the present paper was to recover and generalize Bourgain's result giving particular attention to two questions:
1. Generalize the method in order to prove KAM results for elliptic finite and infinite dimensional tori with a construction which is uniform in the dimension.
2. Understand the underlying geometric structure. Bourgain points out that a weak point of the costruction through finite dimensional tori comes from using the action-angle coordinates, i.e. the symplectic coordinates adapted to the torus. This is due to the fact that action-angle coordinates in the ∞-dimensional context are not, in general, well defined; then the idea is to work directly in the Fourier basis and exploit the properties of functions analytic in a neighborhood of zero. Of course, independently of the method used to construct the invariant manifold, an interesting point is whether (and with respect to which topology) it is an embedding of an ∞-torus and also whether one can define action angle variables close to it.
Before commenting further let us briefly discuss our model. We consider families of NLS equations on the circle with external parameters of the form:
(1.1) iu t + u xx − V * u + f (x, |u| 2 )u = 0 .
Here i = √ −1, u = j∈Z u j e ijx , V * is a Fourier multiplier
and f (x, y) is 2π periodic and real analytic in x and is real analytic in y in a neighborhood of y = 0. We shall assume that f (x, 0) = 0. By analyticity, for some a, R > 0 we have
where, given a real analytic function g(x) = j∈Z g j e ijx , we set |g| Ta 2 ) = |u| 4 is the model considered in [4] . Passing to the Fourier side, i.e. setting u(x) = j∈Z u j e ijx , (u j ) j∈Z ∈ 2 (C) , H NLS in (1.3) is an infinite dimensional Hamiltonian System consisting in an infinite chain of harmonic oscillators, with linear frequencies λ j = j 2 + V j , coupled by a non-linearity. If we ignore the non-linearity all the bounded solutions are of the form u Lin (x, t) = j∈Z u j (0)e i(jx+λj t) , λ j = j 2 + V j hence -for most values of V -they are periodic, quasi-periodic or almost-periodic 1 accordingly whether one, finitely many or infinitely many modes u j (0) are excited. It is natural to ask if these solutions persist when the nonlinearity is plugged in. Regarding almost-periodic solutions, generalizing a result of Bourgain of [4] , we prove that
Given any s > 0, 0 < θ < 1, for "most choices" of V = (V j ) j∈Z ∈ ∞ there exist almost periodic solutions u(x, t) such that:
for some small enough r > 0 and for all times. In order to formulate our result in the context of a KAM scheme let us introduce some functional setting. We start by passing to the Fourier side and identifying u(x) with the sequence of Fourier coefficients (u j ) j∈Z .
We work on 2 (C) with the standard real symplectic structure coming from the Hermitian product
2
. Then (1.3) becomes
Fixing once and for all 0 < θ < 1, for s > 0, a ≥ 0, p > 1, we consider the following Banach spaces of sequences on C
We endow w ∞ p,s,a ⊂ 2 with the symplectic structure inherited from 2 . One can easily verify that P is a majorant analytic function (see definition 2.1) from some ball B R (0) in w ∞ p,s,a to C. Indeed also the Hamiltonian vector field X P is a majorant analytic function from B R (0) to w ∞ p,s,a . We call regular a Hamiltonian of this kind (see definition 2.3). Our aim is to prove the existence of a symplectic change of variables, well defined and analytic in some ball B r (0) ⊂ w ∞ p,s,a , which conjugates H NLS to a normal form, namely to a Hamiltonian which has an invariant torus which supports an almost-periodic solution of Diophantine frequency. Following [4] , we set
Definition 1.1. Given 0 < γ < 1, we denote by D γ the set of γ-Diophantine frequencies
Given a sequence (1.9) I = (I j ) j∈Z ∈ w ∞ 2p,2s,2a , I j ≥ 0 , ∀j ∈ Z , we consider the torus
Definition 1.2. We say that a Hamiltonian N is in normal form at
where R is a regular Hamiltonian vanishing, together with its Hamiltonian vector field, on the torus T I .
Note that, if a Hamiltonian H is in normal form at T I , then T I is an invariant torus on which the dynamics is linear with frequency ω, namely
We are now ready to state our result more formally.
Theorem 1. For any s > 0, a ≥ 0, p > 1, γ > 0 there exists r 0 > 0 such that for all ω ∈ D γ and for all I ∈ B r 2 (w ∞ 2p,2s,2a ) as in (1.9), with r < r 0 , the following holds. There exists a potential V = V (ω, I) and a symplectic analytic change of variables Φ :
• Let us start by noticing that if I j > 0 for infinitely many j ∈ Z then the torus T I supports almost-periodic solutions. 2 We recall that given a complex Hilbert space H with a Hermitian product (·, ·), its realification is a real symplectic Hilbert space with scalar product and symplectic form given by
• If ρ := inf j∈Z I j j 2p e 2a|j|+2s j θ > 0 then we are in the framework (1.4). Moreover one could introduce action-angle variables around the torus T I . The action-angle map is a diffeomorphism from a neighborhood of T I into {|J − I| 2p,2s,2a < ρ/2} × T Z , where T := R/2πZ, and T Z is a differential manifold modelled on ∞ .
• An interesting advantage of this result is that it is independent from the dimension of the invariant torus (i.e. how many actions are non-zero), and one can prove within the same unified scheme both the persistence of quasi-periodic (if only a finite number of I j = 0) and almost-periodic solutions which is independent of the dimension. Of course if we follow Theorem 1 directly, it seems that one needs to modulate infinitely many parameters and require an infinite dimensional diophantine condition even to construct finite dimensional tori. Of course this is not true; as expected we only need to modulate as many parameters as the non-zero actions, moreover in this case the small divisor conditions (1.8) reduces to the classical Melnikov ones (see Section 6, for a sketch of a certainly not optimal result).
An idea of the strategy. The general strategy is to rephrase Theorem 1 as a counterterm problem and look for the change of variables Φ by performing a KAM scheme. Namely one constructs a sequence of changes of variables -all analytic in a ball centered at zero-which reduce iteratively the size of those terms which prevent the torus T I from being invariant.
Of course an important point, given a regular Hamiltonian, is to expand it in terms -all of them in turn regular-with an increasing order of zero at T I . While it is reasonably clear that one can perform such a degree decomposition in a neighborhood of the torus T I , obtaining a decompositon in which the terms of "degree" d are regular Hamiltonians in some ball centered at zero is not so straightforward. The correct decomposition is proposed in [4] , in this paper we take some time to give detailed explanations and proofs. As a simple example consider a two dimensional Hamiltonian and fix I = (I 1 , I 2 ) with positive components. Then we may write H in action-angle variables centered at I, i.e. set (y, θ) → u(I, y, θ) , u 1 = I 1 + y 1 e iθ1 , u 1 = I 2 + y 2 e iθ2 , |y j | < I j Then H(y, θ) is analytic in y and we can Taylor expand it at y = 0. With this notation the order of zero of a Hamiltonian at T I corresponds to the minimal degree in y, while the KAM scheme corresponds to looking for a change of variables-analytic for |y| small enough-which cancels in the Hamiltonian the homogeneous terms of degree zero and one in y. Then it is very natural to make the ansatz that the change of variables above should be affine in y. By its very nature the action angle coordinates introduce a singluarity at y = −I and in general there is no reason why an affine change of variables, when written back in the variables u, should be analyitc in a ball centered at zero. Of course -at least in finite dimension-there is no need to prove this property and indeed most KAM schemes for maximal tori work in action-angles and construct a change of variables which is only defined an analytic in some neighborhood of T I (essentially an annulus). It is worthwhile to mention that, in the case of a dynamical system with an elliptic fixed point at zero, one can also work directly in the natural elliptic variables (p, q) (or in complex notation u = p + iq), see [6] , [7] and conjugate the Hamiltonian to normal form by a change of variables which is analytic in a neighborhhod of zero, just like in Theorem 1. We stress that this latter scheme works also for the construction of non-maximal tori (I j = 0 for some j) where the action-angle variables are not well defined.
In infinite dimension introducing action-angles variables is much more delicate. As we have stated in Remark 1.1, if we work in a weighted ∞ space, then they can be defined at least if I satisfies some appropriate conditions. It is interesting to notice that even in this simplest setting we are not able to perform the KAM scheme in action-angle variables. The obstacle can be briefely explained as follows. In order to perform a step of our KAM scheme we construct a change of variables by requiring that its generating function S satisfies a homological equation depending of the terms in the Hamiltonian which we wish to cancel (let us call them P ). As is often the case, solving this equation at the level of formal power series is very simple. The point is that -in the infinite dimensional setting-we are not able to prove analiticity unless we can show that P written back in the coordinates u, is analytic in a ball centered at zero. As we have explained above, passing to action angles introduces a singularity at u = 0, moreover projecting a Hamiltonian on the terms of fixed degree in y does not preserve the analiticity at zero. Thus it is clearly preferable to work directly in the variables u, where we have very good bounds on the solution of the homological equation, provided that P is regular at zero, see Lemma 4.1. Then the whole problem is reduced to giving a correct decomposition of a Hamiltonian in terms with an increasing oder of zero at T I . As is intuitively clear, the Poisson brakets of two regular Hamiltonians H, K of with a zero of order resp. o H , o K at T I has a zero of order at least o H + o K − 2. This is an important ingredient in KAM schemes in action-angle coordinates which is still true in our setting and which we exploit to prove the convergence of our scheme. Another important ingredient in typical KAM schemes is to work in an annulus very close to T I , where a Hamiltonian with a zero of order at least two can be considered negligibly small. Of course in our scheme this is completely false, since we have to control H in a ball around zero, this will produce a series of difficulties.
Smoothing nonlinearities.
Actually we can consider the more general equation
where
(1.10) is a hamiltonian system with Hamiltonian
(1.10) reduces to (1.1) when b = 0 , while it is a modified version of Pöschel's model in [15] 
In general, given r > 0 and a Banach space E we denote by B r (E) ⊂ E the closed ball of radius r centered at the origin.
We endowed w ∞ p,s,a with the standard real symplectic structure coming from the Hermitian product on 2 (C) as follows. Identify 2 (C) with 2 (R) × 2 (R) through u j = (x j + iy j )/ √ 2 and induce on 2 (C) the structure of a real symplectic Hilbert space 3 by setting, for any (
which are the standard scalar product and symplectic form ω = j dy j ∧ dx j . For convenience and to keep track of the complex structure, one often writes the vector fields and the differential forms in complex notation, that is
where the one form and vector field are defined through the identification between C and R 2 , given by
Spaces of Hamiltonians.
Remark 2.1. Here and in the following we shall always assume that p > 1 and s > 0. 
with the following properties:
(i) Reality condition:
(ii) Mass conservation:
namely the Hamiltonian Poisson commutes with the mass j∈Z |u j | 2 ;
Finally, given H as above, we define its majorant H :
p,a,s ) be the subspace of majorant analytic Hamiltonians
We recall that given a complex Hilbert space H with a Hermitian product (·, ·), its realification is a real symplectic Hilbert space with scalar product and symplectic form given by
is point-wise absolutely convergent in B r (w
Note that π(α − β) is the eigenvalue of the adjoint action of the momentum Hamilonian P = j∈Z j|u j | 2 on the monomial u αūβ . The exponential weight e η|π(α−β)| is added in order to ensure that the monomials which do not preserve momentum must have an exponentially small coefficient. Definition 2.3 (η-regular Hamiltonians). We say that a Hamiltonian H ∈ A r,η (w
When η = 0 we simply say that H is regular.
By the reality condition 5 2.3 we get
where u 0 = u 0 (r) is defined as 
Therefore H(u) and H η (u) are analytic in the open ball 7 {|u| p,s,a < r} and
where X H η is the vector field associated to the η-majorant Hamiltonian defined in (2.6).
The proof is postponed to Appendix A.
Notations: Since we will always keep the parameters a, p fixed, we shall drop them from our notations. Hence we will set (2.13)
r,s,η . Since adding a constant to H does not change the hamiltonian vector field X H η , the quantity |·| r,s,η is only a seminorm on the subspace of A r,η (w s ) where |·| r,s,η is finite. 5 Indeed
Remark 2.2. We note that if H preserves momentum, i.e.
then |H| r,s,η = |H| r,s,0 , namely it does not depend on η.
Let us fix a sequence (2.14)
Note that H r,s,η (I) endowed with the norm | · | s is a Banach space.
Remark 2.3. From now on we fix I in (2.14) and we will write H r,s,η instead of H r,s,η (I) for brevity.
Inhomogenous weighted Lipschitz norm.
In the following, we shall keep track of the Lipschitz dependence of the Hamiltonians on the frequency ω. The frequencies will live in the set
which is isomorphic to [−1/2, 1/2] Z (endowed with the sup-norm) via the map
Ω is endow with the probability measure µ induced 8 by the product measure on
Let O ⊂ Ω be a closed bounded set of positive Lebesgue measure and assume that H = H(ω) ∈ H r,s,η is η-regular uniformly with respect to ω ∈ O, we define its Lipschitz semi-norm as
where, as usual
8 Denoting by µ the measure in Ω and by ν the product measure on
For any γ > 0 it is a Banach space endowed with the inhomogeneous weighted Lipschitz norm
Remark 2.4. In the following, for brevity, we will often write · r,s,η instead of · γ,O r,s,η .
2.4.
Poisson structure and Hamiltonian flows.
Analogously for any
The proof is given in Appendix A.
Proposition 2.3 (Hamiltonian flow). Let S ∈ H
.
More generally for any h ∈ N and any sequence (c k ) k∈N with |c k | ≤ 1/k!, we have
where ad S (·) := {S, ·}.
The proof is completely analogous to the one of Lemma 2.1 of [2] and it is based on (2.25) and on the Lie series expansion for e {S,·} .
2.5.
Monotonicity. The following properties of monotonicity are fundamental in bounding solutions of the linearized problem.
Proposition 2.4. The following inequalities hold:
(1) Monotonicity. The norm · r,s,η is increasing in r, γ, η and 9 O. Note that item (2) correspond to monotonicity with respect to s whenever H preserves momentum.
Proof. In order to prove Proposition 2.4 we first need the following Lemma, which we shall use also in the proof of Lemma 4.1 below. Its proof directly follows from (2.9)-(2.11) and (2.23).
,η2 , such that, for all α, β ∈ N Z and j ∈ Z with |α| = |β| and α j + β j = 0, one has for all ω ∈ O (2.33) |H
Let us come back to the proof of Proposition 2.4. While point (1) is immediate from (2.9)-(2.11), (2.23) and Lemma 2.2 (being c
r,s,η (α, β) increasing with respect to r and η), point (2) is more delicate. We need to show that, for all α, β ∈ N Z and j ∈ Z with |α| = |β| and α j + β j = 0,
The proof of the non trivial estimate (2.35) is contained in [2] (see formula (3.20)) and it is based on a Bourgain's idea in [4] (see also [5] ).
Projections

Projections. Assume that
Since by Lemma 2.1 the above series absolutely converges for |u| s ≤ r, we can rearrange its terms in the unique way
is a bijection between the sets of indexes
Note that by (2.9) we get
where u 0 = u 0 (r) is defined in (2.10). Given
and noting that |w j | ≤ u 2 0,j for every j ∈ Z, we define
As in (2.12) we get sup |w|2p,2s,2a≤r
Note that
where for brevity we set
From now on we fix (recall (2.14))
where, for m, δ ∈ N Z , we use the notation δ m to say that δ i ≤ m i for all i ∈ Z. For every u ∈ B r (w s ), by analyticity we can Taylor expand the function w → H w (u) at w = I obtaining
where D i w H I is the i-linear symmetric operator of the i'th derivative evaluated at w = I. For i ∈ N + we set (3.10)
Then, recalling (3.7), we get
γ,α,β (I) are well defined since the series absolutely converge. Moreover (3.14)
and the above series absolutely converges for
Proof. Let us check that the definition in (3.12) is well posed since the series absolutely converges, namely
We actually prove more, namely that multiplying by (κu and summing over δ, by (3.9) we have
In particular
Analogously also the definition in (3.13) is well posed since the series absolutely converges, namely
Multiplying by (u 2 0 /2) γ and summing over γ, by (3.9) we have
Recalling (2.10) we have that
Setting m(δ) := max{|i| s.t δ i > 0} we split the sum above as
Since the cardinality of the set
where k := (d + 2)/2. Then by (3.17) we get
This concludes the proof of the convergence. Let us now consider (3.14). While the series in the left hand side absolutely converges for |w| 2p,2s,2a ≤ r 2 by 11 (3.6), the one in the right hand side absolutely converges for |ξ| 2p,2s,2a
The equality in (3.14) follows by
10 Since it is lesser than the cardinality of the set δ ∈ N Z s.t. |δ|∞ ≤ , m(δ) = m , which is exactly the quantity in the left hand side of (3.18). 11 Indeed we have |w j | ≤ u 0,j for every j ∈ Z.
For any even d ≥ −2, we have
by (3.19), (3.12) and (3.13) we get
Definition 3.1 (Projections). For any even integer d ≥ −2 let us define the following "projection operators", depending on I fixed in (3.8),
Proof. Recalling (3.5), by (3.19) we get
Then the lemma follows by (3.10).
The projections in (3.20) are continuous:
In particular if κ * > √ 2e we get C κ,κ * < 1 and
Proof. For the moment being we only assume κ * ≥ 1. By (3.3) and (2.10), and denotingũ
where:
• in =and used that
(recall (3.8) and (2.10)); moreoverũ
we have used the binomial formula giving
moreover note that * is restricted to m with |m| ≥ d+2 2 since m δ with |δ| = d+2 2 ; • in we have used that
In particular and, therefore, by Stirling formula
This concludes the proof of (3.25).
Regarding the Lipschitz estimate, using the linearity of ∆ ω,ω and reasoning as above, we get 
r/κ * ,s,η .
Lemma 3.4. Π ≥2 H vanishes together with its hamiltonian vector fields at the torus
Proof. Let us introduce the auxiliary function
Note that by (3.10) and (3.20)
By the Taylor expansion at second order in w at w = I we get
So we get the representation formula
Then the lemma follows.
Definition 3.2. Given an even integer d ≥ −2, we say that
Lemma 3.5. Given two Hamiltonians of degree degF and degG, the following inequality holds:
Proof. By linearity it suffices to prove it on monomials. Let M 1 = (|u| 2 − I)
2 be given, by Liebnitz rule we have
Then the first two summands have a zero of order at least δ (1) + δ (2) − 1, while the third one of order at least
3.2. Normal forms. In the projection Π 0 we distinguish the two subspaces
Coherently with the fact that Hamiltonians are defined modulo constants we shall set
For ω ∈ D γ we shall consider the Hamiltonian
Taking now into account the fact that Hamiltonians we deal with belong to the affine space D ω + H r,s,η , we also set
Given λ = (λ i ) i∈Z ∈ ∞ possibly depending in a Lipschitz way on the parameter ω we set (3.29)
Notations. Consistently with definition 3.1, let us introduce the following notations Proof. We have
The Lipschitz estimate is analoagous.
Remark 3.1 (Identification of norms). We have shown that H 0,K r,s,η does not depend on the parameters r, s, η which can hence be omitted. So we can, and shall, identify a Hamiltonian H ∈ H 0,K with the sequence of its coefficients {H ei,0,0 } i∈Z ∈ ∞ .
Lemma 3.7. One has for all R < r, S > s, E < η
Proof. This is a consequence of Lemma 3.5 and of Remark 3.2 Definition 3.3 (Normal forms). We say that a Hamiltonian N is in normal form at
where R ∈ H Dγ r,s,η is a regular Hamiltonian vanishing, together with its Hamiltonian vector field, on the torus T I .
Small divisors and Homological equation
4.1. Small divisors. Let us now define the set of Diophantine frequencies; we will introduce a slight generalization of the one given by Bourgain.
Definition 4.1. Given 0 < γ < 1, we denote by D γ the set of γ-Diophantine frequencies
Diophantine frequencies are typical in Ω, namely there exists a positive constant C such that
The proof of (4.2) is contained in [2] (see Lemma 4.1).
Homological equation.
The proof of the following classical Lemma (core of any small divisors problem), relies on some notation and results introduced by Bourgain in [4] and extended later on by Cong-Li-Shi-Yuan in [5] (see Lemma 4.2 below). We shall send the reader to [2] for the detailed proof of such results.
Here and in the following we shall fix γ and always assume that ω ∈ D γ and that Hamiltonian functions depend on ω in a Lipschitz way. Hence, for ease of notations, we shall denote the norm (2.
The operator L ω is nothing but the action of the Poisson bracket j ω j |u j | 2 , · on H.
Lemma 4.1 (Straightening the torus). Let ω ∈ D γ . The operator L ω is invertible in the following sense: for any 0 < σ < min{s, η, 1}, and 0 < ρ < r, let ω → F (ω) ∈ H R r,s,η be a Lipschitz family of Hamiltonians, then the following bound holds
Proof. Given any F ∈ H R r,s,η , we want to find G such that
Since ω ∈ D γ and α − β = 0, one has ω · (α − β) = 0; thus L −1 ω F := G is uniquely determined by the (formal) expression:
We first claim that
In order to apply Lemma 2.2 and get the stated bound, we shall start by proving that, for all j ∈ Z and α, β with |α| = |β| and α j + β j = 0 one has for any ω ∈ D γ
for a suitable C(θ) ≥ 0 large enough. This is equivalent to proving
again for every ω ∈ D γ , j ∈ Z and α, β with |α| = |β| and α j + β j = 0. In order to prove (4.6) we consider two cases. The first case is when
Then by (2.35) the left hand side of (4.6) is bounded by 1 and (4.6) follows (since γ < 1 and C(θ) > 0.) Otherwise, in order to control small divisors, we shall make use of the following result (see [4] and Lemma 4.2 of [2] ).
then for all j such that α j + β j = 0 one has (4.10)
Then if (4.9) holds, by Lemma 4.2 and using that ω ∈ D γ , the following chain of inequalities holds
where, for 0 < σ ≤ 1, i ∈ Z and x ≥ 0, we set (4.12)
Now we exploit the following estimate whose proof is given [2] (see Lemma 4.5) (4.13)
for every ∈ Z Z with | | < ∞. By (4.11) we get that (4.6) holds for C(θ) large enough; then (4.5) follows.
Let us now estimate the Lipschitz semi-norm. By Leibniz's rule we have
Arguing as in the estimate of G in (4.5) we get (4.15) sup
Regarding the term G 2 we claim that
taking C(θ) ≥ 1 large enough. Set for brevity
By (4.14) the claim (4.16) follows by Lemma 2.2 if we prove that, for all j ∈ Z and α, β with |α| = |β| and
or, equivalently, taking the logarithm
We have that
As above we have two cases. In the first case, namely when (4.7) holds, by (4.8) and (4.18) we get
Then, by (2.35), (4.17) holds in this first case since its left hand side is negative while its right hand side is positive. In the second case, when (4.9) holds, by (4.10) and (4.18) we get, for ω, ω ∈ D γ ,
Then by (4.10)
and (4.16) follows also in the second case taking C(θ) large enough. Recollecting, recalling (2.23), (4.14) and using (4.5), (4.15) and (4.16), we get The proof is completed.
A normal form theoremà la Herman
In this section we shall prove an abstract "twisted-conjugacy" theorem in the spirit of Herman. In finite dimension, this idea of proving the finite co-dimension of a set of conjugacy classes of vector fields, has been successfully exploited by many authors (see for instance, [8, 12, 13] and references therein). It is then natural to extend this approach also to the infinite dimensional case. In fact, the interest of passing through such an abstract result is that the problem of proving the existence of an almost periodic torus is then derived in two separated steps: − prove a normal form which does not rely on any non-degeneracy condition (but containing the hard analysis) − show that the counter-terms can be eliminated by using internal or external parameters and convenient non-degeneracy assumptions (twist condition, symmetries...) satisfied by the system under analysis, through the application of the usual implicit function theorem: if the extra corrections vanish, then the perturbed systems under normal form possesses an invariant almost-periodic torus.
Theorem 1 will then be proved through a direct application to the NLS Hamiltonian of the following normal form theorem, and the elimitation of the counter terms via the (V j ). Fixed r * , s * > 0 and a * ≥ 0, p * > 1 consider a point I ∈ B r 2 * (w ∞ 2s * (R + )). Given any r ≥ 32r * , s ≤ s * /3, a ≤ a * , p ≤ p * , set η = s, and let ω → N 0 ∈ N r,s,η (I, ω)
be a Lipschitz family of normal forms for ω ∈ D γ .
Theorem 5.1 (à la Herman).
There exists¯ ,C > 0 (independent of ω) such that for any H ∈ A r,s,η sufficiently close to N 0 : λ ≤ γC and a Hamiltonian N ∈ N r/4,3s/2,η/2 (I, ω), close to N 0 such that
The proof of Theorem 5.1 follows a pretty classical quadratic KAM scheme, which consists in constructing the solutions of equation (5.1) iteratively, by linearizing the problem at each step and solving the equation as a linear one (homological equation) plus a reminder, which is proved to converge to 0. In order to keep track of the well known problem of "loss of analyticity", we need to define effectively the family of norms which will endow the corresponding Banach space of our scale, where the found solution belongs at each step of the iteration.
So, for fixed s 0 , r 0 , η 0 > 0, with s 0 = η 0 , let {ρ n } n∈N , {σ n } n∈N be two summable sequences of positive numbers such that n ρ n = r 0 /12 and n σ n = s 0 /4. In order to take care of the shrinking width of the domain of analyticity at each step of the iteration, let us define recursively the sequences − r n+1 = r n − 6ρ n (decreasing)
such that r n → r 0 /2, s n → 3 2 s 0 and η n → η 0 /2 = s 0 /2. We fix
We will show that there exist two sequences 
where Λ 0 ∈ H 0,K are free parameters. By Lemma 3.3, we thus have that
0 ∈ H r0,s0,η0 . In particular, since
by Lemma (3.3) we have that
Now, since
by Lemma 3.3 we have that
+ H − N 0 r,s0,η0
r,s0,η0
We are now ready to state the iterative Lemma.
Lemma 5.1. Let ε 0 , Θ 0 > 0 be defined as in (5.6)-(5.7). There existsδ > 0 such that if
then we can iteratively construct a sequence of generating functions
and a sequence of counterterms Λ i ∈ H 0,K such that H i = e {Si−1,·} H i−1 . In particular any H i is given by
where − for all i = 0, . . . , n, letting
In the equalities above
we have
for some K > 0 large enough and any R, S, E > 0 such that R < r i + ρ i−1 , S ≥ s i , E ≤ η i ,. The constant χ is pure and such that 1 < χ < 2,;
− for all i = 0, . . . , n − 1 and any s ≥ s i+1 we have (5.10) sup
Moreover, the diffeomorphism obtained as
is well defined, analytic and maps
Let us start with verifying the first step, then, assuming the validity up to i = n, we shall prove that the n + 1 step is implied.
Verifying the validity of n = 0. Let S 0 ∈ H r0,s0,η0 be a generating function of the form
and let us compute the action of e {S0,·} on H 0 (5.13)
If ω ∈ D γ , we uniquely determine S 0 , Λ 0 so that e {S0,·} H 0 admits an invariant almost-periodic torus, up to terms which are quadratically small. In the previous line of thought, we so use the projection operators introduced in proposition 3.1 in order to determine the terms that prevent to have such an invariant torus and thus eliminate them, by solving a homological equation. For this purpose we shall findΛ 0 , S 0 which solve (5.14) 
by Lemma 3.8 we have
15 Consistently with our definitions the term S Hence, by taking the image by Π −2 , Π 0,R and Π 0,K of equation (5.13), identifying terms of the same degree and omitting quadratically small terms, yelds (5.14), which splits into
This system is triangular and, starting from equation (-2), it is easily solved, by application of Lemma 4.1, since ω ∈ D γ . First, from equation (-2) we determine
Since I = (I j ) is taken in the ball B (r0/16) 2 (w 6s0,2a,2p ), which is contained in B (r0−ρ0) 2 /4 (w 2(s0+σ0),2a,2p ) for ρ, σ small enough, by Lemma 3.3, the projections Π 0,K and Π 0,R are well defined and continuous. Hence the equation (0-Ker) determines the counter termΛ 0 as
and, by Proposition 2.2, Lemma 3.3 and Lemma 3.6, it satisfies
which satisfies
By setting where C is a positive constant depending only on θ, p, η 0 .
Since S 0 satisfies (5.17) and (5.21), by (5.22) we get, by triangular inequality,
Hence, for monotonicity, estimates (5.25) holds for all s ≥ s 0 +2σ 0 and all η ≤ η 0 −2σ 0 such that η +s ≤ s 0 +η 0 and, by Proposition 2.3, the time-1 flow Φ 1 S0 generated by S 0 is well defined as a diffeomorphism Φ 1 S0 : B r0−5ρ0 (w s0+2σ0 ) → B r0−4ρ0 (w s0+2σ0 ). Consequently Ψ 1 is well defined too. Recall that we solved equation (5.13) modulo quadratically small terms; thus, in order to compute these reminders and appropriately bound them, we shall substitute the solutions of (-2),(0-Ker) and (0-Rg) in (5.13). We hence get
with r * 0 = r 1 + ρ 0 and s 1 , η 1 defined as in (5.2), is defined by
where the term
since S 0 is the solution of equation (5.14). In particular
Now, by (5.22) and estimates (5.25) and (5.24) we have
Via the same sort of calculations, we get similar bounds for the remaining terms G . Of course, coherently, the term G 
We finally get
16 The terms of degree ≤ 0 have become quadratically smaller while the terms of degree ≥ 0 stay more or less of the same size. 17 Recall that the projection Π −2 is continuous in the usual sense, not requiring any loss of analyticity to estimates its norm.
Proving the n + 1 step. Let us now suppose that Ψ n exists for i = 1, . . . , n, that is that there exist a sequence of generating functions
, bounded in H ri+1,si+1,ηi+1 for i = 1, . . . , n − 1 and of counter terms Λ i ∈ H 0,K , i = 1, . . . , n such that H i = e {Si−1,·} H i−1 , where
∈ H ri,si,ηi , Λ i are free parameters and L i : H 0,K → H ri+ρi−1,si,ηi are linear operators. Under convenient smallness assumptions, we can determine S n ,Λ n , and define H n+1 in such a way that G ≤0 n is quadratically small. So, let H n be the parameter family of Hamiltonians
We are going to fix the generating function S n = S
rn,sn,ηn (recall definition 3.1) and the counter-termΛ n ∈ H (0,K) as the unique solutions of the homological equation
As in the first step, solving this equation amounts to annihilating the non-quadratic terms which prevent the torus T I to be invariant for the Hamiltonian e {Sn,·} H n (recall Lemma 3.5 together with Remark 3.2 and Lemma 3.8). Let us project (5.28) on the three subspaces H 0,K , H 0,R , H −2 ; by Lemmas 3.5-3.8 the equation (5.28) splits into the following triangular system
Let us first solve equation (5.29) "moduloΛ n "; secondly we determine the counter termΛ n in equation (5.30) and, eventually, solve equation (5.31 ). In what follows we repeatedly apply Lemma 4.1, Proposition 2.2 and Lemma 3.3 in order to solve the (system of) homological equation (5.28) and bound appropriately the solutions.
We will prove inequalities (5.9) of Lemma 5.1 for i = n + 1 and (5.10)-(5.11) for i = n, by determining the solutions S n andΛ n and give appropriate bounds.
Existence of S n ,Λ n and corresponding bounds. Let us start with (5.29), which gives
where M n : H 0,K → H 0,K is the operator defined by:
The following Lemma, whose proof is postponed to the Appendix, shows that, under convenient smallness condition, the operator (id +M n ) stays close to the identity, hence it is invertible and equation (5.34) can be easily solved.
Lemma 5.2. Let ε 0 , Θ 0 > 0 be given and defined as in (5.6)-(5.7). Assume that 18 for some
then, for ε 0 small enough
holds.
Since the operator norm of M n is smaller than 1 2 , then id +M n is invertible and its inverse is bounded by 2, in operator norm. We thus conclude that 
In orderer to bound the second term of the sum in the right hand side we use the fact that ε n ≤ ε 0 e is well defined, analytic, symplectic and (5.48) sup
Hence we can set Ψ n+1 as
Si is well defined for all i = 1, . . . , n since B ri−4ρi (w si+1 ) ⊂ B ri−1−5ρi−1 (w si ) (recall that w s ⊂ w s , ∀s ≥ s). The same Lemma with s = s n+1 implies that H n+1 is well defined as (5.50)
and it is η n+1 -majorant analytic (where η n+1 = η n − 2σ n , recall definition (5.2)).
19 This in order to have ηn − 2σn − (s − sn − 2σn) = ηn + sn − s > 0 20 The presence of the factor 2 2n+2 in the sup n with respect to the bound in (5.42) comes in order to obtain the 2 −n−2 on the right hand side of (5.44)
Bound on L n+1 . Now that the generating function S n has been fixed and bounded appropriately, we can recursively define L n+1 as
In order to bound L n+1 we first prove that
By construction
now since by hypothesis R ≤ r n+1 + ρ n = r n − 5ρ n we can bound
Moreover by (5.9) for i = n we have
then the bound follows by (5.44) and condition (5.53), since
In order to prove the second bound in (5.9) for i = n + 1 we note that
In conclusion, since (5.52) holds trivially for i = 0, it also holds true up to n.
Thus, since (5.46) holds, and thus (2.26), in order to prove (5.8) for i = n + 1 we just need to apply Proposition 2.3 and repeatedly use Lemmas 2.2-3.3.
Let us explicitly bound G (−2)
n+1 , then the orther terms follow similarily.
Hence by inequalities (5.38)-(5.42) and by the inductive hypothesis on ε n entailed in (5.9), we have
The estimates of G n+1 works the same provided that we add an extra factor 2 n to take into account the projection operators (recall Proposition 3.3). Hence, the inductive hypothesis is proven by showing that
and the required bound holds provided that
Since
following the same calculations as in the previous case, we get
In order to prove that
we only need to show that the second summand above is bounded by 2 −n−1 Θ 0 . Since
the bound is attained once we require that
5.1. Convergence.
Lemma 5.3. Let E, F be Banach spaces, let B r (E) be the open ball of radius r centred at the origin in E and let f : B R (E) → F be weak analytic. Then for any x ∈ B R (E) the linear operator Df (x) : E → F satisfies the following bound
where r is the radius of weak analyticity of f at x and |·| op is the standard operator norm.
Proof. For any x ∈ B R (E) and h ∈ E,
Since, by the Cauchy formula
The following Lemma is an immediate consequence.
Lemma 5.4 (Cauchy's estimates). Let E, F be Banach spaces, let B R (E) be the open ball of radius R centred at the origin in E and let f : B R (E) → F be weak analytic on B R (E). Then for any 0 < r < R (5.62) sup
We will prove that (Ψ n ) n defines a Cauchy's sequence. Let u ∈ B r0/4 w ∞ 2s0,a,p ; we have proved that for any n ≥ 0 
In the following, in order not to burden the notations we will ony indicate indexes of norms which undergo some variation as
and write Φ n instead of Φ Sn . So,
For any u ∈ B rn+1 the chain rule we have that
where we used the monotonicity of norms, the fact that
and Cauchy's inequality. So,
5.1.2.
Convergence of iΛ i . The convergence of the constructed series of counter-terms follows from the fact that for any n by (5.38)
where we set C = K(1 + Θ 0 )γε 0 e, since 1 < χ < 2.
Lower dimensional tori
We now divide Z = S ∪ S c and denote (u j ) j∈Z = (v j ) j∈S , (z j ) j∈S c . We consider the following toy model
so that V j are free parameters while
−j > c for simplicity ) and finally G ∈ H r0,s0,η0 . We aim to discuss the existence of tori supported mostly on S. We fix a sequence (I j ) j∈S such that setting
one has u ∈ B r0/32 (w 3s0 ). We denote by T I,0 the torus defined by
As before this equation can be written componentwise as a triangular system and solved consequently. We have
Now we solve
As in the previous case this amounts to showing that the operator M n :
satisfies an estimate of the type
In order to prove our claim we proceed as in Lemma 5.2, the only new term is (we take R = r n /6, S = s n + η n ,
provided we takeΘ 0 small enough. Now we proceed as in (5.37) and obtain that
substituting in (6.10) we get We fix r n+1 = r n − 8ρ n , s n+1 = s n + 3σ n , η n+1 = η n − 3σ n with We now compute G n+1 so that
This together with the homological equation gives L n+1 + id = e {Sn,·} (L n + id) (6.11)
Computing the projections Π (−2) , Π −1 , Π 0,R , Π 0,K we verify (6.5) at the step n + 1. We have iteratively constructed a change of variables which produces an invariant torus for the counterterm Hamiltonian. −j , there are no small divisors when is just supported on S c (i.e. j = 0 for all j ∈ S). On the other hand if j = 0 for some j ∈ S then we can bound from below the Lipschitz variation in the direction j. where u 0 = u 0 (r) was defined in (2.10). We split in four terms the right hand side of (A.2) according to the splitting (α j β j + α j β j )(β + β ) = α j β j β + α j β j β + α j β j β + α j β j β ; This complete the proof of (2.24). We now prove (2.25). Recalling (2.22) we get ∆ ω,ω {F, G} = {∆ ω,ω F, G(ω)} + {F (ω ), ∆ ω,ω G} and, therefore,
|{F, G}|
Lip,O r,s,η For all η, a, r such that η + a ≤ a 0 and 23 (C alg r) 2 ≤ R, we have that
The proof is formally identical to the one of Lemma 2.4 of [2] and exploits (A.4); the only difference is that in [2] | · | p,s,a denotes a (similar but) different norm. Anyway the only fact that matters in the proof is the algebra property (A.4).
We are now ready to prove Proposition 2. As for the second summand we have
−3/θ |L n h| R+ρ1+ρ2+ρ3,S−ηn,E+ηn
Θ n e C(θ,p)( where we have set ρ i = ρ < r n /4, i = 1, 2, 3, and R = ρ, S = s n + η n , E = 0. Now we recall that η n ≥ η 0 /2 and require that This implies that Φ is a homeomorphism.
