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GENERIC METRICS, IRREDUCIBLE RANK-ONE PU(2)
MONOPOLES, AND TRANSVERSALITY
PAUL M. N. FEEHAN
1. Introduction
Our main purpose in this article is to prove that the moduli space of solutions
to the PU(2) monopole equations is a smooth manifold of the expected dimension
for simple, generic parameters such as (and including) the Riemannian metric on
the given four-manifold: see Theorem 1.3. In [16] we proved transversality using an
extension of the holonomy-perturbation methods of Donaldson, Floer, and Taubes
[12], [14], [22], [68], together with the existence of an Uhlenbeck compactification for
the perturbed moduli space. In [18], [19] we discuss applications of these results to
the PU(2) monopole program for proving the equivalence between Donaldson and
Seiberg-Witten invariants conjectured in [74], [47] (see, for example, [18], [52], [53],
[54], [57], [58]). However, it is an important and interesting question to see whether
there are simpler alternatives to the holonomy perturbations and this is the issue we
address here.
The idea that one should be able to use PU(2) monopoles to prove Witten’s con-
jecture concerning the relation between the two types of four-manifold invariants was
proposed by Pidstrigach and Tyurin in 1994; see [16], [19], [18], [52], [53], [54], [57],
[58], [71] for work on this program due independently to the author and Leness,
Pidstrigach and Tyurin, and Okonek and Teleman. The idea itself can be infor-
mally described quite quickly, the key point being that the moduli space of PU(2)
monopoles contains the moduli space of anti-self-dual connections together with copies
of the various Seiberg-Witten moduli spaces, these forming singular loci in the higher-
dimensional moduli space of PU(2) monopoles. In principle, then, one should be able
to use intersection theory on this higher-dimensional moduli space to relate the two
kinds of invariants. In practice, despite the simplicity of this basic idea, the difficulties
surrounding its implementation are daunting. For this program to succeed one needs
to know that the moduli space of PU(2) monopoles — away from the anti-self-dual
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and Seiberg-Witten points — is a smooth manifold of the expected dimension. This
ensures that these exceptional points are the only singularities and that the PU(2)
monopole moduli space forms a smooth (though non-compact, because of bubbling)
cobordism between the links of the singularities.
For PU(2) monopoles, we would ideally like an analogue of the Freed-Uhlenbeck
generic metrics theorem for the anti-self-dual equation [15], [23] or the generic param-
eter result introduced by Witten for the Seiberg-Witten equations [38], [74]. However,
results of this kind for the PU(2) monopole equations appear to be much harder to
prove. One of the outcomes of our joint work with Leness [16] was a proof that one
could nonetheless obtain a useful transversality result via holonomy perturbations by
extending related ideas of Donaldson and Taubes [12], [14], [68]. Such holonomy per-
turbations are important when considering three-manifold versions of the monopole
equations. While all of the intersection theory calculations on the moduli space of
PU(2) monopoles described in [19] could be carried out using holonomy perturba-
tions, the generic-parameter result (Theorem 1.3) established in the present article
represents a very significant simplification and has been the basis of our continu-
ing work on the project to mathematically verify Witten’s conjecture [19], [20], [21].
Our generic-parameter approach (see §1.3 for an outline) makes essential use of cer-
tain unique continuation properties for reducible solutions to the PU(2) monopole
equations which we developed in our earlier work [16], although not the holonomy
perturbations themselves.
Issues of transversality also appear to play a significant role in the ongoing work of
Kronheimer and Mrowka to complete a three-dimensional analogue of the Pidstrigach-
Tyurin program and use PU(2) monopoles to prove “Property P” for knots, via a com-
parison of Yang-Mills and Seiberg-Witten Floer homologies [36], [37]. Moving outside
the realm of low-dimensional manifolds per se, a technical issue which plagued the
definition of Gromov-Witten invariants for general symplectic manifolds concerned
the absence of generic-parameter transversality results for boundary components of
the compactification. For semi-positive symplectic manifolds such transversality dif-
ficulties do not arise [61]. The problem was eventually addressed — via an important
differential-geometric extension of certain algebraic excess intersection theory meth-
ods — by Fukaya and Ono [25], Li and Tian [43], Liu and Tian [44], Ruan [60], and
Siebert [64], using a variety of different approaches. A solution was also announced by
Hofer and Salamon. In the case of PU(2) monopoles it is already a difficult problem
to obtain transversality away from the exceptional solutions, even when no bubbling
has occurred. In general, it is not possible to ensure that the loci of exceptional solu-
tions are unobstructed, so we must still use differential-geometric excess intersection
theory techniques [19] broadly similar to those of [43], [60] and going back to ideas of
[6], [14], [15], [49], [66].
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1.1. PU(2) monopoles. Throughout this article, X denotes a closed, connected,
oriented, smooth four-manifold. In order to state our results, we briefly recall the
description of the moduli space of PU(2) monopoles from [16], [18]. We give X a
Riemannian metric and consider Hermitian two-plane bundles E over X whose de-
terminant line bundles detE are isomorphic to a fixed Hermitian line bundle endowed
with a fixed C∞, unitary connection Ae. Let (ρ,W
+,W−) be a spinc structure on X ,
where ρ : T ∗X → HomC(W
+,W−) is the Clifford map, and the Hermitian four-plane
bundle W := W+⊕W− is endowed with a C∞, unitary connection. The unitary con-
nection on W uniquely determines a Riemannian connection on T ∗X , via the Clifford
map ρ, and a unitary connection on detW+; conversely, a choice of Riemannian con-
nection on T ∗X and unitary connection on detW+ induce a unitary connection on
W . The connection on W is called spinc if it induces the Levi-Civita connection on
T ∗X for the given Riemannian metric.
Let k ≥ 2 be an integer and let AE be the space of L
2
k connections A on the U(2)
bundle E all inducing the fixed determinant connection Ae on detE. Equivalently,
following [39, §2(i)], we may view AE as the space of L
2
k connections A on the PU(2) =
SO(3) bundle su(E). We shall pass back and forth between these viewpoints, via
the fixed connection on detE, relying on the context to make the distinction clear.
Given a unitary connection A on E with curvature FA ∈ L
2
k−1(Λ
2 ⊗ u(E)), then
(F+A )0 ∈ L
2
k−1(Λ
+ ⊗ su(E)) denotes the traceless part of its self-dual component.
Equivalently, if A is a connection on su(E) with curvature FA ∈ L
2
k−1(Λ
2⊗so(su(E))),
then ad−1(F+A ) ∈ L
2
k−1(Λ
+⊗ su(E)) is its self-dual component, viewed as a section of
Λ+ ⊗ su(E) via the isomorphism ad : su(E) → so(su(E)). When no confusion can
arise, the isomorphism ad : su(E)→ so(su(E)) will be implicit and so we regard FA
as a section of Λ+ ⊗ su(E) when A is a connection on su(E).
For an L2k section Φ of W
+ ⊗ E, let Φ∗ be its pointwise Hermitian dual and let
(Φ ⊗ Φ∗)00 be the component of the Hermitian endomorphism Φ ⊗ Φ
∗ of W+ ⊗ E
which lies in su(W+)⊗ su(E). The Clifford multiplication ρ defines an isomorphism
ρ : Λ+ → su(W+) and thus an isomorphism ρ = ρ ⊗ idsu(E) of Λ
+ ⊗ su(E) with
su(W+)⊗ su(E).
Let GE be the Hilbert Lie group of L
2
k+1 unitary gauge transformations of E with
determinant one. It is often convenient to take quotients by a slightly larger symme-
try group than GE when discussing pairs, so let S
1
Z denote the center of U(2) and set
◦GE := S
1
Z ×{±idE} GE , which we may view as the group of L
2
k+1 unitary gauge trans-
formations of E with constant determinant. The stabilizer of a unitary connection
on E in ◦GE always contains the center S
1
Z ⊂ U(2).
We call an L2k pair (A,Φ) in the pre-configuration space,
C˜W,E := AE × L
2
k(W
+ ⊗E),
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a PU(2) monopole if S(A,Φ) = 0, where the ◦GE-equivariant map S : C˜W,E →
L2k(Λ
+ ⊗ su(E))⊕ L2k(W
− ⊗E) is defined by
S(A,Φ) :=
(
F+A − τρ
−1(Φ⊗ Φ∗)00
DAΦ + ρ(ϑ)Φ
)
,(1.1)
where DA : L
2
k(W
+ ⊗ E) → L2k−1(W
− ⊗ E) is the Dirac operator, while τ ∈
C∞(GL(Λ+)) and ϑ ∈ Ω1(X,C) are perturbation parameters. We letMW,E := S−1(0)
be the moduli space of solutions cut out of the configuration space,
CW,E := C˜W,E/
◦GE,
by the section (1.1), where u ∈ ◦GE acts by u(A,Φ) := (u∗A, uΦ).
As customary, we say that an SO(3) connection A on su(E) is irreducible if its sta-
bilizer in GE is {±idE}, corresponding to the center of SU(2), and reducible otherwise;
we say that a pair (A,Φ) on (su(E),W+ ⊗ E) is irreducible (respectively, reducible)
if the connection A is irreducible (respectively, reducible). We let C∗W,E ⊂ CW,E be
the open subspace of gauge-equivalence classes of irreducible pairs. We say that a
section Φ of W+ ⊗ E has rank r if, when considered as a section of HomC(W
+,∗, E),
the section Φ(x) has complex rank less than or equal to r at every point x ∈ X , with
equality at some point; we say that a pair (A,Φ) on (su(E),W+ ⊗ E) has rank r if
the section Φ has rank r; if (A,Φ) has rank zero, that is Φ ≡ 0 on X , we call (A,Φ)
a zero-section pair. We let C0W,E ⊂ CW,E be the open subspace of gauge-equivalence
classes of non-zero-section pairs and recall that C∗,0W,E := C
∗
W,E ∩ C
0
W,E is a Hausdorff,
Hilbert manifold [16, Proposition 2.8] represented by pairs with stabilizer {idE} in
◦GE. Let M
∗,0
W,E = MW,E ∩ C
∗,0
W,E be the open subspace of the moduli space MW,E
represented by irreducible, non-zero-section PU(2) monopoles.
If (A,Φ) is a PU(2) monopole then (see [16, Lemma 5.21])
(A,Φ) reducible⇒ (A,Φ) has rank less than or equal to one.
However, it is an important observation, due to Teleman [54], [71], that
(A,Φ) reducible: (A,Φ) rank one.
Indeed, counterexamples are easily constructed (at least for the unperturbed PU(2)
monopole equations) when X is a Ka¨hler manifold with its canonical spinc structure
[54], [71] (see Appendix A.1). That is, a reducible PU(2) monopole necessarily has
rank less than or equal to one but in general, there exist irreducible, rank-one PU(2)
monopoles . If Φ ≡ 0, then the PU(2) monopole equations (1.1) just imply that A
is an anti-self-dual connection on su(E); the locus of reducible PU(2) monopoles in
MW,E can be identified with a union of Seiberg-Witten moduli spaces.
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As we shall see in §2 it is not too difficult to prove that M∗,0W,E is a smooth manifold
of the expected dimension away from the locus of irreducible, rank-one solutions using
the perturbation parameters (τ, ϑ) alone. However, as irreducible, rank-one solutions
to (1.1) may be present in M∗,0W,E, it seems impossible to prove that the entire space
M∗,0W,E is a smooth manifold of the expected dimension using these parameters alone.
A similar problem arises in the proof of transversality for the ‘spinc -ASD’ equations
given in [59, Proposition I.3.5]; a version of these equations can be obtained from the
equations (1.1) by omitting the quadratic term τρ−1(Φ ⊗ Φ∗)00. In the proof of [59,
Proposition I.3.5] it is claimed that if DAΦ = 0 and Φ is rank one, then A is reducible
[p. 277]: Teleman’s counterexample shows that this claim is incorrect and he points
out an error in their argument [71].
On the other hand, the fact that the counterexamples of [71] occur when X is a
complex, Ka¨hler surface suggests that irreducible, rank-one solutions might not be
present in the moduli spaces M∗,0W,E for generic Riemannian metrics and compatible
Clifford maps, so this is a feature of the equations (1.1) which we shall explore further
in this article.
1.2. Statement of results. We can now state our Uhlenbeck compactness and
transversality results for the moduli space of PU(2) monopoles with the perturba-
tions discussed in the preceding section. As we remarked earlier, applications of these
results to the PU(2) monopole program for proving the equivalence of Donaldson and
Seiberg-Witten invariants are described in [18], [19].
Theorem 1.1. Let X be a closed, oriented, smooth four-manifold with C∞ Riemann-
ian metric, spinc structure (ρ,W+,W−) with spinc connection on W = W+ ⊕W−,
and a Hermitian two-plane bundle E with unitary connection on detE. Then there
is a positive integer Np, depending at most on the curvatures of the fixed connections
on W and detE together with c2(E), such that for all N ≥ Np the topological space
M¯W,E is second countable, Hausdorff, compact, and given by the closure of MW,E in
∪Nℓ=0(MW,E−ℓ × Sym
ℓ(X) with respect to the Uhlenbeck topology, where E−ℓ is a Her-
mitian two-plane bundle over X with detE−ℓ = detE and c2(E−ℓ) = c2(E) − ℓ for
each integer ℓ ≥ 0.
Theorem 1.1 is simply a special case of the more general result proved in [16] for
the moduli space of solutions to the perturbed PU(2) monopole equations in the
presence of holonomy perturbations, so no separate proof is required. We include the
statement here since it is more accessible in the absence of holonomy perturbations
and because we appeal to it in [19], [20], [21].
Remark 1.2. The existence of an Uhlenbeck compactification for the moduli space
of solutions to the unperturbed PU(2) monopole equations (1.1) wa
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Pidstrigach [57] and an argument was outlined in [58]. A similar argument for the
equations (1.1) (without perturbations) was outlined by Okonek and Teleman in [53].
An independent proof of Uhlenbeck compactness for (1.1) and other perturbations of
these equations is also given in [71].
The perturbation parameters (τ, ϑ) occurring in the statement of Theorem 1.3
below appear explicitly in the PU(2) monopole equations (1.1) and are described
further in §2.1. The perturbation parameter f ∈ C∞(GL(T ∗X)) is a variation of the
Clifford map ρ : T ∗X → HomC(W
+,W−) and of the Riemannian metric g on T ∗X
by an automorphism of T ∗X and is described further in §3; the perturbed PU(2)
monopole equations with the three perturbation parameters (f, τ, ϑ) are given in
equation (3.12). LetMasdE denote the moduli space of anti-self-dual SO(3) connections
on su(E).
Theorem 1.3. Let X be a closed, oriented, smooth four-manifold with C∞ Riemann-
ian metric g, spinc structure (ρ,W+,W−) with unitary connection on detW+, and a
Hermitian line bundle detE with unitary connection. Then there is a first-category
subset P∞fc of the Fre´chet space P
∞ of C∞ perturbation parameters (f, τ, ϑ) such that
for all (f, τ, ϑ) in P∞−P∞fc the following holds: For each parameter (f, τ, ϑ) in P
∞−P∞fc
and Hermitian two-plane bundle E over X, the moduli space M∗,0W,E(f, τ, ϑ) of PU(2)
monopoles is a smooth manifold of the expected dimension,
dimM∗,0W,E(f, τ, ϑ) = dimM
∗,asd
E + 2 indC DA − 1
= −2p1(su(E))−
3
2
(e(X) + σ(X))
+ 1
2
p1(su(E)) +
1
2
((c1(W
+) + c1(E))
2 − σ(X))− 1.
As explained further in §3.1, the Levi-Civita connection on T ∗X for the metric f ∗g,
Clifford map ρ ◦ f , and unitary connection on detW+ define a spinc connection on
W . The rest of our article is devoted to proving Theorem 1.3.
1.3. Outline of the proof and of the remainder of the article. We prove
Theorem 1.3 in two steps, both of which have analogues in the case of the moduli
space of anti-self-dual SO(3) connections over a four-manifold X with b+(X) > 0
(although that constraint is not required here):
1. For generic parameters (τ, ϑ) (and any parameter f), we show that the moduli
space M∗,♮W,E(f, τ, ϑ) of PU(2) monopoles (A,Φ) with A irreducible and Φ rank
two is a smooth manifold of the expected dimension.
2. For generic parameters (f, ϑ) (and any parameter τ), we show that the moduli
space M∗,0W,E(f, τ, ϑ) of PU(2) monopoles (A,Φ) with A irreducible and Φ 6≡
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0 contains no pairs (A,Φ) with Φ having rank one, that is, M∗,0W,E(f, τ, ϑ) =
M∗,♮W,E(f, τ, ϑ).
The first result, Theorem 2.2, is proved in §2 using the Sard-Smale theorem [65]
and Aronszajn’s unique continuation theorem [5], together with some linear algebra
calculations reminiscent of those arising in the proof of the Freed-Uhlenbeck generic
metrics theorem [23]. The second result, Theorem 4.1, is considerably more difficult
and is proved in §4 using an infinite-dimensional analogue, for the family of perturbed
Dirac operators DA,f,ϑ, of the well-known ‘period map’ argument for the family of
operators d+,g [11, §VI], [15, Corollary 4.3.15]; see also [23, Corollary 3.21], [67,
Appendix B]. Combining these two results yields Theorem 1.3. In the case of the
moduli space of SO(3) anti-self-dual connections, the first step is accomplished by
the Freed-Uhlenbeck generic metrics theorem: that is, for generic metrics, Masd,∗E (g)
is a smooth manifold of the expected dimension [15, Corollary 4.3.18], [23, Theorem
3.17]. The second step is achieved by the (finite-dimensional) period-map argument:
for generic metrics and b+(X) > 0, the moduli space MasdE (g) contains no reducible
connections [11, §VI], [15, Corollary 4.3.15].
The detailed proof of Theorem 1.3 is, of course, more complicated than the pre-
ceding synopsis can convey, so we indicate how the remainder of this article is orga-
nized. Section 2 contains the proof that the moduli space of irreducible, rank-two
PU(2) monopoles is regular. In §2.1 we define a parametrized moduli space of PU(2)
monopoles and, assuming this is regular away from the loci of reducible or lower-
rank PU(2) monopoles, we use the Sard-Smale theorem to show that the individual
moduli spaces of irreducible, rank-two PU(2) monopoles are regular for generic pa-
rameters. The heart of the first step, then, is given in §2.2, where we show that
the parametrized moduli space of irreducible, rank-two PU(2) monopoles is regu-
lar. Section 3 describes the perturbations of the Dirac operator: in §3.1 we compute
the differential of the resulting family of Dirac operators and in §3.2 we define the
PU(2) monopole equations and associated parametrized moduli space with the full
set of perturbations. Section 4 contains the proof that, for generic parameters, the
moduli spaces of irreducible PU(2) monopoles contain no rank-one pairs. Sections
4.1, 4.2, and 4.3 describe the loci of irreducible, rank-one PU(2) monopoles in terms
of incidence correspondences — with infinite codimension — in certain Banach flag
and Grassman manifolds, by analogy with standard finite-dimensional constructions
of algebraic geometry [27]. Section 4.1 describes general incidence correspondences
using Banach Grassman manifolds and §4.2 reinterprets these correspondences using
spaces of Fredholm operators, which are more suitable for our purposes. In §4.3 we
define the loci of irreducible, rank-one PU(2) monopoles in terms of these incidence
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correspondences. These rank-one loci are in turn detected with aid of the Dirac-
operator period map, which is defined and whose differential is shown to have the
requisite surjectivity properties in §4.4. Section 4.5 contains a proof of the parametric
transversality theorem: the result is well-known, but we include the proof as no sin-
gle reference contains the precise statement (and proof) we need. Finally, in §4.6, we
complete the proof that the moduli spaces of irreducible PU(2) monopoles contain no
rank-one pairs for generic parameters: we apply the parametric transversality theo-
rem to show, in essence, that the loci of irreducible, rank-one PU(2) monopoles must
have infinite codimension in their respective moduli spaces for generic parameters
and so these loci are empty. The stratification of the space of Fredholm operators
(by kernel dimension) [34], employed in §4.6, was also used by Maier in [45]. At the
beginning of §4.6 we first give an outline of the main argument completing the proof
of Theorem 4.1, as the detailed argument is rather long and technical.
Theorem 4.1 serves the auxiliary purpose of giving another method of completing
the gap in the transversality argument used by Pidstrigach-Tyurin in their definition
of the spinc polynomial invariants [59, §I]; the same end is achieved via the holonomy
perturbations of [16]. We briefly describe this application and Teleman’s counterex-
ample in the Appendix, together with some facts we need from linear algebra.
1.4. Other approaches to transversality. As we remarked at the beginning of the
Introduction, versions of Theorem 1.1 and 1.3 were proved by the author and Leness in
[16] for the PU(2) monopole equations (1.1) with additional holonomy perturbations;
see [18] for a more concise account of this method. The possible presence or absence
of irreducible, rank-one solutions to the PU(2) monopole equations considered in [16]
makes no difference to the argument there, as the perturbations are strong enough
to yield transversality without a separate analysis of the locus of irreducible, rank-
one solutions. A preliminary version [17] of the article [16] relied on the incorrect
assertion of [59, p. 277] described above and used only the perturbation parameters
(τ, ϑ). Transversality results for the PU(2) monopole equations, with perturbation
parameters including (τ, ϑ) and the Riemannian metric g on T ∗X , were conjectured
by Pidstrigach and Tyurin in [57], [58].
Teleman has explored another approach to the transversality problem, quite differ-
ent from those of [16], [58], using certain ad hoc perturbations of the principal symbol
of the linearization of the PU(2) monopole equations [71]. Like the PU(2) monopole
equations (1.1), the equations of [71] employ the perturbation parameters (τ, ϑ), to-
gether with a term of the form
∑
i ρ
−1τi∇A,Yi(Φ⊗Φ
∗)00 in the curvature equation in
(1.1), where {Yi} is a finite set of vector fields spanning TX at every point ofX and the
coefficients τi are in Ω
0(gl(su(W+))). The approach of [71] illustrates the significance
of principal-symbol perturbations. However, as noted in the introduction to [72], it
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appears to be difficult or impossible to show that solutions to the PU(2) monopole
equations of [71] which are reducible on an open subset of X are necessarily reducible
over all of X , as required by the transversality argument in [71]. Indeed, Proposition
3.1.2 in [71] assumes incorrectly that that the Agmon-Nirenberg unique continuation
theorem for an ordinary differential equation on a Hilbert space [3] applies to the
PU(2) monopole equations of [71], as an examination of the hypotheses of [3] reveals;
the Agmon-Nirenberg theorem is used by Donaldson-Kronheimer in their proof of the
corresponding unique continuation property for solutions to the anti-self-dual equa-
tion and by the author and Leness for our proof of a restricted unique continuation
property for the holonomy-perturbed PU(2) monopole equations of [16]. Varying the
Riemannian metric g on T ∗X and the Clifford map ρ : T ∗X → HomC(W
+,W−) by
automorphisms f of T ∗X , as we do in §3, perturbs the principal symbol of the Dirac
operator; the key application of this perturbation occurs in the proof of Proposition
4.10, where we show that a certain partial differential of the Dirac-operator period
map is surjective. Variations of the Dirac operator with respect to the Riemannian
metric have been described by Bourguignon and Gauduchon in [7]. Their technique,
with some enhancements, was recently used by Maier to prove certain generic metrics
results for Dirac operators on low-dimensional spin or spinc manifolds [45]. The vari-
ational formulas of [7], [45] were helpful for the development of our present article,
though the variation of the Dirac operator we construct in §3 is quite different from
that of [7]. The unique continuation property for reducible solutions to the anti-self-
dual equation is an important ingredient in the proof of the Freed-Uhlenbeck generic
metrics theorem given in [15] (see their Lemma 4.3.21); it is proved for the PU(2)
monopole equations (1.1) by the author and Leness in [16] (see Theorem 4.11 in 4.4
here for a precise statement) and plays an important role in the proof of Theorem 1.3
here as well.
The present article was completed by August 1997, at which time it was widely
circulated and submitted to a print journal. Shortly after this, the author received a
preprint [72] from A. Teleman addressing, independently, the issue of transversality
for the PU(2) monopole equations with perturbations similar to those we employ
here.
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2. Transversality on the complement of the loci of lower-rank
PU(2) monopoles
Let C∗,♮W,E ⊂ CW,E be the open subspace given by gauge-equivalence classes of pairs
(A,Φ) with A irreducible and Φ rank two, and set
M∗,♮W,E :=MW,E ∩ C
∗,♮
W,E.
Our goal in this section is to show thatM∗,♮W,E(τ, ϑ) is a regular manifold of the expected
dimension for generic C∞ parameters (τ, ϑ): this result, Theorem 2.2, is proved in
§2.1 under the assumption that the parametrized moduli space is regular while the
latter result, Theorem 2.1, is proved in §2.2.
2.1. The parametrized moduli space. Our argument relies, as with most stan-
dard applications in gauge theory [15], [23], [38], [74], on the Sard-Smale theorem for
a Fredholm map of Banach manifolds [65].
We shall need to be precise here and throughout our article about the sense in
which a parameter is ‘generic’. A subset S of a topological space P is called a set
of the first category 1 if its complement P − S is a countable intersection of dense
open sets or, equivalently, if S is a countable union of closed subsets of P with empty
interior; if P is a complete metric space, then Baire’s theorem implies that P− S is
dense in P [62]. In our applications, P will either be a Banach or Fre´chet manifold
(with a complete metric), so P−S will always be dense if S is a first-category subset.
Throughout this section we use a Banach manifold of Cr perturbation parameters
(with r large) given by
P := Cr(GL(Λ+))⊕ Cr(Λ1 ⊗ C).(2.1)
We could, of course, also include the space Cr(GL(T ∗X)) of perturbations of the
Riemannian metric on X and of the Clifford map in our parameter space (2.1), as
the latter perturbations are required for our period-map argument in §4. However,
these additional parameters are not used to prove the main result of this section
(Theorem 2.2), so we omit them for the sake of clarity. In the same vein, the space
Cr(GL(Λ+)) of perturbation parameters τ is not required in our proof of the main
1A second-category subset is not necessarily the complement of a first-category subset — although
the term is sometimes inaccurately used that way: it is simply a subset which is not of the first
category [62]. To eliminate any possible confusion, we avoid using the term here.
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result of §4 (Theorem 4.1), so in that section we omit the space Cr(GL(Λ+)) from the
definition of the Banach manifold of perturbation parameters used there, again for
reasons of clarity. To conclude the proof of our main transversality result (Theorem
1.3), though, we can clearly assume that the same space of perturbations (containing
the three types of parameters) has been used throughout sections 2 and 4.
We define a ◦GE-equivariant map
S := (S1,S2) : P× C˜W,E → L
2
k−1(Λ
+ ⊗ (su(E))⊕ L2k−1(W
− ⊗ E)
by setting
S(τ, ϑ, A,Φ) =
(
S1(τ, ϑ, A,Φ)
S2(τ, ϑ, A,Φ)
)
:=
(
F+A − τρ
−1(Φ⊗ Φ∗)00
DAΦ+ ρ(ϑ)Φ
)
,(2.2)
where (A,Φ) is a pair on (su(E),W+ ⊗ E) and the isomorphism ad : su(E) ≃
so(su(E)) is implicit, ◦GE acts trivially on the space of perturbations P, and so
S−1(0)/◦GE is a subset of P × CW,E. We let MW,E denote the parametrized moduli
space S−1(0)/◦GE and let M
∗,♮
W,E := MW,E ∩ (P × C
∗,♮
W,E). We fix a C
∞ Riemannian
metric g on T ∗X , noting that it is not varied in this section.
The ◦GE-equivariant map S defines a section of a Banach vector bundle V over
P× C∗,♮W,E with total space
V := P× C˜∗,♮W,E ×◦GE
(
L2k−1(Λ
+ ⊗ su(E))⊕ L2k−1(W
− ⊗E)
)
,
so S := S(τ, ϑ, ·) is a section over C∗,♮W,E of the Banach vector bundle V := V|(τ,ϑ). In
particular, the parametrized moduli space M∗,♮W,E is the zero set of the section S of
the vector bundle V over P× C∗,♮W,E.
Theorem 2.1. The zero set in P×C∗,♮W,E of the section S is regular and, in particular,
the moduli space M∗,♮W,E is a smooth Banach submanifold of P× C
∗,♮
W,E.
To preserve continuity, we defer the proof of Theorem 2.1 to §2.2. The differential
DS := (DS)[τ,ϑ,A,Φ] of the section S at a point [τ, ϑ, A,Φ] in P× C
∗,♮
W,E is given by
DS(δτ, δϑ, a, φ) =
(
DS1(δτ, δϑ, a, φ)
DS2(δτ, δϑ, a, φ)
)
,(2.3)
where (a, φ) ∈ Ker d0,∗A,Φ ⊂ L
2
k(Λ
1 ⊗ su(E))⊕ L2k(W
+ ⊗ E) represents a vector in the
tangent space (TC∗,♮W,E)[A,Φ] = T[A,Φ]C
∗,♮
W,E and (δτ, δϑ) ∈ P. Here, d
0,∗
A,Φ is the L
2 adjoint
of the differential
d0A,Φ : L
2
k+1(su(E))⊕ iRZ → L
2
k(su(E))⊕ L
2
k(W
+ ⊗ E)
of the map ◦GE → C˜W,E, u 7→ u(A,Φ), at the identity.
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The differentials in (2.3) are given explicitly by
DS1 (δτ, δϑ, a, φ) = d
+
Aa− (δτ)τρ
−1(Φ⊗ Φ∗)00(2.4)
− τρ−1(φ⊗ Φ∗ + Φ⊗ φ∗)00,
DS2 (δτ, δϑ, a, φ) = DAφ+ ρ(ϑ)φ + ρ(a)Φ + ρ(δϑ)Φ.(2.5)
We have DS(·, d0A,Φζ) = 0 for all ζ ∈ L
2
k+1(su(E))⊕ iRZ since S is
◦GE-equivariant.
By the regularity results of [16, §3] we may assume, without loss of generality, that
the pair (A,Φ) in C˜∗,♮W,E is a C
r representative for the point [A,Φ] in the zero set
S−1(0) ⊂ C∗,♮W,E. Since the tangent space (TC
∗,♮
W,E)[A,Φ] may be identified with Ker d
0,∗
A,Φ
by the slice result [16, Proposition 2.8], we have
DS(0, 0, a, φ) := d1A,Φ(a, φ) = (d
0,∗
A,Φ + d
1
A,Φ)(a, φ),
for (a, φ) ∈ Ker d0,∗A,Φ, so the differential DS|{0}×TC∗,♮W,E
is Fredholm, where {0} ×
TC0,∗W,E = T ({τ, ϑ} × C
∗,♮
W,E). We recall that d
0
A,Φ and d
1
A,Φ are the two differentials in
the elliptic deformation complex for the PU2) monopole equations (1.1). Thus, S
is a Fredholm section when restricted to the fixed-parameter fibers {τ, ϑ} × C∗,♮W,E ⊂
P × C∗,♮W,E and so the Sard-Smale theorem (in the form of Proposition 4.3.11 in [15])
implies that there is a first-category subset Pfc ⊂ P such that the zero sets in C
∗,♮
W,E
of the sections S := S(τ, ϑ, ·) are regular for all perturbations (τ, ϑ) ∈ P− Pfc. Now
M∗,♮W,E(τ, ϑ) = S
−1(0) ∩ C∗,♮W,E
and so for generic Cr parameters (τ, ϑ), the moduli space M∗,♮W,E(τ, ϑ) is a smooth
manifold. Finally, the argument of [16, §5.1.2] implies that the parameters (g, τ, ϑ)
can be assumed without loss of generality to be C∞ if X is a smooth manifold. Let
P∞ := C∞(GL(Λ+))× C∞(Λ1 ⊗ C),
denote the Fre´chet manifold of C∞ perturbation parameters. The expected dimension
of M∗,♮W,E(τ, ϑ) is given by Proposition 2.28 in [16] and is obtained by computing the
index of the elliptic deformation complex for the PU(2) monopole equations (1.1). In
summary, we have:
Theorem 2.2. Let X be a closed, oriented, smooth four-manifold with C∞ Riemann-
ian metric. Then there is a first-category subset P∞fc ⊂ P
∞ such that for all (τ, ϑ) in
P∞ − P∞fc the following holds: The zero set of the section S := S(τ, ϑ, ·) is regular
and the moduli space M∗,♮W,E(τ, ϑ) = S
−1(0) ∩ C∗,♮W,E is a smooth submanifold of of the
expected dimension.
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2.2. Smoothness of the parametrized moduli space. We prove Theorem 2.1 in
this section by showing that the ◦GE-equivariant map S : P × C˜
∗,♮
W,E → L
2
k−1(Λ
+ ⊗
su(E))⊕L2k−1(W
−⊗E) vanishes transversely and so the parametrized moduli space
M
∗,♮
W,E = S
−1(0)/◦GE is a smooth Banach manifold. We may suppose without loss
of generality that (τ, ϑ, A,Φ) is a Cr representative for a point in S−1(0) and denote
DS := (DS)τ,ϑ,A,Φ for convenience.
Note that RanDS2 is a real subspace of L
2
k−1(W
−⊗E) according to (2.5): indeed,
DS2(δτ, 0, a, 0) spans a real subspace as a varies, while DS2(δτ, δϑ, 0, φ) spans a
complex subspace as (δ, ϑ, φ) varies. Hence,
Ran(DS) $ L2k−1(Λ
+ ⊗ su(E))⊕ L2k−1(W
− ⊗ E)
if and only if there exists a non-zero pair (v, ψ) such that for all (δτ, δϑ, a, φ) we have
(DS(δτ, δϑ, a, φ), (v, ψ))L2(X)(2.6)
= (DS1(δτ, δϑ, a, φ), v)L2(X) + Re(DS2(δτ, δϑ, a, φ), ψ)L2(X) = 0.
Suppose that (v, ψ) ∈ L2k−1(Λ
+ ⊗ su(E)) ⊕ L2k−1(W
− ⊗ E) is real L2-orthogonal to
RanDS, so (v, ψ) lies in Ker(DS)∗ by (2.6). Then elliptic regularity for the Laplacian
DS(DS)∗, with Cr−1 coefficients, implies that (v, ψ) is in Cr+1 [16, §3]. Moreover,
Aronszajn’s theorem [5, Remark 3, p. 248], [31, Theorem 1.8] implies that pairs (v, ψ)
in the kernel of DS(DS)∗ have the unique continuation property [16, Lemma 5.9].
We begin with a simple observation from linear algebra; though elementary, it has
an important application in the Freed-Uhlenbeck proof of the generic metrics theorem
for the anti-self-dual equation (see, for example, Lemma 3.7 in [23]). We shall make
extensive use of it here.
Lemma 2.3. Let U , V , W be finite-dimensional Hilbert spaces (either all real or
all complex) with dimU ≤ dimV . Suppose M ∈ Hom(U,W ) = W ⊗ U∗ and N ∈
Hom(V,W ) = W ⊗ V ∗. If 〈MP,N〉W⊗V ∗ = 0 for all P ∈ Hom(V, U), then RanM ⊥
RanN in W and so RankM + RankN ≤ dimW .
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Proof. Let {vi} be an orthonormal basis for V , with dual orthonormal basis {v
∗
i } for
V ∗ given by v∗i := 〈·, vi〉, and let {uj} be an orthonormal basis for U . We then have
0 = 〈MP,N〉W⊗V ∗
=
∑
i,j
〈MPvi ⊗ v
∗
i , Nvj ⊗ v
∗
j 〉W⊗V ∗
=
∑
i,j
〈MPvi, Nvj〉W · 〈v
∗
i , v
∗
j 〉V ∗
=
∑
i
〈MPvi, Nvi〉W .
Since P ∈ Hom(V, U) is arbitrary, for each i′ ∈ {1, . . . , dimV } and j ∈ {1, . . . , dimU}
we may choose P = Pi′j such that Pi′jvi = 0 for all i 6= i
′ and Pi′jvi′ = uj, so the
preceding identity implies that
〈Muj , Nvi′〉W = 0, for all 1 ≤ i
′ ≤ dimV and 1 ≤ j ≤ dimU.
Hence, 〈Mu,Nv〉W = 0 for all u ∈ U , v ∈ V , and the assertion follows.
Setting (δτ, a, φ) = 0 in (2.4), (2.5), and (2.6) yields
Re(ρ(δϑ)Φ, ψ)L2(X) = 0, for all δϑ ∈ C
r(Λ1 ⊗ C).
Using the identity z = Re(z) + iRe(−iz) for z ∈ C, we see that
(ρ(δϑ)Φ, ψ)L2(X) = Re(ρ(δϑ)Φ, ψ)L2(X) + iRe(ρ(−iδϑ)Φ, ψ)L2(X),
and so we obtain the full complex L2-orthogonality condition
(ρ(δϑ)Φ, ψ)L2(X) = 0, for all δϑ ∈ C
r(Λ1 ⊗ C).(2.7)
Recall that the ranks of sections of the complex bundle W+ ⊗ E and real bundles
su(W+) ⊗ su(E) and Λ+ ⊗ su(E) are defined by considering them as sections of
HomC(W
+,∗, E), HomR(su(W
+)∗, su(E)), and HomR(Λ
+,∗, su(E)), respectively.
Lemma 2.4. [17] Suppose Φ ∈ C0(X,W+ ⊗ E) and Ψ ∈ C0(X,W− ⊗ E) satisfy
(2.7). Then Φ and Ψ, considered as elements of HomC(W
+,∗, E) and HomC(W
−,∗, E)
respectively, have complex-orthogonal images in E at every point of X and thus
RankCΦ(x) + RankCΨ(x) ≤ 2 at each point x ∈ X.
Proof. Since ϑ is an arbitrary, Cr complex-valued one-form, we obtain the pointwise
identity 〈ρ(ϑx)Φx,Ψx〉x = 0 for all ϑx ∈ (T
∗X)x ⊗ C. Let {φ1, φ2}, {ψ1, ψ2} be
orthonormal frames forW+|x, W
−|x, respectively. The Clifford map is complex linear
and restricts to give a complex-linear isomorphism [48, p. 89],
ρ : (T ∗X)x ⊗R C→ HomC(W+,W−)x.
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(This is proved as Lemma A.4 in Appendix A.3.) The conclusion now follows from
the first assertion in Lemma 2.3.
Since (A,Φ) ∈ C˜∗,♮W,E by hypothesis and Φ is C
r, there is a non-empty open subset
U ⊂ X on which RankCΦ(x) = 2, for all x ∈ U . Equation (2.7) and Lemma 2.4
imply that RankC ψ(x) = 0 for all x ∈ U , that is, ψ ≡ 0 on U . Similarly, by varying
τ we see that (2.4), (2.5), and (2.6) yield
((δτ)τρ−1(Φ⊗ Φ∗)00, v)L2(X) = 0, for all δτ ∈ C
r(gl(Λ+)),(2.8)
by setting (δϑ, a, φ) = 0.
Remark 2.5. Even though Φ solves an elliptic equation, namely (DA+ ρ(ϑ))Φ = 0,
and RankCΦ(x) = 2 for all x in the open set U , it does not necessarily follow that
RankCΦ(x) = 2 at all points x in X ; see [29] and [31, p. 668] for counterexamples in
the case of harmonic maps. If all the perturbation parameters are analytic and (X, g)
is a real-analytic Riemannian manifold then Φ will necessarily be real-analytic by
[50, Theorem 6.6.1], so det Φ (see §4) will be a complex-valued, real-analytic function
and if it vanishes on a non-empty open set, it will vanish identically. However, we
cannot constrain our parameters to be real-analytic before applying the Sard-Smale
theorem (as a space of real-analytic parameters would not have a complete metric),
so we make no use of real-analyticity here.
Lemma 2.6. [17] If v ∈ C0(Λ+ ⊗ su(E)) and Φ ∈ C0(W+ ⊗ E) satisfy (2.8), then
v, τρ−1(Φ ⊗ Φ∗)00 ∈ HomR(Λ
+,∗, su(E)) have orthogonal images in su(E) at every
point in X and so RankR v(x) + RankR(Φ(x)⊗ Φ(x)
∗)00 ≤ 3 at each x ∈ X.
Proof. Since δτ ∈ Cr(gl(Λ+)) is arbitrary, we obtain the pointwise identity
〈(δτx)τρ
−1(Φ⊗ Φ∗)00, v〉x = 0 for all δτx ∈ gl(Λ
+|x),
and any x ∈ X . The conclusion now follows from the second assertion in Lemma
2.3.
Lemma 2.7. [16, Lemma 2.21] If Φ ∈ C0(W+ ⊗ E) and x ∈ X, then the following
hold:
1. RankR(Φ(x)⊗ Φ
∗(x))00 = 1 if and only if RankCΦ(x) = 1,
2. RankR(Φ(x)⊗ Φ
∗(x))00 = 3 if and only if RankCΦ(x) = 2.
Remark 2.8. Note that if Φ is rank two on X , then (Φ⊗ Φ∗)00 is rank three on X
and so (1.1) implies that F+A is rank three on X when (A,Φ) is a PU(2) monopole:
thus, A cannot be a reducible connection on X .
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We can now complete the proof of Theorem 2.1 in either of two ways; the interest
in the second method is explained in the remark at the end of the proof.
First proof of Theorem 2.1. Since RankCΦ(x) = 2, for all x ∈ U , Lemma 2.7 implies
that RankR(Φ(x) ⊗ Φ
∗(x))00 = 3, for all x ∈ U , and so Lemma 2.6 implies that
RankR v(x) = 0, for all x ∈ U , since su(E) is rank three and thus v ≡ 0 on U . Hence,
(v, ψ) ≡ 0 on U and so (v, ψ) ≡ 0 on X by unique continuation for the Laplacian
DSDS∗, as desired.
Alternatively, we observe that it is enough to know that (Φ ⊗ Φ∗)00 has at least
rank two at some point of X :
Second proof of Theorem 2.1. Since RankCΦ(x) = 2, for all x ∈ U , Lemma 2.7 im-
plies that RankR(Φ(x)⊗ Φ
∗(x))00 ≥ 2, for all x ∈ U , and so Lemma 2.6 implies that
RankR v(x) ≤ 1, for all x ∈ U , since su(E) is rank three. On an open subset U
′ ⊂ X
where v 6= 0, we can write v = ̟ ⊗ b, where ̟ ∈ Cr(U ′,Λ+) and b ∈ Cr(U ′, su(E)),
with |b| = 1 on U ′. The argument of [15, Lemma 4.3.25] and [23, Proposition 3.4,
p. 56] now implies that dAb = 0 on U
′. The connection A is thus reducible on the
non-empty open subset U ′ ⊂ X , which we may assume to be connected without loss
of generality. Theorem 4.11 implies that A, and so the pair (A,Φ), is reducible on all
of X — again contradicting our assumption that (A,Φ) is irreducible. Hence, v ≡ 0
on X and so (v, ψ) ≡ 0 on X .
Remark 2.9. In conjunction with the variations of the Dirac operator considered
in §4, a direct approach (avoiding the period map of §4) to the proof of our main
transversality theorem would work were it not for the fact that it seems impossible
(using these variations) to show that v has at most rank one on some non-empty open
subset of X , as used in the second proof above.
3. Variation of the Dirac operator
The second main step in the proof of Theorem 1.3 is to show, for generic parameters,
that if (A,Φ) is a PU(2) monopole then the element Φ of the kernel of the perturbed
Dirac operator defined by A cannot be rank one. In §3.1 we introduce our full
parameter space of perturbations of the Dirac operator and compute the differential
of the resulting family, while in §3.2 we describe the corresponding perturbed PU(2)
monopole equations and the universal moduli space.
3.1. Clifford maps and Dirac-operator variations. In order to describe our vari-
ations, it is helpful to have a construction of the Dirac operator at our disposal which
GENERIC METRICS AND TRANSVERSALITY 17
is as simple as possible. The minimal, axiomatic approach employed by Kronheimer-
Mrowka [40] and Mrowka-Ozsva´th-Yu [51] is extremely useful for this purpose, so this
is the approach we shall follow here.
Recall that a real-linear map ρ+ : T
∗X → HomC(W
+,W−) defines a Clifford-
algebra representation ρ : ClC(T
∗X)→ EndC(W ), with W :=W
+⊕W−, if and only
if [42], [63]
ρ+(α)
†ρ+(α) = g(α, α)idW+, α ∈ C
∞(T ∗X),(3.1)
where g denotes the Riemannian metric on T ∗X . The real-linear map ρ : T ∗X →
EndC(W
+ ⊕W−) is obtained by defining a real-linear map
ρ− : T
∗X → HomC(W
−,W+), α 7→ ρ−(α) := −ρ+(α)
†,
and setting
ρ(α) :=
(
0 ρ−(α)
ρ+(α) 0
)
.(3.2)
The Clifford algebra representation ρ : ClC(T
∗X) → EndC(W
+ ⊕W−) is uniquely
determined by the map ρ+ : T
∗X → HomC(W
+,W−) and satisfies
ρ(α)† = −ρ(α) and ρ(α)†ρ(α) = g(α, α)idW , α ∈ C
∞(T ∗X).(3.3)
We may vary ρ+ by automorphisms of T
∗X . If f ∈ C∞(GL(T ∗X)), then
ρ+(f(α))
†ρ+(f(α)) = g(f(α), f(α))idW+
= (f ∗g)(α, α)idW+,
and we obtain a Clifford map ρf,+ := ρ+ ◦ f : T
∗X → HomC(W
+,W−) which is
compatible with the Riemannian metric f ∗g on T ∗X . Thus, for f ∈ C∞(O(T ∗X)),
the Clifford map ρf,+ is compatible with the given Riemannian metric g.
Recall from [48, p. 89] (or Lemma A.4), that the complexification of ρ+ yields an
isomorphism
ρ+ : (T
∗X)⊗R C→ HomC(W+,W−).(3.4)
The space Cr(GL(T ∗X)) is a Banach Lie group with Lie algebra Cr(gl(T ∗X)) [23],
[55]. Then, for all e ∈ Ω1(X,R) and Φ ∈ Ω0(W+), we have
((Dρf,+)(δf))(e)Φ = ρ+((δf)e)Φ,(3.5)
where δf ∈ Cr(gl(T ∗X)).
For the Riemannian metric g on T ∗X , let ∇g be an SO(4) connection on T ∗X . A
unitary connection∇ onW is called spinorial with respect to ∇g if it induces the SO(4)
connection ∇g on T ∗X , or, equivalently, if the covariant derivative ∇ on C∞(W ) is a
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derivation with respect to Clifford multiplication, ρ : C∞(Λ•(T ∗X)⊗W )→ C∞(W ),
so [42], [63]
∇η(ρ(β)Φ) = ρ(∇
g
ηβ)Φ + ρ(β)∇ηΦ,(3.6)
for all η ∈ C∞(TX), β ∈ Ω•(X,R), and Φ ∈ C∞(W ). (Our convention differs from
that of [51, Definition 4.0.23].) The unitary connection ∇ on W uniquely determines
a unitary connection on detW+ ≃ detW− in the standard way [33]. Any two unitary
connections on W , which are both spinorial with respect to ∇g, differ by an element
of Ω1(X, iR). Conversely, a unitary connection ∇ on a Hermitian two-plane bundle
W = W+ ⊕W− over an oriented four-manifold X is uniquely determined by
• A Clifford map ρ+ : T
∗X → HomC(W
+,W−) satisfying (3.1) for the Riemannian
metric g on T ∗X ,
• An SO(4) connection ∇g on T ∗X for the metric g, which need not be torsion
free, and,
• A U(1) connection B on detW+.
The resulting connection ∇ on W is then spinorial with respect to ∇g.
Digressing slightly, we recall that the local connection matrix one-form of ∇ may
be expressed in terms of those of the connections on T ∗X and detW+. To see this,
let {ei} be an oriented, g-orthonormal local frame for T ∗X with dual frame {ei} for
TX and let jωkl, j = 1, 2, be the corresponding so(4) connection matrices for the
SO(4) connections j∇g over an open subset U ⊂ X . Let B ∈ Ω1(U, iR) also denote
the local connection one-form for the U(1) connection on detW+, with respect to a
trivialization for detW+ induced from that of W+ over U . From [28, p. 4] (see also
[42, Theorem II.4.14]), the local connection matrix one-forms for the spinc connections
j∇ on W defined by (ρ, j∇g, B) are given by
jωSpin
c(4) = jωSpin(4) + 1
2
B idW+
= 1
4
∑
k,l
jωkl ⊗ ρ(e
k ∧ el) + 1
2
B idW+.
Although the formula of [28] refers only to spin connections, locally we may write
W |U = S ⊗C N , where S is a spin bundle for the local spin structure and N is a
Hermitian line bundle such that N⊗2 = detW+|U . We may then write the spin
c
connections on W |U as tensor products of spin connections on S with connection
matrix one-forms jωSpin(4) and a U(1) connection on N with connection one-form 1
2
B,
as above.
Given a unitary connection A on an auxiliary Hermitian two-plane bundle E, we
let ∇A denote the induced unitary connection on W ⊗ E. The corresponding Dirac
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operator [26, §3.4],
DA := ρ+ ◦ ∇A,(3.7)
is defined by the composition of the covariant derivative, ∇A : C
∞(W+ ⊗ E) →
C∞(T ∗X ⊗ W+ ⊗ E), and Clifford multiplication, ρ+ : C
∞(T ∗X ⊗ W+ ⊗ E) →
C∞(W− ⊗ E). If {vi} is a (not necessarily g-orthonormal) local frame for T ∗X with
dual frame {vi} for TX , defined by v
i(vj) = δij, then ∇A =
∑4
i=1 v
i ⊗ ∇A,vi and so
DA has the familiar shape
DA =
4∑
i=1
ρ+(v
i)∇A,vi.
It is very convenient to keep the unitary connection ∇ on W fixed throughout, so
while (∇, ρ) necessarily induces an SO(4) connection ∇g on T ∗X , we shall not require
that ∇g be torsion free, that is, we shall not assume ∇g is the Levi-Civita connection
LC∇g for the metric g. However, the relation between the Dirac operators defined
by (ρ, B,A) and two different SO(4) connections for the metric g on T ∗X is easily
determined:
Lemma 3.1. Let X be an oriented four-manifold with Riemannian metric g on T ∗X,
compatible Clifford map ρ+ : T
∗X → HomC(W
+,W−), unitary connection B on
detW+, and unitary connection A on a Hermitian two-plane bundle E over X. If
j∇g, j = 1, 2 are two SO(4) connections on T ∗X for the metric g, and j∇ are the
unitary connections on W induced by (ρ, j∇g, B), and jDA are the Dirac operators
defined by (ρ, j∇, A), then
2DA −
1DA = ρ+(σ)⊗ idE ,
where
σ := 2∇− 1∇ ∈ Ω1(X, su(W+))
and ρ+(σ) ∈ HomC(W
+,W−) is defined by the contraction
ρ+ : C
∞(T ∗X ⊗ EndC(W
+))→ C∞(HomC(W
+,W−)).
Proof. Since 2∇ and 1∇ are unitary connections on W+, then σ = 2∇ − 1∇ ∈
Ω1(X, u(W+)), and as they both induce the connection B on detW+, then trσ = 0,
so σ ∈ Ω1(X, su(W+)). If {vi} is any local frame for T ∗X with dual frame {vi} for
TX , defined by vi(vj) = δij, then the difference between the Dirac operators is given
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by
2DA −
1DA =
4∑
i=1
ρ+(v
i)(2∇A,vi −
1∇A,vi)
=
4∑
i=1
ρ+(v
i)σ(vi)⊗ idE = ρ+(σ)⊗ idE ,
with ρ+(σ) ∈ HomC(W
+W−), as desired. Alternatively, the conclusion can be in-
ferred from the expression for the local connection matrix one-forms for the connec-
tions j∇ given in the paragraphs preceding the statement of the lemma.
Lemma 3.1 allows us to write the Dirac operator in (1.1), defined by a Riemannian
but not necessarily torsion-free connection ∇g as the Dirac operator for LC∇g plus
an element ρ+(θ) of HomC(W
+,W−) = ρ+(T
∗X ⊗ C). Since we already include
a perturbation term ρ+(ϑ) in our definition of the PU(2) monopole equations, we
may therefore assume at the conclusion of our transversality argument that the Dirac
operator corresponds to the Levi-Civita connection for the Riemannian metric on
T ∗X by absorbing the correction term ρ+(θ) into ρ+(ϑ). For the remainder of the
article, however, the unitary connection on W will be held fixed and so it induces a
Riemannian but not always torsion-free connection on T ∗X via (3.6) as the metric
on T ∗X is allowed to vary.
From (3.7) we obtain a family of Dirac operators parametrized by Cr(GL(T ∗X)).
Specifically, let DA,f be the Dirac operator defined by the following data:
• Clifford map ρ+ ◦ f compatible with the metric f
∗g on T ∗X , where ρ+ is a
Clifford map compatible with the metric g, and f ∈ C∞(GL(T ∗X)),
• Unitary connection ∇ on W ,
• Unitary connection A on a Hermitian two-plane bundle E.
If {vi} is an oriented local frame for T ∗X with dual frame {vi} for TX defined by
vj(vi) = δij, then
DA,f =
4∑
i=1
ρ+(f(v
i))∇A,vi
is the corresponding family of Dirac operators.
The variation of the Dirac operator DA,f induced from (3.5) is given by
(DDA)f(δf)Φ =
4∑
i=1
ρ+((δf)v
i)∇A,viΦ,(3.8)
where Φ ∈ Ω0(W+ ⊗ E). For a given Hermitian metric and unitary connection on
W+ ⊕W−, an orientation of X , and a Riemannian metric g on T ∗X , we then take
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our family of perturbed Dirac operators
DA,f,ϑ : Ω
0(W+ ⊗ E)→ Ω0(W− ⊗ E)
to be
DA,f,ϑ :=
4∑
i=1
ρ+(f(v
i))∇A,vi + ρ+(f(ϑ)),(3.9)
for any unitary connection A on E. The unitary connection ∇ onW+⊕W− and Clif-
ford map ρf,+ : T
∗X → HomC(W
+,W−) induces, via (3.6), an SO(4) (but necessarily
torsion-free) connection on T ∗X for the metric f ∗g.
Lemma 3.2. Continue the notation of this section. Then
(DD)A,f,ϑ(δA, δf, δϑ)Φ =
4∑
i=1
ρ+((δf)v
i)∇A,viΦ+ ρ+(f(δA))Φ + ρ+(f(δϑ))Φ.
We note that a direct variation of the Dirac operator with respect to the Riemann-
ian metric g has been computed by Bourguignon and Gauduchon [7], using a rather
different and more elaborate approach than the one considered here. Their computa-
tion, with some enhancements, was recently used by Maier to prove certain generic
metrics results for Dirac operators on low-dimensional spin or spinc manifolds [45]. It
is not known at present whether there exists a purely ‘generic metrics’ transversality
result for the Seiberg-Witten equations (analogous to the celebrated generic metrics
theorem of Freed and Uhlenbeck [15], [23] for the anti-self-dual equation), although
there have been some attempts in this direction [9].
Recall that the space Met(X) of all C∞ Riemannian metrics on X is a con-
tractible, open cone inside the space S2(T ∗X) of symmetric, rank-two, contravari-
ant tensor fields on X and so, at any metric g ∈ Met(X), it has tangent space
TgMet(X) = S
2(T ∗X). The technique employed by Bourguignon and Gauduchon
constructs spinor bundles which depend implicitly on the Riemannian metric (as is
standard [42]). Thus, in order to compute the differential of their family of Dirac
operators parametrized by the space of metrics, the family must be pulled back to
an equivalent family of operators acting on a fixed Hilbert space of sections of a
fixed spinc bundle. This is the technique employed by Bourguignon-Gauduchon and
Maier; a similar one was used by the authors in our proof of Theorem 5.11 in [16]. It
is important to note that the resulting family of operators in [7] is not necessarily a
family of Dirac operators. In any event, their key result, namely [7, Theorem 21] (see
also [45, Proposition 2.4]), could be used in place of the simpler variational formulas
(3.8) which we shall employ in the sequel. The principal difference for our application
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would be that variations of g alone do not span gl(TX), so we would need to consider
auxiliary variations of the Clifford map ρ+ by elements f ∈ C
∞(SOg(T
∗X)).
3.2. The parametrized moduli space of PU(2) monopoles. Although the cur-
vature equation in (1.1) will only play an auxiliary role in the proof of Theorem 4.1
(for example, through the local-to-global unique continuation result, Theorem 4.11,
for reducible PU(2) monopoles), we will need a parametrized moduli space as a do-
main of definition for our infinite-dimensional period map. In this section we define
PU(2) monopole equations containing the full set of perturbations (f, τ, ϑ) and define
the corresponding parametrized moduli space.
We fix a C∞ Riemannian metric g on T ∗X and set
P := Cr(GL(T ∗X))⊕ Cr(Λ1 ⊗ C).(3.10)
As we remarked in §2.1, we could of course include the space Cr(GL(Λ+)) of param-
eters τ in our definition of P in (3.10); we simply omit them for convenience here, as
they play no role in §3 or §4, just as we omitted the parameters f from the definition
of P in §2.
For f ∈ Cr(GL(T ∗X)), we let ρf : T
∗X → EndC(W
+ ⊕W−) be the Clifford map
defined by ρf,+ and (3.2). The map ρf is compatible with the Riemannian metric
f ∗g on T ∗X in the sense of (3.3) and thus extends, in the usual way, to give an
isomorphism of real three-plane bundles,
ρf : Λ
+,f∗g → su(W+).(3.11)
Let {ei} be an oriented, g-orthonormal local frame for T ∗X and observe that {f(ei)} is
an oriented, f ∗g-orthonormal local frame for T ∗X , so we have induced isomorphisms
f−1 : Λ± → Λ±,f
∗g, ω 7→ f−1(ω),
taking e1∧e2+e3∧e4 7→ f(e1)∧f(e2)+f(e3)∧f(e4), and similarly for the remaining
two elements of the standard local frame for Λ+ := Λ+,g and the three elements of
the local frame for Λ− := Λ−,g. Note that if P+(g) :=
1
2
(1+∗g) : Λ
2 = Λ+⊕Λ− → Λ+
is the projection onto g-self-dual two-forms, then
P+(f
∗g) = f−1 ◦ P+(g) ◦ f : Λ
2 → Λ+,f
∗g
is the projection onto f ∗g-self-dual two-forms. (We find it convenient to use auto-
morphisms f of T ∗X to vary the metric g on T ∗X , while Freed-Uhlenbeck [23, pp.
51–52] vary the metric on TX by automorphisms of TX .)
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Suppose ω :=
∑
i<j ωije
i ∧ ej ∈ Ω2(X,R). For any Φ ∈ C∞(W+), we see that
ρf (ω)Φ =
∑
i<j
ωijρf (e
i)ρf (e
j)Φ =
∑
i<j
ωijρ(f(e
i))ρ(f(ej))Φ
=
∑
i<j
ωijρ(f(e
i) ∧ f(ej))Φ = ρ
(∑
i<j
ωijf(e
i ∧ ej)
)
Φ
= ρ(f(ω))Φ = (ρ ◦ f)(ω)Φ.
Conversely, since (Φ⊗Φ∗)00 ∈ Ω
0(su(W+)), τ ∈ Ω0(GL(Λ+)), and τf := f
−1 ◦ τ ◦ f ∈
Ω0(GL(Λ+,f
∗g)), we have
τfρ
−1
f (Φ⊗ Φ
∗)00 = f
−1τρ−1(Φ⊗ Φ∗)00 ∈ Ω
0(Λ+,f
∗g).
For the metric f ∗g on T ∗X , compatible Clifford map ρf : Λ
+,f∗g → su(W+), and
compatible automorphism τf of Λ
+,f∗g, the curvature equation in (1.1) is given by
P+(f
∗g)FA − τfρ
−1
f (Φ⊗ Φ
∗)00 = 0 ∈ Ω
+,f∗g(su(E)),
that is,
(f−1 ◦ P+(g) ◦ f)(FA)− f
−1ρ−1τ(Φ⊗ Φ∗)00 = 0,
or equivalently,
P+(g)f(FA)− ρ
−1τ(Φ⊗ Φ∗)00 = 0 ∈ Ω
+(su(E)).
We now define our ◦GE-equivariant map
S : P× C˜W,E → L
2
k−1(Λ
+ ⊗ (su(E))⊕ L2k−1(W
− ⊗ E))
by setting
S(f, ϑ, A,Φ) :=
(
P+(g)f(FA)− τρ
−1(Φ⊗ Φ∗)00
DA,fΦ+ ρ(f(ϑ))Φ
)
.(3.12)
The group ◦GE acts trivially on the space of perturbations P and so S
−1(0)/◦GE
is a subset of P × CW,E. We now let MW,E denote the parametrized (or universal)
moduli space S−1(0)/◦GE for the augmented space P of perturbation parameters and
let M∗,0W,E := MW,E ∩ (P× C
∗,0
W,E).
4. Period maps for Dirac operators
In §2 we proved that the moduli space of PU(2) monopoles is cut out transversely
away from the loci of pairs (A,Φ) with either A reducible or Φ rank less than or equal
to one. In this section we prove the following analogue of Proposition 4.3.14 and
Corollary 4.3.15 in [15] for the locus of pairs (A,Φ) with A irreducible and Φ rank
one but not identically zero:
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Theorem 4.1. Let X be a closed, oriented, smooth four-manifold with spinc structure
(ρ,W+,W−) and Hermitian two-plane bundle E. Then there is a first-category subset
P∞fc ⊂ P
∞ such that for all (f, τ, ϑ) in P∞−P∞fc the following holds: The moduli space
M∗,0W,E(f, τ, ϑ) contains no PU(2) monopoles (A,Φ) with both A irreducible and Φ rank
one.
The argument we describe here only works for PU(2) monopoles (A,Φ) with A ir-
reducible. Thus, even for generic parameters (f, τ, ϑ), the moduli space MW,E(f, τ, ϑ)
will in general contain points [A,Φ] with A reducible and Φ rank one and these will
not necessarily be smooth points of MW,E(f, τ, ϑ). However, it is reassuring to note
that the loci of reducible PU(2) monopoles — corresponding to moduli spaces of
Seiberg-Witten monopoles — cannot be perturbed away by the argument we present
here: the fact that the PU(2) monopole connections A are irreducible is used in an
essential way in the proof of the key Proposition 4.10.
Given Theorem 4.1, we can quickly dispose of the proof of Theorem 1.3.
Proof of Theorem 1.3, given Theorem 4.1. As we remarked at the beginning of §2.1
and §3.2, we may assume without loss of generality that the same Fre´chet space of
C∞ perturbation parameters,
P∞ := Ω0(GL(T ∗X))× Ω0(GL(Λ+))× Ω0(Λ1 ⊗ C),
has been used for the proofs of both Theorem 2.2 and Theorem 4.1. By Theorem
2.2, there is a first-category subset P′fc ⊂ P such that for all p = (f, τ, ϑ) ∈ P − P
′
fc,
the moduli space M∗,♮W,E(p) of irreducible, rank-two PU(2) monopoles is a smooth
manifold of the expected dimension. On the other hand, by Theorem 4.1, there
is a first-category subset P′′fc ⊂ P such that for all p = (f, τ, ϑ) ∈ P − P
′′
fc, the
moduli space M∗,0W,E(p) contains no irreducible, rank-one PU(2) monopoles, that is,
M∗,♮W,E(p) = M
∗,0
W,E(p). Hence, for all p ∈ P − Pfc, where Pfc := P
′
fc ∪ P
′′
fc, the moduli
space M∗,0W,E(p) is a smooth manifold of the expected dimension.
The remainder of §4 is taken up with the proof of Theorem 4.1.
4.1. Infinite-dimensional Grassmann manifolds. The period map described in
[15, §4.3.3 & 4.3.5] takes values in the Grassmann manifold G(H2(X ;R)) of b−(X)-
dimensional subspaces of H2(X ;R). We shall need to consider an infinite-dimensional
version of this construction, so it is convenient at this point to recall some properties
of infinite-dimensional Grassmann manifolds [1, §3.1.8], [34, §1.1].
If E is a complex Banach space then the Grassmann manifold G(E) is the set of
splitting linear subspaces of E and is a complex-analytic manifold with tangent spaces
TKG(E) = HomC(K,E/K).
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Recall that a closed, linear subspace K ⊂ E splits if K has a closed complement
K ′ ⊂ E such that E ≃ K ×K ′ and that any finite-dimensional subspace splits. For
each integer κ ≥ 1, let
Gκ(E) := {K ⊂ E : K is a κ-dimensional subspace of E},
and set P(E) = G1(E). The spaces Gκ(E) are connected submanifolds of G(E).
The Grassmann manifolds P(E) and Gκ(E) define a locus of incident planes (or
flag manifold) Fκ(E) ⊂ P(E)×Gκ(E) by analogy with the usual construction in the
finite-dimensional case [27]:
Fκ(E) := {(ℓ,K) ∈ P(E)×Gκ(E) : ℓ ⊂ K}.
The locus Fκ(E) is a smooth manifold with tangent spaces
T(ℓ,K)Fκ(E)(4.1)
= {(η, ϕ) ∈ HomC(ℓ,E/ℓ)⊕ HomC(K,E/K) : ϕ|ℓ = η (mod K)}.
Given a smooth submanifold X ⊂ P(E), we define a locus Iκ(X) ⊂ Gκ(E) of incident
κ-planes by setting
Iκ(X) := π2(π−11 (X)) ⊂ Gκ(E),
where π1, π2 are the projections from the flag manifold onto the first and second
factors:
Fκ(E)
π1 ւ ց π2
P(E) Gκ(E)
We then have the following straightforward observations:
Claim 4.2. The map
π1 : Fκ(E)→ P(E), (ℓ,K) 7→ ℓ,(4.2)
is a submersion.
Proof. From the description of T(ℓ,K)Fκ(E) in (4.1) and of TℓP(E) as HomC(ℓ,E/ℓ),
we see that for any (ℓ,K) ∈ Fκ(E), the differential (which is again projection onto
the first factor),
(Dπ1)(ℓ,K) : T(ℓ,K)Fκ(E)→ TℓP(E), (η, ϕ) 7→ η,
is surjective. Indeed, if η ∈ HomC(ℓ,E/ℓ), then we can choose ϕ ∈ HomC(K,E/K)
such that ϕ(ℓ) = η and ϕ is defined arbitrarily on K/ℓ, so (Dπ1)(ℓ,K)(η, ϕ) = η.
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Hence, the locus I˜κ(X) := π−11 (X) ⊂ Fκ(E) is a smooth submanifold with tangent
spaces
T(ℓ,K)I˜κ(X) = {(η, ϕ) ∈ TℓX⊕HomC(K,E/K) : ϕ|ℓ = η (mod K)},
where we view TℓX as a subspace of HomC(ℓ,E/ℓ), and codimension
codim(I˜κ(X);Fκ(E)) = codim(X;P(E)).
In the same vein, we have:
Claim 4.3. The map
π2 : Fκ(E)→ Gκ(E), (ℓ,K) 7→ K,(4.3)
is a submersion.
Proof. We see that the differential (which is again projection onto the second factor)
(Dπ2)(ℓ,K) : T(ℓ,K)Fκ(E)→ TKGκ(E) (η, ϕ) 7→ ϕ,
is surjective from the description of T(ℓ,K)Fκ(E) in (4.1) and of TKGκ(E) as HomC(K,E/K).
Indeed, if ϕ ∈ HomC(K,E/K), then we can choose η ∈ HomC(ℓ,E/ℓ) by setting
η = ϕ|ℓ, so (Dπ2)(ℓ,K)(η, ϕ) = ϕ.
Over each point K ∈ Gκ(E), the projection (4.3) has fibers
π−12 (K) = {ℓ ∈ P(E) : ℓ ⊂ K} = P(K),
given by finite-dimensional, complex projective spaces P(K) ≃ Pκ−1.
The image Iκ(X) ⊂ Gκ(E) of I˜κ(X) ⊂ Fκ(E) under the projection map π2 : P(E)×
Gκ(E)→ Gκ(E) is not necessarily a smooth submanifold. For this reason, we restrict
our attention henceforth to the smooth submanifold I˜κ(X) ⊂ Fκ(E).
Remark 4.4. If the Banach space E were finite-dimensional, so E = Cn+1, P(E) =
Pn, and Gκ(E) = G(κ, n+1), and X ⊂ Pn were a complex projective variety, then the
incidence locus Iκ(X) ⊂ G(κ, n + 1) would be a complex projective subvariety with
smooth locus Iκ(X)sm of codimension [27, Example 16.6]
codim(Iκ(X)sm;G(κ, n+ 1)) = codim(Xsm;Pn)− (κ− 1),
where Iκ(X) has a standard stratification by virtue of its status as a complex projective
variety. When E is an infinite-dimensional Banach space, as in our application, it
would suffice for our purposes to show that the image Iκ(X) of I˜κ(X) = π−11 (X) under
the projection to Gκ(E), is contained in a countable union of smooth submanifolds
of Gκ(E) with infinite codimension.
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4.2. Spaces of Fredholm operators. For a non-negative integer n, let Fredn(E
+,E−)
denote the open subset of the Banach space of bounded operators, HomC(E
+,E−),
consisting of bounded, index-n Fredholm operators, where E+ := L2k(W
+ ⊗ E) and
E− := L2k−1(W
−⊗E) [34]. While the direct analogue of the period map of [11], [15],
[23] would use the infinite-dimensional Grassmann manifold G(E+) as a target space,
this is somewhat less suitable for our purposes since the dimension of KerDA,f,ϑ might
jump due to spectral flow as the point [A,Φ, f, ϑ] varies in C∗,0W,E×P; consequently, the
assignment (A,Φ, f, ϑ) 7→ KerDA,f,ϑ might not define a smooth map from C˜
∗,0
W,E × P
to G(E+). However, the assignment (A,Φ, f, ϑ) 7→ KerDA,f,ϑ does give a smooth
map from C˜∗,0W,E × P to Fredn(E
+,E−). Indeed, a map of this form is used by Maier
[45] (with domain Met(X), the space of all Cr Riemannian metrics on T ∗X).
Passing temporarily to a more general setting, let E+, E− be complex Hilbert
spaces. The subsets
Fredκ,n(E
+,E−) := {B ∈ Fredn(E
+,E−) : dimCKerB = κ}
are locally-closed submanifolds of HomC(E
+,E−). The normal bundleN Fredκ,n(E
+,E−)
of the submanifold Fredκ,n(E
+,E−) relative to Fredn(E
+,E−), and so HomC(E
+,E−),
has fiber
NB Fredκ,n(E
+,E−) = HomC(KerB,CokerB)
over a point B ∈ Fredκ,n(E
+,E−). The submanifold Fredκ,n(E
+,E−) thus has com-
plex codimension κ(κ− n) in Fredn(E
+,E−) and we have a smooth stratification
Fredn(E
+,E−) =
⋃
κ≥n
Fredκ,n(E
+,E−),
with top stratum Fredn,n(E
+,E−).
Associated with each Fredκ,n(E
+,E−), we have a ‘flag manifold’
Flagκ,n(E
+,E−) : = {(ℓ, B) ∈ P(E+)× Fredκ,n(E+,E−) : ℓ ∈ KerB}
⊂ P(E+)× Fredκ,n(E+,E−).
The corresponding projection
π : Flagκ,n(E
+,E−)→ Fredκ,n(E
+,E−), (ℓ, B) 7→ B,(4.4)
has fiber over a point B ∈ Fredκ,n(E
+,E−),
π−1(B) = {ℓ ∈ P(E+) : ℓ ⊂ KerB} = P(KerB),
given by a finite-dimensional, complex projective space P(KerB) ≃ Pκ−1.
Furthermore, we have smooth maps
π : Fredκ,n(E
+,E−)→ Gκ(E+), B 7→ KerB,(4.5)
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which are easily seen to be submersions:
Lemma 4.5. The canonical map π : Fredκ,n(E
+,E−)→ Gκ(E+) is a submersion.
Proof. We first compute the differential (Dπ)B of π at a point B ∈ Fredκ,n(E
+,E−).
Let Bt be a smooth path in Fredκ,n(E
+,E−) through B0 := B. We then have a
smooth path of operators B†tBt ∈ EndC(E
+) giving isomorphisms B†tBt : (KerBt)
⊥ →
(KerBt)
⊥, where RanB†t = (KerBt)
⊥ since Bt is Fredholm and thus has closed range.
Let
Gt := (B
†
tBt)
−1B†t ∈ HomC(E
−,E+)
be the corresponding smooth path of Green’s operators and let
Πt := idE+ −GtBt ∈ EndC(E
+)
be the resulting smooth path of projections from E+ onto KerBt. Differentiating this
path yields
dΠt
dt
= −
dGt
dt
Bt −Gt
dBt
dt
= Gt
dBt
dt
GtBt −Gt
dBt
dt
.
So, if δB := (dBt/dt)|t=0 and G := G0 and Π := Π0, we have
(Dπ)B =
dΠt
dt
∣∣∣∣
t=0
= G(δB)(GB − idE+)
= −G(δB)Π ∈ HomC(KerB, (KerB)
⊥),
with δB ∈ TB Fredκ,n(E
+,E−). Any operator A ∈ HomC(E
+,E−) may be decom-
posed as a block-matrix
A =
(
A11 A12
A21 A22
)
: (KerB)⊥ ⊕KerB → RanB ⊕ (RanB)⊥,
with A22 ∈ HomC(KerB, (RanB)
⊥), the normal space to TB Fredκ,n(E
+,E−) in
HomC(E
+,E−). Then,
A12 ∈ HomC(KerB,RanB) ⊂ TB Fredκ,n(E
+,E−),
where A12 is regarded as an operator in HomC(E
+,E−) by extending by zero, so
A12 := 0 on (KerB)
⊥. Indeed, A12 is a compact operator (since dimKerB <
∞, so A12 is finite rank) and thus ind(B + A12) = indB. Moreover, Ran(B +
A12) = RanB, so Coker(B + A12) = CokerB and thus dimCoker(B + A12) =
dimCokerB implies dimKer(B + A12) = dimKerB = κ. Hence, Bt := B +
tA12 ∈ Fredκ,n(E
+,E−) for all t ∈ R and, in particular, (dBt/dt)|t=0 = A12 ∈
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TB Fredκ,n(E
+,E−). Since G : RanB → (KerB)⊥ is an isomorphism and we may
choose any δB ∈ HomC(KerB,RanB), we see that
Ran(Dπ)B = {G(δB)Π : δB ∈ TB Fredκ,n(E
+,E−)}
= HomC(KerB, (KerB)
⊥) = TKerBG(E+),
and so (Dπ)B is surjective, as desired.
Consequently, we have:
Lemma 4.6. The space Flagκ,n(E
+,E−) is a smooth submanifold of P(E+)×Fredκ,n(E+,E−)
and the canonical map π : Flagκ,n(E
+,E−)→ Fκ(E+) is a submersion.
Proof. Lemma 4.5 implies that the projection,
π : P(E+)× Fredκ,n(E+,E−)→ P(E+)×Gκ(E+), (ℓ, B) 7→ (ℓ,KerB),
is a submersion. So, as Fκ(E+) is a smooth submanifold of P(E+)×Gκ(E+), we see
that the preimage
Flagκ,n(E
+,E−) = π−1(Fκ(E+))
is a smooth submanifold of P(E+) × Fredκ,n(E+,E−) and that the restriction of the
projection map is a submersion.
4.3. The locus of rank-one sections. With the general setting of §4.1 and §4.2
at hand, we can now describe the locus of rank-one sections in L2k−1(W
+ ⊗ E) and
the Dirac-operator period map which is to be transverse, in a suitable sense, to this
locus.
Assume k ≥ 4, so that E+ = L2k−1(W
+ ⊗ E) is contained in C0(W+ ⊗ E). Since
C0(W+ ⊗ E) = C0(HomC(W
+,∗, E)), we have a determinant map
det : C0(W+ ⊗E)→ C0(detE ⊗ detW+), Φ 7→ det Φ,(4.6)
recalling that detW+ = Λ2(W+) and detE = Λ2(E). If {ξ1, ξ2} is a local unitary
frame for E and {φ1, φ2} is a local unitary frame for W
+, with dual coframe {φ∗1, φ
∗
2}
for W+,∗ defined by the Hermitian metric via φ∗j := 〈·, φj〉, then the section det Φ of
detE ⊗ detW+ ≃ HomC((detW
+)∗, detE) is defined in the usual way with respect
to these frames by
Φ(φ∗1) ∧ Φ(φ
∗
2) = (det Φ)φ
∗
1 ∧ φ
∗
2 ∈ C ξ1 ∧ ξ2.
A section Φ ∈ C0(W+⊗E) then has rank one if det Φ ≡ 0 and Φ 6≡ 0 on X . Locally,
any rank-one section Φ ∈ C0(W+⊗E) may be written as Φ = φ⊗ξ, for local sections
φ ∈ C0(W+) and ξ ∈ C0(E), though it is generally not possible to write a rank-one
section globally in this form.
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We can now conveniently define the ‘rank-one locus’ X ⊂ P(E+) by
X := {[Φ] ∈ P(E+) : det Φ = 0},(4.7)
where [Φ] denotes the line C · Φ ⊂ E+. Unless we impose further conditions on the
Riemannian four-manifold X and the bundles W+ and E — such as requiring them
to be real analytic — the locus of rank-one sections will not be a smooth subvariety
of P(E+). However, as we shall see in the sequel, it suffices to work with the locus
Xsm ⊂ X of smooth points of X. The following lemma provides a simple criterion for
point [Φ] ∈ X to be smooth.
Lemma 4.7. Suppose [Φ] ∈ P(E+) is point in the zero locus X = det−1(0) such
that {Φ 6= 0} is a dense open subset of X. Then the map det : C0(E ⊗ W+) →
C0(detE ⊗ detW+) vanishes transversely at Φ and [Φ] is a smooth point of X. The
tangent space T[Φ]X has both infinite dimension and infinite codimension in T[Φ]P(E+),
so
codim(Xsm;P(E+)) =∞.
Proof. Choose a local unitary frame {ξ1, ξ2} for E and a local unitary frame {φ1, φ2}
for W+, with dual coframe {φ∗1, φ
∗
2} for W
+,∗ defined by the Hermitian metric on W+
via φ∗j := 〈·, φj〉. With respect to these local frames over an open subset U ⊂ X , the
section Φ and determinant map are represented by
det : C∞(U, gl(2,C))→ C∞(U,C),
Φ =
(
ϕ11 ϕ12
ϕ21 ϕ22
)
7→ det Φ = ϕ11ϕ22 − ϕ12ϕ21,
with differential
(D det)Φ(δΦ) = (δϕ11)ϕ22 + ϕ11(δϕ22)− (δϕ12)ϕ21 − ϕ12(δϕ21),
where
δΦ :=
(
δϕ11 δϕ12
δϕ21 δϕ22
)
∈ C∞(U, gl(2,C)).
Since {Φ 6= 0} is a dense open subset of X , the union of the complements of each
of the zero-sets of the functions ϕij is a dense open subset of U . Now suppose that
η ∈ C0(detE ⊗ detW+) lies in Coker(D det)Φ, so ((D det)Φ(δΦ), η)L2(X) = 0 for all
δΦ ∈ C0(W+ ⊗ E). Since {Φ 6= 0} is a dense open subset of U , we have η ≡ 0 on U
and, as U was an arbitrary open subset of X , we have η ≡ 0 on X .
Aronszajn’s theorem then yields the following useful consequence of the preceding
lemma.
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Corollary 4.8. If [A,Φ, f, ϑ] is a point in M∗,0W,E such that det Φ = 0, then [Φ] is a
smooth point of the zero locus X = det−1(0) ⊂ P(E+), that is,
π(M˜∗,0W,E) ⊂ Xsm,
where π : M˜∗,0W,E → P(E
+) is the projection.
Proof. The hypotheses imply that Φ ∈ KerDA,f,ϑ. Thus, Aronszajn’s theorem [5]
implies that {Φ 6= 0} is a dense open subset of X , so [Φ] is a smooth point of X by
Lemma 4.7.
For each integer κ ≥ n, the variety X ⊂ P(E+) defines ‘rank-one loci of incident
planes’,
I˜κ(X) := π−11 (X) ⊂ Fκ(E
+) and Iκ(X) := π2(π−11 (X)) ⊂ Gκ(E
+).
Corollary 4.8 implies that we shall only need to consider the incident loci I˜κ(Xsm) and
Iκ(Xsm) of the smooth part of X. In this case, I˜κ(Xsm) is a smooth submanifold of
Fκ(E+) with codimension
codim(I˜κ(Xsm);Fκ(E+)) = codim(Xsm;P(E+)) =∞,(4.8)
although Iκ(Xsm) is not necessarily a smooth submanifold of Gκ(E+).
As we saw in §4.2, the Grassmann manifolds Gκ(E+) or G(E+) do not provide
suitable target manifolds for our Dirac-operator period map, so we instead consider
the preimages of the rank-one loci in Fredκ,n(E
+,E−) using the projection (4.5) and
then, in turn, in Flagκ,n(E
+,E−). Define
Jκ(X) := π−1(Iκ(X)) ⊂ Fredκ,n(E+,E−) ⊂ Fredn(E+,E−),(4.9)
where π : Fredκ,n(E
+,E−) → Gκ(E+) is the canonical map. The space Jκ(X) need
not be a smooth manifold, so we also define
J˜κ(X) := π−1(I˜κ(X)) ⊂ Flagκ,n(E
+,E−),(4.10)
which is a smooth submanifold since the canonical map π : Flagκ,n(E
+,E−) →
Fκ(E+) is a submersion according to Lemma 4.6. This last observation also implies
codim(J˜κ(Xsm); Flagκ,n(E
+,E−)) = codim(I˜κ(Xsm);Fκ(E+)) =∞,(4.11)
courtesy of (4.8).
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4.4. The Dirac-operator period map and its differential. Recall that the prin-
cipal goal of §4 is to show that for generic parameters (f, ϑ) and any point [A,Φ] in
M∗,0W,E(f, τ, ϑ), the section Φ in KerDA,f,ϑ is not rank one. Hence, it is natural to
define a ‘period map’, using the Dirac operator, to detect the rank-one loci that we
wish to avoid, namely Jκ(X) in Fredκ,n(E+,E−) or J˜κ(X) in Flagκ,n(E
+,E−).
We therefore define a smooth, ◦GE-equivariant map
P : C˜W,E × P→ Fredn(E
+,E−), (A,Φ, f, ϑ) 7→ DA,f,ϑ,(4.12)
by analogy with [11, §VI], [15, Eq. (4.3.14)]. The map P could obviously be defined
simply on AE × P, but we shall soon need to consider it as a map on the universal
moduli space M˜∗,0W,E ⊂ C˜
∗,0
W,E × P. The map (4.12) has differential
(DP )A,Φ,f,ϑ : TA,ΦC˜W,E ⊕ Tf,ϑP→ HomC(E
+,E−),
given by Lemma 3.2,
(a, φ, δf, δϑ) 7→ (DD)A,f,ϑ(a, δf, δϑ),
noting that TP (A,Φ,f,ϑ) Fredn(E
+,E−) = HomC(E
+,E−). We then have the following
analogue of Proposition 4.3.14 in [15].
Proposition 4.9. Suppose (A,Φ, f, ϑ) represents a point in the universal moduli
space M∗,0W,E ⊂ C
∗,0
W,E × P. Then the following partial differential is surjective:
(DP )A,Φ,f,ϑ(0, ·) : {0} ⊕ Tf,ϑP→ TP (A,Φ,f,ϑ) Fredn(E
+,E−),
where (DP (A,Φ, ·))f,ϑ = (DP )A,Φ,f,ϑ(0, ·).
Proposition 4.9 plays a crucial role in the proof of Theorem 4.1. As we shall see
below, it follows easily from
Proposition 4.10. Assume (A,Φ) is an irreducible, non-zero-section PU(2) mono-
pole on X for the perturbation parameters f, ϑ (and some τ). If φ ∈ Ω0(W+ ⊗ E)
and ψ ∈ Ω0(W− ⊗E) satisfy
Re ((DDA)f,ϑ(δf, δϑ), ψ ⊗ φ
∗)
L2(X) = 0,(4.13)
for all (δf, δϑ), then ψ ⊗ φ∗ ≡ 0 on X.
It is important to remember that
Ran(DP )A,Φ,f,ϑ ⊂ HomC(E
+,E−)
is only a real subspace and so if there are elements of the latter tangent space which do
not lie in Ran(DP )A,Φ,f,ϑ, then we can only assume there are tangent vectors obeying
the real L2-orthogonality condition of Proposition 4.10. Our proof of Proposition 4.10
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ultimately relies on the following crucial ‘unique continuation’ result for reducible
PU(2) monopoles:
Theorem 4.11. [16, Theorem 5.11] Suppose (A,Φ) is a solution to the perturbed
PU(2) monopole equations (1.1) over a connected, oriented, smooth four-manifold X
with smooth Riemannian metric g such that (A,Φ) is reducible on a non-empty open
subset U ⊂ X. Then (A,Φ) is reducible on X if
• Φ 6≡ 0 on X, or
• Φ ≡ 0, and MasdE (g) contains no twisted reducibles or U is suitable.
See [39, p. 586] for the definition of ‘twisted reducibles’ and see [39, p. 589] for
the definition of a ‘suitable’ open set. A detailed proof of Theorem 4.11 is given
in [16]. Our argument relies on the Agmon-Nirenberg unique continuation theorem
for an ordinary differential equation on a Hilbert space [2], [3] and it generalizes
the method used by Donaldson and Kronheimer to prove the corresponding unique
continuation result for reducible anti-self-dual connections [15, Lemma 4.3.21]. The
proof of transversality via holonomy perturbations given in [16] relies on a refined
version of this unique continuation property.
Proof of Proposition 4.10. Suppose ψ ⊗ φ∗ 6≡ 0 on X . According to Lemma 2.4,
varying δϑ alone implies that both φ and ψ have pointwise complex-orthogonal images
in E and so they have at most complex rank one at each point of the subset U :=
{φ 6= 0} ∩ {ψ 6= 0} ⊂ X , which we assume is non-empty. Over the open subset
U ⊂ X , the section φ defines a Hermitian line subbundle L1 := C · φ|U ⊂ E|U .
Let L2 ⊂ E|U be the Hermitian line subbundle given by L2 := L
⊥
1 ≃ (E|U)/L1, so
L2 ≃ (detE|U) ⊗ L
∗
1 and we have a unitary splitting of Hermitian vector bundles:
E|U = L1 ⊕ L2. Furthermore, noting that φ, ψ have pointwise complex-orthogonal
images in E, we have Ranψ ⊂ L2.
With respect to this splitting, the unitary connection A|U on E|U may be written
as
∇A =
(
∇A1 −b
∗
b ∇A2
)
: Ω0(U, L1 ⊕ L2)→ Ω
1(U, L1 ⊕ L2),
where Ai is a unitary connection on Li, i = 1, 2, and b ∈ Ω
1(U, L2⊗L
∗
1) is the second
fundamental form of the pair (A1, L1) with respect to (A,E)|U , and b
∗ is the conjugate
transpose of b [33, §I.6]. (In terms of holomorphic bundles over a complex surface X ,
the second fundamental form b may be identified with an element of Ext1(L1, L2).)
Clearly, A|U is a reducible connection with respect to the splitting E|U = L1 ⊕ L2
if and only if b ≡ 0. Since (A,Φ) is irreducible and non-zero-section by hypothesis,
Theorem 4.11 implies that (A,Φ)|U cannot be reducible and so b 6≡ 0 on the non-
empty open subset U ⊂ X .
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From Lemma 3.2 and the splitting A|U = A1⊕A2 on E|U = L1⊕L2, we have (over
U ⊂ X)
∇Aφ =
(
∇A1 −b
∗
b ∇A2
)(
φ
0
)
=
(
∇A1φ
bφ
)
∈ Ω1(U,W+ ⊗ L1)⊕ Ω
1(U,W+ ⊗ L2).
Therefore,
(DDA)f,ϑ(δf, δϑ)φ =
4∑
i=1
ρ+((δf)e
i)∇A,eiφ+ ρ+(f(δϑ))φ
=
4∑
i=1
ρ+((δf)e
i)∇A1,eiφ+
4∑
i=1
ρ+((δf)e
i)b(ei)φ+ ρ+(f(δϑ))φ,
where {ei} is a local oriented, orthonormal frame for TX , with dual coframe {e
i} for
T ∗X . Thus,
(DDA)f,ϑ(δf, δϑ)φ =
4∑
i=1
ρ+((δf)e
i)∇A1,eiφ+ ρ+(f(δϑ))φ+ ρ+((δf)b)φ.(4.14)
The first two terms on the right-hand side of (4.14) are in Ω0(U,W−⊗L1), while the
last term is in Ω0(U,W− ⊗ L2). From (4.14), the fact that the sections φ, ψ have
complex-orthogonal images in E at each point of X , and the real L2-orthogonality
condition (4.13), we obtain
Re((DDA)f,ϑ(δf, δϑ)φ, ψ)L2(X) = Re(ρ+((δf)b)φ, ψ)L2(X) = 0,
for all δf ∈ C∞(gl(T ∗X)). Since φ, iψ also have pointwise complex-orthogonal images
in E, we may replace ψ by iψ above; combining the resulting two real L2-orthogonality
equations yields the complex L2-orthogonality identity,
(ρ+((δf)b)φ, ψ)L2(X) = 0,
for all δf ∈ C∞(gl(T ∗X)), which in turn, therefore, yields the pointwise identity:
〈ρ+((δf)xbx)φx, ψx〉x = 0, x ∈ U,(4.15)
for all (δf)x ∈ gl(T
∗X)x. Note that
ρ+((δf)b) ∈ HomC(W
+ ⊗C L1,W
− ⊗C L2)
≃ HomC(W
+,W−)⊗C HomC(L1, L2)
and so
ρ+((δf)xbx) ∈ HomC(W
+,W−)x ⊗C HomC(L1, L2)x ≃ gl(2,C).
Since ρ+((δf)xbx)φx and ψx are orthogonal with respect to the full Hermitian inner
product by (4.15), we may use the fact that the complexification ρ+(T
∗X)x ⊗R C is
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equal to HomC(W
+,W−)x ≃ gl(2,C) [48, p. 89]. (See the proof in Lemma A.4.)
Therefore, the identity (4.15) would yield
ψx ⊗ φ
∗
x = 0 ∈ HomC(W
+,W−)x,
for all points x ∈ U at which bx 6= 0. Since ψx ⊗ φ
∗
x 6= 0 for any point x ∈ U by
assumption, this would imply that b ≡ 0 on U and so A|U would be reducible, a
contradiction. Hence, the open set U ⊂ X must be empty and thus ψ ⊗ φ∗ ≡ 0 on
X , as desired.
We can now conclude the proof of Proposition 4.9:
Proof of Proposition 4.9. Suppose (A,Φ, f, ϑ) represents a point in the universal mod-
uli space M∗,0W,E. For convenience, we denote p := (f, ϑ) and δp := (δf, δϑ). If
{φa}a∈N is an orthonormal basis for the Hilbert space E
+ and {ϕb}b∈N is an orthonor-
mal basis for the Hilbert space E−, then {ϕb ⊗ φ
∗
a}(a,b)∈N×N is an orthonormal basis
for the Hilbert space HomC(E
+,E−), where φ∗a = 〈·, φa〉. If Ran(DP )A,Φ,p(0, ·) =
Ran(DP (A,Φ, ·))p $ TP (A,Φ,p) Fredn(E+,E−), then there are sections φ ∈ E+ and
ϕ ∈ E−, so
ϕ⊗ φ∗ ∈ HomC(E
+,E−) = TDA,p Fredn(E
+,E−),
with ϕ⊗ φ∗ 6≡ 0 on X such that
Re((DP (A,Φ, ·))p(δp), ϕ⊗ φ
∗)L2(X) = 0,
for all δp. Hence, for all δp we have
Re((DDA)p(δp)φ, ϕ)L2(X) = 0
and then Proposition 4.10 implies that ϕ ⊗ φ∗ = 0, a contradiction. Hence, the
differential (DP (A,Φ, ·))p is surjective, as claimed.
4.5. The Sard-Smale theorem and transversality. We shall need a special form
of the Sard-Smale theorem [65] for our proof of Theorem 4.1. The result is well-known
and is essentially Proposition 4.3.10 in [15], but we shall require a more detailed
statement than that given there, so we summarize the relevant discussion from [15,
§4.3.1 & §4.3.2] and prove the precise version we need here.
Let C, P, and F be C∞ Banach manifolds. Suppose M ⊂ C × P is a C∞ Banach
submanifold and that the restriction πM;P : M→ P of the projection πP : C×P→ P
onto the second factor is Fredholm. Let
P : M ⊂ C× P→ F
be a C∞ map which is transverse to a C∞ Banach submanifold J ⊂ F.
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Proposition 4.12. Continue the notation of the preceding paragraph. Then there is
a first-category subset Pfc ⊂ P such that the following holds. For all p in P− Pfc, we
have
• M := π−1
M;P(p) is a C
∞ manifold of dimension ind(πM;P)p <∞,
• P := P (·, p) :M → F is transverse to the submanifold J ⊂ F,
• Z := P−1(J) ⊂M is a C∞ submanifold of codimension
codim(Z;M) = codim(J;F).
Remark 4.13. When C is finite dimensional and J has finite codimension in F, the
preceding result is proved in [1, §3.6B].
Proof. The proof is similar to those of Propositions 4.3.10 and 4.3.11 in [15] (see [15,
p. 143]). The first item follows immediately from the Sard-Smale theorem [65], for
some first-category subset Pfc ⊂ P. The hypotheses imply that the preimage
Z := P−1(J) ⊂M ⊂ C× P
is a C∞ Banach submanifold of M. Let p be a regular value of the projections
πZ;P : Z ⊂ C× P→ P,
πM;P : M ⊂ C× P→ P,
so p ∈ P − Pfc, for some possibly larger first-category subset Pfc ⊂ P, and let (c, p)
be any point in the fiber
Z := π−1
Z;P(p) = P (·, p)
−1(J) = P−1(J),
and let h = P (c, p) ∈ F. Similarly, let M := π−1
M;P(p) and note that Z and M are C
∞
manifolds.
Note that T(c,p)Z and T(c,p)M are subspaces of TcC⊕ TpP. By choice of p ∈ P−Pfc
and by hypothesis, respectively, the maps
(DπZ;P)(c,p) : T(c,p)Z→ TpP,(4.16)
(DP )(c,p) : T(c,p)M→ ThF → ThF/ThJ,(4.17)
are surjective and
TcM ⊕ {0} = (DπM;P)
−1
(c,p)(0) ⊂ T(c,p)M,
T(c,p)Z = (DP )
−1
(c,p)(ThJ) ⊂ T(c,p)M,
where TcM ≃ TcM ⊕ {0} ⊂ TcC ⊕ {0}. We claim that the map P : M → F is
transverse to J ⊂ F, so the preimage Z = P−1(J) is a C∞ manifold of codimension
codim(Z;M) = codim(J;F).
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Suppose δh ∈ ThF. By (4.17) there is a tangent vector (δc, δp) ∈ T(c,p)M such that
(DP )(c,p)(δc, δp) = δh (mod ThJ). According to (4.16), given δp, there is a tangent
vector of the form (δc′, δp) ∈ T(c,p)Z and so
(δc− δc′, 0) = (δc, δp)− (δc′, δp) ∈ TcM ⊕ {0} ⊂ T(c,p)M.
Since (DP )(c,p)(δc
′, δp) ∈ ThJ (because P
−1(J) = Z) and P = P (·, p), this gives
(DP )c(δc− δc
′) = (DP )(c,p)(δc− δc
′, 0)
= (DP )(c,p)(δc, δp)− (DP )(c,p)(δc
′, δp)
= δh (mod ThJ).
Hence, the composition of the differential and quotient map,
(DP )p : TcM → ThF → ThF/ThJ,
is surjective, as desired.
4.6. The Sard-Smale theorem and semi-Kuranishi models. We shall use Propo-
sition 4.12 to prove Theorem 4.1. As the detailed argument is technical and lengthy,
we shall first outline the basic idea (under some simplifying assumptions) and estab-
lish a few notational conventions that will be useful in this section.
The space C˜∗,0W,E × P is a principal
◦GE-bundle over the base manifold C
∗,0
W,E × P.
The parametrized period map P may then be viewed as a section of the associated
Banach vector bundle
(C˜∗,0W,E × P× Fredn(E
+,E−))/◦GEy
C
∗,0
W,E × P
In order to obtain a Fredholm projection map onto the parameter space P, we need
to restrict the base of the preceding bundle to the universal moduli space M∗,0W,E ⊂
C
∗,0
W,E × P. Of course, the space M
∗,0
W,E is not necessarily a smooth manifold, so in
the argument below we replace small open neighborhoods in M∗,0W,E by ‘thickened
universal moduli spaces’ containing the smooth locus of M∗,0W,E as finite-dimensional
submanifolds. Temporarily assumingM∗,0W,E is smooth, for the purposes of this outline,
we thus consider the Banach vector bundle together with a Fredholm projection map:
(M˜∗,0W,E × Fredn(E
+,E−))/◦GEy
M
∗,0
W,E
and
M
∗,0
W,EyπM;P
P
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It is rather cumbersome to phrase the transversality argument in terms of sections
of vector bundles rather than maps of Banach manifolds, although this can be done.
So, before proceeding further, we restrict to slice neighborhoods in C∗,0W,E and M
∗,0
W,E,
which for simplicity we continue to write as C∗,0W,E and M
∗,0
W,E here, abusing notation
slightly, rather than introduce new symbols. With respect to such a trivialization, we
then have a parametrized period map and a Fredholm projection:
P :M∗,0W,E ⊂ C
∗,0
W,E × P→ Fredn(E
+,E−),
πM;P :M
∗,0
W,E ⊂ C
∗,0
W,E × P→ P.
Fix an integer κ ≥ n := indDA,f,ϑ and temporarily assume, again for the purposes of
this outline, that the rank-one locus Jκ(Xsm) ⊂ Fredn(E+,E−) is a smooth submani-
fold. If the parametrized period map P : M∗,0W,E → Fredn(E
+,E−) is transverse to the
locus Jκ(Xsm) ⊂ Fredn(E+,E−), then Proposition 4.12 implies that the period map
P := P (·, p) from the fiber π−1M;P(p) =M
∗,0
W,E(p),
P :M∗,0W,E(p)→ Fredn(E
+,E−),
will be transverse to Jκ(Xsm) ⊂ Fredn(E+,E−) for all p ∈ P − Pfc, for some first-
category subset Pfc, and so
codim(P−1(Jκ(Xsm);M
∗,0
W,E(p)) = codim(Jκ(Xsm); Fredn(E
+,E−)) =∞.
SinceM∗,0W,E(p) is a finite-dimensional smooth manifold and P
−1(Jκ(Xsm)) is a smooth
submanifold with infinite codimension, the subset P−1(Jκ(Xsm)) is necessarily empty.
Hence, after repeating this argument for each integer κ ≥ n and observing that the
subset⋃
κ≥n
P−1(Jκ(Xsm)) = {[A,Φ] ∈M
∗,0
W,E(p) : KerDA,p contains some rank-one Ψ}
is empty for generic p ∈ P, we will have shown that for generic p ∈ P, the moduli
space M∗,0W,E(p) contains no rank-one pairs.
Given this outline, we now proceed to the detailed proof of Theorem 4.1.
Proof of Theorem 4.1. Recall that in order to obtain a Fredholm projection map —
thus permitting an application of the Sard-Smale theorem [15, §4.3.1 & §4.3.2], [65]
in the form of Proposition 4.12 — we need to restrict our attention to the universal
moduli space of irreducible, non-zero-section PU(2) monopoles:
M
∗,0
W,E := {(A,Φ, p) ∈ C˜
∗,0
W,E × P : S(A,Φ, p) = 0}/
◦GE .
Let (A0,Φ0, p0) be any point in M
∗,0
W,E. The space M
∗,0
W,E is not necessarily smooth so
we first construct a semi-Kuranishi model for an open neighborhood (A0,Φ0, p0) in
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M
∗,0
W,E. Let
V := L2k−1(Λ
+ ⊗ su(E))⊕ L2k−1(W
+ ⊗ E)
and observe that the map
S : C∗,0W,E × P→ V
is right semi-Fredholm, in the sense that its differentials are right semi-Fredholm
operators, having closed range and finite-dimensional cokernel (though not finite-
dimensional kernels) [10, Definition XI.2.3 & Proposition XI.2.10]:
Claim 4.14. The map S : C∗,0W,E × P→ V is right semi-Fredholm.
Proof. One can see this by observing that the differentials
(DS)(A,Φ,p) : T(A,Φ)C
∗,0
W,E ⊕ TpP→ V
have right Green’s operators defined by
G(A,Φ,p) = (DS)
†
(A,Φ,p)
(
(DS)(A,Φ,p)(DS)
†
(A,Φ,p)
)−1
: V→ T(A,Φ)C
∗,0
W,E ⊕ TpP.
Let Π(A,Φ,p) denote the L
2-orthogonal projection from V onto the finite-dimensional
subspace
H2(A,Φ,p) :=
(
Ran(DS(·, p))(A,Φ)
)⊥
⊂ V,
and let Π⊥(A,Φ,p) := id − Π(A,Φ,p) be the L
2-orthogonal projection from V onto the
subspace Ran(DS(·, p))(A,Φ). Then,
(DS)(A,Φ,p) ◦G(A,Φ,p) = id− Π(A,Φ,p) : V→ V
and so is right semi-Fredholm by [10, Definition XI.2.3], as Π(A,Φ,p) is a finite-rank
operator and thus compact.
We now consider the pair of maps
Π⊥(A0,Φ0,p0) ◦S : C
∗,0
W,E × P→ (H
2
(A0,Φ0,p0)
)⊥ ∩V,(4.18)
Π(A,0Φ0,p0) ◦S : C
∗,0
W,E × P→ H
2
(A0,Φ0,p0).(4.19)
By construction, the differential of the stabilized canonical map (4.18) is surjective
at the point (A0,Φ0, p0) and thus also on some open neighborhood U(A0,Φ0,p0) of the
point (A0,Φ0, p0) in C
∗,0
W,E ×P. An open neighborhood of (A0,Φ0, p0) in M
∗,0
W,E is then
given by the zero locus of the finite-rank obstruction map (4.19) in the C∞ Banach
manifold
M(A0,Φ0,p0) := U(A0,Φ0,p0) ∩ (Π
⊥
(A0,Φ0,p0) ◦S)
−1(0) ⊂ C∗,0W,E × P,(4.20)
comprising a thickened, parametrized moduli space. Let
πM;P : M(A0,Φ0,p0) → P
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denote the restriction to M(A0,Φ0,p0) of the projection from C
∗,0
W,E × P onto the second
factor, and let
H1(A0,Φ0,p0) : = Ker(DS(·, p0))(A0,Φ0)
= Ker(Π⊥(A0,Φ0,p0) ◦DS(·, p0))(A0,Φ0)
= Ker(DπM;P)(A0,Φ0,p0) ⊂ T(A0,Φ0)C
∗,0
W,E
(4.21)
be the Zariski tangent space to the fiber M∗,0W,E(p0) at the point (A0,Φ0). Note that
the differentials
(DπM;P)(A,Φ,p) : T(A,Φ,p)M(A0,Φ0,p0) → TpP(4.22)
are Fredholm and that H1(A0,Φ0,p0) is finite-dimensional.
We now consider the period map:
P : M(A0,Φ0,p0) → Fredn(E
+,E−).(4.23)
The map P (A0,Φ0, ·) : P→ Fredn(E
+,E−) is a submersion by Proposition 4.9 and in
particular a submersion at the point p0, but it does not follow that the same is true for
the map (4.23) at the point (A0,Φ0, p0) since the tangent space T(A0,Φ0,p0)M(A0,Φ0,p0)
does not necessarily contain the subspace
{0} ⊕ Tp0P ⊂ T(A0,Φ0)C
∗,0
W,E ⊕ Tp0P,
as required by the hypotheses of Proposition 4.9. To circumvent this problem and
permit an analysis of the preimage of Jκ(Xsm) inM(A0,Φ0,p0), we use a second stabiliza-
tion technique similar to that employed by Donaldson for the anti-self-dual equation
[11], [15, §7.2.2].
Claim 4.15. There is an equality of vector spaces,
T(A0,Φ0,p0)M(A0,Φ0,p0) + ({0} ⊕ Tp0P) = H
1
(A0,Φ0,p0)
⊕ Tp0P,(4.24)
and an isomorphism of vector spaces,(
H1(A0,Φ0,p0) ⊕ Tp0P
)
/T(A0,Φ0,p0)M(A0,Φ0,p0) ≃ Coker(DπM;P)(A0,Φ0,p0),(4.25)
and so T(A0,Φ0,p0)M(A0,Φ0,p0) has finite codimension in H
1
(A0,Φ0,p0)
⊕ Tp0P.
Proof. For every tangent vector
δp ∈ Ran(DπM;P)(A0,Φ0,p0) ⊂ Tp0P,
there is a corresponding tangent vector (a, φ, δp) in T(A0,Φ0,p0)M(A0,Φ0,p0), so the equal-
ity (4.24) follows. Since the differential (4.22) is Fredholm, the cokernel(
Ran(DπM;P)(A0,Φ0,p0)
)⊥
≃ Coker(DπM;P)(A0,Φ0,p0)
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is finite dimensional. Indeed, using the isomorphisms
Tp0P ≃ Ran(DπM;P)(A0,Φ0,p0) ⊕ Coker(DπM;P)(A0,Φ0,p0),
T(A0,Φ0,p0)M(A0,Φ0,p0) ≃ (Ker(DπM;P)(A0,Φ0,p0))
⊥ ⊕H1(A0,Φ0,p0),
≃ Ran(DπM;P)(A0,Φ0,p0) ⊕H
1
(A0,Φ0,p0)
,
(the second isomorphism above being due to (4.22)), we obtain the isomorphism
(4.25). The assertion on codimension follows from the fact that dimCoker(DπM;P)(A0,Φ0,p0) <
∞, since the projection πM;P is Fredholm.
Proposition 4.9 asserts that the differential
(DP )(A0,Φ0,p0) : {0} ⊕ Tp0P→ TP (A0,Φ0,p0) Fredn(E
+,E−)
is surjective and so the same is true for
(DP )(A0,Φ0,p0) : H
1
(A0,Φ0,p0)
⊕ Tp0P→ TP (A0,Φ0,p0) Fredn(E
+,E−).
Claim 4.15 and its proof imply that
H1(A0,Φ0,p0) ⊕ Tp0P
≃ H1(A0,Φ0,p0) ⊕ (Ker(DπM;P)(A0,Φ0,p0))
⊥ ⊕ Coker(DπM;P)(A0,Φ0,p0)
≃ T(A0,Φ0,p0)M(A0,Φ0,p0) ⊕ Coker(DπM;P)(A0,Φ0,p0).
Define a finite-dimensional subspace
F(A0,Φ0,p0) : = (DP )(A0,Φ0,p0)
(
Coker(DπM;P)(A0,Φ0,p0)
)
⊂ TP (A0,Φ0,p0) Fredn(E
+,E−)
and let
ι : F(A0,Φ0,p0) → TP (A0,Φ0,p0) Fredn(E
+,E−) = HomC(E
+,E−)
denote the inclusion. Although the differential
(DP )(A0,Φ0,p0) : T(A0,Φ0,p0)M(A0,Φ0,p0) → TP (A0,Φ0,p0) Fredn(E
+,E−)
need not necessarily be surjective, the following linear map is surjective by construc-
tion:
(4.26) ι+ (DP )(A0,Φ0,p0) : F(A0,Φ0,p0) ⊕ T(A0,Φ0,p0)M(A0,Φ0,p0)
→ TP (A0,Φ0,p0) Fredn(E
+,E−),
where, for all (f, δm) ∈ F(A0,Φ0,p0) ⊕ T(A0,Φ0,p0)M(A0,Φ0,p0), we set(
ι+ (DP )(A0,Φ0,p0)
)
(f, δm) := ι(f) + (DP )(A0,Φ0,p0)(δm).
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Define a stabilized period map
ι+ P : F(A0,Φ0,p0) ×M(A0,Φ0,p0) → Fredn(E
+,E−)(4.27)
by setting (ι + P )(f,m) := ι(f) + P (m), for all (f,m) in F(A0,Φ0,p0) ×M(A0,Φ0,p0). (We
should write HomC(E
+,E−) for the image space in (4.27), but when f is close enough
to the origin in F(A0,Φ0,p0), the point ι(f)+P (m) lies in the open subset Fredn(E
+,E−)
since P (m) lies in Fredn(E
+,E−).) By construction, the differential (4.26) of the
stabilized period map (4.27) is surjective at the point (0, A0,Φ0, p0) and so there are
an open neighborhood of the origin,
O(A0,Φ0,p0) ⊂ F(A0,Φ0,p0),
and, in the definition (4.20) of M(A0,Φ0,p0), a possibly smaller open neighborhood
U(A0,Φ0,p0) of the point (A0,Φ0, p0) in C
∗,0
W,E × P, such that the restriction
ι+ P : O(A0,Φ0,p0) ×M(A0,Φ0,p0) → Fredn(E
+,E−)(4.28)
of the map (4.27) is a submersion.
Suppose κ ≥ n is an integer. Because the smooth map (4.28) is a submersion, the
preimage
Nκ(A0,Φ0,p0) := (O(A0,Φ0,p0) ×M(A0,Φ0,p0)) ∩ (ι+ P )
−1(Fredκ,n(E
+,E−))(4.29)
is a smooth submanifold of O(A0,Φ0,p0) ×M(A0,Φ0,p0), with (finite) real codimension
codimR
(
Nκ(A0,Φ0,p0);O(A0,Φ0,p0) ×M(A0,Φ0,p0)
)
= 2κ(κ− n),(4.30)
and so
O(A0,Φ0,p0) ×M(A0,Φ0,p0) =
⋃
κ≥n
Nκ(A0,Φ0,p0)
is a countable, disjoint union of smooth submanifolds.
Claim 4.16. The following smooth map is a submersion:
ι+ P : Nκ(A0,Φ0,p0) → Fredκ,n(E
+,E−).(4.31)
Proof. Let (A,Φ, p) be a point in Nκ(A0,Φ0,p0). From the definition (4.29) of the sub-
manifold Nκ(A0,Φ0,p0) and the fact that the map (4.28) is a submersion, we see that
T(A,Φ,p)N
κ
(A0,Φ0,p0)
= (D(ι+ P ))−1(A,Φ,p)
(
T(ι+P )(A,Φ,p) Fredκ,n(E
+,E−)
)
,
as the tangent space to the preimage is the preimage of the tangent space. Hence, it
follows trivially that
(D(ι+ P ))(A,Φ,p)
(
T(A,Φ,p)N
κ
(A0,Φ0,p0)
)
= T(ι+P )(A,Φ,p) Fredκ,n(E
+,E−),
which yields the claim.
GENERIC METRICS AND TRANSVERSALITY 43
While the manifold Fredκ,n(E
+,E−) contains the rank-one locus Jκ(Xsm), the lat-
ter space is not necessarily smooth and so it is convenient at this point to shift
our attention instead to the smooth rank-one locus J˜κ(Xsm) in the flag manifold
Flagκ,n(E
+,E−) covering Fredκ,n(E
+,E−). Recall that the canonical projection
Flagκ,n(E
+,E−)→ Fredκ,n(E
+,E−)
has finite-dimensional fibers P(KerB) ≃ Pκ−1 over points
B ∈ Fredκ,n(E
+,E−).
Then the submersion (4.31) then lifts to a smooth map
ι+ P˜ : Nκ(A0,Φ0,p0) → Flagκ,n(E
+,E−),(4.32)
though not necessarily to a submersion, given by
(f, A,Φ, p) 7→ (ι+ P˜ )(f, A,Φ, p),
where
(ι+ P˜ )(f, A,Φ, p) := ([Φ], ι(f) + P (A,Φ, p)) = ([Φ], ι(f) +DA,p).
The proof of the next lemma is the key application of Proposition 4.12.
Lemma 4.17. Continue the above notation. Then there is a first-category subset
Pfc ⊂ P, depending on (A0,Φ0, p0), such that for all p ∈ P−Pfc, the thickened moduli
space M(A0,Φ0,p0)|p := π
−1
M;P(p) ∩M(A0,Φ0,p0) contains no points (A,Φ, p) with Φ rank
one.
Proof. From its definition, a countable union of first-category subsets of P is again
a first-category subset, so it will suffice to consider a single open neighborhood of a
point (f1, A1,Φ1, p1) in N
κ
(A0,Φ0,p0)
, as the space Nκ(A0,Φ0,p0) is paracompact and so we
may repeat the argument below for each element of a countable open cover.
We introduce a third stabilization, this time for the map (4.32), yielding a submer-
sion onto Flagκ,n(E
+,E−). Let {Φ1,α}
κ
α=1 be an orthonormal basis for the kernel of
(ι+ P )(f1, A1,Φ1, p1) = ι(f1) +DA1,p1 and let
π(f,A,Φ,p) : E
+ → Ker(ι(f) +DA,p)(4.33)
be the smooth family of L2-orthogonal projections from E+ onto Ker(ι(f) + DA,p),
parametrized by the points (f, A,Φ, p) in Nκ(A0,Φ0,p0). Let z := (z1, . . . , zκ) ∈ C
κ and
define a smooth map
ι+ P̂ : Cκ ×Nκ(A0,Φ0,p0) → Flagκ,n(E
+,E−)(4.34)
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by the assignment (z, f, A,Φ, p) 7→ (ι+ P̂ )(z, f, A,Φ, p), where
(ι+ P̂ )(z, f, A,Φ, p) := ι(f) + P̂ (z, A,Φ, p)
:= ([Φ + π(f,A,Φ,p)(
∑κ
α=1zαΦ1,α)], ι(f) +DA,p).
(Again, we should really use an open neighborhood of the origin in Cκ rather than all
of Cκ in the definition of the map (4.34), so the vector in E+ is non-zero and defines an
element of P(E+); however, the map is clearly well-defined for z near zero and that is
all we shall need below.) Note that when (z, f) = (0, 0), the term (ι+ P̂ )(z, f, A,Φ, p)
simplifies to
(ι+ P̂ )(0, 0, A,Φ, p) = ([Φ],DA,p)(4.35)
= P˜ (A,Φ, p) ∈ P(KerDA,p)× Fredκ,n(E+,E−),
with P(KerDA,p) ⊂ P(E+).
Claim 4.18. The map (ι+P̂ ) of (4.34) is a submersion at the point (0, f1, A1,Φ1, p1).
Proof. From (4.34) we have (ι+ P̂ )(0, f1, A1,Φ1, p1) = ([Φ1], ι(f1) +DA1,p1). The map
(4.31), given by (f, A,Φ, p) 7→ ι(f)+DA,p, is a submersion at (f1, A1,Φ1, p1). Hence, if
Bt is a smooth path in Fredκ,n(E
+,E−) through B1 := ι(f1)+DA1,p1, we may choose a
smooth path (ft, At,Φt, pt) in N
κ
(A0,Φ0,p0)
, passing through (f1, A1,Φ1, p1), which maps
to the smooth path Bt near t = 1 via (4.31), so
Bt = ι(ft) +DAt,pt .
Using (4.33), define a smooth path of projections onto KerBt ⊂ E
+ by
πt := π(ft ,At,Φt,pt), t near 1.
Then, π1 = id on KerB1 and {πt(Φ1,α)}
κ
α=1 is a basis for KerBt = Ker(ι(ft) +DAt,pt)
near t = 1, since {Φ1,α)}
κ
α=1 was chosen to be a basis for KerB1. Now suppose Ψt is
a smooth path in E+ through Φ1 such that BtΨt = 0, so ([Ψt], Bt) is a smooth path
in Flagκ,n(E
+,E−). Because Ψt,Φt ∈ KerBt, near t = 1 we can write
Ψt − Φt =
κ∑
α=1
(Ψt − Φt, πt(Φ1,α))L2 · πt(Φ1,α) =:
κ∑
α=1
zα(t)πt(Φ1,α),
with zα(t) = 0 when t = 1. Hence, near t = 1, the path ([Ψt], Bt) through (ι +
P̂ )(0, f1, A1,Φ1, p1) in the image, Flagκ,n(E
+,E−), lifts to a smooth path (zt, ft, At,Φt, pt)
in the domain, Cκ ×Nκ(A0,Φ0,p0), through (0, f1, A1,Φ1, p1) with
(ι+ P̂ )(zt, ft, At,Φt, pt) = ([Ψt], Bt).
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In particular, we have
d
dt
(ι+ P̂ )(zt, ft, At,Φt, pt)
∣∣∣
t=1
=
d
dt
([Ψt], Bt)
∣∣∣
t=1
.
Since the smooth path ([Ψt], Bt) through (ι + P̂ )(0, f1, A1,Φ1, p1) was arbitrary, we
see that ι+ P̂ is a submersion at (0, f1, A1,Φ1, p1), as desired.
By Claim 4.18, the map (4.34) is a submersion at the point (0, f1, A1,Φ1, p1) and
so is a submersion on an open neighborhood of this point in Cκ ×Nκ(A0,Φ0,p0). Rather
than introduce further notation, we may suppose without loss of generality (see the
remark at the beginning of the proof of the lemma concerning first-category sets) that
the map (4.34) is a submersion on its entire domain Cκ ×Nκ(A0,Φ0,p0).
Consequently, the locus
Zκ(A0,Φ0,p0) := (C
κ ×Nκ(A0,Φ0,p0)) ∩ (ι+ P̂ )
−1(J˜κ(Xsm))
is a C∞ Banach submanifold of Cκ ×Nκ(A0,Φ0,p0). Let
Mκ(A0,Φ0,p0) : = N
κ
(A0,Φ0,p0)
∩ ({0} ×M(A0,Φ0,p0))
⊂ O(A0,Φ0,p0) ×M(A0,Φ0,p0),
and observe that we have a countable disjoint union of subsets:
M(A0,Φ0,p0) =
⋃
κ≥n
Mκ(A0,Φ0,p0).
Of course, the unstabilized period map (4.23) also lifts to a map,
P˜ : Mκ(A0,Φ0,p0) → Flagκ,n(E
+,E−),(4.36)
defined, as in (4.32), by setting
P˜ (A,Φ, p) := (ι+ P˜ )(0, A,Φ, p) = ([Φ],DA,p) = ([Φ], P (A,Φ, p)).
(Note that the preimage P−1(Jκ(Xsm)) in Mκ(A0,Φ0,p0) consists of points (A,Φ, p) such
that KerDA,p contains some rank-one section, whereas the preimage P˜
−1
(J˜κ(Xsm))
in Mκ(A0,Φ0,p0) consists of points (A,Φ, p) with Φ a rank-one element of KerDA,p.)
Note that by (4.35) we have
Mκ(A0,Φ0,p0) ∩ P˜
−1
(J˜κ(Xsm))
= ({0} × {0} ×Mκ(A0,Φ0,p0)) ∩ (ι+ P̂ )
−1(J˜κ(Xsm))
= ({0} × {0} ×Mκ(A0,Φ0,p0)) ∩ Z
κ
(A0,Φ0,p0)
.
(4.37)
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Let πC×N;P be the projection to the factor P from the C
∞ Banach submanifold
Cκ ×Nκ(A0,Φ0,p0) ⊂ C
κ × F(A0,Φ0,p0) × C
∗,0
W,E × P,
and similarly define πN;P : N
κ
(A0,Φ0,p0)
→ P. Proposition 4.12 now implies that there
is a first-category subset Pfc ⊂ P such that for each p ∈ P− Pfc, the preimages
Cκ ×Nκ(A0,Φ0,p0)|p := π
−1
C×N;P(p) ∩ (C
κ ×Nκ(A0,Φ0,p0)),(4.38)
where Nκ(A0,Φ0,p0)|p := π
−1
N;P(p) ∩N
κ
(A0,Φ0,p0)
, and
Zκ(A0,Φ0,p0)|p := (ι+ P̂ (·, p))
−1(J˜κ(Xsm)) ∩ (Cκ ×Nκ(A0,Φ0,p0)|p)(4.39)
are smooth submanifolds; the parameters p ∈ P − Pfc are regular values of the pro-
jections defining the above two preimages, which are C∞ and Fredholm.
Claim 4.19. The manifolds Cκ×Nκ(A0,Φ0,p0)|p and Z
κ
(A0,Φ0,p0)
|p have the following di-
mension and codimension, respectively:
dimR
(
Cκ ×Nκ(A0,Φ0,p0)
)
|p
= dimR F(A0,Φ0,p0) + 2κ+ dimH
1
(A0,Φ0,p0)
− 2κ(κ− n) <∞,
(4.40)
codimR
(
Zκ(A0,Φ0,p0)|p;C
κ ×Nκ(A0,Φ0,p0)|p
)
= codim(J˜κ(Xsm); Flagκ,n(E
+,E−)) =∞.
(4.41)
In particular, Zκ(A0,Φ0,p0)|p is empty.
Proof. According to (4.29) and (4.38) we have
Cκ ×Nκ(A0,Φ0,p0)|p
= (O(A0,Φ0,p0) ×M(A0,Φ0,p0)|p) ∩ (ι+ P (·, p))
−1(Fredκ,n(E
+,E−)).
Hence, the expression for the dimension of Cκ × Nκ(A0,Φ0,p0)|p follows from the facts
that
codimR
(
Fredκ,n(E
+,E−); Fredn(E
+,E−)
)
= 2κ(κ− n),
(just as in the derivation of (4.30)) in conjunction with Proposition 4.12 applied to
the submersion (4.28) given by ι+P on O(A0,Φ0,p0)×M(A0,Φ0,p0) and the genericity of
p, the fact that dimR F(A0,Φ0,p0) = dimRO(A0,Φ0,p0), and the fiber dimension formula
implied by (4.21), namely
dimM(A0,Φ0,p0)|p = dimH
1
(A0,Φ0,p0)
.
The equality in (4.41) follows from the fact that the map ι+ P̂ (·, p) is a submersion
on Cκ×Nκ(A0,Φ0,p0)|p according to Claim 4.18 and Proposition 4.12, for generic p. The
infinite-codimension assertion for Zκ(A0,Φ0,p0)|p follows from (4.11). Thus, Z
κ
(A0,Φ0,p0)
|p
is a smooth manifold of negative dimension, by (4.40) and (4.41), and so is empty.
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From (4.37), we see that (for any p ∈ P) we have
Mκ(A0,Φ0,p0)|p ∩ P˜ (·, p)
−1(J˜κ(Xsm)) ⊂ Zκ(A0,Φ0,p0)|p,
and so, as Zκ(A0,Φ0,p0)|p is empty according to Claim 4.19, the intersectionM
κ
(A0,Φ0,p0)
|p∩
P˜ (·, p)−1(J˜κ(Xsm)) must be empty as well. Therefore, the thickened moduli space
M(A0,Φ0,p0)|p contains no points (A,Φ, p) with Φ rank one, when dimCKerDA,p = κ
and p ∈ Pfc. Repeating this argument for all κ ≥ n yields the desired conclusion,
recalling that a countable union of first-category subsets of P is again a first-category
subset. This completes the proof of Lemma 4.17.
Since we have an inclusion
M
∗,0
W,E ∩M(A0,Φ0,p0) ⊂M(A0,Φ0,p0)
of an open neighborhood of the point (A0,Φ0, p0) in the parametrized moduli space
M
∗,0
W,E into the thickened, parametrized moduli space M(A0,Φ0,p0), Lemma 4.17 implies
that M∗,0W,E(p) ∩M(A0,Φ0,p0)|p contains no points (A,Φ, p) with Φ rank one, when p ∈
P − Pfc. We now repeat this process for every point (A1,Φ1, p1) in M
∗,0
W,E, using
appropriate open neighborhoods U(A1,Φ1,p1) of (A1,Φ1, p1) in C
∗,0
W,E ×P, and obtaining
a first-category subset for each such neighborhood. Since C∗,0W,E ×P is a paracompact
Banach manifold, we may pass to a collection of open neighborhoods in C∗,0W,E × P
which gives a countable open covering of M∗,0W,E. A countable union of first-category
subsets of P is again a first-category subset, so this process yields the desired set
Pfc ⊂ P in the case of C
r parameters. That is, for each Cr parameter p ∈ P − Pfc,
the moduli space M∗,0W,E(p) contains no irreducible, rank-one PU(2) monopoles. The
argument of [16, §5.1.2] then allows us to reduce to the case of C∞ parameters. This
completes the proof of Theorem 4.1.
Remark 4.20. It is well-known that a Dirac operatorDA : Ω
0(W+⊗F )→ Ω0(W−⊗
F ) defined by fixed spinc connection on W and unitary connection A on a Hermitian
vector bundle F over a closed four-manifold has CokerDA = 0 when indDA ≥ 0 and
the connection A is generic; see, for example, [48, Lemma 6.9.3] for a proof using
the Sard-Smale theorem when F is a line bundle. This and related vanishing results
for harmonic spinors are proved directly in [4], without appealing to the Sard-Smale
theorem.
Appendix A. PU(2) monopoles on Ka¨hler surfaces and Spinc
polynomial invariants
48 PAUL M. N. FEEHAN
A.1. Rank-one, irreducible PU(2) monopoles on Ka¨hler surfaces. The ob-
servation that the statement and proof of Proposition I.3.5 in [59] is incorrect is an
important one due to A. Teleman [54], [71] for the theory of spinc polynomial invari-
ants and for the developing theory of PU(2) monopoles. The transversality results
given in [59, §I], which underly the Donaldson-Pidstrigach-Tyurin theory of spinc
polynomial invariants, rely on [59, Proposition I.3.5]. For completeness, we review
Teleman’s counterexample here.
We first recall the form of the PU(2) monopole equations on a Ka¨hler manifold
(see [8], [52], [53], [54], [74]). Let (X, J, g) be a four-manifold with almost-complex
structure J , Hermitian metric g, and corresponding Ka¨hler form ω. The canonical
spinc structure is defined by
W+can := Λ
0,0 ⊕ Λ0,2, W−can := Λ
0,1,
where Λp,q = Λp,q(T ∗X), and ρ : T ∗X → EndC(W ) is the standard Clifford multipli-
cation of [26], [48], [63]. A straightforward modification of Witten’s description of the
solutions to the U(1) monopole equations on a Ka¨hler surface [48], [74] then yields
the following form of the (unperturbed) PU(2) monopole equations [52], [53] (see also
[8]),
F 2,0A = −
1
2
(α⊗ β¯)0,
F 0,2A =
1
2
(β ⊗ α¯)0,(A.1)
iΛgFA = −
1
2
((α⊗ α¯)0 − ∗g(β ⊗ β¯)0),
∂Aα + ∂
∗
Aβ = 0,
for a pair (A,Φ), where A is an SO(3) connection on su(E), inducing a unitary
connection on E via the fixed unitary connection Ae on detE, and
Φ := (α, β) ∈ Ω0(W+can ⊗ E) = Ω
0,0(E)⊕ Ω0,2(E).
Now suppose E is a Hermitian two-plane bundle with holomorphic structure ∂A over
a Ka¨hler surface X with H0(E) 6= 0 and that α is a holomorphic section of E. If the
holomorphic structure ∂A on E is indecomposable, then one finds from (A.1) that the
triple (A, α, 0) defines an irreducible, rank-one PU(2) monopole on X .
A.2. The definition of spinc polynomial invariants. The basic idea underlying
the definition of spinc polynomial invariants is due to Donaldson [13]. The construc-
tion of spinc polynomial invariants and their development and application to smooth
four-manifold topology has been carried out by Pidstrigach and Tyurin in their se-
ries of articles [56], [59], [73]. To the best of our knowledge, all results concerning
smooth four-manifold topology which have been proved using spinc polynomial in-
variants have been proved independently using either Donaldson invariants or, more
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recently, Seiberg-Witten invariants. Nonetheless, as the spinc -ASD equations can be
viewed as precursor to the PU(2) monopole equations, the spinc polynomial invari-
ants at least have some historical interest. The spinc -ASD equations can be viewed
(the original definition of [59] uses a slightly different trace condition for the unitary
connection on detE) as the following variant of the PU(2) monopole equations (1.1):
P+(g)f(FA) = 0,(A.2)
(DA,f + ρ(f(ϑ)))Φ = 0.
The moduli space
NW,E(f, g, ϑ) := {(A,Φ) : Eq. (A.2) holds}/
◦GE
of spinc -ASD pairs is defined in the same way as the moduli space MW,E(f, g, τ, ϑ) of
PU(2) monopoles, with N∗W,E(f, g, ϑ) denoting the space of spin
c -ASD pairs (A,Φ)
where is A irreducible. In [59, §I] the moduli space N∗W,E(f, g, ϑ) is used to define
invariants of smooth four-manifolds. As we remarked in §A.1, Teleman has pointed
out that the proof given by Pidstrigach-Tyurin in [59] that N∗W,E(f, g, ϑ) is a smooth
manifold of the expected dimension (see Proposition I.3.5 and Corollaries I.3.6. I.3.7,
and I.3.8 in [59]), for generic (g, ϑ), is incorrect. We note that variations of the Dirac
operator DA,f +ρ(f(ϑ)) with respect to f ∈ Ω
0(GL(T ∗X)) are not used in [59], while
the one-form ϑ is assumed to be purely imaginary (a unitary perturbation of the
U(1) connection on detW+), rather than complex as we suppose here. Just as in the
proof of our main transversality result, Theorem 1.3, for the moduli space of PU(2)
monopoles, the principal difficulty one needs to address is the possible presence in
N∗W,E(f, g, ϑ) of irreducible, rank-one pairs. The proof of Theorem 4.1 carries over,
with one slight change, to give:
Theorem A.1. Let X be a closed, oriented, simply-connected,smooth four-manifold
with C∞ Riemannian metric g, spinc structure (ρ,W+,W−), and Hermitian two-
plane bundle E. Then there is a first-category subset P∞fc ⊂ P
∞ such that for all
(f, ϑ) in P∞ − P∞fc the following holds: The moduli space N
∗,0
W,E(f, g, ϑ) contains no
spinc -ASD pairs (A,Φ) with both A irreducible and Φ rank one.
Proof. The only difference — and this is the reason for the additional constraint
on π1(X) — is that our unique continuation result for reducible PU(2) monopoles,
Theorem 4.11, must be replaced by the corresponding unique continuation result for
reducible anti-self-dual SO(3) connections [15, Lemma 4.3.21]. The remainder of the
proof is otherwise identical to that of Theorem 4.1.
Given Theorem A.1, the remainder of the argument of [59, Proposition I.3.5] yields:
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Theorem A.2. Let X be a closed, oriented, simply-connected, smooth four-manifold
with C∞ Riemannian metric g, spinc structure (ρ,W+,W−) with spinc connection,
and a Hermitian line bundle detE with unitary connection. Then there is a first-
category subset P∞fc of the Fre´chet space P
∞ of C∞ perturbation parameters (f, ϑ)
such that for all (f, ϑ) in P∞ − P∞fc the following holds: For each parameter (f, ϑ) in
P∞ − P∞fc and Hermitian two-plane bundle E over X, the moduli space N
∗
W,E(f, g, ϑ)
of spinc -ASD pairs is a smooth manifold of the expected dimension,
dimN∗W,E(f, g, ϑ) = −2p1(su(E))−
3
2
(e(X) + σ(X))
+ 1
2
p1(su(E)) +
1
2
((c1(W
+) + c1(E))
2 − σ(X))− 1.
Remark A.3. 1. The holonomy perturbations of [16] can be used to give an al-
ternative, direct proof of Theorem A.2, without addressing the possible pres-
ence or absence of irreducible, rank-one spinc -ASD pairs in the moduli space
N∗W,E(f, g, ϑ).
2. The constraint on the topology of X in the hypotheses of Theorem A.2 can be
relaxed by taking account of the possible presence of the ‘twisted reducible’ anti-
self-dual SO(3) connections of Kronheimer-Mrowka [39, §2] with a little more
care.
A.3. Some linear algebra. When proving Theorem 1.3, our transversality result for
the PU(2) monopole equations (1.1), we used the following well-known, elementary
fact:
Lemma A.4. [48, p. 89] Let X be an oriented, Riemannian, smooth four-manifold
with spinc structure (ρ,W+,W−). Then the Clifford map ρ : T ∗X → HomC(W
+,W−)
extends to an isomorphism of complex vector bundles,
ρ : T ∗X ⊗R C→ HomC(W+,W−).
The applications arose, specifically, in the proofs of Lemma 2.4 and Proposition
4.10. The lemma is also an essential ingredient in the standard proofs of transversality
for the perturbed Seiberg-Witten equations (see, for example, [38], [48], [74]). Hence,
though elementary, we include a proof here as we are not aware of a reference.
Proof of Lemma A.4. Suppose x ∈ X . We need to show that the complex-linear map
ρ : (T ∗X)x ⊗R C→ HomC(W+,W−)x
is an isomorphism and, for this purpose, it is very convenient to use the quaternion
model for (complex) Clifford multiplication [42], [63]. Thus, we employ the identifi-
cations of complex vector spaces, W+|x = H⊕ 0 and W−|x = 0⊕H. Moreover, with
this identification, (T ∗X)x = R4 = H acts on W |x = H⊕H by
ρ(v)(φ+, φ−) = (vφ−,−v¯φ+), for all v ∈ H and (φ+, φ−) ∈ H⊕H,
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while i ∈ C acts by −I ∈ H on the right, commuting with Clifford multiplication on
the left; we give H its standard basis {1, I, J,K} over R.
Since (T ∗X)x ⊗R C and HomC(W+,W−)x both have complex dimension four, it
suffices to show that ρ is surjective. Thus, by complex linearity, it is enough to show
that for a given unit-norm Φ ∈ W+|x and Ψ ∈ W
−|x, there is a v ∈ (T
∗X)x ⊗R C
such that ρ(v) = Ψ⊗ 〈·,Φ〉 or, equivalently, that
ρ(v)Φ = Ψ.(A.3)
Suppose we are given Φ = (φ, 0) ∈ W+|x and Ψ = (0, ψ) ∈ W
−|x. Then,
ρ(v)Φ = v(φ, 0) = (0,−v¯φ), for all v ∈ H.
We want to show that ρ(v)Φ = Ψ for some v ∈ H, that is,
(0,−v¯φ) = (0, ψ).(A.4)
But since H acts transitively on itself by quaternionic multiplication, we can find
v ∈ H so that (A.4) — and hence (A.3) — holds. This completes the proof.
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